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resumo As preocupações com o consumo de água e energia no mundo são cres-
centes. No entanto, em Portugal não se dá, ainda, a devida importância aos
consumos energéticos relacionados com o abastecimento de água. Actual-
mente, nas estações elevatórias, as bombas são postas em funcionamento
até encher os reservatórios responsáveis por abastecer determinadas popu-
lações. As mesmas são desligadas quando os reservatórios atingem o seu
nível máximo e apenas voltam a funcionar quando os mesmos atingem o ní-
vel mínimo. Este tipo de funcionamento não tem qualquer tipo de atenção
à variação do custo da energia (necessária ao bombeamento) ao longo do
dia. A introdução de um padrão de funcionamento das bombas adequado
às tarifas energéticas e aos padrões de consumo das populações permite
minimizar os custos energéticos de forma significativa.
Nesta dissertação construiram-se dois exemplos distintos de simulação de
redes de abastecimento de água e procedeu-se à aplicação de diferentes
metodologias de optimização na tentativa de minimizar os consumos e cus-
tos energéticos associados ao bombeamento da água. Os métodos de op-
timização seleccionados foram o método de Levenberg-Marquardt (LM), um
método clássico baseado no gradiente, e um algoritmo evolucionário (AE),
um método heurístico.
Em ambos os exemplos simulados, a optimização do padrão da bomba per-
mitiu reduções significativas dos custos associados ao bombeamento (até
71 %). Apenas num dos exemplos se observaram reduções dos consumos
de energia. Verificou-se que a optimização dos padrões das bombas tem em
conta a variação do custo energético ao longo do dia. O método clássico de
Levenberg-Marquardt demonstrou ser o mais eficiente neste tipo de proble-
mas de optimização. A utilização de ambos os métodos de forma sequen-
cial permite reduções ainda maiores, no entanto o tempo de processamento
torna-se substâncialmente mais elevado.
keywords Water supply, hydraulic simulation, energy optimization, cost optimization, op-
timization methods
abstract Concerns about water and energy consumption in the world are increasing.
However, in Portugal is not given importance to the energy consumption rela-
ted to water supply, yet. Currently, at pumping stations, the pumps are put in
place to fill the reservoirs responsible for supplying certain populations. The
pumps are turned off when the reservoirs reaches their maximum level and
only return to work when they reach the minimum. This kind of operation does
not have attention to changes in the energy (needed for pumping) daily cost.
The introduction of a pump pattern adapted to energy prices variation and
consumption patterns of populations can minimize energy costs significantly.
In this thesis we have constructed two distinct examples of water supply
networks simulation and proceeded to the application of different optimization
methods attempting to minimize energy consumption and costs associated
to water pumping. The selected optimization methods were the method of
Levenberg-Marquardt (LM), a classic gradient-based method, and an evolu-
cionary algorithm (EA), a method based on heuristic search.
In both simulated examples, the optimization of pump pattern allowed signifi-
cant reductions in costs associated to the pumping (up to 71 %). In just one
example there were reductions of energy consumption. It was found that the
optimized pump patterns take into account the variation of the energy cost
throughout the day. The classic method of Levenberg-Marquardt proved to
be the most efficient in this kind of optimization problems. The use of both
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Neste capítulo é feito um enquadramento do trabalho que se propõe realizar.
São apresentadas as principais motivações que levaram ao surgimento do
tema, a sua importância nos dias de hoje, assim como as principais metas que
se pretendem alcançar com a realização desta dissertação. Termina-se o
capítulo com um breve resumo do conteúdo apresentado.
1.1 Água e Energia: As Essências!
É comum a água ser referida como um bem essencial à vida. Este é um bem indispensá-
vel a todas as actividades humanas. No entanto, são as infra-estruturas e os equipamentos,
consumidores de energia, que a trazem a cada um de nós.
As necessidades de água e energia estão de certa forma interligadas. A energia apresenta
-se como um elemento essencial ao abastecimento de água, quer ao nível da recolha e do
tratamento quer ao da distribuição da mesma pelas populações. Por outro lado, a água
tem também um papel fundamental na produção e fornecimento de energia, isto é, na
produção de energia renovável e ainda na utilização e manutenção de infra-estruturas e
equipamentos necessários à produção, ao armazenamento e à distribuição de energia [1]. É
neste sentido que, no presente trabalho, se atribui não só à água, mas também à energia o
título de essência. Ambos são elementos essenciais para o bem-estar das sociedades.
Torna-se também importante referir que, nos dias que correm, observa-se um crescente
afastamento das populações às fontes de água devido ao crescimento populacional. No caso
da energia é possível aplicar o termo "descentralização"1, mas o mesmo não acontece com
a água. Não é possível (ainda) produzir água como se faz com a energia. No entanto, é
1A produção descentralizada de energia permite a redução dos custos associados ao seu transporte assim
como a redução de perdas e emissões para a atmosfera.
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sempre possível optimizar a forma como se transporta e distribui por todas as populações,
contribuindo para o desenvolvimento sustentável das mesmas.
Actualmente, quando se fala em sustentabilidade, torna-se difícil separar os três tipos
de sustentabilidade que se procura constantemente atingir: económica, social e energético-
ambiental. Na literatura tem-se vericado um crescimento desta temática bem como o
surgimento de diversas denições para o desenvolvimento sustentável. Destaca-se a deni-
ção clássica apresentada em 1987 no relatório de Brundtland [2]:
Sustainable development is meeting the needs of the present without com-
promising the ability of future generations to meet their own needs.2
Uma vez que já se fala em escassez de água e energia, faz todo o sentido interligar
o termo sustentabilidade neste ponto. A utilização racional destes elementos essenciais é
fundamental para o desenvolvimento sustentável.
Dada a importância que se atribui actualmente à sustentabilidade, surge o tema deste
trabalho, procurando fornecer um contributo importante no que respeita ao abastecimento
de água através da poupança nos recursos energéticos necessários ao seu processo de bom-
beamento.
1.2 Enquadramento
As companhias de água municipais exercem um papel fundamental na gestão do abas-
tecimento de água. Os custos energéticos relacionados com o abastecimento de água re-
presentam valiosos recursos orçamentais para outras funções municipais como a educação,
a assistência médica, os transportes, etc. Actualmente os custos efectivos da utilização da
água rondam os 1 880 000 000 d anuais [5]. A nível dos sistemas de bombeamento de água
não é dada a devida atenção aos custos energéticos que estes acarretam. O que acontece
actualmente no abastecimento das populações situadas em zonas de cota superior à fonte
de água é que se bombeia a água até encher um reservatório responsável pela distribuição
da água pela população e apenas quando este se encontra vazio é que se coloca a bomba
novamente a funcionar. Este tipo de funcionamento das bombas não leva em conta as
variações de custo energético ao longo de um dia.
É possível minimizar os custos associados ao bombeamento de água atribuindo-se um
padrão de funcionamento às bombas que tenha em conta as variações das tarifas energé-
ticas bem como os padrões de consumo das populações. Esta tarefa pode parecer simples
em sistemas básicos que contenham um único reservatório e apenas uma bomba pois o
sitema comporta-se de forma linear e as variáveis a optimizar são de número reduzido. No
entanto, em sistemas complexos com diversas ramicações, contendo vários reservatórios e
equipamentos de bombagem, essa tarefa pode-se complicar, uma vez que o sistema pode
não se comportar de forma linear e além disso, o número de variáveis a ter em conta passa
a ser muito elevado.
2Em portugês signica: Desenvolvimento sustentável é satisfazer as necessidades do presente sem com-




Sendo o consumo energético um dos principais responsáveis pelos custos totais em
serviços de distribuição de água, esta dissertação tem como principal objectivo desenvolver
uma metodologia que reduza essa contribuição tão signicativa.
Neste trabalho efectua-se um análise de diferentes metodologias de optimização na
tentativa de poupar recursos energéticos e custos nanceiros nas redes de abastecimento
de água, dando-se foco aos custos associados aos sistemas de bombeamento. Propõe-se
desenvolver um programa que permita uma aplicação rápida e acessível dos diferentes
tipos de metodologia de optimização a qualquer tipo de rede, fornecendo os valores de
custo optimizado para o bombeamento da água. Pretende-se, desta forma, concluir sobre
qual(ou quais) o(s) tipo(s) de metodologia que melhor se adapta a este tipo de sistemas,
ou seja, aquele(s) que fornece(m) os valores de menor custo de bombeamento no menor
tempo de análise possível.
A visão deste trabalho é também alertar os municípios e todas as entidades relacionadas
com este tipo de serviço para a importância que se deve dar aos consumos energéticos
associados à distribuição de água pelas populações. Espera-se que este trabalho possa
contribuir de alguma forma para um aproveitamento mais eciente da energia disponível e
dessa forma levar a uma redução signicativa dos custos associados ao consumo energético
no bombeamento da água, contribuindo assim para o desenvolvimento sustentável dos
sistemas de abastecimento de água existentes.
1.4 Guia de Leitura
Este trabalho é composto por cinco capítulos.
No capítulo 1, que se divide em quatro subcapítulos, inicia-se com uma introdução ao
tema em questão, explicitando a sua importância nos dias de hoje e fazendo um enqua-
dramento do mesmo. Em seguida explicam-se os principais objectivos e ambições deste
trabalho. Por m, apresenta-se este subcapítulo com uma simples e breve descrição dos
capítulos existentes, para uma melhor orientação por parte dos leitores.
O capítulo 2 corresponde à revisão bibliográca que foi necessária efectuar durante a
realização deste trabalho, fornecendo uma visão acerca do estado da arte. Dividido em
quatro subcapítulos, apresenta dados importantes relativamente a consumos de água e
consumos energéticos relacionados com o abastecimento de água em Portugal e no Mundo;
fornece uma abordagem sobre o funcionamento e constituição de redes de abastecimento
de água bem como formas de aumentar a eciência energética das mesmas; efectua uma
introdução aos simuladores hidráulicos, evidenciando o simulador utilizado no trabalho;
e por m explica as diferentes metodologias de optimização existentes, dando foco às
seleccionadas para este trabalho.
No capítulo 3 é abordada, com detalhe, a metodologia seguida no trabalho. Enuncia-
se o problema de optimização a tratar bem como a forma de resolver o mesmo e por
m, efectua-se uma descrição dos códigos utilizados para a aplicação dos algoritmos de
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optimização seleccionados.
O capítulo 4 apresenta os resultados obtidos na aplicação das diferentes metodologias
a ambos os exemplos de redes de abastecimento apresentados. São feitos também alguns
estudos de sensibilidade.
Para nalizar, no capítulo 5, apresentam-se as principais conclusões retiradas desta
dissertação bem como algumas recomendações da autora.
A esta dissertação anexa-se o código desenvolvido para aplicação das diferentes meto-
dologias de optimização (anexo A.3). Inclui-se ainda, na secção dos anexos a forma de
calcular os coecientes das fórmulas de perda de carga em tubagens (anexo A.1) e uma




Este capítulo fornece a informação necessária para a percepção do tema desta
dissertação. Expõe-se a situação de Portugal e do mundo relativamente a
consumos de água e gastos energéticos associados; descreve-se o
funcionamento das redes de abastecimento assim como formas de aumentar a
eciência das mesmas. Aborda-se a simulação hidráulica e introduz-se o
conceito de optimização, explicitando os diferentes métodos de optimização
existentes.
2.1 Água e Energia em Portugal e no Mundo
Consumo de água no mundo
Segundo a Agência Ambiental Federal Alemã (German Federal Environment Agency)
[3], o consumo global de água quadruplicou nos últimos 50 anos e prevê-se que este valor
continue a aumentar (ver gura 2.1). Este facto deve-se ao crescimento populacional e ao
crescente desenvolvimento de alguns países.
Analisando a quantidade global de água doce captada por sector (ver gura 2.2) verica-
se que o sector doméstico utiliza 13 % da água total captada, seguindo-se o sector da
indústria que apresenta uma percentagem de utilização de 18 % e por m está o sector
da agricultura, responsável por mais de metade (69 %) do total de água doce captada
no mundo. No entanto, é importante analisar estes dados para as diferentes regiões, isto
porque, esta diferença entre sectores não é tão notável, por exemplo, nas regiões da Europa
ou América do Norte e Central.
Observa-se ainda pela gura 2.2 que os dois continentes com maior volume de água
captada anualmente per capita são a Ásia e a Europa (mais de 35 000 m3 na Ásia e quase
20 000 m3 na Europa). Além da elevada densidade populacional da Ásia, este continente
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Figura 2.1: Evolução do consumo global de água por região, em mil milhões de metros
cúbicos por ano [3].
apresenta um forte consumo de água no sector da agricultura. Este facto causa grande
inuência no consumo total de água per capita.
Associado aos aumentos no consumo global de água está, obrigatoriamente, o agrava-
mento dos consumos energéticos pelas companhias municipais de água. A energia con-
sumida no mundo para a distribuição de água corresponde a cerca de 7 % do consumo
mundial de energia [4].
Consumo de água em Portugal
Em Portugal, a quantidade de água doce captada anualmente é de cerca de 7,5 mil
milhões de metros cúbicos (dados de 2008). Dessa quantidade de água captada, 87 % é
utilizada no sector da agricultura, seguindo-se de 8 % na indústria e 5 % no sector doméstico
(gura 2.3). Relativamente aos custos de utilização dessa água, é o sector doméstico que
apresenta a maior parcela dos custos totais (46 %), seguindo-se os sectores industrial e
agrícola, representando, respectivamente, 26 e 28 % dos custos totais na utilização da
água. O valor destes custos equivale a cerca de 1,65 % do PIB nacional correspondente ao
ano de 2000 [5].
É conveniente referir que da água total captada, nem toda é efectivamente utilizada.
Anualmente, as perdas de água atingem em média cerca de 3,1 mil milhões de metros
cúbicos (41 % da água total captada). Esta baixa eciência na utilização da água traduz-
se numa perda anual de 728 milhões de euros (0,64 % do PIB em 2000) [5].
Relativamente ao abastecimento de água pelas populações portuguesas, apenas 70 %
dos concelhos apresentam índices de abastecimento de água iguais ou superiores a 95 %1,
o que signica que pelo menos 95 % da população nesses concelhos é servida por sistemas
1Dados de 2008.
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Figura 2.2: Quantidade global de água doce captada anualmente para os diferentes sectores
de utilização nal, para as diferentes regiões do mundo e per capita.
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Figura 2.3: Representação do volume de água captada por sector, em percentagem, e dos
custos associados à sua utilização [5].
públicos de abastecimento de água [6]. Na gura 2.4 é possível observar a distribuição dos
índices de abastecimento por todo o território nacional.
Política nacional no sector da água
O principal instrumento da Política da União Europeia relativa à água é a Directiva
2000/60/CE do Parlamento Europeu e do Conselho, de 23 de Outubro de 2000, também
designada por Directiva-Quadro da Água (DQA) [10]. Este documento reecte as actu-
ais preocupações associadas às alterações climáticas, à crescente dependência energética
bem como à escassez de água e alimento e propõe uma utilização sustentável da água,
incentivando o acesso à informação e o envolvimento dos cidadãos.
Dos elementos de carácter económico-nanceiro considerados na DQA, destaca-se a
análise económica das utilizações da água, em que uma das suas implicações consiste em
determinar uma combinação de medidas com melhor relação custo-ecácia relativamente
às utilizações da água para cumprir os objectivos ambientais.
Em Portugal, o Instituto da Água (INAG, I.P.), organismo central com jurisdição sobre
todo o território nacional, é responsável por acompanhar e assegurar a execução da política
nacional no domínio dos recursos hídricos de forma a assegurar a sua gestão sustentável,
bem como garantir a efectiva aplicação da Lei da Água (Lei n.o 58/2005 de 29 de Dezembro
- transposição da DQA para a ordem jurídica nacional) [9].
O INSAAR (Inventário Nacional de Sistemas de Abastecimento de Água e de Águas
Residuais) [7] é uma ferramenta de apoio ao desenvolvimento de políticas e estratégias naci-
onais que facilita o cumprimento de obrigações relacionadas com aplicações de normativos
comunitários, como a DQA, e nacionais, como o Plano Nacional da Água (PNA). Este foi
designado como instrumento de monitorização e avaliação do Plano Estratégico de Abas-
tecimento de Água e de Saneamento de Águas Residuais (PEAASAR II, 2007-2013), sendo
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Figura 2.4: População nacional servida por sistema público de abastecimento de água, por
concelho [6].
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a prossecução dos objectivos deste plano possível através da aplicação dos nanciamentos
disponíveis no âmbito do QREN (Quadro de Referência Estratégico Nacional) [6].
A ERSAR (Entidade Reguladora dos Serviços de Águas e Resíduos) [11], é a entidade
responsável por regular as actividades de abastecimento público de água às populações, de
saneamento de águas residuais urbanas e de gestão de resíduos sólidos urbanos.
O Grupo AdP (Águas de Portugal) [12] é responsável pela gestão global do ciclo urbano
da água, incluindo actividades de abastecimento de água e de saneamento de águas residuais
e pela gestão de resíduos sólidos, incluindo actividades de valorização e tratamento dos
resíduos. Actualmente, este grupo presta serviços a cerca de 70 % da população portuguesa.
De acordo com o relatório de sustentabilidade de 2009 do Grupo AdP [13], os sistemas
de abastecimento de água e saneamento de águas residuais apresentam elevados consumos
de electricidade, associados maioritariamente aos sistemas elevatórios.
2.2 Redes de abastecimento de água
2.2.1 Funcionamento das redes
Os sistemas de distribuição de água devem satisfazer os requisitos exigidos pelos diversos
sectores consumidores, sendo capazes de responder à procura em qualquer local, a qualquer
hora e a pressões adequadas2. Desta forma, é importante ter em atenção alguns factores
para o dimensionamento das redes, como a localização, o tamanho da rede, as forças
exercidas (pela pressão da água e forças externas) e ainda a parte económica envolvida
nesse dimensionamento [15].
Numa rede de distribuição de água destacam-se três principais zonas características:
sistema de tubagens, estações de bombeamento e zonas de armazenamento.
As redes podem ser malhadas, ramicadas ou mistas. Uma rede ramicada caracteriza-
se por possibilitar apenas um sentido para o caudal de água. No caso das redes malhadas,
as tubagens encontram-se interligadas entre si formando malhas e permitindo assim a
mudança do sentido tomado pelo caudal de acordo com a procura em cada nó da rede. A
vantagem destas últimas é garantir o abastecimento de água quando há a necessidade de
fechar algum ponto da rede (por exemplo para manutenção). As redes mistas resultam de
uma combinação dos dois últimos tipos de rede referidos anteriormente.
Os principais componentes constituintes de um sistema de distribuição são [15]:
1. Tubagens - responsáveis pela condução da água. Aqui é importante ter em conside-
ração as perdas de carga por fricção, traduzidas pela equação
HL = aQ
b; (2.1)
em que HL representa as perdas de carga hidráulica, Q o caudal, a o coeciente de
resistência (também denominado termo de perda de carga) e b o expoente de caudal.
2Entre 150 a 300 kPa (15 a 30 m.c.a.) para redes prediais e 50 a 600 kPa para redes públicas [11]. As
pressões ao longo de um dia podem sofrer alterações devido a variações do consumo.
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Para o cálculo dos dois últimos parâmetros existem três metodologias possíveis, a
saber:
 Fórmula de Hazen-Williams: para cálculo de perdas de carga em sistemas em
pressão. Apesar de ser a fórmula mais utilizada, esta é apenas válida quando o
líquido em questão é a água e foi desenvolvida especialmente para escoamento
turbulento.
 Fórmula de Darcy-Weisbach: é a mais correcta teoricamente e adapta-se a todo
o tipo de líquidos e escoamento.
 Fórmula de Chézy-Manning: utiliza-se em problemas de caudal com conduta
aberta.
A tabela 2.1 apresenta as expressões, para cada fórmula, que permitem calcular os
parâmetros a e b.
Tabela 2.1: Fórmulas para o cálculo do coeciente de resistência e do expoente de caudal,
em unidades do Sistema Internacional (SI) [16]. C representa o coeciente da fórmula da
Hazen-Wiliams,  a rugosidade de Darcy-Weisbach (ou rugosidade absoluta), f o factor de
Darcy-Weisbach, n o coeciente de rugosidade de Manning, d e L o diâmetro e comprimento
da tubagem, respectivamente, e Q o caudal.
Fórmula Coeciente de resistência, a Expoente de caudal, b
Hazen-Williams 10:7C 1:852d 4:87L 1:852
Darcy-Weisbach 0:083f(; d;Q)d 5L 2
Chézy-Manning 10:3n2d 5:33L 2
Os diferentes coecientes das fórmulas de perda de carga (C,  e n) variam consoante
o material da tubagem e podem ser alterados com a idade da mesma. Os intervalos de
variação destes coecientes para diferentes materiais, bem como o método de cálculo
do factor de Darcy-Weisbach (f) encontram-se descritos no anexo A.1.
Poderão também ter-se em conta perdas de carga singulares (ou localizada), associ-
adas à turbulência em curvas, estreitamentos e/ou alongamentos. No entanto, para
tubagens de grande dimensão, estas costumam ser ignoradas. A expressão que traduz





em que v representa a velocidade do escoamento, g a aceleração gravítica e k o
coeciente de perda de carga localizada. Este último depende da geometria da sin-
gularidade, do número de Reynolds e, em alguns casos, de determinadas condições
de escoamento.
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2. Nós - pontos de junção das tubagens.
3. Reservatórios de nível xo - representam fontes innitas como lagos, rios, aquíferos,
entre outras.
4. Reservatórios de nível variável - correspondem aos locais de armazenamento da água.
Nestes reservatórios o volume de água varia com o tempo, dependendo dos caudais
de entrada e saída.
É importante ter em atenção o diâmetro ou forma do reservatório (normalmente
cilindrica), o nível inicial da água, bem como os níveis mínimo e máximo nos quais






em que Q representa o caudal que entra ou sai do reservatório num intervalo de tempo
t e A a área da secção do mesmo.
5. Bombas - utilizadas para aumentar a carga hidráulica. É comum atribuir-se a cada
bomba a sua curva característica, que descreve a carga aplicada ao uido em função
do caudal que atravessa a bomba. As bombas podem funcionar a velocidade constante
ou variável e devem operar nos limites de carga e caudal impostos pelas suas curvas
características.
6. Válvulas - utilizadas para regular o caudal ou a pressão. Essencialmente, estas podem
abrir/fechar tubagens, aumentar/reduzir pressões e/ou controlar o caudal.
2.2.2 Eciência das redes
O conceito de redes de abastecimento de água ecientes implica medidas de eciência
quer a nível da água, quer a nível energético. Por outras palavras, é possível caminhar
para a eciência das redes de abastecimento numa óptica de poupança da água, evitando
desperdícios e ainda numa óptica da poupança dos recursos energéticos necessários à uti-
lização da água. Eciência pressupõe que na produção ou utilização de qualquer bem se
utilize o mínimo de recursos possíveis, aos mais baixos custos.
Existem diversas formas de aumentar a eciência das redes de abastecimento de água.
Tem-se como exemplo:
 Utilização de energias renováveis, reduzindo a dependência de combustíveis fósseis e
permitindo, por exemplo, o aproveitamento de água que não seja utilizada.
 Gestão de perdas, através de uma monitorização e manutenção regular, evitando o
desperdício quer de água quer de energia nas redes.
 Gestão da procura, evitando o bombeamento de água em excesso ou procurando
fazê-lo em horários cujo custo energético seja inferior.
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 Substituição de equipamentos inecientes.
 Aumento da eciência do bombeamento.
A eciência do bombeamento envolve a optimização (minimização) da energia utilizada
pelos sistemas de bombeamento de água. Esta optimização poderá implicar medidas de
baixo e alto custo. Nas medidas de baixo custo destacam-se: a utilização de motores que
requerem menos energia no arranque, rotores de bombas de menor dimensão, reparação de
motores, entre outras.
Nas medidas de custo mais elevado tem-se a substituição de bombas inecientes e ainda
a instalação de controladores de caudal (ou variadores electrónicos de velocidade).
No que respeita ao funcionamento dos sistemas de abastecimento em Portugal, não se
verica ainda uma utilização eciente dos mesmos. No entanto, segundo as entidades regu-
ladoras do sector e legislação recente neste âmbito, estão previstas aplicações de medidas de
melhoria destes sistemas. De acordo com o segundo Plano Estratégico de Abastecimento
de Água e de Saneamento de Águas Residuais (PEAASAR II), entre as medidas mais
importantes que as entidades gestoras deverão observar, podem-se destacar as seguintes
[14]:
 Implementação de um programa especíco de optimização de utilização da água;
 Sistema tarifário adequado;
 Denição e implementação de um plano operacional de minimização de perdas de
água em redes de abastecimento.
Apesar das crescentes tentativas de tornar as redes mais ecientes acompanhadas do lan-
çamento de diversas medidas de acção e da execução de algumas dessas medidas, observa-se,
na generalidade dos municípios, uma utilização irracional particularmente nos sistemas de
bombeamento de água. As bombas são colocadas em funcionamento até os reservatórios
atingirem o seu nível máximo e apenas voltam a funcionar quando estes atingirem os níveis
mínimos. Este tipo de funcionamento dos sistemas de bombeamento não tem qualquer tipo
de atenção à variação do custo energético ao longo do dia, dependente ou não da maior ou
menor disponibilidade da energia.
Nesta dissertação propõe-se a optimização dos consumos energéticos numa óptica de
redução de custos através da programação do bombeamento em função das horas de menor
custo eléctrico, ou seja, maior disponibilidade de energia.
2.3 Simulador hidráulico
Os modelos de simulação permitem a reprodução e/ou representação, em computador,
do comportamento de sistemas reais. Estas ferramentas são actualmente muito utilizadas
em diversas áreas como a engenharia, produção, nanças, entre outras.
Os simuladores hidráulicos são programas que implementam modelos que simulam sis-
temas de transporte e distribuição de água. Estes programas são ferramentas de grande
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importância no que respeita à gestão das redes de abastecimento de água, uma vez que
permitem a obtenção de detalhes sobre cada elemento da rede, ajudando no controlo e
operação até dos sistemas mais complexos.
Dada a crescente utilização do EPANET no mundo cientíco para simulações hidráu-
licas e dada a sua utilização na presente dissertação, é feita em seguida uma descrição das
suas principais características bem como da metodologia utilizada pelo simulador.
O EPANET [16], desenvolvido pela EPA (U.S. Environmental Protection Agency), é um
programa de computador que permite a execução de simulações estáticas e dinâmicas do
comportamento hidráulico e de qualidade da água de sistemas de distribuição em pressão.
Este permite obter os valores de caudal em cada tubagem, da pressão em cada nó, da altura
da água em cada reservatório, do custo energético do bombeamento e ainda de parâmetros
de qualidade da água durante o período de simulação.
Esta ferramenta possibilita assim a realização de tarefas como o estabelecimento de
cenários de projecto como, por exemplo, no dimensionamento ou expansão de redes de
forma eciente e também de cenários de operação, no caso de se pretender, por exemplo,
optimizar o sistema. Apresenta também grande capacidade de processamento quando
utilizado em conjunto com algoritmos que exigem múltiplas simulações.
A nível de modelação hidráulica, o EPANET apresenta as seguintes características:
 Permite a análise de redes de dimensão ilimitada;
 Calcula perdas de carga utilizando as fórmulas de Hazen-Williams, Darcy-Weisbach
ou Chezy-Manning e ainda considera perdas de carga singulares (em curvas, alarga-
mentos, estreitamentos, etc.);
 Permite a modelação de bombas de velocidade constante ou variável, a modelação dos
principais tipos de válvulas e ainda a modelação dos reservatórios de nível variável
por várias formas;
 Oferece a possibilidade de se atribuir múltiplas categorias de consumo nos nós, cada
uma com um padrão especíco ao longo do tempo;
 Possibilita o comando do sistema através de controlos simples e/ou controlos com
condições múltiplas.
Para se proceder à simulação de um sistema de distribuição de água deve-se simples-
mente seguir os seguintes passos [16]:
1. Desenhar um esquema da rede pretendida;
2. Editar as propriedades dos objectos (nós, tubagens, bombas, etc.);
3. Descrever as condições de operacionalidade do sistema (curvas, padrões, controlos,
etc.);




5. Executar a simulação hidráulica e visualizar os resultados dessa simulação.
Na metodologia utilizada pelo EPANET as condições de equilíbrio hidráulico da rede
num dado instante são resolvidas pelo chamado Método Nó-Malha, também designado por
Método do Gradiente [16].
As condições de equilíbrio hidráulico da rede são dadas pelas equações de continuidade
e de conservação da energia e ainda pela relação entre o caudal e a perda de carga. As
mesmas são apresentadas em seguida.
Relação entre caudal e perda de carga
Seja H a cota piezométrica de um dado nó, h a perda de carga total e Q o caudal, é
possivel obter a seguinte relação entre dois nós i e j:
Hi  Hj = hij = rQnij +mQ2ij; (2.4)
em que n é o expoente do caudal, m o coeciente de perda de carga localizada e r o termo
de perda de carga. O valor deste último depende da fórmula de resistência adoptada, que









em que w representa a regulação da velocidade, h0 a altura de elevação para o ponto de
funcionamento com caudal nulo e r e n os coecientes da curva da bomba.
Conservação dos caudais nos nós
Seja D o consumo num dado nó, a equação de conservação dos caudais nos nós será
dada por: X
j
Qij  Di = 0 com i = 1; :::; N (2.6)
em que N representa o número de nós.
Continuidade do caudal nos nós
No método utilizado pelo EPANET a determinação, em cada iteração, das novas cotas
piezométricas implica a resolução da matriz
AH = F (2.7)
em que A representa a matriz Jacobiana (N  N), H o vector (N  1) das incógnitas de
cota piezométrica e F o vector (N1) dos termos do lado direito da equação. Os elementos







e os elementos não nulos fora da diagonal por
Aij =  pij; (2.9)
sendo pij o inverso da derivada da perda de carga total entre os nós i e j em relação ao
caudal.











nrjQijjn 1 + 2mjQijj : (2.11)
Por sua vez, os termos do vector F são dados por uma equação que contém o balanço de
caudal num nó, ao qual é adicionado um factor de correcção de caudal, yij, terminando com
um termo que se aplica a qualquer troço que ligue o nó a um outro de cota piezométrica





















; com Qij > 0; (2.13)






em que sgn (Qij) vale 1 quando Qij é positivo ou  1 caso contrário.
Após a primeira iteração, nalmente calculadas as cotas piezométricas, é então possível
obter os novos valores de caudal, satisfazendo o princípio da continuidade do caudal nos
nós através da equação
Qij = Qij   (yij   pij (Hi  Hj)) : (2.15)
A metodologia do EPANET segue alguns pontos essenciais, destacando-se os seguintes
[16]:
1. Resolução da equação 2.7 através de um método de matriz esparsa baseado na reor-
denação dos nós.
2. Considera-se, na primeira iteração, que o caudal numa tubagem é de 1 ft/s (30,48 cm)
e o caudal que passa numa bomba é o mesmo considerado no seu dimensionamento.
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3. O termo de perda de carga para uma tubagem, a, é calculado a partir das fórmulas
já referidas na secção 2.2.1.
4. O coeciente de perda de carga localizada, k, denido em função da altura cinética, é






5. A vericação do estado das bombas, tubagens, válvulas de retenção e reguladoras
de caudal efectua-se após cada iteração até à décima. Após este número, apenas se
verica o estado quando se atinge a convergência. No caso das válvulas de controlo
de pressão, a vericação é feita em cada iteração.
As bombas são fechadas se a altura de elevação for superior à altura do ponto de
funcionamento em vazio; as válvulas de retenção são fechadas se a perda de carga
for negativa; os troços ligados a reservatórios de nível variável também são fechados
quando a diferença de cotas piezométricas leva à saída de caudal num reservatório
vazio ou à entrada de caudal num reservatório cheio.
2.4 Optimização
Optimizar faz parte do nosso dia-a-dia, faz parte da natureza. Na natureza verica-se
por exemplo, em sistemas físicos, que estes tendem para estados de energia mínima. Um
outro exemplo é visível nas espécies, em que a evolução das mesmas tende a optimizar-se
através da transmissão de conhecimentos e dos melhores genes de geração em geração. No
nosso dia-a-dia diversos métodos de optimização são aplicados nas mais variadas áreas. São
exemplos disso a tentativa de maximizar a eciência de determinados processos ou minimi-
zar os custos associados aos mesmos, a optimização de formas, a redução da quantidade de
material utilizada em certas estruturas, entre muitos outros. Até mesmo quando procura-
mos alargar os nossos conhecimentos ou quando passamos por determinadas experiências
estamos a optimizar a forma como iremos realizar tarefas especícas no futuro3.
Actualmente, tem-se vericado um grande desenvolvimento dos mais variados métodos
de optimização. Após enúmeras descobertas, parte da comunidade cientíca dedica-se
essencialmente à melhoria daquilo que já existe, ou seja, em optimizar.
Nesta secção são abordadas as diversas metodologias de optimização que se têm vindo
a utilizar em processos não-lineares. Contudo, antes de se introduzir as metodologias
existentes torna-se importante caracterizar o problema geral de optimização.
O problema de optimização baseia-se na necessidade de se optimizar uma determinada
função, ou seja, na procura de um valor mínimo (ou máximo) para essa mesma função.





1. Função objectivo: é a função que se pretende optimizar. Pode depender de uma
ou mais variáveis.
Esta função pode normalmente ser representada por uma expressão analítica, permi-
tindo assim o cálculo de determinadas características da função (como por exemplo as
derivadas parciais). No entanto, em optimização é possível lidar também problemas
de caixa-negra4, ou seja, problemas cuja função objectivo não possa ser produzida por
um conjunto pequeno de equações matemáticas. Muitas vezes, o acesso às equações
que reproduzem a função objectivo está limitado ou mesmo interdito. E, por isso,
chama-se caixa-negra. Neste tipo de problemas, para se obter o valor das funções
é necessário fornecer as variáveis a um programa que calcule e apresente o valor da
função. Desta forma, não é possível aceder a determinadas características da fun-
ção como no caso da existência de uma expressão analítica, tornando mais difícil o
processo de optimização.
A função objectivo pode ser uma função linear ou não-linear, como é o caso de fun-
ções que representam uma grande maioria dos problemas reais (funções custo, por
exemplo). A mesma pode ser contínua (função suave ou diferenciável) ou apresentar
descontinuidades, o que diculta a sua análise uma vez que o comportamento da fun-
ção pode variar signicativamente quando se passa de um ponto para outro, mesmo
que muito próximos.
2. Variáveis de optimização: são aquelas que se alteram durante a resolução do pro-
blema até levarem a função objectivo a um valor óptimo pretendido. O conhecimento
do conjunto das variáveis que levam à minimização (ou maximização) da função é o
objectivo principal do problema.
3. Restrições: podem surgir como funções de igualdade ou desigualdade às quais a
função objectivo deve respeitar; também podem corresponder a restrições ao espaço
de procura das variáveis de optimização.
4. Valor óptimo: é o valor da função objectivo no seu ponto extremo (máximo ou
mínimo), dado pelas variáveis de optimização e respeitando as restrições impostas.
Em relação aos extremos, estes podem ser globais (valor mais elevado ou mais baixo
da função objectivo) ou locais (valor mais elevado ou mais baixo da função num
intervalo especíco pertencente ao domínio da mesma). A gura 2.5 ilustra um
exemplo de função que apresenta diferentes tipos de extremos.
Em métodos de optimização exploratórios podem acontecer situações como a repre-
sentada na gura 2.5 pelas letras X, Y e Z. Observa-se um ponto Z cujo valor da
função nesse ponto é inferior ao encontrado nos pontos X e Y, o que pode levar a
que se assuma esse ponto (incorrectamente) como sendo um mínimo. Estas situações
dicilmente são controladas em problemas onde não haja acesso à função objectivo
e, portanto, esses pontos podem acabar por ser aceites como extremos.
4Do inglês black box
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Figura 2.5: Representação dos extremos de uma função. Os pontos A, B e C representam
máximos locais e D representa o máximo global no domínio apresentado. Os pontos E e
G representam mínimos locais e F o mínimo global.
Matematicamente, um problema de optimização pode ser representado por uma função
f(x) que satisfaça M restrições de desigualdade e L restrições de igualdade e que se pretende
optimizar (minimizar ou maximizar), encontrando as variáveis de optimização adequadas,
variáveis estas dadas pelo vector x = [x1; x2; :::; xn]T, sendo n de domínio IN, isto é,
minx f(x)
sujeito a : gm(x)  0; m = 1; :::;M;
hl(x) = 0; l = 1; :::;L;
xmini < xi < x
max
i ; i = 1; :::; n;
(2.17)
com f , gm e hl : IR
n ! IR.
Em problemas reais, o valor da função que se pretende optimizar pode corresponder,
por exemplo, a custos, consumos, emissões, dimensões, entre outros. Este tipo de fun-
ção costuma corresponder a processos dependentes de múltiplas variáveis, que tornam o
problema de optimização bastante complexo.
É devido à complexidade dos problemas de optimização que surgem no dia-a-dia que
se tem vindo a desenvolver tantas e tão variadas metodologias de optimização.
Na optimização de sistemas complexos é comum recorrer-se a softwares que tenham
implementados os algoritmos de optimização pretendidos. Um algoritmo de optimização
pode ser denido como uma lista de regras e/ou comandos a ser seguida pelo computador
durante o processo de cálculo [24].
Não existe, actualmente, um algoritmo de optimização "perfeito" para determinada
aplicação. A forma de atingir os melhores resultados pode, por vezes, surgir da combi-
nação de diferentes algoritmos através da aplicação de estratégias de optimização como a
utilização de mais do que um método em paralelo, em cascata (sequencialmente) ou até
mesmo uma mistura de ambos [21]. No entanto, esta solução pode nem sempre ser econo-
micamente viável. Em aplicações reais, como por exemplo em empresas, existem sempre
restrições relacionadas com o tempo de processamento e custos associados que limitam, de
certa forma, a utilização de algumas metodologias para a resolução dos problemas. Desta
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forma, é importante avaliar algumas características essenciais num algoritmo:
 Robustez, que diz respeito ao desempenho do algoritmo numa gama variada de pro-
blemas apresentados.
 Eciência, que está relacionada com o tempo de cálculo de cada algortimo bem como
da memória computacional exigida.
 Precisão, que avalia a aproximação do resultado obtido pelo algoritmo ao valor óptimo
pretendido.
Na presente dissertação, comparam-se diferentes algoritmos de optimização, recorrendo,
quando necessário, a estratégias de optimização, com o objectivo de encontrar o melhor
resultado para o problema proposto. Nas próximas secções apresenta-se a distinção entre
métodos clássicos e métodos heurísticos, assim como uma explicação do funcionamento de
alguns exemplos em particular.
2.4.1 Métodos de Optimização Não-linear
Métodos Clássicos
Os métodos clássicos de optimização são métodos objectivos baseados em programação
matemática. Apresentam normalmente baixo custo computacional, o que se traduz numa
vantagem. Estes podem ser classicados em métodos de ordem zero, métodos de primeira
ordem ou ainda métodos de segunda ordem, consoante o tipo de informação que os mesmos
necessitam durante o processo de cálculo.
No caso dos métodos denominados de ordem zero, ou métodos directos, estes apenas
necessitam de avaliar a função a ser optimizada. Os métodos deste tipo mais abordados na
literatura são o método da secção dourada5, o método das direcções conjugadas de Powell
e o método de Nelder-Mead.
Relativamente aos métodos de primeira ordem, como o próprio nome indica, estes im-
plicam avaliações das derivadas de primeira ordem da função a optimizar ou do gradiente
da função (no caso de funções com múltiplas variáveis). Os principais métodos que recor-
rem a este tipo de informação são o método do máximo declive6, o método do gradiente
conjugado, o método de Gauss-Newton e os métodos quasi-Newton.
Os métodos de segunda ordem, como o caso do método de Newton e do método de
programação quadrática sequencial, requerem avaliações da matriz Hessiana (matriz que
contém as derivadas parciais de segunda ordem da função).
Este tipo de métodos, baseados em avaliações das funções e/ou de derivadas das fun-
ções, têm a vantagem de encontrar a localização exacta de um extremo. No entanto,
apenas garantem encontrar extremos locais. Adicionalmente, o facto de implicarem o cál-
culo de determinadas características da função objectivo poderá complicar a resolução de
problemas cujas funções não sejam diferenciáveis ou sejam desconhecidas.
5Do inglês golden section.




Os métodos heurísticos baseiam-se essencialmente em algoritmos exploratórios para a
resolução de problemas, apresentando a grande vantagem de não necessitarem do cálculo
de derivadas da função objectivo e não serem dependentes dos valores iniciais das variáveis.
No entanto, quando comparados com os métodos clássicos, apresentam tempos de proces-
samento mais elevados e implicam um maior número de avaliações da função objectivo, o
que se pode traduzir numa desvantagem.
A designação de "heurística" provém da palavra grega "heuristike", que signica in-
venção ou inovação [23]. O que muitos destes métodos trazem de inovador é o facto de
se inspirarem em fenómenos que acontecem na natureza ou de se basearem na inteligência
articial, permitindo assim encontrar as melhores soluções possíveis para problemas, com
uma grande probabilidade de estas corresponderem a extremos globais.
As soluções adquiridas a partir deste tipo de métodos podem nem sempre ser soluções
exactas ou denitivas. No entanto, esta subjectividade não se trata de uma deciência
mas de uma analogia à inteligência humana uma vez que no nosso dia-a-dia resolvemos
inúmeros problemas sem o conhecimento preciso dos mesmos. O que acontece é que nos
baseamos em experiências (pessoais ou não), conhecimentos anteriormente adquiridos ou
até mesmo em competências transmitidas geneticamente para a tomada de decisões, ou
seja, para a selecção da melhor solução possível dos problemas que surgem no quotidiano.
Estas soluções conseguidas podem por vezes nem ser as mais correctas, mas são as melhores
aproximações do óptimo pretendido (óptimo global).
Como exemplo, apresentam-se dois padrões de pesquisa heurística [25]: (i) o primeiro
consiste na procura de um extremo local fazendo variar os pontos de partida dados pelas
variáveis iniciais, (ii) o outro consiste em aplicar perturbações num extremo local e vericar
se as mesmas levam a valores melhores ou se, por outro lado, levam sempre ao mesmo valor
de partida.
São exemplos de métodos de optimização com base em pesquisa heurística: os Algo-
ritmos Evolucionários, os métodos baseados em bandos de partículas, o método de recozi-
mento simulado e as redes neuronais.
2.4.2 Revisão de alguns métodos
Nesta dissertação optou-se por testar métodos clássicos e métodos baseados em pes-
quisa heurística, de forma a poder comparar as suas performances no tipo de problema de
optimização que se apresenta.
Dado o enorme número de métodos actualmente existentes, procurou-se seleccionar um
exemplo representativo de cada um dos principais tipos, ou seja, um método clássico e
um baseado em pesquisa heurística. Apresenta-se, em seguida, uma revisão sobre alguns




Método do Máximo Declive
O método do máximo declive foi inicialmente proposto por Cauchy [17]. A ideia deste
método é diminuir o valor de uma dada função objectivo de forma a se atingir o valor
mínimo o mais cedo possível [24]. Para tal é realizado um certo número de iterações.
Em cada iteração, o método segue determinados passos até chegar ao valor da função
pretendido. O processo seguido pelo método é o seguinte [17]:
1. Escolha do vector direcção
A partir de um dado ponto xk, em que k representa a k-ésima iteração, é necessário
escolher uma direcção de busca, d, assim como o tamanho de passo a tomar ( > 0),
de forma a que o novo ponto encontrado, xk+d, seja melhor. No caso de se procurar
um valor mínimo da função, o que se pretende é que f(xk+d) seja inferior a f(xk).
Para se escolher a direcção de busca efectua-se a seguinte expansão de Taylor sobre
a função a minimizar:
f(xk + d) = f(xk) + rf(xk)Td+O(2); (2.18)
e daqui tem-se que
f(xk + d)  f(xk) ' rf(xk)Td; (2.19)
desprezando O(2) para baixos valores de .
Minimizar a função objectivo implica escolher uma direcção de descida que satisfaça
a seguinte inequação:
rf(xk)Td < 0: (2.20)
A escolha da direcção de busca, d, em cada iteração k pelo método do máximo declive
é feita então da seguinte forma:
dmdk =  rf(xk); (2.21)
ou seja, a direcção de busca seleccionada será a direcção oposta à direcção do gra-
diente da função objectivo no ponto xk. Por outras palavras, se construirmos uma
tangente à função no ponto xk, a direcção tomada por este método será ortogonal
(ou perpendicular) a essa mesma tangente. Ao m de várias iterações, este tipo de
escolha para a direcção traduz-se num efeito de zigzag que, junto do valor óptimo
da função, apresenta uma convergência lenta (ver gura 2.6). Este efeito de zigzag é
evitado no método do gradiente conjugado que consiste numa modicação do método
do máximo declive, tendo em conta as direcções seleccionadas nas iterações anterio-
res. Neste trabalho não se entra em detalhe quanto ao funcionamento deste método
mas o mesmo encontra-se disponível na literatura (ver, por exemplo, [17] e [24]).
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Figura 2.6: Método do máximo declive aplicado a uma função quadrática. x representa o
mínimo da função e dk a direcção de busca a partir do ponto xk correspondente à k-ésima
iteração.
2. Selecção do tamanho de passo
Após a selecção do vector direcção num dado ponto levanta-se a questão da escolha
do tamanho do passo a tomar segundo essa direcção. É então necessário determinar
um tamanho de passo, , segundo a direcção dk. Isto é possível resolver-se a partir
de um problema a uma dimensão em que  é a única variável.
Considera-se então que, à medida que se move segundo a direcção dk, a função
objectivo e as variáveis da mesma apenas dependem de , ou seja:
f(xk)  f() e xk + dk  x(): (2.22)
O tamanho de passo, k, seleccionado em cada iteração k será aquele que minimize
a função f(), ou seja, que minimize a função f segundo a linha dk.
A derivada f 0() = df
d
corresponde à derivada direccional de f segundo a direcção d
e é dada por:
df()
d
= rf(xk + dk)Tdk: (2.23)
3. Critério de paragem
É importante decidir quando terminar o processo iterativo do método. Desta forma,
recorre-se aos chamados critérios de paragem que se explicam em seguida.
Um exemplo de critério de paragem pode ser denido pela seguinte inequação:
krf(xk)k 6 G; (2.24)
em que G é um valor denido pelo utilizador e representa a tolerância no gradiente.
Quando a equação 2.24 é satisfeita, o processo iterativo termina.
Um outro critério de paragem baseia-se na vericação de sucessivas reduções na
função objectivo. Tal consiste em vericar se:
jf(xk+1)  f(xk)j 6 A + Rjf(xk)j; (2.25)
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onde A e R representam, respectivamente, a tolerância absoluta e relativa à mudança
no valor da função. Neste caso, o processo iterativo termina quando se verica
a equação 2.25 em duas iterações sucessivas. A A é comum atribuir-se um valor
pequeno como 10 6 e a R 0,01 (ou 1 %).
Pode ainda denir-se um número máximo de iterações como critério de paragem.
Método de Newton
A aplicação directa do método de Newton em optimização não apresenta grande ro-
bustez [17]. No entanto, este método serve de base para outros que são actualmente muito
utilizados e que são descritos mais à frente.
O método de Newton pode apresentar a desvantagem de necessitar da utilização das
derivadas de segunda ordem da função objectivo mas, por outro lado, apresenta uma
convergência mais rápida quando comparado com os métodos de primeira ordem. Isso
acontece pois o método de Newton efectua aproximações quadráticas à função objectivo e
considera o mínimo dessas funções quadráticas como um valor aceitável para o mínimo da
função objectivo.
Uma aproximação quadrática à função objectivo f(x) pode ser feita através da sua
expansão de Taylor:
q(x)  f(xk + d) ' f(xk) +rf(xk)Td+ 1
2
dTr2f(xk)d: (2.26)
O mínimo da função quadrática q(x) é dado pelo cálculo da equação
rq(x) = 0: (2.27)
Assumindo que a matriz Hessiana H = r2f(xk) é denida positiva, a equação 2.27 pode
escrever-se como:
rq(x) = rf(xk) +r2f(xk)dNk = 0; (2.28)
que leva a
r2f(xk)dNk =  rf(xk); (2.29)
em que dNk = xk+1   xk representa a direcção de busca tomada em cada iteração pelo
método de Newton. Assim, resolvendo a equação 2.29 para calcular dk, pode-se então
obter um novo ponto
xk+1 = xk + dk: (2.30)
Neste tipo de método, em situações cuja função objectivo seja uma função quadrática,
o valor óptimo é encontrado num único passo. Para funções gerais, o método converge
melhor quando o ponto de partida é próximo do óptimo.
Para melhorar a convergência deste método é possível introduzir um tamanho de passo,
k, cando
xk+1 = xk + kdk (2.31)
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em que k pode ser obtido da mesma forma que se apresentou anteriormente no método
do máximo declive.
Os métodos quasi-Newton utilizam, tal como no método de Newton, a matriz Hessiana,
mas não necessitam do cálculo das derivadas parciais de segunda ordem, exigindo apenas
o cálculo do gradiente. Apresentam-se assim como métodos mais ecientes. No entanto,
não serão discutidos neste trabalho.
Método de Gauss-Newton
Os algoritmos baseados em aproximações de Newton ou quasi-Newton são especialmente
utilizados em problemas de mínimos quadrados não lineares [20].
Os problemas de mínimos quadrados consistem em minimizar a soma dos quadrados
das distâncias entre um modelo e cada um dos pontos experimentais, ou seja, em encontrar
o melhor ajuste entre pontos dados e a curva denida por um determinado modelo [18].













em que r(x) = [r1(x); r2(x); :::; rm(x)]T representa as componentes individuais rj e é deno-
minado vector residual.
O método mais simples para minimizar este tipo de problemas é o método Gauss-
Newton que consiste numa modicação do método de Newton [20]. Em vez da resolução
da equação padrão de Newton (equação 2.29) para encontrar o vector direcção, efectua-se
a seguinte aproximação à matriz Hessiana:
H = r2f(xk)  JTJ; (2.33)
em que J representa a matriz Jacobiana m  n das derivadas parciais de primeira ordem
das componentes residuais rj, isto é, J = [
@rj
@xi
], com j = 1; 2; :::;m e i = 1; 2; :::; n. Daqui,




rj(x)rrj(x) = JTr(x) (2.34)
e assim obtém-se a Hessiana:







que é equivalente à equação 2.33, uma vez que o segundo termo desta é desprezável em
relação ao primeiro7.
7Por um lado, por se considerar que rj está próximo da solução, r2rj(x) é relativamente pequeno, por
outro lado as componentes residuais rj(x) também são relativamente pequenas.
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Pelo método de Gauss-Newton, a direcção de busca é então encontrada através da
equação 2.29 modicada da seguinte forma:
JTJdGNk =  JTr; (2.36)
em que k representa cada iteração.
Desta forma, as novas variáveis, em cada iteração k, podem ser obtidas por




Apesar do método de Gauss-Newton resolver de forma mais simples a questão do cál-
culo da matriz Hessiana, tal como no método de Newton não há garantias de que exista
a inversa da Hessiana, necessária ao cálculo da direcção de busca. Para contornar essa
situação, o método de Levenberg-Marquardt propõe somar uma parcela I à matriz Hes-
siana aproximada pelo método de Gauss-Newton, onde  é um escalar que representa o
parâmetro de Levenberg-Marquardt e I é a matriz identidade [18].
No método de Levenberg-Marquardt, o vector direcção pode então ser calculado através
da seguinte equação:
(JTJ+ I)dLMk =  JTr; com  > 0: (2.38)
O parâmetro de Levenberg-Marquardt, , pode promover diferentes efeitos no método
[19]:
1. Para todos os valores de  > 0, dk apresenta uma direcção de descida.
2. Para valores elevados de  obtém-se uma aproximação ao método do máximo declive,
com pequenos passos segundo a direcção de descida. Esta situação pode ser boa em
iterações afastadas da solução óptima.
3. Para valores pequenos de  este método aproxima-se do método de Gauss-Newton,
o que apresenta vantagens em iterações próximas da solução óptima.
O parâmetro  inuencia tanto na direcção como no tamanho do passo a tomar em cada
iteração, o que faz com que não seja necessário procurar um tamanho de passo óptimo
para cada iteração.
A escolha do valor  inicial pode ser feita em relação ao tamanho dos elementos da ma-
triz Hessiana aproximada, isto é, em relação ao tamanho dos elementos A0 = J(x0)TJ(x0)
pela seguinte maneira:
0 =  maxfa(0)ii g; (2.39)
onde  é denido pelo utilizador e a(0)ii representa os elementos da matriz A0. Quando
as variáveis iniciais são próximas da solução nal é aceitável adoptar-se  = 10 6. Caso
contrário, recomenda-se  = 10 3 ou até mesmo  = 1 [19].
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Neste tipo de métodos, a avaliação do gradiente da função a optimizar pode ser feita
por métodos analíticos quando a função é conhecida, ou por aproximações numéricas, no
caso de funções desconhecidas ou de se pretender aplicar o método a vários problemas
diferentes [22]. A aproximação numérica que é comum utilizar-se baseia-se no método das
diferenças nitas. Este método consiste na utilização da fórmula das diferenças progressivas
de Newton para obtenção de uma expressão aproximada do gradiente de uma função f num












com i = 1; :::; n. Na equação,  representa a perturbação aplicada no ponto x0. Em
cada perturbação de cada uma das variáveis, a função é re-avaliada. Desta forma, são
necessárias n + 1 avaliações para obtenção do gradiente da função (no ponto x0 e nos
n pontos perturbados). Esta forma de obter o gradiente de uma função pode tornar-se
pouco útil quando a avaliação da função é muito demorada, levando a grandes custos
computacionais.
A fórmula das diferenças centrais também pode ser utilizada com o mesmo m que a










; :::; x0n)  f(x01; :::; x0i   12; :::; x0n)

; (2.41)




 e x0n   12).
Algoritmos Evolucionários
A optimização evolucionária baseia-se essencialmente em fenómenos relacionados com a
evolução natural, sustentados pela teoria evolucionária de Charles Darwin em "A Origem
das Espécies". O processo evolutivo das espécies pode ser visto como um processo de
optimização com vista à adpatação das mesmas ao meio ambiente. Foi com base neste
modelo biológico que surgiram os Algoritmos Evolucionários (AE's) [27]. Com este tipo de
algoritmos, os problemas são resolvidos através de um processo evolutivo que resulta na
melhor (ou mais adequada) solução (a sobrevivente).
Os primeiros AE's a surgir foram os Algoritmos Genéticos (AG's) e as Estratégias
Evolutivas (EE's), sendo estes também os mais utilizados em optimização [27].
Apesar de utilizarem diferentes técnicas para a optimização dos problemas, ambos
os Algoritmos Evolucionários existentes inspiram-se nos mesmos princípios da evolução
natural. Desta forma, para este grupo de algoritmos adoptou-se um conjunto de termos
em comum que são:




 Fenótipo - Respresentação de um indivíduo no espaço de procura original (possível
solução descodicada).
 População - Conjunto de indivíduos. O papel da população é manter as possíveis
soluções. A mesma pode ser gerada aleatóriamente ou pode evoluir a partir de um
conjunto de indivíduos fornecidos inicialmente. O tamanho das populações é um
parâmetro importante uma vez que uma população pequena não atinge uma grande
variedade genética mas, por outro lado, uma população muito grande exige um maior
esforço computacional, pelo que deve ter-se em atenção estes dois factores na escolha
dessa dimensão.
 Geração - Corresponde a uma iteração do AE.
 Fitness - Medida de adaptação do indivíduo ao meio ambiente. É o valor da função
objectivo de um conjunto de soluções possível.
 Função aptidão - Responsável pela selecção dos indivíduos e que indica a qualidade
de cada um na população, ou seja, a sua aptidão, inuenciando assim a evolução de
cada população. Em optimização, esta função corresponde à função objectivo. Para
se avaliar a aptidão de cada solução as mesmas devem estar descodicadas.
 Operadores genéticos - Responsáveis por transformar a população através de su-
cessivas gerações até se atingir um resultado óptimo (ou satisfatório). Estes são
importantes para a diversicação da população e para manter características de adap-
tação adquiridas em gerações anteriores.
Existem três tipos de operadores genéticos: selecção, mutação e cruzamento.
O operador selecção têm como objectivo seleccionar os pais que aumentem a proba-
bilidade de reproduzir melhores indivíduos da população, ou seja, melhores valores
da função objectivo. Exemplos de métodos de selecção dos melhores indivíduos são:
 Roleta - Escolha aleatória e directamente proporcional ao seu tness, isto é, a
cada indivíduo faz-se corresponder uma fatia da roleta cujo tamanho é propor-
cional ao seu desempenho, desta forma a probabilidade de um indivíduo com
melhor desempenho ser seleccionado é maior.
 Torneio - Um dado número de indivíduos escolhidos aleatóriamente participa
num torneio e o melhor, isto é, o que tiver melhor desempenho, é seleccionado.
Quanto maior o número de indivíduos maior é a disputa para a selecção.
 Truncagem - O tness relativo de cada indivíduo é extremamente respeitado
para a selecção. Cada indivíduo é ordenado de acordo com o seu tness e os
melhores são seleccionados.
Este operador tem um papel importante na eliminação de indivíduos menos adapta-
dos (ou com menor aptidão) a cada geração da população, demostrando uma analogia
com o processo de selecção natural das espécies que ocorre na natureza.
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A mutação é importante para introduzir e manter a diversidade de cada população.
O que um operador mutação faz é alterar a estrutura de um indivíduo possibilitando
a introdução de novos indivíduos nas gerações seguintes. Esta alteração pode ser
feita por inversão de uma estrutura ou por substituição de um ou mais componentes
dessa mesma estrutura.
Este operador permite assim que a probabilidade de se chegar a qualquer ponto do
espaço de procura nunca seja nula.
Em relação ao operador cruzamento, este simula basicamente o fenómeno de repro-
dução, sendo responsável pelo cruzamento das características dos pais (indivíduos
seleccionados) que será transmitido aos lhos (novos indivíduos). O cruzamento
pode ser efectuado em apenas um ou em vários pontos da estrutura dos indivíduos.
Este operador permite a transmissão de características importantes de geração em
geração que possibilita a evolução das populações, facilitando assim a chegada ao
óptimo pretendido. Por esta razão, a taxa de utilização deste operador em relação
ao anterior deve ser superior.
Pode utilizar-se ainda um operador denominado elitismo que garante a presença dos
melhores indivíduos até à última geração. Este operador consiste na denição de
uma elite, contituida pelos melhores indivíduos encontrados até ao momento. Essa
elite será inserida na próxima população e consequentemente um menor número de
novos indivíduos será gerado.
O número de indivíduos da elite deve variar entre 1 e 0,1P (10 % da população).
Quando este valor é elevado pode ocorrer perda de diversidade da população [27].
Essencialmente, o que um AE realiza é uma simulação computacional iterativa, análoga
ao processo de evolução natural de várias gerações de uma população constituida por
indivíduos que representam possíveis soluções do problema.
As principais diferenças entre os diversos AE's existentes estão no método utilizado
para gerar a população inicial, na forma de representar indivíduos, nos mecanismos de
selecção e nos operadores utilizados após selecção para criação dos novos indivíduos.
Estes algoritmos tratam-se de métodos probabilísticos e não determinísticos, o que
signica que para uma dada população inicial, dicilmente se obterá o mesmo resultado
nal.
Algoritmos Genéticos
O desenvolvimento de Algoritmos Genéticos (AG's) iniciou-se em meados da década de
60 por John Holland [17] ao inspirar-se nos processos de evolução natural juntamente com
mecanismos de reprodução genética.
Os componentes essenciais de um AG são a população de indivíduos, os métodos de
avaliação desses indivíduos e os operadores que geram novas soluções. O algoritmo começa
com uma população, isto é, um conjunto de soluções representadas por cromossomas, que
será utilizada para gerar uma nova população. Parte-se do princípio que a nova população
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será melhor que a anterior uma vez que as soluções seleccionadas para as novas gerações são
escolhidas de acordo com a sua aptidão. Este processo é repetido até se atingir um critério
de paragem (um número máximo de populações ou um tempo máximo, por exemplo).
Um AG representa as soluções de um problema através de uma estrutura semelhante ao
ADN. Assim, cada possível solução (cromossoma) é representada por um conjunto de genes
contendo informação (variáveis da solução). Um cromossoma poderá também representar
um vector solução cujas componentes serão representadas por genes.
Os operadores básicos deste tipo de algoritmo são o cruzamento e a mutação. Para ser
possível aplicá-los, as soluções do problema devem ser codicadas. Este é o primeiro passo
a dar num AG. A escolha do tipo de codicação pode depender do problema a resolver. A
codicação binária é a mais utilizada principalmente pela sua simplicidade e também por
ter sido a primeira utilizada na aplicação destes algoritmos [28]. Na codicação binária
cada cromossoma é uma série de bits (0 ou 1). Para explicar o procedimento da codicação
de variáveis e aplicação dos operadores apresenta-se em seguida um simples exemplo8.
Considere-se uma função f(x) de domínio D = [0; 31] que se pretende minimizar.
Utilizando-se, por exemplo, uma codicação binária de 5 bits9 podemos representar quatro
possíveis soluções (x) da seguinte forma:





Pretende-se então encontrar as variáveis que minimizem a função. Considerando que
as variáveis iniciais x = 0 e x = 30 são aquelas que fornecem um menor valor de f(x),
então estas serão seleccionadas para a criação de novos descendentes. A partir da codi-
cação dessas variáveis pode-se aplicar os operadores genéticos para obtenção de novas
variáveis (descendentes). Na gura 2.7 apresentam-se exemplos de cruzamento e mutação
das variáveis seleccionadas.
Como se pode observar, através do operador cruzamento, partindo das variáveis iniciais
x = 0 e x = 30, é possível obter novas variáveis (x = 6 e x = 24) efectuando o cruzamento
dos 3 últimos dígitos das variáveis codicadas iniciais. Cruzando diferentes dígitos obtêm-se
sempre descendentes diferentes. Em relação ao operador mutação, observa-se, por exemplo,
que a variável x = 0, por substituição dos três primeiros dígitos por outros aleatórios, dá
origem a um novo descendente (x = 20). Da mesma forma, a variável x = 30 origina um
outro descendente (x = 29) por substituição dos seus dois últimos dígitos.
Além da codicação em numeração binária, utiliza-se actualmente codicação de valores
8Note-se que este exemplo é aplicável também a outros tipos de Algoritmos Evolucionários.
9Como 25 = 32, tem-se a representação de 32 variáveis diferentes abrangendo todo o domínio da função.
Numa representação de 4 bits ter-se-ia 24 = 16, o que permitiria a codicação de 16 variáveis diferentes:




Figura 2.7: Exemplo de funcionamento dos operadores cruzamento e mutação.
[28]. Na tabela 2.2 é possível observar exemplos de outros tipos de codicação além da
numeração binária.
Tabela 2.2: Exemplos de representação de cromossomas com diferentes tipos de codicação.
Tipo de codicação Cromossoma
Sequência de números binários 0001 1010 1101 0010
Sequência de números reais 0; 332 1; 283  0; 334 0; 997
Sequência de caracteres AHTDESGGHTEDOGTVVB
Sequência de objectos (frente) (frente) (cima) (baixo)
A codicação de valores pode ser útil em problemas especícos. No entanto deve ter-se
em atenção que, em alguns casos, a forma de aplicar os operadores cruzamento e mutação
deve ser adaptada ao problema em questão de maneira a que as soluções resultantes não
percam o seu signicado.
Os passos de selecção, cruzamento e mutação são sucessivamente repetidos até se atingir
o critério de paragem denido pelo utilizador (eventualmente poderá introduzir-se também




Neste capítulo descreve-se a metodologia seguida para a realização do
trabalho proposto assim como a sua implementação. Introduz-se o problema
a resolver bem como os passos a seguir durante a sua resolução. Também se
apresenta de forma resumida os principais passos tomados pelos algoritmos
de optimização seleccionados.
3.1 Formulação do problema de optimização
Nesta dissertação, o problema de optimização que se apresenta consiste na minimização
dos custos associados ao bombeamento de água em redes de abastecimento de água. As
variáveis de optimização são dadas pelo padrão de funcionamento da bomba ao longo de
vinte e quatro horas, pelo que existem vinte e quatro variáveis. Em relação à função
objectivo, esta é uma informação de acesso limitado uma vez que não se tem acesso ao
cálculo da função que o simulador EPANET utiliza para calcular o custo diário associado
ao bombamento da água (valor da função). Estamos então perante um problema de caixa-
negra.
O valor óptimo que se pretende obter recorrendo a métodos de optimização corresponde
então ao menor custo energético possível para bombeamento da água. Este valor é obtido
através das variáveis optimizadas, representando o melhor padrão de funcionamento da
bomba conseguido.
Matematicamente, o problema de optimização pode representar-se por:
minx f(x)
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em que f(x) corresponde à função objectivo, i = 1; :::; 24 representa o número de variáveis
de optimização e g(x) representa uma função restrição e pode ser denida pela condição
de funcionamento do sistema de bombagem. Salienta-se que quer a função f quer a função
g são funções não-lineares.
3.2 Resolução do problema de optimização
De uma forma genérica, a resolução do problema proposto em 3.1 compõe-se essenci-
almente em duas fases. A primeira fase corresponde ao desenvolvimento de simulações de
redes de abastecimento de água para avaliação da função objectivo. Estas redes são utili-
zadas na segunda fase do trabalho, na qual se procede à aplicação de diferentes métodos de
optimização com o objectivo de minimizar os custos associados aos consumos energéticos
do processo de bombeamento.
Construção de sistemas de simulação de ciclo diário de abastecimento de água
Para a criação das simulações de redes de abastecimento de água utilizou-se o simulador
hidráulico EPANET 2.0. Construiram-se sistemas simples de simulação dinâmica para um
período de vinte e quatro horas de forma a se poder obter o custo diário com o bombeamento
em cada rede simulada. Não se verica a necessidade de construção de sistemas mais
complexos uma vez que se pretende apenas estudar a secção de bombeamento, pelo que os
exemplos apresentados se adaptam facilmente a outro tipo de redes mais complexas que
contenham a secção em estudo (bombeamento).
Após a construção dos sistemas pretendidos foi exportado, do EPANET, um cheiro
contendo todos os dados de entrada pormenorizados (componentes, padrões, curvas, etc.)
para cada uma das redes simuladas. Este cheiro, de extensão ".inp", serve de cheiro
base (ver gura 3.1) para a próxima etapa do trabalho.
Nesta fase inicial e com os parâmetros iniciais, executando o programa EPANET, é
possível exportar um relatório de resultados da simulação hidráulica efectuada em cada
uma das redes. Neste relatório é possível visualisar o custo de bombeamento para as vinte
e quatro horas de simulação, ou seja, o valor inicial da função que se pretende minimizar.
Optimização dos sistemas com os algoritmos de optimização seleccionados
Nesta fase do trabalho pretende-se utilizar diferentes métodos de optimização para mi-
nimizar a função descrita anteriormente. Os métodos selecionados foram o método de
Levenberg-Marquardt, um método clássico baseado no gradiente, e um Algoritmo Evolu-
cionário, um tipo de método heurístico baseado na natureza.
Na aplicação dos métodos de optimização, e em cada processo iterativo, é necessário
recorrer ao EPANET para aplicação das novas variáveis à função, ou seja, para efectuar
a simulação hidráulica com o novo padrão temporal da bomba em estudo. Efectuar estes
passos que implicam utilização de programas computacionais distintos (diferentes progra-
mas de optimização e ainda o simulador hidráulico) e substituição manual de 24 variáveis
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Figura 3.1: Esquema da metodologia utilizada nesta dissertação.
em cada nova iteração torna-se um processo muito trabalhoso e demorado, principalmente
quando o número de iterações é elevado. De forma a tornar este processo automático,
rápido e eciente optou-se pelo desenvolvimento de uma interface que permitisse a ligação
entre os diferentes métodos de optimização e o simulador hidráulico. Esta interface (ver
anexo A.3) foi criada na linguagem de programação C++ e resolve, de forma rápida, as
etapas assinaladas na gura 3.1 pelas caixas a tracejado e a execução do programa EPA-
NET. Esta interface efectua, em cada iteração, (i) a leitura das novas variáveis contidas no
cheiro fornecido pelo programa de optimização, (ii) insere estas novas variáveis no cheiro
de entrada do EPANET, (iii) executa a simulação hidráulica da rede em questão com o
novo padrão da bomba (novas variáveis), (iv) lê o valor da função objectivo e o valor da
função restrição. Caso a restrição seja violada, é aplicada uma penalidade ao valor da
função. Esta penalidade é aplicada sempre que ocorrerem erros de simulação1 (ver mé-
todos de penalidade exterior no anexo A.2), (v) cria um cheiro com o valor da função
1Os principais erros que podem ocorrer são [16]: ocorrência de pressões negativas, impossibilidade de
resolver equações de hidráulica, bomba desligada por operar fora da gama de valores da curva característica
ou condições de equilíbrio não atingidas. Padrões de funcionamento da bomba que produzam este tipo
de erros nunca devem ser aceites de forma a se garantir o correcto funcionamento da rede (soluções não
admissíveis no problema de optimização).
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(custo de bombeamento) que é retirado do cheiro de resultados do simulador. O cheiro
que contém o valor da função é devolvido ao programa de optimização que, ou efectua a
procura de novas variáveis ou termina o processo de busca quando se verica o critério de
paragem (quando se atinge o número de iterações exigido ou se obtém estagnação do valor
da função).
É importante referir que a interface criada para esta dissertação se aplica a simulações
que contenham apenas uma bomba e portanto apenas um padrão temporal, logo vinte
e quatro variáveis. Para aplicações com números de bombas superiores, uma pequena
alteração à interface teria de ser feita sem perda de generalidade da metodologia tomada.
3.3 Algoritmos seleccionados
3.3.1 Levenberg-Marquardt
Esboço básico do algoritmo
1. Avaliação da função objectivo
2. Melhoria das variáveis iniciais com o método do máximo declive:
(a) REPETIR
i. Cálculo da direcção de busca dmdk e do tamanho de passo 
ii. Determinação de x1 = x0 + dmdk
(b) ATÉ obtenção de dmdk ideal
3. Avaliação da função objectivo
4. Escolha do parâmetro de Levenberg-Marquardt 
5. Convergência pelo método de Levenberg-Marquardt:
(a) REPETIR
i. Cálculo da matriz Jacobiana J pelo método das diferenças nitas
ii. Resolução do sistema de equações (JT + I)dLMk =  JTr
iii. Actualização de xk+1 = xk + dLMk
iv. Vericação de convergência
v. Actualização de 
(b) ATÉ não se vericar alterações no valor da função




Esboço básico do algoritmo
1. Geração da população inicial de potenciais soluções (aleatóriamente)
2. Geração de novas populações:
(a) REPETIR
i. Avaliação da aptidão (tness) de cada solução
ii. Selecção entre as potenciais soluções (com maior aptidão)
iii. Recombinação das soluções:
A. Cruzamento num ponto aleatório
B. Mutação
C. Aplicação de elitismo
(b) ATÉ atingir o número máximo de gerações
3. Saída de resultados (variáveis optimizadas).
Selecção do número máximo de gerações
Numa fase inicial utilizou-se 200 gerações como número máximo permitido. Contudo,
como não se observaram resultados satisfatórios, isto é, não se observou convergência do al-
goritmo, optou-se por utilizar um valor signicativamente mais elevado. O número máximo




Neste capítulo apresentam-se as simulações de redes de abastecimento de
água que foram criadas para posterior optimização. Segue-se, para cada
exemplo de simulação, a aplicação das diferentes metodologias de optimização
seleccionadas e a avaliação dos resultados obtidos com as mesmas.
4.1 Sistema de abastecimento básico
4.1.1 Simulação da rede de abastecimento de água
Tendo em vista a validação da metodologia desenvolvida, tomou-se como primeira apli-
cação um sistema de abastecimento de água constituido com os orgãos essenciais. Pela sua
simplicidade torna-se numa simulação intuitiva, facilitando a análise de resultados. Esta
rede, representada na gura 4.1, é constituida apenas por dois reservatórios e uma bomba.
A bomba 1 é responsável por bombear a água desde o reservatório 1 de cota 50 m até ao
reservatório 2 de cota 400 m. A água armazenada no reservatório 2 serve para abastecer
uma população, representada pelo nó 3 de cota 300 m, cujo consumo base é de 10 l/s. Os
reservatórios 1 e 2, de diâmetro 100 mm e 40 mm, respectivamente, apresentam ambos
um nível mínimo de 0,5 m e um nível máximo de 5 m. Os seus níveis iniciais são, res-
pectivamente, 1 m e 2 m. A curva que caracteriza o funcionamento da bomba nesta rede
encontra-se representada na gura 4.2. Como se pode vericar pela sua curva caracterís-
tica, a bomba não apresenta um comportamento linear com a variação do caudal. Este é
um dos exemplos que comprovam a não linearidade do problema proposto.
Relativamente à variação do custo de energia ao longo das 24 horas consideradas, optou-
se por uma tarifa bi-horária de forma a se vericar o comportamento dos algoritmos com
custos de energia variáveis. Esta encontra-se representada na gura 4.3.
37
4.1. Sistema de abastecimento básico
Figura 4.1: Esquema da rede de abastecimento de água utilizada para simulação no sistema
de abastecimento básico.
Figura 4.2: Curva característica da bomba do sistema de abastecimento básico.
Figura 4.3: Variação do custo energético ao longo das 24 horas considerado para o sistema
de abastecimento básico.
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Para se obter os custos energéticos diários associados ao funcionamento da bomba para
este exemplo de rede de abastecimento, efectuou-se a simulação hidráulica da mesma no
EPANET. Neste caso particular não foram consideradas perdas de carga nas tubagens. Na
gura 4.4 apresenta-se o padrão de funcionamento considerado para a bomba assim como o
consumo da população a abastecer, a variação do nível do reservatório 2 e o caudal e altura
de elevação fornecidos pela bomba ao longo das 24 horas de simulação. Com o padrão de
funcionamento atribuido à bomba desta rede verica-se que ao longo de todo o período de
simulação, o caudal fornecido pela bomba (cerca de 300 l/s) supera os valores de consumo
requeridos pela população, daí observar-se um aumento gradual do nível do reservatório.
Figura 4.4: Representação do padrão de funcionamento da bomba do sistema de abasteci-
mento básico assim como do padrão de consumo da população a abastecer, da variação do
nível do reservatório 2 e do caudal e altura de elevação fornecidos pela bomba no período
de simulação.
Os resultados obtidos através do relatório exportado pelo EPANET apresentam-se na
tabela 4.1. Analisando a tabela observa-se que não há uma diferença signicativa entre as
potências média e máxima utilizadas pela bomba. Isto deve-se ao facto da bomba necessitar
sempre da mesma potência ao bombear a água para vencer a diferença de cotas entre os
dois reservatórios.
Tabela 4.1: Valores de custo e consumo energético obtidos para a bomba da rede do sistema
de abastecimento básico, assim como as potências média e máxima requeridas.
Consumo energético Potência média Potência máxima Custo diário associado
(kWh/m3) (kW) (kW) (d)
1; 27 134; 79 136; 48 242; 26
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4.1.2 Aplicação das metodologias de optimização
Os resultados obtidos na aplicação do método de Levenberg-Marquardt (LM) e do
Algoritmo Evolucionário (AE) encontram-se na tabela 4.2. Como os AE são algoritmos
probabilísticos, dicilmente se obtém o mesmo resultado nal em execuções consecutivas.
Por esta razão resolveu-se executar o algoritmo 6 vezes e considerar o valor médio obtido.
Tabela 4.2: Valores de custo optimizado obtidos pelo método de Levenberg-Marquardt
(LM) e pelo Algoritmo Evolucionário (AE), assim como o número de avaliações da função
objectivo em cada método e o tempo de processamento correspondente.
Método Custo (d) % de redução No avaliações Tempo CPU1 (min)
LM 69; 28 71% 89 0; 34
AE1 175; 46 28% 11955 48; 8
AE2 176; 54 27% 11915 48; 6
AE3 175; 47 28% 11904 48; 6
AE4 160; 51 34% 12016 49; 0
AE5 173; 07 29% 11979 48; 9
AE6 146; 80 39% 11909 48; 6
Média 167; 98 31% 11946 48; 7
Observa-se que o método de Levenberg-Marquardt é o que apresenta uma maior e-
ciência ao reduzir os custos de bombeamento em 71 % relativamente aos valores iniciais
em menos de um minuto e apenas 89 avaliações da função objectivo. Por outro lado, o
algoritmo evolucionário não apresenta um bom desempenho comparativamente ao anterior.
Foram necessárias, em média, 11946 avaliações da função, que se traduziram num tempo
de processamento médio superior a 48 minutos, resultando numa redução de custos pouco
signicativa (cerca de 31 %).
Seria de esperar que neste tipo de problemas de optimização se obtivessem melhores
resultados utilizando a metodologia do algoritmo evolucionário. No entanto, não foi isso
que se observou. Pode-se concluir que, apesar de não se ter acesso à função objectivo, esta
corresponde a uma função suave e convexa, daí o comportamento satisfatório do algoritmo
baseado no gradiente (LM).
Na gura 4.5 é possível visualisar a evolução do valor da função em cada um dos métodos
aplicados bem como a comparação de ambos nas primeiras iterações.
No método de LM, analisando a evolução dos valores obtidos para a função objectivo,
observa-se a existência de diversos picos com valores superiores a 500 d. Estes picos são
o resultado da aplicação de uma penalidade à função no caso da ocorrência de erros de
simulação. Os padrões de funcionamento da bomba que levaram a estes valores de custo
correspondem a padrões que não permitem o correcto funcionamento da rede. Desta forma,
1Cálculo efectuado num computador com processador Pentium(R) Dual-Core 2.10GHz e memória 3GB.
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Figura 4.5: Evolução do valor da função durante o processo de optimização do padrão de
funcionamento da bomba do sistema de abastecimento básico com os diferentes algoritmos
aplicados.
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e embora tenham sido utilizados pelo método de optimização, esses valores não são consi-
derados válidos. Como tal foram removidos os picos correspondentes, permitindo visualisar
a evolução positiva da função. Verica-se ainda que, para as primeiras 25 iterações, não
há qualquer variação da função. Como o método em questão é um método baseado no
gradiente, as primeiras iterações são necessárias para o cálculo do gradiente1, daí não se
observarem variações. Após essas iterações observa-se uma rápida convergência para um
valor de custo mínimo.
No caso do Algoritmo Evolucionário observa-se que numa das execuções (AE6) o al-
goritmo converge para valores mais baixos da função comparativamente aos outros casos.
No entanto, como se pode vericar pela evolução média do valor da função, a convergência
deste método de optimização tende para valores mais altos.
Comparando a evolução de ambos os algoritmos para as primeiras 89 iterações observa-
se a grande diferença de convergências entre os dois métodos usados. O método do AE
apresenta, neste caso, uma eciência baixa comparativamente ao LM, uma vez que necessita
de um número de iterações muito mais elevado e, em média, não chega a convergir para
um valor óptimo tão baixo como no primeiro método.
De forma a possibilitar a análise do funcionamento dos padrões da bomba optimizados
pelos métodos anteriormente referidos, apresenta-se nas guras 4.6 e 4.8 algumas carate-
rísticas da simulação da rede de abastecimento básica com o padrão da bomba optimizado
pelos métodos de LM e AE2, respectivamente.
Figura 4.6: Representação de algumas características do sistema de abastecimento básico
optimizado pelo método de Levenberg-Marquardt (LM) ao longo das 24 horas de simulação:
padrão da bomba, caudal e altura de elevação fornecidos pela mesma, variação do nível do
reservatório e padrão de consumo da população.
1Este cálculo, como já foi referido, é efectuado pelo método das diferenças nitas. De acordo com este
método, como se está perante 24 variáveis são necessárias 25 avaliações da função objectivo.
2Neste caso considerou-se o padrão que fornece o menor valor da função (AE6).
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Figura 4.7: Evolução das variáveis de optimização obtidas pelo método de LM.
Analisando as guras 4.6 e 4.7 verica-se que a optimização pelo método de LM evo-
luiu para um padrão óptimo que segue as variações do custo de energia ao longo do dia,
isto é, nos períodos de maior custo energético o funcionamento da bomba é inferior ao
funcionamento nos períodos de menor custo. Mesmo nos períodos de menor custo energé-
tico observa-se que a bomba funciona a menos de 0,9 (padrão inicial da bomba). Nesses
períodos de tempo, uma vez que o caudal fornecido pela bomba continua a ser superior
ao consumo máximo da população, observa-se um aumento do nível do reservatório. Por
outro lado, nos períodos de maior custo, o caudal fornecido pela bomba não é suciente
para dar resposta aos consumos, daí se observar o reservatório a esvaziar.
Figura 4.8: Representação de algumas características do sistema de abastecimento básico
optimizado pelo algoritmo evolucionário (AE) ao longo das 24 horas de simulação: pa-
drão da bomba, caudal e altura de elevação fornecidos pela mesma, variação do nível do
reservatório e padrão de consumo da população.
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Da análise da optimização com o AE (gura 4.8), verica-se uma distribuição quase
aleatória das variáveis que formam o padrão de funcionamento da bomba. Uma vez que
o método que gerou estes resultados é um método probabilístico, não dependendo dos
valores iniciais, as variáveis que este método vai encontrando ao longo das gerações são
aleatórias. Como a probabilidade de melhores variáveis serem seleccionadas é maior, deve
ser esperado que, permitindo a evolução de mais gerações, o padrão da bomba tendesse para
algo semelhante ao obtido pelo LM, ou seja, se adaptasse à variação do custo energético.
No entanto, o tempo de processamento para um número de gerações superior não seria
viável neste caso, visto já se ter obtido um resultado satisfatório com o LM.
Aplicação de estratégias de optimização
Foi testado o desempenho do algoritmo evolucionário partindo das variáveis optimizadas
pelo método de LM, ou seja, aplicou-se uma estratégia de optimização em cascata. O
resultado foi uma nova redução dos custos, passando-se de 69,28 para 67,98 d diários
(valor mínimo obtido em seis execuções do AE). Executando novamente o método de LM
a partir deste último valor conseguido com o AE obteve-se um valor da função de 67,19 d.
Na gura 4.9 é possível visualizar a evolução da função para cada um dos casos aplicados.
A aplicação destas estratégias de optimização partindo do primeiro mínimo obtido pelo
método de LM permitiram apenas uma redução de cerca de 3 % comparativamente ao
valor inicial (69,28 d). Dado que a execução do AE implica um tempo de processamento
elevado, a utilização destas estratégias não se revela de grande utilidade para este problema.
Considera-se assim, a primeira metodologia de optimização através do LM a mais adequada.
4.2 Sistema de abastecimento malhado
4.2.1 Simulação da rede de abastecimento de água
A rede representada na gura 4.10 apresenta duas malhas e é caracterizada por um
reservatório de nível xo (fonte) com 213 m de cota, um reservatório de nível variável com
253 m de cota e uma bomba responsável por bombear a água da fonte até aos diversos
pontos de consumo (nós). O reservatório de nível variável cujo diâmetro é 9 m, apresenta
um nível inicial de 1 m. Os seus níveis mínimo e máximo são, respectivamente, 0 e 6 m.
As cotas e os consumos que caracterizam cada nó da rede, assim como as dimensões das
tubagens existentes, encontram-se descritos na tabela 4.3.
A bomba representada nesta rede é caracterizada por um ponto de funcionamento
óptimo correspondente a uma altura de elevação de 57,5 m e um caudal de 18 l/s. A sua
curva característica encontra-se na gura 4.11. Considerou-se também para este caso uma
tarifa energética bi-horária (ver gura 4.12).
Procedeu-se então à simulação hidráulica da rede apresentada, seleccionando-se a fór-
mula de Hazen-Williams para o cálculo das perdas de carga no sitema3. O padrão incial de
3Note-se as perdas de carga nas tubagens também contribuem para a não-linearidade do sistema.
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Figura 4.9: Evolução do valor da função resultante da aplicação de estratégias de optimi-
zação no sistema de abastecimento básico. Inicialmente parte-se do valor mínimo obtido
pelo método de LM e aplica-se o AE. A evolução que se apresenta do método de LM parte
do valor mínimo obtido pelo AE. Retiraram-se os picos correspondentes a valores inválidos,
obtendo-se uma evolução positiva da função optimizada pelo LM.
Figura 4.10: Esquema da rede utilizada no sistema de abastecimento malhado.
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Tabela 4.3: Propriedades consideradas para as tubagens e os nós da rede representada no
sistema de abastecimento malhado. O factor C corresponde ao coeciente da fórmula de
Hazen-Williams para cálculo de perdas de carga nas tubagens.
Tubagens Comprimento Diâmetro Factor C
(m) (mm)
1 915 200 100
2 1525 100 100
3 1525 150 100
4 1525 80 100
5 1525 80 100
6 2134 80 100
7 1525 150 100
8 2134 80 100
Nó Cota Consumo
(m) (l/s)
2 213 0; 1
3 216 1; 2
4 213 7; 0
5 198 9; 1
6 213 1; 1
7 213 1; 1
Figura 4.11: Curva característica da bomba do sistema de abastecimento malhado.
Figura 4.12: Variação de custo energético considerada para o sistema de abastecimento
malhado.
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funcionamento da bomba bem como os caudais e alturas de elevação fornecidos durante a
simulação estão apresentados na gura 4.13. A mesma gura faz-se acompanhar da tarifa
energética considerada e do nível do reservatório ao longo das 24 horas. Como se pode
constactar pela gura, para este sistema optou-se pela utilização de um padrão de funcio-
namento da bomba já adaptado à variação do custo energético. Desta forma, no período
entre as 8 e as 22 horas (maior custo da energia), o reservatório encontra-se a esvaziar uma
vez que o caudal fornecido pela bomba é reduzido.
Figura 4.13: Representação do padrão inicial de funcionamento da bomba do sistema de
abastecimento malhado, bem como dos caudais e alturas de elevação fornecidos pela bomba,
da tarifa energética considerada e da variação do nível do reservatório ao longo do período
de simulação.
Os resultados de consumo e custo energético diário associados ao funcionamento da
bomba, bem como das potências média e máxima requeridas encontram-se na tabela 4.4.
Verica-se que neste exemplo de rede já existe uma diferença entre os valores de potência
média a máxima utilizadas pela bomba. Como, neste caso, estamos perante uma rede
malhada, em determinadas alturas do dia (quando o custo energético é elevado) ocorre
alteração no sentido do caudal em algumas partes da rede quando o reservatório de nível
variável se encontra a fornecer água à rede. Nestas situações, não é requerido tanto esforço
para bombear água até todos os nós da rede, daí a potência requerida pela bomba ser
variável.
4.2.2 Aplicação das metodologias de optimização
Na tabela 4.5 pode-se observar os resultados obtidos da aplicação dos diferentes algo-
ritmos de optimização na simulação da rede do sistema de abastecimento malhado.
1Cálculo efectuado num computador com processador Pentium(R) Dual-Core 2.10GHz e memória 3GB.
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Tabela 4.4: Valores de custo e consumo energético obtidos para a bomba da rede do sistema
de abastecimento malhado, assim como as potências média e máxima requeridas.
Consumo energético Potência média Potência máxima Custo diário associado
(kWh/m3) (kW) (kW) (d)
0; 21 17; 75 37; 96 34; 61
Tabela 4.5: Valores de custo optimizado obtidos pelo método de Levenberg-Marquardt
(LM) e pelo Algoritmo Evolucionário (AE), assim como o número de avaliações da função
objectivo em cada método e o tempo de processamento correspondente.
Método Custo (d) % redução No avaliações Tempo CPU1 (min)
LM 29; 78 14 % 88 0; 38
AE1 25; 33 27 % 11780 49; 8
AE2 26; 72 23 % 11805 49; 9
AE3 31; 16 10 % 11719 49; 6
AE4 34; 32 1 % 11810 49; 9
AE5 30; 95 11 % 11773 49; 8
AE6 32; 96 5 % 11621 49; 1
Média 30; 24 13 % 11752 49; 7
Uma vez mais, o método de optimização que revelou melhores resultados foi o método
clássico de Levenberg-Marquardt que, apesar de atingir uma redução aproximadamente
igual à média obtida pelo AE, apresenta um custo computacional substâncialmente mais
baixo.
Verica-se que as reduções de custo neste sistema de abastecimento (13 e 14 %) são
inferiores ao atingido na optimização do sistema de abastecimento básico (31 e 71 %).
Isto deve-se ao facto de esta rede ser mais complexa (constituida por malhas), apresentar
perdas de carga nas tubagens (não-linearidade) e ainda por se ter iniciado os algorimtos
de optimização com um padrão variável (ver estudo de sensibilidade às variáveis iniciais de
optimização na secção 4.4).
A evolução do valor da função ao longo das diversas iterações para os dois métodos
aplicados pode ser observadado na gura 4.14. Analisando a gura verica-se que no
método de LM a função apresenta apenas quatro picos, o que signica que em apenas
quatro iterações foram fornecidos valores de variáveis inválidos para o problema. Neste
caso procedeu-se também à remoção desse pico de forma a se poder visualizar a evolução
positiva da função com esse método. Observa-se assim uma rápida convergência para um
valor mínimo logo após as 25 iterações necessárias ao cálculo do gradiente.
Nas guras 4.15 e 4.17 apresentam-se, respectivamente, os padrões optimizados pelo
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Figura 4.14: Evolução do valor da função durante o processo de optimização do padrão de
funcionamento da bomba do sistema de abastecimento malhado pelo método de Levenberg-
Marquardt (LM) e pelo Algoritmo Evolucionário (AE).
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método de LM e pelo AE4. Representa-se ainda, para cada caso, os caudais e alturas de
elevação fornecidos pela bomba, a variação do custo de energia considerada e os níveis do
reservatório ao longo do período de tempo simulado. Verica-se, pelas guras 4.15 e 4.16,
que o método de LM identicou essencialmente dois grupos de variáveis: um correspondente
ao período de maior custo energético e outro correspondente ao menor custo. Desta forma,
manteve o padrão da bomba a funcionar de forma adaptada às variações de custo, reduzindo
apenas o funcionamento da mesma nos períodos de menor custo (de 1,3 para cerca de 1,2).
Obteve-se assim uma rede com funcionamento similar ao funcionamento inicial (gura 4.13)
mas com custos mais reduzidos. Na optimização pelo AE, a adaptação do funcionamento
da bomba à tarifa energética não é tão visível. No entanto, é possível observar que o
reservatório abastece os pontos de consumo essencialmente nos períodos de maior custo
energético, reduzindo os gastos com o funcinamento da bomba.
Figura 4.15: Representação do padrão obtido da optimização pelo método de Levenberg-
Marquardt (LM) para a bomba do sistema de abastecimento malhado, assim como dos
caudais e alturas de elevação fornecidas pela bomba, variação do custo de energia e do
nível do reservatório ao longo das 24 horas simuladas.
Aplicação de estratégias de optimização
Resolveu-se testar também, para este caso, o comportamento dos algoritmos quando
aplicados sequencialmente (em cascata). Aplicando o AE a partir do padrão obtido com o
LM não se observou qualquer tipo de redução da função. Isto podia levar à conclusão de
que o padrão obtido pelo LM corresponde a um mínimo global, no entanto, já foi observado
um valor inferior da função na optimização com o algoritmo evolucionário (AE1 com 27 %
de redução). Testou-se então a aplicação do método de LM a partir das variáveis que levam
a este valor mínimo da função (25,33 d). O resultado foi um custo de bombeamento diário
4Seleccionou-se o padrão que fornece o menor valor da função (AE1).
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Figura 4.16: Evolução das variáveis optimizadas pelo método de Levenberg-Marquardt
para o sistema de abastecimento malhado.
Figura 4.17: Representação do padrão obtido da optimização pelo algoritmo evolucionário
(AE) para a bomba do sistema de abastecimento malhado, assim como dos caudais e alturas
de elevação fornecidas pela bomba, variação do custo de energia e do nível do reservatório
ao longo das 24 horas simuladas.
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de 23,16 d, uma redução de 33 % relativamente aos custos iniciais (antes da optimização).
A evolução do valor da função através desta estratégia de optimização encontra-se na
gura 4.18. Analisando o funcionamento do sistema de abastecimento malhado optimizado
pela estratégia descrita (gura 4.19), verica-se que o método de LM limitou-se a reduzir
ligeiramente o funcionamento da bomba, mantendo um funcionamento similar ao obtido
na optimização inicial com o AE (gura 4.17).
Figura 4.18: Evolução do valor da função do sistema de abastecimento malhado resultante
da aplicação de estratégias de optimização. A partir das variáveis com o melhor resultado
obtido no AE (AE1) aplicou-se o LM.
4.3 Comparação de resultados
A partir da análise do comportamento das diferentes metodologias de optimização apli-
cadas aos dois exemplos de simulação de rede de abastecimento de água foi possível vericar
que houve diferenças nos resultados que merecem ser analisadas. Observou-se que os pa-
drões de funcionamento das bombas nem sempre foram optimizados seguindo a variação
do custo energético ao longo do período de simulação. Apresenta-se assim, na tabela 4.6,
os valores quer de consumo quer de custo energético associado ao bombeamento obtidos
da optimização pelos diferentes métodos e as respectivas percentagens de redução compa-
rativamente aos valores iniciais (apresentados nas tabelas 4.1 e 4.4).
Analisando primeiro a rede do sistema de abastecimento básico verica-se que não
ocorreram reduções na quantidade de energia consumida pela bomba durante o período de
simulação. Isto deve-se ao tipo de rede apresentada. A energia consumida para se poder
elevar a água 350 m é sempre a mesma, ou seja, não há qualquer forma de reduzir estes
consumos. No entanto, como se pode vericar, a aplicação dos métodos de optimização
permitiu a redução dos custos associados a esse consumo energético até 71 % através da
simples adaptação do funcionamento da bomba à tarifa energética considerada.
No segundo exemplo de rede apresentado já foi possível observar quer reduções da
quantidade de energia consumida quer do custo energético associado. Em termos de energia
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Figura 4.19: Padrão da bomba optimizada por uma estratégia de optimização em cascata:
optimização com o AE e depois com o método de LM. Representa-se também a tarifa
energética, a variação do nível do reservatório e os caudais e alturas de elevação fornecidos
pela bomba durante o período de simulação.
Tabela 4.6: Valores de consumo e custo energético para as duas redes de abastecimento
após optimização do padrão de funcionamento das bombas.
Rede Método Consumo energético % Custo de bombeamento %
(kWh/m3) redução (d) redução
Básica LM 1; 27 0 % 69; 28 71 %
AE 1; 27 0 % 167; 98 31 %
Malhada LM 0; 19 10 % 29; 78 14 %
AE 0; 19 10 % 30; 24 13 %
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consumida obtiveram-se reduções da ordem dos 10 % quer com o LM quer com o AE.
Qualquer redução nos consumos de energia implica directamente uma redução dos custos
associados. Contudo, as percentagens de redução de custos foram ligeiramente superiores,
o que signica que estas não se devem únicamente à redução do consumo de energia por
parte da bomba. Conclui-se assim que neste exemplo de rede também ocorreu uma certa
adaptação do funcionamento da bomba com as horas de maior e menor custo energético.
Apesar do método de Levenberg-Marquardt apresentar maior eciência por atingir me-
lhores resultados num menor tempo de processamento, pode-se dizer que ambos os métodos
utilizados nesta dissertação revelaram uma boa aplicabilidade a este tipo de problema de
optimização. O recurso a estratégias de optimização pode ser também uma boa solução na
resolução deste tipo de problemas mas apenas em situações cujo tempo de processamento
não seja um entrave.
4.4 Estudos de sensibilidade
Sensibilidade às variáveis de optimização iniciais
Efectuou-se um estudo de sensibilidade às variaveis de optimização iniciais para ambos
os algoritmos utilizados. Uma vez que no sistema de abastecimento básico, partindo de
um padrão constante, se obtiveram maiores percentagens de redução de custos, optou-se
por testar o sistema de abastecimento malhado partindo também de um padrão constante.
Partindo de um padrão de funcionamento da bomba constante de factor 0,9, o custo
diário associado ao bombeamento na rede de abastecimento de água é de 39,83 d. Apli-
cando o método de LM, esse custo foi reduzido para 15,37 d (menos 61 %). Pelo AE, o
custo passa, em média, para 20,89 d, que se traduz numa redução de cerca de 48 %. Os
resultados obtidos pelo método de LM eram, de certa forma, esperados, uma vez que os
métodos clássicos de optimização costumam depender das variáveis iniciais. No entanto,
o mesmo não acontece com os Algoritmos evolucionários. Nestes métodos de optimização
não é comum haver variações no resultado nal quando se parte de variáveis diferentes.
Os resultados relativos ao funcionamento da rede optimizada por ambos os métodos
apresentam-se nas guras 4.20 e 4.21.
Analisando o padrão da bomba obtido pelo método de LM (gura 4.20), verica-se que
o mesmo se mantém em concordância com a variação do custo da energia. No entanto,
analisando as restantes características da rede, verica-se que o reservatório se encontra a
abastecer a rede desde o início do dia e fecha às 11 horas, não voltando mais a encher. A
partir dessa hora, a bomba fornece sempre um caudal mínimo necessário para abastecer os
pontos de consumo.
No padrão optimizado pelo AE (gura 4.21), observa-se uma situação semelhante à
explicada anteriormente.
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Figura 4.20: Representação das características do sistema de abastecimento malhado após
optimização com o LM, partindo de um padrão de funcionamento constante de factor 0; 9.
Figura 4.21: Representação das características do sistema de abastecimento malhado após
optimização com o AE, partindo de um padrão de funcionamento constante de factor 0; 9.
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Sensibilidade aos parâmetros do método de optimização
Nesta secção efectua-se um estudo de sensibilidade ao parâmetro de perturbação de di-
ferenças nitas utilizado no cálculo do gradiente para o método de Levenberg-Marquardt.
Na tabela 4.7 apresentam-se os resultados de custo optimizado para as diferentes redes
utilizando quatro parâmetros de perturbação diferentes. O parâmtetro utilizado anterior-
mente para testar o método de LM foi de 0,005. No entanto, verica-se pelos resultados da
tabela que é possível atingir valores mais baixos da função objectivo utilizando diferentes
parâmetros de perturbação das diferenças nitas.
Tabela 4.7: Resultados da optimização com o método de Levenberg-Marquardt utilizando-
se diferentes parâmetros de perturbação das diferenças nitas.
Rede Parâmetro Consumo % Custo % No Tempo
de energético redução (d) redução iterações CPU
perturbação (kWh/m3) (seg)
Básica 0; 001 1; 27 0 % 77; 92 68 % 91 21
0; 005 1; 27 0 % 69; 28 71 % 89 21
0; 010 1; 27 0 % 64; 90 73 % 136 31
0; 015 1; 27 0 % 108; 42 55 % 84 19
Malhada 0; 001 0; 20 5 % 33; 02 5 % 150 39
0; 005 0; 19 10 % 29; 78 14 % 88 23
0; 010 0; 19 10 % 30; 33 12 % 133 35




Este capítulo contém as principais conclusões obtidas durante a realização
desta dissertação, assim como algumas observações e sugestões para
trabalhos futuros.
5.1 Conclusões
Esta dissertação teve por base os elevados custos energéticos associados ao bombea-
mento de água nas estações elevatórias que actualmente são desprezados pelas entidades
responsáveis pelo abastecimento de água. As bombas existentes nas redes de abastecimento
de água nacionais não têm qualquer padrão de funcionamento associado, apenas bombeiam
água até encher os reservatórios e voltam a fazê-lo quando estes se encontram vazios. Neste
trabalho desenvolveu-se uma ferramenta para análise de diferentes metodologias de opti-
mização para redução de consumos e custos energéticos associados ao bombeamento em
redes de abastecimento de água. Efectuaram-se simulações de sistemas de abastecimento
de água com padrões de funcionamento associados às bombas e procedeu-se à optimização
desses mesmos padrões de forma a minimizar os custos energéticos relacionados com o
bombeamento.
Dois métodos diferentes de optimização não-linear foram aplicados: (i) método de
Levenberg-Marquardt, um método clássico baseado no gradiente e (ii) Algoritmo Evo-
lucionário, um método heurístico, de busca exploratória, baseado na evolução natural das
espécies. O objectivo foi analisar os desempenhos de cada um neste tipo de problema de
optimização.
Nos dois sistemas de abastecimento de água simulados obtiveram-se reduções de custos
energéticos com a aplicação de ambos os métodos de optimização. No sistema mais simples,
uma rede básica com apenas dois reservatórios e uma bomba a operar entre eles, as reduções
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de custo energético foram de 31 % para o algoritmo evolucionário e de 71 % para o algoritmo
de Levenberg-Marquardt. No outro sistema simulado, representado por uma rede mais
complexa constituida por malhas, obtiveram-se também resultados satisfatórios: reduções
de custo de 14 % no algoritmo de Levenberg-Marquardt e 13 % no algoritmo evolucionário e
reduções de consumo energético de 10 % com ambos os algoritmos aplicados. É de salientar
que estamos perante custos elevados1, pelo que uma "simples" redução de 5 ou 10 % é de
grande importância.
O algoritmo de Levenberg-Marquardt demonstrou ser o mais eciente neste tipo de
problemas ao convergir mais rapidamente para um valor mínimo e, ao mesmo tempo,
apresentar um menor custo computacional (menos tempo de processamento).
A aplicação de estratégias de optimização também revelou interesse neste tipo de apli-
cações ao permitir a obtenção de valores óptimos ainda melhores, no entanto deve-se ter
em conta que o custo de processamento para as aplicar é sempre mais elevado.
As características atribuidas aos sistemas de abastecimento após optimização com os
métodos seleccionados tiveram sempre em conta o correcto funcionamento da rede.
Dados os resultados satisfatórios obtidos nos dois sistemas de abastecimento de água
simulados, conclui-se que a metodologia desenvolvida poderá ter uma boa aplicabilidade
em redes reais de abastecimento de água. Neste trabalho não se teve em atenção o facto do
nível do reservatório às 24 horas ter que corresponder exactamente ao nível pelas 0 horas.
Esta restrição, em princípio deverá ter inuência nos resultados nais dos algoritmos de
optimização, pelo que deverá ser considerado num trabalho futuro que se pretenda aplicar
a sistemas reais. De qualquer das formas, o trabalho que aqui se apresenta serve para
demonstrar o desempenho dos métodos de optimização neste tipo de problemas.
A aplicação deste tipo de metodologias pode contribuir para um desenvolvimento sus-
tentável das redes de abastecimento de água. Até mesmo nos casos em que não seja possível
reduzir os consumos energéticos associados ao bombeamento de água, é sempre possível
aproveitar da melhor forma a energia disponível.
5.2 Perspectivas
Portugal tem apostado fortemente nas energias renováveis, contudo o investimento cres-
cente na produção de energia renovável não é, por si só, suciente para a sustentabilidade
do país a nível energético-ambiental. É preciso apostar na eciência energética visando
utilizar de forma correcta e responsável os recursos disponíveis.
Actualmente existe bastante material bibliográco no que respeita à aplicação de ener-
gias renováveis em redes de abastecimento de água com o objectivo de reduzir os custos
operacionais (ver, por exemplo, [31] e [32]).
Seria interessante e de grande utilidade, num trabalho futuro, desenvolver um programa
de eciência energética para aplicação em sistemas de abastecimento de água que permi-
tisse a optimização de qualquer rede de abastecimento quer (i) a partir da alteração dos
1Os custos com a utilização de água em Portugal são de 1880 000 000 d anuais [5] e os sistemas
elevatórios contribuem com uma grande parcela devido ao consumo de energia [13].
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padrões de funcionamento quer (ii) pelo aproveitamento de energia potencial que é des-
perdiçada quando a água é enviada para zonas de cota inferior (utilizando, por exemplo,
micro-hidroturbinas em substituição das válvulas redutoras de pressão) e ainda (iii) pelo
aproveitamento de energia produzida a partir de fontes renováveis, por exemplo para bom-
beamento de água. Um programa computacional deste tipo poderia permitir o aumento
da eciência energética das redes já existentes e contribuir para o dimensionamento, de
forma eciente, de novas redes ou alargamento das existentes. Outras metodologias de
optimização, para além das utilizadas nesta dissertação, poderiam também ser testadas,






A.1 Cálculo dos coecientes das fórmulas de perda de
carga
A tabela A.1 apresenta os coecientes a utilizar nas fórmulas de perda de carga de
Hazen-Williams e Manning para diferentes materiais em tubagens novas.
Tabela A.1: Coecientes das fórmulas de perda de carga para diferentes materiais em
tubagens novas [16].
Material C, Hazen-Williams n, Manning
(adimensional) (adimensional)
Ferro fundido 130  140 0; 012  0; 015
Betão ou
revestimento de betão 120  140 0; 012  0; 017
Ferro galvanizado 120 0; 015  0; 017
Plástico 140  150 0; 011  0; 015
Aço 140  150 0; 015  0; 017
Grés 110 0; 013  0; 015
Para a fórmula de Darcy-Weisbach, muito utilizada no meio académico em disciplinas
de hidráulica, é comum recorrer-se ao chamado diagrama de Moody, disponível na gura
A.1, para o cálculo do factor de fricção de Darcy-Weisbach (f). Este diagrama representa o
factor de Darcy-Weisbach em função do número de Reynolds (Re) e da rugosidade relativa
da tubagem (=d). O número de Reynolds relaciona-se com os diferentes regimes de esco-
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amento: laminar (Re < 2000), turbulento de transição (2000 < Re < 4000) ou turbulento
rugoso (Re > 4000).
Figura A.1: Diagrama de Moody - Factor de fricção de Darcy-Weisbach em função do
número de Reynolds e da rugosidade relativa da tubagem. Os valores para o factor de
Darcy-Weisbach em diferentes materiais de tubagem foram retirados de [29].
A.2 Métodos de penalidade exterior
Os métodos de penalidade exterior podem aplicar-se em problemas com restrições de
igualdade e/ou restrições de desigualdade.
Considerando um problema de optimização não-linear na forma geral:
min f(x)
sujeito a : gm(x)  0; m = 1; :::M;
hl(x) = 0; l = 1; :::L;
(A.1)
sendo f , gm e hl funções de IR
n ! IR, a função modicada através do método de penalidade
exterior pode ser expressa da seguinte forma [30]:










em que  representa o coeciente de penalidade. Os dois últimos termos da equação A.2
correspondem a funções de penalidade exterior.
Durante o processo iterativo de optimização pode ser atribuido sempre o mesmo valor de
, mantendo a solução da função penalidade (não admissível no problema de optimização)
até se atingir uma solução de f(x) admissível no problema. No entanto, atribuir um valor
a  é uma tarefa complicada, uma vez que a atribuição de valores muito elevados pode
aumentar a não-linearidade do problema [30]. É comum, em cada iteração, efectuar-se
uma actualização do termo de penalidade, provocando uma penalização que aumente o
seu valor até se deslocar as soluções obtidas para uma região admissível no problema de
optimização.
Nesta dissertação, à função objectivo considerada, é aplicada uma penalização da se-
guinte forma:
f p(x) = f(x) + 500; (A.3)
sempre que ocorrerem erros de simulação que levam a soluções x não admissíveis no pro-
blema de optimização.
A.3 Interface
As guras a seguir apresentadas demonstram todos os passos de código da interface cri-
ada para a realização desta dissertação. Esta interface foi criada na linguagem de progra-
mação C++ e estabelece a ligação entre diferentes programas de optimização e o simulador
hidráulico utilizado, o EPANET.
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Figura A.2: Representação da primeira parte da interface. Nesta primeira fase é feita a
leitura das 24 variáveis fornecidas pelo programa de optimização.
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Figura A.3: Representação da segunda parte da interface. Nesta fase é feita a substituição
das variáveis contidas no cheiro base exportado do simulador pelas variáveis fornecidas
pelo programa de optimização. Posteriormente realiza-se a simulação hidráulica dessa si-
mulação de rede representada pelo cheiro de entrada de forma a se obter os resultados




Figura A.4: Representação da última parte da interface. Nesta última fase é criado um
cheiro que apresente apenas o custo diário de bombeamento obtido na simulação. É
aplicada uma penalidade a esse valor de custo no caso da simulação não ser bem sucedida
de forma a que as variáveis fornecidas não sejam aceites na próxima iteração.
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A.1 Cálculo dos coecientes das fórmulas de perda de
carga
A tabela A.1 apresenta os coecientes a utilizar nas fórmulas de perda de carga de
Hazen-Williams e Manning para diferentes materiais em tubagens novas.
Tabela A.1: Coecientes das fórmulas de perda de carga para diferentes materiais em
tubagens novas [16].
Material C, Hazen-Williams n, Manning
(adimensional) (adimensional)
Ferro fundido 130  140 0; 012  0; 015
Betão ou
revestimento de betão 120  140 0; 012  0; 017
Ferro galvanizado 120 0; 015  0; 017
Plástico 140  150 0; 011  0; 015
Aço 140  150 0; 015  0; 017
Grés 110 0; 013  0; 015
Para a fórmula de Darcy-Weisbach, muito utilizada no meio académico em disciplinas
de hidráulica, é comum recorrer-se ao chamado diagrama de Moody, disponível na gura
A.1, para o cálculo do factor de fricção de Darcy-Weisbach (f). Este diagrama representa o
factor de Darcy-Weisbach em função do número de Reynolds (Re) e da rugosidade relativa
da tubagem (=d). O número de Reynolds relaciona-se com os diferentes regimes de esco-
1
amento: laminar (Re < 2000), turbulento de transição (2000 < Re < 4000) ou turbulento
rugoso (Re > 4000).
Figura A.1: Diagrama de Moody - Factor de fricção de Darcy-Weisbach em função do
número de Reynolds e da rugosidade relativa da tubagem. Os valores para o factor de
Darcy-Weisbach em diferentes materiais de tubagem foram retirados de [29].
A.2 Métodos de penalidade exterior
Os métodos de penalidade exterior podem aplicar-se em problemas com restrições de
igualdade e/ou restrições de desigualdade.
Considerando um problema de optimização não-linear na forma geral:
min f(x)
sujeito a : gm(x)  0; m = 1; :::M;
hl(x) = 0; l = 1; :::L;
(A.1)
sendo f , gm e hl funções de IR
n ! IR, a função modicada através do método de penalidade
exterior pode ser expressa da seguinte forma [30]:









em que  representa o coeciente de penalidade. Os dois últimos termos da equação A.2
correspondem a funções de penalidade exterior.
Durante o processo iterativo de optimização pode ser atribuido sempre o mesmo valor de
, mantendo a solução da função penalidade (não admissível no problema de optimização)
até se atingir uma solução de f(x) admissível no problema. No entanto, atribuir um valor
a  é uma tarefa complicada, uma vez que a atribuição de valores muito elevados pode
aumentar a não-linearidade do problema [30]. É comum, em cada iteração, efectuar-se
uma actualização do termo de penalidade, provocando uma penalização que aumente o
seu valor até se deslocar as soluções obtidas para uma região admissível no problema de
optimização.
Nesta dissertação, à função objectivo considerada, é aplicada uma penalização da se-
guinte forma:
f p(x) = f(x) + 500; (A.3)
sempre que ocorrerem erros de simulação que levam a soluções x não admissíveis no pro-
blema de optimização.
A.3 Interface
As guras a seguir apresentadas demonstram todos os passos de código da interface cri-
ada para a realização desta dissertação. Esta interface foi criada na linguagem de progra-
mação C++ e estabelece a ligação entre diferentes programas de optimização e o simulador
hidráulico utilizado, o EPANET.
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Figura A.2: Representação da primeira parte da interface. Nesta primeira fase é feita a
leitura das 24 variáveis fornecidas pelo programa de optimização.
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Figura A.3: Representação da segunda parte da interface. Nesta fase é feita a substituição
das variáveis contidas no cheiro base exportado do simulador pelas variáveis fornecidas
pelo programa de optimização. Posteriormente realiza-se a simulação hidráulica dessa si-
mulação de rede representada pelo cheiro de entrada de forma a se obter os resultados
de custos energéticos associados ao bombeamento de água com o novo padrão de funcio-
namento (novas variáveis).
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Figura A.4: Representação da última parte da interface. Nesta última fase é criado um
cheiro que apresente apenas o custo diário de bombeamento obtido na simulação. É
aplicada uma penalidade a esse valor de custo no caso da simulação não ser bem sucedida
de forma a que as variáveis fornecidas não sejam aceites na próxima iteração.
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