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We study the joint probability distribution function of the work and the change of photon number
of the nonequilibrium process of driving the electromagnetic (EM) field in a three-dimensional cavity
with an oscillating boundary. The system is initially prepared in a grand canonical equilibrium state
and we obtain the analytical expressions of the characteristic functions of work distributions in the
single-resonance and multiple-resonance conditions. Our study demonstrates the validity of the
fluctuation theorems of the grand canonical ensemble in nonequilibrium processes with particle
creation and annihilation. In addition, our work illustrates that in the high temperature limit,
the work done on the quantized EM field approaches its classical counterpart; while in the low
temperature limit, similar to Casimir effect, it differs significantly from its classical counterpart.
PACS numbers: 05.45.Mt; 05.45.Pq; 03.67.-a; 64.70.Tg
I. INTRODUCTION
Fluctuation theorems have attracted considerable at-
tentions in the field of nonequilibrium thermodynamics
in the last two decades. One of the most important re-
sults is the Jarzynski equality [1]
〈e−βw〉 = e−β∆F . (1)
It connects the equilibrium free energy difference ∆F
with the fluctuating nonequilibrium work w done on a
system initially prepared in a canonical equilibrium state
at the inverse temperature β = 1/kBT . This equality
is first derived in the classical regime and later general-
ized to the quantum regime [2–4]. The validity has been
tested experimentally in various systems [5–7].
For the grand canonical equilibrium initial state, be-
sides the trajectory work w, the particle number along
every “trajectory” is also a fluctuating quantity and the
Jarzynski equality takes a similar form [8–10]
〈e−β(w−µ∆N)〉 = e−β∆Φ, (2)
where µ is the chemical potential of the initial state, ∆N
and ∆Φ are the change of the particle numbers and the
difference of the grand potentials respectively before and
after the force protocol. This equality has been discussed
in chemical reaction networks [10], exchange fluctuation
systems [9, 11–13] and isolated systems without particle
∗Email:jnzhang13@mail.tsinghua.edu.cn
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number change [8, 14, 15]. However fluctuation theorems
of the grand canonical ensemble in isolated systems in
nonequilibrium processes with particles creation and an-
nihilation have not been studied so far (but see Ref. [16]).
The reason may be that usually the mass gap of mas-
sive particles is so large that the energy input during the
driving of the boundary is too small to create massive
particles.
Nevertheless, photons are massless particles, which
makes it possible to create photons with relatively low en-
ergy input. One example is the dynamical Casimir effect
(DCE). The DCE is a quantum effect which describes the
generation of photons due to the EM field in the presence
of time-dependent boundaries. The study was initiated
by Moore [17] and followed by many researchers [18–
31]. The first experimental verification was carried out in
2011 [32, 33]. The researchers used a modified SQUID to
mimic a mirror moving at the required relativistic veloc-
ity and observed the DCE in a superconducting circuit.
The main concern in the studies of DCE is about the av-
erage number of photon creation. The studies of the DCE
inspire us to investigate the distributions of work and
photon number change in the nonequilibrium processes
with the photon creation and annihilation. It is worth
mentioning that classical ideal gas insider a cylinder [34]
has been a prototype model for the study of thermody-
namics. EM field in a cavity is an analogue [35, 36] of
gas insider a cylinder, but with more complicated dynam-
ics, because it incorporates effects of quantum mechanics,
quantum statistics, and special relativity. Nevertheless,
for certain specific protocols, we are able to obtain the
analytical results of the joint distribution of work and the
change of photon number. The analytical results enable
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2us to study the quantum-classical correspondence of the
work done on the EM field in the high temperature limit
and the quantum nature (Casimir effect) of the work in
the low temperature limit.
In this paper, we focus on the DCE in a three-
dimensional cavity with one oscillating boundary. Be-
cause the energy levels of the system are not equidistant,
only a limited number of modes of the EM field are cou-
pled for a specific oscillation frequency of the boundary.
In addition, relevant to Fermi’s golden rule, there are only
three kinds of resonance conditions, which significantly
simplify the calculation of the characteristic function of
the joint probability distribution. We further obtain the
analytical expressions in the DCE with several different
time-dependent geometries (the rectangular, cylindrical
and spherical cavities with one moving boundary). Ana-
lytical expressions of work distributions for an arbitrary
nonequilibrium process is extremely rare. This exam-
ple, which incorporates effects of quantum mechanics,
quantum statistics and special relativity has pedagogical
value, and deepens our understanding of the quantum
trajectory work and the validity of the fluctuation the-
orems in nonequilibrium processes with photon creation
and annihilation.
We notice that Ref. [35] also discussed the Jarzynski
equality for the photon gas. However, we believe that
the particles considered in Ref. [35] are not real photons
but some relativistic massless particles, since the wave
character of light is ignored and no particle creation and
annihilation occur during the force protocol.
This paper is organized as follows: In Sec. II, we intro-
duce the effective Hamiltonian of a quantized EM field
in a three-dimensional cavity with a moving boundary.
In Sec. III, we clarifies the concept of trajectory work
and the validity of the Jarzynski equality in the system.
In Sec. IV, we obtain the analytical expressions of the
characteristic functions by utilizing the matrix represen-
tation technique. And then we analyze the characteristic
functions in the single-resonance and multiple-resonance
conditions. We summarize this work and make conclu-
sions in Sec. V.
II. EFFECTIVE HAMILTONIAN AND
RESONANCE CONDITIONS FOR THE EM
FIELD IN A TREMBLING CAVITY
We begin with the quantization of the EM field con-
fined in a 3-D rectangular cavity, expressed in the scalar
Hertz potentials [26]. Then we derive the effective Hamil-
tonian, which describes the dynamics of the EM field
when one of the boundaries is moving with time. Finally,
we introduce some thermodynamic concepts relevant to
the non-equilibrium driving process, where the photons
are created or annihilated, including the two-point mea-
surement and the characteristic function G(u, v). The
study can be straightforwardly extended to the EM field
in other geometries, such as the cylindrical and the spher-
ical cavity (see Appendix A).
A. Hertz Potential Formalism
It is known that the EM field and the Maxwell’s equa-
tions can be formulated in terms of the scalar potential
φ and the vector potential A. Alternatively, the Hertz
potentials, Πe and Πm, offer an equivalent, more conve-
nient for EM field in a cavity, formalism. In the Lorentz
gauge, the relations between the two formulations can be
written as follows,
φ = −1
ε
∇ ·Πe, A = µ∂Πe
∂t
+∇×Πm, (3)
with ε and µ being the permittivity and the permeability
of the medium.
In source-free vacuum, the vector Hertz potentials be-
come two scalar fields, i.e. Πe = ψ
TMez and Πm =
ψTEez, where ψ
TM and ψTE are the transverse magnetic
(TM) and the transverse electric (TE) field with respect
to the longitudinal z axis, with ez being the unit vector
along the z axis. The Maxwell’s equations in the form of
the scalar Hertz potentials can be written in the following
form, (∇2 − ε0µ0∂2t )ψTE,TM = 0, (4)
with ε0 and µ0 being the permittivity and the permeabil-
ity of the vacuum.
Without loss of generality, we only consider the TE
field in the following. The same procedure can be
straightforwardly applied to the study of the TM field
(see Appendix B). Also, we hereafter drop the super-
script (TE) and set ε0 = µ0 = ~ = 1 for simplicity, if not
explicitly stated otherwise.
The Lagrangian density of the TE field is
L(r, t) = 1
2
(
−ψ˙∇2⊥ψ˙ −∇2ψ∇2⊥ψ
)
. (5)
Meanwhile, the TE field in a 3-D cavity satisfies the fol-
lowing boundary conditions,
ψ|z=0,Lz = 0,
∂ψ
∂x
∣∣∣∣
x=0,Lx
=
∂ψ
∂y
∣∣∣∣
y=0,Ly
= 0, (6)
where the boundaries of the cavity locate at 0 and Lα,
with α = x, y, z.
B. Quantization of the scalar Hertz Potential
We quantize the scalar Hertz potential ψ by promoting
it from ordinary numbers to an operator ψˆ and imposing
the following canonical commutation relations,[
ψˆ(r, t), ψˆ(r′, t)
]
= [pˆi(r, t), pˆi(r′, t)] = 0, (7)[
ψˆ(r, t), pˆi(r′, t)
]
= iδ(r− r′),
3where the conjugate momentum operator pˆi(r, t) is ob-
tained from the Lagrangian density in Eq. (5),
pˆi(r, t) = −∇2⊥
∂ψˆ(r, t)
∂t
. (8)
Solving the wave equation (4) under the boundary
conditions (6), we obtain an orthonormal basis {ψk(r)},
where the basis state ψk(r) is
ψk(r) =
√
2
Lz
sin
(
kzpi
Lz
z
)
× 2√
LxLy
cos
(
kxpi
Lx
x
)
cos
(
kypi
Ly
y
)
, (9)
with the subscript k ≡ (kx, ky, kz) ∈ N3, and
the eigen-frequency of the k-th mode is ωk =√(
kxpi
Lx
)2
+
(
kypi
Ly
)2
+
(
kzpi
Lz
)2
.
Then we expand the filed operator ψˆ(r, t) and its con-
jugate momentum operator pˆi(r, t) as follows,
ψˆ (r, t) =
∑
k
Ckψk(r)aˆke
−iωkt + h.c., (10)
pˆi(r, t) = −i
∑
k
Ckω
2
k⊥ωkψk(r)aˆke
−iωkt + h.c.,
where k⊥ = (kx, ky) and ωk⊥ =
√(
kxpi
Lx
)2
+
(
kypi
Ly
)2
,
and Ck are the normalization constants. Note that aˆk
(aˆ†k) is the annihilation (creation) operator for the k-th
mode, which satisfies the canonical commutation rela-
tions,
[aˆk, aˆk′ ] = 0,
[
aˆk, aˆ
†
k′
]
= δk,k′ . (11)
Using Eqs. (5) and (10) and setting Ck ≡(√
2ωkωk⊥
)−1
, we obtain the Hamiltonian of the TE field
as follows [26],
Hˆ =
∫
dr
[
∂ψˆ
∂t
pˆi − Lˆ
]
=
∑
k
ωk
2
(
aˆ†kaˆk + aˆkaˆ
†
k
)
. (12)
C. Effective Hamiltonian for Driving Processes
Now we consider that one of the boundaries of the
cavity along the longitudinal z direction is moving ac-
cording to a prefixed time-dependent function λ(t), i.e.
Lz(t) ≡ λ(t).
We first define an instantaneous orthonormal basis
{ψk,λ(r)}. The basis functions ψk,λ(r) satisfy the fol-
lowing Helmholtz equation,
∇2ψk,λ (r) + ω2k,λψk,λ(r) = 0, (13)
with the time-dependent boundary conditions [17]
ψk,λ(r)|z=0,λ = 0, (14)
∂ψk,λ(r)
∂x
∣∣∣∣
x=0,Lx
=
∂ψk,λ(r)
∂y
∣∣∣∣
y=0,Ly
= 0,
where ψk,λ(r) have the same form as ψk(r) in
Eq. (9) except that Lz is replaced by λ and ωk,λ =√(
kxpi
Lx
)2
+
(
kypi
Ly
)2
+
(
kzpi
λ
)2
. Note that both ψk,λ(r
and ωk,λ depend on time when the boundary is moving
with time. We then expand the field operators ψˆ(r, t)
and pˆi(r, t) with the instantaneous basis
{
ψk,λ(t)(r)
}
,
ψˆ(r, t) =
∑
k
Qˆk(t)ψk,λ(t)(r), (15)
pˆi(r, t) =
∑
k
Pˆk(t)ψk,λ(t)(r). (16)
Taking time derivatives of Eqs. (15) and (16), we ob-
tain the following equations of Qˆk and Pˆk,
dQˆk(t)
dt
=
Pˆk(t)
ω2k⊥
−
∑
p
g˜kp(t)Qˆp(t), (17)
dPˆk(t)
dt
= −ω2k,λ(t)ω2k⊥Qˆk(t)−
∑
p
g˜kp(t)Pˆp(t),(18)
where the coupling coefficients g˜kp can be expressed as
follows,
g˜kp(t) =
∫
drψk,λ(t)(r)
∂ψp,λ(t)(r)
∂t
=
λ˙(t)
λ(t)
gkp, (19)
with
gkp =
{
(−1)kz+pz2kzpz
k2z−p2z δk⊥,p⊥ , kz 6= pz
0, kz = pz
. (20)
treating Eqs. (17) and (18) as the Heisenberg equations
of motion, we obtain the following effective Hamiltonian,
Hˆeff(t) =
∑
k
[
Pˆ 2k
2ω2k⊥
+
1
2
ω2k⊥ω
2
k,λ(t)Qˆ
2
k
]
−
∑
kp
Gkp(t)PˆkQˆp. (21)
In order to move into the Fock representation, we in-
troduce the following ladder operators,
aˆk(t) =
ω2k⊥ωk,λ(t)Qˆk(t) + iPˆk(t)√
2ωk,λ(t)ωk⊥
, (22)
aˆ†k(t) =
ω2k⊥ωk,λ(t)Qˆk(t)− iPˆk(t)√
2ωk,λ(t)ωk⊥
.
4The first-order derivative of aˆk(t) can be written as fol-
lows,
d
dt
aˆk(t) = −iωk,λ(t)aˆk(t) + 2γkaˆ†k(t)
−2
∑
p
[
hkp(t)aˆp(t) + dkp(t)aˆ
†
p(t)
]
, (23)
with γk(t) = − ω˙k,λ(t)4ωk,λ(t) and
hkp(t) =
λ˙(t)
4λ(t)
(√
ωk,λ(t)
ωp,λ(t)
+
√
ωp,λ(t)
ωk,λ(t)
)
gkp(t),
dkp(t) =
λ˙(t)
4λ(t)
(√
ωk,λ(t)
ωp,λ(t)
−
√
ωp,λ(t)
ωk,λ(t)
)
gkp(t).
Treating Eq. (23) as the equation of motion, we obtain
the effective Hamiltonian in terms of aˆk ≡ aˆk(0) and
aˆ†k ≡ aˆ†k(0) as follows,
Hˆeff(t) =
∑
k
ωk,λ(t)
[
aˆ†kaˆk +
1
2
]
− i
∑
k
γk(t)
(
aˆ†kaˆ
†
k − aˆkaˆk
)
−i
∑
k 6=p
hkp(t)
(
aˆ†kaˆp − aˆ†paˆk
)
− i
∑
k 6=p
dkp(t)
(
aˆ†kaˆ
†
p − aˆpaˆk
)
. (24)
This effective Hamiltonian (24) will be essential for our
later analysis.
D. Perturbative Driving Processes
For simplicity, we consider the perturbative periodic
driving protocol, in which the work parameter λ(t) takes
the following form,
λ(t) = λ0 [1 +  sin(Ωt)] , (25)
where Ω is the oscillation frequency, and the oscillation
amplitude  is assumed to be small, i.e.  1. We then
expand all relevant physical quantities to the first order
of .
In the following, we turn to the interaction picture de-
fined by the free Hamiltonian Hˆ0 =
∑
k ωk
(
aˆ†kaˆk +
1
2
)
,
with ωk ≡ ωk,λ(0), and treat Vˆ (t) = Hˆeff(t) − Hˆ0 as the
perturbation. Similar to Fermi’s golden rule, if Vˆ (t) is a
periodic function of time with the angular frequency Ω,
the transition is into states with energies that differ by
~Ω from the energy of the initial state.
Using the rotating-wave approximation (RWA), we ob-
tain time-independent Hamiltonians Vˆ Ij (j = 1, 2, 3) in
the interaction picture under the following three kinds of
resonance conditions:
1. The Double-frequency (DoF) resonance: Ω = 2ωk
Vˆ I1 = −
ig1
2
(
aˆ†kaˆ
†
k − aˆkaˆk
)
, (26)
g1 =
Ωk2zpi
2
4ω2kλ
2
0
,
2. The Sum-frequency (SuF) resonance: Ω = ωk +ωp
Vˆ I2 = −ig2
(
aˆ†kaˆ
†
p − aˆpaˆk
)
, (27)
g2 =
Ω
4
(√
ωk
ωp
−
√
ωp
ωk
)
gkp,
3. The Difference-frequency (DiF) resonance: Ω =
|ωk − ωp|
Vˆ I3 = −ig3
(
aˆ†kaˆp − aˆ†paˆk
)
, (28)
g3 =
Ω
4
(√
ωk
ωp
+
√
ωp
ωk
)
gkp.
In addition, we can draw intuitions from Eqs. (26)-(28).
The DoF resonance condition (26) corresponds to the
process of simultaneously creating two photons with the
same frequency ωk, while the SuF resonance condition
(27) corresponds to the process of creating one photon
with the frequency ωk and another photon with the fre-
quency ωp. The DiF resonance condition (28) corre-
sponds to the process of creating one photon with the
frequency ωk meanwhile annihilate one photon with the
5frequency ωp. It is worth mentioning that the evolution
of other modes are quantum adiabatic with no photons
being created or annihilated in these modes. Also, if the
driving frequency Ω does not satisfy any of these reso-
nance conditions (26)-(28), the evolution of the EM field
is quantum adiabatic, i.e., no photons will be created or
annihilated during the driving process.
III. TRAJECTORY WORK AND THE
JARZYNSKI EQUALITY ASSOCIATED WITH
THE DCE
We are interested in the statistics of the work and the
photon number difference of the EM field confined in a 3-
D cavity driven by a perturbatively oscillating boundary.
Before t = 0 and after t = τ , with τ being the driving
duration, the boundary stops at λ0 ≡ λ(0) and λτ ≡ λ(τ)
respectively, while it oscillates according to Eq. (25) when
t ∈ [0, τ ]. During the driving process, both the work and
the photon number fluctuate, which requires the grand-
canonical description [15].
When the boundary is fixed at λ, the Hamiltonian
Hˆλ =
∑
k ωk,λaˆ
†
k,λaˆk,λ and the photon-number opera-
tor Nˆλ =
∑
k aˆ
†
k,λaˆk,λ commute with each other, i.e.[
Hˆλ, Nˆλ
]
= 0. Thus there exists a set of common eigen-
states |{nk}〉λ ≡ ⊗k |nk〉λ, which satisfy
Hˆλ |{nk}〉λ = Eλ ({nk}) |{nk}〉λ , (29)
Nˆλ |{nk}〉λ = N ({nk}) |{nk}〉λ ,
where the total energy Eλ ({nk}) =
∑
k ωk,λnk and the
total photon number N ({nk}) =
∑
k nk, with nk ∈ N
being the number of photons in the k-th mode. The
density matrix and the partition function of the grand
canonical ensemble of the photon gas is written as follows,
ρˆβ = Z−1λ
∑
{nk}
e−βEλ({nk}) |{nk}〉λ λ〈{nk}|, (30)
Zλ =
∑
{nk}
e−βEλ({nk}),
with β being the inverse temperature of the initial equi-
librium state. Here we would like to emphasize that al-
though the chemical potential of the photon gas is equal
to zero, i.e. µ = 0, the total photon number is indefinite
in thermal equilibrium.
To obtain the joint probability distribution of work
and photon-number difference, P(w,∆N), the concep-
tual procedure of the two-point measurement protocol is
prescribed as follows:
1. Prepare the system in the thermal equilibrium by
connecting it with a heat bath at the temperature
β−1. Then remove the heat bath so that the system
is isolated.
2. Perform the first projective measurements of Hˆλ0
and Nˆλ0 . Project the system to one of the common
eigenstates, i.e. |{nk}〉λ0 , and record the eigenval-
ues Eλ0 ({nk}) and N ({nk}).
3. Control the boundary according to Eq. (25) for a
prefixed duration τ . The frequency Ω is chosen
such that one of the resonance conditions (26–28)
is satisified,
4. Perform the second projective measurements of
Hˆλτ and Nˆλτ and record the eigenvalues Eλτ ({n′k})
and N ({n′k}).
Ideally, the above procedure is repeated infinitely many
times to obtain a good statistics of the joint probability
distribution, which is defined as
P(w,∆N) = Z−1λ0
∑
{nk},{n′k}
e−βEλ0 ({nk})
∣∣∣∣ 〈{n′k} ∣∣∣Uˆ(τ)∣∣∣ {nk}〉
λτ λ0
∣∣∣∣2
×δ (w − [Eλτ ({n′k})− Eλ0 ({nk})]) δ∆N,N({n′k})−N({nk}), (31)
with δ(·) and δ·,· being the Dirac and the Kronecker delta
functions, respectively.
Alternatively, we can calculate the characteristic func-
tion of the work and the photon-number difference, which
is defined as the Fourier transform of P(w,∆N),
G(u, v) =
∑
∆N
∫
dweiuw+iv∆NP (w,∆N) (32)
=
〈
eiuHˆ
H
λτ
(τ)+ivNˆHλτ (τ)e−iuHˆλ0−ivNˆλ0
〉
β
,
6where the Heisenberg-picture operators are defined as
OˆH(t) = Uˆ†(t)OˆUˆ(t) and the ensemble average is taken
over ρˆβ in Eq. (30), i.e. 〈·〉β = Tr [·ρˆβ ]. Then the joint
probability distribution P(w,∆N) can be obtained via
the inverse Fourier transform.
Although there exists no Scho¨rdinger picture descrip-
tion in our system during the driving process [17], the
Hamiltonian and the total photon number operators in
the Heisenberg picture before and after the driving pro-
cess are well-defined. Especially at the end of the driving
process, they are defined as follows,
HˆHλτ (τ) =
∑
k
ωk,λτ
(
aˆ†k(τ)aˆk(τ) +
1
2
)
, (33)
NˆHλτ (τ) =
∑
k
(
aˆ†k(τ)aˆk(τ) +
1
2
)
,
where the time-dependent ladder operators aˆk(t) at the
beginning (t = 0) and the end (t = τ) of the driving
process are related via the unitary transformation defined
by Hˆeff in Eq. (24),
aˆk(τ) = e
iVˆ IτeiHˆ0τ aˆke
−iHˆ0τe−iVˆ
Iτ , (34)
with V I being one of V Ij in Eqs. (26–28), depending on the
type of the resonance condition satisfied in the driving
process.
The Jarzynski equality for a grand canonical ensemble,
〈e−β(w−µ∆N)〉 = e−β∆Φ, (35)
is obtained by setting u = iβ and v = −iβµ,
where we have defined the grand potential difference
∆Φ = Φλτ − Φλ0 with the grand potential Φλτ,0 =
−β−1lnTr
[
e−β(Hˆλτ−µNˆλτ )
]
.
The equality in Eq. (35) reproduces the original
Jarzynski equality, 〈e−βw〉 = e−β∆Φ, in the following two
cases
(i) µ 6= 0, NˆHλτ (τ) = Nˆλ0 , (36a)
(ii) µ = 0, NˆHλτ (τ) 6= Nˆλ0 . (36b)
We would like to emphasize that Refs. [8, 14, 15] have dis-
cussed systems that belong to case (i), while our system
belongs to case (ii).
IV. ANALYTICAL RESULTS OF WORK
DISTRIBUTIONS UNDER VARIOUS
RESONANCE CONDITIONS
Generally, it is impossible to obtain closed-form expres-
sions of G(u, v) for an arbitrary non-equilibrium driving
processes of a quantum many-body system, let alone the
case with particle creation and annihilation. However, we
find that for the photon gas confined in a cavity subject
to a perturbative resonant driving (25), the characteristic
function G(u, v) can be written into the expectation value
of a product of a series of exponentials of a quadratic form
in the Boson operators. By substituting Eqs. (33) and
(34) into Eq. (32) and then by applying the matrix repre-
sentation technique [37], we obtain the analytical results
of the characteristic function G(u, v) (for more technical
details see Appendix C).
A. Characteristic Functions in Single-Resonance
Conditions
If Ω is chosen such that one of the three resonance
conditions (26)-(28) is satisfied, the perturbation Hamil-
tonian becomes independent of time (see Eqs. (26–28)).
In these cases, we can analytically calculate the charac-
teristic function G(u, v) in Eq. (32). The results are given
below:
1. The DoF resonance: Ω = 2ωk
G1(u, v) =
sinh βωk2√
sinh2 βωk2 + sin (uωk + v) sin ((u− iβ)ωk + v) sinh2 g1τ
, (37)
2. The SuF resonance: Ω = ωk + ωp
G2(u, v) =
sinh βωk2 sinh
βωp
2
sinh βωk2 sinh
βωp
2 + sin
(
u(ωk+ωp)
2 + v
)
sin
(
(u−iβ)(ωk+ωp)
2 + v
)
sinh2 g2τ
, (38)
3. The DiF resonance: Ω = |ωk − ωp|
G3(u, v) =
sinh βωk2 sinh
βωp
2
sinh βωk2 sinh
βωp
2 + sin
(
u(ωk−ωp)
2
)
sin
(
(u−iβ)(ωk−ωp)
2
)
sin2 g3τ
. (39)
Note that we restrict ourselves to the cases with λ0 = λτ for simplicity. The analytic solutions for more general
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FIG. 1: The marginal distributions of work P(w) (a–c) and the photon number change P(∆N) (d–f). The columns from the
left to the right are for the cases of the DoF, the SuF and the DiF resonance conditions, respectively. The parameters are
chosen as follows: βωk = 0.2, gjτ = 0.3 (j = 1, 2, 3), and ωp = 2ωk.
cases with λ0 6= λτ are more cumbersome and can be
found in Appendix D.
Note that the characteristic function G(u, v) for an
externally-driven closed quantum system should satisfy
the following requirements:
1. The normalization of the joint probability
P(w,∆N), i.e. ∑∆N ∫ dwP(w,∆N) = 1, requires
that G(0, 0) = 1.
2. The grand-canonical quantum Jarzynski equal-
ity, i.e.
〈
e−β(w−µ∆N)
〉
= e−β∆Φ, requires that
G(iβ,−iβµ) = e−β∆Φ.
3. The grand-canonical Crooks’ fluctuation theorem,
i.e. PF(w,∆N)PR(−w,−∆N) = e
β(w−ν∆N−∆Φ), where the for-
ward and the reverse processes are respectively
described by λ(t) and λ(τ − t), requires that
GR(−u,−v) = GF(u+ iβ, v − iβµ)eβ∆Φ.
4. The discreteness of the distribution function of
work for a closed quantum system requires that
G(u, v) is periodic in u. More specifically, a delta-
function peak δ(w − w0) in P(w) implies that
G
(
u+ 2piω0 , v
)
= G(u, v).
5. The indivisibility of the constituent photons, ∆N ∈
Z, requires that G(u, v + 2pi) = G(u, v). Further-
more, if only n > 0 photons can be created or an-
nihilated simultaneously, G (u, v + 2pin ) = G(u, v).
Finally, if the photon creation and annihilation pro-
cesses are prohibited, G(u, v) is independent of v,
i.e. G(u, v) = G(u).
For the particular situation we are interested in, the
EM field confined in a 3-D cavity resonantly driven by a
trembling boundary, the chemical potential vanishes and
the positions of the trembling boundary at the initial and
final time are exactly the same. It can be checked that
Eqs. (37–39) satisfy all the above requirements.
B. Marginal Distributions of the work and the
photon-number difference
The joint distribution function P(w,∆N) can be ob-
tained from the inverse Fourier transform of the charac-
teristic function G(u, v),
P(w,∆N) = 1
4pi2
∫
du
∫
dve−iuw−iv∆NG(u, v), (40)
8from which we obtain the following marginal distribu-
tions P(w) and P(∆N),
P(w) =
∑
∆N
P(w,∆N)
=
1
2pi
∫
due−iuwG(u, 0), (41)
P(∆N) =
∫
dwP(w,∆N)
=
1
2pi
∫
dve−iv∆NG(0, v). (42)
In Fig. 1, we show the marginal distributions for all of
the three kinds of resonance conditions. Since we are con-
sidering closed systems with discrete energy levels, all of
the distributions are discrete, consisting of a series of the
Dirac delta-functions with different weights. The work
performed on the system is always an integer multiple
of 2ωk, ωk + ωp or ωk − ωp, when the DoF (26), the
SuF (27) or the DiF (28) resonance condition is satisfied,
respectively. As to the photon number difference ∆N ,
the photons are created and annihilated in pairs in the
first two cases. And the numbers of the photons created
and annihilated are equal to each other in the DiF reso-
nance condition [38]. These features are consistent with
our understandings of the three resonance conditions in
Eqs. (26–28).
C. Classical Limit of the Work Distributions
The classical characteristic functions can be obtained
from the closed-form expressions in Eqs. (37–39) by tak-
ing the classical limit, i.e. ~→ 0 [39]. Similar to Ref. [15],
we introduce u˜ = u/β.
The classical characteristic functions for the three res-
onance conditions can be written as follows [40],
Gcl1 (u˜, 0) =
1√
1 + 4(u˜2 − iu˜) sinh2 g1τ
, (43)
Gcl2 (u˜, 0) =
1
1 + (r+1)
2
r (u˜
2 − iu˜) sinh2 g2τ
,
Gcl3 (u˜, 0) =
1
1 + (r−1)
2
r (u˜
2 − iu˜) sin2 g3τ
,
with the ratio being defined as r ≡ ωp/ωk in the lat-
ter two cases. Note that the classical work distributions
for the latter two cases can be obtained analytically as
follows,
Pclj (w) =
αj+αj−
αj+ − αj− [e
αj+wΘ(w) + eαj−wΘ(−w)] , (44)
with j = 2, 3, where Θ(·) is the Heaviside step function
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FIG. 2: The cumulative distributions of work. Here Fj(w) =∫ w
0
Pj(w′)dw′. The panels from the top to the bottom are
for the DoF (a), the SuF (b), and the DiF (c) resonance con-
ditions respectively. The parameters are chosen as follows:
βωk = 0.1, gjτ = 0.3 with j = 1, 2, 3, and ωk = 2ωp for the
latter two cases. The blue step-wise lines are the exact cumu-
lative distributions obtained from the inverse Fourier trans-
form of Gj(u, 0) while the red lines are the semiclassical ones
and the black lines are the cumulative Gaussian fitting with
the same average value and the standard deviation.
and
α2± =
β
2
(
1∓
√
1 +
4rcsch2g2τ
(r + 1)
2
)
, (45)
α3± =
β
2
(
1∓
√
1 +
4rcsc2g3τ
(r − 1)2
)
.
Fig. 2 shows the consistency between the semiclassical
work distributions and the exact ones when the tempera-
ture of the initial state is high. Also, we show the discrep-
ancy between the exact marginal distributions of work
and the Gaussian fitting with the same average value and
the same standard deviation of the work distribution. It
can be seen that the work distributions obviously deviate
9from the Gaussian distribution.
D. Quantum-to-Classical Crossover
The analytic expressions of the average value and the
standard deviation of the work distributions are defined
as
〈w〉j ≡ −i
∂Gj(u, 0)
∂u
∣∣∣∣
u=0
, j = 1, 2, 3, (46)
σ2w,j ≡ −
∂2Gj(u, 0)
∂2u
∣∣∣∣
u=0
, j = 1, 2, 3, (47)
which can be obtained from Eqs. (37–39). For the con-
venience of analysis, we explicitly write down the Planck
constant ~. It can be anticipated that when ~ → 0, the
system loses all of its quantum features [41].
In Fig. 3, we demonstrate the average work performed
on the system in these three resonance conditions. In-
specting the figures, we find that the average work de-
creases to zero as ~ vanishes in the low-temperature limit
for the DoF and the SuF cases, which is consistent with
the fact that no work can be done on the classical vac-
uum. Also, the dependence of 〈w〉j on ~ becomes weaker
for all three resonance conditions as the temperature in-
creases, which implies a crossover from the quantum to
the classical regime.
Inspired by the observations in Fig. 3, we list in TA-
BLE I the average value and the standard deviation of
the work distributions for the three resonance conditions
in two limits, i.e. the low-temperature (β → ∞) and
the high-temperature (β → 0) limits. It can be seen
clearly that the energy scale is ~ω and β−1 in the low-
temperature and the high-temperature limits, respec-
tively. In the high temperature limit, the work is equal
to the work done on a classical EM field, which can be
seen from the fact that the work value does not depend
on ~.
E. Multiple-Resonance cases
If Ω is chosen such that for all modes in the cavity field,
at least two resonance conditions are satisfied simultane-
ously, we are dealing with a “multiple-resonance” condi-
tion. The multiple-resonance condition can be double-
resonant, triple-resonant, and so on.
For the multiple-resonance condition, we consider the
following two cases: the uncoupled and the coupled. For
the uncoupled case, the involved modes are different, e.g.
Ω = 2ωk = ωs − ωp with k 6= s 6= p. Because the res-
onance conditions are mutually independent, the char-
acteristic function can be decomposed into a product of
characteristic functions, each of which can be obtained
analytically in the corresponding resonance condition.
Let us denote the characteristic function for a multiple-
resonance case as Gk1,k2,··· ,s1±p1,s2±p2,···(u, v) for reso-
nance conditions Ω = 2ωk1 = 2ωk2 = · · · = ωs1 ± ωp1 =
ωs2 ±ωp2 = · · · . The characteristic function for this case
reads
Gk1,k2,··· ,s1±p1,s2±p2,···(u, v) (48)
= Gk1(u, v)Gk2(u, v) . . .
×Gs1±p1(u, v)Gs2±p2(u, v) . . . ,
and the joint probability distribution function P(w,∆N)
can be obtained by the inverse Fourier transform.
For the coupled case, more than one resonance condi-
tions involve the same modes, for example Ω = 2ωk =
|ωk − ωp|. Since the mode k appears in both reso-
nance conditions, these two resonance conditions can-
not be considered separately. Instead, the perturbation
Hamiltonian in the interaction picture becomes Vˆ I =
−ig1(aˆ†kaˆ†k − aˆkaˆk) − ig3(aˆ†kaˆp − aˆ†paˆk)], with which the
characteristic function G(u, v) can also be obtained by
the matrix representation technique. The discussions can
be straightforwardly extended to the multiple-resonance
case with more than two resonance conditions are satis-
fied simultaneously.
V. CONCLUSIONS
To calculate the work distribution in an arbitrary
nonequilibrium process in a quantum many-body system
is usually very cumbersome due to the interplay of ef-
fects of quantum mechanics and quantum statistics [42].
In very rare situations, one is able to obtain the analyti-
cal solution to the distribution of work. These analytical
results deepens our understanding of quantunm trajec-
tory work and fluctuation theorems in the nonequilibrium
processes.
In our current study, we investigated the work distri-
bution of a quantized EM field in a three-dimensional
cavity with an oscillating boundary. This system incor-
porates the effects of not only quantum mechanics and
quantum statistics, but also special relativity. For the
periodic perturbative driving protocol (25), under the
RWA, we obtained the effective Hamiltonian in the inter-
action picture. Also, we analytically evaluate the char-
acteristic function G(u, v) in the single-resonance (37–39)
and multiple-resonance conditions using the matrix rep-
resentation technique. If Ω is chosen such that none of
the single resonance conditions is satisified, the evolution
of the EM field is quantum adiabatic. We discussed the
general properties of G(u, v) and verified various fluctua-
tion theorems in the nonequilibrium processes with pho-
ton creation and annihilation. From the analytical result
of the work distribution, we can clearly see that nonzero
work is done at zero temperature, which is a manifesta-
tion of the quantum nature (Casimir effect) of the EM
field. However, the work vanishes when ~ → 0, which
agrees with our intuition that no work is done on the
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FIG. 3: Average work, 〈w〉j with j = 1, 2, 3, for the driving protocols satisfying the DoF (left), the SuF (middle) and the DiF
(right) resonance conditions, respectively. The parameters are chosen as follows: ωk = 1, gjτ = 0.3 with j = 1, 2, 3 and r = 1.5
for the latter two cases.
TABLE I: Moments of work in two limits of the initial temperature. In the low temperature limit, the nonzero works 〈w〉1 and〈w〉2 are manifestations of the quantum nature of the EM field (zero point energy). When ~ → 0, the works 〈w〉1 and 〈w〉2
become zero, which agrees with our intuition that no work is done on the classical vacuum.
Low-temperature limit (β →∞) High-temperature limit (β → 0)
〈w〉1 ~ω sinh2 g1τ 2β−1 sinh2 g1τ
σ2w,1
1
2
(~ω)2 sinh2 2g1τ 4β−2 cosh 2g1τ1 sinh2 g1τ
〈w〉2 (1 + r)~ω sinh2 g2τ β−1 (1+r)
2
r
sinh2 g2τ
σ2w,2
(1+r)2
4
(~ω)2 sinh2 2g2τ β−2 (1+r)
4
r2
(
sinh2 g2τ2 +
2r
(1+r)2
)
sinh2 g2τ
〈w〉3 0 β−1 (r−1)
2
r
sin2 g3τ
σ2w,3 0 β
−2 (1−r)4
r2
(
sin2 g3τ3 +
2r
(1−r)2
)
sin2 g3τ
classical vacuum when the boundary is driven. We also
obtained the approximate expression of the work distri-
bution P(w) and the moments of work at high tempera-
ture, which is consistent with the work done on a classical
EM field. Our study has pedagogical value because an-
alytical solutions to the work distribution in a quantum
many-body system is very rare. Last but not least, the
dynamical Casimir effect has been experimentally tested
in a superconducting circuit [32, 33]. Hopefully, our the-
oretical predictions about the work distributions and the
validity of the Jarzynski equality can be experimentally
tested in the superconducting circuit [32] in the future.
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Appendix A: EM field in various geometries
Our results of the EM field in a 3-D trembling rect-
angular cavity can be generalized to the EM field in a
trembling cylindrical or spherical cavity. We skip the
derivation which is similar to that of the rectangular cav-
ity and list the main results here. The work parameter
λ(t) takes the form λ(t) = λ0[1 + sin(Ωt)] in the fol-
lowing, and we take the first-order approximation when
doing expansion in .
In a cylindrical cavity, we introduce the cylindrical
coordinates (ρ, φ, z). If the boundaries are at the ra-
dial coordinate ρ = R and the longitudinal coordinate
z = (0, λ(t)), we have
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1. Hertz potentials
Πe = ψ
TMeˆz, Πm = ψ
TEeˆz, (A.1)
2. Boundary conditions
ψTE
∣∣
z=0,λ(t)
= 0, ∂ρψ
TE
∣∣
ρ=R
= 0, (A.2)
∂zψ
TM
∣∣
z=0
= 0, (∂z + λ˙(t)∂t)ψ
TM
∣∣∣
z=Lz(t)
= 0,
ψTM
∣∣
ρ=R
= 0,
(A.3)
3. Instantaneous orthonormal bases
ψTEnmk,λ(t)(r) =
√
2
λ(t)
sin(
pikz
λ(t)
)
×
√
2Jn(ynmρ/R)
RJn(ynm)
√
1− n2/y2nm
einφ√
2pi
,
(A.4)
ψTMnmk,λ(t)(r) =
√
2
λ(t)
cos(
pikz
λ(t)
)
×
√
2Jn(xnmρ/R)
RJn+1(xnm)
einφ√
2pi
,
(A.5)
where Jn denotes the Bessel function of the first
kind of the nth order, ynm is the mth positive root
of the equation J ′n(y) = 0, and xnm is the mth root
of the equation Jn(x) = 0.
4. Eigenvalues
ωTEnmk,λ(t) =
√
(
ynm
R
)2 + (
pikz
λ(t)
)2, kz ≥ 1, (A.6)
ωTMnmk,λ(t) =
√
(
xnm
R
)2 + (
pikz
λ(t)
)2, kz ≥ 0, (A.7)
5. Coupled strengths
gTEnmk,n′m′k′ =
{
(−1)k+k′ 2kk′k2−k′2 δmm′δnn′ , if k 6= k′
0, if k = k′
,
(A.8)
gTMnmk,n′m′k′ =
{
(−1)k+k′ 2k2k2−k′2 δmm′δnn′ , if k 6= k′
δmm′δnn′ , if k = k
′ .
(A.9)
Similarly if the boundaries are at the radial coordinate
ρ = λ(t) and the longitudinal coordinate z = (0, Lz), we
have
1. Boundary conditions
ψTE
∣∣
z=0,Lz
= 0, (∂ρ + λ˙(t)∂t)ψ
TE
∣∣∣
ρ=λ(t)
= 0,
(A.10)
∂zψ
TM
∣∣
z=0,Lz
= 0, ψTM
∣∣
ρ=λ(t)
= 0, (A.11)
2. Instantaneous orthonormal bases
ψTEnmk,λ(t)(r) =
√
2
Lz
sin(
pikz
Lz
)
×
√
2Jn(ynmρ/λ(t))
λ(t)Jn(ynm)
√
1− n2/y2nm
einφ√
2pi
,
(A.12)
ψTMnmk,λ(t)(r) =
√
2
Lz
cos(
pikz
Lz
)
×
√
2Jn(xnmρ/λ(t))
λ(t)Jn+1(xnm)
einφ√
2pi
,
(A.13)
3. Eigenvalues
ωTEnmk,λ(t) =
√
(
ynm
λ(t)
)2 + (
pikz
Lz
)2, kz ≥ 1, (A.14)
ωTMnmk,λ(t) =
√
(
xnm
λ(t)
)2 + (
pikz
Lz
)2, kz ≥ 0, (A.15)
4. Coupled strengths
gTEnmk,n′m′k′ =

2ynmynm′
y2nm−y2nm′
√
y2nm−n2
y2
nm′−n2
δnn′δkk′ , if m 6= m′
y2nm
y2nm−n2 δnn′δkk′ , if m = m
′
,
(A.16)
gTMnmk,n′m′k′ =
{
2xnmxnm′
x2nm−x2nm′
δnn′δkk′ , if m 6= m′
0, if m = m′
.
(A.17)
In a spherical cavity, we introduce the spherical coordi-
nates (r, θ, φ). If the boundary is at the radial coordinate
r = λ(t), we have
1. Hertz potentials
Πe = ψ
TMrˆ, Πm = ψ
TErˆ, (A.18)
where we have used the Debye potentials [28].
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2. Boundary conditions
ψTE
∣∣
r=λ(t)
= 0, (A.19)
(∂r + λ˙(t)∂t)(rψ
TM)
∣∣∣
r=λ(t)
= 0, (A.20)
3. Instantaneous orthonormal bases
ψTEnlm,λ(t)(r) =
√
2
λ3(t)
jl(jlnr/λ(t))
j′l(jln)
Ylm(θ, φ),
(A.21)
ψTMnlm,λ(t)(r) =
√
2
λ3(t)
jl(κlnr/λ(t))
j′l(κln)
√
κ2ln − l(l + 1)
Ylm(θ, φ),
(A.22)
where jl denotes the spherical Bessel function of the
lth order, Ylm(θ, φ) denotes the normalized spheri-
cal harmonics of degree l and order m, jln denotes
the nth zero for jl(x) = 0, and κln denotes the nth
zero of ∂x[xjl(x)] = 0.
4. Eigenvalues
ωTEnlm,λ(t) = jln/λ(t), (A.23)
ωTMnlm,λ(t) = κln/λ(t), (A.24)
5. Coupled strengths
gTEnlm,n′l′m′ =
{
2jlnjln′
j2ln−j2ln′
δll′δmm′ , if n 6= n′
0, if n = n′
,
(A.25)
gTMnlm,n′l′m′ =

2κlnκln′
κ2ln−κ2ln′
√
κ2ln−l(l+1)
κ2
ln′−l(l+1)
δll′δmm′ , if n 6= n′
κ2ln
κ2ln−l(l+1)
δll′δmm′ , if n = n
′
.
(A.26)
Appendix B: TM field in a trembling cavity
The TM field in the trembling cavity satisfies different
boundary conditions from the TE field. According to
Refs. [25, 26], the boundary conditions are
∂zψ
TM
∣∣
z=0
= 0, (∂z + λ˙(t)∂t)ψ
TM
∣∣∣
z=λ(t)
= 0,
ψTM
∣∣
x=0,Lx
= ψTM
∣∣
y=0,Ly
= 0.
(B.1)
Similar to the TE field, we also define the following in-
stantaneous orthonormal basis {ψTMk,λ (r)}
ψTMk,λ (r) =
√
2
λ(t)
cos(
pikzz
λ(t)
)
× 2√
LxLy
sin(
pikxx
Lx
)sin(
pikyy
Ly
),
(B.2)
which satisfies the Helmholtz equation (Eq. 13) and the
boundary conditions (Eq. (B.1)) to the first order of 
(notice λ˙(t)∂tψ
TM
k
∣∣∣
z=λ(t)
∼ 2). Following the same pro-
cedure, we obtain the expression of the effective Hamilto-
nian, which is the same as that of the TE field (Eq. (24))
except
gkp =
{
(−1)kz+pz 2k2zk2z−p2z δkxpxδkypy , if kz 6= pz
δkxpxδkypy , if kz = pz
. (B.3)
Appendix C: the matrix representation technique
The matrix representation technique is a mathematical
technique that can be used to calculate the trace of the
products of several exponentials of a quadratic form in
Boson operators. For simplicity, we first consider the
product of two exponentials, i.e. Jˆ1Jˆ2, where Jˆi, i = 1, 2
is an exponential of a quadratic form in Boson operator
Jˆi = exp(
1
2
αˆSiαˆ). (C.1)
Here, αˆ = (aˆ1, aˆ2, . . . , aˆn, aˆ
†
1, aˆ
†
2, . . . , aˆ
†
n) and aˆj , j =
1, . . . , n satisfies the bosonic commutation relations and
the (2n× 2n) matrix Si is a complex symmetric matrix.
For later convenience, we introduce a characteristic ma-
trix [Jˆi] corresponding to Jˆi.
[Jˆi] = exp(σSi), (C.2)
where
σ =
(
0 I
−I 0
)
, (C.3)
and I is the n×n identity matrix. Now, let us define a set
Jˆ which includes all operators of the type (Eq. (C.1)) and
the arbitrary product of these operators. Also, we define
a set J which includes all matrices of the type (Eq. (C.2))
and the arbitrary product of these matrices. Then, it
can be proved that both sets are the representations of
the 2n-dimensional complex symplectic group with oper-
ator and matrix multiplications respectively [43]. Also,
the product of operators is related to the matrix mul-
tiplication, i.e. if Jˆ3 = Jˆ1Jˆ2, we have [Jˆ3] = [Jˆ1][Jˆ2],
where Jˆi ∈ Jˆ , and [Ji] ∈ J , i = 1, 2, 3. This result can
be straightforwardly generalized to the product of more
than two exponentials. So, the product of several ex-
ponentials of a quadratic form in Boson operators can
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be related to one exponential of a quadratic form in Bo-
son operator of which the characteristic matrix is known.
Finally, the trace of an exponential of a quadratic form
in Boson operator can be calculated by its characteristic
matrix [37] by
TrJˆ = [(−1)ndet([Jˆ ]− I˜)]−1/2. (C.4)
where
I˜ =
(
I 0
0 I
)
. (C.5)
Thus, we transform the trace of the product of several ex-
ponentials of a quadratic form in Boson operators to the
calculation of the characteristic matrices which is easy to
deal with.
Appendix D: analytical solutions for the general
case with λ0 6= λτ
The matrix representation technique can also be ap-
plied to more general cases in which the trembling bound-
ary starts and stops at different positions λ0 6= λτ . In
the single-resonance conditions, the modified character-
istic function G(u, v) = G(u, v)e−iu∆Φ reads
1. The DoF resonance: Ω = 2ωk
G1(u, v) =
sinh
−iu∆ωk+βωk,λ0
2√
sinh2
−iu∆ωk+βωk,λ0
2 + sin(uωk,λτ + v)sin((u− iβ)ωk,λ0 + v)sinh2g1τ
, (D.1)
(D.2)
2. The SuF resonance: Ω = ωk + ωp
G2(u, v) =
sinh
−iu∆ωk+βωk,λ0
2 sinh
−iu∆ωp+βωp,λ0
2
sinh
−iu∆ωk+βωk,λ0
2 sinh
−iu∆ωp+βωp,λ0
2 + sin
(
u(ωk,λτ+ωk,λτ )
2 + v
)
sin
(
(u−iβ)(ωk,λ0+ωp,λ0 )
2 + v
)
sinh2g2τ
,(D.3)
3. The DiF resonance: Ω = |ωk − ωp|
G3(u, v) =
sinh
−iu∆ωk+βωk,λ0
2 sinh
−iu∆ωp+βωp,λ0
2
sinh
−iu∆ωk+βωk,λ0
2 sinh
−iu∆ωp+βωp,λ0
2 + sin
u(ωk,λτ−ωk,λτ )
2 sin
(u−iβ)(ωk,λ0−ωp,λ0 )
2 sin
2g3τ
, (D.4)
where ∆ωs = ωs,λτ − ωs,λ0 , s = k,p.
It is worth mentioning that the Crook’s fluctuation
theorem in these cases is non-trivial. For later conve-
nience, we consider the moving boundary takes a more
general form
λ(t) = λ0[1 + sin(Ωt+ ϕ)], (D.5)
where ϕ denotes the initial phase of the boundary. In this
case, the effective Hamiltonian after the RWA becomes
e−
iϕ
2 Nˆλ0 Vˆ Ie
iϕ
2 Nˆλ0 . The characteristic function will not
change after the unitary transformation because of the
cyclic property of trace.
In the nonzero initial phase ϕ cases, the modified char-
acteristic functions associated with the forward process
λ(t) and the reverse process λ(τ − t) read
GF,j(u, v) = Gj(u, v), j = 1, 2, 3. (D.6)
GR,1(u, v) = G1(u, v)|ωk,λ0↔ωk,λτ ,
GR,j(u, v) = Gj(u, v)|ωk,λ0↔ωk,λτ
ωp,λ0
↔ωp,λτ
, j = 2, 3,
(D.7)
where f |a↔b means the value of the parameters a
and b in function f is interchanged. Then, we have
GR(−u,−v) = GF(u + iβ, v − iβµ)eβ∆Φ, which is equiv-
alent to the Crook’s fluctuation theorem PF(w,∆N)PR(−w,−∆N) =
eβ(w−ν∆N−∆Φ) and the time reversal symmetry of the
effective Hamiltonian Hˆeff(t) [9]
Tˆ −1Hˆeff(λ(t), λ˙(t))Tˆ = Hˆeff(λ(t),−λ˙(t)), (D.8)
where the time-reversal operator Tˆ is an anti-linear
and anti-unitary operator and which implies chang-
ing the sign of all odd operators. We would like
to emphasize that Tˆ −1ψˆTE(r, t)Tˆ = −ψˆTE(r,−t) and
Tˆ −1ψˆTM(r, t)Tˆ = ψˆTM(r,−t), which indicate that the
electric field E (the magnetic field B) is an even (odd)
14
operator. It is interesting to notice that the time deriva-
tive of the work parameter λ˙(t) also appears in the effec-
tive Hamiltonian in Ref. [44].
[1] C. Jarzynski, Phys. Rev. Lett. 78, 2690 (1997).
[2] J. Kurchan, arXiv preprint cond-mat/0007360 (2000).
[3] H. Tasaki, arXiv preprint cond-mat/0009244 (2000).
[4] P. Talkner, E. Lutz and P. Ha¨nggi, Phys. Rev. E, 75,
050102(R) (2007).
[5] J. Liphardt, S. Dumont, SB Smith, I. Tinoco, Jr., and C.
Bustamante, Science 296, 1832 (2002).
[6] S. An, J. N. Zhang, M. Um, et al. Nature Physics, 11,
193 (2015).
[7] D. Collin, F. Ritort, C. Jarzynski, S. B. Smith, I. Jr
Tinoco and C. Bustamante, Nature, 437, 231 (2005).
[8] J. Yi, Y. W. Kim and P. Talkner, Phys. Rev. E 85,
051107 (2012).
[9] D. Andrieux, P. Gaspard, T. Monnai, and S. Tasaki, New
J. Phys. 11, 043014 (2009).
[10] T. Schmiedl and U. Seifert, J. Chem. Phys. 126, 044101
(2007).
[11] C. Jarzynski and D. K. Wo´jcik, Phys. Rev. Lett. 92,
230602 (2004).
[12] K. Saito and Y. Utsumi, Phys. Rev. B 78, 115429 (2008).
[13] M. Campisi, P. Ha¨nggi, and P. Talkner, Rev. Mod. Phys.
83, 771 (2011).
[14] J. Yi, P. Talkner and M. Campisi, Phys. Rev. E 84,
011138 (2011).
[15] J. Yi and P. Talkner, Phys. Rev. E 83, 041119 (2011).
[16] A. Bartolotta and S. Deffner, Phys. Rev. X, 8, 011033
(2018).
[17] G. T. Moore, J. Math. Phys. 11, 2679 (1970).
[18] S. A. Fulling, P. C. W. Davies, and Roger Penrose, Proc.
R. Soc. Lond. A 348,393 (1976).
[19] C. K. Law, Phys. Rev. A 49, 433 (1994).
[20] C. K. Cole and W. C. Schieve, Phys. Rev. A 52,4405
(1995).
[21] V. V. Dodonov and A. B. Klimov, Phys. Rev. A 53, 2664
(1996).
[22] R. Schu¨tzhold, G. Plunien and G. Soff, Phys. Rev. A 57,
2311 (1998)
[23] V. V. Dodonov, Adv. Chem. Phys. 119, 309 (2001).
[24] M. Crocce, D. A. R. Dalvit and F. D. Mazzitelli, Phys.
Rev. A 64, 013808 (2001).
[25] M. Crocce, D. A. R. Dalvit and F. D. Mazzitelli, Phys.
Rev. A 66, 033811 (2002).
[26] M. Crocce, D. A. R. Dalvit, F. C. Lombardo and F. D.
Mazzitelli, J. Opt. B: Quantum Semiclass. Optics 7, S32
(2005).
[27] D. A. R. Dalvit, F. D. Mazzitelli and X. O. Milla´n, J.
Phys. A: Math. Gen. 39, 6261 (2006).
[28] F. D. Mazzitelli and X. O. Milla´n, Phys. Rev. A 73,
063829 (2006).
[29] V. V. Dodonov, Phys. Scr. 82,038105 (2010).
[30] D. A. R. Dalvit, P. A. Maia Neto and F. D. Mazzitelli,
in Casimir Physics eds. by D. A. R. Dalvit, P. Milonni,
D. Roberts, and F. da Rosa (Springer, Berlin, 2011).
[31] P. D. Nation, J. R. Johansson, M. P. Blencowe, and F.
Nori, Rev. Mod. Phys. 84,1 (2012).
[32] C. M. Wilson, G. Johansson, A. Pourkabirian, et al. Na-
ture, 479, 376 (2011).
[33] J. R. Johansson, G. Johansson, C. M. Wilson, and Franco
Nori, Phys. Rev. A 82,052509 (2010).
[34] R. C. Lua, and A. Y. Grosberg, J. Phys. Chem. B
109,6805 (2005).
[35] R. Nolte and A. Engel, Physica A, 388, 3752 (2009).
[36] H. T. Quan, Phys. Rev. A 79,041129 (2009).
[37] R. W. Munn and R. Silbey, J. Phys. A: Math. Gen, 11,
939 (1978).
[38] Only the processes of even photons are allowed in our
system, which is a manifestation of the Z2 symme-
try, ψˆ(x, t) → −ψˆ(x, t), and the conserved quantity,
exp(ipi
∑
k aˆ
†
kaˆk).
[39] Please note that the limit ~→ 0 is equivalent to the limit
β → 0 meanwhile keeping u/β as a constant.
[40] If we are interested in the marginal distribution of work
only, we can set v = 0 (see Eq. (41)).
[41] This conclusion can be considered as the quantum-
classical correspondance between a photon field and a
classical EM field. Because there are infinite number of
modes in the black-body radiation, the thermal equili-
bium state of a classical EM field is not well-defined.
However, in our current study because only a few reso-
nant modes are involved, we can define the thermal equi-
libium state in the subspace spanned by these modes.
And the quantum-classical correspondance is straight-
foward since every mode of the EM field is related to
a harmonic oscillator.
[42] Z. Gong, S. Deffner, and H. T. Quan, Phys. Rev. E
90,062121 (2014).
[43] R. Balian and E. Brezin, Il Nuovo Cimento B 64, 37
(1969).
[44] G. Li, H. T. Quan, and Z. C. Tu, Phys. Rev. E 96, 012144
(2017).
[45] S. Deffner, O. Abah, Eric Lutz, Chem. Phys. 375,200
(2010).
