Ada 2005 is an even safer and more agile language than its predecessors, with all of the efficiency that is a hallmark of the Ada language design. It still has a strong focus on real-time response, multi-tasking, and sound engineering.
Introduction
When Ada was first released nearly 25 years ago its developers, and potential consumers, had high expectations. Unfortunately, it came out looking large and complicated. Its approach to multi-tasking, although considered safer for concurrent and real-time systems programming, proved unsuccessful. It was built on the model of rendezvous, which is elegant in theory, but was an unnecessary departure from the more practical tradition of threads and message passing. Ada 95 remedied this problem, and further evolved into Ada 2005. Now, the multi-tasking facilities in Ada are conceptually similar to other languages, but better, and less error-prone. This article describes Ada's object oriented programming support for real-time programming. It focuses on Ada's support for real-time scheduling. Ada was designed to meet the predictability and reliability requirements of dependable systems. Over time, those kinds of systems, which are typically embedded real-time systems, became Ada's main responsibility. Ada supports hard real-time. In hard real-time, computations must finish by certain, absolute deadlines to avoid dire consequences. If an appropriate scheduling algorithm is used, a set of periodic tasks predictably meets its deadlines. Ada supports rate-monotonic and earliest deadline first scheduling. In this article we look at the implementation of the Priority Ceiling Protocol. A detailed discussion of this protocol and other related issues are presented.
Real-Time Scheduling
In real-time systems, it is of paramount importance that the end time adheres to the time constraints of tasks. A tremendous amount of research has been carried out on scheduling problems associated with such systems, primarily focusing on protocols to schedule concurrent tasks to meet deadline requirements. The rate-monotonic scheduling (RMS) is the best-known pre-emptive fixed priority scheduling algorithm for scheduling periodic tasks. RMS is an optimal system, in the sense that if a set of tasks can be scheduled by any static priority algorithm, then RMS will be able to schedule that task set. RMS bases its schedulability analysis on the processor utilization level, below which all deadlines can be met [3] .
RMS calls for the static assignment of task priorities based upon their period; the shorter a task's period, the higher its priority. For example, a task with a 1 millisecond period has higher priority than a task with a 100 millisecond period. If two tasks have the same period, then RMS does not distinguish between the tasks. RMS allows application designers to ensure that tasks can meet all deadlines, even under transient overload. However they do not know exactly when any given task will be executed by applying proven schedulability analysis rules. The problem occurs when the lower priority job gains access to a shared resource, and then a higher priority job requests access to the same shared data. The higher priority job is blocked, until the lower priority job completes its access to the shared data. To solve this problem, semaphores are commonly used to block one task, while another one is using the resource. This blocking, in a real-time system, can cause tasks to miss deadlines. Mok proved that unrestricted use of semaphores in real-time systems causes the schedulability problem to be NP-complete [8] . For pre-emptive, priority based scheduling, mutual exclusion leads to a problem called inversion. Priority inversion occurs when a high priority task is blocked, while a lower priority task uses a shared resource. If a medium priority task pre-empts the lower priority task while it holds the lock, the blocking time of the high-priority task becomes unbounded [9, 11] .
For example, Figure 1 shows a situation where two tasks share the same resource S. An invocation of low-priority task L starts executing first and locks the resource. Then when a high priority task H arrives, it pre-empts task L. However, after executing for a short time, task H also needs to access the shared resource. When it attempts to do so it finds that S is already locked by task L. At this point task H is blocked, and control is returned to the low-priority task. Task L then continues executing until it finishes using shared resource S and releases the lock. At this point task H is free to continue, so it immediately pre-empts task L and accesses S.
The problem with blocking is that the analysis of the timeliness becomes more difficult. When Task H is blocked, the system is said to be in a state of priority inversion, because a lower-priority task has the thread focus even though a higher-priority task is ready to run. One can imagine third and fourth tasks of intermediate priority that do not share the resource, are therefore able to run and pre-empt Task L, thereby lengthening the amount of time before Task L releases the resource, and allows Task H to run.
For example, Figure 2 shows the behavior of a task set in which tasks L and H both share resource S. At first, the behavior is the same as in Figure 1 . After task H becomes blocked. control returns to task L. However, when a medium-priority task M arrives, it has a higher priority than task L, thus, task M can start executing immediately. Indeed, medium priority tasks can execute indefinitely at this point, even though a high priority task H is waiting. Because an arbitrary number of tasks can be fit in the priority scheme between Task H and Task L, this problem is called unbounded priority inversion and is a serious problem for the schedulability of tasks. Therefore, to improve the performance of real-time applications, the duration of priority inversion must be minimized.
The priority inversion problem is unavoidable whenever lock-based synchronization (i.e., mutual exclusion) is used to maintain consistency. Synchronization primitives such as locks, barriers, semaphores, and protected objects offer convenient options suited for situations requiring mutually exclusive access to resources. A semaphore can be viewed as a protected variable, whose value can be modified only with the Request_Semaphore and Release_Semaphore procedures. A binary semaphore is restricted to values of True or False.
A binary semaphore can be used to control access to a single resource. In particular, it can be used to enforce mutual exclusion for a critical section in user code. In this instance, the semaphore would be created with an initial value of False, to indicate that no task is executing the critical section of code. Upon entry to the critical section, a task must call the Request_Semaphore procedure to prevent other tasks from entering the critical section. Upon exit from the critical section, the task must call the Release_Semaphore procedure to allow another task to execute it.
Priority inversion cannot be eliminated entirely. However, it is possible to bound the waiting time and thereby avoid unpredictable delays. Previous work has addressed the priority inversion problem, and proposed priority inheritance solutions, with the Priority Inheritance Protocol and the Priority Ceiling Protocol [9] .
The Priority Inheritance Protocols
A number of resource locking protocols have been proposed for bounding blocking times and avoiding priority inversion. For instance, a simple but potentially inefficient solution is to disallow pre-emption while a task holds a lock [3] , and for fixed priority scheduling, the usual solution is some form of priority inheritance protocol [9] .
The Priority Inheritance Protocol (PIP) is based on pre-emptive scheduling. The basic idea of PIP is that, when a lower priority task blocks one or more higher priority tasks, its priority is increased to that of the highest priority task blocked waiting for that resource. After exiting its critical section, the lower priority task returns to its original priority level. A high priority task can be blocked by a lower priority task in one of two situations. Firstly, it may be directly blocked, a situation in which a higher priority task attempts to lock a locked semaphore. Direct blocking is necessary to ensure the consistency of shared data. Secondly, a medium priority task can be blocked by a lower priority task, which inherits the priority of a high priority task. We refer to this form of blocking as Push-through Blocking, which is necessary to avoid having a high-priority task be indirectly pre-empted by the execution of a medium priority task.
For example, Figure 3 shows how the task set behaves under the priority inheritance protocol. When task L locks the shared resource its (active) priority is raised to equal that of task H only when H needs to lock S. This means that when task M arrives it is able to execute without pre-emption until H arrives. After L releases the lock on S, its active priority drops back to its base level, and task H is allowed to lock S. The medium-priority task, M, then must wait for the high-priority task H to complete. And after M is done, L is allowed to complete.
The advantage of the priority inheritance protocol is that when a low-priority task is blocking a high-priority one, the low-priority task is allowed to execute with less pre-emption, thus allowing control of the resource to go to the highpriority task more quickly. The priority inheritance protocol prevents priority inversion and also bounds blocking times, thus making interacting task sets analyzable. A side-effect of the protocol, however, is that a task may experience blocking on a shared resource even though it does not use the resource. Also, PIP alone does not prevent deadlocks. For example, if two tasks attempt to lock two different semaphores in opposite order, a deadlock is formed. This deadlock problem can be solved, if the programmer imposes a total ordering on the semaphore locking. However, there can still be a second problem. The blocking duration for a job, though bounded, can still be substantial, because a chain of blocking can be formed [9] .
The Priority Ceiling Protocol
The Priority Ceiling Protocol (PCP) is similar to PIP and is also based on pre-emptive scheduling. PCP also has the following desirable properties: (1) it prevents deadlocks; and (2), it prevents chained blocking, so, a high priority task can be blocked by at most one lower priority task, even if the task suspended itself within the critical section. PCP introduces a third type of blocking, ceiling blocking, in addition to the direct blocking and push-through blocking caused by PIP. Ceiling blocking is needed for the avoidance of deadlocks and chained blocking.
The basic premise of PCP is based on the following rules: (1) a lower priority task that blocks a higher priority task J, inherits the priority of task J, and only when the task releases the semaphores it holds, will its priority be restored to its ordinary value. (2) A task J can only lock a semaphore S if: (a) the semaphore S is not yet locked, and (b) the priority of task J is greater than the priority ceilings of all semaphores that are currently locked by tasks other than task J. The priority ceiling of a semaphore is defined as the highest priority task of all those that request to lock that semaphore at any time [10] .
For example, Figure 4 shows how the task set from Figure 3 behaves under the ceiling locking protocol. PCP behaves as PIP does when there is only a single shared resource. The ceiling priority associated with shared resource S is 'H'. When task L locks the shared resource, its (active) priority is raised to equal that of task H only when H needs to lock S. This means that when task M arrives it is able to execute without pre-emption until H arrives. After L releases the lock on S, its active priority drops back to its base level, and task H is allowed to lock S. The medium-priority task, M, then must wait for the high-priority task H to complete. After M has concluded, L is allowed to complete. Figure 5 shows an example where Ceiling Blocking is operating. Note that the priority ceilings of semaphores S1 and S2 are equal to the priority of H. When Task H attempts to lock S2 which is free from utilization, it is prevented since its priority is not greater than the priority ceilings of all semaphores that are currently locked by L. This is a new form of blocking introduced by the priority ceiling protocol, in addition to the direct and push-through blocking encountered in PIP. At this point, Task L resumes its execution of the critical section at the newly inherited priority level of H. When Task L unlocks S1, L returns to its base priority level, and Task H is awakened and is allowed to lock S2.
Related Work in PCP for Ada
In its basic structure, as described above, the priority inheritance protocol can be expensive to implement because the run-time scheduler must keep track of which task holds which locks. Fortunately, a slight variant of priority inheritance has proven to be almost as effective and dramatically cheaper to implement. Ada provides a different solution to the problem of priority inversion. This is the Ceiling Semaphore Protocol, also known as the Highest Locker protocol, or the Ceiling Locking protocol (CLP) within the Ada community. Now, digressing slightly from the Ceiling Locking protocol, into Ada: Ada 83 specified pre-emptive task scheduling based on static priorities, but left certain aspects implementation dependent. If the priorities of both tasks engaged in a rendezvous are defined, the rendezvous is executed with the higher of the two priorities. If only one of the two priorities is defined, the rendezvous is executed with at least that priority. If neither is defined, the priority of the rendezvous is undefined. Ada 95 provided dynamic priorities for tasks, but ceiling priorities for protected objects are statically assigned by means of a pragma when the object is created. The semantic complexity, as well as the potential inefficiency of any resulting implementation was the main objections to including dynamic ceilings in Ada 95. Nevertheless, the ability to dynamically change protected object ceiling priorities is especially required in situations where dynamic task priority change occurs, or where a library containing protected objects with inadequate ceilings is used by an application-specific set of tasks and interrupt handlers. Now, in Ada 2005, this is possible.
The Ceiling Locking Protocol is the simplest of the priority inheritance protocols. The Ceiling Locking Protocol is similar to PCP in its use of the ceiling priority, but it has a different set of rules on how a task set behave under the ceiling locking protocol. The protocol is also based on pre-emptive scheduling and has the following rules:
1.
A task may lock a protected object if it is not yet locked.
2.
When it enters a critical section it immediately inherits the priority ceiling of the protected object, and recovers its entry priority when it exits the section.
The ceiling priority of the protected object is the upper bound of the active priorities of all tasks that may employ the functions of the protected object. This protocol effectively prevents any task from starting to execute until all the shared resources it needs are free.
For example, Figure 6 shows how the task set from Figure 4 behaves under the ceiling locking protocol. The ceiling priority associated with shared resource S is 'H'. When task L locks the shared resource its (active) priority is immediately raised to equal that of task H. This means that task L executes without pre-emption until it releases the lock and its active priority drops back to its base level. While L has the resource locked, task H arrives, then task M, but both are blocked until L releases the lock on S. The medium-priority task, M, then must wait for the highpriority task H to complete.
Most importantly, the ceiling locking protocol has several desirable properties:
+ It is cheap to implement at run time. By raising priorities as soon as a resource is locked, whether a higherpriority task is trying to access it or not, the protocol avoids the need to make complex scheduling decisions while tasks are already executing.
+ The manner in which task priorities are manipulated ensures that a task cannot start until all shared resources it requires are free. This means that no separate mutual exclusion mechanism, such as semaphores, is needed to lock shared resources. The run-time scheduler implements both task scheduling and resource locking using the one mechanism.
+ Since a task cannot start until all resources it may need are free, run-time deadlocks caused by circular dependencies on shared resources are impossible.
+ Each task can be blocked at most once, at its beginning, by a single lower-priority task. This provides the necessary bound on blocking times needed for analyzing schedulability of interacting task sets.
For these reasons, ceiling locking is the default priority inheritance protocol in the Ada 2005 real-time programming language. However, PCP and PIP are more suitable at times since they adhere to priority scheduling. The priority of a task is raised only when it is necessary to minimize priority inversion. In the Ceiling Locking Protocol, a task that locks a protected object will always have its priority raised to that of the ceiling priority of the protected object during the entire critical section. Thus, whereas the Ceiling Locking Protocol is excellent for many scheduling problems, there are many other scheduling problems where PCP and PIP are more appropriate.
PCP in Ada
Ada 2005 adds a lot of new features to Ada that enhance its safety, readability, and expressiveness. In particular, new enhancements have been made to real-time programming. Ada 2005 provides a catalog of features for implementing PCP efficiently. Semaphores can be implemented as protected objects instead of tasks, thus avoiding additional task overhead. Protected objects can be used directly, to provide mutual exclusion.
Protected Objects
A protected object is a data structure that is encapsulated to make it task-safe, which means that multiple tasks can operate on it, without risk of conflict. A new protected action is not started on a protected object while another protected action on the same object is underway, unless both actions are the result of a single call on a protected function. Protected objects have lock variables, which are inaccessible to the programmer. The compiler includes the necessary operations in the locks. A protected type can have protected operations of three kinds: functions, procedures, and entries [12] .
During a protected action, it is a bounded error to invoke an operation that is potentially blocking. The following are defined as potentially blocking operations: a select_statement, an accept_statement, an entry_call_statement, a delay_statement, an abort_statement, and a task creation or activation. Some of these operations are not directly blocking. However, they are still treated as bounded errors during a protected action, because allowing them might impose an undesirable implementation burden.
The innovative rendezvous of Ada 83 provides a good overall model for task communication, through which tasks are mutually excluded automatically and avoid the difficulties created by using semaphores. In this process a user of shared data must remember to lock and unlock semaphores. However, it has not proved adequate for the problems of shared data access. A serving task is often needed to control access to shared data or shared resources, which gives systems a relatively high overhead, and increases possibilities of race conditions. Consider the problem of protecting a variable Semaphore from uncontrolled access. Take a look at the following request/release scheduler package: However, this is unsatisfactory. Nothing prevents different tasks in our system from calling Release and Request simultaneously and thereby causing interference. The proper solution is to implement semaphores using protected objects. However, before granting the lock of a semaphore, it is required that PCP checks the status of all semaphores that are locked. Implementing each semaphore as a separate protected object requires complicated communications and synchronizations. For this reason, a single protected object acts as the scheduler for granting operations on semaphores.
There are two important observations to be made concerning the implementation. First, for the scheduler to execute when needed, its priority must be higher than that of any client task which may call it [2] . Second, although a simple protected type for the semaphore is more appropriate for the implementation, with a priority value as a discriminant, still the code illustrates the power of Ada 2005. If a number of protocols, for example, PCP, PIP and CLP, implement the same protected interface Scheduler, we can then reference their instances by the Scheduler'Class. It is also useful to use this approach based on requeue for abstractions such as Events. For example, given that the body of the protected type contains the logic of the procedure Initialize, this would allow us to give unique information to each semaphore type, such as a semaphore number or a priority value. Now consider the following: In this implementation, the protected object Semaphores_Scheduler provides controlled access to the private variable Semaphore. It provides only two operations in its public interface: the procedure Release and the entry Request. The Request operation is implemented as an entry since it contains a requeue statement. It sometimes happens that a request for service needs to be provided in two parts and that the calling task has to be suspended after the first part until the conditions are such that the second part can be done. Once the requeued call has been executed, control is returned to the task that made the original call.
The entry, Queue_Again, is needed because it is not possible to use only one requeue entry. If only one requeue entry were used, a task that was not granted a semaphore may need to be requeued to the same entry. Since the entry is priority-based, the same task will be immediately executed again. Therefore, two queues are used: one queue is used when trying to satisfy requests, and requests that cannot be satisfied are reassigned to the other queue. Then, the roles of the two queues are swapped. This avoids problems when the calling tasks have different priorities.
Protected Interfaces
One of the most important object-oriented features of Ada 2005 is the introduction of Abstract types and Interfaces. It is sometimes convenient to declare a type solely to act as the foundation upon which other types can be built by derivation, and not in order to declare objects of the type itself. Interfaces allow polymorphism. This addresses the awkwardness in Ada 95, which introduced both protected types and extensible types, but did not combine the two by allowing protected types to be extended [1, 13] .
An interface consists solely of a set of operation specifications: an interface type has no data components and no operation implementations. A type may implement multiple interfaces, but can inherit code for primitive operations from only one parent type. This model has much of the power of multiple inheritance, but without most of the constructs that causes anomalies in inheritance and concurrency. The anomaly is a failure of inheritance and concurrency to work well with each other, negating the usefulness of multiple inheritance as a mechanism for codereuse in a concurrent setting. When deriving a subclass through inheritance, the presence of synchronization code often forces method overriding on a scale much larger than when synchronization constructs are absent, to the point where there is no practical benefit to using inheritance at all. However, if we are able to modify or extend synchronization constraints in a derived type, so that they are compatible with the parent's constraints, without breaking encapsulation then we have solved the inheritance anomaly.
The combination of the interface mechanism with the concurrency feature means that it is possible, for example, to build a system with distinct scheduling protocols that provide similar interfaces. Let us look at an example: It will be inherited by a type derived from Scheduler and it could then be overridden by a procedure with a conventional body. There is of course no such thing as a null function because a function must return a result. Null procedures make interface types much more useful.
Dynamic Ceiling Priorities
In Ada 95, the ceiling priority of a protected object is constant and thus it can only be set once, by means of a pragma Priority, when the object is created. In contrast, task priorities may be set dynamically. Nevertheless, the ability to dynamically change protected object ceiling priorities is especially required in situations where dynamic task priority change occurs. Now in Ada 2005 it is possible to change the priority of a protected object.
In our implementation the scheduler grants requests on all semaphores. In the private part of the scheduler, the array Semaphore_Ceiling_Priority stores the ceiling priorities of the semaphores in the application. The priority ceiling to each semaphore is equal to the highest priority task that may use that semaphore. The Boolean array Semaphore_Status is used to indicate whether the semaphore is locked or not. When the scheduler grants a request to lock a semaphore, the task_id and the priority of the task that locked that semaphore are stored in the appropriate private arrays Semaphore_Locking_Task_ID and Task_Orginal_Priroity respectively. Note that a task executes at its assigned priority except when a higher priority task requests the same locked semaphore. In this case, it executes at the active priority of the calling task. The array Task_Current_Priroity is used to store the active priorities of the locking tasks.
Semaphore Request Operations
The scheduler has the entry Request and the procedure Release. When a task calls a Request to lock a semaphore, the parameters, Task_ID and S, the index of that semaphore, are passed to the entry Request of the scheduler. Since the barrier of the entry Request is always true, the entry body executes. The function Lock_Condition determines if the calling task's priority is greater than the priority ceiling of all semaphores that are currently locked by other tasks. If the locking conditions are satisfied, the semaphore is allowed to be locked. If the semaphore cannot be locked, the active priority of the locking task is raised to equal that of the calling task. The calling task is requeued to future completion of the Request operation after the locking task releases the lock.
Semaphore Release Operations
When a task calls a Release operation to release a semaphore, the parameters, Task_ID and S, the index of that semaphore, are passed to the procedure Release of the scheduler. If the calling task does indeed have a lock on the semaphore that it is trying to release, then the task's active priority is reset to its original priority, and the semaphore's status is reset to False, for unlocked. If some task is waiting in the entry Queue_Again, it is awakened and its requests are re-examined. If the locking conditions still cannot be satisfied, then it is requeued to future completion.
Conclusions
The priority ceiling protocol addresses the priority inversion problem, i.e., the possibility that a high-priority task can be delayed by a low-priority task. Under the priority ceiling protocol, a high priority task can be blocked at most once by a lower priority task. This paper defines how to apply the protocol to Ada-2005. An extensive example illustrating the protocol in Ada is given.
From a theoretical point of view, the Ceiling Locking Protocol produces less overhead than PCP, due to less context switching and less time-consuming lock and unlock operations. However, PCP is more suitable because it adheres to priority scheduling. The priority of a task is raised only when it is necessary to minimize priority inversion. In Ceiling Locking Protocol, a task that locks a protected object will always have its priority raised to that of the ceiling priority of the protected object during the entire critical section. Thus, whereas the Ceiling Locking Protocol is excellent for many scheduling problems, there are many other scheduling problems where PCP and PIP are more appropriate.
