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Simulation de la dynamique des dislocations à très
grande échelle
Résumé :
Le travail réalisé durant cette thèse vise à offrir à un code de simulation en dynamique
des dislocations les composantes essentielles pour permettre le passage à l’échelle sur les
calculateurs modernes.
Nous abordons plusieurs aspects de la simulation numérique avec tout d’abord des
considérations algorithmiques. Pour permettre de réaliser des simulations efficaces en
terme de complexité algorithmique pour des grandes simulations, nous explorons les
contraintes des différentes étapes de la simulation en offrant une analyse et des amé-
liorations aux algorithmes.
Ensuite, une considération particulière est apportée aux structures de données. En
prenant en compte les nouveaux algorithmes, nous proposons une structure de données
pour bénéficier d’accès performants à travers la hiérarchie mémoire. Cette structure est
modulaire pour faire face à deux types d’algorithmes, avec d’un côté la gestion du maillage
nécessitant une gestion dynamique de la mémoire et de l’autre les phases de calcul intensifs
avec des accès rapides. Pour cela cette structure modulaire est complétée par un octree
pour gérer la décomposition de domaine et aussi les algorithmes hiérarchiques comme le
calcul du champ de contrainte et la détection des collisions.
Enfin nous présentons les aspects parallèles du code. Pour cela nous introduisons une
approche hybride, avec un parallélisme à grain fin à base de threads, et un parallélisme à
gros grain de type MPI nécessitant une décomposition de domaine et un équilibrage de
charge.
Finalement, ces contributions sont testées pour valider les apports pour la simulation
numérique. Deux cas d’étude sont présentés pour observer et analyser le comportement des
différentes briques de la simulation. Tout d’abord une simulation extrêmement dynamique,
composée de sources de Frank-Read dans un cristal de zirconium est utilisée, avant de
présenter quelques résultats sur une simulation cible contenant une forte densité de défauts
d’irradiation.
Mots clés :
dynamique des dislocations, problème à N-corps, structure de données, hiérarchie mé-
moire, méthode multipôle rapide, parallélisme hybride, mémoire partagée, OpenMP, mé-
moire distribuée, MPI, scalabilité
Discipline :
Informatique
vHybrid parallelism on large scale dislocation dynamic
simulation
Abstract :
This research work focuses on bringing performances in 3D dislocation dynamics si-
mulation, to run efficiently on modern computers.
First of all, we introduce some algorithmic technics, to reduce the complexity in order
to target large scale simulations.
Second of all, we focus on data structure to take into account both memory hierachie
and algorithmic data access. On one side we build this adaptive data structure to handle
dynamism of data and on the other side we use an Octree to combine hierachie decompos-
tion and data locality in order to face intensive arithmetics with force field computation
and collision detection.
Finnaly, we introduce some parallel aspects of our simulation. We propose a classical
hybrid parallelism, with task based openMP threads and domain decomposition technics
for MPI.
Keywords :
simulation, dislocation dynamics, 3D, n-body problem, data structure, cache efficient,
memory hierarchie, fast multipol method, parallelism,hybrid, openMP task, shared me-
mory, distributed memory, MPI, scalability
Discipline :
Computer science
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Introduction générale
La production d’électricité par Réacteur à Eau Pressurisée (REP) doit être extrê-
mement contrôlée, afin d’éviter tout accident et risque de contamination. Nous pouvons
observer dans la Figure 1, trois éléments critiques faisant barrière entre le combustible
et le milieu extérieur : l’enceinte en béton, la cuve en acier et dans le cœur du réacteur,
les gaines en alliage de Zirconium des assemblages de combustible. La compréhension
et l’analyse du vieillissement de ces pièces sont donc capitales pour assurer la sûreté de
l’installation.
Figure 1 – Représentation d’un REP. (Source : CEA)
Soumis à un environnement extrême avec une forte pression (w 150Bar), une tempé-
rature élevée (w 320◦C) et un flux neutronique important, les propriétés mécaniques des
matériaux évoluent progressivement au cours de la vie des assemblages ou du réacteur. On
observe ainsi, généralement, une hausse de la limite d’élasticité accompagnée d’une perte
de ductilité comme le montre la Figure 2. On peut aussi, selon la nature du matériau,
observer une fragilisation ou une localisation de la déformation, qui peuvent toutes les
deux conduirent à la rupture du composant.
La compréhension du vieillissement de ces matériaux est donc au cœur des activités
du Département des Matériaux du Nucléaire du CEA Saclay, et passe par la modélisation
des mécanismes physiques impliqués. Cette démarche est intrinsèquement multi-échelle
puisqu’il s’agit de comprendre en quoi l’endommagement primaire, causé par les colli-
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Figure 2 – Courbes de traction d’un alliage de zirconium industriel (Zircalloy-4) après
différents niveaux d’exposition aux neutrons [41]. On observe une hausse de la limite
d’élasticité de près de 200 MPa entre l’état non irradié et l’état fortement irradié (0.8dpa)
mais aussi une diminution importante de l’allongement à rupture du matériau. Le dpa,
ou déplacement par atome, est une estimation du nombre de fois où chaque atome du
matériau a été déplacé de sa position de référence sous l’effet du flux de neutrons.
sions successives des neutrons avec des atomes (chaque collision s’effectuant à l’échelle
du nanomètre sur quelques nanosecondes), va modifier le comportement mécanique d’un
composant de plusieurs mètres après plusieurs années de fonctionnement.
La mise en oeuvre de cette démarche multi-échelle nécessite le chainage de nombreux
codes, qui vont de l’échelle atomique avec des codes ab initio à l’échelle macroscopique
avec des codes éléments finis. La simulation de la Dynamique des Dislocations (DD), qui
est l’objet de cette thèse, en est un constituant. Elle a pour objet l’étude du comportement
collectif des défauts cristallins que sont les dislocations, dont l’évolution au cours du temps
contrôle la plupart des propriétés mécaniques du matériau.
La DD se situe, comme le montre la Figure 3, entre la Dynamique Moléculaire (DM)
et les simulations de plasticité cristalline traitées par éléments finis ou méthodes FFT.
De la DM sont extraites des informations comme par exemple, les lois de mobilité des
dislocations individuelles, tandis que la DD a pour objectif de fournir des lois de com-
portement à l’échelle du monocristal (w 10µm) pouvant être utilisées dans des codes de
plasticité cristalline impliquant plusieurs milliers de cristaux (w 1mm).
L’étude du comportement des dislocations est une composante importante de la métal-
lurgie physique, dont l’acte de naissance remonte à l’année 1934 avec les travaux publiés
séparément par Orowan [80], Polanyi [85] et Taylor [99] (voir Figure 4). Outre une large
panoplie d’essais mécaniques, elle s’appuie sur l’observation directe des dislocations rendue
possible par l’utilisation de la Microscopie Electronique en Transmission (MET) comme le
montre la Figure 5, et qui a permis à Hirsch, Horne et Whelan de confirmer leur existence
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Figure 3 – Schéma de la modélisation multi-échelle pour les matériaux : différentes
échelles caractéristiques de temps et d’espace pour différentes études.
en 1956 [58]. Si l’importance du rôle des dislocations est reconnu, la complexité de leurs
comportements individuel et collectif n’ont pas permis à ce jour de modéliser avec succès
le comportement mécanique des matériaux dans leur ensemble [67] et constitue un défi
majeur des simulations par DD tant du point de vue physique que numérique.
Une analyse rapide permet de mesurer l’ampleur du défi numérique à relever pour
simuler la déformation d’un grain cubique de 10µm de côté sur environ 100µs, ce qui
correspond à des grandeurs physiques standards :
Prenons tout d’abord une densité typique de dislocations ρ de 1014m/m−3, qui cor-
respond à une longueur totale de 0, 1m dans notre grain de 10µm. La longueur de discré-
tisation nécessaire pour discrétiser ces dislocations peut être estimer à un dixième de la
distance moyenne 1 entre les dislocations soit 10−8m, ce qui donne au final 107 segments
dans notre grain hors irradiation.
La prise en compte des boucles induites par l’irradiation, observées dans le fer, les aciers
austénitiques ou les alliages de zirconium, augmente le nombre de segments puisque ces
boucles sont des dislocations à part entière, qu’elles sont nombreuses (de 1021 à 1023m−3)
et de petite taille (de 1nm à 10nm) ce qui nécessite de réduire d’autant plus la longueur de
discrétisation. Le rajout d’une densité moyenne de 1022 boucles par mètre cube de taille
5nm et une discrétisation de longueur 1nm, impose alors de simuler le comportement de
près de 3.108 segments. Le pas de temps étant de l’ordre de 0, 1ns, 106 itérations sont
également nécessaires pour atteindre le temps de simulation visé. Au cours de chaque
itération, les segments de dislocations interagissent mutuellement entre eux et longue dis-
tance (via un algorithme de complexité quadratique) et présentent un aspect extrêmement
dynamique du point de vue de leur connectivité.
1. Pour une densité de dislocation ρ, la distance moyenne entre les dislocations est de l’ordre de 1/√ρ.
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Figure 4 – Première représentation par Polanyi en 1934 de la déformation d’un réseau
cristallin cubique en présence d’une ligne de dislocation de type coin vue de face [85].
Ce n’est que cinq années plus tard que Burgers [19] proposera une analyse géométrique
complète de ces défauts en les caractérisant par un vecteur qui porte désormais son nom.
Figure 5 – Premiers clichés d’un réseau de dislocations effectués par Hirsch, Horne et
Whelan en 1956 [58]
Ces éléments justifient pleinement le recours au calcul à hautes performances, mais
restent hors d’atteinte à l’heure actuelle des codes de DD les plus avancés [8, 104]. Ce
challenge a donc amené l’INRIA, le CNRS et le CEA à s’associer autour du projet OptiDis,
financé par l’Agence Nationale de la Recherche et dans lequel s’inscrit cette thèse.
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Nous allons, dans un premier temps, aborder les bases de la théorie des dislocations
pour comprendre les mécanismes à simuler. A partir de là, nous présenterons les étapes
nécessaires à la réalisation d’une simulation en dynamique des dislocations avec les défis
algorithmiques associés. Nous aborderons ensuite les architectures des calculateurs mo-
dernes en terme de gestion mémoire et de parallélisme. Nous introduirons enfin les codes
de simulation existants, avec leurs capacités et leurs limitations pour placer ces travaux
de recherche dans un contexte de simulation hautes performances.
1 Théorie des dislocations
1.1 Défauts cristallins
Un matériau est dit cristallin lorsque sa structure présente un caractère périodique et
ordonné à l’échelle atomique. Ces matériaux sont composés d’une maille élémentaire 6 et
sa répétition par translation dans toutes les directions définit son réseau cristallin. Les
trois structures cristallines les plus fréquemment rencontrées pour dans les matériaux de
structure du nucléaire sont le réseau cubiqué centré (BCC Body Centered Cubic), le réseau
cubique à face centrée (FCC Face Centered Cubic) ainsi que le réseau hexagonal (HCP
Hexagonal Close Packed). Le premier est constitutif de l’acier de la cuve du réacteur, le
second des aciers austénitiques qui maintiennent les assemblages à l’intérieur du coeur, et
le troisième des assemblages en alliages de zirconium. Chaque grain, c’est à dire chaque
cristal, a sa propre orientation et une taille de l’ordre de quelques microns. Le matériau
est alors l’agrégation de ces grains.
BCC FCC HCP
Figure 6 – Exemple de trois types de mailles élémentaires.
Les propriétés physico-chimiques des matériaux dépendent fortement de la structure
cristalline, mais aussi des défauts qu’ils contiennent [60]. Ces défauts peuvent être :
— ponctuels comme des lacunes (absence d’un atome sur un site du réseau), des
interstitiels (un atome en excès par rapport au réseau parfait) voire des atomes
d’un autre type comme dans le cas des alliages ;
— linéaires comme c’est le cas des dislocations ;
— surfaciques comme les surfaces des grains ;
— volumiques comme par exemple des précipités de carbure dans les aciers.
8Il faut noter que la présence de tels défauts est non seulement inévitable du fait des
modes d’élaboration des matériaux, voire des lois de la thermodynamique, mais elle est
fréquemment cherchée par les métallurgistes pour renforcer certaines propriétés méca-
niques comme, par exemple la limite d’élasticité. Les dislocations jouent un rôle central
dans ce tableau, car ce sont leurs interactions mutuelles ou avec les autres types de dé-
fauts qui contrôlent le comportement mécanique d’un matériau. La modélisation de ces
phénomènes est précisément l’enjeu de la DD.
1.2 Dislocations
Les dislocations sont des défauts linéaires qui correspondent à une discontinuité du ré-
seau cristallin comme illustré dans la représentation proposée par Polanyi en 1934 (voir 4).
Elles se caractérisent par leur vecteur de Burgers ~b [19] qui mesure l’amplitude de cette
discontinuité selon la méthode décrite dans la Figure 7. Le vecteur de Burgers s’apparente
à l’intensité dans un circuit électrique puisque (i) il se conserve tout au long d’une ligne
de dislocation, (ii) il change de sens dès lors que le sens arbitraire de parcours de la ligne
est inversé et (iii) il suit la loi des nœuds en s’additionnant lorsque plusieurs dislocations
s’intersectent. De ce fait, une ligne de dislocation ne peut s’arrêter à l’intérieur d’un grain,
elle doit soit sortir à la surface du grain ou former avec d’autres lignes de dislocation un
circuit fermé.
Figure 7 – Mise en évidence du vecteur de Burgers avec une dislocation coin sur un
circuit fermé de Volterra. Nous suivons dans ce travail la convention FS/RH utilisée dans
l’ouvrage de Hirth et Lothe [59]. Après avoir orienté arbitrairement la dislocation, un
circuit suivant la règle de la main droite (RH = right-hand) est choisi autour de celle-ci
(figure de gauche). Effectuant ce même circuit dans la configuration de référence (figure
de droite), le vecteur de Burgers est alors défini comme le vecteur reliant les points F (F
= finish) à S (S = start).
Muni d’un vecteur de Burgers ~b et du vecteur ~ξ tangeant à la dislocation, on peut
définir localement le caractère de la dislocations en trois catégories :
— lorsque ~b et ~ξ sont orthogonaux, on dit que la dislocation présente un caractère
coin,
— lorsque ~b et ~ξ sont colinéaires, on dit que la dislocation présente un caractère vis,
— dans les autres cas on parle de caractère mixte.
Une dislocation étant la plupart du temps courbées et de formes complexe (voir 5), son
caractère de la dislocation évolue le long de sa ligne.
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La présence d’une dislocation, caractérisée par son vecteur de Burgers et sa géométrie,
introduit une déformation du réseau cristallin (voir Figure 8) et induit, en conséquence,
un champ de contrainte σ. Les champs de déformation et de contrainte peuvent être
modélisés avec précision dans le cadre de l’élasticité linéaire 0.2.2. Cette analyse montre
que le champ de contrainte est à longue portée, puisqu’il décroit en 1/r autour de la
dislocation, et qu’il dépend fortement du caractère de la dislocation. L’état de contrainte
en tout point du matériau est donc la somme de la contribution individuelle de toutes
les dislocations qu’il contient, appelée contrainte interne et de la contrainte extérieure
appliquée.
Figure 8 – Visualisation du champ de déplacement u(ux, uy) autour d’une dislocation vis.
Le champ de déplacement mesuré expérimentalement (à gauche) est comparé au champ
calculé (à droite) dans le cadre de la théorie élastique [62].
Sous l’effet de la contrainte, chaque élément de dislocation ressent alors une force par
unité de longueur que Peach et Koehler ont théorisé en 1950 [82] et qui porte désormais
leur nom.
~fPK(x) = [σ(x).~b] ∧ ~ξ
Cette force est susceptible de mettre les dislocations en mouvement comme indiqué aux
Figures 9a et 9b, et provoquer ainsi une déformation plastique irréversible du matériau
dont l’amplitude et la direction correspondent aux vecteurs de Burgers de chaque dislo-
cation. Le type de mouvement et la vitesse de déplacement des dislocations dépendent
de nombreux facteurs intrinsèques comme leur vecteur de Burgers, leur caractère, mais
aussi de la nature du matériau ou de la température. Le lien unissant ces paramètres à
la vitesse reste à ce jour un domaine de recherche important pour les physiciens et les
métallurgistes. Il est toutefois possible de distinguer deux régimes :
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— un régime de glissement dans lequel les dislocations se déplacent dans un plan
contenant à la fois leur vecteur de Burgers ~b et leur vecteur ligne ~ξ. On parle alors
de plan de glissement. Le glissement est le mode de déplacement privilégié par les
dislocations notamment aux températures basses et modérées.
— un régime de montée dans lequel le mouvement se fait orthogonalement au plan
de glissement, mais qui nécessite pour se faire un flux d’atomes interstitiels ou de
lacunes vers la dislocation. Ce dernier étant thermiquement activé, le régime de
montée n’est observé qu’aux températures élevées (typiquement au-dessus de 0.5Tf
où Tf est la température de fusion du matériau) et ne sera donc pas pris en compte
dans notre étude.
(a) Représentation du glissement d’une dislo-
cation coin.
(b) Représentation du glissement d’une dislo-
cation vis.
Le mouvement des dislocations donne lieu à une très grande variété de mécanismes
physiques, étudiés depuis de nombreuses années dans le cadre de la théorie des dislocations
(le lecteur peut se référer au livre de Bacon et Hull [60] pour une description complète
de ces mécanismes), que les simulations par DD doivent prendre en compte. Parmi les
principales interactions, notons les phénomènes de multiplication, d’annihilation, de for-
mation et destruction de jonctions ou encore l’empilement des dislocations aux joints de
grains ou autour des précipités. Le mécanisme de multiplication le plus emblématique est
celui proposé par Frank et Read en 1950 [47] qui est détaillé dans la figure 10. Pour que ce
phénomène opère, il faut que deux points B et C d’une ligne de dislocation soient ancrés
(1) comme par exemple sur des précipités dans le grain (non représentés ici). Sous l’effet
de la contrainte appliquée, la ligne commence alors à former un arc en réponse à cette
force. Plus la ligne se courbe, plus la courbure augmente jusqu’à atteindre un maximum
(2). A ce moment, le rayon vaut d2 et la contrainte appliquée est maximale, τ w
2µb
d
, avec µ
le module d’élasticité du matériau et b l’amplitude du vecteur de Burgers. Si la contrainte
subie dépasse cette valeur critique, la ligne continue d’elle même à s’arquer (3). Finale-
ment, les deux bras s’enroulent autour des points ancrés B et C jusqu’à entrer en collision
(4). Cette collision impliquant des éléments de ligne de même vecteur de Burgers, mais de
direction opposé, ceux-ci s’annihilent laissant à la fois une nouvelle boucle et reformant
la source de Frank-Read initiale (5).
Les propriétés mécaniques d’un grain dépendent de la combinaison des nombreux
mécanismes d’interaction entre dislocations qui s’y déroulent. En les prenant en compte de
façon explicite, des simulations de DD doivent permettre d’en faire une analyse statistique,
d’identifier le ou les mécanismes prépondérants et ainsi de prédire quantitativement la
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Figure 10 – Première représentation du mécanisme de multiplication des dislocations
imaginé par Frank et Read en 1950 [47].
déformation plastique d’un matériau. Les principaux aspects théoriques sur la dislocations
ayant été présentés, nous allons aborder dans la section suivante les principales étapes
algorithmiques nécessaires pour réaliser des simulations de DD.
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2 Les étapes algorithmiques
En fonction de la discrétisation des lignes de dislocations deux modèles de simulations
se dégagent. On trouve tout d’abord l’approche vis-coin (Figure 11a) où les nœuds sont
disposés uniquement sur des points du réseau du cristal et donc les segments sont soit vis
soit coin ; et l’approche nodale (Figure 11b) où les segments peuvent avoir une orientation
quelconque pour permettre notamment de mieux représenter la courbure des lignes.
Edge-Screw description
(a) Discrétisation vis/coin.
Nodal description
(b) Discrétisation nodale.
Figure 11 – Discrétisation d’une ligne de dislocation.
Bien que nous nous concentrons dans ces travaux sur l’approche nodale, pour ces deux
types de discrétisation, nous avons sur un pas de temps les mêmes étapes algorithmiques.
La Figure 12 présente les différentes étapes avec le calcul des forces, le calcul des vitesses,
les règles locales de collision, le remaillage puis la gestion des conditions aux bords.
Nous allons maintenant détailler ces différentes étapes, en commençant par introduire
la méthode de discrétisation nodale.
2.1 Discrétisation spatiale
Une discrétisation nodale [8] propose une représentation des lignes de dislocation par
des segments droits avec une orientation quelconque. Il s’agit d’une discrétisation de type
éléments finis 1D de type P1 dans un espace 3D. Nous avons une continuité de ligne
par les interconnexions mais une discontinuité tangentielle au niveau des nœuds. Comme
représenté sur la Figure 13, l’interconnexion des segments par des nœuds, forme une ligne
brisée approchant la courbure de la ligne de dislocation réelle.
Les extrémités d’un segment sont soit un nœud de discrétisation, soit un nœud phy-
sique (voir Figure 13). Un nœud physique, de manière générale, est un point de jonction
entre plusieurs lignes. Il connecte donc des segments aux propriétés différentes. Il est le
résultat d’une collision, et par la suite d’une jonction, entre plusieurs lignes. Suite à ces
différentes réactions topologiques ces nœuds peuvent connecter de 2 à N segments. Pour
simuler certains phénomènes, un nœud peut être ancré arbitrairement et n’être connecté
qu’à un segment (nœuds B et C dans la Figure 10). Ce type de nœud ne peut pas exister
dans un vrai matériau, mais son intérêt pratique et pédagogique est indéniable
Dans une simulation de DD, les degrés de liberté de chaque nœud du maillage est
l’intersection des degrés de liberté de chacun des segments qui leur sont attachés. Ainsi,
un nœud de discrétisation attaché à deux segments glissiles aura deux degrés de liberté
situés dans le plan de glissement commun, tandis qu’un nœud topologique attaché à deux
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Time Step
Step 1 : Force Computation
Applied stress
Elastic force
Core Energy
Step 2 : Topology update
a) Velocity Computation
b) Split multi-arms nodes
c) Update positions
Step 3 : Collision
a) Detect colliding dislocations
b) Handle Mesh Modification
Step 4 : Mesh refinement
Coarse
Refine
Step 5 : Output statistics
CheckPoint
Figure 12 – Principales étapes d’un pas de temps.
segments sessiles 2 n’aura aucun degrés de liberé. Le nombre de degrés de liberté d’un
nœud physique varie quant à lui de zero à deux.
Comme nous l’avons indiqué précédemment 0.1.2, La conservation du vecteur de Bur-
gers est valable sur tous les nœuds 3. C’est à dire que pour tout nœud Ni connecté à n
segments ayant un vecteur de Burgers orienté de Ni vers Nj noté bij, nous avons :
n∑
j=0
~bij = ~0.
2.2 Calcul de la force nodale
Le calcul de force s’exerçant sur chaque nœud du maillage est généralement effectué
dans le cadre de la théorie élastique linéaire isotrope. Cette force peut être calculée comme
la somme de deux contributions [15]. La première est la projection de la force élastique
de Peach-Koehler qui s’exerce le long de chaque segment, tandis que la deuxième dérive
de l’énergie de coeur des dislocations que seules les méthodes atomistiques permettent
d’estimer [74].
La force élastique de Peach-Koehler, s’exerçant sur chaque dislocation, découle de
la contrainte locale σ, qui est la somme de deux contributions. On trouve d’un côté la
2. sessile = immobile
3. à l’exception des nœuds arbitrairement ancrés.
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Figure 13 – Représentation de la topologie d’une dislocation.
contrainte appliquée ou extérieure σext et la contrainte interne σint générée par la présence
des segments de dislocations du grain. On a ainsi σ = (σext+σint). Le calcul de la contrainte
interne est basé sur la formulation de Mura [77] qui exprime la contrainte σint en tout
point x sur une ligne fermée, par l’intégrale :
σij(x) = Cijkl
∮
lnhCpqmnGkp,q(x−x′ )bmdx′h
où Cijkl est le tenseur des modules élastiques du matériau et G la fonction de Green
qui dans le cadre de la théorie isotrope s’écrie :
Gij(x− x′) = 18piµ [δij∂p∂pR−
1
2(1− ν)∂i∂jR]
où µ est le module de cisaillement isotrope et ν le coefficient de poisson et R = ||x−x′||.
La contrainte diverge lorsque R tend vers 0, ce qui est le cas de deux segments proches
voire connectés. Ceci n’est bien entendu pas satisfaisant du point de vue physique et
illustre la difficulté, voire l’impossibilité des méthodes continues à décrire une structure
atomique discrète. Ceci n’est également pas satisfaisant du point de vue numérique. Une
première solution, classique, consiste à tronquer l’intégration lorsque R est inférieur à
une certaine distance de la dislocation, appelée rayon de cœur, et à utiliser la formule
corrective de Brown [14], proche d’un modèle de tension de ligne [67], pour remplacer
les interactions tronquées. Une deuxième solution consiste, dans le formalisme élastique,
à “étaler” la discontinuité de déplacement mesurée par le vecteur de Burgers, sur une
certaine distance autour de la dislocation, en essayant de donner à cet étalement une
certaine motivation physique. Peierls [84] et Nabarro [78] font ici figures de pionniers.
Le formalisme “non-singulier” proposé par Cai dans [20] s’inscrit dans cette continuité et
consiste à remplacer R par Ra =
√
R2 + a2 dans les formules précédentes. S’il ne présente
pas plus d’intérêt du point de vue physique que ces prédécessuers, le formalisme de Cai
est toutefois bien plus adapté aux exigences du calcul numérique et permettant d’obtenir
une expression analytique non seulement pour la force de Peach-Koehler s’exerçant sur
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chaque segment, mais aussi pour sa projection sur les nœuds [8]. Nous adopterons pour
ces raisons le formalisme de Cai dans la suite de nos travaux.
La seconde force nodale dérive de l’énergie en excès des atomes proches du coeur
de la dislocation. Selon différents calculs atomistiques, cette énergie représente quelques
pourcents (typiquement 10%) de l’énergie par unité de longueur d’une dislocation [61,
67]. Si les modèles élastiques “non-singuliers” précédents tentent d’intégrer une partie de
cette énergie de coeur, ils échouent de l’aveu même de Cai et Bulatov [15] à la prendre
totalement en compte. Les calculs atomiques permettant d’étalonner ces énergies et forces
de coeur sont toutefois encore peu nombreuses 4, aussi, suivant les travaux de Shi [96],
nous avons choisi de prendre cette énergie proportionnelle à l’énergie élastique d’une
dislocation rectiligne infinie par unité de longueur via un coefficient de proportionnalité
αcore de quelques pourcents.
La complexité du calcul des forces est principalement due au calcul du champ élastique,
généré par les dislocations entre elles. Le calcul de la force générée par la contrainte
appliquée et la contribution de l’énergie de cœur ont une complexité linéaire. Par contre le
calcul d’interaction entre deux segments pour un système à N segments est de complexité
quadratique, O(N2). Par conséquent, ce coût devient vite prohibitif pour réaliser des
simulations sur un échantillon plus important de dislocations .
Pour y faire face, comme introduit dans [8], la communauté s’est tournée vers les
solutions développées pour les simulations à N-corps, notamment en astrophysique avec
les forces d’interaction gravitationnelle. La méthode des multipôles rapide, (Fast Multi-
pole Methode FMM) introduite par Greegard et Rokhlin [55], est utilisée pour prendre
en compte la totalité des interactions du système. Il s’agit d’une méthode hiérarchique
qui repose sur une séparation du champ proche et du champ lointain. Pour cela, dans
les cellules les plus proches chaque paire d’interaction est calculée directement tandis que
pour le champ lointain des méthodes d’approximation sont employées comme nous y re-
viendrons dans la section 1.1. La méthode des multipôles rapides réduit l’algorithme à
une complexité linéaire O(N).
2.3 Calcul de la vitesse
Pour le calcul des vitesses, de nombreuses lois de mobilités peuvent être écrites pre-
nant en compte les spécificités des matériaux considérés (voir [5] pour une revue assez
exhaustive des mécanismes physiques impliqués et des lois de mobilité qui en découlent).
La grande majorité des simulations par DD effectuées jusqu’à présent, repose toutefois
sur une loi de glissement visqueuse Newtonienne. Cette loi de mobilité simple et linéaire
relie la vitesse v(x) d’un élément de dislocation à la force de Peach-Koehler F pk(x) qui
s’y applique par la formule :
~v(x) =
~F pk(x) ·~s(x)
B
~s(x) ,
4. Les travaux de Martinez [74] font ici office de rare exception à cette règle
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avec B le coefficient de viscosité du matériau et ~s(x) = ~n∧~ξ le vecteur unitaire normal
à la ligne dans le plan de glissement n de la ligne.
Le calcul de la vitesse, sur chacun des degrés de liberté utilise un formalisme éléments
finis avec des objets linéiques 1D et donc une fonction de forme 1D pour interpoler de
manière linéaire la vitesse de déplacement le long d’un segment à partir de la vitesse aux
nœuds.
Dans le cadre d’un régime linéaire visqueux amorti, les forces motrices et les forces
visqueuses le long de la dislocation sont à l’équilibre :
~F driving(~x) + ~F drag(~x) = ~0.
La force visqueuse ~F drag s’exprime dans le cas linéaire comme suit :
~F drag(~x) = −B~v(~x).
De sorte que l’équilibre des forces vérifie la formulation faible suivante en tout nœud i :
~F drivingi =
∮
lines
Ni(~x) ∗ ~F drag(~x)dl(~x)
où ~F drivingi est la force effective au nœud i calculée précédemment. On définit la matrice
de viscosité globale Bij avec les fonctions de forme Ni définies seulement entre les nœuds
i et j connectés par un segment :
Bij =
∮
lines
Ni(~x) ∗B(~x)Nj(~x)dl(~x).
Pour déterminer la vitesse en chaque nœud i, on obtient finalement le système d’équa-
tions linéaires suivant : ∑
j
Bij ∗ ~vj = ~F drivingi
avec j les nœuds connectés au nœud i.
L’assemblage de toutes ces contributions élémentaires conduit à la résolution d’un
système linéaire où Bij est une matrice creuse, majoritairement bande, dans la mesure où
seuls les termes Bij reliant deux nœuds i et j connectés sont non nuls. Ce système linéaire
global pour tout le réseau de dislocation doit être assemblé à chaque itération et croît en
fonction du nombre de degrés de liberté.
2.4 Mise à jour des positions
Tout au long de la simulation, il faut mettre à jour les positions des nœuds ri(t) à
partir du champ de vitesse vti que l’on vient de calculer. La méthode la plus simple et la
moins coûteuse en calcul est d’utiliser le schéma d’intégration explicite de type Euler :
~ri(t+ δt) = ~ri(t) + ~vi(t)δt.
Cette méthode ne demande qu’un calcul de force mais nécessite par contre une forte
condition de stabilité. En effet, la vitesse de déplacement d’une dislocation peut aller
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jusqu’à plusieurs centaines de mètres par seconde, pour des objets de la taille de quelques
nanomètres, ce qui contraint à utiliser de petits pas de temps.
Pour permettre d’augmenter le pas de temps, Bulatov et Cai [8], propose une méthode
semi-implicite avec un prédicteur et un correcteur. Le prédicteur reste le schéma explicite
d’Euler qui prédit la position ~rPi (t+ δt). Ensuite, un nouveau calcul du champ de vitesse
~vPi (t + δt) est effectué à partir des positions nouvellement calculées. Puis la position est
calculée à nouveau par une formulation implicite :
~ri(t+ δt) = ~ri(t) +
~vti + ~vPi (t+ δt)
2 δt
On évalue alors la variation entre le prédicteur et le correcteur pour ajuster la taille
du pas de temps avec max||~ri(t+ δt)− ~rPi (t+ δt)|| (cf. [8]).
L’utilisation d’un schéma implicite ne peut être considérée, que si le gain sur la lon-
gueur du pas de temps, compense le coût de devoir recalculer le champ de force. Pour
les schémas décrits précédemment, la possibilité de maintenir la stabilité est dépendante
de la taille des objets simulés, de la contrainte appliquée et surtout de la fréquence des
opérations discrètes (collisions, séparations, remaillage) qui rompent la continuité du pro-
cessus. Différentes nouvelles méthodes implicites sont proposées [98, 52] et une attention
particulière mérite d’être portée à ces méthodes qui permettent d’augmenter le pas de
temps et donc d’accélérer la simulation en réduisant le nombre d’itérations.
2.5 Opérations discrètes
Les étapes de modification de la topologie du maillage s’inscrivent dans un processus
physique continu. En représentant, les mécanismes en jeu, sous la forme d’un automate
cellulaire comme dans la figure 14, nous voyons que le schéma principal de la simulation
est une boucle entre un calcul de force/vitesse et le déplacement des nœuds sur un pas de
temps δt.
Cependant, il faut intégrer des opérations discrètes supplémentaires pour capturer,
d’une part la physique du contact des dislocations, mais aussi pour éviter des artefacts
numériques, notamment avec la détection des collisions et les opérations de remaillage.
Ainsi, une itération se termine par la gestion de toutes ces règles topologiques. Ces
opérations discrètes se déroulent sous la contrainte d’introduire le moins de biais possible
dans la recherche de la topologie minimisant l’énergie élastique du système. Pour cela
trois opérations sont nécessaires et au final, vont entraîner l’ajout et/ou la suppression de
degrés de liberté dans le domaine de simulation :
— gestion de la séparation des nœuds physiques ;
— gestion des collisions entre les dislocations et avec la microstructure ;
— gestion du remaillage pour garder une discrétisation cohérente après le déplacement
des nœuds.
2.5.1 Scission des nœuds physiques
La scission des nœuds physiques est une étape qui ne concerne que les nœuds phy-
siques avec au moins trois connexions [15, 96]. Cette étape survient consécutivement à
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Figure 14 – Automate des opérations se produisant à chaque pas de temps.
la collision entre plusieurs dislocations conduisant à la formation d’un nœud physique
multi-connecté, et traduit la propention du système à évoluer vers une configuration plus
favorable énergétiquement. Considérons la situation présentée à la Figure 14 d’un nœud
physique connecté à quatre segments.
Le nombre de configurations possibles pour séparer un nœud physique avecN connexions
est factoriel, et dépend parfois de façon complexe des différents plans de glissement des
segments connectés. Des optimisations sont donc faites pour réduire au strict minimum le
nombre de possibilités, supprimer les doublons éventuels et ne considérer que les configu-
rations topologiquement admissibles. Suivant [15], la bifurcation vers l’une ou l’autre de
ces configurations se fera sur la puissance dissipée Q˙ qui est la somme des forces calculées
sur chacun des M nouveaux nœuds multipliés par leur vitesse :
Q˙ =
M∑
i=0
~Vi. ~F
driving
i ,
où ~Vi et ~F drivingi sont respectivement la vitesse et la force des nouveaux nœuds phy-
siques. L’ensemble des configurations retenues, y compris le cas où la structure reste in-
changée, est donc systématiquement testé. De manière évidente, certaines configurations
menant à des topologies aberrantes de chevauchement de segments, comme c’est le cas
sur la Figure 15d. Suivant la configuration retenue, de nouveau nœuds et/ou de nouveaux
segments sont alors créés.
2.5.2 Détection et traitement des collisions
Les collisions résultant du déplacement des lignes sont un autre problème important
à résoudre au cours d’une itération. Il s’agit de collisions entre lignes de dislocations ou
bien de collisions avec d’autres éléments microstructuraux comme des joints de grains ou
des précipités. L’idée de base est de calculer la distance minimum entre deux objets et
de déterminer si au cours du pas de temps cette distance devient nulle ou suffisamment
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Figure 15 – Schéma représentant les différentes possibilités de séparation pour un nœud
physique.
petite pour considérer qu’il y a collision.
La détection des collisions entre segments revient donc à trouver la distance minimale
entre des objets 1D se déplaçant de manière rectiligne en 3D sur un pas de temps δt avec
une vitesse v constante. Les segments glissant chacun dans un plan bien défini, des opti-
misations sont possibles selon que ces plans sont identiques (collision 2D) ou non (collision
3D). Chaque collision conduit à une modification de la connectivité et de la topologie des
nœuds comme indiqué sur la Figure 16. Ainsi, si deux ou plusieurs segments se super-
posent, le vecteur de Burgers de la jonction ainsi formée sera calculé comme la somme
des vecteurs de Burgers de segments initiaux 5 respectant ainsi la loi de nœuds 0.1.2. Les
Figures 16a et 16b présentent le cas où la collision entre deux dislocations de vecteur de
Burgers ~b1 et ~b2 conduit à la formation d’une nouvelle jonction de vecteur de Burgers
~b3 = ~b1 + ~b2. Les Figures 16c et 16d présentent le cas où ~b2 = −~b1, ce qui conduit à
annihilation des segments correspondants. Le cas de la collision de dislocations avec la
5. La somme se fait en respectant l’orientation de chaque segment
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(a) Rapprochement accéléré dû à l’aspect at-
tractif entre deux lignes avant collision.
(b) Collision suivie de la formation d’une jonc-
tion.
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(d) Collision avec formation d’une jonction
conduisant à l’annihilation.
(e) Collision avec le grain suite à la génération d’une dislocation.
Figure 16 – Un sous ensemble de possibilités de collisions au cours d’une simulation.
microstructure est illustré quant à lui par la Figure 16e.
Pour détecter l’ensemble des collisions se produisant au cours du pas de temps, la
méthode algorithmique employée dans l’ensemble des codes est basée sur une décompo-
sition en boîtes de l’espace. Au cours du pas de temps δt chaque segment peut voler sur
une certaine distance. Il convient alors de placer chaque segment dans une boîte et de
construire alors une liste d’interactions avec les boîtes voisines. La construction d’une telle
liste d’interactions [4] fait passer la complexité de O(N2) (pour la version la plus naïve)
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à un complexité linéaire O(N).
2.5.3 Remaillage
Les algorithmes comme la détection de collisions et le calcul du champ de force dé-
pendent de la taille des segments mais aussi de la topologie. Par conséquent avec le carac-
tère très dynamique de ces simulations, l’utilisation d’un maillage adaptatif est essentielle
pour décrire la géométrie des lignes de manière optimale. Pour régulariser le maillage on
maintient la longueur d’un segment S notée ls, dans un intervalle [lmin, lmax]. De manière
immédiate il existe trois façons d’adapter le maillage pour respecter cette contrainte :
1. supprimer un nœud lorsque celui-ci est trop proche d’un autre nœud ;
2. ajouter un autre nœud lorsque la distance entre deux nœuds est supérieure à la
taille de discrétisation maximale ;
3. modifier la position d’un nœud existant pour mieux respecter la répartition le long
d’une ligne et ainsi représenter la courbure selon la contrainte.
Puisque l’on calcule la déformation d’un cristal par le déplacement des lignes de dis-
location, le remaillage est une source d’erreur. Par conséquent une attention particulière
doit être portée pour que le réarrangement ne perturbe pas la géométrie de la ligne au
delà d’une certaine tolérance. Enfin, pour pouvoir supprimer un nœud ou autrement dit
le fusionner avec un autre nœud, il faut respecter certaines conditions de compatibilité
énergétiques. La compatibilité énergétique consiste à vérifier que la fusion des deux nœuds
conduit à une relaxation du système, comme pour la séparation d’un nœud physique. Il
faut donc vérifier que l’énergie dissipée, Ed par la déplacement des nœuds à la nouvelle
position est positive.
Ed = F1.Displacement1 + F2.Displacement2 > 0.
2.5.4 Conditions initiales
Le dernier point que nous abordons pour décrire une simulation en DD est la gestion
des conditions initiales. Pour avoir des simulations réalistes, il est nécessaire de multiplier
les possibilités de paramétrage pour créer tout un ensemble de scénarii. Nous allons dé-
crire les possibilités de pilotage de la simulation, c’est à dire le contrôle de la déformation,
puis les conditions aux bords du domaine et enfin la distribution initiale des dislocations.
Pilotage de la déformation
Les deux modes de pilotage implémentés correspondent aux modes de pilotage les
plus couramment utilisés du point de vue expérimental. Il s’agit du pilotage à contrainte
extérieure imposée, qui correspond aux essais dit de fluage, et du pilotage à vitesse de
déformation imposé qui est caractéristique des essais de traction ou de compression.
La première méthode de pilotage est la plus simple à mettre en oeuvre dans une
simulation de DD, puisque les dislocations se déplacent dans notre approche sous l’effet
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du champ de contrainte qu’elles ressentent. Ce mode de pilotage permet par exemple de
déterminer facilement la contrainte d’activation des sources de Frank-Read ou de juger
de la stabilité d’un système dans le temps.
La seconde méthode est itérative car elle demande un asservissement ou une adaptation
de la contrainte appliquée pour maintenir une vitesse de déformation constante. La vitesse
de déformation plastique est, en effet, le résultat du déplacement des dislocations au sein
du grain selon la formule
∆
∆t =
N−1∑
s=0
bs ⊗ ns + ns ⊗ bs
2Ω
∆As
∆t ,
où ∆As est l’aire balayée par chaque segment s au cours d’un pas de temps et Ω le volume
du grain. La vitesse de déformation totale s’exprimant comme la somme des vitesses de
déformation plastique et élastique
˙elastique = ˙imposee − ˙plastique.
Il est alors possible d’ajuster la contrainte appliquée 6 en se basant sur la loi de Hooke,
σ = Cijkl× elastique avec σ la contrainte, Cijkl le tenseur élastique du matériau et elastique
la déformation élastique, de façon à imposer la vitesse de déformation souhaitée.
Conditions aux bords
Le choix des conditions aux bords dépend du phénomène physique que l’on cherche
à modéliser et a des conséquences à la fois sur les forces ressenties par les dislocations
et sur leurs mouvements. Dans sa formulation standard, le formalisme des fonctions de
Green utilisés pour le calcul des contraintes 0.2.2 plonge le domaine simulé dans un milieu
élastique homogène et infini. Bien que physiquement irréaliste, de nombreuses études
physiques sont toutefois possibles.
Deux possibilités supplémentaires sont envisageables :
— Les conditions aux limites périodiques sont fréquemment utilisées en DD pour ré-
duire, au moins partiellement, le nombre de segments à simuler tout en s’affran-
chissant de possibles effets de taille. Dans ce cas, chaque segment ressent à la fois le
champ de contrainte interne lié aux autres segments du domaine, mais également
celui lié aux copies périodiques de ce dernier. Les lignes de dislocations peuvent
alors sortir d’un côté et être réintroduites de l’autre, comme c’est le cas des atomes
dans la DM [4]. Des précautions sont toutefois à prendre [18, 67] car ces condi-
tions peuvent engendrer des configurations artificielles lorsqu’une dislocation se
rapproche ou se rencontre elle-même comme illustré dans la Figure 17.
— Il est également souhaitable de pouvoir simuler des domaines de taille finie, des
milieux élastiquement hétérogènes ou encore des chargements complexes pour se
rapprocher au mieux de l’expérience. Si l’impact de ces éléments sur le mouvement
des dislocations peut être traité assez aisément via une gestion des collisions, leur
6. L’ajustement peut se faire de façon itérative ou en se basant sur la mesure de la déformation
plastique observée au pas précédent.
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impact sur le champ de contrainte est beaucoup plus difficile à prendre en compte.
Différentes stratégies ont été mises en place pour pallier ce problème via un cou-
plage de la DD avec un code éléments-finis [103, 43, 70, 105]. La mise en place
d’une telle stratégie, bien que potentiellement utile, n’a toutefois pas été envisagé
dans le cadre de ce travail.
Figure 17 – Source de Frank-Read opérant dans un plan de normal (110) avec des
conditions aux limites périodiques. La première boucle émise par la source s’auto-annihile
totalement au lieu de se propager comme dans le mécanisme présenté à la Figure 10
(image de R. Madec extraite de [67]).
Distribution initiale
La mise en données des dislocations est un élément crucial tant elle conditionne le
comportement du grain et la microstructure qui se développera au cours de la simulation
(voir par exemple [23, 25]). En effet, si les dislocations peuvent se multiplier via des méca-
nismes comme celui de la source de Frank-Read 0.1.2, l’apparition ex nihilo de dislocations
dans un matériau reste discuté du point de vue physique [76]. Sauf cas très particuliers,
l’essentiel du comportement plastique d’un grain est donc lié aux dislocations présentes
initialement, et qui sont présentent même dans un matériau fortement recuit [60].
La mise en données des dislocations ne peut alors, objectivement, qu’être motivé par
des observations microstructurales par MET ou des simulations faites avec des méthodes
prenant en compte le mode d’élaboration du matériau. Pour notre étude, les cas applicatifs
reposent sur la mesure, par MET, d’une densité et d’une taille de boucles induites par
l’irradiation sur un alliage industriel. Respectant ces valeurs, des boucles ont ainsi été
introduites dans notre volume de simulation.
3 Introduction aux architectures pour le calcul hautes
performances
La simulation numérique nécessite des calculateurs toujours plus puissants. Comme le
montre encore la courbe de la Figure 18, issue du classement de la puissance des super
calculateurs de juin 2014 du top500, l’augmentation linéaire de la puissance de calcul reste
vérifiée depuis les années 1990. De plus, il faut moins de 10 ans pour multiplier par 1000 la
puissance du meilleur calculateur (#1 dans la Figure 18). A l’heure actuelle l’ordinateur
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le plus puissant est Thianhe-2 situé à l’Université nationale de technologie de la défense en
Chine. Cette machine atteint 33.8 PFlops 7 et les perspectives confirment l’arrivée d’une
première machine exaflopique (1018Flops) avant 2020.
Figure 18 – Évolution des super calculateurs. (Source : http ://www.top500.org)
Une machine telle que Tianhe-2 est hétérogène, composée de 3 120 000 cœurs de calculs
à savoir 32 000 processeurs Intel Ivy Bridge et de 48 000 Intel Xeon Phi. Cela donne 16 000
nœuds composés chacun de 2 processeurs Ivy Bridge à 12 coeurs cadencés à 2.2Ghz et
3 Intel Xeon Phi. Chaque nœud possède 64 Gigaoctets de mémoire avec 8 Gigaoctets
en plus par Xeon Phi. A la vue d’une telle machine deux points vont déterminer si une
application sera efficace sur ce type d’architecture :
1. l’équilibrage de charge. Le plafonnement de la puissance des unités de calcul provo-
cant leur multiplication (> 3 000 000 sur Tianhe-2) rend critique la répartition des
calculs. Des stratégies d’équilibrage de charge dynamique combinées aux nouveaux
paradigmes de programmation doivent être mises en place pour faire collaborer
l’ensemble des unités de calcul.
7. 1015 opérations à la virgule flottante par seconde
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2. le placement mémoire. Différents types de mémoires sont présentes avec une or-
ganisation hérarchique et des temps d’accès très variés. La localité des données
devient alors capitale pour prendre en compte la hiérarchie mémoire avec en plus
le coût des communications entre les nœuds.
3.1 Architecture des ordinateurs
La puissance des ordinateurs a été guidée par la loi de Moore qui stipule que la
densité de transistors sur les processeurs double tous les 18 mois. Mais comme on peut
l’observer sur la Figure 19, l’amélioration des temps d’accès aux opérandes en mémoire est
nettement plus lent que celui de traitement des opérandes. Par conséquent cela a nécessité
de travailler à l’amélioration du traitement des données par les processeurs pour masquer
cette différence.
L’une des premières idées est d’utiliser un pipeline en spécialisant des unités indépen-
dantes pour réaliser des instructions en parallèle. Ce parallélisme reste limité car l’exécu-
tion finale des instructions reste séquentielle sur les unités de calcul dédiées. Il s’exprime
sur le processeur avec des unités spécifiques pour le chargement d’instructions, d’autres
pour le décodage et encore d’autres pour l’exécution des opérations.
Ensuite avec l’amélioration de la finesse de gravure, de nombreuses optimisations ont
été rendues possibles en complexifiant les processeurs comme par exemple la prédiction
de branchement, mais c’est surtout le calcul vectoriel qui va guider les évolutions pour le
calcul hautes performances jusqu’à la fin des années 90. Ce premier pas vers le parallé-
lisme au niveau des données, permet d’effectuer une opération basique sur un ensemble
de données. Ce n’est que à partir de 2002 qu’une machine scalaire prend la tête du clas-
sement top500. Depuis, malgré la domination des machines scalaires celles-ci ont hérité
d’unités de calcul vectoriel avec les jeux d’instruction SSE, SSE2, puis AVX et AVX2 avec
dernièrement des registres jusqu’à 512 bits pour effectuer des opérations sur 8 doubles en
parallèle.
Au cours de ces développements, une des évolutions vers la parallélisation consiste à
utiliser plusieurs contextes sur une même unité de calcul (multithreading). L’idée de base
est qu’en utilisant plusieurs threads, le chargement des données est mieux recouvert en al-
ternant l’exécution des deux contextes. La solution actuelle chez INTEL d’Hyperthreading
se passe sans changement de contexte, on parle de Simultaneaous Multithreading. Cepen-
dant, pour les applications scientifiques possédant une forte intensité arithmétique les
threads qui partagent le même pipeline peuvent doublement saturer les unités de calcul
flottant et donc se faire concurrence. De plus, les applications ayant déjà des optimisa-
tions pour l’utilisation mémoire peuvent voir l’utilisation du cache dégradée par ce double
contexte. Par conséquent, peu de résultats probants ont été obtenus en utilisant le multi-
threading dans le secteur du calcul scientifique hautes performances [71].
Finalement, les progrès dans la finesse de gravure des processeurs combinés avec la
limitation de fréquence due à la barrière thermique ont poussé les constructeurs à multi-
plier les cœurs indépendants sur une même puce (Figure 20) pour permettre une exécution
parallèle avec un contexte privé à chaque cœur de calcul. Chaque cœur est ainsi indépen-
dant et possède des mémoires privées et d’autres partagées avec une gestion de cohérence
de cache comme nous le verrons dans la section 0.3.2.
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Figure 19 – Évolution en terme de performances de la capacité de calcul des processeurs
comparée à l’évolution de la rapidité des accès à la mémoire centrale (DRAM). (Source :
extremetech.com)
Enfin, dernière tendance qui complexifie les architectures (Figure 20), les construc-
teurs ont développé des accélérateurs spécifiques basés sur des architectures différentes
des processeurs généralistes pour augmenter de manière drastique la puissance de cal-
cul d’un nœud. Ces accélérateurs sont vus comme des co-processeurs dans le sens où ils
sont toujours couplés à un processeur généraliste. Parmi les différents accélérateurs, deux
modèles sont présents dans les calculateurs du top500. Les accélérateurs graphiques géné-
ralisés pour le calcul (GPGPU) et des co-processeurs Intel Xeon Phi. Ces cartes ont en
commun qu’elles utilisent leur propre mémoire. Comme il n’y a pas de cohérence entre la
mémoire du processeur et celle de l’accélérateur à l’heure actuelle, la charge incombe au
développeur de transférer et synchroniser les données entre les mémoires.
Enfin, parmi toutes ces nouvelles architectures émergentes, un dernier point intéressant
à observer est le ratio entre le nombre de calculs effectué par volume de données chargées.
En effet, le coût du chargement en mémoire est loin d’être négligeable par conséquent
l’utilisation des données c’est à dire le nombre d’opérations qui peut être effectué pour
chaque octet transféré depuis la mémoire est crucial. D’après la Figure 21, les accéléra-
teurs sont conçus pour le calcul intensif avec beaucoup plus d’unités de calcul même si
les nouveaux processeurs avec de plus en plus d’unités vectorielles améliorent ce ratio.
Cependant, ce ratio est important uniquement lorsque l’algorithme est écrit de manière à
limiter les transferts mémoire et à intensifier l’arithmétique pour chaque octet transféré.
Ainsi, pour assurer cette efficacité mémoire notamment avec l’incorporation de mémoires
cache, l’utilisation de techniques algorithmiques spécifiques doivent être considérés comme
nous allons le voir dans la section suivante.
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Figure 20 – Évolution du nombre d’unités de calcul par puce, avec les processeurs clas-
siques en bleu, puis les accélérateurs avec les GPU en vert et rouge et les Xeon Phi en
noir. (Source : extremetech.com)
3.2 Les caches et les techniques algorithmiques
Grâce à l’amélioration de la finesse de gravure des processeurs, la vitesse du traitement
des opérations a suivi une tendance linéaire pendant plus de 30 ans pour se stabiliser
autour de 3.5 GHz en se confrontant au problème de la dissipation thermique. Du côté
de la mémoire, l’augmentation de la densité des transistors induit une augmentation des
capacités en terme d’espace mais la performance au niveau des temps d’accès n’a jamais
pu suivre la même tendance comme on peut le lire sur le graphique de la Figure 19. De
plus comme nous venons de le voir la multiplication des cœurs a rendu ces accès mémoires
encore plus critiques.
Ces problèmes de performance pour les transferts entre la mémoire centrale et le
processeur, combiné à la multiplication des cœurs se traduit donc par l’apparition d’une
hiérarchie mémoire. De manière classique, nous trouvons 3 niveaux de caches. On parle de
hiérarchie mémoire tant pour les différentes tailles et vitesses d’accès que pour rappeler
que les données transitent par ces différents niveaux de cache avant d’être traitées par
les registres et unités de calcul. De manière à donner un ordre d’idée du rapport entre la
taille de mémoire et la latence d’accès, le Tableau 1 présente ce que l’on peut trouver dans
la littérature [100, 26]. Ainsi, si une donnée n’est pas présente dans le niveau de cache L1,
il nous faudra 65 cycles pour la rapatrier depuis la mémoire centrale ce qui implique une
pénalité de 60 cycles.
Depuis les années 90 et le décrochage entre la vitesse du processeur et la vitesse d’accès
mémoire, les recherches dans l’écriture d’algorithmes performants en mémoire ont été
florissantes [69, 50, 28]. Deux grands types de possibilités s’offrent aux développeurs pour
une utilisation efficace du cache, avec une attention particulière sur la localité temporelle
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Figure 21 – Évolution des capacités d’opération flottante (flop) par octet transféré.
(Source : extremetech.com)
Niveau mémoire Taille Latence
cache L1 32 Ko 4 cycles
cache L2 256 Ko 10 cycles
cache L3 25 Mo 40 cycles
RAM Infini 65 cycles
Table 1 – Caractéristiques d’une hiérarchie mémoire à 3 niveaux sur un nœud moderne
avec un processeur Intel Xeon.
et la localité spatiale des données.
— Pour la localité temporelle, le principe découle directement de l’organisation hié-
rarchique de la mémoire. Nous venons de voir qu’il y a un coût pour charger une
donnée de la mémoire centrale donc il faut utiliser cette donnée chargée tant qu’elle
se trouve dans le niveau de cache le plus proche des registres.
— Pour la localité spatiale, la sensibilité vient de la façon dont les données sont char-
gées. Lors du chargement d’une donnée c’est un bloc entier de données qui est
transféré, on parle de ligne de cache. Pour éviter des chargements coûteux l’algo-
rithme de gestion du cache, suppose que les accès aux données qui sont contiguës
d’une donnée a sont les plus probables. Il revient au développeur d’organiser sa
structure de données de telle sorte que l’organisation spatiale des données soit
cohérente avec leur utilisation.
Lorsqu’une donnée n’est pas présente dans le cache pour exécuter une opération, celle-
ci doit y être chargée. Cette opération est un défaut de cache. Ce chargement, comme
indiqué dans le tableau 1, prend un certain temps et donc par conséquent ralentit l’exé-
cution. On peut extraire trois catégories de défauts de cache :
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— Défaut initial : lorsque l’on accède à la donnée pour la toute première fois le char-
gement est inévitable ;
— Problème de taille : une donnée peut être éjectée du cache par l’algorithme de
remplacement pour des raisons de taille. Si trop de données sont chargées, selon les
algorithmes de remplacement, les données les moins utilisées ou les plus anciennes
sont remplacées ;
— Défaut par conflit : La ligne est remplacée suite au chargement d’autre banc mé-
moire qui entre en conflits du fait de la politique de "mapping" entre les niveaux
mémoire.
A cette liste s’ajoute aussi, les défauts de cache liés aux architectures multi-coeur.
En travaillant en parallèle, le défaut est provoqué pour garantir la cohérence mémoire.
Lorsqu’une donnée est modifiée par un thread, elle est invalidée dans les caches des autres
cœurs qui ont chargé la même ligne de cache. Cette mise à jour se fait donc avec le coût
d’un chargement d’une ligne de cache depuis la mémoire centrale. Le besoin de localité
spatiale est encore plus critique en parallèle.
Figure 22 – Évolution de la bande passante mémoire.
Un algorithme s’exécutant sur un ensemble de données peut donc être limité par
plusieurs facteurs. Pour mettre en relation ce que nous avons vu précédemment, nous
savons maintenant que les défauts de cache avec leur différentes origines sont une des
explications de l’inefficacité de l’application. De plus, la Figure 22 montre que la bande
passante mémoire ne s’améliore que très peu d’une génération de puce à l’autre, nous
comprenons qu’une attention particulière doit être portée au niveau algorithmique pour
optimiser l’utilisation des données. On peut être limité soit par la non localité des accès
mémoire soit par la non prédictibilité de ceux-ci. Ces problèmes se traitent de manière
différente comme nous allons le voir mais conduisent au final à prendre en considération
le coût des accès mémoire.
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3.2.1 Algorithmes efficaces en mémoire
Deux grands types d’approches permettent d’écrire des algorithmes efficaces sur cette
hiérarchie mémoire :
— Cache Aware. L’idée est de se baser sur la connaissance de l’architecture mémoire
pour développer des structures de données et des algorithmes efficaces. Pour cela,
il faut connaître à la fois la taille des données que l’on traite, les patterns d’accès
mais aussi la taille des différents niveaux mémoire de la machine. L’inconvénient
évident est de définir l’algorithme spécifiquement et uniquement pour un type de
machine. L’implémentation des BLAS (Basic Linear Algebra Subprograms) pour
le calcul matriciel bénéficie d’optimisation pour charger en mémoire des blocs de
taille adéquate. Ainsi à la compilation on prend en considération les spécificités de
l’architecture cible [66].
— Cache Oblivious. Ce modèle est plus générique dans le sens où la taille du cache
n’est pas directement considérée. Cependant il suppose une décomposition du tra-
vail différente et donc souvent plus complexe pour s’adapter à toutes les possibilités
de taille de cache. Une vision récursive de décomposition de l’algorithme est sou-
vent nécessaire pour arriver quelle que soit la machine à des tailles de données
adaptées qui rentreront dans le cache. Les travaux de Frigo [50] notamment sur la
FFT en sont une parfaite illustration.
L’écriture d’un algorithme dédié à une machine (Cache aware) sera toujours au moins
autant voir plus performant qu’un algorithme Cache Oblivious. Mais le coût lié à la
complexité du développement pour un unique type de machine cible doit être pris en
compte, en sachant qu’un algorithme Cache Oblivious peut obtenir des performances très
proches en étant bien développé.
Ces modèles peuvent se concrétiser à travers différentes techniques de développement
que nous allons aborder. On peut jouer au niveau de la structure de données, pour orga-
niser les données en mémoire afin que le chargement d’une ligne de cache soit utile pour
l’algorithme, mais aussi avec le pattern d’accès aux données pour mettre en adéquation
la structure de données avec le chargement du cache et l’utilisation des données.
3.2.2 Stockage mémoire des données
Chaque architecture (CPU, GPU, Xeon Phi) possède sa propre hiérarchie mémoire, sa
propre stratégie de chargement et de remplacement de lignes de caches. Cependant, malgré
leurs différences chacune nécessite des accès coalescents et cohérents où l’organisation des
données joue un rôle capital. Selon cette organisation en mémoire un algorithme peut
avoir des performances très variables.
Nous pouvons immédiatement distinguer deux façons de stocker les données en mé-
moire :
— Array of Structures (AOS). Les données sont stockées en mémoire sous forme
d’un tableau de structure (Figure 23a). Cette méthode peut être vue comme plus
proche de la pensée de l’utilisateur. Les données d’un type, comme par exemple le
type Nœud, sont groupées de manière contiguë dans la structure.
— Structures of Arrays (SOA). Cette structure de données (Figure 23b) vise à
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grouper de manière contiguë les mêmes données d’un type. Le type Nœud n’est
plus présent comme un bloc en mémoire mais un entrelacement des membres de
la structure. On trouve donc par exemple pour un ensemble de données de type
Nœud, les coordonnées en x contiguës puis celle en y puis celle en z.
x0 y0 z0 fx0 x1 y1 z1fy0 fz0 fx1 x2fy1 fz1 y2 z2 fx2 fy2
fz2
s t r u c t Noeud{
double x , y , z ;
double fx , fy , f z ;
}
(a) Structure de données où les nœuds sont organisés en tableau de structures.
x0 y0 z0 fx0x1 y1 z1 fy0 fz0fx1 fy1 fz1y2 z2 fx2x2 fy2
fz2
s t r u c t Noeuds{
double x [K] , y [K] , y [K] ;
double fx [K] , fy [K] , f z [K ] ;
}
(b) Structure de données où les nœuds sont organisés en structure de tableaux.
Figure 23 – Stockage des données en structure de tableaux ou tableaux de structures
pour des chargements optimisés du cache.
Pour illustrer les répercutions de ces deux concepts, prenons un exemple avec le type
Nœud pour l’écriture d’un algorithme afin de déplacer des nœuds dans une certaine di-
rection.
Considérons tout d’abord, une pseudo-interface pour accéder aux données quelque soit
la structure. Ainsi, que le stockage soit SOA ou AOS ; comme présenté dans Figure 24a
et Figure 24b, l’accès se fait de manière uniforme à travers l’interface. En utilisant cette
interface on masque à l’utilisateur l’implémentation de la structure de données sous-
jacente.
Nous considérons alors les Algorithme 1 et Algorithme 2. Pour ces deux algorithmes,
le but est le même puisqu’ils consistent à déplacer un nœud comme cela peut être fait lors
de la mise à jour des positions. Dans ce cas simple, nous pouvons noter deux choses.
Tout d’abord, les données ne sont utilisées qu’une seule fois donc il n’existe pas d’opti-
misations pour augmenter l’intensité arithmétique avec le ratio flop par transfert mémoire.
Deuxièmement, le type traité ici le Nœud est grandement simplifié en étant composé de
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double getX ( i ){
re turn noeuds [ i ] . x ;
}
(a) Implémentation pour une structure de type
tableau de structures (AOS).
double getX ( i ){
re turn noeuds . x [ i ] ;
}
(b) Implémentation pour une structure de type
structure de tableaux (SOA).
Figure 24 – Interface standard pour appeler et accéder aux données selon le stockage
mémoire : double getX(i).
peu de données membres. Cela n’est pas forcément le cas dans une simulation où les
données sont de taille bien plus grande et peuvent donc saturer plus vite les lignes de
cache.
Dans ce cadre là, nous voyons de suite que dans Algorithme 1, avec un stockage en
tableau de structure(AOS), le cache n’est pas bien utilisé. Non seulement, l’ensemble de la
structure Nœud est mise en cache, suite au défaut de cache initial, mais en plus l’écriture
de l’algorithme, décomposé en deux boucles entraîne le double de défauts au final. Le
fait de transférer les données par lignes de cache avec une organisation AOS entraîne le
transfert de données inutiles depuis la mémoire centrale comme par exemple les données
du vecteur force. Ce chargement favorise la saturation de la bande passante mémoire,
tout en remplissant le cache avec des données qui ne seront pas utilisées et augmente par
conséquent les défauts de cache de part la stratégie de remplacement.
Au contraire, un stockage sous forme de tableau de structure (SOA) minimise les
défauts de cache en chargeant uniquement des données utiles. En plus, la décomposition
en deux boucles n’a aucun impact puisque les données membres sont contiguës en mémoire.
On réduit aussi par la même occasion le volume de données transférées.
Dans Algorithme 2 plus uniforme en terme d’accès, là aussi, le format de stockage en
tableau de structure (AOS) implique des transferts inutiles de données dans les niveaux
de cache. Au contraire le format structure de tableau (SOA) s’en sort aussi bien que
précédemment en terme de défaut de cache et de volume de données chargées, moyennent
le nombre de lignes de cache pouvant être chargées par coeur (mémoire partagée) .
Algorithme 1 : Algorithme déplaçant un nœuds en X et en Z.
Données : double deltaXY Z [3], Noeuds_type noeuds
1 pour int i=0 ;int<NbNodes ;++i faire
2 noeuds.getX(i)+=deltaXY Z [0];
3 Traitement...;
4 pour int i=0 ;i<NbNodes ;++i faire
5 noeuds.getZ(i)+=deltaXY Z [2];
L’organisation des données en tableau de structures est plus intuitif pour le program-
meur que le modèle structure de tableau, mais cela rend la gestion pour le contrôleur
mémoire plus difficile. Nous avons notamment mis en évidence des chargements de lignes
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Algorithme 2 : Algorithme déplaçant un nœuds en accédant à la totalité des co-
ordonnées.
Données : double deltaXY Z [3], Noeuds_type noeuds
1 pour int i=0 ;i<NbNodes ;++i faire
2 noeuds.getX(i)+=deltaXY Z [0];
3 noeuds.getY(i)+=deltaXY Z [1];
4 noeuds.getZ(i)+=deltaXY Z [2];
de cache avec des données inutiles ou encore des lectures et écritures sur des données non
contiguës.
De plus, sur un maillage de dislocations l’interdépendance des données et surtout les
schémas (pattern) d’accès aux données s’avère plus compliqués qu’un simple algorithme
transversale tel que Algorithme 2. En effet, en DD les accès peuvent se faire de façon non
régulière, comme la recherche de voisins immédiats, ou de l’ensemble des voisins proches.
La saturation de la bande passante est alors encore plus critique pour la performance de
l’algorithme.
3.2.3 Diviser pour régner
Cette méthode est bien connue et employée à travers de nombreuses idées algorith-
miques [38] comme par exemple le tri fusion [91] qui consiste à découper une large structure
en sous blocs. L’objectif est de pouvoir travailler sur chaque sous bloc en le faisant tenir
au plus proche dans les niveaux de cache. Cette vision d’un algorithme entre dans la caté-
gorie Cache oblivious si le découpage est effectué de manière récursive jusqu’à obtenir des
blocs suffisamment petits pour entrer dans le cache et travailler efficacement en mémoire.
On sera dans la catégorie Cache aware si le découpage en bloc est manuel comme pour le
calcul matriciel où la taille des blocs est fixée.
De plus, la division d’une structure revêt un autre intérêt avec la possibilité de tra-
vailler localement sur les données contenues dans le cache. En effet, en découpant la
structure en sous ensembles on peut les gérer et les modifier comme une sous structure
indépendante. La cohérence de la structure de données est donc maintenue sans entraîner
de modification de la mémoire à l’échelle globale. Cette méthode de calcul par bloc est
très utilisée pour profiter de la hiérarchie mémoire mais doit souvent être accompagnée
de techniques pour mettre en relation la mémoire et la localité spatiale des données. En
effet, il faut notamment chercher à éviter les accès aléatoires en mémoire, qui limitent
l’algorithme par la bande passante. Cette cohérence spatiale est d’autant plus importante
pour la cohérence de cache dans les algorithmes parallèles avec les défauts liées aux false
sharing qui vont invalider des lignes de cache du fait du travail concurrent de plusieurs
threads sur des données proches en mémoire.
3.2.4 Organisation spatiale hiérarchique
Une structure de données peut être utilisée pour gérer l’organisation spatiale des don-
nées et donc pouvoir parcourir et accéder aux informations selon un nouvel ordre lié à
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la position dans le domaine de simulation. Ces structures hiérarchiques qui entrent aussi
directement dans l’idée présentée précédemment diviser pour régner sont souvent de type
arborescente. Dans ce cas, le découpage de l’espace peut prendre plusieurs formes comme
la grille régulière ou un R-Arbre avec la recherche de la boîte englobante minimum pour
chaque objets. Les différentes implémentations doivent prendre en compte le caractère
uniforme ou non de la distribution notamment pour des raisons de coût d’espace mé-
moire.
Finalement, ces découpages, indispensables pour la mise en place des algorithmes, ne
sont pas suffisants pour gérer à eux seuls la localité dans la gestion des données. L’utili-
sation de space filling curves [92] permet justement de stocker des données multidimen-
sionnelles comme des données spatiales 3D dans un espace unidimensionnel pour gérer
la localité de manière plus aisée. On trouve différentes implémentations de ces courbes
comme la Z-curve ou la courbe de Hilbert qui parcourent l’ensemble des cellules de l’espace
hiérarchisé en prenant en compte la proximité de ces cellules.
Finalement, une fois ces aspects algorithmiques considérés, il va falloir faire coopé-
rer les différentes unités de calcul en choisissant un ou une combinaison de modèles de
programmation.
3.3 Le parallélisme : Modèles de programmation
Avec la complexification des architectures et leur évolution perpétuelle, des paradigmes
et bibliothèques ont été développés pour pouvoir bénéficier au maximum de ces nouvelles
capacités de calcul à un niveau de programmation relativement haut niveau.
3.3.1 La logique de partage des données
Programmation mémoire partagée
On parle d’architecture à espace d’adressage global lorsque plusieurs cœurs de calcul
ont accès à une même zone mémoire. Ces cœurs de calcul sont utilisés de manière naturelle
à l’aide de threads qui sont des processus légers. Il s’agit d’un parallélisme à grain fin avec
dans la plupart des utilisations un parallélisme au niveau des données.
L’utilisation de ces threads est facilitée par plusieurs bibliothèques. Parmi les diffé-
rentes possibilités qui existent, nous pouvons noter le standard Posix Thread [108] qui
définit un ensemble de fonctions C bas niveau pour un contrôle très fin des threads. L’autre
référence est le standard OpenMP [22]. Mis au point par un consortium d’entreprises ac-
teur du calcul parallèle (IBM, AMD...) il permet notamment de masquer au programmeur
les détails de gestion des threads avec une approche par directives. Cependant, pour être
efficace il est important de considérer toute la hiérarchie de l’architecture tant au niveau
des cœurs, organisés par socket, qu’au niveau mémoire. Au niveau mémoire en particu-
lier, il faut bien sûr veiller à protéger les données pour maintenir leur cohérence lorsque
plusieurs threads mettent à jour des données partagées et veiller notamment sur les ar-
chitectures NUMA (Non Uniform Memory Access) moderne au placement de threads sur
les cœurs.
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Programmation mémoire distribuée
Pour les architectures à espace d’adressage disjoint, chaque processus est reconnu
comme étant indépendant en s’exécutant de manière concurrente et nécessite donc de
communiquer pour échanger des informations entre eux. Le modèle de passage de mes-
sage permet justement d’effectuer des communications en passant par le réseau. Il existe
différentes mises en œuvre du paradigme comme PVM (Parallel Virtual Machine) mais
nous citerons MPI [56] (Message Passing Interface) comme la norme de référence pour
le calcul scientifique. MPI identifie chaque processus avec un numéro unique et permet
d’effectuer des communications collectives ou point à point et des synchronisations entre
les processus d’un même communicateur. Il existe deux principaux challenges pour tirer
profit de ces architectures distribuées avec ce paradigme, à savoir, l’équilibrage de charge
entre les unités de calcul et la prise en compte des temps de communication entre plusieurs
nœuds puisque les données doivent passer par le réseau.
Ce modèle est considéré comme un parallélisme à gros grain, qui peut être combiné
avec un parallélisme à grain fin pour avoir un modèle hybride et utiliser au mieux les
ressources et spécificités de la machine notamment en réduisant le volume de communica-
tions. Différents ratios processus MPI/threads sont possibles selon les architectures mais
aussi selon les simulations où la décomposition en domaine peut avoir une influence très
variable.
On peut lancer uniquement des processus MPI, où chaque processus est placé sur un
cœur du processeur. Cela entraîne un surplus d’échange de messages mais à au moins
l’avantage de n’utiliser qu’un seul paradigme de programmation.
A l’inverse nous pouvons lancer un processus MPI par nœud et autant de threads
que de cœurs. De cette façon les échanges de message sont réduits au minimum, tout en
bénéficiant de la mémoire partagée au niveau des threads. Enfin, selon la complexité de
la machine, certains nœuds pouvant être composés d’une dizaine de sockets provoquant
de forts effets NUMA, il peut être intéressant de considérer la solution intermédiaire en
lançant par exemple un processus MPI par socket avec autant de threads que de cœurs
par socket.
Finalement, avec ces différents niveaux de parallélisme, et la spécificité de chaque ar-
chitecture, nous rencontrons différents modèles algorithmiques pour attaquer ces niveaux
de parallélisme.
3.3.2 Les modèles algorithmiques
Du côté de la programmation il existe plusieurs modèles pour exploiter le parallélisme
de la machine. Pour chaque modèle de programmation, une approche différente est utili-
sée et différents challenges doivent être relevés. Ainsi chaque modèle n’est pas adapté à
n’importe quel algorithme.
— SIMD pour Single Instruction Multiple Data : Cette approche est parfaitement
adaptée aux unités vectorielles et aux GPUs qui défendent cette idée de parallé-
lisme au niveau des données. Cette stratégie vise à exécuter sur toutes les unités
de calcul les mêmes instructions sur leurs données respectives. Elle implique une
synchronisation très forte et une grande régularité des calculs.
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— SPMD pour Single Program Multiple Data : Ce modèle implique que chaque pro-
cessus est indépendant et exécute le même programme. Il faut alors décomposer
les données entre chaque processus et les échanger explicitement pour maintenir
la cohérence globale de la simulation. Ce modèle est parfaitement adapté dans le
monde du calcul hautes performances aux architectures distribuées avec une mise
en œuvre à travers le standard MPI.
— Enfin, le parallélisme par tâches est en cours d’émergence. Le code décomposé en
tâches peut être vu comme un graphe (DAG Directed acyclic graph) où les nœuds
sont les tâches et les arêtes les dépendances de données entre les tâches. Ensuite il
faut le déployer sur l’architecture cible à travers des moteurs d’exécution spécialisés
ou avec les dernières évolutions du standard OpenMP. Ce modèle prouve de plus
en plus son efficacité notamment face à la complexification des plate-formes. Cette
programmation par tâche doit permettre un équilibrage dynamique de la charge
entre les différentes unités de calcul [2]. Les moteurs comme Charm++ [65] et
StarPU [9], permettent justement d’ordonnancer les tâches sur l’unité de calcul la
plus appropriée que ce soit un GPU, un Xeon Phi ou un cœur du CPU.
A la vue de ces modèles de programmation et de leur diversité au niveau de l’approche
du parallélisme, nous avons identifié différents challenges qu’un code moderne doit relever
pour réaliser des simulations de manière efficace en parallèle.
4 Les codes existants : capacités et limitations
Comme nous l’avons vu, la théorie des dislocations aura bientôt un siècle mais il faut
remonter aux années 1960 [45, 44] pour voir les premiers développements d’un code de
dynamique des dislocations en deux dimensions d’espace. Celui-ci permettait de modéli-
ser le mouvement d’une seule dislocation dans son unique plan de glissement. Il s’agissait
principalement de déterminer par la simulation la contrainte critique d’activation d’une
source de Frank-Read. Les codes suivants, toujours en deux dimensions se sont complexi-
fiés pour pouvoir étudier quelques phénomènes d’interactions entre plusieurs dislocations
avec par exemple les travaux d’Amodeo et Ghoniem [6, 53].
Les simulations 2d permettent de comprendre certains phénomènes de formation de
structures particulières, comme l’agrégation de dislocations (pile-up) au bord de grains sur
les polycristaux [79]. Cependant, ces simulations sont très limitées dans la compréhension
de phénomènes complexes liés aux interactions entre dislocations à courte portée. Une ex-
tension existe avec les codes "2.5d". Ce type de simulation prend en compte, à partir des
comportements obtenus par des simulations 3d, les phénomènes tels que la multiplication
de dislocations, la formation de jonctions, l’annihilation, la montée tout en restant dans
un espace à 2 dimensions, pour limiter le coût des calculs. Cette approche est utilisée pour
l’étude des joints de grain avec gestion du blocage, de la réflexion et de la transmission des
dislocations au bord du grain [54]. Ces simulations apportent un gain d’information par
rapport aux simulations 2d mais restent limitées par la simple hypothèse que l’ensemble
des dislocations sont considérées rectilignes infinies.
Ce n’est qu’au début des années 1990 qu’un premier code de DD en trois dimensions
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d’espace est développé. Il est écrit par Ladislas Kubin, Gilles Canova et Yves Brechet [21,
68], en considérant un modèle de discrétisation vis-coin. Depuis, avec l’engouement pour
la simulation multi-échelle, la DD placée à l’échelle mésoscopique connaît un fort essor et
l’on dénombre aujourd’hui une dizaine de codes 3d à travers le monde. Ce code précurseur,
qui prend le nom de Micromegas (mM ) a donné lieu à de nombreuses recherches dont
notamment la thèse de Benoît Devincre [31] à l’ONERA et celle de Ronan Madec [73]
pour une extension du modèle en type vis-mixte-coin.
En parallèle, Gilles Canova développe à l’Institut National Polytechnique de Grenoble,
une nouvelle branche appelée TRIDIS avec notamment les travaux de Marc Verdier [107]
et Marc Fivel [43] et en 2006 le travail de parallélisation de Shin [97]
Enfin, une dernière branche de ce même code originel, MobiDic, est actuellement
développée au CEA DAM par Ronan Madec. Le code est spécialisé pour les simulations
dans les matériaux BCC.
MicroMégas et Tridis dérivant du même code source, ils emploient à peu près les mêmes
algorithmes et stratégies de parallélisation. Le parallélisme est basé uniquement sur une
décomposition du domaine de simulation, en utilisant le paradigme MPI pour attribuer
un sous domaine par processus. Concernant les structures de données, une différence im-
portante entre MicroMégas et Tridis est l’utilisation pour l’un, de tableaux statiques qui
doivent être suffisamment grands pour supporter l’augmentation du nombre de segments
tandis que Tridis utilise une liste chaînée pour s’adapter à cette évolution. L’utilisation
d’un tableau statique pose notamment des problèmes de fragmentation avec la gestion
des trous lors de la suppression des segments, tout comme la liste chaînée avec une frag-
mentation des accès mémoire. Au niveau algorithmique, le calcul du champ de contrainte
est décomposé entre calcul du champ proche et celui du champ lointain. Pour le champ
lointain, la contrainte élastique de chaque cellule est approchée en son centre pour calculer
l’apport de cette contribution sur le centre des cellules cibles. En parallèle, ce calcul né-
cessite des communications de type ALLTOALL très coûteuses. Sous l’hypothèse d’une
évolution lente du champ lointain cette communication est effectuée seulement tous les n
pas de temps [97] tandis que le champ proche est calculé directement avec les 26 boîtes
voisines à chaque itération. Pour la gestion des modifications de la topologie, l’ensemble
des boîtes voisines d’un sous domaine est échangé pour synchroniser les modifications.
Cela engendre par conséquent un fort volume de communication. De plus, les domaines
doivent communiquer par vagues pour mettre à jour les informations, du fait de la dis-
crétisation vis-coin qui contraint les modifications entre deux processus partageant une
même ligne de dislocation afin de garder la correspondance. Ce modèle de communication
nécessite de forts points de synchronisation pour communiquer les modifications et pour
créer les correspondance avec les sous domaines voisins. La distribution de la charge entre
processus se fait en répartissant les boîtes utilisées pour le calcul du champ proche, les
segments étant affectés à ces boîtes. La répartition de ces boîtes est effectuée à l’initia-
lisation et peut être modifiée de manière limitée par la suite. Plusieurs découpages sont
possibles à l’initialisation [89]. Premièrement, la répartition peut se faire en précisant le
nombre de processus dans chaque direction de l’espace. Ce mode de découpage est notam-
ment limité par le fait que le nombre de processus par direction ne pourra pas évoluer.
Ainsi l’équilibrage ne peut pas être calibré finement pour chaque sous domaine selon le
déplacement des segments. Un deuxième mode de découpage est basé uniquement sur le
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nombre de processus. Dans ce cas là, les boîtes sont réparties de manière équitable entre
les processus pour distribuer au mieux l’espace de simulation. Ce mode de répartition est
limité par l’aspect hétérogène de la distribution des segments et aussi par la non prise
en compte du nombre de voisins pour les phases de communications. Dans MobiDic [89],
la scalabilité du code est démontrée jusqu’à 32 cœurs mais par la suite des limitations
apparaissent notamment à cause du déséquilibre de la charge par processus combiné au
mode de communication par vagues qui place les processus en attente.
Aux Etats-Unis, quelques années après ces premiers développements français, le mo-
dèle de discrétisation nodal se développe suite aux recherches de Robert Kukta [95]. Par
rapport à la discrétisation vis-coin, il offre une meilleure approximation de la courbure de
la ligne, avec moins de degrés de liberté, et surtout la formation de tous types de jonctions.
Parmi les diverses initiatives, nous pouvons citer le code propriétaire 3d PARANOID
(Parallel Nodal IBM Dislocation) développé par Klaus Schwarz [93] au Research Cen-
ter d’IBM à New York. Le code de Nasr Ghoniem écrit en 1999 est toujours développé
au Departement of Mechanical and Aerospace Engineering UCLA. Sa spécificité vient de
la discrétisation des lignes de dislocations par des splines cubiques qui permettent une
meilleure description de la géométrie avec cependant un coût de calcul plus élevé de par la
forme des fonctions de base. Le travail de parallélisation entrepris par Wang en 2006 [109]
est basé sur une décomposition du domaine de simulation avec l’utilisation uniquement
du paradigme MPI. Pour le calcul du champ de contrainte élastique une méthode avec
expansions multipôle de complexité O(N) est employée [109]. Pour décomposer le do-
maine, un arbre binaire est construit en séparant de manière récursive en deux partitions
égales le nombre de degrés de liberté. La distribution est basée sur un nombre de degré
de liberté maximum par processus avec la contrainte supplémentaire de grouper autant
que possible les degrés de liberté d’une même ligne dans le même sous domaine. Pour
maintenir l’équilibrage de charge, l’arbre est reconstruit toutes les 50 à 300 pas de temps.
Pour un cas avec 36 000 degrés de liberté une accélération de 44 est obtenue sur 60 coeurs.
Le code nodal développé à Karlsruhe par l’équipe de D. Weygand est parallélisé en
utilisant uniquement le paradigme OpenMP en mémoire partagée [111]. Le maillage des
dislocations est stocké dans une liste chaînée avec un mécanisme de lock pour permettre
l’insertion et la suppression dans les phases de remaillage en parallèle. Le calcul du champ
de force considère un calcul direct des interactions avec une complexité quadratique en
fonction du nombre de segments. Comme pour mM, le calcul complet, trop coûteux n’est
effectué que toutes les n itérations et seul le champ proche est mis à jour à chaque éva-
luation des forces. La vitesse des nœuds est calculée en résolvant le système linéaire par
une version parallèle du gradient conjugué. Ce calcul semble être le plus pénalisant dans
leur implémentation en ajoutant un assemblage global du système linéaire à chaque pas
de temps et des indirections coûteuses. Au final, leur développement est limité par les res-
sources disponibles sur un seul nœud en terme de mémoire et de puissance de calcul. Le
code atteint une accélération de 9.6 sur 16 coeurs d’un processeur XEON à 4 sockets [111].
Enfin le code ParaDiS pour Parallel Dilocation Simulator du Lawrence Livermore
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National Laboratory (LLNL) a été spécialement développé depuis 2002 pour atteindre
l’objectif de réaliser de manière quotidienne des simulations à très grande échelle en ex-
ploitant les ressources de calcul massives du LLNL. Paradis est le code de DD le plus
avancé en terme de calcul à grande échelle et depuis 2004 [16], il a démontré sa capa-
cité de passage à l’échelle sur 132 000 processeurs sur la machine BlueGene/L. A l’heure
actuelle, le code tourne de manière journalière sur 100 à 1000 cœurs et est le seul à at-
teindre 5% de déformation plastique [7]. Un rapport technique [8] ainsi qu’un livre [15],
présentent les différents aspects du code tant au niveau de la physique traitée que de la
parallélisation et le code est disponible en open source. Les nœuds sont stockés dans une
liste chaînée à l’intérieur de chaque domaine. A chaque itération les segments doivent être
assemblés à partir des informations contenues dans la structure Nœud, et stockés dans le
niveau le plus fin de la décomposition régulière de la boîte de simulation. Le parallélisme
est basé uniquement sur le paradigme MPI. Le domaine de simulation est découpé en
boîte par bissections successives dans chaque direction ce qui permet un équilibrage plus
souple pour chaque sous domaine. Ensuite, au cours de la simulation le découpage dans
les différentes directions est modifié pour maintenir une charge homogène. Le déséqui-
libre est mesuré par le temps d’attente aux points de synchronisation lors des échanges
de messages. Pour le calcul de la force, la méthode des multipôles rapides appliquée aux
dislocations est utilisée [8]. Pour le champ proche, les interactions directes sont calculées
analytiquement. Avec le rééquilibrage dynamique le niveau le plus fin de la décomposi-
tion évolue mais l’arbre pour l’algorithme FMM est statique avec les cellules réparties à
l’initialisation. Ce processus implique une forte phase de communication pour la première
étape de la FMM afin de transmettre les contributions des particules à la cellule et la
même chose pour la dernière étape en faisant redescendre les contributions du centre des
cellules aux segments. En basant le parallélisme sur une décomposition de domaines, une
des limitations les plus fortes est de maintenir la charge optimale pour chaque proces-
sus. Nous trouvons dans [8], que la meilleure scalabilité est atteinte pour une charge de
200 segments par cœur, ce qui contraint l’utilisation du code pour des calculateurs avec
des milliers de cœurs pour atteindre le million de segments. De plus, en partant avec de
faibles distributions pour obtenir une forte déformation, il est nécessaire de procéder par
CheckPoint-Restart fréquents. En effet, afin de permettre de garder la charge optimale
(' 200 segments par cœur) dès que la simulation grossit il faut allouer de nouvelles res-
sources pour pouvoir à nouveau distribuer de manière optimale la charge.
Finalement, un dernier projet Numodis, lancé en 2007 est issu initialement d’une
collaboration entre le CNRS et le CEA. Il vise à adopter le modèle de discrétisation
nodal et le langage de programmation C++ qui est adapté à la diversité des problèmes
traités en DD. Les objectifs du projet sont multiples, avec l’implémentation de différentes
cristallographies, des simulations de poly-cristaux, le couplage de code, l’introduction de
nouvelles interactions locales, l’utilisation du champs anisotrope, ou encore la gestion des
défauts d’irradiation. Au niveau conception, le code a validé la physique simulée à petite
échelle avec des comparaisons directes avec les simulations en MD [96], mais il n’est pas
destiné aux grandes simulations. Le code utilise une simple liste chaînée et est purement
séquentiel. Enfin, le calcul de force est complet et il faut assembler le système linéaire
global pour calculer la vitesse des nœuds.
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MicroMégas Karlsruhe Paradis Numodis
Modèle Vis-Coin-Mixte Nodal Nodal Nodal
Formalisme Éléments finis Éléments finis Éléments finis
Langage Fortran Fortran C C++
Calcul de
force
Méthode des
boîtes et cutoff
Calcul complet
et cutoff
Méthode multi-
pôle rapides
Calcul complet
Calcul de
vitesse
Calcul local Assemblage
complet
Assemblage lo-
cal
Assemblage
complet
Structure
de données
Tableau avec
indexation
dans les boîtes
Liste chaînée
avec indexation
dans les boîtes
Liste chaînée
avec indexation
dans les boîtes
Liste chaîné avec
indexation dans
les boîtes
Parallélisme
thread
Non Oui Non Non
Parallélisme
distribué
MPI Non MPI Non
Équilibrage Dynamique
uniforme
Inexistant Dynamique
non uniforme
et Octree
statique
Inexistant
Table 2 – Récapitulatif des caractéristiques des codes.
La diversité des codes et des implémentations présentées dans le tableau 2 révèle bien
le dynamisme de cette thématique de recherche. Comme précisé en introduction, l’ins-
cription de la DD dans le processus multi-échelle est un challenge et pour le moment
aucun code à lui seul ne permet d’aborder tous les aspects de ce type de simulation à
l’échelle mésoscopique. Ainsi, le domaine est en perpétuelle évolution sur de nombreux
fronts. La physique change avec l’introduction de nouvelles lois de mobilité, la prise en
compte du champ de contrainte anisotrope afin que l’erreur commise par la simulation
soit de plus en plus faible. Sur un plan numérique l’amélioration des méthodes d’approxi-
mation du champ de contrainte élastique grâce à de nouvelles méthodes d’interpolation,
de nouveaux algorithmes pour détecter les collisions réduit de manière intrinsèque le coût
des simulations. Enfin, sur le plan du calcul intensif, la prise en compte des évolutions des
architectures de calcul, avec la hiérarchie mémoire, le calcul vectoriel, le calcul parallèle en
mémoire partagée et en mémoire distribuée doivent permettre d’entreprendre des études
à plus grande échelle.
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5 Positionnement
Pour positionner ce travail nous devons prendre en compte l’évolution de la recherche
en dynamique des dislocations et la genèse du projet Numodis. La plus grande limitation
aux développements de simulation en dynamique des dislocations vient d’une part du
coût des calculs associé à une évolution dynamique du système, et d’autre part de la
diversité des caractéristiques physiques à intégrer à la simulation pour appréhender tous
les phénomènes liés au mouvement des dislocations.
— Pour le challenge lié au coût des calculs, de nombreux travaux ont été entrepris
pour diminuer cette pénalité. Dans un premier temps, les évolutions purement
matérielles en terme de puissance de processeurs et d’optimisation de compilateurs
ont permis d’obtenir de meilleurs modèles 2D puis 3D mais ce sont surtout des
améliorations algorithmiques comme le développement de méthodes FMM, qui ont
offert la possibilité d’appréhender de nouveaux aspects avec notamment l’étude
du comportement à grande échelle des dislocations. Enfin, l’écriture d’algorithmes
parallèles a permis d’atteindre une échelle de grain de l’ordre du micromètre avec
des densités de dislocations réalistes.
— Pour ce qui est de la diversité des problèmes physiques comme la gestion des joints
de grain, des différentes cristallographies, des fautes d’empilement, des phénomènes
thermiquement activés, il en résulte une toute aussi grande diversité de codes qui
répondent spécifiquement à quelques-uns de ces problèmes.
Dans ce contexte en évolution, vient en 2007 le projet NumoDis suite à deux constats.
D’un côté, les limites du modèle de discrétisation vis-coin de TRIDIS qui a les désavantages
d’un développement de plus de 15 ans mais surtout de l’autre côté, les nouvelles possibi-
lités des simulations de type nodale ainsi que les promesses des nouveaux paradigmes de
programmation pour exploiter les machines hétérogènes massivement parallèles.
L’idée lors du lancement de Numodis n’est pas de créer un nieme code de dynamique
des dislocations mais plutôt de démarrer un projet visant à agréger les dernières avancées
dans le domaine, tout en rendant le code open source et suffisamment modulaire pour
bénéficier d’un développement collaboratif. Ce projet se devait aussi d’avoir une vision
pour l’avenir notamment pour s’adapter aux nouvelles architectures de calcul. C’est donc
dans ce cadre là que démarre en 2010 le projet OptiDis soutenu par l’ANR COSINUS.
Ce programme qui touche à sa fin avec cette thèse, a produit un nouveau code (baptisé
ici OptiDis) qui n’est autre que le développement de NumoDis, adapté pour le calcul
massivement parallèle. Pour cela trois axes ont été priorisés :
1. l’écriture et l’optimisation d’algorithmes efficaces réduisant intrinsèquement la quan-
tité de calculs par des améliorations de complexité d’algorithmique. On pense no-
tamment à l’utilisation de la méthode de multipôles rapide, des optimisations pour
le calcul des intersections, et l’adaptation du schéma de calcul de vitesse purement
local tel qu’il est proposé dans Paradis.
2. des développements informatiques pour exploiter de manière performante les ar-
chitectures de calcul modernes, avec deux priorités. D’un côté, des développements
de structures de données ad-hoc, bien adaptées à la dynamiques des dislocations
tenant compte des hiérarchies mémoire, et des spécificités algorithmiques. Et d’un
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autre côté, des développements pour la parallélisation afin d’exploiter les systèmes
de calcul de plus en plus massifs et hétérogènes.
3. Enfin la conclusion du projet est la réalisation de simulations à grandes échelles
pour se confronter à l’expérience. Le challenge cible consiste à simuler la formation
de bandes claires dans le zirconium irradié. Comme cela à pu être dit, l’applica-
tion industrielle immédiate permettra de démarrer de nouvelles recherches afin de
définir des lois de vieillissement pour les matériaux et ainsi permettre d’allonger
éventuellement la durée de vie des assemblages de combustibles dans les centrales
nucléaires.
OptiDis
Source: Serra and Bacon
Source: X.J Shi (NumoDis)
Source: OptiDis
Figure 25 – Transition vers les simulations à grande échelle avec le projet OptiDis.
NumoDis est un outil, depuis sa conception, orienté pour la communauté des cher-
cheurs afin de permettre des avancées en travaillant sur un code intégrant de très nom-
breux développements. Il est écrit avec un design modulaire pour faciliter l’intégration
de nouvelles contributions. Il est aussi pensé comme un outil à visée éducative avec un
ensemble de tests et autres outils de visualisations pour pouvoir transmettre par l’expéri-
mentation numérique la théorie liée aux dislocations et initier les chercheurs de demain.
Cependant, lorsque qu’un code aussi complet et complexe (plus de 100 000 lignes de
codes) est développé sans penser au calcul hautes performances, l’évolution vers ces ar-
chitectures entraîne d’importantes modifications structurelles. En l’occurrence, avant de
démarrer le projet les jalons avaient bien été posés et il était indispensable que ce tra-
vail orienté algorithmique parallèle et grands challenges se déroule conjointement avec le
travail d’un numéricien. Ainsi, mon travail qui s’adresse directement aux problèmes du
passage à l’échelle, a pu se confronter aux grandes simulations suite aux contributions de
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Pierre Blanchard avec le développement d’un noyau performant pour le calcul du champ
de contrainte élastique par la méthode des multipôles rapides (FMM). La base du projet
OptiDis, était de créer une collaboration entre les instigateurs du projet NumoDis, et
Inria (équipe HiePACS), pour les compétences en calcul parallèle et l’intégration de la
bibliothèque ScalFMM avec la méthode des multipôles rapide. Cette bibliothèque est la
pièce maîtresse de la simulation puisque environ 85% du temps de calcul est passé dans
l’algorithme de calcul du champ de force. Il a donc fallu intégrer ScalFMM puis refor-
muler l’ensemble des structures de données et des algorithmes autour de cette nouvelle
composante pour permettre d’atteindre les grandes simulations.
Dans le suite du document Chapitre 1, nous présentons les contributions apportées au
code originel Numodis, avec tout d’abord les développements du code en proposant des
solutions algorithmiques pour permettre le passage à l’échelle en partant des algorithmes
de Numodis. Après avoir introduit la bibliothèque ScalFMM, nous détaillerons plus préci-
sément les modifications algorithmiques employées pour faire face aux problèmes soulevés,
par le calcul du champs de force, la détection des collisions, le schéma de discrétisation
en temps et l’adaptation de la topologie au déplacement des dislocations.
Dans le chapitre suivant Chapitre 2, nous présenterons les structures de données uti-
lisées et leur intégration dans les différentes étapes de l’algorithme. Ces structures qui
doivent s’imbriquer dans un ensemble hétéroclite d’étapes (calcul de force, calcul de colli-
sion et opérations discrètes), et doivent donc notamment associer deux opérations diamé-
tralement opposées. La structure doit permettre de réaliser de manière optimale du calcul
intensif avec des accès contigus et cohérents en mémoire, tout en s’adaptant à la modifi-
cation perpétuelle du réseau de dislocations à chaque itération, le tout en parallèle. Nous
présenterons les principes de l’implémentation de ces structures, leur intégration avec la
décomposition hiérarchique de ScalFMM et l’ensemble des algorithmes pour manipuler la
structure, en nous focalisant sur la correspondance entre la localité spatiale des données
et localité en mémoire.
Ensuite Chapitre 3, nous exposerons les problèmes et les solutions pour que le code
bénéficie d’un parallélisme hybride performant malgré le dynamisme du système. D’un
côté un parallélisme en mémoire partagée, pour bénéficier tant du calcul vectoriel que de
l’ensemble des cœurs d’un même nœud, avec une programmation par tâche OpenMP et un
mécanisme de liste chaînée sans interblocage adapté aux algorithmes de DD. Un premier
niveau auquel nous ajoutons un parallélisme en mémoire distribuée basé sur la décomposi-
tion du domaine de simulation selon la courbe de Morton avec l’ensemble des modifications
algorithmiques induites et un mécanisme d’équilibrage de charge dynamique.
Enfin, dans la dernière partie Chapitre 4 dédiée aux résultats, nous présenterons les
performances du code sur les différents algorithmes dans leur version parallèle et nous
confronterons les développements avec la simulation à grande échelle notamment avec le
mécanisme de formation de bandes claires sur un matériau irradié.
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Une partie conséquente de ce travail de thèse a été consacrée aux développements
algorithmiques avec l’idée de faire d’OptiDis non pas un projet de recherche pour le
calcul massivement parallèle, mais aussi d’apporter une structure modulaire, évolutive et
pérenne pour la recherche en dynamique des dislocations. Pour cela la base de travail de
Numodis, avec ses quatre années de développement a été reprise. L’orientation du code
développé en C++ a été confirmée et de nombreux choix dans l’architecture du code ont
aussi été validés. Cependant avec l’idée de s’orienter vers les grandes simulations, certains
choix algorithmiques ont dû être modifiés avec notamment l’intégration de deux nouvelles
perspectives.
Tout d’abord, NumoDis est un code séquentiel avec une vision globale des lignes de
dislocations ce qui est peu compatible avec l’objectif de réaliser de larges simulations en
parallèle. Chaque ligne de dislocation, allant d’un nœud physique à un autre, est stockée
dans une liste chaînée et les nœuds de chaque ligne sont eux aussi stockés dans une liste.
Dans le cadre d’une parallélisation par décomposition de domaine une telle structure est
difficilement maintenable à un coût raisonnable ainsi que la vision par ligne des disloca-
tions. Une première modification fondamentale du code est la suppression de la notion de
ligne qui est remplacée par une vision de maillage de type éléments finis avec des nœuds,
des segments et des interconnexions entre segments voisins. Cette modification prend no-
tamment toute son importance pour les algorithmes de remaillage avec uniquement un
parcours par segment.
Le second point qui dirige tout ce travail concerne l’utilisation de la méthode des mul-
tipôles rapide (Fast Multipole Method - FMM) pour calculer le champ de force élastique.
Comme introduit précédemment, l’équipe HiePACS s’est positionnée sur ce sujet depuis
les travaux de Pierre Fortin [46] pour développer une bibliothèque générique, ScalFMM,
pour la méthode des multipôles rapide en parallèle [2]. Le calcul du champ de force repré-
sentant plus de 85% du temps de la simulation, l’optimisation de ce calcul est donc une
étape importante pour la réussite du projet.
Dans ce chapitre nous allons introduire le fonctionnement de la FMM et de la biblio-
thèque ScalFMM pour comprendre son intégration dans le code, tout en introduisant
l’ajout inhérent à la bibliothèque, d’un découpage hiérarchique de l’espace par un octree,
et l’indexation de cette décomposition de l’espace par une courbe de Morton.
1.1 Intégration de ScalFMM dans OptiDis
Comme introduit dans la Section 1.1.1 lors de la description de l’algorithme du calcul
du champ élastique, la DD entre typiquement dans le cadre des problèmes à N-corps où
chaque interaction met en jeu une paire parmi les N-corps du système. Chercher la solution
du système consiste donc à calculer les N2 interactions à chaque itération. Ces problèmes
à N-corps sont fréquemment rencontrés dans la simulation numérique comme par exemple
en astrophysique avec les interactions gravitationnelles ou en dynamique moléculaire. Dans
ces domaines, il est trop coûteux de réaliser des simulations sur de grands systèmes, c’est
pourquoi la recherche s’est penchée sur ces problèmes et deux aspects importants ont été
relevés :
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— Pour la plupart des systèmes, le principe d’interaction réciproque (3ième loi de
Newton) s’applique. Pour 2 particules A et B nous pouvons écrire que la force
FA→B = −FB→A. On évalue donc en une seule fois l’interaction de A vers B ou
celle de B vers A, divisant ainsi par deux le nombre d’opérations.
— Sur ces systèmes, le potentiel d’interaction agit à longue portée mais il décroît
lorsque la distance entre les particules augmente. On a donc lim
‖ ~AB‖→∞
FA→B = 0.
L’idée de base de la méthode des multipôles rapide est de séparer le champ proche et
le champ lointain. Il s’agit d’un algorithme hiérarchique qui repose sur un découpage de
l’espace à l’aide d’un octree pour les espaces en trois dimensions. Le découpage se fait
en divisant l’espace de manière récursive en deux dans toutes les directions pour former
un découpage régulier en boîtes cubiques. Le processus est reconduit sur chaque fils pour
obtenir un arbre avec des connexions père/fils, où le dernier niveau correspond aux feuilles,
tandis que tout nœud ayant un fils est une cellule. La racine de l’arbre correspond à la
totalité de la boîte de simulation qui doit être cubique en 3d (cf. représentation en 2d
Figure 1.1). La construction de l’octree nécessite seulement de définir la hauteurH et pour
un arbre complet celui-ci contient 8H feuilles. Dans ScalFMM, l’arbre est construit avec
des indirections, [24], pour n’avoir à allouer de l’espace mémoire que pour les sections de
l’arbre contenant des segments des dislocations ce qui présente un gain mémoire important
pour les distributions hétérogènes comme en DD.
Figure 1.1 – Réprésentation d’un quadtree dans un espace 2d, avec la correspondance
sur le domaine de simulation associé.
Figure 1.2 – Exemple de construction de l’indice de Morton sur un quadtree de hauteur
2. (Source [46]
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Pour permettre un stockage et un parcours efficace de toutes ces feuilles et cellules
ScalFMM utilise la numérotation de Morton. Cette indexage permet de représenter dans
une structure de données à une seule dimension, les segments distribués dans un espace
en trois dimensions. Les indices de Morton se construisent relativement facilement par
décalage de bits à partir du premier niveau comme indiqué dans la Figure 1.2. Cette
courbe de Morton permet de prendre en compte la localité des données en construisant
des clusters groupés. Cependant, la localité n’est pas parfaite puisque la transition entre
deux niveaux dans l’arbre n’est pas toujours continue et entraîne un saut dans le domaine
de simulation.
La FMM, pour l’introduire brièvement, repose sur des développements calculés dans
les cellules en suivant le découpage en octants (huit sous cubes). L’algorithme pour évaluer
le champ lointain se décompose en deux phases avec une phase de montée dans l’arbre et
une phase de descente. Deux types de développements sont construits : les développements
locaux et les développements multipôles. Les développements multipôles sont construits à
partir des feuilles et ils représentent le champ de contrainte dû aux segments d’une cellule
dans les cellules "cibles" puis ils sont translatés aux niveaux supérieurs. Enfin, ils sont
convertis en développements locaux permettant de déterminer le champ dû aux segments
"éloignés" d’une cellule cible. Finalement, ces derniers sont translatés vers les fils jusqu’aux
feuilles pour être évalués sur chaque segment.
Root
Leaves
More levels
P2P
M2L
M2M/L2L
Figure 1.3 – Les différentes étapes lors de l’exécution de l’algorithme FMM avec le calcul
local au niveau des feuilles (P2P), les phases de montée et de descente (M2M/L2L) et les
phases de transfert (M2L).
L’algorithme de la FMM peut être décomposé en plusieurs opérateurs comme présenté
sur la Figure 1.3. Nous introduisons ici chacun d’entre eux :
— P2M (Particle to multipole) calcule le développement multipôlaire à partir des
segments contenus dans une feuille ;
— M2M (Multipole to Multipole) translate le développement multipôlaire des cellules
filles vers la cellule père ;
— M2L (Multipole to Local) convertit un développement multipôlaire en développe-
ment local ;
— L2L (Local to Local) translate le développement local d’une cellule père vers les
cellules filles ;
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— L2P (Local to Particle) applique la contribution du champ lointain sur chacun des
segments ;
— P2P (Particle to Particle), cet opérateur effectue le calcul direct entre les segments
d’une boîte avec les cellules voisines.
Parmi tous ces opérateurs, le coût de la FMM est principalement dû aux opérateurs
M2L et P2P. Il faut donc choisir la hauteur de l’arbre pour que le calcul du champ proche
(P2P) soit équilibré avec le calcul du champ lointain. Tant dans la construction de l’arbre
que dans le déroulement de l’algorithme, il faut prendre en compte la distribution des par-
ticules. Une distribution uniforme permet notamment d’ajuster relativement facilement
le coût du calcul entre le champ proche et le champ lointain, tout en sachant que l’arbre
sera quasi-complet donc peu d’optimisations sont possibles en terme d’espace mémoire. Si
la distribution est non uniforme, il devient nettement plus difficile d’obtenir cet équilibre,
aussi d’autres stratégies doivent être mises en place pour sauver de l’espace mémoire et
des calculs inutiles sur les zones vides du domaine.
ScalFMM est la brique de base de l’évolution depuis NumoDis vers OptiDis. Nous al-
lons maintenant présenter comment nous avons fait évoluer les différents algorithmes pour
d’une part intégrer ScalFMM et d’autre part optimiser les performances des simulations
de DD.
1.1.1 Optimisation du calcul de forces
Le calcul du champ de force est la partie coûteuse dans un code de dynamique des
dislocations et il existe différentes méthodes pour le réaliser en générant des approxima-
tions plus ou moins grandes. Le calcul direct est une solution inenvisageable dès lors que
le système comprend quelques milliers de segments. Comme le montre la Figure 1.4 le
calcul est quadratique et il domine largement le temps d’une itération passant au delà
de la minute à partir de 9 000 segments, soit plus d’un mois de calcul pour 50 000 pas
de temps. Pour les petites simulations comme en réalise Numodis lors des comparaisons
avec la MD, il est possible d’effectuer le calcul du champ élastique sans employer des mé-
thodes complexes ; voire même, comme cela a été publié par Fitzgerald [42] en utilisant
les accélérateurs GPU pour permettre des simulations à quelques milliers de segments.
1.1.1.1 FMM à travers ScalFMM
Pour réaliser de grandes simulations, la méthode hiérarchique que nous utilisons est la
méthode des multipôles rapide à travers le moteur ScalFMM. Pour les méthodes FMM,
plusieurs formulations ont été écrites dans le noyau élastique des dislocations. La for-
mulation initiale de ParaDis [8] est basée sur des développements en séries de Taylor.
Par la suite plusieurs autres formulations sont apparues. Avec le travail de Pierre Blan-
chard, doctorant dans l’équipe, une approche générique de la FMM par des méthodes
d’interpolation basées tout d’abord sur les polynômes de Chebychev puis sur une grille
de points régulièrement espacés ont pu être intégrées à notre code. Ces développements
sont en dehors du cadre de cette thèse mais nous pouvons tout de même souligner que
cette dernière formulation, la plus performante, permet notamment d’interpoler finement
la contribution d’un segment à cheval sur deux boîtes.
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Figure 1.4 – Évolution du coût du calcul direct en fonction du nombre de segments dans
la boîte. L’approximation polynomiale est associée y(x) = 6.55 10−7 x2− 0.0052x+ 32.87.
Les segments peuvent appartenir à plusieurs feuilles, la séparation entre le champ
proche et le champ lointain n’est plus exacte. Cette formulation par interpolation ajoute
la notion de boîtes étendues pour un contrôle plus fin de l’erreur. En interpolant les seg-
ments dépassants la feuille, sur une grille uniforme nous sommes capables de contrôler
cette erreur à condition que le débordement ne soit pas supérieur à une certaine limite. Un
segment est alors affecté à une seule et unique feuille étendue. Pour contrôler le déborde-
ment nous affectons le segment par son point milieu et non plus par une extrémité. Ainsi,
il existe une relation entre la taille du segment et la taille de la feuille le contenant. Cela
implique que nous ne pouvons pas choisir une hauteur maximums d’arbre sans prendre
en considération la discrétisation des segments et la taille du domaine de simulation.
XXXXXXXXXXXXXX
Densité
boucles/m3
Côte (Å)
103 1, 5.103 2.103
Nb boucles/Nb Segments Nb boucles/Nb Segments Nb boucles/Nb Segments
1.1020 94/1 128 324/3 888 776/9 312
5.1020 470/5 640 1 620/19 440 3 880/46 560
1.1021 941/11 292 3 240/38 880 7 760/93 120
5.1021 4 703/56 436 16 202/194 424 38 800/465 600
1.1022 9 406/112 872 32 405/388 860 77 600/931 200
5.1022 47 031/564 372 162 024/1 944 288 388 001/4 656 012
1.1023 94 061/1 128 732 324 047/3 888 564 776 003/23 275 000
Table 1.1 – Nombre de boucles d’irradiation et nombre de segments obtenus selon la
densité(boucles/m3) et le volume de la boîte cubique dont la longueur côté est donnée,
pour des segments discrétisés à 45Å (12 segments/boucle).
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Le coût de la FMM est incompressible mais il faut cependant calibrer l’algorithme pour
que celui-ci soit le plus efficace possible. Toute l’analyse de notre implémentation menée
ici est purement séquentielle. Nous utilisons une configuration, avec une augmentation
de la densité de boucles d’irradiation dans un grain cubique de zirconium comme indiqué
dans le Tableau 1.1. Nous choisissons ici, de faire une étude jusqu’à une densité réaliste de
5.1022 boucle/m−3, soit 1 000 000 de segments dans un cube de 12µm−3, ce qui correspond
à l’état de l’art en terme de simulation de DD. Dans un premier temps, nous pouvons
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(a) Temps du calcul de la force (FMM) comparé au temps d’une itération complète.
Hauteur de l’octree H = 4 (4 096 feuilles maximum).
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(b) Temps du calcul de la force (FMM) comparé au temps d’une itération complète.
Hauteur de l’octree H = 6 (262 144 feuilles maximum).
Figure 1.5 – Importance du coût de calcul de la force (FMM) sur le coût d’une itération
complète.
observer dans la Figure 1.5a et la Figure 1.5b le comportement de la simulation lors du
calcul du champs élastique en fonction du nombre de segments et de la hauteur de l’arbre,
respectivement H = 4 et H = 6. Dans un cas idéal, le temps total de la simulation croît
de manière linéaire avec l’augmentation du nombre de segments du fait de la complexité
de la FMM en O(N). Puisque l’itération est gouvernée par le calcul du champ de force, le
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comportement linéaire optimal que nous observons pour la Figure 1.5b avec une hauteur 6
jusqu’à 1 000 000 de segments, s’explique par un bon équilibrage du coût calculatoire entre
le champ proche et le champ lointain. Quelque soit la hauteur, à partir d’une certaine
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Figure 1.6 – Évolution du nombre de feuilles allouées selon la hauteur de l’arbre pour un
cas homogène de boucles de dislocations induites par irradiation sur un cube de zirconium.
densité de segments répartis de manière homogène dans le grain, les feuilles vont être
saturées. A partir de là, le calcul du champ proche qui reste quadratique avec les feuilles
voisines va dominer le calcul comme le montre le temps de calcul pour une hauteur 4 dans
la Figure 1.5a. Cela est confirmé en regardant la Figure 1.9 qui présente le remplissage
des feuilles selon la densité de défauts. On constate que seul l’octree avec une hauteur
de 6 parvient à absorber la charge en allouant de nouvelles feuilles et donc en limitant le
coût du champ proche. A l’inverse pour une trop grande hauteur à partir de 7, le calcul de
champ lointain domine le coût de l’algorithme et la contribution du champ proche devient
minimale.
Au final, une fois le choix de la profondeur de l’arbre effectué, puisque le calcul du
champ lointain est incompressible et dépend uniquement de la méthode choisie ainsi que
de sa précision, nous pouvons alors paramétrer la fréquence de mise à jour du champ
lointain en couplant le calcul FMM avec un calcul uniquement sur les voisins directs (i.e.
champ proche) à chaque itération. Cette optimisation additionnelle est détaillée dans la
section suivante.
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1.1.1.2 Une méthode couplée adaptative
Pour réduire le coût de calcul des forces nous couplons la FMM avec une méthode de
rayon de coupure ou Cutoff method. Comme le champ élastique est décroissant en 1
r
, la
majeure partie du potentiel agissant sur une nœud provient des segments les plus proches.
Il faut alors déterminer un rayon de coupure rc pour que toutes les contributions éloignées,
telles r > rc soient ignorées. Dans la pratique avec le découpage hiérarchique régulier de
l’octree, rc n’a pas besoin d’être déterminé explicitement. Nous considérons les voisins
directs de la feuille cible comme montré sur la Figure 1.7 soit les 26 feuilles voisines dans
notre domaine 3d. La longueur du rayon de coupure dépend donc de la taille de la boîte
de simulation et de la hauteur de l’arbre. Lorsque le rayon de coupure est trop petit et/ou
Figure 1.7 – Découpage de l’espace, le cube bleu avec les arêtes noires interagit avec les
26 (33− 1) cubes aux arêtes rouges, au delà les contributions dans les cubes verts ne sont
pas considérées.
la distribution est très hétérogène, utiliser uniquement cette méthode de rayon de coupure
amène à négliger beaucoup de contributions et donc introduit une forte approximation
dans le calcul de force. Typiquement, des actions fortes de répulsion ou d’attraction entre
deux segments très proches ne se produiront pas de la même façon en prenant en compte
la contrainte élastique exercée par la totalité du réseau de dislocations.
La solution que nous adoptons est d’utiliser un processus adaptatif visant à moyenner
le coût du calcul FMM global et l’erreur générée par l’approche avec le rayon de coupure.
Nous calculons avec la FMM les contributions venant des boîtes lointaines tous les n pas
de temps et nous appliquons le même champ lointain sur les n itérations suivantes. Comme
la simulation est très dynamique, cette méthode doit donc être bien calibrée en adaptant
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dynamiquement la fréquence, n, du calcul FMM pour ne pas engendrer une erreur trop
importante. Pour évaluer l’erreur nous mesurons la variation entre le champ lointain que
l’on vient de calculer (itération nc) et celui calculé à l’itération nc−n. Pour cela à chaque
nœud on mesure la variation du champ lointain : Vf = ||F ncf || − ||F nc−nf ||. Cette variation
est ensuite moyennée sur l’ensemble des nœuds du maillage. Si la variation est supérieure
à un seuil de tolérance, la fréquence du calcul FMM est réduite pour améliorer la précision
du calcul (n = n×0.8). Si le champ lointain n’a pas évolué le calcul FMM est effectué moins
fréquemment en augmentant n (n = n × 1.2 + 1). Le choix du facteur d’incrémentation
est empirique et permet de suivre l’évolution du calcul.
Par exemple, dans les cas avec une contrainte appliquée forte entraînant une variation
rapide du champ lointain et avec une distribution très hétérogène des segments, le calcul
FMM complet est effectué à chaque itération (n = 1). Il faut attendre l’homogénéisation
de la distribution sur tout le domaine de simulation avec le phénomène d’écrouissage pour
avoir une évolution plus lente du champ lointain et pouvoir augmenter la fréquence.
De plus, pour chaque nœud la contribution du champ lointain Cf par rapport à la
contrainte globale est mesurée.
Cf =
N∑
i=0
F tf (i)
F tapp(i) + F tel(i) + F tcore(i)
.
où pour chaque nœud i, Ff (i) est la contribution du champ lointain, Fapp(i) la force
appliquée, Fel(i) la force élastique et Fcore(i) le force de coeur.
Plus cette contribution est importante plus la fréquence n est réduite pour diminuer
l’erreur sur le champ global. Les simulations suivantes (Figure 1.8) montrent que, au cas
par cas et durant une même simulation, le scénario est très différent. Il faut alors bien
régler la sensibilité de l’algorithme pour adapter la fréquence de calcul du champ de force
complet.
Les courbes de la Figure 1.8 montrent l’évolution de la contribution moyenne du champ
lointain sur les nœuds. On constate que selon le type de défauts (boucles d’irradiation ou
des sources de Frank-Read) et aussi selon la densité de défauts et le type de contrainte
appliquée, pour une même taille de domaine et une même hauteur d’arbre, la contribution
des segments en dehors des boîtes voisines ne représente pas la même proportion sur la
totalité du champ de force et évolue au cours de la simulation.
Sur la Figure 1.8a représentant un grain contenant des défauts d’irradiation donc très
statiques et répartis de manière homogène, la contribution n’est que de 2% au maximum et
évolue peu. Pour le même cas, mais en augmentant la contrainte appliquée (Figure 1.8b),
la contribution est croissante car la force appliquée est supérieure à la contrainte critique
d’activation des boucles, générant ainsi une contrainte élastique interne croissante pour
atteindre 10% du total de la force reçue par les segments.
Pour un grain contenant des sources de Frank-Read (Figure 1.8c) et une force ap-
pliquée de σ = 90MPa, l’activation progressive des lignes avec leur déplacement rend la
distribution de plus en plus hétérogène et fait donc croître l’importance de la contribution
des segments éloignés. Dans les graphiques de la Figure 1.10, nous montrons l’évolution
de la fréquence n de calcul du champ lointain. Cette évolution de la fréquence est aussi
à corréler avec les courbes de la Figure 1.8 qui sur les mêmes simulations mettent en
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(a) Simulation de boucles d’irradiations (densité de boucle
1.1020m−3) contrainte constante σ = 25MPa.
(b) Simulation de boucles d’irradiations (densité de boucle
1.1020m−3) contrainte constante σ = 270MPa.
(c) Simulation de sources de Frank-Read avec une contrainte
constante σ = 90MPa.
(d) Simulation de sources de Frank-Read avec une contrainte
constante σ = 500MPa.
Figure 1.8 – Évolution de la contribution venant des segments en dehors des premiers
voisins pour une hauteur d’arbre H=6, en pourcentage de la contrainte totale selon le
mode de chargement et le type de défauts.
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Figure 1.9 – Charge moyenne par feuille selon la hauteur et le nombre de feuilles allouées,
pour un chargement homogène de boucles de dislocations induite par irradiation d’un cube
de zirconium.
évidence la part de la contribution du champ lointain sur le champ total. Cette étude est
effectuée en considérant une hauteur d’arbre qui équilibre le coût du champ lointain et
du champ proche. Pour tous les cas présentés ici, le critère d’erreur maximal à ne pas
dépasser est que la variation moyenne entre deux calculs du champ lointain ne soit pas
supérieure à 2% en norme. Cette valeur empirique est acceptable pour la validité des
résultats comparés à un calcul exact.
Le premier constat est que l’algorithme adapte la fréquence de calcul selon que la
contrainte appliquée est forte ou pas. Par exemple, si les défauts sont de petites boucles
d’irradiation en faible densité (Figure 1.10b), sur les premiers pas de temps la contrainte
(σ = 270MPa) provoque l’activation des boucles. Ainsi, la simulation est extrêmement
dynamique, et hétérogène au début, puis les boucles vont alors remplir le grain et rapi-
dement rendre celui-ci beaucoup plus dense en défaut et par conséquent plus homogène.
Nous avons alors une forte partie du champ de force qui peut être récupérée par le champ
proche tandis que le champ lointain plus homogène évolue moins et a besoin d’être moins
fréquemment mis à jour avec en moyenne toutes les 15 itérations, ce qui conduit à un gain
de temps de calcul important. Pour les source de Frank-Read sous une forte contrainte
appliquée (σ = 500MPa Figure 1.10d), la même interprétation peut être faite, mais le
procédé est plus régulier puisque les sources sont par définition très mobiles. Pour les deux
autres cas, avec de faible contrainte ; le cas des boucles (σ = 25MPa Figure 1.10a) doit
être interprété comme un cas statique et hétérogène du fait de la faible densité. La fré-
quence de calcul du champ lointain reste donc constante tout au long des 2 000 itérations.
Enfin, dans le cas avec les sources de Frank-Read soumises à une contrainte appliquée de
90MPa (Figure 1.10c), l’homogénéisation de la répartition des défauts est plus lente que
le cas avec une contrainte de 500MPa, mais les sources étant des objets très mobiles nous
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(a) Simulation de boucles d’irradiation (densité de boucle 1.1020m−3) contrainte
constante σ = 25MPa).
(b) Simulation de boucles d’irradiation (densité de boucle 1.1020m−3) contrainte
constant σ = 270MPa.
(c) Simulation de sources de Frank-Read avec une contrainte constante σ = 90MPa.
(d) Simulation de sources de Frank-Read avec une contrainte constante σ = 500MPa.
Figure 1.10 – Évolution de la fréquence de calcul du champ lointain pour maintenir la
variation sa moyenne à moins de 2% pour une hauteur H=6.
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parvenons tout de même à avoir une variation du champ de force lointain de plus en plus
faible d’où une augmentation de n, la fréquence du calcul FMM.
Nous voyons qu’en paramétrant notre hauteur d’arbre nous pouvons équilibrer le coût
du calcul du champ proche et du champ lointain, mais aussi régler la part de la contri-
bution entre le champ proche et le champ lointain. Dans les simulations avec une faible
densité, il est difficile d’augmenter l’écart entre deux calculs du champ lointain du fait
que l’hétérogénéité de la distribution augmente la part du champ lointain dans la contri-
bution totale. De plus, avec moins de défauts, le champ lointain varie plus du fait de la
forte mobilité des lignes qui rencontrent peu d’obstacles. Pour les simulations à très fortes
densités, la contribution du champ lointain devient minime par rapport à celle du champ
proche et évolue de moins en moins. Dans un grain rempli avec une densité de défauts
de l’ordre de 1023m−3, la contribution du champ lointain sur le champ élastique total,
est de moins de 1%. De plus, dans ce cas la présence de défauts immobiles comme les
boucles d’irradiation réduit la variation de ce champ lointain au cours des itérations. Ces
deux aspects permettent de réduire le coût de ce calcul de manière forte en augmentant
la période entre deux mises à jours du champ lointain.
1.1.2 Optimisation de la gestion des collisions
1.1.2.1 Détection des collisions
La détection des collisions est le second noyau de calcul possédant une forte intensité
arithmétique. De l’algorithme original de NumoDis la stratégie des boîtes englobantes
a été conservée mais son intégration dans le code a été modifiée. Principalement, nous
utilisons le découpage hiérarchique de l’espace avec l’octree lié à la FMM pour réduire
le nombre de tests entre les segments. Les segments sont contenus dans des boîtes qui
correspondent aux feuilles de l’arbre et nous testons uniquement les collisions avec les
objets contenus dans les boîtes voisines. ScalFMM est une bibliothèque générique pensée
pour pouvoir utiliser différents noyaux de calcul. On change alors le noyau de calcul de
la contrainte élastique par un noyau de détection de collisions pour intercepter toutes les
collisions entre les segments proches et on ne considère que le champ proche en désactivant
les opérateurs du champ lointain (P2L, M2L...). Ainsi l’algorithme de calcul du champ
proche (P2P) de la FMM décrit précédemment (Figure 1.7), s’applique ici aussi de la
même façon en changeant le noyau.
Cependant comme l’algorithme teste uniquement les collisions avec les boîtes voisines
pour nous assurer de détecter toutes les collisions, il faut imposer qu’un segment ne puisse
pas au cours d’un pas de temps entrer en contact avec un segment venant d’une boîte au
delà des premiers voisins. En effet, comme le montre la Figure 1.11 si le déplacement de
chaque segment est supérieur à la moitié d’une boîte, des segments considérés comme trop
éloignés par l’algorithme peuvent entrer en collision sans pour autant être traités comme
tel.
Comme nous affectons un segment à une boîte par son point milieu, la moitié du
segment au maximum déborde dans une boîte voisine. Pour les cas pathologiques où le
point milieu est sur un coin de la boîte le raisonnement reste identique et chaque moitié
de segment qui déborde de sa boîte d’affectation et peut être interpolée dans la boîte
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Figure 1.11 – Contrôle du vol d’un segment. Si le déplacement (N ′i = Ni + ∆tVi) est
supérieur comme c’est la cas ici, cette collision ne sera pas détectée. N1 et N2 (Resp.
N3, N4) sont les nœuds du segments 1 (Resp. 2) à t0 puis N1′ et N2′ (Resp. N3′, N4′)la
position à t1.
étendue. Suite au déplacement des nœuds nous avons pour chaque nœud Ni :
|NiN ′i | = ∆t|Vi| ,
où |NiN ′i | est la longueur du déplacement du nœud Ni, Vi la vitesse constante sur le
pas de temps ∆t. En connaissant le déplacement maximal et pour être sûr qu’un segment
n’intersecte pas un autre segment au delà du premier voisin, nous contraignons la longueur
maximale, Lmax, de discrétisation des segments. Elle sera toujours deux fois plus petite
que la largeur d’une boîte (lbox = L8−H avec L la longueur du côté du cube englobant
le domaine de simulation). Nous obtenons ainsi une relation liant la discrétisation des
segments et la taille des boîtes soit
2Lmax < lbox.
Le paramétrage de la simulation met en relation la taille de la boîte de simulation, la
hauteur de l’arbre et les critères de discrétisation des segments. On peut lire par exemple
dans le Tableau 1.2 (ligne 2), que pour un grain de 10µm de côté avec une subdivision en
64 boîtes par direction pourH = 6, il faut prendre un critère de discrétisation maximal vé-
rifiant Lmax ≤ 78.1Å. Dans les simulations avec des défauts d’irradiation, la discrétisation
habituelle est Lmax = 55Å pour les boucles d’irradiations. Pour H = 6, qui correspond à
la hauteur équilibrant le coût du calcul de force entre champ proche et champ lointain,
seul un petit grain de 5000Å de côté nécessite d’augmenter la précision de la discrétisation
habituellement utilisée.
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Box Size (Å) H=4 H=5 H=6 Lmax (H = 6)
5000 312,5 156,25 78,125 39,0625
10000 625 312,5 156,25 78,125
12000 750 375 187,5 93,75
15000 937,5 468,75 234,375 117,1875
18000 1125 562,5 281,25 140,625
20000 1250 625 312,5 156,25
Table 1.2 – Taille des feuilles en Angström (Å) dans l’arbre en fonction de la taille de
la boîte de simulation et la hauteur de l’arbre H. Le dernière colonne donne la longueur
Lmax pour la hauteur d’arbre H = 6.
Nous présentons maintenant les deux types de collisions possibles soit avec la micro-
structure soit entre segments.
1.1.2.1.1 Collisions entre segments et microstructure. A chaque fin d’itération,
suite au déplacement des segments nous insérons de nouvelles feuilles et supprimons les
feuilles vides dans l’octree. Avant d’insérer une feuille, on teste si des éléments de la
microstructure (arêtes, faces) l’intersecte pour savoir si cette feuille contient une partie de
la microstructure. A la fin de cette étape, nous récupérons une liste des feuilles de l’octree
contenant à la fois des segments et une partie de la microstructure. Cette liste est mise à
jour à chaque fin de pas de temps.
Nous considérons deux types d’obstacles : les collisions sur les bords du grain et les
collisions sur les précipités. Au final, soit les nœuds entrent en collision avec une surface,
soit les segments avec un coin d’un précipité. L’Algorithme 3 détaille les étapes où nous
itérons sur la liste de feuilles préalablement sélectionnées lors de la mise à jour de l’octree
et nous testons pour chaque segment contenu dans ces feuilles les collisions avec les coins
ou avec les surfaces.
Algorithme 3 : Algorithme de détection des collisions entre les segments et la
microstructure.
Données : Segment segment1
1 pour chaque Box in ListOfBox faire
2 pour chaque Segment in Box faire
3 pour chaque Edge in Box faire
4 TestEdgeCollision(Segment, Edge);
5 pour chaque Face in Box faire
6 TestFaceCollision(Segment, Face);
Si un nœud entre en collision avec une face de la microstructure, on stoppe son dé-
placement et on met à zéro sa vitesse. Cela permet de considérer le nœud de manière
différente pour le remaillage et notamment de le supprimer si le segment est aligné et
coincé sur le bord. On supprime ainsi des degrés de liberté inutiles à la simulation.
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Dans le cas où un segment entre en collision avec le coin d’un précipité, un nœud est
inséré au niveau du coin du précipité et ce nœud reçoit un flag temporaire (booléen) pour
ne pas être supprimé lors du remaillage et éviter ainsi qu’un segment puisse pénétrer dans
un précipité.
De manière générale, le test de collision avec la microstructure n’a lieu que sur un
faible nombre de feuilles. Il est donc très efficace et facilement parallélisable et représente
moins de 1% du temps passé pour calculer les collisions entre segments.
1.1.2.1.2 Collisions entre segments. La détection des collisions entre les segments
est plus coûteuse. Notons Cp2p(a) la complexité de la détection pour la boîte a et V (a) la
liste des premiers voisins de la feuille a. Nous avons alors
Cp2p(a) = αN2a + β
∑
b∈V (a)
NaNb
où Na le nombre de segments dans la feuille a. Le coût total est donc∑
a
Cp2p(a) = α
∑
a
N2a + β
∑
a
∑
b∈V (a)
NaNb.
Notons γ le nombre maximum de segments par feuille alors∑
a
Cp2p(a) ≤ αγ
∑
a
Na + βγ
∑
a
∑
b∈V (a)
Na
avec au maximum 27 voisins et on a ∑
a
Na = N le nombre total de segments on a
∑
a
Cp2p(a) ≤ αγN + 27βγN
d’où ∑
a
Cp2p(a) ≤ (α + 27β)γN = C1γN.
De cette complexité on comprend que deux paramètres γ et C1 vont nous permettre de
réduire ce coût. Tout d’abord, le paramètre γ évolue en ajustant la hauteur de l’arbre. En
augmentant cette hauteur on réduit le rayon de coupure et donc la zone où chercher les
intersections et par conséquent le nombre de paires de segments à tester. Pour une boîte
de 15 000Å de côté, le nombre de segments par feuille pour une distribution uniforme peut
être maintenu faible en ajustant la hauteur. Dans la Figure 1.9, pour H = 6, et 1 000 000
de segments, nous voyons que le nombre de feuilles allouées est seulement de la moitié de
la capacité de l’arbre et nous maintenons une faible charge par feuille. Ce premier point
permet de réduire fortement le coût de détection de collision. Pour des cas importants
comportant jusqu’à 1 millions de segments, nous maintenons un comportement linéaire
pour le nombre de tests d’intersection entre segments à partir d’une hauteur H = 6.
De plus, à partir d’un grain de 12µm3 un niveau peut être ajouté car même avec une
hauteur supérieure H = 7 la longueur Lmax est suffisamment grande pour ne pas ajouter
artificiellement des segments supplémentaires.
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Figure 1.12 – Nombre de tests de collisions à effectuer en fonction du nombre de segments
et de la hauteur de l’arbre.
Le paramètre C1 correspond au coût du test de collision entre une paire de segments.
Pour l’optimiser on se base sur les propriétés géométriques des déplacements. En effet,
les segments se déplacent dans leur plan de glissement et donc le premier test que nous
effectuons est de savoir si deux segments appartiennent au même plan comme introduit
dans l’Algorithme 4 ligne 1. Si les deux segments appartiennent au même plan nous
pouvons considérer l’intersection comme l’intersection de deux objets dans un espace
2d. Si en plus, ces plans sont parallèles nous rejetons facilement la collision (ligne 7 de
l’Algorithme 4). Dans le cas où les segments sont inter-connectés, c’est à dire ayant un
nœud en commun le test correspond à la projection d’un nœud sur un segment. Enfin
si tous ces tests échouent, nous cherchons alors la collision soit comme un cas 2d, soit
comme un cas 3d. Le cas 2d revient à projeter les deux nœuds sur le segment opposé pour
déterminer la collision, tandis qu’en 3d nous cherchons une collision sur la longueur des
segments. Nous ajoutons aussi un rayon de capture pour fusionner les segments colinéaires
et proches. Cela évite notamment des phénomènes d’oscillation des segments qui entrent
dans ce rayon de capture sans pour autant qu’il y ait une collision. Ces phénomènes font
notamment chuter le pas de temps par les vitesses mises en jeu ; leur capture est donc
essentielle.
La Figure 1.13 montre plus en détail le comportement de l’algorithme pour une hauteur
d’arbre H = 6 avec au maximum 262 114 feuilles. Nous faisons évoluer le nombre de
segments jusqu’à 1 000 000 et pour plus de la moitié les tests de collisions sont réduits
à des cas en 2 dimensions dont la majorité sont écartés car les plans de glissement sont
parallèles. Pour 100 000 segments, l’arbre est occupé à 10%, et nous effectuons des tests
entre 1 270 000 paires de segments. Pour 1 000 000 de segments l’arbre est alors occupé
à 60% et nous effectuons des tests entre 50 000 000 de segments, ce qui donne bien une
augmentation du nombre de tests linéaire et non quadratique. La proportion de tests 3d
1.1. Intégration de ScalFMM dans OptiDis 65
Algorithme 4 : Détection de collisions entre deux segments
Données : Segment segment1,Segment segment2
1 bool commonplane = FindCommonPlane(segment1, segment2);
2 si commonplane alors
3 bool areConnected = AreSegmentConnected(segment1, segment2);
4 si areConnected alors
5 TestConnected2DIntersection(segment1, segment2);
6 sinon
7 si segment1.getP lane() <> (segment2.getP lane() alors
8 return;
9 TestCapture(segment1, segment2);
10 Test2DIntersection(segment1, segment2);
11 sinon
12 bool areConnected = AreSegmentConnected(segment1, segment2);
13 si areConnected alors
14 TestConnected3DIntersection(segment1, segment2);
15 sinon
16 TestCapture(segment1, segment2);
17 Test3DIntersection(segment1, segment2);
(ici 50%) est dans la marge haute de ce qui peut arriver en simulation de DD. Dans cet
exemple typique d’étude de défauts d’irradiation, nous avons de petites boucles carrées
avec un vecteur de Burgers de type <100> [102] contenues dans deux plans de glissement
ce qui fait augmenter le nombre de tests 3d. De ce fait, on peut aussi constater que dans
10% des tests il s’agit de collisions 3d entre segments interconnectés qui correspondent
aux coins de ces boucles.
Pour ce type de simulations atteignant les densités de défauts recherchée, tout en
contenant moins de 1 000 000 de segments, les optimisations algorithmiques présentées
ici sont suffisantes et le coût le plus important reste largement lié au calcul du champ
de force. Cependant, dans le cas de simulations plus larges, nous pouvons considérer les
méthodes de détection à deux niveaux comme proposées dans des algorithmes de détection
de collisions temps réel 3d [72]. L’idée reste de conserver le découpage hiérarchique tel que
nous l’avons ainsi que l’algorithme de détection de collisions et d’ajouter en plus un niveau
de détection grossier pour rejeter facilement une partie des tests effectués sur les boîtes
voisines. Pour cela, la méthode classique pour les objets se déplaçant de manière cohérente
dans l’espace au cours de la simulation est la technique sweep and prune [10]. On génère
une unique liste de collisions potentielles à partir de la détection de la superposition des
boîtes englobantes du vol (i.e. déplacement) de chaque segment. Pour cela, à partir de la
liste triée des boîtes englobantes dans chaque direction, une paire de segments est ajoutée
à la liste des contacts si leur boîte englobante se superpose dans les trois directions.
Cet algorithme n’a pas prouvé être plus efficace dans notre cas mais peut devenir
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Figure 1.13 – Pour une hauteur d’arbre H=7, comportement de l’algorithme sur un cas
contenant une répartition homogène de boucles d’irradiations.
utile si l’on considère la situation de segments qui ne sont plus contraints sur un plan de
glissement. En perdant cette possibilité de simplifier la collision comme un cas 2d, cet
algorithme devient alors intéressant à utiliser.
1.1.2.2 Traitement des collisions
Finalement, comme le montre la Figure 1.14, les collisions se produisant durant le pas
de temps modifient la topologie du maillage. Lorsque nous détectons une collision, nous
obtenons deux données : le temps auquel elle se produit et la position du point de collision.
Nous utilisons le temps pour trier les collisions tandis que le point de collision permet de
placer le nouveau nœud créé par la collision. Nous faisons en sorte que les collisions sur
un segment soient traitées dans l’ordre chronologique pour éviter les incohérences.
Dans le cas d’une collision 2d, nous savons que le nœud nouvellement créé appartient
au plan de glissement et que nous n’ajoutons au final pas de degré de liberté puisque il
s’agit de la collision d’un nœud avec un segment. Cela se fait en deux étapes :
1. Tout d’abord, nous créons un nouveau nœud pour ajouter un degré de liberté au
segment qui entre en collision et ainsi créer un nouveau segment ;
2. Ensuite nous fusionnons le nœud nouvellement créé et le nœud entrant en collision.
Au final nous n’insérons pas un nouveau degré de liberté. Si le nœud physique que
nous venons de former est proche d’un nœud de discrétisation nous supprimerons le nœud
de discrétisation lors du remaillage.
Dans le cas d’une collision 3d, nous devons insérer un nœud à l’intersection des deux
plans de glissement pour ne pas créer des segments qui glissent en dehors de leur plan. Ce
nœud physique sera donc contraint de glisser à l’intersection des deux plans. L’opération
se décompose en 3 étapes :
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Figure 1.14 – Différentes formations possible après une ou plusieurs collisions.
1. Nous insérons un nouveau nœud pour ajouter un degré de liberté sur le premier
segment et créer ainsi un nouveau segment ;
2. Nous insérons un nouveau nœud pour ajouter un degré de liberté sur le second
segment ce qui insère un nouveau segment ;
3. Enfin, nous fusionnons ces deux nœuds au point de collision, c’est à dire à l’inter-
section des plans.
A partir de ces mécanismes de base, tout un ensemble de formations topologiques sont
possibles comme le montre la Figure 1.14. Suite à une série de collisions, nous obtenons le
mécanisme de jonction, comme dans la rencontre entre une dislocation vis et une boucle
d’irradiation ou alors celui d’annihilation comme lors du phénomène de nucléation par
source de Frank-Read avec la rencontre de segments possédant le même vecteur de Bur-
gers. Ces mécanismes résultants d’un ensemble de collisions peuvent se produire sur un
seul pas de temps ou sur plusieurs. Lorsque plusieurs collisions se produisent sur un pas
de temps sur un même segment, puisque nous détectons l’ensemble des collisions avant
de les traiter on peut veiller à bien conserver la cohérence du maillage. Pour cela la clef
de notre algorithme reste de les traiter dans l’ordre chronologique.
1.2 Mise à jour de vitesses/positions
Comme introduit dans la Section 0.2.3, le calcul des vitesses nécessite de résoudre
un système linéaire creux. Dans l’optique d’étudier de larges systèmes de dislocations
contenant plusieurs centaines de milliers d’inconnues et donc de paralléliser le calcul,
l’assemblage et la résolution de ce système global à chaque itération n’est pas envisageable.
En suivant les travaux de l’équipe de Livermore [8], on considère que les vitesses sur
les nœuds voisins sont approximativement les mêmes et en utilisant une loi de mobilité
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linéaire on condense les coefficients de la matrice sur la diagonale. Cette approximation
réduit alors le système linéaire global à une relation linéaire dépendant uniquement des
nœuds directement connectés. Pour chaque nœud i la vitesse est donnée par :
~Vi =
2
B
N∑
j=0
Lij
~fi,
avec fi est la force au nœud i, B la loi de viscosité et Lij la longueur du segment connectant
les nœuds i et j. Cette vitesse doit ensuite être orthogonalisée par rapport aux différents
plans de glissement des N segments connectés au nœud i. Cette approximation, contrai-
rement au calcul global initial de NumoDis, peut rendre le système local non inversible
sur un nœud. Cela, s’explique soit par un remaillage créant une trop forte discontinuité
dans la courbure de la ligne notamment pour des topologies complexes sur les nœuds
physiques soit par le rapprochement entre plusieurs lignes de dislocations qui implique
l’augmentation brutale de la vitesse. Dans ce cas là le nœud est artificiellement bloqué
(vitesse nulle).
Algorithme 5 : Calcul local des vitesses et de séparation des nœuds physiques.
1 si Node.GetNbArms() > 3 alors
/* Déterminer toutes les options possibles pour séparer ce nœud
physique */
2 SplitOptionsList← Node.ComputeSplitOptions();
3 DissipativeEnergy ← −1.;
4 pour tous les SplitOption ∈ SplitOptionsList faire
/* Pour chaque option nous calculons la puissance dissipée */
5 SplitOption.ComputeNewLocalForce();
6 SplitOption.ComputeNewVelocity();
7 TmpEnergy ← SplitOption.ComputeEnergy();
8 si TmpEnergy > DissipativeEnergy alors
9 FinalConfiguration← SplitOption;
10 fin
11 fin
12 Mesh.ChangeTopology(Node,FinalConfiguration);
13 sinon
/* Calcul local des vitesses */
14 ...
15 fin
L’Algorithme 5 présente le calcul des vitesses pour une loi de mobilité linéaire. La
complexité de l’algorithme est linéaire en fonction du nombre de nœuds. De plus, pour
augmenter l’intensité arithmétique et sans ajouter de dépendance entre les calculs, nous
évaluons à la volée sur un nœud physique (ligne 3 de l’Algorithme 5), la configuration
qui maximise la puissance dissipée. Pour obtenir la puissance sur chaque nouvelle confi-
guration, on détermine la contribution énergétique des segments locaux par un calcul de
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tension de ligne et d’énergie de cœur sur cette nouvelle topologie. Enfin, on ajoute par
interpolation la contribution du champ lointain à partir des segments de la configuration
initiale. De plus, si elle existe on ajoute la contribution de la jonction en projetant les
nœuds à une distance minimum Lmin l’un de l’autre.
Cet algorithme donne une vitesse sur chaque nœud et nous constatons de très fortes
variations dans ce champ de vitesses au cours des itérations. Par conséquent, pour dé-
terminer le pas de temps ∆t optimal pour le schéma explicite (Forward Euler), il faut
résoudre un problème d’optimisation qui dépend de multiples paramètres. Pour détermi-
ner ∆t, on considère les données de vitesse maximale, vitesse moyenne des nœuds sur le
réseau de dislocations ainsi que la longueur maximale et minimale des segments et enfin
le déplacement maximal et moyen pour les segments. Le calibrage de l’algorithme pour
déterminer ∆t par rapport à la vitesse de déplacement est important notamment dans les
simulations d’écrouissage avec des dislocations initialement très mobiles. Ce déplacement
provoque une forte densification du nombre de défauts et une augmentation des interac-
tions (jonctions/séparations) conduisant à des variations de plusieurs ordres de grandeur
de la vitesse des nœuds au cours de la simulation. Les tailles de discrétisation minimales
Lmin et maximales Lmax sont d’autant plus importantes lorsque l’on simule de petits ob-
jets comme des boucles d’irradiation. Ces objets qui sont bien plus petits que des lignes
de dislocations, doivent être discrétisés plus finement et font donc fortement diminuer le
pas de temps.
La Figure 1.15 montre pour différentes simulations, le temps simulé au cours de 2000
itérations. Celui-ci est très largement influencé par la taille des défauts et le mode de
pilotage. La simulation de la Figure 1.15a, comporte des sources de Frank-Read très
mobiles soumises à une forte contrainte constante σ = 500MPa. Nous pouvons voir deux
étapes dans le calcul. Sur les 200 premières itérations les sources sont droites, peu mobiles,
et sans interactions entre elles ce qui signifie que le champ de vitesse est homogène et que le
pas de temps peut être augmenté. Ensuite, à partir du moment où les sources commencent
à s’activer, la simulation devient extrêmement dynamique avec de nombreuses interactions
provoquant de fortes variations des vitesses entre les nœuds quasi immobiles et ceux qui
se déplacent le plus vite. Ces deux phénomènes combinés obligent l’algorithme à adapter
le pas de temps en diminuant celui-ci pour contrôler les aspects les plus dynamiques de
la simulation.
Dans le cas d’une simulation avec des boucles d’irradiation (Figure 1.15b), la taille des
objets (quelques dizaines d’atomes) oblige à diminuer le pas de temps à des valeurs de
l’ordre des simulations de dynamique moléculaire. Nous ne simulons que 0.15ns sur 2 000
itérations contre 50ns avec le cas précédant. Cela s’explique principalement par le fait
que l’on utilise un schéma explicite (Forward Euler) qui est conditionnellement stable.
Ce schéma par expérience et d’après [89] est contraint pour la stabilité à ne pas déplacer
les segments de plus de Lmin2. . Ce qui implique que pour chaque pas de temps ∆tmax est
contrôlé par Vmax tel que ∆tmax ≤ Lmin2||Vmax|| .
Le dernier cas, Figure 1.15c met en évidence l’adaptation du pas de temps à la taille
des objets et au déplacement de ceux-ci en réponse à la contrainte qui est croissante de
0 à 800MPa. La contrainte croissante oblige à réduire en conséquence le pas de temps
pour contenir le déplacement des segments de plus en plus important en réponse à la
contrainte appliquée. Cependant, ce critère est assoupli en mesurant le déplacement moyen
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(a) Simulation de sources de Frank-Read avec une contrainte appli-
quée constante (Discrétisation 40-90).
(b) Simulation de défauts d’irradiation avec un pilotage par
contrainte appliquée constante (Discrétisation 20-50).
(c) Simulation de défauts d’irradiation avec un pilotage par défor-
mation croissante (Discrétisation 20-50).
Figure 1.15 – Temps simulé sur 2000 itérations selon les objets, leur discrétisation et le
mode de pilotage.
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(a) Simulation de sources de Frank-Read avec une contrainte appli-
quée constante (Discrétisation 40-90).
(b) Simulation de défauts d’irradiation avec un pilotage par
contrainte constante (Discrétisation 20-50).
(c) Simulation de défauts d’irradiation avec un pilotage par défor-
mation croissante (Discrétisation 20-50).
Figure 1.16 – Évolution de la vitesse moyenne des nœuds du système sur 2000 itérations
selon les objets, leur discrétisation et le mode de pilotage.
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des segments dans le cristal. C’est ce qui permet par exemple de simuler plus de temps
dans le cas d’une simulation contenant des défauts fortement statiques (Figure 1.15b).
En activant ce critère, nous constatons que les boucles sont statiques, en calculant le
déplacement moyen. A partir de là, nous pouvons concentrer le calcul sur les nœuds
réellement mobiles qui eux seuls vont contrôler la taille du pas de temps.
Avec les graphiques de la Figure 1.16, nous montrons pour les trois mêmes cas que
précédemment l’évolution de la vitesse moyenne des nœuds. Pour les deux premiers cas,
en dehors des premières itérations qui sont instables car la contrainte est appliquée sur
des dislocations générées aléatoirement qui ne sont pas en position d’équilibre, nous avons
une vitesse moyenne stable. La contrainte appliquée constante nous permet d’avoir une
régime stable pour bien contrôler le pas de temps. Dans le cas d’une contrainte croissante
(Figure 1.16c) la vitesse de déplacement est alors croissante ce qui oblige à ajuster en
conséquence le pas de temps. Cependant comme nous venons de le dire grâce au critère de
mesure du déplacement moyen, le vol moyen des nœuds reste stable et faible (w 0.1×Lmin),
ce qui permet de ne pas faire trop diminuer ∆t par rapport au Vmax.
1.3 Maillage adaptatif
Après le calcul des vitesses et le déplacement des points, nous devons maintenir une
bonne discrétisation et une bonne représentation du réseau de dislocations notamment
de la courbure des lignes. Pour cela, le remaillage est la dernière étape d’une itération et
nous considérons les deux points suivants :
1. Chaque nœud inséré a un coût pour les étapes de calcul de force et de collisions
par conséquent seul les segments strictement nécessaires doivent être introduits.
2. L’adaptation du maillage ne doit pas contraindre le déplacement d’une ligne de dis-
location. Cela signifie que selon la déformation appliquée et les obstacles rencontrés
on insère des degrés de liberté (c’est à dire des nœuds) pour suivre la déformation
des lignes et ne pas fausser la physique du phénomène simulé.
L’ensemble de cet algorithme de remaillage est basé sur les critères de contrôle de l’erreur
lors du calcul de la force notamment pour les segments à cheval sur deux boîtes ainsi que
ceux de stabilité du schéma d’intégration en temps. Par conséquent pour un segment S,
nous fixons le critère de discrétisation suivant :
Lmin < ||length(S)|| < Lmax,
et pour éviter des choix contradictoires au cours de deux itérations lors de l’insertion ou
de la suppression de nœuds, nous ajoutons le second critère suivant
2Lmin < Lmax.
Ainsi, l’insertion d’un nœud sur un segment de taille supérieure à Lmax ne conduit pas à
la création de deux segments de taille inférieure à Lmin. Inversement, il faut vérifier que
lors de la fusion entre deux nœuds cela ne conduise pas à la formation d’un segment de
longueur supérieure à Lmax.
L’algorithme de remaillage fonctionne en trois passes comme présenté dans Algo-
rithme 6. Les trois phases sont
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Algorithme 6 : Remaillage simplifié en 3 étapes.
/* Phase 1. : suppression des segments trop petits. */
1 pour tous les Segment ∈ Mesh faire
2 si Length(Segment) < Lmin alors
/* On supprime le segment et on fusionne les nœuds a l’aide des
Algorithmes 7, 8 et 9. */
3 ...
4 fin
5 fin
/* Phase 2. : découpage des segments trop grands. */
6 pour tous les Segment ∈ Mesh faire
7 si Length(Segment) > Lmax alors
/* On découpe le segment en deux en insérant un segment et un
nœud. */
8 ...
9 fin
10 fin
/* Phase 3. : Amélioration de la description de la géométrie. */
11 pour tous les Segment ∈ Mesh faire
12 si Areunbalanced(Segment, Segment.next) alors
/* On équilibre selon la courbure et les tailles des deux
segments en déplaçant les nœuds. */
13 ...
14 fin
15 fin
Phase 1. Deux nœuds peuvent être fusionnés pour supprimer un segment ;
Phase 2. Un segment peut être découpé pour insérer un nouveau nœud ;
Phase 3. Un nœud peut être déplacé pour ajuster la distribution selon la géométrie.
Dans l’algorithme d’origine de Numodis, le remaillage revient à parcourir les lignes les
unes après les autres et pour chaque ligne, l’ensemble des nœuds ordonnés allant d’un
nœud physique à l’autre. Or, cette vision par ligne est trop contraignante pour l’approche
parallèle notamment pour maintenir la cohérence dans l’ordre des nœuds et entre les
lignes suite à la modification du maillage. Ainsi, le nouvel algorithme développé prend
comme unité de base le segment avec seulement l’information à ses extrémités. A savoir,
le nombre de connexions et le degré de liberté pour le déplacement des nœuds. Cependant
certaines contraintes nous empêchent de simplement supprimer un nœud lorsque deux
segments sont trop petits. Il faut alors considérer les degrés de liberté de déplacement des
nœuds pour décider s’ils peuvent être fusionnés. A travers les Algorithmes 7, 8 et 9 nous
détaillons l’ensemble des cas possibles pour fusionner les deux extrémités d’un segment
S tel que ||length(S)|| < Lmin. Dans le cas où les deux nœuds peuvent être fusionnés, il
faut savoir à quel endroit le placer pour ne pas faire sortir les segments connectés de leurs
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plans de glissement.
Algorithme 7 : Algorithme de fusion des nœuds lorsque le nœud 1 est ancré
(ddl=0).
Données : Segment seg, nœud Node1, nœud Node2
1 ddl2 ← GetDOFNode2();
2 suivant ddl2 faire
3 cas où ddl2 = 0
// nœuds immobiles, fusionner si la distance est critique.
4 seg.GetLength() < CriticalLength;
5 cas où ddl2 = 1
// Le nœud ne se déplace que dans une unique direction.
Vérifier que le segment est bien inclue dans cette
direction.
6 seg.GetDirection() = Node2.GetDirection();
7 cas où ddl2 = 2
// Le segment appartient au plan de glissement donc fusionner
ces deux nœuds à la position du nœud 1.
L’Algorithme 7 détaille le cas où le nœud 1 du segment S est immobile (ddl = 0). Si
les extrémités sont deux nœuds physiques et si la distance est inférieure à Lmin, la fusion
de deux nœuds physiques est alors problématique. De plus, si les nœuds sont coincés par
plusieurs plans de glissement le nœud est fixé. Il faut introduire une distance critique
d’annihilation (CriticalLength) et aussi autoriser des segments de taille inférieure à Lmin
à exister au delà d’un pas de temps.
L’Algorithme 8 présente le cas où le nœud 1 du segment S ne peut glisser que dans une
seule direction (ddl = 1). Nous trouvons par exemple le cas à la ligne 5 de l’algorithme
où l’autre nœud est aussi mobile dans une unique direction (ddl = 1). Nous devons
alors chercher (s’il existe) le point de convergence de ces deux directions pour pouvoir
autoriser la fusion. Enfin l’Algorithme 9 détaille le cas classique d’un segment ayant un
nœud de discrétisation contraint seulement sur son plan de glissement (ddl = 2). Cette
possibilité correspond au cas trivial du remaillage d’un segment connectant deux nœuds de
discrétisation où la fusion est toujours possible dans le plan de glissement. Pour certains
nœuds introduits lors de la collision avec un précipité, on bloque la suppression de ce
nœud (via un "flag" booléen). Comme montré sur la Figure 1.17, il est indispensable pour
décrire la courbure de la dislocation en contact avec un précipité et éviter la pénétration
dans le précipité. Pour le raffinement le principal critère est la longueur du segment
qui doit être inférieur à Lmax. Toutefois, lorsqu’une ligne entre en collision avec le grain,
la description de la courbure est inutile donc nous faisons en sorte que la longueur du
maillage soit la plus proche de Lmax notamment en repérant le nœud bloqué sur le grain
dont la vitesse est nulle comme sur la Figure 1.18a. Pour permettre cette adaptation, le
raffinement est combiné avec un algorithme d’équilibrage de la distribution des nœuds. On
prend en compte les segments directement voisins pour équilibrer la distribution selon la
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Algorithme 8 : Algorithme de fusion des nœuds d’un segment dont le nœud 1 glisse
dans une direction (ddl=1).
Données : Segment seg, nœud Node1, nœud Node2
1 ddl2 ← GetDOFNode2();
2 suivant ddl2 faire
3 cas où ddl2 = 0
// Le nœud 1 ne se déplace que dans une direction donc vérifier
que le segment est inclue dans cette direction.
4 seg.GetDirection() = Node1.GetDirection();
5 cas où ddl2 = 1
// Les 2 nœuds ne se déplacent que dans une direction
// Vérifier que ces directions sont identiques.
6 si Node1.GetDirection() == Node2.GetDirection() alors
// Vérifier que le segment est bien inclue dans cette unique
direction.
7 seg.GetDirection() = Node1.GetDirection();
8 sinon
// Fusion des deux nœuds à l’intersection des deux
directions.
9 cas où ddl2 = 2
// Le segment appartient au plan de glissement donc fusionner
ces deux nœuds à la position du nœud 1.
Precipitate
Do not remove
Conﬂict
Figure 1.17 – Marquage des nœuds ne pouvant pas être déplacés ou supprimés au cours
du remaillage.
courbure en calculant l’angle entre les segments. Si les segments sont fortement colinéaires,
nous équilibrons le plus possible la distribution pour insérer le moins de nœuds possible
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Algorithme 9 : Algorithme de fusion des nœuds d’un segment dont le nœud 1 glisse
dans le plan (ddl=2).
Données : Segment seg, nœud Node1, nœud Node2
1 ddl2 ← GetDOFNode2();
2 suivant ddl2 faire
3 cas où ddl2 = 0
// Le nœud 2 ne bouge pas donc fusionner à la position du nœud
2.
4 cas où ddl2 = 1
// Le nœud 2 ne bouge que dans une direction donc fusionner à
la position du nœud 2.
5 cas où ddl2 = 2
// Vérifier que les nœuds appartiennent au même plan.
6 si Node1.GetP lane() == Node2.GetP lane() alors
// Fusionner les deux nœuds ne pose pas de problèmes.
7 sinon
// Trouver l’intersection des deux plans pour fusionner les
deux nœuds.
lmax
lmax
(a) Équilibrage avec espacement de
la distribution sur une zone de faible
courbure.
α
A
B
C
A
B
C
A1 A2
(b) Équilibrage et raffinement sur une
zone de forte courbure selon l’angle α.
Figure 1.18 – Techniques d’équilibrage et de raffinement.
c’est le cas de la Figure 1.18a. Dans le cas où les segments montrent une forte courbure
(angle α sur la Figure 1.18a), nous raffinons si nécessaire et équilibrons aussi la charge en
rapprochant les nœuds du point de plus forte courbure (nœud B Figure 1.18a), qui reçoit
la contrainte la plus importante comme illustré dans la Figure 1.18b. Les nœuds A1 et
A2 sont placés sur le cercle circonscrit aux nœuds A B et C puis rapprochés ou éloignés
de B selon l’angle α. L’adaptation de la discrétisation à la courbure permet notamment
d’éviter d’isoler les nœuds recevant une très forte contrainte, qui deviennent instables et
obligent à diminuer le pas de temps pour contrôler leur comportement.
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Bilan
La modification en profondeur du code original NumoDis, a été la première tâche
de ce travail. Afin d’orienter les simulations vers les grandes échelles deux fortes modi-
fications algorithmiques ont été apportées au code. D’une part, une nouvelle vision sur
la dépendance des données est apportée au code Numodis par un maillage de type élé-
ments finis classique avec des sommets (nœuds) et des arrêtes (segments) ce qui entraîne
la disparition de la notion de ligne de dislocation. D’autre part, avec l’introduction de
la bibliothèque ScalFMM nous pouvons calculer le champ de force élastique avec une
complexité linéaire en fonction du nombre de segments (FMM) et bénéficier du décou-
page hiérarchique de l’espace pour les autres phases de calcul. ScalFMM apporte aussi
la généricité et la performance pour brancher directement notre noyau de détection de
collision. Enfin l’introduction d’algorithmes hiérarchiques offre la base indispensable pour
décomposer le domaine afin de paralléliser le code sur des clusters de calcul.
Par la suite nous avons étudié les différents problèmes limitant la performance et
apporté des solutions algorithmiques pour que l’ensemble des étapes de la simulation se
déroule individuellement mais aussi globalement au mieux. Nous avons notamment mis
en évidence, une hauteur de l’octree optimale pour H=6, afin de contrôler le coût lié à
la multiplication des segments durant la simulation. Cette hauteur permet à l’algorithme
d’équilibrer le calcul du champ de force entre le champ proche et le champ lointain. Elle
permet aussi d’adapter la fréquence de calcul du champ lointain en laissant la majeure
partie des force reçu par un segment dans le champ proche.
Enfin, nous avons vu que le choix de la hauteur de l’arbre doit être fait en relation
avec le paramétrage de la simulation. Des limites apparaissent selon la taille de la boîte de
simulation, la taille des objets simulés, ainsi que le schéma d’intégration en temps (schéma
explicite) qui oblige à porter une attention particulière aux critères de discrétisation.
Après cette étude au niveau algorithmique, nous avons connaissance des différents
mouvements des données au niveau mémoire ainsi que les accès et les parcours associés
aux algorithmes. Nous allons pouvoir dans le chapitre suivant définir les structures de
données qui permettront au code d’être à la fois, performant dans les phases de calcul
intensif, et adaptatif pour la gestion des opérations discrètes.
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2.1 Motivation pour des structures appropriées en
DD
La dynamique des dislocations présente différentes étapes algorithmiques qui peuvent
être regroupées en deux catégories. D’une part, les algorithmes pour calculer les forces et
détecter des collisions nécessitent des accès rapides aux données ce qui implique une orga-
nisation des données et un pattern d’accès adéquat pour minimiser les défauts de cache.
D’autre part, les étapes de séparation des nœuds physiques et de remaillage se traduisent
par de nombreuses insertions et suppressions de nœuds. Ce dynamisme conduit à une
adaptation permanente du maillage qui perturbe la localité des données. En conséquence,
en modifiant l’organisation des données, les accès préalablement cohérents deviennent
aléatoire en mémoire, dégradant ainsi au pas de temps suivant, la performance pour les
phases de calcul intensif.
Nous allons dans cette partie, présenter nos structures de données et leur fonctionne-
ment pour permettre de concilier au mieux ces deux phases antinomiques et ainsi d’opti-
miser l’efficacité des calculs tout au long de la simulation.
Dans un premier temps, nous présenterons les structures de données usuelles avec leurs
avantages et inconvénients, pour comprendre les éléments qui ont orienté la structure de
données d’OptiDis. Puis nous décrirons cette structure de données et nous montrerons
comment elle s’adapte aux différentes étapes algorithmiques. Nous introduirons les élé-
ments nécessaires à l’implémentation de cette nouvelle structure de données adaptée à
un maillage dynamique : les algorithmes pour absorber le dynamisme lié aux modifica-
tions topologiques tout en maintenant la cohérence mémoire et enfin l’intégration avec la
décomposition hiérarchique du domaine par l’octree.
2.2 Structures de données génériques pour problèmes
dynamiques
Dans la littérature, on constate que les efforts pour développer des structures de don-
nées adaptées aux problèmes dynamiques se retrouvent dans les domaines du partition-
nement de graphes ou encore les problématiques de maillages adaptatifs. Ces domaines
combinent les besoins de concevoir des structures de données dynamiques ayant aussi
de bonnes performances en terme de coût des opérations d’accès et de mise à jour des
opérandes tout en limitant les ressources mémoire utilisées.
Au cours de notre simulation, les données sont accédées de nombreuses façons :
— de manière transversale simple ;
— par connectivité entre les éléments ;
— par localité spatiale avec uniquement les données proches dans la boîte de simula-
tion.
Pour répondre à tous ces besoins algorithmiques, il est nécessaire d’utiliser plusieurs struc-
tures de données qui doivent inter-opérer de manière efficace.
Pour les simulations basées sur des éléments géométriques, on utilise classiquement
deux structures de données pour décrire le maillage. La première structure contient les
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sommets et la seconde les éléments. En DD, on aura une structure pour les nœuds et une
seconde pour les segments avec une inter-dépendance entre ces deux structures, chacune
référençant des données de l’autre. De part la dynamique propre à la DD, il est trop pé-
nalisant de maintenir une numérotation globale pour référencer les éléments. Par ailleurs,
il est fréquent de combiner ce stockage mémoire avec une structure de données de type
hiérarchique pour ajouter un découpage spatial de données.
En dehors des parcours des données, nous avons quatre opérations à exécuter effica-
cement qui déterminent le choix d’une structure de données. Ces quatre opérations sont :
— Lire : pour accéder à une donnée de manière directe ;
— Écrire : pour pouvoir modifier des données déjà présentes en mémoire ;
— Étendre : pour agrandir la structure afin d’insérer de nouveaux éléments ;
— Réduire : pour réduire la structure afin de diminuer l’empreinte mémoire.
Il s’agit des primitives qui sont soit statiques, dans le sens où elles ne modifient que
des espaces en mémoire déjà réservés, soit dynamiques puisqu’elles modifient la mémoire
pour permettre l’insertion ou la suppression de données. A partir de ces opérations, nous
analysons les structures classiques pour juger de leur performance face à nos problèmes
dynamiques.
Dans la section suivante, nous introduisons quelques résultats concernant les propriétés
et implantations des structures de données classiques comme les tableaux dynamiques et
les listes chaînées.
2.2.1 Tableaux dynamiques
Un tableaux dynamique [1] peut stocker une collection de n éléments de même taille
m (en octets), avec des indices allant de 0 à n − 1. La taille optimale d’un tableau
de n éléments est de n × m octets. Le principal point fort de cette structure est sa
performance pour les opérations statiques (Lire/Ecrire) car l’ensemble de données sont
stockées de manière contiguë en mémoire. Avec l’indexation directe classique d’un tableau,
les opérations d’accès réguliers et de mise à jour sont un temps constant O(1).
Cependant dans les simulations avec de nombreuses insertions et suppressions d’élé-
ments, il est nécessaire de munir ces tableaux d’opérations dynamiques. Ainsi, on ajoute
l’allocation mémoire afin de pouvoir adapter l’espace mémoire aux besoins de la simu-
lation. Nous obtenons donc une structure de données initialement statique avec les opé-
rations supplémentaires pour l’augmenter (Étendre) et la diminuer (Réduire) [48]. En
introduisant ces fonctionnalités nous pouvons faire varier le nombre d’éléments stockés
de manière illimitée. La réservation complète d’un nouveau bloc mémoire plus grand est
extrêmement coûteuse et entraîne la recopie de larges zones mémoires. Dans un proces-
sus très dynamique, cela s’avère trop pénalisant, d’autant que si l’on souhaite réduire
le nombre de réallocations on doit réserver une bien plus grande zone mémoire que né-
cessaire. Ce qui en fin de compte pénalise la simulation avec une mauvaise gestion des
ressources.
Enfin, travailler avec une unique zone mémoire pour plusieurs milliers de données
nécessite une gestion fine des opérations de suppression et d’insertion. En effet, bien
souvent l’insertion va se faire en fin de tableau pour garantir un temps constant et fera
perdre la localité spatiale des données. Pour la suppression de manière aléatoire dans la
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structure, il faut soit gérer une liste de trous soit effectuer des déplacements mémoire pour
maintenir les données contiguës sur l’ensemble du tableau.
2.2.2 Structures avec indirections
La liste chaînée est la structure classique avec indirection. Le principe est de pouvoir
allouer n’importe où dans la mémoire, un espace contenant la donnée à stocker ainsi que
l’adresse de l’espace mémoire contenant la donnée suivante. Une telle structure dans sa
forme classique, permet une insertion et une suppression des données n’importe où dans
la liste en un temps constant. Cependant, lors de son parcours les performances sont
dégradées du fait de la mauvaise localité des données entraînant des sauts en mémoire.
Enfin, réorganiser les données pour gérer la localité n’a pas de sens pour une structure
chaînée basique qui fonctionne seulement avec le référencement par la donnée suivante et
précédente et non pas sur le placement mémoire.
De nombreux travaux tentent de lever ces limitations en stockant de manière contiguë
une partie des éléments [49]. Ce type de structure réduit fortement les désavantages des
listes chaînées classiques et présente de nombreux atouts pour réaliser des simulations
en DD. Nous adaptons cette structure hybride à certaines spécificités de nos algorithmes.
Nous avons développé une structure dont les propriétés bénéficient des avantages des deux
structures classiques, les listes et les tableaux, tout en minimisant les désavantages dans
nos algorithmes comme nous le présenterons par la suite.
2.3 Structure de données pour la DD
Nous nous concentrons ici sur les développements des structures de données pour le
maillage éléments finis 1D avec les segments et les nœuds interconnectés.
2.3.1 L’architecture de la structure
De manière simple, notre structure de données s’apparente à une liste doublement
chaînée de tableaux comme introduit dans la Figure 2.1. Chaque élément de la liste est
appelé un bloc et il est constitué de 4 données membres. Tout d’abord, deux pointeurs
vers les blocs précédents et suivants, un tableau de taille fixe B de type Elt et d’un
entier (idxFree) donnant le premier élément libre dans le tableau (cf Figure 2.2). Dans le
tableau les données sont contiguës de l’indice 0 à idxFree − 1. On s’assure ainsi d’avoir
des chargements de lignes de cache pleins et cohérents. De plus, éviter de tester chaque
élément pour savoir s’il est valide ou non, permet d’éviter des branchements coûteux dans
les algorithmes. Un paramètre important de la structure est la taille du tableau notée
B qui est fixée à la compilation. La valeur de B doit être suffisamment grande pour
bénéficier des effets de cache importants lors des différents phases algorithmiques, mais
aussi suffisamment petite pour permettre la création d’un grand nombre de blocs pour
autoriser suffisamment de concurrence entre les blocs.
Cette structure doit s’adapter aux caractéristiques des phénomènes simulés (disloca-
tions plus ou moins mobiles ou dynamiques) sur des architectures modernes, aussi nous
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s t r u c t L i s t {
Block ∗ f i s r t , ∗ l a s t ;
i n t nbBlocks ;
}
s t r u c t Bloc {
Block ∗previousBlock , ∗nextBlock ;
i n t idxFree ;
Elt tab [B] ;
}
Figure 2.1 – Les éléments de notre structure de données.
B = array size
X X XPtr to previous block Ptr to next block
IdxFree
Block size
Figure 2.2 – Structure de donnée chaînée.
la positionnons dans la catégorie des structures dites cache oblivious [100]. En divisant
les données blocs, en les agrégeant par la suite et avec la notion de self tunning [39]
notre structure de données s’adapte automatiquement avec le scénario de la simulation.
La structure doit principalement pouvoir absorber le dynamisme à certains endroits du
maillage sans remettre en cause l’organisation globale des données. Ce type de structure
avec son paramétrage et sa capacité d’adaptation est le parfait intermédiaire entre la liste
chaînée et le tableau dynamique sans le coût du chaînage entre chaque donnée.
Avant de détailler comment les quatre primitives s’appliquent sur cette structure, nous
présentons d’abord la structure de données maillage basée sur cette structure hybride.
2.3.2 Accès à un élément
Dans une structure chaînée par blocs, un moyen efficace et standard pour accéder
aux données est de représenter chaque élément par un couple que nous appelons ccIndex
comme introduit dans la Figure 2.3. L’indice ccIndex d’un élément de la structure est
composé de deux données :
— ptrBlock qui correspond au pointeur sur le bloc de la liste contenant la donnée ;
s t r u c t ccIndex {
Block∗ ptrBlock ;
i n t i dxPos i t i on ;
}
Figure 2.3 – Indice d’un élément pour un accès direct.
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— idxPosition qui donne la position dans le tableau tab du bloc.
Ainsi en utilisant cet indexage nous avons un accès rapide aux données que nous soyons
avec un seul bloc dans une configuration simple tableau ou avec n blocs chaînés. Pour ce
type de structure, avoir un accès au bloc plutôt que directement sur la donnée est essentiel
pour gérer finement les réorganisations entre les blocs de la structure sans pénaliser l’accès
en simple lecture et écriture.
2.3.3 Structure de données maillage
La Figure 2.4 introduit les principaux attributs pour définir le type Nœud et le type
Segment. Dans la simulation, le type Nœud avec tous ces attributs a une taille de 312 octets
s t r u c t NODE {
double [ 3 ] p o s i t i o n ;
double [ 3 ] v e l o c i t y ;
double [ 3 ] f o r c e s ;
i n t numberOfArms ;
ccIndex [ numberOfArms ] segments ;
}
(a) Attributs du type Nœud avec les références (ccIndex)
vers les segments connectés au nœud.
s t r u c t SEGMENT {
ccIndex NODE1 ;
ccIndex NODE2 ;
GlideSystem∗ gsystem ;
}
(b) Attributs du type Segment
avec les références (ccIndex) vers
les extrémités du segment.
Figure 2.4 – Attributs pour les nœuds et les segments. Les deux structures sont fortement
interdépendantes.
et le type Segment 168 octets. Toutefois dans ces chiffres il manque notamment des attri-
buts supplémentaires pour la gestion du maillage en parallèle. La taille réelle des données
comparée à la taille usuelle du cache L1 de 32Ko pour la machine cible, révèle l’importance
pour nous de manipuler des structures adaptées pour ne pas saturer le cache inutilement.
Par exemple, lors du calcul de l’interaction entre deux segments pour évaluer la force, le
chargement des données utiles (position des nœuds et vecteurs de Burgers des segments)
est de 144 octets. Il suffit de 227 paires de segments pour saturer le cache. Pour le calcul
de collisions, nous chargeons la position des nœuds et la vitesse de déplacement de chacun
pour un total de 240 octets soit quasiment moitié moins de paires.
Les deux types de données du maillage sont interdépendantes. Un segment est toujours
référencé par deux nœuds tandis qu’un nœud peut appartenir entre 1 et N segments. Cette
différence a son importance pour les accès lors du calcul de la vitesse qui parcourt l’en-
semble des connexions d’un nœud. Cependant, en général, la grande majorité des nœuds
sont des nœuds de discrétisation et sont donc connectés uniquement à deux segments.
Pour accéder à un élément via le ccIndex, il faut pouvoir manipuler la structure de
données de façon transparente quelle que soit l’implémentation sous-jacente. Ainsi, on
doit permettre à l’utilisateur un accès uniforme pour lire ou écrire que l’on soit avec une
organisation en structure de tableaux (SOA) ou en tableau de structure (AOS). Pour cela,
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un mécanisme d’interfaçage est proposé (Figure 2.5) pour masquer l’implémentation qui
peut être choisie à la compilation. Pour chaque type que l’utilisateur créé, par exemple
ImplementationAOS ImplementationSOA
«interface»
DataInterface
dataInBlock : ccIndex
Node,Segment
Figure 2.5 – Interface générique de la structure
les types Nœud et Segment, il définit une interface avec l’ensemble des méthodes que le
type utilise et un ccIndex pour indiquer la position en mémoire de la donnée. Ensuite,
une implémentation est faite en héritant de cette interface. Nous avons donc une implé-
mentation pour manipuler les données placées dans un bloc en SOA et une autre pour les
blocs en AOS, qui se modélise comme dans la Figure 2.5. Au final, l’indexation directe
entre les segments et les nœuds ainsi que l’utilisation de l’interface rendent les opérations
de lecture et d’écriture sur les données uniformes et efficaces.
2.3.4 Primitives d’insertion et de suppression
2.3.4.1 Insertion
Avec l’organisation par blocs, l’insertion n’est plus dynamique car l’espace nécessaire
est déjà réservé. Pour chaque bloc, l’espace libre se situe entre l’indice idxFree et B − 1,
ainsi aucun appel système n’est nécessaire pour gérer la mémoire. Si le bloc est plein une
autre primitive est en charge d’étendre la structure. L’insertion d’une donnée peut se faire
de deux façons :
1. Par clef. Dans ce cas, il faut parcourir les blocs à l’aide d’une clé par exemple
l’indice de Morton pour insérer la donnée dans le bon bloc. Ce type d’insertion n’est
pas le plus efficace mais il évite une insertion aléatoire dans la structure notamment
lors de l’initialisation de la simulation. Elle permet de grouper les éléments ayant
la même clé dans le même bloc. Dans le pire des cas, l’insertion se déroule en
O(nbBlocs) où nbBlocs est le nombre de blocs déjà présents de la structure. Dans
notre cas, les données sont organisées selon l’indice de Morton et il suffit de tester
simplement le premier élément de chaque bloc pour placer la nouvelle donnée dans
un bloc contenant des indices proches. On évite ainsi des comparaisons avec chacun
des éléments du bloc.
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2. Par voisinage. Ce mode d’insertion est privilégié pour son efficacité en terme
d’accès et pour maintenir une localité des données. Nous insérons toujours par
localité dans le bloc à la position idxFree sans perturber l’organisation du bloc.
C’est à dire que la donnée à insérer sera toujours placée à la première position
libre du bloc sans provoquer un recopie d’une partie des données du bloc. Ce type
d’insertion se déroule enO(1) et favorise des chargements de cache avec des données
susceptibles d’être accédées consécutivement.
2.3.4.2 Suppression
Pour des raisons d’efficacité, nous ne supprimons jamais une donnée à la fois mais
des ensembles de données. Ainsi, on limite les déplacements de données dans les blocs
qui pénalisent les algorithmes. De plus, pour les traitements en parallèle on réduit ainsi
l’utilisation de verrous sur les données du maillage. Par conséquent la suppression se fait
toujours en deux temps :
Phase 1 si une donnée doit être supprimée, il suffit de l’invalider en faisant disparaître
les dépendances des autres données vers celle-ci. Nous stockons son ccIndex pour
y accéder durant la seconde phase.
Phase 2 On supprime les données invalidées et on déplace les données situées à la fin du
bloc pour boucher les trous. En parcourant les indices stockés durant la première
phase on cible directement les blocs contenant des données invalidées. Le travail
est alors local au bloc et il consiste à réorganiser les données à l’intérieur du bloc
pour avoir des données contiguës.
2.3.5 Primitives dynamiques pour étendre ou réduire la struc-
ture
Si après la phase de nettoyage un bloc est vide (idxFree=0) on doit le supprimer de
la liste. Pour cela, un simple déréférencement par le bloc précédent et le bloc suivant
est suffisant. Au niveau de la mémoire, un appel à des fonctions systèmes est nécessaire.
Pour diminuer le coût de la désallocation et de la réallocation on ajoute à la structure de
données (Figure 2.6) une pile pour gérer les blocs vides inutilisés.
s t r u c t L i s t {
Block ∗ f i s r t , ∗ l a s t ;
i n t nbBlocks ;
i n t f r e qA l l o c ;
Stack f r e eB lock ;
}
Figure 2.6 – Données de la structure liste avec gestion de la mémoire.
Lors de l’insertion d’une donnée dans un bloc A, si celui-ci est plein on insère un
nouveau bloc comme dans le cas des listes chaînées. Ce bloc est inséré à la suite du bloc
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A. Pour cela, si la pile freeBlock n’est pas vide on récupère l’adresse du premier bloc
vide disponible sinon on alloue de la mémoire pour un nouveau bloc.
De manière générale, dans nos simulations le réseau de dislocations aura tendance à
croître plus ou moins vite au cours d’une simulation. Par exemple, dans un grain contenant
une faible densité de boucles avec des sources de Frank-Read très mobiles, on observe une
forte croissance puis une stabilisation due à la densification des dislocations. C’est pour-
quoi, il est important d’optimiser la gestion de la pile et du nombre d’allocations. Pour cela,
nous fonctionnons par pool d’allocations de blocs dont la taille K évolue selon la fréquence
des appels pour demander plus de mémoire. Cette fréquence revient à mesurer le nombre
d’itérations entre deux appels à la fonction d’allocation. Si un certain seuil d’allocation
est dépassé nous allouons alors un plus grand espace mémoire (pool, zone en rouge sur la
Figure 2.7) pour réduire le nombre et le coût de ces appels. La taille du pool, poolSize,
est obligatoirement un multiple de la taille d’un bloc : poolSize = K × blockSize avec
K qui augmente tel que K = K× 1.5 et diminue inversement selon la fréquence. Une partie
Contiguous Allocated pool
&
Stack: Available sub-blocks&
Pool size
Block size
Block linkage
1 2 3 1 2 31 2 3 4 5 64 5 6 4 5 6
&
1 2 3 1 2 31 2 3 4 5 64 5 6 4 5 6
&
B : Static size data array
Figure 2.7 – Structure de données chaînées par bloc avec allocation par pool pour éviter
la fragmentation de la liste, la pile (Stack) stocke l’adresse des blocs non encore affectés
à la liste.
de cet espace mémoire est directement utilisée pour introduire les nouveaux blocs dans la
liste et donc les nouvelles données tandis qu’une autre partie est réservée par anticipation
pour plus tard. Les blocs stockés seront disponibles plus rapidement ultérieurement et
on évite de trop nombreux et coûteux appels système. Si la simulation est stable le pool
retrouve sa taille d’allocation minimale qui correspond à un bloc.
Lorsqu’un bloc de données n’est plus nécessaire à la simulation, il est réinséré dans la
pile d’espace mémoire disponible. L’espace supplémentaire stocké dans la pile ne dépasse
pas 5 % de l’espace nécessaire à la totalité des blocs contenus dans la liste sinon la mémoire
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est libérée.
Le fonctionnement avec un pool d’allocation en plus d’éviter les appels systèmes coû-
teux lors des phases de croissance de la simulation, réduit aussi la fragmentation de la
mémoire inhérent au fonctionnement avec une liste chaînée. Comme on peut le voir dans
la Figure 2.7, les blocs sont ainsi contiguës en mémoire pour éviter de larges sauts entre
le chaînage des blocs.
2.3.6 Maintien de la cohérence mémoire
Pour maintenir la performance malgré la dynamique, un ensemble de techniques al-
gorithmiques sont mises en place. Pour cela, les techniques abordées dans l’état de l’art
Section 0.3.2 ont été développées et adaptées dans le cas du maillage de dislocations à
travers les étapes algorithmiques de la simulation. Nous allons revenir sur les caractéris-
tiques de la structure en liant cela directement à la simulation en DD.
2.3.6.1 Organisation hiérarchique de l’espace et réplication de données
Comme présenté dans la section 1.1, la structure spatiale que nous utilisons pour les
deux algorithmes de calcul de forces et de collisions est un octree. Il est donc primordial
que la connexion entre l’octree et notre structure contenant le maillage soit efficace et
cohérente.
Les feuilles de l’octree sont parcourues en suivant la numérotation de Morton qui crée
un parcours linéaire de l’espace 3D. Pour attribuer à chaque segment un indice de Morton,
nous considérons son barycentre pour évaluer son indice de Morton et son appartenance
à une feuille. Cette donnée est inutile au calcul puisque nous utilisons les coordonnées des
nœuds dans les algorithmes. Pour minimiser le surcoût de ce stockage, nous enrichissons
la structure feuille en ajoutant aussi le vecteur unitaire et la longueur du segment. On
peut alors calculer à la volée la position des nœuds du segment sans indirection à travers
deux structures de données (vers les segments puis vers les nœuds). Les données stockées
dans une feuille de l’octree sont décrites dans la Figure 2.8.
s t r u c t SegmentInTree{
double coordBarycentre [ 3 ] ;
double unitVect [ 3 ] ;
double l ength ;
ccIndex segment ;
}
Figure 2.8 – Représentation des segments dans l’octree.
Avec cette technique de réplication des données, nous augmentons le coût mémoire (4
doubles supplémentaires en plus du ccIndex et de la position de la particule coordBary-
centre) de la simulation mais évitons aussi une double indirection coûteuse. Cette façon
de procéder réduit les accès non réguliers en mémoire et permet d’éviter les risques de
limitation des algorithmes par la bande passante mémoire.
2.3. Structure de données pour la DD 89
Enfin, cette technique facilite le calcul avec des conditions périodiques sur l’octree.
En effet, lors du calcul des forces ou la détection des collisions en conditions périodiques
les feuilles au bord du domaine doivent être copiées et translatées de l’autre côté de
la boîte de simulation ainsi que les coordonnées des nœuds. L’algorithme déplace alors
simplement l’attribut coordBarycentre et ajoute la contribution sur le segment cible de
manière transparente par le ccIndex. Avec la réplication de données, cette étape se fait
à moindre coût, et les indirections vers les attributs statiques (vecteur de Burgers, plan
de glissement, vecteur vitesse) se font aussi via le ccIndex.
2.3.6.2 Insertion avec maintien de la localité
L’insertion de nœuds ou de segments est une étape fréquente et se produit de manière
aléatoire sur tout le maillage. Elle doit être rapide tout en maintenant la localité des don-
nées. Cette localité est importante pour être efficace tant sur les parcours de la structure
que lors des traitements en parallèle. Nous insérons un nouvel élément dans notre maillage
local à différentes étapes de l’itération :
— Collision entre lignes de dislocation ;
— Séparation de nœuds physique ;
— Raffinement de lignes de dislocation ;
— Migration entre les processus.
L’insertion de nouveaux éléments dans la structure conduit naturellement à perturber
l’ordre des données. Cet ordre doit être conservé pour maintenir l’efficacité. Au cours
des différentes étapes la localité des données est nécessaire. Le calcul des forces (Sec-
tion 1.1.1) et la détection des collisions (Section 1.1.2.1) nécessitent une séparation entre
les segments proches contenus dans les feuilles voisines et les segments lointains. L’organi-
sation des données doit donc toujours prendre en compte cette localité basée sur l’indice
de Morton. Ensuite, le calcul de vitesse (Section 0.2.3), la séparation des nœuds physiques
et le remaillage font intervenir la notion de localité par interconnexion entre les segments
en se basant sur le ccIndex et sur la correspondance entre la structure des nœuds et celle
des segments.
Pour l’étape de séparation des nœuds physiques (Algorithme 5), nous ne considérons
que les nœuds physiques ayant au moins trois connexions. Soit A un nœud physique à
séparer, il doit disparaître pour former deux nouveaux nœuds qui seront connectés aux
mêmes nœuds et segments que A. En nous basant simplement sur le ccIndex du nœud
A nous savons où insérer dans la structure les nouvelles données à l’aide des primitives
d’insertion. Les nouveaux nœuds sont insérés dans le bloc du nœud physique A et s’il faut
insérer un segment de jonction nous accédons au bloc contenant les segments connectés
au nœud A.
L’étape de raffinement reprend le même principe dans le sens où, suite à un parcours
de la structure contenant les segments, l’insertion se fait par voisinage. Nous utilisons le
ccIndex du segment à raffiner et les ccIndex de ses nœuds pour insérer en temps constant
tout en conservant la localité pour le nouveau segment et le nouveau nœud.
L’insertion suite à une collision est un peu différente car nous ne travaillons plus à
partir de notre structure de données contenant le maillage mais avec la structure hiérar-
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chique (octree). Les collisions ne se produisent pas uniquement entre les segments d’une
feuilles mais aussi avec des segments dans les feuilles voisines. Donc, les données peuvent
avoir des indices de Morton différents et être contenus dans des blocs différents. Dans ce
cas, l’insertion se base en plus sur l’indice de Morton attribué à la donnée à insérer par la
position de la collision. En comparant cet indice avec ceux des segments impliqués dans
la collision on récupère le bloc possédant des segments proches.
Enfin, la migration est la dernière étape provoquant des insertions de données. La
migration s’opère tout au long des itérations de la simulation avec le déplacement des
segments à l’intérieur du domaine de simulation. La migration à l’intérieur d’un unique
domaine n’entraîne pas d’insertion dans les structures mais plutôt une modification de
la localité des données dans l’espace et par conséquent de l’ordre de parcours pour les
différents algorithmes. Le processus de déplacement est relativement lent ainsi la réorga-
nisation se fait par un processus de tri sur l’indice de Morton (section 2.3.6.3) qui rétablit
la relation entre l’octree et les segments dans la structure. Par contre dans le cas parallèle,
la migration au sens du déplacement entre les mémoires de deux processus est une source
d’insertion dans nos structures de données. Lorsque des segments quittent une mémoire
d’un processus pour passer à un autre processus, nous devons procéder à l’insertion dans
la structure locale. Pour cela, on cherche dans l’octree la feuille contenant les segments
avec le même indice de Morton. Puis on récupère le ccIndex d’un segment de cette feuille
pour insérer dans le bloc contenant des données proches spatialement. Ensuite, on répète
le processus pour placer les nœuds dans le bloc cible à partir des extrémités du segment
voisin. Dans le cas où la feuille n’existe pas, nous prenons alors parmi les feuilles voisines,
le premier segment avec l’indice le plus proche.
2.3.6.3 Tri et mise en correspondance des structures
Malgré la prise en compte de la localité des données lors des opérations d’insertion
et de suppression le déplacement des segments et des nœuds au cours de la simulation
empêche d’avoir un contrôle fin pour maintenir la cohérence entre le placement dans les
blocs et l’organisation spatiale dans la boîte de simulation. L’organisation des données
est faite à trois niveaux avec l’octree, la liste des segments et la liste de nœuds. Or,
ces trois structures utilisent des indirections de l’une vers l’autre ce qui rend capital
une bonne correspondance pour éviter les accès aléatoires à la mémoire. Puisqu’au cours
des différentes étapes, les algorithmes n’interviennent pas sur les mêmes structures de
données et que celles-ci sont interdépendantes, il faut rendre l’ensemble cohérent pour
que les accès par indirection favorise une bonne utilisation du cache. Comme on peut
le voir sur la Figure 2.9, la correspondance entre deux structures comme par exemple
entre les segments et les nœuds rend les indirections critiques pour la performance. On
constate de manière évidente qu’un parcours au niveau des segments en accédant aux
nœuds provoque une forte dégradation de l’utilisation des caches avec des accès aléatoires
sur les nœuds. En parallèle, ces mauvais chargements de cache deviennent encore plus
critiques lorsque les accès se font entre deux threads concurrents qui invalident les lignes
chargées par un autre thread. Par conséquent, nous ajoutons un algorithme de tri sur
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Liste de Noeuds
Liste de Segments 
Figure 2.9 – Accès aléatoire en mémoire aux nœuds depuis la structure de données des
segments.
les structures pour garder la correspondance entre les patterns d’accès aux données des
différents algorithmes et l’organisation en mémoire de celles-ci. De manière statique tous
Liste de Noeuds
Liste de Segments 
Figure 2.10 – Accès réguliers aux nœuds depuis la structure de données des segments.
les X pas de temps une étape de tri crée cette correspondance entre les trois structures
pour retrouver un état où les accès sont bien coalescents. La Figure 2.10 montre que
chaque segment référence des données proches en mémoire ce qui favorise l’utilisation du
cache.
L’algorithme se décompose en 4 étapes principales comme le présente la Figure 2.11
en intervenant sur les différentes structures de données.
Étape 1 : Mise à jour des indices de Morton. La première étape consiste simple-
ment à mettre à jour l’indice de Morton des segments en prenant le barycentre comme
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Step 1 : Mise à jour
des indices de Morton
Step 2 : Tri des segments
Step 3 : Tri des noeuds selon
la position des segments
Step 4 : Référencement
des segments dans l’octree
selon leur indice de Morton
Figure 2.11 – Principales étapes pour l’algorithme de tri
position de référence. Cette étape a une complexité linéaire en fonction du nombre de
segments. L’indice de Morton sera la clef pour trier les données.
Étape 2 : Tri des segments. Un premier tri est appliqué sur la structure contenant
les segments en se basant sur les indices de Morton. L’algorithme de tri est calqué sur
l’approche classique du tri dans les méthodes cache oblivious avec une décomposition
récursive de la structure. Il s’agit d’un tri de type quickSort par bloc en adaptant la
récursion à la structure. La récursion s’arrête, soit si un bloc ne contient plus qu’un
seul indice de Morton, soit s’il est considéré comme suffisamment trié c’est à dire avec
des indices de Morton contiguës. Le tri est initié avec l’algorithme 10 où nous fixons la
profondeur maximale en appelant la fonction "ComputeDepth". Cette fonction prend en
Algorithme 10 : Tri par bloc structure des segments.
Données : MeshClass, nbThreads
// Premier élément de la liste
1 CCIndex first←Mesh.getSegments().getHead();
// Dernier élément de la liste
2 CCIndex last←Mesh.getSegments().getEnd();
// Détermine la profondeur de la récursion
3 int depth← ComputeDepth(Mesh.getSegments(), nbThreads);
4 QuickSortTask(head,last,depth);
compte le nombre de segments et le nombre de blocs pour fixer jusqu’à quel niveau il faut
remonter dans l’arbre virtuel du tri. Une fois l’algorithme 11 démarré (appel à la ligne 4
algorithme 10), c’est lors de l’appel à la fonction "Divide" que nous pouvons décider de
stopper la récursion. Comme le tri est une opération régulière et que le mouvement des
segments est permanent, il est inutile de payer le prix d’un tri exact.
Étape 3 : Tri des nœuds. Une deuxième étape de tri est effectuée sur la structure des
nœuds. Elle se base sur un parcours de la structure contenant les segments qui viennent
d’être triés à l’étape 2. L’algorithme décrit dans Algorithme 12 déplace simplement les
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Algorithme 11 : Appel récursif du tri sur la structure et technique d’arrêt.
Données : head,last,depth
// Trouve l’élément milieu et utilise le pivot sélectionné (Indice de
Morton) pour placer les éléments inférieurs au pivot dans la
partie gauche
1 CCIndex half ← Divide(first, last);
// Détermine si la profondeur maximale a été atteinte
2 si depth>1 alors
3 QuickSortTask(head,half,depth-1);
4 QuickSortTask(half,last,depth-1);
nœuds dans l’ordre dans lequel ils sont appelés depuis la structure des segments, pour
retrouver exactement la même correspondance que celle montrée dans la Figure 2.10.
Algorithme 12 : Correspondance entre les structures selon les positions (Morton
Index) des segments.
Données :
// Récupérer la première position de la liste de nœuds
1 CurrentNode←MeshClass.getNodes().getF irst();
2 pour chaque Segment ∈ SegmentList faire
// Vérifie la position du nœud par rapport au ccIndex courant
3 si ! Segment.getNode1().isInPlace() alors
// Inverse la position si nécessaire
4 Swap(Segment.getNode1(), CurrentNode);
5 CurrentNode+ +;
6 si ! Segment.getNode2().isInPlace() alors
7 Swap(Segment.getNode2(), CurrentNode);
8 CurrentNode+ +;
Lorsqu’un nœud est accédé par indirection depuis un segment la fonction isInPlace
(ligne 3 et 6 Algorithme 12) teste la position du nœud dans la structure par rapport au
bloc courant pour insérer un nœud. Dans le pire des cas, pour N nœuds nous avons N
déplacements.
Étape 4 : Mise à jour de l’octree. Nous terminons en mettant à jour l’octree à
partir d’un parcours transversal de la structure des segments triés. Puisque les segments
sont groupés par indices de Morton contiguës, l’insertion dans chaque feuille de l’octree
est groupée. Ainsi, pour N segments nous n’avons plus à parcourir N fois l’arbre en pro-
fondeur pour accéder à une feuille mais seulement à parcourir les feuilles allouées dans
l’ordre pour y placer les segments.
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L’organisation des données est donc descendante depuis l’octree vers les nœuds, en
nous basant sur la localité spatiale des segments dans l’arbre grâce aux indices de Mor-
ton. Nous organisons les segments dans leurs blocs, pour créer une correspondance dans
l’organisation des nœuds afin d’avoir des accès coalescents aux nœuds en parcourant les
segments.
Bilan
Dans ce chapitre nous avons présenté les travaux effectués sur l’élaboration des struc-
tures de données qui permettent de gérer de manière efficace le maillage des disloca-
tions. L’introduction d’une liste chaînée par blocs pour gérer le maillage permet d’être
performant à la fois dans les phases à forte intensité arithmétique (FMM et détec-
tion de collisions) et lors de la modification du maillage (dynamisme des données -
insertions/suppressions). Nous avons présenté l’ensemble des primitives adaptées à la DD
pour rendre compatible le comportement de la structure avec le déplacement des segments
dans un contexte de calcul hautes performances.
Nous avons aussi mis en avant la prise en compte de l’évolution des architectures
matériel avec une structure adaptée au différents niveaux de caches (hiérarchie mémoire)
et implémenté à travers une interface pour utiliser un stockage en structure de tableau
pour réduire la contention mémoire et éviter la surcharge des caches.
Enfin, nous avons présenté les techniques algorithmiques pour gérer la cohérence avec
trois structures interdépendantes à savoir l’octree, la liste de segments et la liste de nœuds.
Ces techniques visent à réduire le coût des indirections, notamment avec la prise en compte
de la localité pour l’insertion, la réplication de données pour le calcul dans l’octree et enfin
le tri global pour maintenir la l’organisation en mémoire avec les accès aux données par
indirection.
Dans le chapitre suivant, nous aborderons les développement effectué pour introduire
un parallélisme hybride Open/MPI à la simulation. Ce parallélisme s’inscrit comme le
premier jalon vers les calculs à très grande échelle.
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Nous présentons ici les méthodes de parallélisation employées pour l’ensemble des al-
gorithmes présentés dans les sections précédentes. Ces travaux sont la première étape pour
aller vers un parallélisme massif sur des machines hétérogènes (manycore) et s’orientent
vers un parallélisme hybride classique. Nous présentons un premier niveau de parallé-
lisme fin basé sur la programmation OpenMP en utilisant un paradigme par tâches. Puis
un niveau grossier avec une décomposition du domaine de simulation en boîtes pour un
parallélisme distribué en utilisant un paradigme par échanges de messages basé sur MPI.
3.1 Espace d’adressage global : OpenMP
3.1.1 Parcours de la structure de données
Les algorithmes du calcul des vitesses et de réduction des contributions des segments
sur les nœuds s’effectuent en parcourant la structure de données par blocs. On doit donc
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paralléliser le parcours de la structure de données. Pour cela, on itère sur les blocs de la
structure et on définit une tâche pour effectuer une opération sur un bloc de données. En
fonction du coût de calcul de l’opération, on peut augmenter la granularité en donnant
plusieurs blocs, nbBlockPerTask, à la tâche pour diminuer le nombre de tâches et ainsi
masquer le surcoût de la création et de l’ordonnancement des threads qui exécutent tâches.
Le principal paramètre pour régler la granularité du calcul est la variable nbBlockPerTask
Algorithme 13 : Parallélisation du parcours de la structure chaînée.
Données : MeshClass , nbBlockPerTask
1 DataBlock currentblock ← MeshClass.getFirstDataBlock();
2 #pragma omp parallel
3 #pragma omp single
4 tant que not treated each block of the mesh faire
5 int nbBlockToTreat← 0;
6 DataBlock firstBlock← currentblock;
7 tant que nbBlockToTreat<nbBlockPerTask faire
8 currentblock← currentblock.goToNextBlock();
9 #pragma omp task firstprivate(firstBlock, nbBlockToTreat)
10 tant que not iterate over nbBlockToTreat faire
11 COMPUTE ON EACH DATA OF currentBlock
12
...
13 currentBlock← currentBlock.goToNextBlock();
(Algorithme 13). Elle correspond au nombre de blocs consécutifs attribués à la tâche. Cette
variable nbBlockPerTask dépend du nombre de données dans la liste, du nombre de blocs
et du nombre de données par bloc qui évoluent au cours de la simulation. L’attribution
d’un seul bloc par tâche est trop coûteux pour l’ordonnanceur et surtout trop irrégulier du
fait du remplissage non homogène des blocs. En conséquence, nous considérons le problème
inverse et nous fixons le nombre de tâches par thread en groupant des ensembles de blocs
contiguës. De plus, pour limiter l’impact de l’hétérogénéité du remplissage des blocs nous
cherchons à distribuer plus d’une tâche par thread pour mieux répartir les coûts de calcul.
Pour les algorithmes statiques qui n’accèdent pas par indirections aux données réfé-
rencées dans la structure (des nœuds vers les segments ou inversement) les tâches sont
parfaitement indépendantes et sans conflits d’accès mémoire. Le seul risque de concur-
rence entre les threads est dû à des chargements conflictuels de bancs de cache. Pour
cela, en affectant de grandes tâches (groupe de blocs) par thread et en considérant les
optimisations pour l’organisation en mémoire de la structure de données (Chapitre 2), ce
risque est réduit au minimum.
Cependant, l’indépendance et la cohérence des accès pour les algorithmes statiques
sont remises en question pour les algorithmes dynamiques lors de l’insertion et de la
suppression de données. Dans la suite nous allons voir comment avec deux mécanismes
à base de verrous, un pour l’insertion de nouveaux blocs de données et l’autre pour
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l’insertion de données, nous pouvons travailler en parallèle sans blocage entre les threads
lors de l’étape de remaillage.
3.1.2 Manipulation threads safe pour des algorithmes dynamiques
Pour remailler nous appliquons un algorithme en deux étapes. Une première étape
pour faire disparaître tous les segments trop longs avant d’effectuer une seconde passe
pour dé-raffiner en supprimant les segments trop petits comme présenté dans la Sec-
tion 1.3 Algorithme 6. Pour raffiner (ligne 2 Algorithme 6), en terme de manipulation,
N2N1
N2N1
S
S Sn
Nn
Figure 3.1 – Raffinement d’un segment. Création d’un segment Sn et un nœud Nn.
il faut insérer un nouveau segment Sn et un nouveau nœud Nn comme montré dans la
Figure 3.1. L’insertion dans la structure segment est évidente puisque un seul et unique
thread travaille sur chaque bloc. Pour les nœuds, avec les indirections, deux threads tra-
vaillant sur des segments différents peuvent accéder à des nœuds contenus dans un même
bloc. Cela peut conduire à des écritures concurrentes dans le bloc pour insérer le nou-
veau nœud. De même, si deux threads travaillent sur deux segments interconnectés il y a
potentiellement un conflit lors de la modification des connections en parallèle.
Pour éviter ces conflits sur les données et pour les modifications de la structure de
données en parallèle, nous utilisons deux types de verrous. Un premier verrou (flagInUse)
sur chaque donnée (segment ou nœud) dès lors que l’on accède à l’une d’elle pour notifier
qu’un thread est en lecture sur cette donnée. Ainsi la fusion avec le nœud voisin par un
autre thread est protégée tant qu’un thread est en lecture. Un second verrou sur chaque
bloc (flagModif) si l’on souhaite modifier le maillage local.
Les verrous sont en réalité des booléens encapsulés dans une classe manipulée en
sécurité dans le cadre multithreads à l’aide des fonctions OpenMP omp_set/unset_lock().
Pour la manipulation de structures chaînées, nous trouvons de nombreux travaux sur les
structures lock free dans la littérature [57] dont nous nous sommes inspirés. Nous adaptons
ces travaux pour les phases d’insertion et de suppression des données.
Pour gérer ces accès concurrents, chaque bloc de la structure de données contient un
flag, flagModif, de modification. Il est pris si un thread doit insérer une donnée dans
le bloc. Si une position est libre dans le bloc, le thread relâche le flagModif dès qu’il
a incrémenté l’indice de la première position libre (idxFree). Si un autre thread était
en attente, il peut alors récupérer le flagModif et incrémenter à son tour la première
position libre. Pendant ce temps, le premier thread stocke la donnée en établissant les
connections (ccIndex) avec le reste du maillage. Si un bloc A de la structure est complet,
98 Chapitre 3. Programmation parallèle en DD
le thread va piocher un bloc B dans le pool de blocs libres et le connecte à la suite tout
en gardant le flagModif du bloc A jusqu’à avoir réservé la première position du nouveau
bloc B. Lors de l’insertion, le bloc B est identifié par un booléen (newBloc) comme étant
nouveau. Un fois le verrou flagModif relâché, un autre thread qui attendait pour mettre
une donnée dans le bloc A plein s’en empare et accède par chaînage au nouveau bloc B
et réalise l’insertion comme présenté dans la Figure 3.2.
Thread1 locks insertion flag
Other threads wait until release to insert in new b
Figure 3.2 – Verrouillage du flag de manipulation, insertion d’un nouveau bloc (orange)
avec modification des connexions et libération du flag pour autoriser l’insertion par un
autre thread.
Concernant les dépendances entre les nœuds et les segments, nous avons la garantie
qu’un segment ne sera manipulé que par 1 thread. Il suffit donc de prendre le flag
de lecture sur les deux nœuds N1 et N2 de ce segment pour modifier les connexions.
L’opération pour raffiner correspond à introduire un nœud de discrétisation, donc il n’y
a pas de modification du nombre de connexions pour N1 et N2 ainsi aucune précaution
particulière n’est à prendre pour la concurrence entre les threads.
Pour dé-raffiner, il faut supprimer le nœud N2 et le segment S comme montré dans
la Figure 3.3. Nous devons dans chacune des structures supprimer une donnée et ses
dépendances. Pour éviter les interblocages entre les threads les données sont dans un
N2N1
N1
S
Figure 3.3 – Dé-Raffiner du segment S. Suppression de S et fusion N1 et N2.
premier temps invalidées (cf. Section 2).
Pour supprimer un segment, on fusionne ses deux nœuds selon la méthode décrite dans
la Section 1.3. Une fois la décision de supprimer le segment S est prise, les deux nœuds
N1 et N2 sont protégés avec la prise du verrou flagModif pour qu’aucun autre thread ne
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puisse fusionner les nœuds du segment précédent ou du segment suivant pendant cette
opération. Au niveau des dépendances, en prenant l’exemple de la fusion de N2 dans N1,
N1 reçoit toutes les connexions de N2 sauf S. Lors de la fusion, un nœud de discrétisation
ne reçoit qu’un seul segment tandis que lors de la fusion de deux nœuds physiques N1
peut recevoir plus d’un segment.
La prise en compte de la courbure de la ligne complexifie les manipulations précédentes
car on travaille avec deux segments au lieu d’un. Le mécanisme décrit précédemment
s’adapte et supprime les interblocages.
3.1.3 Amélioration de la parallélisation du champ direct
Notre algorithme de calcul du champ de force travaille en différentes étapes pour
évaluer la force sur chaque nœud du système. Lors de l’étape de séparation des nœuds
physiques nous devons mesurer la dissipation d’énergie pour chaque configuration ce qui
nécessite de connaitre les contributions des forces sur chaque segment. Pour réduire au
minimum le risque de conflits d’écriture (réduction sur un nœud), nous conservons les
contributions des forces sur chaque segment. Le surcoût mémoire de cette approche ajoute
deux double pour stocker les contributions sur chaque extrémité des segments dans la
structure hiérarchique (Figure 2.8). Enfin, la dernière étape du calcul consiste à distribuer
sur les nœuds ces contributions stockées sur chaque réplication de segment. Le calcul des
Step 1 : Applied
Force Computation
Step 2 : Self Force
computation
Step 3 : Elastic
P2P computation
Step 4 : Elastic Long
Range computation
Step 5 : Core
energy computation
Step 6 : Reduce all segment
contributions on nodes
Figure 3.4 – Principales étapes du calcul des forces.
forces sur chaque nœud nécessite les six étapes suivantes comme montré dans la Figure 3.4 :
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Étape 1 : La force appliquée. Nous calculons sur chaque segment la force en réponse
à la contrainte appliquée sur le cristal. Cet algorithme itère sur les segments avec
une complexité linéaire O(N), où N est le nombre de segments. La contribution
est stockée au niveau du segment.
Étape 2 : La force élastique du segment sur lui même. Nous calculons la contrainte
élastique d’un segment sur lui-même avec une complexité linéaire O(N). La contri-
bution est stockée au niveau du segment en sommant avec la contribution précé-
dente donc sans risque de conflits d’écriture. Dans l’algorithme cette étape est
effectué lors des accès aux segments de l’étape 3 (P2P).
Étape 3 : La force élastique due aux interactions proches. Il s’agit de l’opérateur
P2P. Le calcul pour une paire ne doit être fait qu’une fois pour obtenir la contri-
bution sur les 4 nœuds. A cause de la réciprocité du calcul, les conflits d’écriture
sont nombreux puisque deux feuilles même non directement voisines peuvent écrire
sur les mêmes segments (Figure 3.5).
Étape 4 : La force élastique due au champ lointain. L’algorithme FMM travaille
au niveau des cellules de l’octree pour obtenir sur les segments les contributions
du champ lointain. Ces contributions sont stockées de manière séparée sur chaque
segment puisque notre algorithme prend en compte l’évolution lente du champ loin-
tain (Chapitre 1). Cette contribution est stockée sans risque de conflits d’écriture
et peut être utilisée sur plusieurs itérations.
Étape 5 : La force de cœur. Calculée sur chaque segment avec une complexité linéaire
O(N). De la même façon que pour la force appliquée, en ne considérant que ce
calcul nous n’avons pas de risques de conflits d’écriture.
Étape 6 : Réduction. Les contributions sont stockées sur les segments, il faut alors
pour chaque nœud, parcourir l’ensemble des segments qui lui sont connectés pour
sommer les contributions proches et lointaines pour finalement obtenir la force
nodale. Cette algorithme ne soulève pas de conflits d’écriture.
Pour les étapes 1, 5, et 6 le parallélisme est basé sur des tâches OpenMP avec le
parcours en parallèle sur la structure de données chaînée par blocs. Nous allons mainte-
nant présenter le parallélisme de ScalFMM pour le champ proche avec les contributions
apportées à la DD qui s’appliquent pour le calcul des forces et pour la détection des
collisions.
Parallélisme ScalFMM : indépendance des calculs
Pour le calcul du champ élastique et pour celui de la détection des collisions nous
utilisons ScalFMM. Il s’agit d’un calcul des interactions proches (opérateur P2P) dans
ces deux algorithmes. Le parallélisme est basé sur la décomposition hiérarchique de la
boîte de simulation en octree. Puisque nous calculons des interactions mutuelles nous
écrivons le résultat dans les deux feuilles concernées. Par conséquent, les écritures en
mémoire des contributions peuvent être concurrentes et créer des conflits aux interfaces
des cellules traitées par des threads différents (Figure 3.5). Dans ScalFMM l’indépendance
des données est assurée par un algorithme de coloriage qui permet de séparer le calcul
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T1 T2
Thread1 cells Thread2 cellsConﬂicts
Figure 3.5 – Conflits d’écriture entre deux threads pour le calcul du P2P.
pour tous les voisins directs afin d’assurer la non concurrence des écritures. Les noyaux
de ScalFMM sont génériques et doivent donc s’adapter à tous les cas de figure de calcul
direct. Par conséquent, la séparation pour une même couleur est assurée dans toutes les
directions comme on peut le voir dans la Figure 3.6a. Cela signifie que pour une grille
(a) Coloriage avec indépendance complète dans
toutes les direction. Ce coloriage utilise 9 cou-
leurs.
(b) Coloriage avec indépendance uniquement
dans certaines directions pour réduire le nombre
de couleurs utilisées
Figure 3.6 – Coloriage sur une grille 2D.
2D nous sommes obligés d’utiliser 9 couleurs pour séparer les feuilles indépendantes et 27
couleurs pour une grille 3D. Ainsi, entre chaque couleur l’ensemble des threads doivent
se synchroniser pour pouvoir passer à la couleur suivante sans créer de conflits.
Dans notre cas, nous ne faisons qu’un seul calcul entre un segment S1 et un segment
S2 pour obtenir les contributions sur les 4 extrémités. Donc en écrivant notre noyau de
telle sorte que seules les feuilles au Nord − Est (Cellules grises Figure 3.7) soient prises
en compte par la feuille courante, nous pouvons réduire le nombre de couleurs utilisées
en retirant l’indépendance dans une direction.
Cela nous apporte deux contributions avec d’un côté moins de barrières de synchro-
nisation et de l’autre une meilleur intensité arithmétique pour chaque couleur.
Équilibrage de charge dynamique entre les feuilles
En réduisant le nombre de couleurs, nous avons une plus importante charge de cal-
cul pour chaque couleur pouvant ainsi réduire l’hétérogénéité du coût des calculs entre
les couleurs. Cependant, la répartition hétérogène des dislocations dans le domaine de
simulation fait qu’une couleur peut contenir très peu de feuilles tandis qu’une autre est
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Figure 3.7 – Le thread verrouille la feuille rouge et travaille uniquement avec les feuilles
au Nord-Est grisée.
beaucoup plus chargée. De plus, le déplacement des segments contribue au déséquilibre
entre les couleurs. Nous avons alors des couleurs quasiment vides (peu de feuilles par
couleurs) à un moment de la simulation qui se retrouve très chargées par la suite et in-
versement. Enfin, le coût de calcul par feuille varie selon le nombre de feuilles voisines
et la charge de celles-ci (dépendant du nombre de segments contenus). Cela se traduit
par de moins bonnes performances puisque dans ScalFMM la distribution des feuilles par
couleur et par thread est statique (Algorithme 14) ce qui ne permet pas d’assurer un bon
équilibrage de la charge entre les threads. Ceux-ci peuvent rester en attente longtemps du
fait d’une mauvaise distribution. En effet, l’ordonnanceur statique assigne un groupe de
Algorithme 14 : Ordonnancement statique.
Données : Octree LocalTree
// Distribute leaves among different color
1 Color ← LocalTree.spreadLeaves();
2 pour chaque Color ∈ ColorNeigbors faire
3 #pragma omp for
4 pour chaque Leaf ∈ Color faire
5 Kernel.P2P(Leaf);
feuille (chunk) à chaque thread pour traiter la totalité de la boucle. La taille du chunk
étant fixe et indépendante du nombre de threads et du nombre de feuilles par couleur,
certains threads se retrouvent en attente des autres avant de pouvoir passer à la couleur
suivante.
Pour résoudre ce problème, tout en restant avec la même distribution des feuilles
par couleur, on paramètre la granularité du travail donné à chaque thread par l’ordon-
nanceur d’OpenMP. La granularité (chunk) dépend du nombre de threads, nbThreads,
qui vont travailler de manière concurrente sur les feuilles d’une même couleur et du
nombre de feuilles, nbLeaves, par couleur. Le réglage du chunk revient à distribuer des
groupes de feuilles sur ce nombre fixe de threads. On calcule alors pour chaque couleur la
taille du chunk qui permet d’assigner au moins un groupe de feuilles par thread. Notons
nbLeaves(i) le nombre de feuilles de la couleur i alors la taille du paquet est évalué pour
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chaque couleur par
chunkSize = nbLeaves(i)
nbThreads
+ 1.
Cependant, selon la densité de dislocations et la hauteur de l’arbre, nous avons un coût
de calcul entre une feuille et ses 13 voisines (Nord-Est) qui peut varier fortement. Pour
réduire ces différences, il est préférable de prendre en compte le nombre d’interactions en
comptant le nombre de feuilles voisines par couleur. Si pour une couleur i le nombre de
feuilles voisines est élevé un seul chunk est distribué par thread. Au contraire si ce nombre
est faible cela signifie que la distribution des segments est hétérogène donc plusieurs chunk
sont assignés. Selon ce critère fixé de manière expérimentale, nous obtenons alors un
coefficient de granularité (coefG(i)) qui va fixer le nombre de chunk par threads. Nous
avons au final soit 1,2 ou 3 chunk par thread et par couleur :
chunkSize(i) = nbLeaves(i)
nbThreads× coefG(i) + 1.
Pour l’ordonnancement dynamique, nous ajoutons donc la phase de pré-calcul (Algo-
Algorithme 15 : Ordonnancement dynamique par couleur.
Données : Octree LocalTree
// Distribute leaves among different color
1 ColorNeigbors← LocalTree.spreadLeaves();
2 chunkColor ← ColorNeigbors.computeChunk();
3 pour chaque Color ∈ ColorNeigbors faire
// Directive pour appliquer le nouveau chunk à la couleur idxColor
4 #pragma omp for schedule(schedule,chunkColor[idxColor])
5 pour chaque Leaf ∈ Color faire
6 Kernel.P2P(Leaf);
rithme 15 ligne 2) qui va déterminer pour chaque couleur la taille du chunk selon la
méthode décrite précédemment. Ensuite, nous n’avons plus qu’à appliquer cette taille de
manière dynamique à chaque changement de couleur pour optimiser la répartition des
threads (Algorithme 15 ligne 4).
Ces améliorations introduites dans ScalFMM optimisent le calcul des interactions
proches notamment pour un cas hétérogène sur les parties de calcul intensif (force et
collision) tout en conservant la même décomposition hiérarchique du domaine.
Dans cette partie, nous avons montré les différentes approches en parallèle pour as-
surer d’un côté l’indépendance des calculs et de l’autre comment par un mécanisme de
verrouillage minimal au niveau des données et au niveau de la structure de données, nous
avons permis la modification en parallèle du maillage malgré l’interdépendance des don-
nées.
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3.2 Mémoire distribuée : Message Passing Interface
Dans un modèle avec un espace d’adressage disjoint, nous décomposons l’espace de si-
mulation en sous domaines et chaque sous domaine est affecté à un processus. Les segments
vont alors migrer d’un processus à un autre. En suivant la décomposition hiérarchique
du domaine de simulation selon l’octree, on répartit les feuilles entre les différents sous
domaines pour distribuer la charge de calcul.
Pour être performante, la décomposition de domaine nécessite :
— Une bonne répartition de la charge. Chaque sous domaine reçoit une partie des
feuilles et donc une partie des segments du maillage. Le découpage feuilles en sous
domaines doit équitablement distribuer les segments pour que la charge de calcul
affectée à chaque processus soit identique pour minimiser les synchronisations entre
les processus. De plus, au cours des itérations, la distribution initiale peut devenir
déséquilibrée de sorte que l’on doit rééquilibrer la distribution des segments tout
au long de la simulation.
— Le deuxième point concerne la prise en compte des interdépendances entre les sous
domaines. Cette dépendance s’opère à deux niveaux. Tout d’abord, les algorithmes
du calcul des forces et de la détection des collisions d’un sous-domaine nécessitent
d’accéder aux segments des sous-domaines voisins. Le second niveau d’interdépen-
dance est lié à la nature des objets simulés qui ne sont pas ponctuels. Une ligne
parcourt le domaine de simulation et peut appartenir à plusieurs sous domaines
ainsi les segments peuvent être partagés entre deux ou trois sous domaines. Les
algorithmes avec prise en compte des connexions directes comme le remaillage ou
le calcul de vitesse doivent créer une correspondance au niveau des interfaces no-
tamment en faisant apparaître la notion de données fantômes.
Nous allons maintenant aborder la décomposition de domaine choisie pour la simu-
lation en DD et présenter la notion de données fantômes. Enfin nous détaillerons les
implications pour les algorithmes et nous discuterons de l’étape de migration.
3.2.1 Décomposition de domaine
L’algorithme de calcul du champ de contrainte élastique représente 85% du temps
d’une itération et est particulièrement affecté en distribué par la répartition de la charge
ainsi que de l’interdépendance des sous domaines. Nous avons un coût de calcul local basé
sur le nombre de segments répartis dans les feuilles et les communications dépendent du
nombre d’interfaces directes au niveau des feuilles pour le champ proche mais aussi de la
distribution des cellules pour le champ lointain.
Comme cela a été mentionné, la bibliothèque ScalFMM est en charge de cet algorithme
et la répartition des calculs est basée sur les intervalles d’indices de Morton (mapping de
l’espace 3d sur 1 dimension). Ainsi pour l’ensemble de la décomposition en sous domaines,
la distribution est faite en répartissant des intervalles contiguës d’indices de Morton,
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Ii = [ai, bi] avec Ii ∩ Ij = ∅, entre les processeurs.
Ω =
N−1⋃
i=0
Di , avec Di =
⋃
m∈Ii
Fm,
où le domaine de simulation Ω est décomposé en sous domaines Di. Chaque sous domaine
Di regroupe les feuilles F ayant un indice de Morton compris entre ai à bi. Comme
Process0 Process1 Process2
0 1 25585 86 171170
Global Morton Index
0 1 2552515 7 248 249
5 7 251
Figure 3.8 – Décomposition du domaine en suivant la space filling curve de Morton
(hauteur d’arbre 4). Seule les feuilles (en vert) contenant des segments sont allouées puis
des intervalles contiguës sont distribués entre les processus.
présenté sous forme décomposé dans la Figure 3.8, chaque feuille a un indice de Morton
et la décomposition se fait alors en répartissant l’intervalle global des indices de Morton
entre les processus. Le processus 0 reçoit le premier intervalle, puis le processus 1 le
second, et ainsi de suite jusqu’au processus N − 1 qui reçoit le dernier intervalle. Chaque
sous domaine connaît la totalité de la distribution des intervalles entre les processus. La
taille de l’intervalle reçue par chaque processus peut varier, comme nous le verrons avec
l’algorithme de rééquilibrage. Il peut s’agir d’équilibrer le nombre de segments attribué
par sous domaine ou le nombre maximum de sous domaines voisins.
Après avoir distribué les intervalles de Morton entre les sous domaines, on distribue
les éléments du maillage dans chaque intervalle. Comme les segments sont interconnectés,
il faut garder la cohérence du maillage aux interfaces des sous domaines pour pouvoir
effectuer la totalité des étapes algorithmiques. Pour cela, nous introduisons donc la notion
de donnée fantôme.
Soit S un segment d’extrémité N1 et N2, on définit M(S) = 12(N1 + N2) le milieu
du segment S et l’indice de Morton, IndexMorton(X), associé à la position du point X.
L’affectation des données suit les règles suivantes :
Règle 1 Un segment S appartient à Di si seulement si IndexMorton(M(S)) ∈ Ii ;
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Règle 2 Un nœud N appartient à Di si seulement si IndexMorton(N) ∈ Ii ;
Règle 3 Un segment S d’extrémité (N1, N2) est un segment fantôme de Di si seulement
si IndexMorton(M(S)) /∈ Ii et IndexMorton(N1) ∈ Ii ou IndexMorton(N2) ∈
Ii ;
Règle 4 N est un nœud fantôme de Di si et seulement si IndexMorton(N) /∈ Ii et s’il
est connecté à un segment local S de Di. On a donc la règle
N nœud fantôme de Di ⇔ IndexMorton(N) /∈ Ii et IndexMorton(M(S)) ∈ Ii.
A B
C
I JJ' I'
K'
L'
K
L
K'
L'
M N
Figure 3.9 – Différentes configurations de nœuds et de segments. En orange les nœuds
fantômes et en rouge les segments fantômes. Le segment [IJ ] est partagé entre deux sous
domaines A et B. Le segment [KL] est partagé entre trois sous domaines A,B et C.
Au final, en suivant le processus de distribution des intervalles et les règles d’affecta-
tion, nous avons plusieurs types de configurations :
1. le segment est entièrement contenu dans le domaine local et les nœuds à ses ex-
trémités ne sont connectés qu’à des segments locaux. Le segment peut alors être
manipulé localement sans implication pour les autres sous domaines qui n’ont pas
besoin de connaître son existence (segment [MN] Figure 3.9).
2. le segment est partagé avec un de ses nœuds dans un sous domaine Di et le second
dans un sous domaine Dj. Nous ajoutons la notion de donnée fantôme pour pouvoir
conserver l’interconnexion du maillage sur l’interface et effectuer l’ensemble des
calculs sur chaque nœud. Sur la Figure 3.9 le segment [IJ] a un nœud dans un sous
domaine A, le second nœud dans un sous domaine B. Le segment appartenant à
A, il est fantôme dans le sous domaine B.
3. le segment A est entièrement contenu dans le domaine local mais un nœud ou
les deux nœuds sont connectés à un segment partagé entre deux sous domaines.
Les nœuds du segment A sont locaux par leur position mais partagés par une
connexion avec un autre sous domaine. Ils doivent donc être synchronisés entre les
sous domaines (segment [LM] de la Figure 3.9).
Gérer la cohérence du maillage entre les sous domaines doit être fait avec précision
de par le dynamisme des données qui peuvent changer fréquemment de sous domaines ou
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disparaître suite à une collision ou lors du remaillage. Pour cela un tableau ou buffer de
correspondance est établi lors de la phase de migration (cf. Section 3.2.2.5). Ainsi, avec les
dépendances entre les données et les règles d’attribution de ces données et la connaissance
de la distribution globale des intervalles de Morton nous savons avec quels processus un
sous domaine partage une interface. De cette façon les communications sont réduites au
minimum et ne nécessitent que des échanges point à point avec les processus voisins.
Maintenant que nous avons présenté le partitionnent de l’espace en sous domaine et le
principe d’attribution des données, nous allons voir comment les modifications s’opèrent
au niveau des différentes étapes algorithmiques de la simulation en DD.
3.2.2 Adaptation des algorithmes de DD distribués
En comparaison avec l’approche séquentielle ou en mémoire partagée, pour réaliser
une itération en mémoire distribuée nous devons ajouter des phases de communications
entre les principales étapes de l’algorithme pour garder la cohérence des données entre
les sous domaines (i.e. entre un nœud et son fantôme). Sur les étapes algorithmiques (Fi-
gure 3.10) apparaissent en rouge les nouvelles phases de communication pour synchroniser
les données entre les sous domaines.
Avec notre décomposition de domaine, nous n’introduisons pas de zones de recou-
vrement, mais simplement la présence de données fantômes pour pouvoir connecter les
sous domaines. Nous avons dans chaque sous domaine l’ensemble des segments locaux et
l’ensemble des segments fantômes directement connectés à un nœud local. Nous allons
détailler les modifications des différents algorithmes suite à la distribution des données et
des dépendances entre les domaines.
3.2.2.1 Calcul de forces
Pour le calcul de force chaque sous domaine est en charge uniquement de ses segments
locaux. C’est à dire qu’il calcule les contributions d’un segment local (pouvant comporter
des nœuds fantômes) mais n’évalue pas les contributions d’un segment fantôme.
Pour les étapes de calcul liées à la contrainte appliquée et la force de cœur aucune
communication n’est nécessaire puisque chaque sous domaine effectue le calcul sur ses
segments locaux.
Avec un domaine distribué, les dépendances entre les sous domaines viennent du calcul
du champ de contrainte élastique. Pour la gestion du calcul du champ proche (opérateur
P2P) entre deux sous domaines l’algorithme de ScalFMM évalue dans chaque sous do-
maine les interactions avec les sous domaines voisins. On perd la réciprocité au niveau des
interfaces mais de cette façon une seule phase de communication est nécessaire. Ainsi les
communications sont groupées entre deux voisins en une seule et unique communication
asynchrone recouverte par le calcul sur le domaine local. Il est donc important de réduire
au minimum la taille des interfaces pour minimiser les calculs redondants sur ces feuilles
qui englobent le domaine local.
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Time Step
Step 1 : Force Computation
Update force on ghost nodes
Step 2 : Velocity update
Update velocity
on ghost nodes
Step 3 : collision
Update mesh modification
Step 4 : mesh refinement
Step 5 : Output statistics
Step 6 : Migration
a) Balance intervals
b) Migrate data
Figure 3.10 – Les étapes d’une itération en mémoire distribuée. En rouge les phases de
synchronisation entre les sous domaines.
Une fois les étapes de calcul terminées, nous effectuons une nouvelle phase de commu-
nication avant d’affecter l’ensemble des contributions des segments sur les nœuds locaux
(Étape 6, Figure 3.4). Comme présenté dans l’Algorithme 16 chaque sous domaine repère
les segments locaux qui possèdent un nœud fantôme, puis pour chaque segment repéré,
le processus construit un buffer contenant la contribution du segment local sur le nœud
fantôme vers le ou les sous domaines cibles. Enfin chaque processus envoie et reçoit les
contributions de chacun des sous domaines voisins avec qui il partage des segments. Le
sous domaine peut alors effectuer la réduction des contributions sur les nœuds locaux de
manière classique.
Maintenant, chaque sous domaine peut alors construire la force sur chacun de ses
nœuds locaux et il possède aussi séparément la contribution liée à chaque segment. Ce-
pendant, si le calcul FMM a été effectué complètement il faut déterminer si la fréquence
doit être modifiée. Une dernière communication (Allreduce) est nécessaire ; chaque pro-
cessus communique à l’ensemble des autres processus la variation du champ lointain pour
ajuster la fréquence. A la fin de cette étape les données du maillage sont cohérentes.
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Algorithme 16 : Pseudo code d’échange des contributions sur les segments parta-
gés.
Données : Octree LocalTree
// Pour chaque segment local
1 pour chaque Segment ∈ LocalMesh faire
// Si le segment est partagé
2 si isShared(Segment) alors
3 Vector subDomainsTopackTo ← getsubDomains(Segment);
// on prépare les réceptions
4 pour chaque Neighbor ∈ NeighborsSubDomains faire
5 ReceiveContributions(Neighbor);
// on pack les contributions
6 pour chaque domain ∈ domainsTopackTo faire
7 PackContributions(domain,Segment);
// Envoi et réception des contributions
8 pour chaque Neighbor ∈ NeighborsSubDomains faire
9 SendContributions(Neighbor);
10 UnpackContributions(Neighbor);
3.2.2.2 Mise à jour des positions
Après le calcul des forces, chaque sous domaine peut calculer la vitesse sur l’ensemble
de ses nœuds locaux en appliquant l’algorithme indiqué dans la Section 1.2. Cet algorithme
dépend uniquement des connexions directes qui sont connues dans chaque sous domaine
avec des segments locaux ou des segments fantômes. En version distribuée, on applique le
même algorithme que la version en mémoire partagée, et à la fin de l’algorithme on met à
jour les vitesses sur les nœuds fantômes connectés à un segment local. On utilisera cette
vitesse pour déplacer les segments fantômes. Comme on peut le voir sur la Figure 3.11,
le sous domaine A qui possède le segment [JK] ne connaît pas la vitesse du nœud K qui
appartient au sous domaine B. Ainsi B calcule la vitesse de K puisqu’il connaît l’ensemble
A B
I J K L
Figure 3.11 – Calcul des vitesses entre deux sous domaines. Chaque sous domaine calcule
sur les nœuds locaux (Vert pour le sous domaine A et Orange pour le sous domaine B).
On échange ensuite les vitesses pour les données fantômes. Ici B communique la vitesse
du nœud K au sous domaine A.
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de ses connexions ([JK] est fantôme pour B) et communique cette vitesse au sous domaine
A qui pourra alors déplacer le segment [JK].
Cette mise à jour sur les nœuds fantômes connectés à un segment local est indis-
pensable pour connaître la vitesse lors de la détection des collisions. Elle se fait aussi
simplement que pour la synchronisation des forces avec une communication point à point
entre les sous domaines voisins.
Une dernière étape est nécessaire pour déterminer la valeur du pas de temps qui est
adaptative comme présenté dans la Section 1.2. Contrairement à la version en mémoire
partagée, chaque sous domaine calcule son ∆t optimal selon sa topologie. Ensuite, l’en-
semble des processus effectue une réduction sur tous les sous domaines pour choisir le
pas de temps le plus petit. Cet unique pas de temps ∆tmin sera utilisé par tous les sous
domaines notamment pour déplacer les nœuds et détecter les collisions.
3.2.2.3 Détection des collisions
Suite à cette étape de synchronisation pour déterminer la taille du pas de temps et
déplacer tous les nœuds sur ∆t tel que Xi(t + ∆t) = Xi(t) + Vi ×∆t, nous procédons à
la détection des collisions sur l’ensemble des processus.
La détection de collision nécessite d’accéder aux feuilles voisines avec le même schéma
de communication que celui pour le calcul de force. Cependant, contrairement au calcul du
champ élastique qui évalue une contribution sur les 4 nœuds pour chaque interaction, ici
les données sont modifiées uniquement lorsqu’une collision est détectée. Par conséquent,
plutôt que d’utiliser l’algorithme de ScalFMM qui duplique les calculs sur la frontière de
deux sous domaines, nous choisissons qu’un seul processus effectue le calcul. Comme dans
la version partagée, chaque feuille est maître du calcul uniquement avec les feuilles de son
enveloppe recouvrante au Nord-Est (Figure 3.7). Ainsi, en terme de communications, seule
les feuilles qui n’ont pas dans le domaine local la feuille maître du calcul, sont envoyées
vers le sous domaine voisin qui calcule cette partie des interactions comme illustré sur la
Figure 3.12.
P0 P1
P0 cells P1 cellsP1 cells to send
Figure 3.12 – Communication dans un sens des feuilles. P1 communique les feuilles vertes
pour que P0 qui test au Nord-Est détecte les collisions avec ses feuilles.
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Après cet envoi, dont le coût est recouvert par le calcul sur les feuilles à l’intérieur du
sous domaine, chaque feuille peut finir de détecter l’ensemble des collisions sans dupliquer
les calculs au niveau des interfaces et en réduisant le volume de communications. Par la
suite, lorsqu’une collision impliquant deux sous domaines est détectée, le processus ayant
procédé au calcul gère la modification du maillage sur les feuilles de l’interface.
Une fois ces modifications effectuées le processus les communiquent pour que le maillage
reste cohérent à l’interface avec le processus qui n’a pas effectué le calcul sur cette inter-
face. Ainsi chaque processus applique les modifications sur les interfaces où il n’est pas
maître. La gestion de ces modifications correspond aux mêmes interactions que pour le
remaillage que nous allons présenter maintenant.
3.2.2.4 Mise à jour du maillage
Le remaillage prend en considération les segments et leurs voisins. Il est par consé-
quent une source de conflits entre les sous domaines. Il faut qu’à la fin de cette étape
les connexions entre sous domaines restent cohérentes en maintenant les correspondances
à jour. Comme nous l’avons vu, cette étape peut produire trois effets sur les données.
Un nœud et un segment peuvent être supprimés, un nœud et un segment peuvent être
ajoutés, ou un nœud peut être déplacé. En mémoire distribuée, on définit alors la règle
suivante :
Règle 5 un sous domaine ne peut pas modifier (supprimer/ajouter) une donnée fantôme.
La majorité des segments à cheval entre deux sous domaines ont un nœud local et
un nœud fantôme. Le sous domaine qui possède le segment peut le modifier en prenant
en compte le segment précédent et en supprimant/ajoutant un nœud local. Cela permet
d’éviter de perdre les correspondances entre les sous domaines aux interfaces. Dans le cas
où les deux nœuds d’un segment S (qui appartient au sous domaine D) sont des nœuds
fantômes, le remaillage n’est pas effectué par le sous domaine D. Le déplacement des
segments rend cette configuration suffisamment peu pérenne pour qu’au pas de temps
suivant le segment quitte le sous domaine D pour retomber dans le cas classique présenté
précédemment (une extrémité du segment appartient au même sous domaine que le seg-
ment S). De plus, les sous domaines qui possèdent les extrémités du segment S peuvent
remailler le segment suivant et le précédent pour adapter le maillage.
Finalement, lors de l’étape 3 de l’Algorithme 6 de remaillage n’importe quel nœud
local peut être déplacé pour équilibrer ses segments connectés. Par contre, si le nœud est
connecté à un segment fantôme il faut alors communiquer sa nouvelle position à tous les
sous domaines qui possèdent une copie de ce nœud. En effet, la migration des segments
suppose que tous les nœuds sont à la même position pour prendre les mêmes décisions de
migration des données dans chaque sous domaine.
Pour communiquer ces différentes opérations de modification du maillage, une unique
communication point à point entre deux sous domaines est nécessaire. Chaque opération
(ajouter/supprimer/déplacer) est référencée par un identifiant (tagOperation comme in-
diqué dans la Figure 3.13). Cet identifiant prend différentes valeurs pour spécifier s’il s’agit
de la suppression d’un nœud (t_DelN), d’un segment (t_DelS), de l’insertion d’un nœud
(t_NewN), du changement de connexion (t_ConnectN) ou du déplacement d’un nœud
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s t r u c t Remesh{
i n t tagOperat ion ;
ccIndex iData ;
double x , y , z ;
}
Figure 3.13 – Structure de données communiquées pour déplacer un nœud fantôme dans
un sous domaine voisin. L’identifiant d’opération tagOperation, l’identifiant de la donnée,
et les coordonnées de la nouvelle position.
(t_MoveN). Les modifications du maillage d’un sous domaine Di qui ont une incidence
sur le maillage du sous domaine Dj sont regroupées pour ne procéder qu’à une seule
communication. Ainsi à la réception du buffer venant de Di le sous domaine Dj selon le
tagOperation sait le type de donnée à lire. À la réception du message, les opérations de
remaillage sont lues de manière séquentielle par le sous domaine. Le message est déroulé
en effectuant les opérations pour retomber sur un tableau de correspondance cohérent
entre les sous domaines.
3.2.2.5 Migration
Suite aux déplacements des points et des segments, il faut les réaffecter dans les bonnes
feuilles et donc ils peuvent avoir changé de domaine. L’algorithme de migration se déroule
en deux étapes.
Étape 1 : migration des anciens segments locaux. Pour cela, on repère tous les seg-
ments locaux dont l’indice de Morton (indiqué par le barycentre) n’appartient plus
à l’intervalle du sous domaine. Les données pour reconstruire le segment dans le
sous domaine destinataire sont empaquetées à savoir la position des nœuds (extré-
mités du segments), le vecteur de Burgers, les plans de glissement, le vecteur de
la contribution du champ lointain et la vitesse au pas de temps précédent. Le pro-
cessus destinataire est connu car la distribution des indices de Morton est connue
par tous les processus. Donc, la communication a lieu en une seule fois et de même
pour la réception des données qui entrent dans le sous domaine.
Localement chaque sous domaine reconstruit l’information dont elle a besoin à
partir de cette première phase de communication. Pour chaque message reçu, on
lit séquentiellement les informations. Chaque nouveau segment est ajouté aux seg-
ments locaux tandis que les nœuds peuvent être des nœuds fantômes. Ils sont donc
ajoutés soit aux nœuds locaux ou dans un des tableaux de correspondance avec les
sous domaines voisins. Ce tableau de correspondance se créé automatiquement par
la lecture séquentielle du message. Ainsi la position du nœud fantôme dans ce ta-
bleau donne son équivalent dans le sous domaine propriétaire du nœud réel. Enfin,
les connexions avec les données locales sont trouvées par un parcours dans un ta-
bleau contenant les nœuds locaux incomplets c’est à dire possédant une connexion
fantôme. A la fin de cette étape, toutes les données locales à un sous domaine sont
complètes. Cependant les nœuds locaux ne possèdent pas toutes les connexions
3.2. Mémoire distribuée : Message Passing Interface 113
auxquelles ils sont rattachés puisque certaines sont fantômes et n’appartiennent
donc pas au même sous domaine.
Étape 2 : échange des données fantômes. Chaque sous domaine repère parmi ses
segments locaux ceux qui possèdent un ou deux nœuds fantômes. De la même
façon que précédemment, ces données sont empaquetées en un seul message destiné
au sous domaine propriétaire du nœud fantôme. On procède alors aux envois et
réceptions de ces buffers avec les sous domaines voisins. A la réception du message
d’un sous domaine voisinD, on lit le buffer séquentiellement et on place ces données
fantômes dans l’ordre dans le tableau de correspondance associé au sous domaine
D.
3.2.3 Équilibrage de charge dynamique entre sous domaines
Que ce soit pour distribuer initialement le maillage entre les processus où pour équili-
brer la charge suite à la migration des segments, il faut développer des algorithmes pour
maintenir un bon équilibre de la charge tout au long de la simulation. De façon standard,
à l’initialisation de la simulation chaque processus va lire l’ensemble des fichiers de confi-
guration pour paramétrer la simulation. Ensuite, chacun des processus lit la taille de la
boîte de simulation et la hauteur de l’arbre pour pouvoir construire la même décomposi-
tion de l’espace. Enfin reste à charger la configuration initiale de dislocations. Plusieurs
cas sont possibles :
— Démarrage d’une nouvelle simulation. Dans ce cas, un processus maître distribue la
configuration initiale puisque les dislocations sont générés dans l’espace de manière
aléatoire. Par conséquent, ce processus maître génère cette configuration et distri-
bue des intervalles d’indice de Morton à chaque processus pour que ceux-ci récupère
un nombre égal de segments. Chaque sous domaine construit alors localement la
sous partie de l’arbre qui correspond à son intervalle de Morton.
— Redémarrage d’une simulation à partir d’une sauvegarde d’une précédente simula-
tion. Deux cas de figures sont possibles. Si la simulation redémarre avec le même
nombre de processus, chacun lit le fichier de sauvegarde qui lui est destiné et
construit localement la sous partie de l’arbre qui correspond à son intervalle de
Morton. Si la simulation redémarre dans le but d’allouer plus de ressources de cal-
cul en passant de N à N +M . Le processus maître redistribue sur les M nouveaux
processus une partie de l’intervalle de Morton en incluant les nouveaux processus.
Puis l’algorithme d’équilibrage dynamique pourra au fur et à mesure améliorer
cette distribution.
A l’initialisation, la distribution des données s’effectue par le processus maître comme
indiqué dans Algorithme 17. Dans cet algorithme, la charge est basée principalement sur
le nombre de segments contenus dans chaque feuille. Nous essayons également d’ajuster
le nombre de feuilles par processus qui doit rester proche d’un distribution moyenne. En
conservant un nombre de feuille égale entre les processus nous évitons sans faire le calcul
exacte de créer de fortes hétérogénéités dans le coût des communications. Dans le cas
d’un redémarrage de la simulation le chargement se fait sans communication à partir
de la lecture des fichiers de sauvegarde de chaque processus puisque les données sauvées
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Algorithme 17 : Équilibrage de charge initial par le processus maître entre un
nombre de processus (nbProcess).
Données : Octree Tree, int nbProcess
// Déterminer la charge moyenne par processus.
// Calcul le nombre moyen de segments par processus.
1 AvgLoad← ComputeAvgLoad();
// Calcul le nombre moyen de feuilles par processus.
2 AvgLeaves← ComputeAvgLeaves();
3 currentLoad← 0;
4 currentNbLeaf ← 0;
// Détermine les indices minimum et maximum des intervalles par
processus.
5 MortonminInterval[nbProcess];
6 MortonmaxInterval[nbProcess];
7 minInterval[0]← 0;
8 maxInterval[nbProcess− 1]←MaximumIndex(Tree);
// Distribution des feuilles en nbProcess intervalles
9 pour chaque Feuille ∈ Tree faire
10 currentLoad← currentLoad+ Feuille.Cost();
11 currentNbLeaf ← currentNbLeaf + 1;
// si la charge max est atteinte
12 si currentLoad > AvgLoadOR currentNbLeaf > 1.5× AvgLeaves alors
// on ferme l’intervalle
13 maxInterval[currentProc]← Feuille.getMortonIndex()− 0x1LL;
14 minInterval[currentProc+ 1]← maxInterval[currentProc] + 1;
15 currentLoad← 0;
16 currentNbLeaf ← 0;
lors d’un checkpoint permettent de retrouver l’état de la simulation. L’initialisation et
le redémarrage sont des algorithmes rapides avec moins d’une minute pour générer et
distribuer 1 000 000 de segments sur 256 processus.
Une fois le processus itératif démarré, l’équilibrage doit être maintenu malgré le dépla-
cement des segments. Pour cela, nous procédons de manière régulière à un rééquilibrage
de la distribution des intervalles d’indices de Morton. L’équilibrage se fait de façon aussi
locale que possible donc sans communications et synchronisations globales. L’idée est de
faire glisser l’intervalle de Morton à gauche ou à droite pour l’agrandir ou le réduire afin
d’ajuster la charge. Par conséquent avec un tel algorithme la contrainte principale est de
n’échanger des feuilles qu’avec les processus directement à gauche ou directement à droite
sur la distribution des intervalles de Morton. La difficulté est de décider si le processus
récupère une partie de l’intervalle des voisins, cède une partie de son intervalle ou les
deux à la fois pour décaler les intervalles vers la gauche ou vers la droite. Pour prendre
cette décision, l’algorithme exécuté en parallèle sur chaque sous domaine prend en compte
uniquement la charge des premiers et des seconds voisins dans l’intervalle comme illustré
3.2. Mémoire distribuée : Message Passing Interface 115
sur la Figure 3.14. La prise en compte de la charge des seconds voisins permet d’affiner
Process1 Process2 Process3
0 1 9215 16 7170
Global Morton Index
0 1 2552515 7 248 249
5 7 91
Process4 Process5 Process6
185105 106 149148
Process7 Process8
255186 211210 251
Distribution
93
10 42 55 4 10 10 35 21
Figure 3.14 – Équilibrage de charge dynamique. Le schéma communication est illustrée
pour le processus 4 qui envoie et reçoit des informations sur la charge (indiquée en rouge),
quantifiée de 1 à 100, à ses deux voisins de gauche(2,3) et ses deux voisins de droite(5,6).
la décision pour équilibrer la distribution des feuilles avec le voisin de gauche ou celui de
droite.
La première étape pour un processus Pi consiste à calculer la charge sur son intervalle.
Pour cela, Pi compte le nombre de feuilles et le nombre de segments dans son intervalle.
Ensuite cette information est communiquée avec les premiers et seconds voisins. Pour
Pi, le message est envoyé aux processus Pi−2, Pi−1, Pi+1 et Pi+2 et le processus Pi reçoit
en retour la charge de ces quatre sous domaines. À partir de ces informations chaque
processus communique à ces voisins ses besoins à savoir se décharger d’une partie de son
intervalle ou alors récupérer la charge de ces voisins. Il ne s’agit que de la transmission
d’une demande, la décision finale est prise par chaque processus d’accepter ou refuser
cette demande.
Un processus Pi a quatre possibilités pour déclarer ces besoins à gauche et à droite :
— Pi n’a pas besoin de feuilles ;
— Pi souhaite récupérer des feuilles uniquement à gauche (Pi−1) ;
— Pi souhaite récupérer des feuilles uniquement à droite (Pi+1) ;
— Pi souhaite récupérer des feuilles à gauche (Pi−1) et à droite (Pi+1).
Ces souhaits sont transmis par un message du sous domaine Pi au voisin de gauche Pi−1
et au voisin de droite Pi+1. En plus, les besoins sont pondérés (besoin fort, besoin moyen
ou besoin faible) pour affiner la décision finale en cédant une part plus ou moins grande
de son intervalle.
La dernière étape consiste à transmettre une partie de son intervalle à gauche et à
droite. Pour prendre cette décision finale, chaque processus prend en compte trois infor-
mations. Ses propres besoins, les besoins à gauche et les besoins à droite. Puisque chaque
processus connaît les besoins des voisins, en appliquant le même algorithme nous assurons
la cohérence des décisions pour envoyer ou recevoir une partie de l’intervalle. Pour savoir
combien de feuilles de son intervalle le processus doit céder à ses voisins, il déduit de sa
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charge actuelle la perte à gauche et la perte à droite. La pondération (besoin fort, besoin
moyen ou besoin faible) permet de favoriser un côté de l’intervalle plutôt que l’autre. Enfin
une fois le message transmis le processus peut recevoir une partie de l’intervalle des voisins
directs. Bien évidemment, si une partie de l’intervalle a été cédée à gauche par le sous
domaine Di, à gauche Di−1 n’envoie rien à Di et de même à droite. Ensuite la nouvelle
distribution des intervalles de Morton est diffusée à l’ensemble des processus pour que
chaque processus connaisse les nouveaux intervalles de Morton de chacun des sous do-
maines. Ainsi chacun peut mettre à jour la liste des sous domaines avec lesquels il partage
une interface pour cibler les communications pour les autres étapes de l’algorithme.
Nous pouvons prendre l’exemple de la Figure 3.14 pour comprendre la fonctionnement
de l’algorithme en considérant le processus 4. Sur l’exemple de la Figure 3.14, le processus
4 constate que la charge à gauche (processus 2 et 3) est très supérieure à la charge à droite
(processus 5 et 6). Après la prise d’information de la charge des processus 2, 3, 5 et 6, le
processus 4 qui à une charge très faible va informer les processus voisins (processus 3 et
5) de ses besoins. Il constate que la charge des processus à droite (5 et 6) est équilibrée,
et que le processus 2 n’a pas de besoins. Ainsi, le message communiqué par le processus 4
à gauche (processus 3) et à droite (processus 5) sera un besoin fort uniquement à gauche.
Enfin le processus 3 en recevant le message du processus 4 va prendre en compte le fait
que le processus 2 n’a pas de besoin pour transmettre le maximum de son intervalle au
processus 4.
Algorithme 18 : Déterminer les numéro des processus voisins.
Données : Octree Tree,int myRank, int nbProcess, Morton
minInterval[nbProcess], Morton maxInterval[nbProcess]
1 int neighborsId[];
// pour chaque feuille locale
2 pour chaque Feuille ∈ Tree faire
3 LeavesNeighbours[27]← GetNeighbors(Feuille);
// pour chaque feuille voisine
4 pour chaque neighbourLeaf ∈ Neighbours faire
5 MortonneigLeafIndex←MortonIndex(neighbourLeaf);
// on récupère le numéro du processus qui possède cet indice
6 int processOwner ←
getOwner(minInterval,maxInterval, neigLeafIndex);
// si cette feuille n’est pas locale
7 si processOwner! = myRank alors
8 si processOwner /∈ neighborsId alors
// ajout à la liste des voisins
9 Push(processOwner,neighborsId)
La dernière étape de l’algorithme de rééquilibrage met à jour la distribution des inter-
valles de Morton via une communication globale. Une fois cette distribution des intervalles
connue par tous, chacun peut déterminer le numéro de ceux avec qui il partage une inter-
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face en se basant simplement sur les indices de Morton (Algorithme 18). En identifiant
précisément les processus partageant une interface, le volume de communication est réduit
pour les algorithmes de mise à jour pour les données fantômes et on peut surtout effec-
tuer la migration des données. En sortie de l’algorithme seul les intervalles des indices de
Morton sont modifiés, par conséquent la dernière étape consiste à appliquer l’algorithme
de migration décrit précédemment afin de distribuer le maillage de dislocations selon les
nouveaux intervalles.
Cet algorithme d’équilibrage entraîne peu de communications avec seulement des
échanges point à point entre les processus voisins sur l’intervalle et une communication
globale pour connaître la distribution générale en fin d’algorithme. Il a donc un faible coût
mais aussi le désavantage de n’équilibrer que localement, il faut donc qu’il soit exécuté
régulièrement pour ne pas créer de déséquilibre sur la globalité des processus.
Bilan
Nous avons décrit l’ensemble des techniques et algorithmes mis en place pour exploi-
ter un parallélisme hybride sur toutes les étapes de la simulation en DD. En mémoire
partagée, nous avons cherché à optimiser les calculs en améliorant l’intensité arithmé-
tique notamment en réduisant le nombre de couleurs pour les dépendances entre feuilles
voisines. De là, nous avons pu proposer une amélioration de l’ordonnancement statique
du travail des threads sur chaque couleur. Au niveau du maillage et de la structure de
données, nous présentons un parallélisme à base de tâches OpenMP. Les algorithmes sta-
tiques c’est-à-dire sans insertion de données sont optimisés pour adapter la granularité des
tâches de manière dynamique. Pour les opérations dynamiques sur la structure de données
(insertion, suppression) notre implémentation garantie que les algorithmes de remaillage
et de séparation soient sûrs en parallèle.
En mémoire distribuée, nous introduisons la distribution basée sur les intervalles de
Morton. Nous analysons les différentes modifications apportées aux algorithmes pour fonc-
tionner en se basant sur la décomposition du domaine selon ces intervalles de Morton. Nous
présentons l’introduction de données fantômes pour réduire les zones de recouvrement. La
perte de la réciprocité des calculs du champ élastique proche est justifiée pour éviter des
communications coûteuses, tandis que pour la détection des collisions, nous conservons
cette réciprocité en ajoutant une phase de communication à la fin de l’algorithme pour
mettre à jour le maillage.
Enfin, nous présentons à travers notre algorithme d’équilibrage les efforts faits pour
gérer la distribution des sous domaines et l’équilibrage de charge entre les processus malgré
le déplacement des segments. Cet algorithme à faible coût prend en compte l’évolution
permanente de la distribution pour pouvoir être exécuté de façon régulière au cours de la
simulation.
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Dans cette dernière partie, nous validons les évolutions apportées au code dont l’ob-
jectif est de permettre le passage à l’échelle pour les grandes simulations. Nous avons
présenté dans les chapitres précédents, différentes contributions pour passer du code sé-
quentiel original Numodis, à la version parallèle OptiDis.
Dans le chapitre 1, nous présentons les évolutions algorithmiques. L’introduction de la
bibliothèque ScalFMM, l’algorithme adaptatif pour le calcul du champ de force élastique,
l’introduction d’un noyau de détection de collisions sont autant de développements pour
améliorer les performances. Dans une seconde partie 2, une structure de données adaptée
au dynamisme des simulations de DD, ainsi que l’ensemble des techniques algorithmiques
pour le maintien de l’organisation et de l’efficacité des accès en mémoire ont été introduits.
Enfin dans le Chapitre 3, un parallélisme hybride OpenMP/MPI est présenté. En plus des
améliorations du parallélisme natif de la bibliothèque ScalFMM, un parallélisme par tâches
sur la nouvelle structure de données est apporté ainsi que l’ensemble des modifications
liées à la décomposition de domaines avec une technique de recouvrement minimum.
Nous allons illustrer ces trois principaux axes d’évolution à la simulation sur une
architecture de calcul moderne pour mettre en évidence les impacts sur le calcul.
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4.1 Présentation des architectures et des tests
4.1.1 Description du cluster de calcul
Les calculs ont été effectués sur le cluster Mistral de la plate-forme de calcul Pla-
frim [64]. Les nœuds possèdent 128Go de RAM chacun et sont interconnectés par un
réseau Infiniband QDR à 40Gb/s. Chaque nœud est composé de 2 sockets à 10 cœurs de
type Ivy-Bridge Intel R© Xeon R© E5-2670 v2, ce qui donne 20 cœurs cadencés à 2.55GHz
par nœud du cluster.
Pour chaque cœur il existe deux niveaux de cache privé L1 et L2 de taille respective
32Ko et 256Ko, et un troisième niveau de cache L3 de taille 25Mo partagé entre les 10
cœurs d’une socket. La Figure 4.1 présente cette architecture.
Au total nous avons 8 nœuds disponibles pour 160 (8× 20) unités de calcul.
Figure 4.1 – Représentation avec Hwloc (Portable Hardware Locality) de l’architecture
d’un nœud Mistral sur la plate-forme Plafrim.
4.1.2 Indicateurs de performance
L’accélération permet d’évaluer la capacité du code à utiliser l’ensemble des ressources
de calcul. On mesure l’accélération entre un calcul séquentiel sur un cœur Tséq et un calcul
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utilisant plusieurs cœurs Tpara. Plus le résultat est proche du nombre de cœurs utilisés
meilleure est l’implémentation. L’accélération est donné par :
Acceleration = Tséq
Tpara
On obtient aussi l’efficacité parallèle Eff , qui est calculée en considérant le temps
séquentiel Tséq, le temps en parallèle Tpara ainsi que le nombre d’unités de calcul NbCores
avec la formule suivante :
Eff = Acceleration
NbCores
L’efficacité de 100% signifie que nous utilisons pleinement l’ensemble des ressources de
calcul.
4.1.3 Description des cas tests et validation physique
Deux classes de simulations sont présentées ici, en fonction du type d’objets modélisés.
Les simulations comportent des lignes de dislocations et/ou de petites boucles d’irradia-
tion. Nos tests démontrent l’apport des contributions pour l’efficacité du code mais la
validité physique des résultats reste bien sûr primordiale. Toutefois, il n’existe pas un
indicateur ou un critère particulier de convergence qui validerait où invaliderait les résul-
tats d’une simulation. Une des méthodes utilisées revient à comparer des résultats entre
les simulations en dynamique moléculaire et les simulations en DD. On valide ainsi des
réactions topologiques complexes comme la jonction entre un défaut d’irradiation et une
source. Le code Numodis ayant déjà été validé avec ce type de comparaisons, nous sa-
vons que la physique utilisée est correcte [96]. Cependant à grande échelle des milliers de
réactions se produisent à chaque pas de temps. Ainsi, l’effet d’une large population de
dislocations pourrait modifier le comportement de ces réactions sans qu’une comparaison
ne soit possible. En parallélisant le code les traitements ne sont pas identiques, ni effec-
tués dans le même ordre qu’en séquentiel, entraînant une variation notable de l’énergie
du système. Enfin, l’observation au microscope électronique informe des patterns qui se
forment dans les cristaux ou des densités de dislocations suite à un certain pourcentage
de déformation. Cependant, à l’heure actuelle, à grande échelle la présentation précise
du protocole de simulation reste essentielle pour obtenir la validation de résultats par la
communauté.
Cas test 1
Dans ce premier cas, nous construisons une simulation visant à modéliser le compor-
tement mécanique du matériau non irradié. Elle doit permettre, à terme, de reproduire
et comprendre la courbe de traction représentée par la courbe noire à la Figure2. Dans
cette simulation, des lignes de dislocations infinies (sans ancrage des nœuds) sont générées
aléatoirement sur les plans d’un cristal de type HCP. Le grain a une forme cubique avec
des conditions aux bords périodiques. Pour ce premier cas, le grain cubique à une taille
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de 10µm de côté et est paramétré comme un grain composé de zirconium. L’état initial
de la simulation est illustré par la Figure 4.2. Enfin pour la contrainte appliquée, il s’agit
d’une contrainte imposée de 500MPa.
Figure 4.2 – Conditions initiales d’une simulation comportant des dislocations rectilignes
infinies avec conditions périodiques dans un grain cubique de type HCP.
Cas test 2
La seconde configuration se rapproche du challenge industriel initial en simulant le
comportement mécanique d’un matériau irradié. L’enjeu est à la fois de comprendre le
durcissement du matériau mesuré à la Figure 2, mais également le phénomène de ca-
nalisation de la déformation. Pour cela, une forte densité de petites boucles induites par
l’irradiation des matériaux est introduite. Nous utilisons un grain de type HCP paramétré
comme un alliage de zirconium. Il se présente sous la forme d’un parallélépipède de 10µm
de côté et 5µm de hauteur. Les conditions aux bords sont périodiques pour permettre
l’expansion et la multiplication des sources de Frank-Read (FR). Nous introduisons les
boucles de manière aléatoire dans le grain pour atteindre une densité de l’ordre de 1022
dislocations par m3. Pour rendre le cas dynamique, nous introduisons aussi des sources de
Frank-Read (FR) artificiellement ancrées aux extrémités. Les conditions initiales de cette
configuration sont illustrées par la Figure 4.3. La contrainte appliquée est une contrainte
imposée de 180MPa.
4.2 Étude générale de la simulation
4.2.1 Profilage du code
Dans un premier temps nous profilons le code dans la configuration du cas test 1 sur
un pas de temps. Le profilage est effectué en séquentiel dans un cas usuel d’utilisation. Les
mesures sont effectuées pour différentes densités de segments allant de 22 000 à 900 000.
Nous faisons varier la densité de dislocations en générant plus de lignes aléatoirement de
dislocations dans le domaine.
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La Figure 4.4 donne pour un octree de hauteur H = 6, le pourcentage du temps sur
une itération, nécessaire pour calculer le champ de force complet (FMM) (bleu), détecter
et traiter les collisions (jaune), calculer les vitesses (orange), modifier la topologie (vert)
et procéder aux sorties pour les résultats (marron).
De manière générale pour les différentes densités de segments nous constatons que le
calcul de force, malgré l’utilisation de la FMM (complexité linéaire), représente la grande
majorité de la consommation des ressources CPU et que le calcul de vitesse, le remaillage
et les sorties représentent moins de 5%. Pour des simulations comportant jusqu’à 200 000
segments le calcul du champ de force représente entre 85% et 90% du temps de l’itération.
Ce calcul des forces est complet et maintient un équilibre entre le coût de calcul du
champ proche et celui du champ lointain. Cependant, la Figure 4.4 montre aussi, en
observant le coût de détection des collisions, que plus la densité des segments augmente
plus l’opérateur P2P (interactions directes) est coûteux. Aussi utilisé pour noyau pour
la détection des collisions, cet opérateur prend une part de plus en plus considérable des
ressources. Le calcul des collisions représente seulement 10% pour 100 000 segments contre
35% pour 900 000 segments. Comme la hauteur de l’arbre est fixe, cette variation dans la
consommation des ressources correspond à l’augmentation de la charge dans les feuilles de
l’arbre et donc à l’augmentation des interactions entre les segments voisins. Nous avons
mesuré que pour 45 000 segments, nous avons en moyenne 132 interactions directes entre
segments pour chaque feuilles avec 13 000 feuilles alors qu’avec 900 000 segments il y a
plus de 4 100 interactions directes et 32 000 feuilles. Par contre, comme on peut le voir sur
la Figure 4.5 si on augmente la hauteur de l’arbre en ajoutant un niveau, on peut alors
allouer plus de feuilles et avoir même pour les fortes densités un nombre d’interactions
entre segments voisins qui reste faible. Ainsi, on maintient le coût de l’opérateur P2P
stable relativement aux autres opérateurs comme le montre la Figure 4.6.
Par conséquent pour remédier à cette augmentation du coût calculatoire du champ
proche lors des simulations à grande échelle, l’utilisation d’un octree à taille variable
Figure 4.3 – Conditions initiales avec des défauts d’irradiation et des sources de FR aux
extrémités ancrées dans un grain avec conditions périodiques.
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Figure 4.4 – Occupation des ressources CPU pour différentes densités de dislocations
avec une hauteur d’arbre H = 6 sur un pas de temps.
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Figure 4.5 – Comparaison du nombre de feuilles allouées selon la hauteur de l’arbre.
peut être nécessaire avec une hauteur supérieure pour la détection des collisions. Pour les
grandes simulations avec de fortes densités nous utilisons une hauteur H = 6 pour calculer
le champ de force et une hauteur supérieure H = 7 pour la détection des collisions. Avec
H = 6, pour le calcul du champ élastique on déséquilibre le coût de calcul du champ
proche par rapport à celui du champ lointain tout en conservant une forte contribution
de la force pour le champ proche. Ainsi, notre algorithme adaptatif en tire avantage en
effectuant moins souvent le calcul FMM complet. Pour la détection des collisions avec une
hauteur de 7, le coût est réduit sans pour autant contraindre le déplacement des segments.
En effet, d’après l’étude menée dans le Chapitre 1.1.2.1 pour les plus grandes simulations
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(volume > 12µm3) et notamment avec la discrétisation des défauts d’irradiation une
hauteur d’octree de 7 respecte tous les critères de stabilité des schémas. A l’heure actuel
le choix de la hauteur de l’arbre en fonction de la densité de segment initiale est à la charge
de l’utilisateur. Une évaluation automatique du code sera à intégrer pour déterminer la
hauteur fonction de la densité courante de segments par cellules et donc du nombre
d’interactions directes mais aussi des paramètres de la simulation comme la durée du pas
de temps, la contrainte appliquée ainsi que les critères de discrétisation. De cette façon,
Figure 4.6 – Occupation des ressources CPU pour différentes tailles de simulation avec
une hauteur d’arbre H = 6 pour le calcul FMM et H = 7 pour la détection des collisions.
même avec une forte densité (900 000 segments) le rapport de temps entre le calcul des
collisions et le calcul du champ élastique reste stable avec respectivement environ 10% et
85% de l’utilisation des ressources dans toutes les situations.
La Figure 4.7 présente l’utilisation des ressources de calcul (temps CPU) sur un pas de
temps où nous calculons seulement le champ proche (P2P) du champ élastique. Introduit
dans le Chapitre 1.1.1, l’algorithme adaptatif du calcul des forces, permet de réutiliser
le même champ lointain sur plusieurs pas de temps. Ainsi cette figure correspond à un
pas de temps réutilisant le même champ lointain. Dans ce cadre là, nous avions évoqué le
besoin de ne pas réduire la portée du champ proche en augmentant la hauteur de l’octree
pour ne pas diminuer la part du champ proche sur la totalité du champ élastique. Par
conséquent, comme on peut le voir sur la Figure 4.7, avec l’augmentation du nombre de
segments le coût du calcul du champ élastique pour une hauteur H = 6 avec seulement
l’opérateur P2P est de plus en plus prohibitif alors que le temps passé à détecter les
collisions reste stable avec une hauteur supérieure de l’octree H = 7. En l’état, avec ces
travaux de thèse ce coût supplémentaire doit être consenti pour en retour bénéficier du
gain offert par l’algorithme adaptatif. En effet, il est important pour notre algorithme de
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Figure 4.7 – Occupation des ressources de calcul pour différentes tailles de simulation
avec une hauteur d’arbre H = 6 pour le calcul de force uniquement avec le champ proche
(P2P) et H = 7 pour la détection des collisions.
calcul de force adaptatif de maintenir une bonne précision des calculs du champ élastique
en conservant une forte contribution provenant des interactions proches. On peut alors
notamment dans les configurations de dislocations homogènes et denses, mettre à jour
moins fréquemment le champ lointain et économiser beaucoup de temps de calcul.
4.2.2 Comportement de la structure de données
Au niveau de la structure de données chaînée par blocs, les contributions sont multiples
et se complètent, il est donc difficile d’étudier séparément les différents impacts de nos
apports. D’un côté, nous avons l’organisation propre de la structure avec des blocs de
taille fixe chaînés entre eux et groupés par pool lors de l’allocation. De l’autre coté, nous
bénéficions de l’organisation en mémoire cohérente basée sur les accès par indirections
aux données et des insertions selon la localité spatiale dans la boîte de simulation. A cela
s’ajoute l’apport du tri qui renforce cette cohérence entre l’organisation des références
dans l’octree et leur placement dans la structure chaînée.
Le cas présenté dans cette étude (Figure 4.8) est extrêmement dynamique. Nous ap-
pliquons des conditions aux bords périodiques avec des lignes infinies (sans nœuds ancrés)
très mobiles de par la contrainte appliquée élevée de 550MPa. Dans la structure de don-
nées, la taille du bloc B est très importante et la Figure 4.9 met en évidence l’apport
de l’organisation en blocs. Elle montre l’influence de la taille B sur le temps de calcul
du champ proche avec les accès par indirection aux données. Dans cette figure, avec des
blocs de taille B = 1 nous sommes sur une organisation en liste chaînée classique tandis
qu’avec une taille suffisamment grande pour contenir tous les éléments B = 200 000 nous
sommes avec un tableau classique. On constate que sur ce calcul du champ proche avec
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Figure 4.8 – Déformation de 2% et formation d’un réseau de dislocations complexe et
dense. La simulation contenant plus de 100 000 segments est effectuée avec des conditions
périodiques avec un pilotage par contrainte imposée 500MPa.
Figure 4.9 – Impact du paramètre B (taille du vecteur) sur le calcul des interactions
entre segments (P2P).
les indirections de l’octree vers les structures chaînées, le temps moyen sur 500 itérations
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est le plus rapide pour des blocs de taille 2 000 éléments. Comme attendu pour B = 1 et
B = 200 000 les performances sont les moins bonnes. La liste (B = 1) implique en per-
manence des accès aléatoires en mémoire du fait de l’allocation dynamique pour chaque
donnée. Pour le tableau (B = 200 000) il s’agit aussi d’un problème d’accès aléatoire dû à
l’insertion des données qui est faite en fin de tableau et donc sans maîtrise sur la localité
des données.
Dans la simulation la taille d’un bloc est donnée par B × DataSize, avec DataSize
la taille du type de donnée. Soit par exemple pour le type Segment, 144 octets. Sur le
calcul de force seuls les segments sont accédés par indirection pour récupérer le vecteur
de Burgers, ainsi on comprend qu’avec des blocs de taille contenant en moyenne 2 000
données nous remplissons bien le niveau de cache L2 (256 Kbytes sur notre configuration)
d’où de meilleurs résultats sur ce cas.
Cependant, avec les accès jusqu’aux nœuds dans l’algorithme de détection des collisions
les niveaux de cache sont plus remplis et la taille optimale des blocs est alors plus faible.
De plus, l’algorithme de tri n’est pas appliqué ici pour ne pas fausser la comparaison mais
améliore la localité. Ainsi grâce au tri, en réduisant les accès aléatoires, on peut réduire
la taille des blocs pour pouvoir mieux paramétrer la granularité pour les algorithmes
parallèles comme nous le voyons avec la Figure 4.13. Dans la pratique la taille des blocs
doit rester entre 1 000 et 2 000 éléments sur les machines Mistral. Ainsi pour la suite du
cas présenté ici, nous utilisons des blocs de taille 1 100 éléments. Dans la Figure 4.10 nous
Figure 4.10 – Croissance de nombre de segments dans une simulation contenant des
sources de FR.
montrons pour un cas très dynamique avec une forte contrainte appliquée l’évolution du
nombre de segments. Nous observons que sur 500 itérations le nombre de segments passe
de 50 000 à 200 000. Cela se traduit par beaucoup de déplacement des données et de très
nombreuses insertions et suppressions dans la structure de données qui tendent à pénaliser
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la simulation par le désordre occasionné.
La consommation mémoire totale de la simulation est présentée dans le Tableau 4.1.
Celle-ci n’est pas un facteur limitant quelle que soit la station de travail utilisée en res-
tant inférieure à 20Go même pour les plus grosses simulations. Ainsi cela confirme que
l’utilisation d’un octree plus haut et la réplication de données dans les feuilles n’est pas
une contrainte pour le type de simulations visées.
Nb segments Volume(Mo)(H=7) Volume(Mo)(H=6)
1 968 176.54 129.22
5 916 352.60 231.71
9 852 517.17 322.48
19 704 921.41 525.54
59 124 2 268.98 1 148.68
98 532 3 479.77 1 609.27
197 064 6 128.40 2 823.62
591 192 13 838.42 4 063.80
985 320 18 956.94 4 855.89
Table 4.1 – Consommation mémoire maximale de la simulation en fonction du nombre
de segments pour une hauteur d’arbre H=6 et H=7.
Au niveau de cette structure de données par blocs, on paramètre la gestion du volume
d’allocation afin de toujours laisser suffisamment de place pour permettre l’insertion de
nouvelles données. La Figure 4.11 donne le pourcentage d’occupation de la structure au
cours des itérations. On constate que plus 90% de l’espace alloué est utilisé en moyenne.
La seule variation survient au plus fort de l’activation des lignes qui entraînent beaucoup
de mouvement dans la structure entre la forte mobilité des segments et les nombreuses
insertions et suppressions. L’occupation chute alors à 75% mais remonte par la suite pour
se stabiliser au dessus de 90%. En maintenant le remplissage à 90% du total de la structure,
Figure 4.11 – Remplissage de l’espace alloué par des données dans la structure par blocs.
l’insertion lors des phases dynamiques est facilitée tandis que les chargements en mémoire
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d’un bloc remplissent efficacement les niveaux de cache. Pour cette simulation comportant
entre 50 000 et 200 000 segments avec un taux de remplissage de 90% et en utilisant une
taille de bloc contenant 1 100 éléments, le nombre de blocs évolue entre 500 et 2 000 blocs
pour contenir les nœuds et il en est de même pour contenir les segments. Par la suite, un
tel nombre de blocs laisse une marge suffisante pour régler la granularité des algorithmes
en parallèle où les threads se partagent le travail sur les blocs. Toujours dans les mêmes
(a) Évolution de la taille du pool d’allocation au cours de la simu-
lation.
(b) Évolution du nombre de blocs insérés au cours de la simulation.
Figure 4.12 – Comportement de la structure de données par blocs durant une simulation.
conditions de test, lors d’une comparaison entre une structure de données désorganisée
du fait des insertions et suppressions multiples et une structure triée nous observons
une amélioration de 6% de la performance en temps CPU sur chacun des algorithmes
d’interaction entre paires de segments (calcul des forces, détection de collisions). Cette
optimisation par le tri montre l’importance de l’organisation mémoire pour avoir des accès
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aux données par indirection efficaces. En plus de favoriser cette organisation cohérente,
le tri nous aide à maintenir une bonne occupation de la structure en homogénéisant le
remplissage des blocs. Enfin, notons que dans les deux tests (structure triée ou pas) en
plus du tri, le pool d’allocation réduit la fragmentation de la mémoire en allouant de plus
grande zone mémoire contiguës (groupes de blocs) que la taille d’un seul bloc. De ce fait,
on réduit de façon automatique les accès purement aléatoire. Cependant le tri a un coût
puisqu’il augmente de 3% en moyenne le temps d’une itération. Par conséquent, il est
effectué tous les 75 pas de temps. Cela reste arbitraire mais l’expérience montre que cela
est acceptable pour avoir suffisamment d’insertions et de suppressions sans pour autant
que les accès soient aléatoires. Un choix plus automatique devra être implémenté pour
mesurer le déplacement de données afin que le tri ne soit effectué uniquement que si cela
est nécessaire.
Finalement, pour absorber le dynamisme, le pool d’allocation a une taille variable évo-
luant selon la fréquence d’allocation. Sur la Figure 4.12a et la Figure 4.12b, on constate
que la simulation est relativement stable jusqu’à l’activation des nombreuses lignes après
250 pas de temps. Ainsi, la taille du pool reste stable et peu de blocs sont insérés jus-
qu’à ce que la phase dynamique démarre. Ensuite, avec l’augmentation de la fréquence
des appels à la fonction d’insertion, la taille du pool augmente pour allouer suffisamment
d’espace. Enfin, malgré des insertions toujours nombreuses comme on peut le voir sur la
Figure 4.12b, la fréquence des appels systèmes diminue car l’algorithme insère des blocs
provenant dans la pile des blocs disponibles, ainsi la taille du pool diminue. Si on poursuit
la simulation et que le nombre de segments continue de croître avec la même tendance la
taille du pool va augmenter à nouveau une fois les blocs disponibles dans la pile consom-
més.
Par les différents aspects mis en avant dans cette section, nous avons montré comment
les optimisations sur les structures de données permettent de faire face au dynamisme
de ces simulations. Différentes contributions tel que le pool d’allocation, l’insertion par
localité et la réorganisation mémoire permettent cette adaptation face à l’évolution perma-
nente du système. Cependant, la complexité et la variété entre les machines de calcul ainsi
que les types de simulations obligent l’utilisateur à posséder une connaissance fine du code
pour paramétrer la simulation (taille des blocs) afin d’obtenir la meilleure performance.
4.2.3 Performance du parallélisme
La Figure 4.13 illustre sur le cas test précédent, l’efficacité du parallélisme par tâches
mis en œuvre sur la structure chaînée. Sur un algorithme de calcul de l’indice de Morton et
de remise à zéro des forces nous maintenons une efficacité supérieure à 80% en utilisant 20
threads. Ce test est mené en moyennant l’efficacité sur 500 pas de temps. On prend donc
en compte l’augmentation du nombre de segments pour démontrer aussi que l’insertion et
le déplacement des données ne désorganise pas la structure de données. En effet, l’insertion
et la suppression pourrait rendre le remplissage des blocs plus hétérogène et faire chuter
l’efficacité du parallélisme en créant des tâches trop irrégulières. Pour cela, la méthode
d’insertion par localité ainsi que le tri (effectué tous les 75 pas de temps), permettent de
grouper les données dans les blocs. On maintient ainsi une forte occupation des blocs.
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Enfin notre algorithme, pour grouper les tâches introduit à la Section 3.1.1, adapte la
granularité pour maintenir une bonne efficacité tout au long des itérations. Pour mesurer
le bénéfice, nous comparons le temps de calcul entre un algorithme attribuant un seul
bloc à chaque tâche contre notre algorithme dynamique groupant les blocs pour faire des
macro-tâches. Les résultats sont toujours favorables à notre algorithme dynamique mais
fluctuent selon l’organisation de la structure (occupation, nombre de blocs). En moyenne,
en attribuant seulement 1 seul bloc à chaque tâche nous constatons une augmentation
de plus de 11% du temps de calcul toujours en utilisant les 20 threads disponibles. On
peut expliquer ce résultat par le fait qu’une tâche est très légère et par conséquent en
multipliant les tâches on paye le coût de l’ordonnancement openMP entre les 20 threads.
On justifie alors l’importance d’agréger les blocs ensembles pour créer des macro-tâches
et réduire le surcoût d’ordonnancement lié à openMP. Selon le nombre de blocs dans la
simulation et le nombre de tâches affectées par thread, notre algorithme forme des groupes
de 10 à 25 blocs par tâche.
Figure 4.13 – Efficacité parallélisme sur la structure de données par blocs.
Dans la suite le parallélisme de la simulation est étudié sur des charges constantes de
segments et sur un pas de temps complet. Le Tableau 4.2 présente les accélérations pour
une simulation comportant une charge constante de 129 516 segments. Jusqu’à 20 threads
l’efficacité reste supérieure à 70%. Dans ce test l’accélération est mesurée sur la totalité du
pas de temps ce qui inclut des algorithmes qui ne bénéficient pas du parallélisme comme
les écritures pour les sorties sur les fichiers. Cela explique en partie la légère diminution
de l’efficacité plus on utilise de threads. A cela s’ajoute les phases de pré-calcul comme
l’ordonnancement des tâches ou la préparation des cellules pour l’algorithme FMM qui
ne sont pas parallélisés, ni recouvertes.
Avant d’étudier la scalabilité de la version hybride, nous devons déterminer le bon
nombre de threads à affecter à un processus MPI sur un nœud. Le Tableau 4.3 présente
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Threads Temps (s) Accélération Efficacité (%)
1 54.09 1 100
2 31.27 1.73 84.8
4 17.77 3.04 76.9
8 8.75 6.18 77.2
16 4.53 11.94 74.6
20 3.78 14.3 71.5
Table 4.2 – Efficacité du parallélisme en mémoire partagée de 1 à 20 threads.
les résultats d’efficacité sur un seul nœud lorsque l’on utilise toutes les ressources. Pour
cela le produit du nombre de processus MPI sur le nœud par le nombre de threads par
processus MPI est constant et égal au nombre de cœurs de la machine soit 20 dans notre
expérimentation. Sur la dernière ligne du tableau on retrouve une version en mémoire
partagée avec un seul processus utilisant 20 threads qui permet, par comparaison, de me-
surer le surcoût des communications. On constate que sur un seul nœud ce choix d’utiliser
un seul processus est le plus performant. Aucune communication n’est nécessaire et nos
différents développement permettent aux structures de données et aux accès mémoire de
bénéficier de l’organisation hiérarchique de la mémoire. Cependant, dans les autres cas
avec plusieurs processus et donc des communications, nous ne constatons pas une trop
forte dégradation de la performance. Cela se traduit par une bonne efficacité au niveau
de l’implémentation de la version du code avec décomposition de domaine. Le volume de
communication est bien recouvert par les calculs et les phases de synchronisation sont
peu coûteuses sur l’ensemble du pas de temps. De plus, le coût calculatoire du champ
de force élastique relativise l’impact des autres algorithmes. Le cas le moins performant
MPI × Threads Temps (s) Efficacité
20× 1 1.95 68.7
10× 2 1.85 72.5
5× 4 2.12 62.4
4× 5 1.86 72.1
2× 10 1.81 74.0
1× 20 1.79 74.8
Table 4.3 – Efficacité du parallélisme en mémoire partagée en variant le nombre de
processus.
est celui utilisant 5 processus MPI et 4 threads par processus. La dégradation s’explique
facilement par des accès mémoires distants. En effet les 4 threads d’un processus MPI
accèdent à deux bancs mémoires situé sur deux sockets différentes (Figure 4.1).
Finalement, le Tableau 4.4 présente l’efficacité de notre code jusqu’à 160 cœurs pour le
même cas avec une simulation distribuée sur plusieurs nœuds contenant au total 450 000
segments. Le temps de référence est pris avec une version en mémoire partagée sur 1
nœuds avec un processus et 20 threads (ligne 1 Tableau 4.4). Nous montrons que sur la
totalité d’un pas de temps nous avons une efficacité de 70% jusqu’à 8 nœuds soit 160
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cœurs. La consommation de ressources de calcul (temps CPU) est très similaire au cas
non distribué avec un faible volume de communication en dehors des algorithmes de calcul
du champ élastique et de la détection des collisions qui représentaient déjà plus de 95%
du temps de calcul.
Unités calcul Temps (s) Accélération Efficacité (%)
1 nœud (20 cœurs) 27.8 1.0 100
2 nœuds (40 cœurs) 15.4 1.80 90.2
3 nœuds (60 cœurs) 12.1 2.29 76.5
4 nœuds (80 cœurs) 9.1 3.05 76.3
5 nœuds (100 cœurs) 7.09 3.96 75.9
6 nœuds (120 cœurs) 6.11 4.53 75.5
7 nœuds (140 cœurs) 5.91 4.71 67.2
8 nœuds (160 cœurs) 4.98 5.58 69.7
Table 4.4 – Efficacité du parallélisme hybride de 1 à 8 nœuds avec 20 threads par
processus MPI.
Les tests dans la version hybride du code ont prouvé leur efficacité sur des simulations
de 20 000 pas de temps. Cependant, pour ouvrir les perspectives de ces travaux, des
tests préliminaires ont été effectués sur le cluster Curie du CEA en montant jusqu’à 256
nœuds et plus d’un millions de segments. On note sur de telles configurations des pertes
d’efficacité au cours de itérations notamment dues aux synchronisations entre les sous
domaines. Ces problèmes interviennent principalement dans les algorithmes de calcul de
force et de détection des collisions. Le problème de l’équilibrage de charge devient central
avec la multiplication des nœuds et des communications ainsi de nouvelles études sont à
entreprendre pour avoir accès à de plus gros clusters.
4.3 Perspectives d’études : Formation bandes claires
dans le zirconium irradié
Avec ces résultats préliminaires les premières simulations répondant au challenge in-
dustriel sont opérationnelles. Le cas test 2 introduit dans 4.1.3, qui rassemble les condi-
tions initiales de ce challenge, présente le même comportement en terme d’utilisation des
ressources et d’efficacité parallèle que l’étude précédente. La Figure 4.14 présente les ca-
pacités du code à appréhender tout un ensemble de mécanismes de nettoyage des boucles.
Deux mécanismes de balayage sont ici présentés. La Figure 4.14b présente la formation
d’un super jog suite à la collision entre une boucle prismatique et une dislocation vis.
La Figure 4.14d montre le phénomène d’absorption partielle d’une boucle par le passage
d’une dislocation vis. L’évolution d’un tel système comportant beaucoup de boucles quasi
immobiles, est beaucoup plus lente avec des simulations pouvant nécessiter 45 000 pas de
temps pour passer de 90 000 segments à environ 150 000. Les Figures 4.15, 4.16, 4.17
sont des images extraites de ces simulations avec la formation d’un canal contenant des
dislocations mobiles diminuant ainsi la densité de boucles. En partant avec une source
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de FR au centre du grain, la contrainte appliquée combinée à des conditions périodique
permet la multiplication des lignes. Sur ces simulations, l’épaisseur de la bande de dis-
location mobile d’environ 400Å (Figure 4.16) se crée par les décalages générés par les
deux mécanismes de nettoyage présentés précédemment. Ainsi, une analyse physique de
ce type de simulation va pouvoir être effectuée au cours d’un nouveau cycle de recherche.
Cette étude pourra se focaliser sur les matériaux irradiés comportant une grande densité
de défauts tel que celles introduites ici.
(a) Attraction entre une boucle d’irradia-
tion et une dislocation vis
(b) Formation d’un super jog avec absorp-
tion complète de la boucle
(c) Collision entre une boucle d’irradiation
et une dislocation vis.
(d) Absorption partielle d’une boucle suite
à la collision avec une dislocation vis
Figure 4.14 – Mécanismes de balayage des boucles par le passage d’une ligne de dislo-
cation vis.
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Figure 4.15 – Formation d’une bande de dislocation mobiles.
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Figure 4.16 – Zoom sur une bande de dislocation mobiles dans la boîte de simulation.
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Figure 4.17 – Formation d’une bande de dislocation mobiles.
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Conclusion et perspectives
Bilan des contributions
Les travaux de cette thèse ont porté sur les aspects calcul haute performance pour al-
ler vers des simulations massives en dynamique des dislocations. Pour cela la complexité
du problème a été étudiée, en pointant deux aspects algorithmiques fondamentalement
incompatibles. D’un côté, les phases de calculs intensifs nécessitent une approche algorith-
mique performante en tenant compte de la hiérarchie mémoire, des capacités vectorielles
et multi-cœurs des machines modernes. De l’autre côté, l’aspect dynamique lié au mouve-
ment des dislocations est peu intensif en terme d’arithmétique mais modifie constamment
l’organisation mémoire limitant ainsi la performance de la simulation.
Dans un premier temps, nous avons étudié les différents algorithmiques intervenant
dans la simulation. Tout d’abord pour le calcul des forces, nous avons présenté comment
un couplage dynamique entre la méthode des multipôles rapide et la méthode du rayon de
coupure permettait d’obtenir des gains d’efficacité sans détériorer la précisions des calculs.
Ensuite, des optimisations pour l’algorithme de détection de collision des segments ont
été développées. Pour diminuer le volume de calculs à traiter, on considère d’une part le
découpage hiérarchique de la boîte de simulation, liée à la méthode des multipôles rapide
pour introduire un rayon de coupure et d’autre part, en utilisant le fait que les segments
se déplacent dans leurs plans de glissement.
Dans un deuxième temps nous avons présenté les différents développements et optimi-
sations pour nos structures de données ; en prenant en compte les spécificités de chaque
algorithme, tant pour l’ordre et la localité des accès, que pour la modification induite
par le déplacement des segments. Nous avons introduit deux structures de données, une
héritée de la bibliothèque ScalFMM, pour gérer la décomposition du domaine et une
autre contenant le maillage adaptée aux différentes phases algorithmiques. L’octree, dont
l’organisation est basée sur l’indexation de Morton offre une décomposition spatiale du
domaine de simulation. Il nous permet d’organiser les données en mémoire selon leur lo-
calité dans l’espace. Au second niveau nous avons créé une structure de données par blocs
pour appréhender au mieux le dynamisme, tout en offrant un ensemble d’algorithmes pour
gérer la cohérence en mémoire et donc maintenir l’efficacité de la simulation. Nous avons
présenté pour cela les primitives d’insertion et de suppression optimisées pour prendre
en compte la localité spatiale des données avec leurs interconnexions. Un algorithme de
ré-ordonnancement est ajouté pour maintenir la correspondance entre les structures des
segments, des nœuds et l’octree.
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Enfin, nous proposons un parallélisme hybride classique OpenMP/MPI. Un niveau fin
pour garder le bénéfice des optimisations mémoire et faire collaborer les threads à travers
les différents niveaux de cache et un parallélisme grossier pour distribuer la charge de
calcul pour les simulations massives. Le parallélisme en mémoire partagée est traité via
un paradigme de tâches disponible depuis la version 3.1 du modèle OpenMP. Il permet de
répartir le travail de manière plus souple entre les unités de calcul notamment en paramé-
trant la granularité des tâches ; comme par exemple en agrégeant de manière dynamique
les blocs de données, ou les feuilles d’une même couleur pour le calcul du champ proche. Le
parallélisme distribué utilise une décomposition du domaine en distribuant des intervalles
d’indices de Morton entre les processus. Ainsi nous présentons les différentes modifications
apportées aux algorithmes pour utiliser cette décomposition de domaine avec un recou-
vrement minimal seulement au niveau des segments partagés. Enfin, nous terminons par
un algorithme d’équilibrage de charge itératif peu coûteux, en considérant uniquement
les voisins directs sur l’intervalle des indices de Morton. Cet algorithme exécuté de façon
régulière est adapté à la spécificité des simulations qui se déséquilibrent rapidement tout
au long des itérations.
Dans le dernier chapitre, nous analysons les performances du code dans un cas réel
d’utilisation. Nous mettons en avant l’apport des différentes contributions présentées dans
les chapitres précédents. Nous constatons que la nouvelle version du code permet d’utiliser
de manière efficace les ressources d’un cluster moderne. La méthode des multipôles rapide
apporte la brique de base indispensable pour avoir une complexité linéaire sur l’ensemble
de la simulation. Cet algorithme représente tout de même aux alentours de 90% de l’uti-
lisation du temps CPU et reste un des axes de recherche prioritaire pour l’amélioration
des performances. Ces résultats permettent tout de même d’envisager de démarrer une
nouvelle phase de test et de recherche pour la physique de matériaux.
Perspectives
Les perspectives d’un tel travail sont nombreuses tant le domaine nécessite des com-
pétences diverses.
D’un point de vue physique, qui reste la motivation première de telles simulations,
les capacités nouvelles du code permettent d’envisager de nouvelles analyses. Le challenge
pour étudier le mécanisme de formation de bandes claires dans le zirconium irradié est tou-
jours d’actualité et nous avons démontré que nous étions capables d’atteindre des temps
de simulation raisonnables pour les densités de dislocations souhaitées. Aussi, l’impact
des mécanismes de montée et de glissement dévié dans la formation de super structure
et dans le phénomène d’écrouissage seront l’une des voies prochainement explorées. Ces
études menées dans un cadre de simulation à grande échelle permettront d’éviter les effets
statistiques
D’un point de vue numérique, les travaux actuellement en cours à Inria par Pierre
Blanchard, dans l’écriture de noyaux plus optimisés pour la méthode des multipôles rapide
qui domine le pas de temps sont en cours. Un nouveau formalisme pour limiter le coût
du calcul avec un champ anisotrope est aussi en phase d’intégration. Le couplage de code
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entre une simulation de dynamique des dislocations à grande échelle et un modèle continu
de type éléments finis sera aussi à envisager pour traiter de grands domaines.
Enfin d’un point de vue algorithmique qui concerne directement ces travaux, plusieurs
axes peuvent être considérés pour accéder à des simulations de taille supérieure. Tout
d’abord, comme nous l’avons mis en évidence en profilant le code, le calcul des inter-
actions directes est très coûteux. Un travail plus bas niveau est nécessaire pour écrire
des noyaux de calcul dédiés aux architectures. Que ce soit en vectoriel avec les fonctions
intrinsèques (Avx, Avx2) ou alors en CUDA pour les GPU. Dans un second temps, et il
s’agit d’une tendance générale dans la communauté du calcul hautes performances, nous
pouvons penser à intégrer un moteur d’exécution pour bénéficier de la totalité des unités
de calcul des plate-formes de plus en plus hétérogènes (GPU, Xeon Phi, multi-cœurs,
multi-nœuds). Ces moteurs d’exécution doivent permettre sans paramétrage de l’utili-
sateur une utilisation optimale des ressources des calculateurs dans toute leur diversité.
Des travaux dans un état avancé sont déjà en cours d’intégration pour la bibliothèque
ScalFMM. Cette évolution devrait être facilement intégrée dans le code par une simple
mise à jour de la bibliothèque. On doit pouvoir s’attendre à une diminution du coût de
l’algorithme de calcul du champ de force en améliorant l’efficacité parallèle. Le second
axe à prioriser correspond à la principale limite soulevée par ces travaux à savoir le calcul
distribué à grande échelle. En augmentant la puissance de calcul (plusieurs nœuds), les
simulations peuvent grossir avec des densités de dislocations plus hétérogènes et l’équili-
brage de la charge de calcul est alors d’autant plus problématique. Une première approche
fonctionnelle de la décomposition de domaine est proposée ici mais, même sans pousser
les tests sur des dizaines de nœuds, de fortes limites apparaissent. La redistribution est
limitée aux voisins directs sur l’intervalle des indices de Morton et est effectuée de façon
statique (tous les 50 pas de temps). Ce problème est abordé par différentes approches
en DD [83]. La gestion du déséquilibre peut être plus dynamique en calculant à chaque
pas de temps l’attente entre les processus et un graphe tel qu’ils sont employés dans la
communauté de l’équilibrage dynamique de graphe peut être envisagé. Ce graphe permet-
trait de synchroniser les processus en exprimant leurs dépendances en terme de charge
(nombre de segments) et de communications notamment pour ce qui est du calcul du
champ élastique par la méthode des multipôles rapide.
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2014 conference in Berkley, USA
— Arnaud Etcheverry ; OptiDis, a parallel dislocation dynamics code for large scale
simulations, Workshop OptiDis 2014
151
