Abstract. Solutions to the so-called "reverse" Cauchy-Bunyakovsky-Schwarz (CBS) inequality form a circular cone in a real inner product space. Projecting nappe onto a hyperplane can yield: the whole hyperplane, a point, a nappe or a half-hyperplane that lacks the whole boundary but a point. A formula for aperture of the projected one-sided cone is given. In other words, information about the angle between vectors is used to assess the angle between their projections.
1. Introduction and article overview. The Cauchy-Bunyakovsky-Schwarz (CBS) inequality
holds for any vectors u and v in a real inner product space H. Moreover, the two sides are equal only for linearly dependant vectors u = λv with scalar λ > 0 or in the case zero vector is involved. Therefore, the opposite inequality
will hold only as equality, for linearly dependant u and v. Then, for any subspace V < H and a projection P : H → V , P (u) and P (v) are also linearly dependant. Thus, (1.3) inequality (1.2) =⇒ P (u) · P (v) ≥ P (u) P (v) .
Certain relaxations of (1.2) are obtained by scaling the right hand side. If the corresponding scalar is less than −1 or greater than 1 than the inequality is trivial, so all interesting cases are embodied in the so-called "reverse" CBS inequality 2 (see [3] ): (1.4) u · v ≥ cos ϕ u v .
However, for arbitrary projection P in contrast with (1.3)
(1.5) inequality (1.4) P (x) · P (y) ≥ cos ϕ P (x) P (y) .
Example 1.1. (that proves (1.5) ) Let u = (1, 1), v = (−1, 1). The angle between u and v is ϕ = π 2 and thus in this case (1.4) holds. Projection P 1 onto the first coordinate axis now makes (1.5) obvious because P 1 (u) P 1 (v) = −1 0 = cos ϕ P 1 (u) P 1 (v) . Provided a projection P : H → V in a real inner product space and provided (1.4), a natural problem arises: find the smallest angle ϕ 1 ∈ [0, π] such that (1.6) P (u) · P (v) ≥ cos ϕ 1 P (u) P (v) .
Section 2 resolves that if one of the vectors in (1.4) is fixed, for example v, then the smallest angle ϕ 1 in (1.6) can be given in terms of the angle ϕ. Formula (1.6) will then be valid for all vectors u that satisfy (1.4). Trivial cases are mentioned in Remark 2.3 and the case of projecting onto a line in Remark 2.11. All other cases resolve based on the angle ψ between v and V ⊥ (see Definition 2.2):
ϕ > ψ: then Proposition 2.5 gives that the smallest ϕ 1 = π, ϕ = ψ: if ψ < π /2 then Propositions 2.7 and 2.8 establish that there is no minimal ϕ 1 , but that the appropriate infimum is π /2, while if ψ = π /2 then Remark 2.9 shows that minimal ϕ 1 = π /2, ϕ < ψ: then the smallest ϕ 1 is given by formula (2.6) of Theorem 2.10.
If vector v is fixed, then based on the established intuition from Euclidean space, the set of all solutions to (1.4) forms a one-sided (directed) circular cone 3 (nappe) u ∈ K(v, ϕ) ⊆ H with aperture 2ϕ, apex null vector and oriented axis (nappe side) given by the vector v. Then (1.6) means that P (u) belongs to the nappe K V (P (v), ϕ 1 ) in a subspace V < H. Can we then say that the projection of a cone onto a subspace is a cone in that subspace? We would still need to prove that
Section 3 explores the presented geometric viewpoint. Theorem 3.6 shows that the projection of a one-sided cone onto a subspace V can be: a point, a one-sided cone (including the whole subspace V and its half-space) or in a special case a half-subspace (nappe in V with aperture π) that lacks the whole boundary but the apex. All the and (v i ) i=1,...,n in the real coordinate space R n . For example, Pólya-Szegö inequality (see [4] ) estimates cos ϕ in (1.4) based on lower and upper bounds of coordinates mu ≤ u i ≤ Mu and mv ≤ yv ≤ Mv, Cassels' inequality ( [5, page 330] ) and its refinement by Andrica and Badea ( [1] ) provide a bound on cos ϕ in (1.4) based on the bounds of the ratio m ≤ u i/v i ≤ M , etc.
3 Equation (1.4) will be taken as the foundation for directed cone in Definition 3.1.
possible cases exist already in R 3 and so the geometric intuition about the cones in Euclidean space may serve to better understand (1.4) in any real inner product space. Remark 3.7 notes that projections of a cone onto a hyperplane abide to the same rules of Theorem 3.6. Example 3.8 uses Theorem 3.6 to find a cone in H that projects to a given cone in a subspace V . The article is closed with an interesting fact that can be interpreted this way: given any aperture less then π, when the dimension of space is large enough, a one-sided cone with such aperture can be fitted in an orthant (hyperoctant). 1. H is an inner product space over R, dot between the vectors is denoting their inner product, x = √ x · x is denoting vector norm and O is denoting zero vector, 2. V < H is a vector subspace, 3. P : H → V is a projection onto V , i.e. linear map with range V and P 2 = P , 4. x = x 1 ∔x 2 denotes a unique decomposition of x ∈ H as the sum of two orthogonal vectors with
is the angle between a vector x and a subspace V ⊥ defined by:
Remark 2.3. (Trivial cases)
If H = {O} then V = H, both sides of inequalities (1.4) and (1.6) reduce to zero no matter what scalar is in place of cos ϕ and cos ϕ 1 respectfully. Similarly whenever V = {O}, (1.6) reduces to zero no matter what scalar is in place of cos ϕ 1 . Same happens when v = O. On the other hand, whenever V = H (1.4) implies (1.6) for any ϕ 1 ≤ ϕ. In case ϕ = 0 we have already seen in (1.3) that the smallest ϕ 1 = 0. These cases are hereafter excluded.
Proposition 2.5. Suppose Assumptions 2.1 and 2.4. Let
Proof. We use notation v = v 1 ∔ v 2 and u = u 1 ∔ u 2 as in Assumption 2.1.4.
Evidently f is continuous. It will be useful to substitute tangent for cosine
Then by continuity of f there exists some
The final case is when
As cos ϕ < 0 therefore g(0) = − cos ϕ v 1 > 0. Therefore by continuity of g there exists some t 0 < 0 such that g(t 0 ) > 0. Now u = u(t 0 ) satisfies conclusion (2.2): the first part because 0 < g(t 0 ) = u(t 0 ) · v − cos ϕ u(t 0 ) v and the second as
Now we lay aside the case of dim V = 1 until Remark 2.11. In the meantime we use the following set of presumptions.
Proof. We use notation v = v 1 ∔v 2 as in Assumption 2.1.4.
Without loss of generality we assume that v 1 = 1 because if the statement is true for vector v / v1 then it is also true for v.
and P (u(t)) · v 1 = ε = ε P (u(t)) v 1 . So we only need to find t such that
Its existence follows because the following real function (differentiable and strictly increasing with lim t→+∞ f (t) = ε > 0) assumes positive values:
Proposition 2.8. Suppose Assumptions 2.1 and 2.6.
Proof. We use notation v = v 1 ∔ v 2 and u = u 1 ∔ u 2 as in Assumption 2.1.4. As
and u 1 ·v 1 > 0 follows by subtraction of u v 2 from both sides of previous inequality. The above reasoning works also in case dim V = 1.
Converse implication is proved by contraposition:
Remark 2.9. (Case ψ V (y) = π /2) Suppose Assumptions 2.1 and 2.4. If ψ V (v) = π /2 and dim V ≥ 2 then the second part of the proof of Proposition 2.8 shows that u can be found such that u · v ≥ 0, P (u) = O and P (u) · P (v) = 0.
On the other hand, no matter what dim V , if ψ V (v) = π /2, then v ∈ V . Then, u ·v ≥ 0 implies P (u) · P (v) = u · v ≥ 0 and there can be no u ∈ H such that P (u) · P (v) < 0. 
Then for arbitrary u ∈ H:
Moreover, ϕ 1 in (2.6) is the smallest possible, as there exists u ∈ H such that u · v = cos ϕ u v and P (u) · P (v) = cos ϕ 1 P (u) P (v) .
Proof. We use notation
under the conditions that u 1 = O and
that depends on u and v. Under these conditions
where f (a, b) = cos ϕ 1 + a 2 1 + b 2 − ab.
As u2 / u1 ≥ 0 and v has been fixed from the start, together with condition (2.7), it is sufficient to examine real function a 
The first part of the theorem has been proved without the premise dim V ≥ 2.
If dim V ≥ 2, z ∈ V can be chosen such that z = 1 and z ⊥ v 1 . It is straightforward to check that for u = cos ϕ 1 v 1 + v 1 sin ϕ 1 z + 1 /cos ϕ1 v 2 :
Thus, when dim V ≥ 2, formula (2.6) gives the smallest possible ϕ 1 .
Remark 2.11. (dim V = 1) Suppose Assumptions 2.1 and 2.4. Suppose dim V = 1 and ψ V (v) > 0. The argument used here is that P (u) and P (v) are scalars so that P (u) P (v) can take only one out of two values:
In case ϕ > ψ V (v) Proposition 2.5 gives the smallest ϕ 1 = π. In case ϕ < ψ V (v), the first part of Theorem 2.10 holds and so cos ϕ 1 > 0, which by the featured argument implies that the smallest ϕ 1 = 0. In case ϕ = ψ V (v) < π /2: P (u) P (v) > 0 when P (u) = 0 (highlighted in the proof of Proposition 2.8) and in case ϕ = ψ V (v) = π /2 by the second point of Remark 2.9, (1.4) implies P (u) P (v) ≥ 0. Then, by the same featured argument the smallest ϕ 1 = 0.
3. Application to projection of the cone on a subspace or a hyperplane. The following definitions and result for cones in higher dimensions correspond well with natural observations about the three-dimensional Euclidean space. Definition 3.1. A directed (one-sided) cone or nappe in the inner product space H over the field R with apex a ∈ H, axis direction given by v ∈ H, v = O and half-aperture ϕ ∈ [0, π] is defined as
A directed cone with apex included but with the rest of the boundary excluded is:
When the apex is O, then notation is abbreviated:
Remark 3.3. By the CBS inequality for any u and 
Proof. P (v) = O is excluded from lemma as case K(O, θ) is not included in Definition 3.1. We use notation v = v 1 ∔ v 2 and u = u 1 ∔ u 2 as in Assumption 2.1.4. Note that v 1 = O, u 1 = O and that u ∈ K H (v, ϕ) corresponds to u·v ≥ cos ϕ u v .
We prove that for each w ∈ V such that w · v 1 ≥ cos θ w v 1 there exists 
Proof. Without the loss of generality it is enough to prove the theorem only for apex a = O. The general case follows from Remark 3.2 as
The case dim V = 0 is trivial as projection collapses everything to O. When dim V = 1 there are just 4 different "cones" in V for dim V = 1: {0}, V , K V ("1", 0) and K V (−"1", 0) where "1" and −"1" correspond to the only two unit vectors in V . Note also that in this case K 
Note also that formula (2.6) produces ϕ 1 = 0 when ϕ = 0. In the special case when
Case 2. Proposition 2.5 shows that when
. Therefore by Lemma 3.5,
Case 3. When ϕ < ψ V (v) note that P (v) = O. The first part of Theorem 2.10 states that:
. The second part of Theorem 2.10 establishes existence of
Case 4. When ϕ = ψ V (v) ∈ 0, π /2 , then by Proposition 2.7 and Lemma 3.5:
then Remark 2.9 shows that u ∈ H can be found such that u · v ≥ cos ψ V (v) u v and P (u) · P (v) = 0, but never P (u) · P (v) < 0. By Lemma 3.5, P [K H (v, π /2)] = K V (P (v), π /2). Note also that formula (2.6) produces ϕ 1 = π /2 when ϕ = cos ψ V (v) = 1.
Remark 3.7. Suppose Assumptions 2.1 and let Π ⊂ H be a plane parallel to V < H. Let d be the distance vector from V to Π such that d ⊥ V and Π = V ⊕ {d}. Projecting any u onto Π yields P Π (u) = P (u) ∔ d and projecting cone K H (a, v, ϕ) on Π yields P [K H (a, v, ϕ)] ⊕ {d} ⊆ Π where P [K H (a, v, ϕ)] is given in Theorem 3.6.
Example 3.8. Suppose Assumptions 2.1 and v ∈ H such that P (v) = O. Which is the widest half aperture ϕ of a directed cone with apex a ∈ H, axis and direction given by v such that the half aperture of a projected cone is at most ϕ 1 < π /2? Solving formula (2.6) for ϕ and using (2.1) for ψ V (v) yields n . Proof. All projections onto coordinate 2D planes of such a directed cone need to fit into a quadrant: directed cone with half aperture ϕ 1 = π /4 around directed axis P (y) = (1, 1). Therefore, the widest aperture of directed cone in question need to be around axis y = (1, 1, . . . , 1) . By formula (2.1) ψ = arctan √ 2 √ n and cos 2 ψ = n−2 n . Formula (2.6) yields ϕ = arccos n−1 n and Theorem 3.6 establishes the fact.
