Abstract. We prove a multiplier theorem for the Hermite-Triebel-Lizorkin spaces introduced by Epperson in [Studia Math.
Introduction and main results
We begin with a review of some of the notation and results from [1] . Consult [6] See [7, 8] for a detailed description of the Triebel-Lizorkin spaces which occur in Fourier analysis. The parameters α, q, p are assumed to satisfy α ∈ R, 1 < p < ∞, and 1 < q ≤ ∞, with the usual interpretation if q = ∞. [2] for Fourier multipliers. Thangavelu [5, 6] first proved this theorem for L p spaces (the α = 0, q = 2 case) using special g-functions based on the Hermite semigroup. Section 2 of this paper contains a natural, alternative approach to the proof of Theorem 1. Of course the derivative condition on m in Theorem 1 can be replaced by a difference condition. Let ∆m(2k + 1) := m(2(k + 1) + 1) − m(2k + 1). In the proof we only need m to satisfy |∆m(2k
, which is certainly implied by the condition given on m .
Next we consider pseudo-multipliers. Let a : R × R + → C be bounded, and for
Theorem 2. Suppose a(x, κ) is measurable in the x variable for each fixed κ, and satisfies |∂
Using a method from [1] we establish uniform weak-(L 1 , L 1 ) bounds on certain truncated versions of A, from which Theorem 2 follows by Marcinkiewicz interpolation. See Section 3.
Multipliers
We begin by describing the main steps toward proving Theorem 1. As in [1] , let ψ : R → C satisfy the same conditions (i), (ii) as ϕ, and the condition
Now let m be as in Theorem 1, and for each
such that only finitely many g µ are nonvanishing. Finally, define
Therefore, to prove Theorem 1 it suffices to show that W is bounded on
By Marcinkiewicz interpolation, these two lemmas suffice to show that W is bounded on 
Proof. We recall the argument used to prove Lemma 3.
Lemma 2.4. There exist constants 0 < c 1 , c 2 < ∞ such that for every t > 0, µ ∈ N 0 , and y ∈ R, |x−y|≥t
Proof. Inequality (2) follows from
by an application of Schwarz's inequality. 
Identity (4) is easily derived from the recursion relation
together with the fact that
Substituting (4) in (3), we get
where each ξ(k) is between 2k + 1 and 2k + 3. Since ρ is compactly supported away from the origin, there exist integers 0 < N 1 < N 2 independent of µ ∈ N 0 such that the terms in (5) vanish unless 2
by an application of Lemma 2.3.
Lemma 2.5.
There exists a constant c < ∞ such that for every t > 0, µ ∈ N 0 , and y, z ∈ R with |y − z| ≤ t,
Proof. Let J denote the interval with endpoints y, z. We can rewrite the left side of (6) as
We estimate the last integral using
Note that
Hence, by the method of proving Lemma 2.4 we get
Again using Lemma 2.4, we have
Proof of Lemma 2.1. It suffices to show that the operators W µ , µ ∈ N 0 , are uniformly bounded on L q . This is trivial for q = 2, so it suffices (by interpolation and duality) to show that the W µ operators are uniformly weak-(L 1 , L 1 ) bounded. To do this we must show that there exists a constant c < ∞ independent of f ∈ L 1 , λ > 0, and µ ∈ N 0 such that
This will be a routine application of Lemmas 2.4 and 2.5. So fix f ∈ L 1 and λ > 0, and apply the Calderón-Zygmund lemma to get a collection of disjoint dyadic open intervals {I j } such that
Let z j denote the centerpoint of I j , and for x ∈ I j let
Next we have to prove the correct sort of estimate for |{x :
For each j define the kernel
Because of the vanishing moment conditions imposed on b j , we have
Now according to Lemmas 2.4 and 2.5 we see that (7) is bounded by
Proof of Lemma 2.2. We need to show that there exists a constant c < ∞ independent of {f µ } ∈ L 1 (l q ), λ > 0 such that
1/q , and apply the Calderón-Zygmund lemma to get a collection of disjoint open intervals {I j } such that
Again let z j denote the centerpoint of I j , and for x ∈ I j let
, and therefore by Chebyshev's inequality and Lemma 2.1,
Next we have to estimate |{x : (
As in the proof of Lemma 2.1 it suffices to handle
Here of course
be as in the proof of Lemma 2.1. Then by Minkowski's inequality and lemmas Lemmas 2.4 and 2.5
with c independent of |I j |. Substituting this in (8) finishes the proof.
Pseudo-multipliers
In this section we prove Theorem 2. 
Proof. We begin by recalling how to estimate the kernel K µ (x, y) of the operator
, and letâ µ (x, ξ) denote the Fourier transform of a µ in its second variable. As in the derivation of (7) in §3 of [1] , we have the representation
where c is some unimportant constant. Now the conditions on a imply that for every l ∈ N 0 there exists a constant c l independent of µ ∈ N 0 such that
It follows by inspection of the proof of Lemma 1.1 in [1] that there exists a constant c independent of µ ∈ N 0 such that
The proof is finished with a simple modification of the proof of Lemma 2.1, which we very briefly indicate. (see for example [3] , Lemma 2). It would be interesting to find natural criteria for the L 2 -boundedness of a Hermite pseudo-multiplier, since the standard methods for obtaining L 2 -boundedness of an ordinary pseudo-differential operator (as in [4] ) do not seem to be applicable here.
