Abstract. We consider optimal control problems for hyperbolic equations with controls in Neumann boundary conditions with pointwise constraints on the control and state functions. Focusing on the multidimensional wave equation with a nonlinear term, we derive new necessary optimality conditions in the form of a pointwise Pontryagin Maximum Principle for the state-constrained problem under consideration. Our approach is based on modern methods of variational analysis that allow us to obtain refined necessary optimality conditions with no convexity assumptions on integrands in the minimizing cost functional.
1. Introduction. This paper is concerned with optimal control problems for hyperbolic equations with controls in Neumann boundary conditions in the presence of pointwise constraints on the control and state functions. It is well known that state-constrained control problems are among the most challenging and difficult in dynamic optimization; see, e.g., [2, 3, 4, 7, 9, 17, 22, 25] and their references for stateconstrained problems governed by parabolic and elliptic partial differential equations. To the best of our knowledge, such optimal control problems have not been studied yet for semilinear hyperbolic equations with controls in Neumann boundary conditions, which is the objective of this paper. For problems with no state constraints we refer to [18] , where an optimal control problem for a semilinear hyperbolic equation with controls in Neumann boundary conditions has been studied.
Let Ω be an open bounded domain in R N , with a boundary Γ of class C 2 , and let T be a positive time. We mainly pay attention to the following optimal control problem governed by the semilinear wave equation: minimize J(y, u) = Ω f (x, y(T ))dx + under the pointwise constraints on control and state functions
We denote this problem by (P ) and shortly write as (P ) inf{J(y, u) | (y, u) satisfies (1.1), u ∈ U ad , y ∈ C}.
Assumptions on the nonlinear function Φ, as well as on the integrands f , g, and h are presented and discussed in Section 2. The initial state (y 0 , y 1 ) ∈ H 1 (Ω) × L 2 (Ω) is fixed. Note that the main constructions and results of the paper can be extended to hyperbolic equations governed by more general strongly elliptic operators in (1.1) -not just by the Laplacian ∆ -with time-independent and regular coefficients.
As mentioned above, we are not familiar with any publications concerning stateconstrained control problems with Neumann boundary controls for hyperbolic equations. Some results for distributed controls in state-constrained hyperbolic systems are obtained in [7, 9, 28, 29] . Our preceding paper [21] deals with necessary optimality conditions for state-constrained problems governed by the wave equation with Dirichlet boundary controls.
It has been well recognized that Neumann and Dirichlet boundary conditions are essentially different in both parabolic and hyperbolic dynamical settings. While for parabolic equations the Dirichlet boundary value problem is considerably more difficult than the Neumann one, this is not the case for the hyperbolic dynamics; see, e.g., [11, 12, 13, 15, 17, 22, 24] and the references therein. On the contrary, the fundamental regularity theory for hyperbolic equations with Dirichlet boundary conditions has come first; cf. [11] and [13] . The sharp regularity results developed by Lasiecka and Triggiani for hyperbolic equations with Neumann boundary conditions [13] play a crucial role in this paper.
The main goal of this paper is to establish necessary optimality conditions for the state-constrained Neumann boundary control problem (P ), which will be derived under rather mild and natural assumptions. In contrast to the Dirichlet case [21] , where the dynamics is linear and the initial condition is in L 2 (Ω) × H −1 (Ω), here we consider the nonlinear dynamics in (1.1) and we require stronger regularity assumptions on the initial state: (y 0 , y 1 ) ∈ H 1 (Ω) × L 2 (Ω) in (1.1). On the other hand, the Neumann case provides more regularity of the corresponding solutions to the boundary value problem in (1.1), which eventually allows us to entirely avoid the convexity assumptions -on the integrands in the cost functional J(y, u) -that play a crucial role in the Dirichlet control problem considered in [21] . Moreover, in this paper we are able to establish necessary optimality condition for (P ) in the pointwise form of the Pontryagin Maximum Principle in contrast to the weaker integral form of [21] .
Our approach to deriving necessary optimality conditions in the Neumann problem (P ) is completely different from the one in [21] developed for the Dirichlet case. Instead of reducing the original problem to an abstract optimization problem and then using a suitable version of the Lagrange Multiplier Rule as in [21] , we now employ perturbation methods of modern variational analysis involving penalizing state constraints and then passing to the limit from necessary optimality conditions in unconstrained approximating problems. In the case of optimal control problems governed by ordinary differential systems with even nonsmooth data this approach has been developed in the seventies; see, e.g., [5, 20, 27] . For problems governed by partial differential equations the situation is more complicated, and the first results have been obtained in the nineties for bounded controls [2, 4] ; see also [17] and the references therein. As mentioned in [9, p. 595] , versions of the maximum principle for unbounded control operators in the case of problems governed by partial differential equations were discovered by Fattorini [8] and independently by Raymond and Zidani in [25] . Based on Ekeland's variational principle [6] , and the approach developed in [25] , we derive necessary optimality conditions for the original state-constrained hyperbolic problem (P ) in the pointwise form of the maximum (actually minimum) principle of Pontryagin's type. Note that the approach developed in this paper allows us to obtain necessary optimality conditions for a more general version of problem (P ), where the integrand h also depends on the state variable y. We are not going to pursue this issue here for simplicity.
The rest of the paper is organized as follows. In Section 2 we present and discuss the basic assumptions used throughout the paper and then formulate the main result giving necessary conditions for optimal solutions to (P ). Section 3 is devoted to the proper definitions of solutions and the subsequent analysis of the state system (1.1) and in the corresponding adjoint system appearing in the necessary optimality conditions. Section 4 contains preparatory material allowing us to derive in the concluding section necessary optimality conditions in the pointwise maximum principle form for approximating problems with no state constraints. Namely, we obtain the so-called increment formula for the minimizing functional with respect to diffuse/needle variations of controls. This technique, which is well known for the case of ordinary differential equations (see, e.g., [10, 20] ), requires a more delicate analysis in the case of partial differential equations. Following the constructions developed in [25] for the control of parabolic equations, we obtain an increment formula for approximating hyperbolic problems based on suitable Taylor expansions of the problem data with respect to diffuse perturbations of reference controls.
In the final Section 5 we give the proof of the main result of this paper that involves the three major steps of variational analysis: (a) perturbation of the original state-constrained problem by a family of approximating problems with no state constraints by using Ekeland's variational principle in an appropriate metric space, (b) deriving necessary optimality conditions in the approximating problems that provide suboptimality conditions for the original problem, and finally (c) passing to the limit from the approximating problems to obtain the desired necessary conditions for the reference optimal solution to the state-constrained problem (P ).
Basic Assumptions and Statement of the Main Theorem.
Throughout the paper we use standard notation. For the reader's convenience we recall that
) and, similarly, the topological dual of
. Note that, according to the usual notation, the space It is well known that every measure
, we still use the notation
Since we have to deal with equations satisfied in the sense of distributions in Q (see, e.g., (2.4)), it is also convenient to identify
) with a subspace of
; this identification follows from the continuous and dense imbedding
, the notation µ| Q -the restriction of µ to Q -is meaningful if µ is considered as a bounded measure on Ω×]0, T ] = Ω×(0, T ], and so µ| Ω×{T } stands for µ({T }). The same kind of notation is used in the paper in similar settings. For z ∈ L 2 (Q) we denote by z t (respectively by z tt ) the derivative (respectively the second derivative) of z in t in the sense of distributions in Q.
Given a Banach space Z, the duality pairing between Z and Z is denoted by ·, · Z,Z . When there is no ambiguity, we sometimes write ·, · instead of ·, · Z,Z . To emphasize a specific kind of regularity of solutions to the hyperbolic equations under considerations, we may write, e.g., that (y, 
). Moreover, identifying p with its representative right-hand side continuous in (0, T ), one has
Note that this convergence may hold for every t ∈ [0, T ] if the above representative right-hand side continuous in (0, T ) is not specified; see [1, Theorem 3.5] and [19, Proposition 16.1] . In particular,
Now let us formulate the standing Basic Assumptions on the initial data of problem (P ) that are needed throughout this paper.
(A1) For every y ∈ R, Φ(·, ·, y) is measurable in Q. For almost every (a.e.) pair (x, t) ∈ Q, Φ(x, t, ·) is of class C 1 on R. Moreover, one has
where M is a positive constant.
Moreover, there is a constant C > 0 such that
is a closed and convex with int C = ∅. We suppose that the function defined byŷ 0 (x, t) := y 0 (x) belongs to the interior of C (y 0 denotes the initial state).
(A6) The control set U ad is given in the form
where K is a measurable multifunction whose values are nonempty and closed subsets of R.
Of course, we suppose as usual that the set of feasible pairs (y, u) to (P ) is nonempty, i.e., there is u ∈ U ad such that J(y u , u) < ∞ and y u ∈ C, where y u is the weak solution of system (1.1) corresponding to u; see Section 3.
Observe that the above basic assumptions do not impose any convexity requirements on the integrands in the cost functional with respect to either state or control variables, as well as on the control set U ad . This is different from the setting of [21] for the corresponding Dirichlet problem. The reason is that the Neumann boundary value problem offers more regularity in comparison with the Dirichlet one and allows us to employ powerful variational methods to prove necessary optimality conditions that do not rely on weak convergences. These methods applied to the Dirichlet boundary value problem definitely requires full convexity for the limiting procedures to end up with pointwise results. On the other hand, in this paper we do not establish any existence theorems for optimal solutions, in contrast to [21] . In fact, in the Neumann setting under consideration it would be enough to assume convexity only with respect to control variables to justify the existence of optimal solutions by the so-called direct method. The stronger convexity assumptions imposed in [21] with respect to both state and control variables are due to the lack of regularity in the Dirichlet setting and are needed not only for the existence of optimal solutions but also for the proof of necessary optimality conditions as given in [21] .
To formulate our main result, let us define the Hamiltonian function
for the control problem (P ). The following theorem gives necessary conditions for optimal solutions to (P ) that are a version of the Pontryagin Maximum Principle in pointwise form for the Neumann boundary control problem under consideration. Note that it is more convenient in our case to formulate this result with the minimum (not maximum) condition.
Theorem 2.1. (pointwise necessary optimality conditions). Let (ȳ,ū) be an optimal solution to problem (P ) satisfying assumptions (A1)-(A6). Then there
where L N denotes the N -dimensional Lebesgue measure, and p is the corresponding solution to the adjoint system
The proof of Theorem 2.1 is conducted in Section 5. The definitions of solutions to the state and adjoint systems in this theorem are given and discussed in the next section.
3. Analysis of the State and Adjoint Systems. Let us start with the Neumann boundary value problem for the linear wave equation
The following fundamental regularity result is established by Lasiecka and Triggiani [13] . Note that this result involves the space
(Ω)) ) for weak solutions to (3.1) as stated in [14] .
) be the unique weak solution to the linear Neumann boundary value problem (3.1). Then the mapping u → y(0, u,
). Next we consider the Neumann boundary value problem for the linear wave equation with possibly nonsmooth data:
where the nonsmooth coefficient a(x, t) belongs to L ∞ (Q). The following estimate of solutions to the homogeneous problem in (3.2) is needed in the sequel.
Lemma 3.2. (solution estimate for the homogeneous Neumann problem). Assume that u = 0 and that (φ,
). This solution satisfies the estimate
where the constant C may depend on a L ∞ (Q) and φ L 1 (0,T ;L 2 (Ω)) , but it is invariant with respect to all a(x, t) having the same L ∞ (Q)-norm.
Proof. The proof is standard. It is sufficient to multiply the first equation in (3.2) by y t , to integrate it over Ω, and then to use Gronwall's Lemma (see for example [18, page 184]).
Lemma 3.3. (compactness of the solution operator). Assume that (φ, y 0 , y 1 ) = (0, 0, 0) and that u ∈ L 2 (Σ). Equation (3.2) admits a unique weak solution
The existence and uniqueness of the corresponding solution to (3.2) can be deduced from the well-known result for (3.1) by using a fixed point method in
) ast is sufficiently small and then by iterating the process n times with nt > T ; cf. [23] for more details. Moreover, in this way we get the estimate
where C depends on an upper bound for the norm a L ∞ (Q) but not on a(·) itself. Now the compactness result follows from [26, Corollary 5] .
Our next goal is to study the Neumann boundary value problem (1.1), which is labelled as the state system for convenience. We first recall the notion of weak solutions to the Neumann problem in (1.1) that is appropriate for the purposes of this paper.
Definition 3.4. (weak solutions to the state system). A function (y,
, where z solves the homogeneous Neumann boundary value problem
The advantage of the above definition is that it allows to establish the existence, uniqueness, and regularity of weak solutions to the original state system under the standing assumptions made in Section 2.
Theorem 3.5. (existence, uniqueness, and regularity of weak solutions to the state system). For every (u,
(Ω)) ) and satisfies the estimate
with some constant C > 0. Moreover, the mapping (u, y 0 , y 1 ) → y is continuous from
Proof. The existence of solutions in the space
) witht sufficiently small can be obtained by a standard fixed point method. Then assumption (A1) and the estimates in Lemmas 3.2 and 3.3 allow to ensure the existence of solutions in the space given in the theorem. The proof of uniqueness is also standard and is omitted for brevity. The estimate of (y,
Next we consider the adjoint system given by
where
, where µ| Q and µ| Ω×{T } denote the restriction of µ to Q and to Ω × {T }, respectively, and where a ∈ L ∞ (Q). In order to introduce and justify an appropriate definition of solutions to the adjoint system (3.5), we need the following lemma that is certainly of independent interest. Lemma 3.6. (divergence formula). The space
is a Banach space. There exists a unique continuous operator
and such that the divergence formula
holds for all φ ∈ H 1 (Q). Proof. It is easy to see that the space W is Banach. Let Λ be a continuous extension operator from H 1/2 (∂Q) into H 1 (Q) that is a bounded linear operator from
Taking V ∈ (C 1 (Q)) N +1 , observe that the functional
is linear and bounded on H 1/2 (∂Q). Denoting this functional by γ ν Q ( V ), we directly verify that
and that the divergence formula (3.6) is satisfied. This means that γ ν Q ( V ) does not depend on the extension operator Λ. Furthermore, one has
) and assume that the combination p tt − ∆p, calculated in the sense of distributions on Q, belongs to
. Employing Lemma 3.6, we define the normal trace on ∂Q of the vectorfield (−∇p, p t ) as an element of H −1/2 (∂Q). Then one has the estimate
where the constant C > 0 is independent of p. Since Ω × {0} is an open subset in ∂Q, the restriction of γ ν Q (−∇p, p t ) to Ω × {0} belongs to H −1/2 (Ω). Thus we get
Note that this results can be improved. We are going to show in Theorem 3.8 that a properly defined solution p to (3.5) actually has the property p t (0) ∈ L 2 (Ω). Now we are ready to introduce an appropriate notion of weak solutions to the adjoint system (3.5) and justify their basic properties needed in what follows.
Definition 3.7. (weak solutions to the adjoint system).
, where y(ϕ) is the solution to
The next theorem establishes the existence, uniqueness, and regularity of weak solutions to the adjoint system under the standing assumptions made.
Theorem 3.8. (existence, uniqueness and regularity of weak solutions to the adjoint system). The adjoint system (3.5) admits a unique weak so-
, and 
where C depends on a L ∞ (Q) but is invariant with respect to the functions a(x, t) having the same norm in the space L ∞ (Q). Proof. Observe that p = 0 when the pair (p,
(Ω)) satisfies (3.7) with µ = 0. This implies that the adjoint system (3.5) cannot admit more than one weak solution. To prove the existence of a weak solution, we develop an approximation procedure. First build a sequence
, and
To define µ n , we follow the construction in the appendix of [24] . Letμ be the extension of µ| ]0,T [ by zero to R, let {ρ n } be a sequence of nonnegative symmetric mollifiers on R with their supports in (−1/n, 1/n), and let S 0 and S T be the functions on R defined by S 0 (t) := −t and S T (t) := 2T − t. Given n ≥ 2, we set
for every Borel subset A in R, and then construct the desired measure by
Following [24, Appendix] , one can verify both relations formulated in (3.10). Considering now the unique solution p n to the system
and applying Lemma 3.2, we get the estimate
with a constant C > 0 independent of n, where p nt stands for the derivative of p n with respect to t in (0, T ) in the sense of vector-valued distributions. Denoting by p ntt the corresponding derivative of p nt with respect to t in (0, T ) and using (3.11), we arrive at
where the operator π n is defined by π n , y
Therefore, in addition to (3.12), the sequences {p ntt } and {p nt } are bounded in the
) is the dual of a separable Banach space, we select weak * convergent subsequences of the above sequences. The same sequential compactness property holds also for the space BV ([0, T ]; (H 1 (Ω)) ); see Section 2. In this way we find
) and a subsequence {p n } converging to p in the weak * topology of L ∞ (0, T ; H 1 (Ω)) and such that the corresponding subsequence {p nt } converges weak
, we can also deduce that the sequence of γ ν Q (−∇p n , p nt ) converges to γ ν Q (−∇p, p t ) in the weak topology of L 2 (∂Q). Taking into account the relations
one gets that γ ν Q (−∇p, p t )| Σ = −∂ ν p = 0 and that
in the weak topology of L 2 (Ω). Finally, by passing to the limit in the equality
where y(ϕ) is the solution of (3.8), we conclude that (p, p t ) is the desired weak solution to the adjoint system (3.5). The proof of the theorem is complete. The last result of this section gives a useful Green-type relationship between the corresponding solutions of the (linearized) state and adjoint systems.
Theorem 3.9. (Green formula). Assume that (φ, y 0 , y 1 ) = (0, 0, 0) and that u ∈ L 2 (Σ), let y be the corresponding weak solution to system (3.2), and let p satisfy (3.5). Then
Proof. This formula can be proved for the pair (y, p n ), where p n is the solution to the approximating adjoint system (3.11). Passing there to the limit as n → ∞, we obtain the desired Green formula (3.13) as formulated in the theorem.
Diffuse Perturbations and Increment Formula.
As mentioned in Section 1, our approach to deriving necessary optimality conditions in the original stateconstrained problem (P ) includes an approximation procedure to penalize the state constraints. In this way we arrive at a family of Neumann boundary control problems for hyperbolic equations with pointwise (or hard) constraints on the control variable but with no state constraints. Although the latter approximating problems are essentially easier than the initial state-constrained problem (P ), they still require a delicate variational analysis. As well known in the control theory for ordinary differential equations, a key element in obtaining maximum-type conditions for problems with hard constraints on control but not on state variables is the so-called increment formula for the minimizing cost functional with respect to needle variations of reference controls; see, e.g., [10, 20] . In this section we obtain some counterparts of such results for the hyperbolic control problems under consideration, by using the so-called "diffuse perturbations" first introduced in [16] and then developed in [2, 3, 4, 25] ; see also the references therein. Here we follow the construction developed in [25] .
Given a reference controlū ∈ U ad , an admissible control u ∈ U ad , and a number ρ ∈ (0, 1), a diffuse perturbation ofū is defined by
where E ρ is a measurable subset of Σ. The next theorem can be viewed as an increment formula for the cost functional J(y, u) with respect to diffuse perturbations of the reference control. Note that it also contains the corresponding Taylor expansion for state trajectory of (1.1), which is an essential ingredient of the increment formula.
Theorem 4.1. (increment formula). Given arbitrary controlsū, u ∈ U ad and a number ρ ∈ (0, 1), we consider the diffuse perturbation defined in (4.1) and the weak solutionsȳ and y ρ of system (1.1) corresponding toū and u ρ , respectively. Then there exists a measurable subset E ρ ⊂ Σ such that the following hold:
where z is the weak solution to the system
The proof of the theorem given below relies on the following technical lemma, which follows from [25, Lemma 4.1].
Lemma 4.2. (diffuse perturbations). Letū, u ∈ U ad . For every ρ ∈ (0, 1) there is a sequence of measurable subsets E n ρ in Σ such that:
where χ E stands for the characteristic function of the set E.
Proof. [Proof of Theorem 4.1.] The existence of the subsets E ρ satisfying (4.2) and (4.3) is an easy consequence of Lemma 4.2. The main issue is to justify the Taylor expansion (4.4) for the trajectories y ρ of (1.1) corresponding to the diffuse control perturbations. One clearly sees that (4.4) and (4.3) imply the increment formula (4.5) due to the construction of diffuse perturbations.
To prove (4.4), we pick a number ρ ∈ (0, 1), take the sets E n ρ from Lemma 4.2, and build the diffuse control perturbations
Let y n ρ be the solution of (1.1) corresponding to u n ρ , and let z be the (unique) weak solution of (4.6). It is easy to see that for all n the function ξ 
with the following data:
Denote by ξ n,1 ρ the solution to
and by ζ n ρ the solution to
where a(x, t) := Φ y (x, t,ȳ(x, t)). One clearly has
By Lemma 3.2, we find a constant C > 0, independent of n and ρ, ensuring the following estimates for all n = 1, 2, . . . and 0 < ρ < 1:
where ζ n ρ L ∞ (0,T ;L 2N/(N −1) (Ω)) are uniformly bounded due to Lemma 3.1. Taking (4.9) into account, we conclude that for all 0 < ρ < 1 the sequence of w n ρ converges to zero in the weak topology of L 2 (Σ) and, by Lemma 3.3, the sequence of ζ
Thus there is an integer n(ρ) such that
) and that (a − a
This, together with (4.10)-(4.12), implies that
Setting finally
, we end the proof of the theorem.
5. Proof of Necessary Optimality Conditions. As mentioned, in the proof of our main theorem we are going to use Ekeland's variational principle [6] , which is one of the most powerful tools of nonlinear analysis especially important in applications of variational methods. In the framework of deriving necessary optimality conditions for the state-constrained problem (P ), Ekeland's variational principle allows us to perform an efficient strong approximation of the given optimal solution to the original problem by some functions that happen to be optimal solutions to perturbed optimal control problems with no state constraints. To accomplish this procedure, we first describe a complete metric space and a lower semicontinuous functional, which are suitable for the application of Ekeland's principle to our problem.
Givenū ∈ U ad and a fixed positive number k, we define the set
and endow this set with the metric, which goes back to Ekeland's seminal paper [6] ,
where L N (Ω) denotes as before the N -dimensional Lebesgue measure of Ω ⊂ R N . Observe that if {u n } ⊂ U ad (ū, k) and u ∈ U ad (ū, k) are such that lim n→∞ d(u n , u) = 0, then the sequence {u n } strongly converges to u in the norm of L 2 (Σ). The next result provides more information about this space and about the cost functional of (P ) on it, where y u stands for for the weak solution of (1.1) corresponding to u. 
The completeness of the space (U ad (ū, k), d) is a well-known fact; cf. [6, 25] ). Let us prove the continuity statement of the lemma based on the regularity of weak solutions to the state system (1.1) established in Section 3.
Take {u n } ⊂ U ad (ū, k) and u ∈ U ad (ū, k) such that the control sequence {u n } converges to u in the above d-metric as n → ∞. Denote by y and by y n the weak solutions of (1.1) corresponding to u and to u n , respectively. Since u n → u strongly in L 2 (Σ), the corresponding trajectories y n converge to y in C([0, T ]; L 2 (Ω)) by Theorem 3.5. Furthermore, it follows from the estimates in assumptions (A2)-(A4) that the sequence of values J(y n , u n ) converges to J(y, u) as n → ∞, which ensures the desired continuity. Now using the classical results in the geometry of Banach spaces presented, e.g., in [ 
in the original problem (P ), we define the distance function
Since C is convex, the distance function (5.1) is also convex, and it is Lipschitz continuous on C([0, T ]; L 2 (Ω)) with rank 1. As well known,
moreover, one has |ξ| M([0,T ];L 2 (Ω)) = 1 for every ξ ∈ ∂d C (x) and x ∈ C, where ∂d C stands for the subdifferential of convex analysis. Taking into account that the dual norm
, we conclude that the subdifferential ∂d C (x) is a singleton, and hence d C is Gâteaux differentiable at x for every x / ∈ C. Let (ȳ,ū) be an optimal solution to the original problem (P ). Using the distance function (5.1), we define the penalized functional by
where J is the cost functional in (P ). Since J k (ȳ,ū) = k −4 , one has that
for all k, i.e., (ȳ,ū) is a 1 k 2 -optimal solution to the penalized problem. Notice that the functional J k is smooth at points where it does not vanish, in the sense that it is Gâteaux differentiable at such points; cf. [20] in the case of control systems governed by ordinary differential equations. This follows from the construction of J k , assumptions (A2)-(A4), and the above property of (5.1). Ekeland's principle allows us to strongly approximate (ȳ,ū) by a pair (y k , u k ) satisfying (1.1) in such a way that (y k , u k ) is an exact solution to some perturbed optimal control problem for system (1.1) with the same control constraints and no state constraints.
Proof. [Proof of Theorem 2.1.] We divide the proof of this theorem into the three major steps.
Step 1: Approximating problems via Ekeland's principle. Given an optimal solution (ȳ,ū) to the original problem (P ), we fix a natural number k = 1, 2, . . . and get from Lemma 5.1 that the metric space (U ad (ū, k 1/3 ), d) is complete, and that the functional u −→ J k (y u , u) is lower semicontinuous (even continuous) on this space. By the Ekeland variational principle [6] we find an admissible control u k satisfying
where y k and y u are the weak solutions of (1.1) corresponding to u k and u, respectively. The latter means that, for all natural numbers k, u k is an optimal solution to the perturbed problem
Step 2: Necessary conditions in approximating problems. First take an arbitrary u 0 ∈ U ad and construct the following modification ofū feasible to (P k ) by
Then, given any 0 ≤ ρ < 1, we define diffuse perturbations of the optimal control u k in (P k ) as 
where y k ρ is the weak solution of (1.1) corresponding to u k ρ , where z k is the weak solution to
on Σ,
and where ∆J k is defined by
Since each u k ρ is clearly feasible for (P k ), from (5.2) and the construction of the metric d, we deduce that
Observe that J k (y k , u k ) = 0 for all k due the optimality of u k in (P k ) and the structure of J k . Hence J k is Gâteaux differentiable at (y k , u k ) by the discussion above. Then it easily follows from (5.6) and (5.7) that
where the multipliers λ k and µ k are computed by
. Now let p k be the (unique) weak solution to the adjoint system where µ k | Q and µ k | Ω×{T } are the restrictions of µ k to Q and Ω × {T }, respectively. Employing the Green formula in Theorem 3.9, we have
The latter implies, by (5.8) and the definition of ∆J k , that (5.10) for every k = 1, 2, . . ., which gives necessary optimality conditions for the solutions u k to the approximating problems (P k ).
Step 3: Passing to the limit. To conclude the proof of the theorem, we need to pass to the limit in the above relations for the optimal solutions u k to (P k ) as k → ∞. 
Then there is a subsequence of {(p k , p kt )} converging to some (p, p t ) in the weak * topology of L ∞ (0, T ; H 1 (Ω))×L ∞ (0, T ; L 2 (Ω)) and a subsequence of {y k } converging to someȳ ∈ L ∞ (0, T ; L 2 (Ω)) in the weak * topology of L ∞ (0, T ; L 2 (Ω)). We already know that {u k } tends toū in L 2 (Σ). Employing standard arguments, we prove that (ȳ,ȳ t ) is the solution of (1.1) corresponding toū, and that (p, p t ) is the (unique) weak solution of (2.4) corresponding toȳ.
We choose (λ, µ) = (λ,μ| ]0,T ] ) as the multipliers for the necessary optimality conditions stated in Theorem 2.1. Taking into account assumption (A5) on the convexity and nonempty interiority of the set C, one has the necessary condition (2.2) for the limiting multipliers (λ, µ). In particular, let us verify that (λ, µ) = 0. Suppose the contrary, which gives Finally, taking into account the structure of U ad in (A6) and employing the standard arguments (see, e.g., [25, Section 5 .2]), we derive the pointwise condition (2.3) from the integral one in (5.12).
