Abstract. A multivariate stochastic model for describing the dynamics of complex non-numerical ensembles, such as observed in Human Immunodeficiency Virus (HIV) genome, is developed. This model is based on principle component analyses for numberized variables. The model coefficients are presented in the terms of deterministic trends with correlated lags. The results indicate that we may use this model in short-term forecast of HIV evolution, for evaluation of HIV drug resistance and for testing and validation of diagnostic expert rules. The model also reproduces the specific shape of the bi-modal distribution for the mutations number.
Introduction
Recently HIV genome analysis has become a routine medical procedure. The obtained relevant drug resistance mutations allow finding drugs suitable for antiretroviral treatment based on expert experience. Recent experience indicate that virological response is significantly larger when highly active antiretroviral therapy (HAART) is applied on the basis of resistance testing, although this approach does not always predict virological success [1] [2] [3] . In any case, if a patient takes antiretroviral drugs, the individual HIV population evolutes during disease history. Most studies on individual HIV population dynamics are based on numerical simulations such as population dynamics based models [4] or cellular automata based models [5] .
These approaches consider the individual (for each patient) HIV population only. The practice of HIV treatment however, has shown that patients may be infected by mutated viruses from other patients [6] . This implies that the evolution of total world populations of HIV and the associated changing of the related drug resistance levels, should be taken into account. Since the characteristics of world HIV population dynamics are determined by a huge amount of detailed, specific factors, one of the most promising approaches for the study of these phenomena is probabilistic modelling, based on recent HIV statistics. For the analysis we describe in this paper, the large databases of HIV-infected patients, collected over several years in USA, is used [7] . These databases contain genotypes of 43620 patients examined from August 9, 1998 to May 5, 2001 . We observed 59 different mutations in the RT genome, including 17 mixed mutations, and 77 different mutations in the protease genome, including 34 mixed mutations. The developed probabilistic model described in this paper takes into account the peculiarities of initial data and specifics of the underlying dynamics. Recent probabilistic models for genome ensembles are mainly directed towards the evaluation of specific parts in the genome, or to choose the closest related pattern [8] .
In the development of a stochastic model for the temporal variability of the global HIV-population we have to address the follow problems:
í The drug resistance depends on combinations of mutations. So, the probabilistic model must take into account the total variability of genome. The dimensionality of data is high (all amino acids and positions of mutations in viral genome), í The initial data is non-numerical; therefore the well-developed standard procedures of multivariate statistics are inconvenient.
Multivariate Stochastic Model of HIV Genome Ensemble
Let us consider the following model of a data representation: all genome samples ( M , 1 k = , M is number of patients in a considered time interval, e.g. month) consist the literal corteges given by
, where n is number of relevant positions in the genome. Each V x kj ∈ , where
are literal marks for the amino acids (A, C, D, E, F, …). When mutations are absent, the corresponding cortege k X (so called "wild-type" virus), may be associated with some initial value (centroid) for example, X . Such consideration allows us to compare several terms in the sample, taking into account its proximity to the "wild-type" virus.
Note, that the analysis of the marginal mutations is not enough for general description of all genome ensemble variability, because some positions of genome may be statistically dependent [8] , especially in accordance with viral fitness. For the reduction of the dimensionality and further modeling of such data, powerful procedures (principal component of factor techniques) of multivariate statistical analysis have been developed [9, 10] . In reference [11] the generalization of these methods for analy-sis of temporal tendencies is described. However, the general problem we face is that all these procedures are developed only for numerical values.
Therefore we propose a three-stage statistical procedure for the HIV genome model: discretization and enumeration, reduction of dimensionality and temporal analysis. The general scheme of the proposed procedure is shown in Fig. 1 .
Discretization and enumeration of literal corteges. One of the possible ways to apply the classical MSA procedures is the numberization (generation of number marks for non-numerical values) of non-numerical data. An adequate numberization procedure is based on the estimation of contingence (probability) tables In accordance with [12] , for reduction of dimensionality it is better to use number marks obtained by a procedure of matrix
, where si pj p corresponds to the "wild-type" virus X , and
(
where C is a vector of numbered marks for the amino acids indices. Because vector C defines the numeric scale only, the realizations of marks in scale gradations are obtained by means of a Monte-Carlo simulation (such as the uniform distributed value in each gradation).
The result for the first stage of this procedure (see Fig. 1 ) is (a) the transformation of initial literal corteges to sample Gaussian random vectors
, where n is number of relevant positions in genome and (b) a simplification of the model. Principal component analysis and the factor model. For reducing of the data dimensionality a principal component (PC) approach is widely used [13] . It allows us to represent each centered vector µ − = U U ) 0 ( as orthogonal expansion on the basis
Here k a is the coefficient of expansion. The eigen-basis of expansion (2) (so called empirical orthogonal functions, EOF) are given by the principal axes of multivariate genome ensemble. The eigenvectors of the correlation matrix is given by
Here the eigenvalues m λ are the variances of the principal components.
Fig. 1. General scheme for stochastic modeling of HIV population variability
The convergence of expansion (2) is associated with the index:
Using the PC expansion (2) with M first terms only (where M is obtained by the PC significance tests, see [13] ), allows us to consider the factor model of temporal variability of the genome ensemble
Here ) t ( a k -are the time series of the expansion coefficients (that will be obtained by inverse transformation of (2) based on the orthogonal properties of the basis), t ε is the Gaussian white noise. In terms of factor analysis the values ) t ( a k may be considered as common factors, driving the temporal variability of the genome ensemble, and t ε -as the specific factor.
Thus, the results of the second stage is that we only need to consider a set of independent factors M , 1 l , a l = , instead of all the high-dimensional samples of
, where n M < .
Temporal variability of common factors.
The main advantage of the proposed representation (5) is that all the common factors are independent. So, it allows us to reduce the description of temporal variability of the HIV genome ensemble to analysis of time series of each factor independently.
Note that the individual HIV population dynamics has rather slow temporal changes, so, for temporal analysis monthly time intervals are required, however, all the data is distributed non-uniformly (per month). Thus, for probabilistic modeling the combined distribution approach can be used:
where ) x ( F a is the total distribution of each common factor, ) , x ( G a ξ is the shortterm (intra-month) distribution of factor a, and ) ( f a ξ is the long-term (month-tomonth) distribution for parameter ξ of the short-term distribution. Thus, once we know the type of ) , x ( G a ξ , all the analyses of temporal variability can be done in terms of parameters ξ (mean value, variance, characteristic quantiles) only.
The model for the temporal variability of ξ is presented in the form of [11] :
where
is the deterministic part (trend) with fixed coefficients k α , defined on some basis
is the stochastic part, presented as a autoregressive model [14] with coefficients j β and white noise ) t ( γ .
Thus, the third (final) stage results in a parametric model (5,7-9) of common factors with parameters j k ,β α (see Fig. 1 ).
Identification and Interpretation
The stochastic model (5,7-9) is applied to the above-mentioned database. Let us note, that protease relevant mutations are independent from RT relevant mutations, because they are caused by different groups of antiretroviral drugs -protease inhibitors (PIs) and RT inhibitors (RTIs. The deviation from 100% for these values is explained by the specific factor t ε only. In the Fig. 2 the first 3 empirical orthogonal functions are shown for protease and RT. The influence of different codons is readily observed from these figures, for instance the1st EOF for protease shows a balance between the main groups of mutations in positions (10,36,82,90) and (54,71,77) of protease. However, for defining the concrete types of mutations it is necessary to do a 'denumberization', (see Fig. 1 ).
The temporal analysis of the common factors in terms equations (6) (7) (8) (9) show that for protease only the first coefficient in the expansion (5) has a statistically significant trend. For RT the behavior of the coefficient is more complicated because, although the hypothesis of trends for the 2nd and 3rd components are approved by Fisher's criterion, the expression of these trends (by determination coefficient 2 R ) are very weak. For example, in table A.1 results are shown of the linear trend (7) analysis for some of the quantiles (e.g. 25%, 50%, 75%) of (5) for the first 3 coefficients for protease and RT. In both cases the coefficient ) t ( a 1 has a significant deterministic part (7) (trend); the behavior of other coefficients may be considered in terms of stationary time series (9) 
Simulations and Verification
After the definition of the model given in (5) with basis function from (3) and coefficients with distributions (6-9), we can now perform stochastic simulations of the model ensembles of HIV genome. As seen from Fig. 1 , the initial step of the simulation is the calculation of time series for the stochastic part (9) by means of a autoregressive approach, see [14] . After that the sum (7) of trend (8) and lag (9) are calculated for all t. The next step is a Monte-Carlo generation of all the statistically independent coefficients ) t ( a k with the distributions ) , x ( G k ξ in (6) , where parameters k ξ were estimated in the previous step. Finally, the sum of the orthogonal series (5) with coefficients ) t ( a k is computed. The result of this procedure is a Gaussian random vector; for obtaining the literal representations of genome the inverse procedure (denumberization) is used. This procedure associates the numerical value in a fixed position with a concrete scale vector C, obtained from (1). Thus, the result of the simulation is an ensemble of corteges, which consist of relevant HIV genome mutations.
The model (5,7-9) can be verified on probabilistic characteristics of the ensemble, that were not used in the identification procedure. Here for illustration we consider the integral characteristic of the genome variability -distribution P(k) for a number k of all the mutations. Obviously, P(k) is a result of the joint occurrence of mutations, and its use to model the verification is valid.
In Fig. 3 these distributions for the whole ensemble (1998) (1999) (2000) (2001) are shown. It is clearly seen, that all the curves are bi-modal (first maximum is 2-3 mutations, and second one -5-6 mutations). Nevertheless, this bi-modal shape is conservative for monthly distributions ) k ( P t (see boundaries of tolerant (min, max) intervals in fig. 3 ). Therefore we expect that there are two independent groups of genomes, corresponding to the low and high number of mutations.
The discovered bi-model distribution is approximated by a mixture of Bernoulli distributions [15] :
where p is an entry of the first group of mutations (and (1-p) is an entry of the second group, -are probabilities of a single mutation in the groups. The results of the approximation given by (10) are shown in Fig.3 . It is seen, that the approximated and sample data are close to each other. Also shown in fig.3 are the tolerant intervals, obtained as (min, max) of the monthly distribution. These values reflect the boundaries of variability of the distribution shape in different months. One interpretation is that we have two groups of patients. One group is the "new" patients, that had one or two treatments, thus their genotype contains relative small numbers of mutations. The second group is the "old" patients, which have a long treatment history. In the same table the parameters of the simulated ensembles are shown.
Let us note, that the stochastic model (5, (7) (8) (9) is very sensitive to the reproduction of the value P(k), because the joint occurrence of k>>1 mutations is a rare event. For example, in table 2 the results of verification on the most simple value -mean number of mutations (mathematical expectation of P(k)) are shown. 
Conclusions
A multivariate stochastic model, based on principle component analyses for numberized variables, is proposed to describe the variability of HIV genome populations. The temporal analysis of the model coefficients in terms of (6) (7) (8) (9) show that only the first coefficients have significant trends. It allows to use this fact in short-term forecast of HIV evolution.
Verification of the proposed model indicated that this model may be used for simulations in future studies of HIV drug resistance, and for testing and validation of diagnostic expert rules (see Fig.1 ). 
