Let F = {x v 1 , . . . , x v q } be a finite set of monomials in a polynomial ring R = K[x 1 , . . . , x n ] over a field K and let P be the convex hull of v 1 , . . . , v q . Using linear algebra we show an expression for the relative volume of P . If v 1 , . . . , v q lie in a positive hyperplane and the Rees algebra R[F t] is normal, we prove the equality K[F t] = A(P ), where A(P ) is the Ehrhart ring of P and K [F t] is the monomial subring generated by F t. We characterize, in terms of minors, when the integral closure of K[F t] is equal to A(P ).
Introduction
Notation: Throughout we shall use the following symbology and terminology: Z; Z a ; N integers; integers a; abbreviation for Z 0 R + non-negative real numbers K; R a field; the polynomial ring K[x 1 , . . . , x n ] x a abbreviation for x a 1 1 · · · x a n n , where a = (a i ) ∈ N n A; F A = {v 1 , . . . , v q } ⊂ N n ; F = {x v ∈ R|v ∈ A} where d = dim(P ), i ∈ N, iP = {ix|x ∈ P } and | · | denotes cardinality; when d = n, we recover the usual volume of P (see [9, p. 111] and [17, p. 238] ). As one of our main results, a new expression for vol(P ) is given in Theorem 2.5.
There is an isomorphism from the additive semigroup N n to the multiplicative semigroup of monomials of R given by a → x a . It turns out that geometric and combinatorial properties of the lattice polytope P may be linked to commutative ring theory by means of this isomorphism and the various monomial subrings under consideration, see for instance Corollary 3. 16 .
Note that one can write
where NA is the subsemigroup of linear combinations of A with coefficients in N. Let us recall the following useful description of the integral closure of K [F ] in its field of fractions [20, Theorem 7.2 .28]:
where ZA is the subgroup generated by A, and R + A is the rational polyhedral cone generated by A consisting of the linear combinations of A with non-negative coefficients. There are algorithms that compute integral closures [4] . In the same spirit of [14] , we are interested in comparing the following subrings and their properties: A(P ), K [F t] and R [F t] . For convenience, in Proposition 3.4 we summarize some more or less well known facts about Ehrhart rings.
The rest of the content of this paper is as follows. In Theorem 3.9 we are able to characterize the equality K[F t] = A(P ) by means of minors. We give sufficient conditions for the occurrence of the equality K[F t] = A(P ) in terms of: unimodular matrices (Proposition 3.13), Rees algebras (Theorem 3.15), and unimodular coverings (Proposition 3.22). From our perspective, the three main results in this paper are precisely those stated as theorems.
Relative volumes of lattice polytopes
To gain in generality, throughout this section we will only assume A ⊂ Z n instead of A ⊂ N n . Also, to simplify the exposition and the proofs we set m = q − 1 and
Let us begin by recalling an expression for the relative volume in terms of the usual volume by means of suitable affine transformations (see Remark 2.2). If
then one has aff(A) = α 0 + RA , where aff(A) is the affine hull of A. In particular, from this expression we get 
Proof. Consider the matrix C of order n × m whose column vectors correspond to the non-zero vectors in A . By [12, Theorem II.9, there are invertible integral matrices U and Q, of orders n and m respectively, such that U −1 CQ has the "diagonal" Smith normal form
Let u 1 , . . . , u n be the columns of U . We claim that the leftmost d columns of U can serve as γ 1 , . . . , γ d . For convenience we regard vectors as column vectors.
Take Note that there is an affine isomorphism
Indeed, by Lemma 2.1, there is a linear map
Hence the composition map
satisfies the required condition. Observe that φ(P ) is a lattice polytope of dimension d with a positive Lebesgue measure ν(φ(P )) and that this number is independent of the map φ chosen.
This gives an alternative definition of the relative volume of P which will be needed later. In practice one can compute volumes of polytopes using [5] , see also [6] and the references there. The program Normaliz [3] is specially useful to compute relative volumes of lattice polytopes.
Proof. To prove (a) consider an arbitrary class z in the left hand side of Eq. ( * ) such that z ∈ RB ∩ Z n . This amounts to saying that then the system (β 1 , . . . , β s )y = z has a real solution y. By [13, Corollary 3 .2d], y can be taken rational, which means
where y i is the integral part of y i and {y i } is rational with |{y i }| < 1. Now, the second parenthesis multiplied by a common multiple of the denominators of the rationals {y i } lies in ZB; this shows that z is in the right hand side of Eq. ( * ). Conversely if z ∈ T (Z n /ZB) ⊂ Z n /ZB, then kz ∈ ZB for some 0 / = k ∈ N, so z ∈ QB ⊂ RB. Since also z ∈ Z n , z is in the left hand side of Eq. ( * ). This completes the proof of (a). Part (b) follows at once from (a). 
Notation: In the sequel we denote the usual inner product of two vectors x and y in R n by x, y .
Our main result in this section is:
is a set of vectors lying on an affine hyperplane not containing the origin and P
Proof. As pointed out at the beginning of this section for convenience of notation we set m = q − 1 and
Therefore one can write
Consider the lattice polytope
Observe that there is a bijective map
given by
that is, ϕ is the restriction of the linear map from ZA to Z d+1 that maps every vector into its coordinate vector w.r.t. the basis
To estimate vol(P 1 ) consider the lattice polytope
and note that applying the translation α → α − e 1 to P 1 gives:
The next step is to relate vol(P 2 ) with vol(P ) by obtaining a second expression for vol(P 2 ). According to Lemma 2.1, there are γ 1 , . . . , γ d ∈ Z n such that
Writing
from (4) and (6) one derives the matrix equality
where
Recall that by definition
. , c md ))).
By (7), the linear transformation
To finish the proof it suffices to show that | det(g ij )| is the order of the torsion subgroup of Z n /ZA . Now we have
where in (a) we use Lemma 2.3, and in (b) the identities (3) and (5). Hence, from the identity (6) and Lemma 2.4, we get |T (Z n /ZA )| = | det(g ij )|, as claimed.
Ehrhart rings and monomial subrings
Let M = ⊕ ∞ i=0 M i be a finitely generated graded module over a standard graded
The term standard means that y 1 , . . . , y n have degree one, that is, S is generated as a K-algebra by S 1 
An excellent exposition of the theory of Hilbert functions of graded modules and their relation to dimension theory and multiplicities is given in the classical book of Matsumura [11, Chapter 5] . For convenience we recall that, according to [11, Theorem 13 .2 and its corollary, pp. 94-95], ϕ M is a polynomial function with rational coefficients:
See also [7, 15, 16] . A characterization of polynomial functions can be found in [17, Corollary 4.3.1].
Definition 3.1. The multiplicity of M, denoted by e(M), is given by
e(M) := a d = d! lim i→∞ ϕ M (i) i d .
In general K[F t], K[F t] and A(P ) have a well defined multiplicity, but this is not always the case for K[F ].
To clarify this we introduce the following notion.
Definition 3.2. A monomial subring
i is a standard graded K-algebra with ith graded component defined by 
Proposition 3.4. The following assertions hold:
(a) A(P ) is a finitely generated K-algebra and a normal domain,
Proof. First let us show that the Ehrhart ring can be expressed as
where C is the finite set {(α, 1)|α ∈ Z n ∩ P } and R + C is the polyhedral cone consisting of all linear combinations of C with non-negative coefficients. Take a monomial x α t i in A(P ), then α ∈ Z n ∩ iP and i ∈ N. Thus we can write
Hence x α t i is in the right hand side of Eq. (8) . For the reverse containment take a monomial x α t i with (α, i) in Z n+1 ∩ R + C. Note that any vector of the form (β, 1) with β ∈ Z n ∩ P can be written as
for some non-negative real numbers µ 1 , . . . , µ q . Therefore the vector (α, i) can be written as
From this equation we obtain α ∈ Z n ∩ iP . Hence x α t i ∈ A(P ). This completes the proof of Eq. (8) .
By Gordan's Lemma [8, Lemma 3.4, p. 154], the monoid Z n+1 ∩ R + C is finitely generated, that is, there is a finite set B = {z 1 , . . . , z r } such that
To prove (a) note that from Eqs. (8) and (9) we get
This proves that A(P ) is generated as a K-algebra by the monomials of R[t] corresponding to the vectors z 1 , . . . , z r . To see that A(P ) is normal it suffices to show the equality NB = R + B ∩ ZB. Since the left hand side is always contained in the right hand side and since R + B ∩ ZB = Q + B ∩ ZB (see [20, p . 219]), we need only show the containment Q + B ∩ ZB ⊂ NB. Take an arbitrary β in Q + B ∩ ZB and write it as
There exists 0 / = m ∈ N satisfying mλ i ∈ N for all i. Thus multiplying this equality by m gives mβ ∈ NB and, by Eq. (9), we get mβ ∈ Z n+1 ∩ R + C. Hence β ∈ Z n+1 ∩ R + C and using again Eq. (9) we conclude β ∈ NB, as required.
To prove (b) note that given x a t i in A(P ), then (x a t i ) s ∈ K[F t] for some 0 / = s ∈ N. Hence A(P ) is integral over K[F t]. As a result, using (a) together with [1, Corollary 5.2], we obtain that A(P ) is a finitely generated K[F t]-module. Assertion (c) follows directly from (a) and (b). The first two equalities in (d) follow from [20, Proposition 1.4.12] because K[F t] ⊂ K[F t] ⊂ A(P ) are integral extensions.
To prove the third equality in (d) apply [20, Proposition 7.2.50]. Finally (e) follows at once from Remark 3.3.
To see that A(P ) has a well defined multiplicity observe that A(P ) is a finitely generated graded module over K[F t] (see the proof of Proposition 3.4) with ith component given by
For similar reasons the multiplicity of K[F t] is well defined, see Eq. (13) below. Therefore the Hilbert function of A(P ):
is a polynomial function of degree d = dim ( 
. , v q } is a set of vectors in N n and P = conv(A), then the multiplicities of A(P ) and K[F t] are related by e(A(P ))
= |T (Z n /(v 2 − v 1 , . . . , v q − v 1 )
)|e(K[F t]).
Proof. Consider the polytope P = conv(A ), where
Note that there is a bijective map
and d = dim(P ) = dim(P ). Thus vol(P ) = vol(P ). Since A lies in the affine hyperplane x n+1 = 1, applying Theorem 2.5 gives
(11) On the other hand, one has:
The first equality holds because of [20 (13) and using Proposition 3.4 (d). Hence the asserted equality follows from Eqs. (11) and (12), and observing that the map
given by v −→ (v, 0) is bijective. 
given by ϕ(α) = (α, 0).
Proof.
The map ϕ is seen to be well defined and injective. To prove that ϕ is onto let (α, b) ∈ T (Z n+1 / ((α 0 , 1) , . . . , (α m , 1))). Then there holds an equation
Hence it follows that α − bα 0 is in the domain of ϕ and ϕ(α − bα 0 ) = (α, b), as required.
Notation: For an integral matrix C / = (0), the greatest common divisor of all the non-zero r × r minors of C will be denoted by r (C). Proof. This is a consequence of [10, Theorem 3.9] and the fundamental structure theorem for finitely generated abelian groups [10, pp. 187-188].
Next we give indications for a short proof of the following slightly modified version of a classical theorem of Heger [13, p. 51] . Proof. Let C = {w 1 , . . . , w q } be the set of columns of C. Set B = C ∪ {b}. It is left to the reader to verify that the natural map
is an epimorphism of groups. Therefore using Lemma 3.7 the result follows.
The first main result of this section is:
Theorem 3.9. If the matrix
has rank r, then r (B) = 1 if and only if K[F t] = A(P ).
Proof. ⇒ By Proposition 3.4(c) it suffices to prove that A(P ) is contained in the field of fractions of
Hence the system of equations
has a real solution. By Gaussian elimination the system has a rational solution y.
Here we regard α as a column vector. 
(K[F t]) = e(K[F t]). Then the hypothesis implies e(K[F t]) = e(A(P )), which implies torsion-freeness of the group
Hence by Lemma 3.6 the group , 1) , . . . , (v q , 1)) is also torsion-free. Finally, apply Lemma 3.7 to infer the conclusion r (B) = 1.
As a very particular but interesting case of Theorem 3.9 let us record the following result that follows using Lemma 3.6.
Corollary 3.10. If the subgroup
Recall that an integral matrix C / = (0) is unimodular if all the non-zero r × r minors of C have absolute value equal to 1, where r / = 0 is the rank of C. In the sequel A will denote the n × q integral matrix A = (v 1 · · · v q ). As usual, the vector v i is regarded as a column vector when using matrix notation. 
where r is the rank of A. On the other hand by Proposition 3.11 one has
Comparing the coefficients of b with respect to the two representations given by ( * ) and ( * * ) one derives b ∈ NA, as we want to show by the remarks of Section 1 concerning 
and r (A) = 1. Thus applying Theorem 3.9 yields the asserted equality.
Rees algebras and normality:
To show a sufficient condition in terms of Rees algebras for the equality A(P ) = K[F t] we first observe: The second main result of this section is the following quite useful generalization of [14, Theorem 7.1] . It gives insight into the problem of determining the normality of Rees algebras of monomial ideals. Our proof uses elementary vector algebra only in contrast to that of [14] . and v 1 , . . . , v q lie on a hyperplane
Theorem 3.15. If the Rees algebra R[F t] is a normal domain
Proof. Let x α t i ∈ A(P ), where α ∈ Z n ∩ iP and i 1. One can write
Hence (α, i) ∈ ZA ∩ R + A = Z n+1 ∩ R + A , where 0) , . . . , (e n , 0), (v 1 , 1) , . . . , (v q , 1)} and e i is the ith unit vector in R n . By Remark 3.14 and the normality of R[F t] one has (α, i) ∈ NA . Thus one can write
where m i , η j ∈ N for all i, j . From Eqs. (15) and (16):
Taking the inner product of α with b
and also
Recalling b i > 0, m i 0, we have m i = 0 for all i. Hence 
Since e(A(P )) = d!vol(P ), using Theorem 3.15 the result follows.
Unimodular coverings:
We continue our comparison of Ehrhart rings with some other monomial subrings using the notion of unimodular covering. This notion occurs for instance in the study of the relationship between unimodular regular triangulations of polytopes and Gröbner bases [19] .
If α i − α 0 = j c ij γ j , then the relative volume of satisfies Since A lies in an affine hyperplane not containing the origin and A i is affinely independent, the set A i is seen to be linearly independent. Therefore
Thus one can write
By Proposition 3.18 the abelian group Z n+1 / ((v 1 , 1) , . . . , (v d+1 , 1)) is torsion-free. Hence it follows form Lemma 2.3(b) that λ i ∈ Z for all i, and consequently α is in ZA i .
Proposition 3.21. If A lies on a hyperplane not containing the origin and P has a weakly unimodular covering with support in A, then K[F ] is normal.
Proof. We leave to the reader to infer this result by adapting the proof of Proposition 3.12, and by noticing that a set of vectors lying on an affine hyperplane not containing the origin is affinely independent if and only if it is linearly independent. 
K[F ] K[F t] = A(P ).
Proof. Let = conv(v i 1 , . . . , v i d+1 ) be any simplex in the unimodular covering of P , where d = dim(P 
