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THE ISOMORPHISM PROBLEM FOR QUANTUM AFFINE SPACES,
HOMOGENIZED QUANTIZED WEYL ALGEBRAS, AND QUANTUM MATRIX
ALGEBRAS
JASON GADDIS
Abstract. Bell and Zhang have shown that if A and B are two connected graded algebras finitely generated
in degree one that are isomorphic as ungraded algebras, then they are isomorphic as graded algebras. We
exploit this result to solve the isomorphism problem in the cases of quantum affine spaces, quantum matrix
algebras, and homogenized multiparameter quantized Weyl algebras. Our result involves determining the
degree one normal elements, factoring out, and then repeating. This creates an iterative process that allows
one to determine relationships between relative parameters.
1. Introduction
Throughout, k is a field and all algebras are k-algebras. All isomorphisms should be read as ‘isomorphisms
as k-algebras’. Our primary source for all definitions is [4].
Hypothesis 1. A is a connected graded algebra finitely generated over k in degree 1.
Let R and S be algebras satisfying Hypothesis 1 with bases {xi} and {yi}, respectively. Then R and S are
isomorphic as graded algebras if there exists an algebra isomorphism Φ : R→ S such that Φ(xi) =
∑
αijyj ,
αij ∈ k, for each xi. If aij 6= 0, then we say yj is a summand of Φ(xi). Because of the following result, we
will often assume without comment that isomorphisms between graded algebras are graded isomorphisms.
Theorem 1 (Bell, Zhang [3, Theorem 0.1]). Let A and B be two algebras satisfying Hypothesis 1. If A ∼= B
as ungraded algebras, then A ∼= B as graded algebras.
A square matrix p = (pij) ∈ Mn(k
×) is multiplicatively antisymmetric if pii = 1 and pij = p
−1
ji for all
i 6= j. Let An ⊂ Mn(k
×) be the subset of multiplicatively antisymmetric matrices. A matrix q ∈ An is a
permutation of p if there exists a permutation σ ∈ Sn such that qij = pσ(i)σ(j) for all i, j.
For p ∈ An, the (multiparameter) quantum affine n-space Op(k
n) is defined as the algebra with basis {xi},
1 ≤ i ≤ n, subject to the relations xixj = pijxjxi for all 1 ≤ i, j ≤ n.
Theorem 2 (Theorem 2.4). Op(k
n) ∼= Oq(k
m) if and only if m = n and p is a permutation of q.
Mori proved Theorem 2.4 when n = 3 [10, Example 4.10] and this was extended to all n by Vitoria [11,
Lemma 2.3]. We present a simple, self-contained proof that does not rely on the noncommutative projective
algebraic geometry associated to Op(k
n).
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(Multiparameter) quantized Weyl algebrasmay be regarded as γ-difference operators onOp(k
n). Let p ∈ An
and γ = (γ1, . . . , γn) ∈ (k
×)n. Then Ap,γn (k) is the algebra with basis {xi, yi}, 1 ≤ i ≤ n, subject to the
relations
yiyj = pijyjyi (all i, j)
xixj = γipijxjxi (i < j)
xiyj = pjiyjxi (i < j)
xiyj = γjpjiyjxi (i > j)
xjyj = 1 + γjyjxj +
∑
l<j
(γl − 1)ylxl (all j).
In the case of n = 1, the parameter p plays no role and so we refer to the single parameter simply as p
and write Ap1(k). By [5, Section 6], A
p
1(k)
∼= A
q
1(k) if and only if p = q
±1. Goodearl and Hartwig solved
the isomorphism problem for quantized Weyl algebras when no γi is a root of unity [7, Theorem 5.1]. They
proved that if Ap,γn (k)
∼= Aq,µm (k), then n = m and there exists a sign vector ε ∈ {±1}
n such that
µi = γ
εi
i (1-1)
and p,q satisfy
qij =

pij if (εi, εj) = (1, 1),
pji if (εi, εj) = (−1, 1),
γ−1i pji if (εi, εj) = (1,−1),
γipij if (εi, εj) = (−1,−1).
(1-2)
The isomorphisms they give hold regardless of the root-of-unity condition. Levitt and Yakimov have extended
this result to the case where all parameters are roots of unity and Ap,γn (k), A
q,µ
m (k) are free over their centers
by utilizing noncommutative discriminants [9, Corollary 6.4]. Several intermediate cases are still open.
The quantized Weyl algebras are not graded and so we consider their homogenizations. The homogenized
(multiparamenter) quantized Weyl algebra Hp,γn has algebra basis {z, xi, yi}, 1 ≤ i ≤ n, where z commutes
with the xi and yi. The relations in H
p,γ
n are the same as those for A
p,γ
n (k) except the final relation type is
replaced by its homogenization,
xjyj = z
2 + γjyjxj +
∑
l<j
(γl − 1)ylxl.
The isomorphisms defined by Goodearl and Hartwig extend to isomorphisms in the homogenized case by
fixing the homogenizing variable. The next theorem suggests that the Goodearl-Hartwig result should hold
in general.
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Theorem 3 (Theorem 4.4). Let γ, µ ∈ (k×)n and p,q ∈ An Then Φ : H
p,γ
n → H
q,µ
m is an isomorphism if
and only if n = m and there exists ε ∈ {±1}n such that γ and µ satisfy (1-1) while p and q satisfy (1-2).
Fix parameters λ ∈ k× and p ∈ An. The (multiparameter) quantum (n× n) matrix algebra, Oλ,p(Mn(k)),
is the algebra with basis {Xij}, 1 ≤ i, j ≤ n, subject to the relations
XlmXij =

plipjmXijXlm + (λ− 1)pliXimXlj l > i,m > j
λplipjmXijXlm l > i,m ≤ j
pjmXijXlm l = i,m > j.
By [1, Theorem 2], GK. dim(Oλ,p(Mn(k))) = n
2 if and only if λ 6= −1. We show in Theorem 3.4 that the
ideal ofOλ,q(Mn(k)) generated by degree one normal elements is 〈X1n, Xn1〉 when λ 6= 1. On the other hand,
every degree one generator of Oq(k
m) is normal. This, combined with the fact that GK. dim(Oq(k
m)) = m
([4, Lemma II.9.7]) proves that Oλ,p(Mn(k)) ∼= Oq(k
m) if and only if m = n2 and λ = 1. Hence, we ignore
the cases λ = ±1 henceforth.
The isomorphism problem in the single parameter case of Oλ,p(Mn(k)) for all n was solved in [5, Propo-
sition 3.1], as was the multiparameter case for n = 2 [5, Proposition 4.2]. We extend these results in the
following theorem.
Theorem 4 (Theorem 5.8). Oλ,p(Mn(k)) ∼= Oµ,q(Mm(k)) if and only if n = m and one of the following
cases holds:
(1) λ = µ and p = q;
(2) λ = µ and pij = λ
−1qji for all i, j;
(3) λ = µ−1 and pij = qn+1−i,n+1−j for all i, j;
(4) λ = µ−1 and pij = λ
−1qn+1−j,n+1−i for all i, j.
2. Quantum affine spaces
Lemma 2.1. Let Φ : R → S be a graded isomorphism between algebras satisfying Hypothesis 1 with
homogeneous generators {xi} and {yi}, respectively, 1 ≤ i ≤ n. Then there exists a permutation τ ∈ Sn
such that yτ(i) is a summand of Ψ(xi) for each i.
Proof. Write Φ(xi) =
∑
γijyj and let M = (γij)ij . Because Φ is an isomorphism, det(M) 6= 0. For k,
1 ≤ k ≤ n, let I = {1, . . . , k}. Choose J ⊂ {1, . . . , n} such that |J | = k and such that the minor MIJ 6= 0.
We claim there exists an injective map of sets τ : I → J .
If k = 1 and M1j denotes the (1, j)-minor of M , then we have
0 6= det(M) =
n∑
j=1
(−1)j+1γ1jM1j.
Hence, there exists j such that γ1jM1j 6= 0. Set τ(1) = j.
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Suppose inductively that the claim holds for some k < n. Since det(M) 6= 0, there exists a nonzero
minor N of size (k + 1) × (k + 1). Let I ′, J ′ ⊂ {1, . . . , n} such that MI′J′ = N , so |I
′| = |J ′| = k + 1. As
above, we can choose ℓ such that γi1jℓN1jℓ 6= 0 and set τ(i1) = jℓ. Now apply the inductive hypothesis to
I = {i2, . . . , ik+1} and J = {j1, . . . , ĵℓ, . . . , jk+1}. The result follows by setting N = M . 
For the remainder of this section, let {xi}, {yi} be bases for Op(k
n) and Oq(k
n), respectively. and suppose
Φ : Op(k
n)→ Oq(k
n) is a isomorphism. We claim p = τ.q where τ ∈ Sn is determined by Lemma 2.1.
Lemma 2.2. If r, s ∈ {1, . . . , n} such that prs 6= 1, then prs = qτ(r)τ(s).
Proof. Write Φ(xr) =
∑
αiyi and Φ(xs) =
∑
βiyi. Then,
0 = Φ(xrxs − prsxsxr) = (1− prs)
(
n∑
d=1
αdβdy
2
d
)
+
∑
1≤i6=j≤n
(αiβj − prsαjβi) yiyj.
Since prs 6= 1, then αd = 0 or βd = 0 for each d. Thus,
0 = Φ(xrxs − prsxsxr) (2-1)
=
∑
1≤i<j≤n
[(αiβj − prsαjβi) + qji(αjβi − prsαiβj)] yiyj
=
∑
1≤i<j≤n
[(αjβi(qji − prs) + αiβj(1− qjiprs)] yiyj . (2-2)
By Lemma 2.1, ατ(r), βτ(s) 6= 0. Thus, ατ(s) = 0 and βτ(r) = 0. If τ(r) > τ(s), then by (2-2) the coefficient
of yτ(s)yτ(r) is ατ(r)βτ(s)(qτ(r)τ(s) − prs). Therefore, prs = qτ(r)τ(s). One the other hand, if τ(r) < τ(s),
then the coefficient of yτ(r)yτ(s) is ατ(r)βτ(s)(1− qτ(s)τ(r)prs). Therefore, prs = q
−1
τ(s)τ(r) = qτ(r)τ(s). Because
prs 6= 1, then r 6= s and so, because τ is a permutation, τ(r) 6= τ(s). 
Lemma 2.3. If r, s ∈ {1, . . . , n} such that prs = 1, then prs = qτ(r)τ(s).
Proof. Define p# = {pij ∈ p | pij 6= 1} and q
# similarly. By Lemma 2.2, p# ≤ q#. Because Φ is an
isomorphism, then we can apply Lemma 2.2 to Φ−1 to get that q# ≤ p#. Thus, p# = q#. It follows that
prs = 1 implies qτ(r)τ(s) = 1 so prs = qτ(r)τ(s) for all r, s ∈ {1, . . . , n}. 
Theorem 2.4. Op(k
n) ∼= Oq(k
m) if and only if m = n and p is a permutation of q.
Proof. Suppose n = m and there exists σ ∈ Sn such that p = σ.q. Define a map Ψ : Op(k
n)→ Oq(k
n) by
xi 7→ yσ(i). For all i, j, 1 ≤ i, j ≤ n,
Ψ(xi)Ψ(xj)− pijΨ(xj)Ψ(xi) = yσ(i)yσ(j) − qσ(i)σ(j)yσ(j)yσ(i) = 0.
Hence, Ψ extends to a bijective homomorphism. Thus, Op(k
n) ∼= Oq(k
n).
If Op(k
n) ∼= Oq(k
m), then n = GK. dim(Op(k
n)) = GK. dim(Oq(k
m)) = m, so n = m. By Lemmas 2.1,
2.2, and 2.3 there exists a permutation τ ∈ Sn such that p = τ.q. 
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3. Degree one normal elements
In order to consider the isomorphism problem for homogenized quantized Weyl algebras and quantum
matrix algebras, we identify homogeneous degree one normal elements.
Let A be an algebra satisfying Hypothesis 1. We define the ideals the ideals I0 ⊂ I1 ⊂ · · · ⊂ In of A where
Ik/Ik−1 is generated by all (homogeneous) degree one normal elements in A/Ik−1. By convention we set
Ik = 0 for k < 0. We frequently identify elements in A with their images in A/Ik−1. An algebra B = A/Ik
for some k is an iterative quotient of A (by degree one normal elements).
It is clear that B also satisfies Hypothesis 1. Moreover, if Φ : A → A′ is an isomorphism of algebras
satisfying Hypothesis 1, then A/Ik ∼= A
′/Φ(Ik) for all k > 0.
Our goal is to identify degree one normal elements in each such quotient.
Theorem 3.1. In the case of Hp,γn , I0 = 〈z〉 and for 0 < k ≤ n, Ik/Ik−1 = 〈xk, yk〉.
Proof. Suppose u ∈ Hp,γn is a degree one normal element and write
u = az +
m∑
i=1
(α1ixi + α2iyi),
with a, αi, βi ∈ k and m ≤ n. We may assume α1m or α2m is nonzero. Both cases are similar so assume the
former. Then
uym = aymz + α1m
(
z2 + γmymxm +
∑
l<m
(γl − 1)ylxl
)
+
m−1∑
i=1
α1i(pmiymxi) +
m∑
i=1
α2iyiym.
By normality, there exists r ∈ Hp,γn such that uym = ru. Write
r = bz +
m∑
i=1
(β1ixi + β2iyi).
Then
ru =
m∑
i=1
((bα1i + aβ1i)xiz + (bα2i + aβ2i)yiz) +
m∑
i=1
(α1iβ1ix
2
i + α2iβ2iy
2
i )
+
m−1∑
i=1
((α1iβ1m + γipimα1mβ1i)xixm + (α2iβ2m + pimα2mβ2i)yiym)
+
m−1∑
i=1
((α1iβ2m + pmiα2mβ1i)ymxi + (α1mβ2i + γipimα2iβ1m)yixm)
+ (additional terms in yixi and z
2).
We now evaluate several coefficients in 0 = ru − uym. The coefficient of x
2
m is α1mβ1m, so β1m = 0 by
our hypothesis on α1m. It follows that the coefficient of xixm is γipimα1mβ1i, so β1i = 0 for all i = 1, . . . ,m.
The coefficient of xmz is bα1m so b = 0. Finally, it follows that the coefficient of yixm for i < m is α1mβ2i
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so β2i = 0 for i < m. Thus
ru = β2mym
(
az +
m∑
i=1
(α1ixi + α2iyi)
)
= β2m
(
aymz +
m∑
i=1
(α1iymxi + α2ipmiyiym)
)
.
But then the coefficient of z2 in ru − uym is −α1m, a contradiction. Since z ∈ I0 it follows that I0 = (z).
The general statement is similar. Let B = Hp,γn /Ik−1 be an iterative quotient. Write
v =
m∑
i=k
(α1ixi + α2iyi) + Ik−1.
It is clear that xk, yk ∈ Ik and an analysis as above shows that v = α1kxk + α2kyk. 
Corollary 3.2. Hp,γn is Artin-Schelter regular of global and GK dimension 2n+ 1.
Proof. Observe that Hp,γn /In−1
∼= Oq(k
2), the quantum plane with q = γ1, and Oq(k
2) is Artin-Schelter
regular of global and GK dimension 2 [2]. By Theorem 3.1, (z, x1, y1, . . . , xn−1, yn−1) is a regular normalizing
sequence. Hence, Hp,γn has the required properties by [8, Lemma 5.7 and Corollary 5.10]. 
Remark 3.3. Observe from the defining relations of Oλ,p(Mn(k)) that for every pair of generatorsXim, Xlj
with l > i and m > j there exists a unique pair Xij , Xlm /∈ {Xim, Xlj} such that XimXlj is a linear
combination of XijXlm and XlmXij . Moreover, if l = i or m = j, then there is no such pair.
Theorem 3.4. In the case of Oλ,p(Mn(k)),
Ik/Ik−1 = 〈X1(n−k), X(n−k)1, X2(n−k+1), X(n−k+1)2, . . . , X(k+1)n, Xn(k+1)〉, 1 ≤ k < n.
Proof. Let B = Oλ,p(Mn(k))/Ik−1 and recall that in case k = 0 we have Ik−1 = 0. It is clear from the
defining relations that the given generators are degree one normal elements in B.
Let u be a degree one normal element of B. Suppose by way of contradiction that u has a summand Xij
such that
Xij /∈ {X1(n−k), X(n−k)1, X2(n−k+1), X(n−k+1)2, . . . , X(k+1)n, Xn(k+1)}.
Hence, there exists Xlm such that l > i and m > j or l < i and m < j. We consider the first case though
the second is similar. For simplicity, write x1 = Xij , x2 = Xim, x3 = Xlj , x4 = Xlm, and
u = ax1 + bx2 + cx3 + dx4 + x
where a, b, c, d ∈ k and x is a degree one element such that x1, . . . , x4 are not summands. By hypothesis,
a 6= 0. Then
x4u = a(plipjmx1x4 + (λ− 1)plix2x3) + bλplix2x4 + cplix3x4 + dx
2
4 + x4x.
Clearly x1x4, x2x4, x3x4, x
2
4 are not summands of x4x. Since x1, x4 is the unique pair such that x2x3 is a
linear combination of x1x4 and x4x1, and x1 is not a summand of x, then by Remark 3.3, x2x3 is also not
a summand of x4x.
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Because u is normal, there exists r ∈ B such that x4u = ur. Write
r = a′x1 + b
′x2 + c
′x3 + d
′x4 + y
where a′, b′, c′, d′ ∈ k and y is a degree one element such that x1, . . . , x4 are not summands.
On the other hand,
ur = (ax1 + bx2 + cx3 + dx4 + x)(a
′x1 + b
′x2 + c
′x3 + d
′x4 + y)
= (aa′x21 + bb
′x22 + cc
′x23 + dd
′x24) + (ab
′ + pjma
′b)x1x2 + (ac
′ + λplia
′c)x1x3 + (ad
′ + plipjma
′d)x1x4
+ (bd′ + λplib
′d)x2x4 + (cd
′ + pjmc
′d)x3x4 + (bc
′ + λplipmjb
′c+ (a′d)(λ − 1))x2x3 + xr + uy.
It is clear that x21 is not a summand of x4x, xr, or uy. Hence, because x4u = ur, we must have 0 = aa
′.
But a 6= 0 by hypothesis so a′ = 0. The expression for ur now reduces to
ur = (bb′x22 + cc
′x23 + dd
′x24) + ab
′x1x2 + ac
′x1x3 + ad
′x1x4
+ (bd′ + λplib
′d)x2x4 + (cd
′ + pjmc
′d)x3x4 + (bc
′ + λplipmjb
′c)x2x3 + xr + uy.
Similarly, because x2 = Xim and x1 = Xij , then by Remark 3.3, x1x2 is not a summand of x4x, xr, or
uy. Thus, ab′ = 0 so b′ = 0. The same logic applies to x3 and x1 so c
′ = 0. Hence,
ur = dd′x24 + ad
′x1x4 + bd
′x2x4 + cd
′x3x4 + xr + uy.
Finally, we can apply similar reasoning to conclude that x2x3 is not a summand of ur. Hence, the
coefficient of x2x3 in x4u must be zero. It follows that a(λ− 1)pli = 0, so λ = 1, a contradiction. 
4. Homogenized quantized Weyl algebras
The following was proved in [6, Proposition 5.4.5]. However, in light of Theorem 3.1, we give a much
simpler proof that also outlines the strategy for the general case.
Proposition 4.1. H(Ap1(k))
∼= H(A
q
1(k)) if and only if p = q
±1.
Proof. Let {X,Y, Z} (resp. {x, y, z}) be the standard basis of H(Ap1(k)) (resp. H(A
q
1(k))). If p = q, then
there is nothing to prove. If p = q−1, then the map given by X 7→ −qy, Y 7→ x, and Z 7→ z clearly extends
to a bijective homomorphism.
Conversely, suppose Φ : H(Ap1(k))→ H(A
q
1(k)) is a graded isomorphism. Since Φ((Z)) = (z) by Theorem
3.1, then there is an induced isomorphism
Op(k
2) ∼= H(A
p
1(k))/(Z)
∼= H(A
q
1(k))/(z)
∼= Oq(k
2).
By Theorem 2.4, p = q±1. 
We now move to the general case.
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Lemma 4.2. Suppose Φ : Hp,γn → H
q,µ
n is an isomorphism. For all k, 1 ≤ k ≤ n, µk = γ
±1
k . That is, γ and
µ satisfy (1-1).
Proof. Fix k, 1 ≤ k ≤ n. Suppose first that γk 6= 1. By Theorem 3.1, Ik = 〈Xk, Yk〉 is mapped bijectively to
Jk = Φ(Ik) = 〈xk, yk〉. Thus, there exists a, b, c, d ∈ k with ab− cd 6= 0 such that
Φ(Xk) = axk + byk + Jk−1 and Φ(Yk) = cxk + dyk + Jk−1.
Then
0 = Φ(XkYk − γkYkXk + Ik−1)
= (axk + byk)(cxk + dyk)− γk(cxk + dyk)(axk + byk) + Jk−1
= (1− γk)(acx
2
k + bdy
2
k) + (ad− γkbc)(xkyk) + (bc− γkad)ykxk + Jk−1
= (1− γk)(acx
2
k + bdy
2
k) + (ad− γkbc)(µkykxk) + (bc− γkad)ykxk + Jk−1
= (1− γk)(acx
2
k + bdy
2
k) + [ad(µk − γk) + bc(1− µkγk)] ykxk + Jk−1.
Because γk 6= 1, then the coefficients of x
2
k and y
2
k must be zero on the above. Hence, ac = 0 and bd = 0.
But ad− bc 6= 0 and so we have two cases. In the first case, b = c = 0 and a, d 6= 0 so µk = γk. In the second
case, a = d = 0 and b, c 6= 0 so µk = γ
−1
k .
If µk 6= 1, then an argument as above shows that γk = µ
±1
k . Thus, γk = 1 if and only if µk = 1. 
Lemma 4.3. Suppose Φ : Hp,γn → H
q,µ
n is an isomorphism. Then p and q satisfy (1-2).
Proof. Let Vk = Spank{z, xℓ, yℓ | ℓ < k}. Because Φ is assumed to be graded, then it follows from Theorem
3.1 that for i < j,
Φ(Yi) = axi + byi +K and Φ(Yj) = cxj + dyj + L
for some K ∈ Vi and L ∈ Vj .
We have,
0 = Φ(YiYj − pijYjYi)
= (axi + byi +K)(cxj + dyj + L)− pij(cxj + dyj + L)(axi + byi +K)
= ac(xixj − pijxjxi) + ad(xiyj − pijyjxi) + bc(yixj − pijxjyi) + bd(yiyj − pijyjyi)
+ (axi + byi +K)L− pijL(axi + byi +K)
= ac(µiqij − pij)xjxi + ad(qji − pij)yjxi + bc(1− pijµiqij)xjyi + bd(qij − pij)yjyi
+ (axi + byi +K)L− pijL(axi + byi +K).
The defining relations clearly imply that the monomials xjxi, yjyi, xjyi, and yjyi do not appear as summands
of (axi + byi + K)L − pijL(axi + byi +K). Hence, the coefficients of those monomials in the above must
each be zero.
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Suppose γi, γj 6= 1. By the proof of Lemma 4.2, exactly one of ac, ad, bc, bd is nonzero, corresponding to
the signs of the exponents in γi = µ
±1
i and γj = µ
±1
j . If γi = µi and γj = µj , then a, d 6= 0 and so qij = pij .
The other cases are similar.
If γi = 1 or γj = 1, then the argument is similar. However, we get additional restrictions on the parameters.
For example, if γi = 1 and γj 6= 1, then we may have ad, bd 6= 0 implying qij = pij = qji, so qij = ±1. 
Theorem 4.4. Let γ, µ ∈ (k×)n and p,q ∈ An Then Φ : H
p,γ
n → H
q,µ
m is an isomorphism if and only if
n = m and there exists ε ∈ {±1}n such that γ and µ satisfy (1-1) while p and q satisfy (1-2).
Proof. Suppose Hp,γn
∼= Hq,µm . By Corollary 3.2, 2n + 1 = GK. dim(H
p,γ
n ) = GK. dim(H
q,µ
m ) = 2m + 1, so
n = m. By Lemma 4.2, γ and µ satisfy (1-1) and by Lemma 4.3, p and q satisfy (1-2).
Conversely, suppose there exists ε ∈ {±1}n such that λ and µ satisfy (1-1) while p and q satisfy (1-2).
The isomorphisms provided in [7] are affine and hence extend to bijective homomorphisms Hp,γn → H
q,µ
n . 
5. Quantum matrix algebras
Throughout, let {Xij} and {Yij} be the standard generators for Oλ,p(Mn(k)) and Oµ,q(Mn(k)), respec-
tively. As in Section 3, we let Ik/Ik−1 be the ideal in Oλ,p(Mn(k))/Ik−1 generated by the degree one normal
elements.
Proposition 5.1. For i > j, let pij = λ
−1qji. The map Φ : Oλ,p(Mn(k)) → Oλ,q(Mn(k)) defined by
Φ(Xij) = Yji extends to an isomorphism.
Proof. We claim the map Φ satisfies the defining relations forOλ,p(Mn(k)), whence Φ extends to a homomor-
phism. As Φ maps onto the generators ofOλ,q(Mn(k)), it is clearly surjective. Injectivity now follows because
Oλ,p(Mn(k)) and Oµ,q(Mn(k)) are domains and GK. dim(Oλ,p(Mn(k))) = n
2 = GK. dim(Oµ,q(Mn(k))).
Case 1 (l = i, m > j)
Φ(Xim)Φ(Xij)− pjmΦ(Xij)Φ(Xim) = YmiYji − λqmjYjiYmi = (λqmjqiiYjiYmi)− λqmjYjiYmi = 0.
Case 2 (l > i, m < j)
Φ(Xlm)Φ(Xij)− λplipjmΦ(Xij)Φ(Xlm) = YmlYji − λ(λ
−1qil)(λ
−1qmj)YjiYml
= YmlYji − λ
−1qilqmj(λqjmqliYmlYji) = 0.
Case 3 (l > i, m = j)
Φ(Xlj)Φ(Xij)− λpliΦ(Xij)Φ(Xlm) = YjlYji − λ(λ
−1qil)YjiYjl = (qilYjiYjl)− qilYjiYjl = 0.
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Case 4 (l > i, m > j)
Φ(Xlm)Φ(Xij)− plipjmΦ(Xij)Φ(Xlm) + (λ− 1)pliXimXlj)
= YmlYji − (λ
−1qil)(λqmj)YjiYml + (λ− 1)(λ
−1qil)YmiYjl
= (qmjqilYjiYml + (λ− 1)qmjYjlYmi)− qilqmjYjiYml + (λ− 1)(λ
−1qil)(λqmjqli)YjlYmi = 0.
Proposition 5.2. Let pij = qn+1−i,n+1−j and λ = µ
−1. The map Φ : Oλ,p(Mn(k)) → Oµ,q(Mn(k))
defined by Φ(Xij) = Yn+1−i,n+1−j extends to an isomorphism.
Proof. We claim the map Φ satisfies the defining relations for Oλ,p(Mn(k)), whence Φ extends to a bijective
homomorphism by an analogous argument as in Proposition 5.1.
Set r = n+ 1− l, s = n+ 1−m, u = n+ 1− i, and v = n+ 1− j.
Case 1 (l = i,m > j) We have r = u and s > v. Thus,
Φ(Xlm)Φ(Xij)− pjmΦ(Xij)Φ(Xlm) = YrsYuv − pjmYuvYrs = (qvs − pjm)YuvYrs = 0.
Case 2 (l > i, m ≤ j) We have r < u and v ≤ s. Thus,
Φ(Xlm)Φ(Xij)− λplipjmΦ(Xij)Φ(Xlm) = YrsYuv − λplipjmYuvYrs = (1− λplipjmµqurqsv)YrsYuv = 0.
Case 3 (l > i, m > j) We have r < u and s < v. Thus,
Φ(Xlm)Φ(Xij)− plipjmΦ(Xij)Φ(Xlm)− (λ− 1)pliΦ(Xim)Φ(Xlj)
= YrsYuv − plipjmYuvYrs − (λ− 1)pliYusYrv
= YrsYuv − plipjm(qurqsvYrsYuv + (µ− 1)qurYrvYus)− (λ− 1)pli(µqurqvs)YrvYus
= −pliqur((µ − 1)pjm + (λ − 1)µqvs) = 0. 
The key question is whether there are any more types of isomorphisms.
Lemma 5.3. Suppose Φ : Oλ,p(Mn(k))→ Oµ,q(Mn(k)) is a graded isomorphism.
(1) If pjm 6= 1, then Φ(Xij) and Φ(Xim) do not share any summands.
(2) If λpli 6= 1, then Φ(Xij) and Φ(Xlj) do not share any summands.
(3) For all i, j, Φ(Xij) and Φ(Xji) do not share any summands.
Proof. (1) WLOG, assume m > j. Suppose Yuv is a summand of both Φ(Xij) and Φ(Xim) with coefficient
a and b, respectively. The coefficient of Y 2uv in 0 = Φ(XimXij − pjmXijXlm) is ab(1 − pjm). Hence, a = 0
or b = 0, a contradiction. (2) is similar.
(3) WLOG, assume i > j. Suppose Yuv is a summand of both Φ(Xij) and Φ(Xji) with coefficient a and
b, respectively. The coefficient of Y 2uv in 0 = Φ(XiiXjj −XjjXii− (λ− 1)pijXjiXij) is −(λ− 1)pijab. Hence,
a = 0 or b = 0, a contradiction. 
Lemma 5.4. Oλ,p(Mn(k)) ∼= Oµ,q(Mn(k)) implies λ = µ
±1.
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Proof. By Theorem 3.4, the degree one normal elements of Oλ,p(Mn(k)) (resp. Oµ,q(Mn(k))) are X1n and
Xn1 (resp. Y1n and Yn1). Consequently, Φ(X1n) and Φ(Xn1) are linear combinations of Y1n, Yn1. Write
Φ(X11) = a1Y11 + b1Ynn + c1Y1n + d1Yn1 + x, Φ(X1n) = c3Y1n + d3Yn1,
Φ(Xnn) = a2Y11 + b2Ynn + c2Y1n + d2Yn1 + y, Φ(Xn1) = c4Y1n + d4Yn1.
where ai, bi, ci, di ∈ k and x,y are linear terms not containing Y11, Ynn, Y1n, Yn1 as summands. By Proposi-
tion 5.2 and Lemma 5.3 (3), we can reduce to the case d3 = c4 = 0. Then
0 = Φ(X1nX11 − p1nX11X1n)
= c3 [a1(q1n − p1n)Y11Y1n + b1(1 − µp1nqn1)Y1nYnn
+ c1(1 − p1n)Y
2
1n + d1(µq
2
1n − p1n)Y1nYn1
]
+ (additional terms not in Y11Y1n, Y1nYnn, Y
2
1n, Y1nYn1),
0 = Φ(Xn1X11 − λpn1X11Xn1)
= d4 [a1(µqn1 − λpn1)Y11Yn1 + b1(1− λpn1q1n)Yn1Ynn
+ c1(1 − λµpn1q
2
n1)Y1nYn1 + d1(1− λpn1)Y
2
n1
]
+ (additional terms not in Y11Yn1, Y11Y1n, Y1nYn1, Y
2
n1).
If a1 6= 0, then q1n = p1n and µqn1 = λpn1, so µ = λ. If b1 6= 0, then 1 = µp1nqn1 and 1 = λpn1q1n, so
µp1nqn1 = λpn1q1n implies λ = µ
−1. A similar argument using Xnn in place of X11 shows that if a2 6= 0
or b2 6= 0, then λ = µ
±1. Moreover, one can show that if X11 or Xnn are summands of either Φ
−1(Y11) or
Φ−1(Ynn) then λ = µ
±1.
We now reduce to the case that a1, a2, b1, b2 = 0. In 0 = Φ(X11Xnn −XnnX11 + (λ− 1)pn1X1nXn1) the
coefficient of Y1nYn1 is
(1− µq2n1)(c1d2 − c2d1) + (λ − 1)pn1c3d4.
If pn1, λpn1 6= 1, then c1, d1, c2, d2 = 0 by Lemma 5.3 (1,2) and this coefficient reduces to (λ− 1)pn1c3d4 6= 0,
a contradiction. Thus, pn1 = 1 or λpn1 = 1. We may further assume that qn1 = 1 or λqn1 = 1. Thus, we
have four cases to consider. Note that
0 = Φ(Xn1X1n − λp
2
n1X1nXn1) = c3d4(µq
2
n1 − λp
2
n1)Y1nYn1.
Thus, λp2n1 = µq
2
n1. If pn1 = qn1 = 1, then λ = µ. If λpn1 = qn1 = 1, then pn1 = µ so λ = µ
−1. The other
two cases follow similarly. 
Suppose Oλ,p(Mn(k)) ∼= Oµ,q(Mn(k)). By Lemma 5.4, λ = µ
±1. If λ = µ−1, then by Proposition 5.2
we can replace Oµ,q(Mn(k)) by Oµ−1,q′(Mn(k)). Thus, it suffices to consider the isomorphism problem for
the case where λ = µ.
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5.1. The n = 2 case. As in the homogenized quantized Weyl algebra case, we consider the n = 2 case
to illustrate methods in the general case. We will prove an extension of [5, Proposition 4.2], removing any
restriction on the parameters.
Let p,q ∈ A2 and set p = p12 and q = q12. We denote Oλ,p(M2(k)) by Mλ,p and Oµ,q(M2(k)) by Mµ,q.
Recall that, by assumption, λ2, µ2 6= 1.
For simplicity, we write the basis {Xij} as x1 = X11, x2 = X12, x3 = X21, and x4 = X22. The defining
relations for Mλ,p are then
x2x1 = px1x2 x4x3 = px3x4 x3x2 = λp
2x2x3
x3x1 = λpx1x3 x4x2 = λpx2x4 x4x1 = x1x4 + (λp− p)x2x3.
We rewrite the basis and defining relations for Mµ,q similarly.
Lemma 5.5. If Mλ,p ∼=Mλ,q, then q = p or q = λ
−1p−1.
Proof. Let Φ : Mλ,p → Mλ,q be an isomorphism. Write Φ(xi) =
∑4
k=1 aikyk. By Theorem 3.4, any normal
element in Mλ,p has the form bx2 + cx3 and similarly for Mλ,q. Hence,
Φ(x2) = a22y2 + a23y3 and Φ(x3) = a32y2 + a33y3,
with a22a33−a23a32 6= 0. By Lemma 5.3, Φ(x2) and Φ(x3) may not share any summands. Thus, we conclude
that there are two cases, a23 = a32 = 0, or a22 = a33 = 0.
By Theorem 3.4, Φ restricts to a graded isomorphism
k[x1, x4] ∼= Mλ,p/〈x2, x3〉 ∼=Mλ,q/〈y2, y3〉 ∼= k[y1, y4].
Hence, a11a44 − a14a41 6= 0. Write, Φ(x1) = a11y1 + a14y4 +K with K ∈ Spank{y2, y3}. Then
Φ(x2x1 − px1x2) = (a22y2 + a23y3)(a11y1 + a14y4 +K)− p(a11y1 + a14y4 +K)(a22y2 + a23y3)
= a11a22(q − p)y1y2 + a14a22(1− λpq)y2y4 + a11a23(λq − p)y1y3 + a14a23(1− pq)y3y4
+ (a22y2 + a23y3)K −K(a22y2 + a23y3).
It is clear that the monomials y1y2, y1y3, y2y4, y3y4 do not appear as summands in (a22y2 + a23y3)K −
K(a22y2 + a23y3). Hence, the coefficients of those monomials must be zero.
In the first case, a22 6= 0. Then a11 6= 0 implies q = p and a14 6= 0 implies q = λ
−1p−1.
In the second case, a23 6= 0. Then a11 6= 0 implies q = λ
−1p and a14 6= 0 implies q = p
−1. 
Theorem 5.6. If Mλ,p ∼=Mµ,q, then (µ, q) is one of (λ, p), (λ
−1, p−1), (λ, λ−1p−1), or (λ−1, λp).
Proof. If (µ, q) = (λ, p), then there is nothing to prove. If (µ, q) = (λ, λ−1p−1), then there is an isomorphism
by Proposition 5.1. If (µ, q) = (λ−1, p−1), then there is an isomorphism by Proposition 5.2. Composing
these isomorphisms gives the final case.
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Conversely, suppose Φ :Mλ,p →Mµ,q is a graded isomorphism. By Lemma 5.4, µ = λ
±1. By Proposition
5.2, we may assume µ = λ. Lemma 5.5 now completes the proof. 
5.2. The general case. Assume n > 2. We retain our original notation and let {Xij} and {Yij} be the
standard homogeneous generators for Oλ,p(Mn(k)) and Oµ,q(Mn(k)), respectively.
Lemma 5.7. Let Φ : Oλ,p(Mn(k)) → Oλ,q(Mn(k)) be an isomorphism that maps the ideals (X1n) and
(Xn1) to (Y1n) and (Yn1), respectively. For all ℓ < n, if Xij ∈ Iℓ/Iℓ−1, then the ideal (Xij)+ Iℓ−1 is mapped
to (Yij) + Jℓ−1.
Proof. Assume throughout that j > i. The case with j < i is similar. Throughout we use Φ to denote the
given isomorphism as well as any induced isomorphism Oλ,p(Mn(k))/Ik → Oλ,q(Mn(k))/Ik.
The lemma is true when ℓ = 0 by assumption. Assume it holds for all ideals Ik with k < ℓ. Let S be the
set of Xij in Iℓ/Iℓ−1, S
+ = {Xij ∈ S | i < j}, and S
− = {Xij ∈ S | i > j}. Define T, T
+, T− similarly for
the Yij .
Claim 1: If Xlm ∈ S
+ with Xlm 6= Xij , then Yij is a summand of Φ(Xij) and not a summand of Φ(Xlm).
Either l > i and m > j or l < i and m < j. Assume the former. Note that Yij and Ylm are the only
two generators in T+ such that a linear combination of YijYlm and YlmYij is nonzero in (Yim). Let r be
minimal such that Xim ∈ Ir. Because m > j then it follows that r < ℓ. Hence, by the inductive hypothesis,
Φ((Xim) + Ir−1) = (Yim) + Jr−1. Let U = {Yuv ∈ Jℓ | (u, v) 6= (i, j), (l,m)}. Then
Φ(Xij) = a1Yij + b1Ylm +K and Φ(Xlm) = a2Yij + b2Ylm + L
for some K,L ∈ Span
k
{U} and ai, bj ∈ k with a1b2 − b1a2 6= 0. We will show that b1 = a2 = 0.
Suppose b1 and a2 are nonzero. Write Φ(Xim) = αYim + Jr−1, α ∈ k
×. Then
0 = Φ(XimXij − pjmXijXim + Ir−1)
= α (Yim(a1Yij + b1Ylm +K)− pjm(a1Yij + b1Ylm +K)Yim) + Jr−1
= α [a1(qjm − pjm)YijYim + b1(1 − λqlipjm)YimYlm] + α(YimK − pjmKYim) + Jr−1. (⋆)
Since YijYim, YimYlm are not summands in (YimK − pjmKYim), then our hypothesis that b1 6= 0 implies
pjm = λ
−1qil. Similarly, write Φ(Xmi) = βYmi + Jr−1 with β ∈ k
×. Then
0 = Φ(XlmXim − λpliXimXlm)
= α ((a2Yij + b2Ylm + L)Yim − λpliYim(a2Yij + b2Ylm + L)) + Jr−1
= α (a2(1− λpliqjm)YijYim + b2(λqli − λpli)YimYlm) + β(LYim − λpliYimL) + Jr−1.
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Hence, a2 6= 0 implies pli = λ
−1qmj . Finally,
0 = Φ(XlmXij − plipjmXijXlm + (Xim))
= (a2Yij + b2Ylm + L)(a1Yij + b1Ylm +K)− plipjm(a1Yij + b1Ylm +K)(a2Yij + b2Ylm + L)
+ (Yim) + Jr−1
= (1− plipjm)(a1a2Y
2
ij + b1b2Y
2
lm) + [a1b2(qliqjm − plipjm) + a2b1(1 − plipjmqliqjm)]YijYlm
+ (LK − plipjmKL) + (Yim) + Jr−1.
By hypothesis, a2b1 6= 0. Suppose further that a1b2 6= 0. Then a1a2, b1b2 6= 0 and so plipjm = 1. But then
the coefficient of YijYlm reduces to (qliqjm − 1)(a1b2 − a2b1), so qliqlm = 1 and
1 = plipjm = (λ
−1qmj)(λ
−1qil) = λ
−2.
Thus, λ2 = 1, violating our hypothesis.
Hence, a1b2 = 0 Since a2b1 6= 0, then
1 = plipjmqliqjm = (λ
−1qmj)(λ
−1qil)qliqlm = λ
−2.
Thus, λ2 = 1, again violating our hypothesis.
Claim 2: If Xlm ∈ S
−, then Ylm is not a summand of Φ(Xij).
Suppose Ylm ∈ T
− is a summand of Φ(Xij). If (l,m) = (j, i), then the claim follows by Lemma 5.3. By
Claim 1, Φ(Xij) = a1Yij + b1Ylm + K and Φ(Xji) = a2Yji + L for some K ∈ Spank{U\{S
+ ∪ {Ylm}}},
L ∈ Span
k
{U\S−} and ai, bj ∈ k with a1, a2 6= 0. We will show that b1 = 0.
If l > j and m > i, then we have
0 = Φ(XjiXij − λp
2
jiXijXji)
= (a2Yji + L)(a1Yij + b1Ylm +K)− λp
2
ji(a1Yij + b1Ylm +K)(a2Yji + L)
= a1a2λ(q
2
ji − λp
2
ji)YijYji + a2b1
[
(1− λp2jiqljqim)YjiYlm − (λ− 1)λp
2
jiqljYjmYli
]
+ a2(YjiK − λp
2
jiKYji) + a1(L(a1Yij + b1Ylm)− λp
2
ji(a1Yij + b1Ylm)L) + (KL− λp
2
jiLK).
Observe that Yji, Ylm is the unique pair such that YjmYli is a linear combination of YjiYlm and YlmYji.
Moreover, Yji and Ylm are not summands of L or K. Hence, we have a2b1 = 0, so b1 = 0 as claimed. 
We our now ready to prove our main theorem.
Theorem 5.8. Oλ,p(Mn(k)) ∼= Oµ,q(Mm(k)) if and only if n = m and one of the following cases holds:
(1) λ = µ and p = q;
(2) λ = µ and pij = λ
−1qji for all i, j;
(3) λ = µ−1 and pij = qn+1−i,n+1−j for all i, j;
(4) λ = µ−1 and pij = λ
−1qn+1−j,n+1−i for all i, j.
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Proof. First, we will establish the indicated isomorphisms. (1) is obtained as from the map Xij 7→ Yij . (2)
and (3) are obtained from Propositions 5.1 and 5.2, respectively, while (4) is the composition of those.
Conversely, let Φ : Oλ,p(Mn(k))→ Oµ,q(Mm(k)) be an isomorphism. Then n = m since
n2 = GK. dim(Oλ,p(Mn(k))) = GK. dim(Oµ,q(Mm(k))) = m
2.
By Lemma 5.4, we may assume λ = µ. By Theorem 3.4 and Lemma 5.3, we may assume that Φ(X1n)
and Φ(Xn1) either fix their respective positions or interchange them. We consider the case where they are
fixed and claim that p = q. Choose j,m ∈ {1, . . . , n}, j < m. By Lemma 5.7, the coefficient of Y1jY1m in
Φ(X1mX1j − pjmX1jX1m) is pjm − qjm (see (⋆)). Hence, pjm = qjm for all j,m and so p = q. 
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