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Using the law of propagation of uncertainties we show how equipment- and measurement-related
uncertainties contribute to the overall combined standard uncertainties (CSU) in filter permeabil-
ity and in modelling the results for polystyrene latex microspheres filtration through a borosilicate
glass filter at various injection velocities. Standard uncertainties in dynamic viscosity and volumetric
flowrate of microspheres suspension have the greatest influence on the overall CSU in filter perme-
ability which excellently agrees with results obtained from Monte Carlo simulations. Two model
parameters “maximum critical retention concentration” and “minimum injection velocity” and their
uncertainties were calculated by fitting two quadratic mathematical models to the experimental data
using a weighted least squares approximation. Uncertainty in the internal cake porosity has the high-
est impact on modelling uncertainties in critical retention concentration. The model with the internal
cake porosity reproduces experimental “critical retention concentration vs velocity”-data better than
the second model which contains the total electrostatic force whose value and uncertainty have not
been reliably calculated due to the lack of experimental dielectric data. © 2012 American Institute of
Physics. [http://dx.doi.org/10.1063/1.4749844]
I. INTRODUCTION
Experimental1, 2 and theoretical3 approaches for descrip-
tion of deep bed filtration successfully coexist and comple-
ment each other leading to improvement in process design in
petroleum and geothermal water processes, in environmen-
tal processes and other areas dealing with particles migration.
Microparticles attachment due to electrostatic attraction to the
surface of a porous medium can be studied using colloidal
suspension flow through an engineered porous medium. The
chemistry and hydrodynamics of the colloidal suspension,
surface chemistry of colloids and porous media, and particle
and pore sizes are important parameters in the particle attach-
ment process. Attachment of particles onto a porous medium
is accompanied by reduction in its permeability due to the de-
posit of colloidal particles that decrease the cross-sectional
area available for suspension flow. The colloids deposition
process can be monitored by measuring the permeability de-
cline. This deposition can be reliably determined if experi-
mental uncertainty in the permeability of a porous medium
is known. Despite its importance, the uncertainties in exper-
imental permeability data during coreflood tests are not rou-
tinely implemented in laboratory investigations and not much
attention has been given in the literature.
Nevertheless, Kwon et al.4–6 graphically determined per-
meability of shale specimens to NaCl solutions with standard
deviation of 1%–3% excluding any errors in the evaluation
of pressure drop across the shale specimen, dynamic viscos-
ity, and compressibility of NaCl solutions. Applying the law
of propagation of uncertainties and Monte Carlo simulation
to Darcy equation, Dong7 identified uncertainties in viscos-
ity and pressure as the major sources of uncertainty in per-
meability. Mazumder and Wolf8 applied an error analysis to
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Darcy equation and experimental data of sub- and supercrit-
ical CO2 flow through coal samples. Uncertainty in pressure
gradient along the coal specimen was the major contributor to
the overall uncertainty in permeability of around 20%.
Good reproducibility of permeability measurements is
important for comparison of experimental data from intra- and
inter-laboratory tests.9 Brighenti and Macini indicated that
“a standardization of permeability measurement procedure is
necessary, in order to ensure reliable comparisons amongst
different sets of data.”10 Such standardization is difficult to
achieve due to: unavailability of “certified permeability stan-
dards from recognised standard institutions,”11 and the lim-
ited information about experimental uncertainties for perme-
ability and particle concentration data.
Theoretical models for different particle capture mech-
anisms have been developed and represent the respective ex-
perimental data with various degrees of agreement.12–15 How-
ever, according to Al-Abduwani et al.,16 validation of such
models via different experimental methods is limited. Addi-
tionally, unavailability of uncertainty analyses for models de-
scribing suspension transport in porous media and limited in-
formation about uncertainties for the respective experimental
data makes validation of such models difficult.
In the present work, a detailed and systematic analysis
of experimental and modelling uncertainties associated
with permeability measurements during colloidal particle
attachment to an engineered porous medium is done. Particle
attachment during colloidal suspension injection at different
velocities was monitored via real-time measurements of the
porous medium permeability and post-experimental colloids
mass balance. The law of propagation of uncertainties was
applied for calculation of uncertainties in parameters of Darcy
equation. Parameters having the greatest effect on uncertain-
ties in permeability and modelling results were identified,
and recommendations for reducing modelling uncertainties
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TABLE I. Chemical composition of a borosilicate glass filter.
Compound SiO2 B2O3 Na2O3 Al2O3 CaO Cl MgO Fe2O3
%, w/w 80.60 12.60 4.20 2.20 0.10 0.10 0.05 0.04
were presented. Recommendations from NIST17 and
EURACHEM18 uncertainty guidelines were used in this
paper.
II. MATERIALS
A. Borosilicate glass filter
A borosilicate sintered glass filter (ROBU R©, Glasfilter-
Geraete GmbH, Hattert, Germany), with pore sizes varying
within 10–16 μm (from now on called filter) was used as
porous medium. Chemical composition of this filter accord-
ing to the manufacturer is given in Table I. The filter porosity
was determined as 43% by the Archimedes method.
B. Colloidal latex particles
Polystyrene latex microspheres crafted by surface car-
boxyl groups (Polysciences, Inc., Warrington, PA) were used
for the preparation of colloidal suspension. According to the
manufacturer, these microspheres have a mean diameter of
dc, mean = 1.019 ± 0.032 μm which translates to the mean
jamming ratio of j = dc,mean
dpore,mean
= 0.08.
The colloidal suspension was prepared by adding the mi-
crospheres to a 0.1 M NaCl aqueous solution at pH 3. In these
conditions there is almost no self-agglomeration, bridging or
size exclusion capture.19, 20
III. EXPERIMENTAL SECTION
A. Experimental setup
A schematic diagram of the setup for filter permeability
measurements is shown in Fig. 1. The filter 1 is held inside a
rubber sleeve 2 located in a high-pressure core holder 3. An
overburden pressure is established by pumping MilliQ water
through a manual valve 4 (Swagelok R©), and measured by a
Bourdon tube pressure gauge 5 (Swagelok). The colloidal sus-
pension was pumped through the filter by a high-performance
liquid chromatography (HPLC) pump 6 (Scientific Systems,
Inc., Lab Alliance, PA) via a manual valve 7 (Swagelok). A
back-pressure regulator 8 (Swagelok) maintains the pore pres-
sure at the desired level.
The pore pressure is measured by a PA 33X gauge pres-
sure transmitter 9 (KELLER AG fur Druckmesstechnik, Win-
terthur, Switzerland). Differential pressure across the filter
is measured by four differential pressure transducers 10-13
(DPTs) (Validyne Engineering, CA) with different measur-
ing ranges. Manual valves 14-17 connect a respective DPT
to a flow-through system. Each DPT is connected to a re-
spective readout/signal conditioner. Output signals from read-
outs/signal conditioners (0 to 10 Vdc) and PA 33X (0–5 Vdc)
enter the analog input channels of the ADAM-4019+ analog-
to-digital data acquisition module 18 (Advantech R©, Taipei,
Taiwan), which via the ADAM-5060 RS-232/RS-485/RS-422
FIG. 1. Schematic of a real-time data acquisition and monitoring system
for liquid permeability of porous media. (“Green” colour denotes open
valves, “red” colour denotes closed valves.) (1) Filter; (2) rubber sleeve;
(3) high-pressure core holder; (4, 7, 14-17) manual valves; (5) Bourdon tube
pressure gauge; (6) HPLC pump; (8) back-pressure regulator; (9) PA 33X
gauge pressure transmitter; (10-13) Validyne differential pressure transduc-
ers; (18) ADAM-4019+ data acquisition module; (19) ADAM-5060 RS-
232/RS-485/RS-422 signal converter; (20) personal computer; (21) beakers;
(22) PAMAS S4031 GO portable particle counter.
signal converter 19 (Advantech, Taipei, Taiwan) is incorpo-
rated into a real-time data acquisition and monitoring system
based on stand-alone personal computer 20. Custom build
data acquisition software based on Advantech ADAMView
4.25 application builder calculates and records differential
pressures in real time. Dynamic data exchange server deliv-
ers all experimental data (temperature, pressure, differential
pressure, and time) into Microsoft Excel incorporating all cor-
responding calculations and graphs.
Particle deposition in the filter was studied at follow-
ing velocities: 1.32 × 10−3, and (7.92, 3.96, 2.64, and 1.32)
× 10−4 m/s. Continuous monitoring of the filter permeabil-
ity in real-time provided information about attachment of col-
loidal particles: stabilisation of monotonically reduced per-
meability within experimental uncertainty in filter permeabil-
ity (3.09%) assumed the end of particle attachment process
for the chosen flowrate. As an example, the decrease of fil-
ter permeability with particle deposition at velocity of 1.32
× 10−4 m/s is shown in Fig. 2 (vertical bars indicate the CSU
in permeability).
The effluent stream was collected in plastic beakers 21
(Figure 1), and particle concentrations in the inlet and outlet
streams were determined by PAMAS S4031 GO portable par-
ticle counter 22 (PAMAS GmbH, Salzuflen, Germany). The
difference between these concentrations determines the volu-
metric concentration of the attached particles. Later, this con-
centration was converted to dimensionless (reduced by the
volume of the filter) volumetric concentration or critical re-
tention concentration. The following relationship was experi-
mentally established (Fig. 3):
σcr = σcr (U ), (1)
where σ cr(U) is critical retention concentration of attached
particles; and U is velocity, m/s. Particle deposition at 1.32
× 10−3 and 7.92 × 10−4 m/s resulted in negligibly low values
of critical retained concentrations and their CSUs which are
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FIG. 2. Variation of glass filter permeability during colloid deposition at 1.32
× 10−4 m/s.
not included in all consecutive calculations and, therefore, not
shown in Fig. 3.
B. Metrological characteristics of instrumentation
Manufacturer-supplied metrological characteristics of
instruments used in the setup are the primary source
of equipment-related uncertainties used for calculation of
measurement-related uncertainties in parameters of Darcy
equation, particle concentrations, and modelling results (see
Table II).
Output signal from type-T thermocouple (not shown in
Fig. 1) together with those from readouts/signal conditioners
and PA 33 X are fed into ADAM-4019+. Taking into ac-
count the accuracy and 16-bit resolution of ADAM-4019+
and NIST17, 21 recommendations, CSUs in temperature, dif-
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FIG. 3. Comparison of experimental data and modelled results for critical
retention particle concentration. ● experimental data;  quadratic function
model fitting using OLSM; quadratic function model fitting using WLSM;
– - – lower uncertainty limit for Eq. (14); – – upper uncertainty limit for
Eq. (14).
TABLE II. Metrological characteristics of instrumentation.
Instrument Measuring range Accuracy
HPLC pump 0–100 ml/min 2.0% FS
Type-T thermocouple N/A 1.0 K
ADAM 4019+ 0-5; 10 Vdc 0.1%
Valydine DPT 0-(8.62 × 103; 8.62 × 104; 0.25% FS
8.62 × 105; 8.62 × 106) Pa
PA 33X 0.1-30 MPa 0.1 FS
Note: FS means full scale.
ferential pressure, and absolute pressure of suspension were
calculated (see Table III).
The manufacturer calibrated PAMAS using NIST trace-
able particles without stating its accuracy which is necessary
for the evaluation of uncertainties in inlet and outlet parti-
cle concentrations. We evaluated the PAMAS repeatability
by measuring number of particles across various particle size
distributions for the investigated particle size. Ten consec-
utive measurements of particle numbers resulted in a stan-
dard deviation of u(NPAMASparticle ) = 4402 or 1.75% for a nar-
row particle diameter range from 0.904 to 1.126 μm. Since
PAMAS delivers number of particles within the particle size
distribution range, the weighted mean value for particle di-
ameter was used in calculations as dc,wm =
∑i=m
i=1 din
av
i∑i=m
i=1 dn
av
i
= 1.014
± 0.068 μm. Here, m = 6 is the number of measured diam-
eters of particles; di is “i”-th measured diameter of particles,
μm; davi is the average of 10 values of “i”-th measured di-
ameter of particles, μm; navi is the average number of parti-
cles with measured diameters di; and 0.068 μm is weighted
mean standard deviation. The obtained weighted mean value
for particle diameter is in a good agreement with that reported
by the manufacturer. According to NIST guidelines,17 values
4402 and 0.068 μm are adopted as the precision of the PA-
MAS particle counter for number of particles and diameter,
respectively.
IV. SOURCES OF UNCERTAINTIES AND THEIR
CONTRIBUTIONS
According to Taylor and Kuyatt,17 the CSU of the mea-
surement is calculated according to the law of propagation of
uncertainty as follows:
u2c (y) =
N∑
i=1
(
∂f
∂xi
)2
u2 (xi) + 2
N−1∑
i=1
N∑
j=i+1
∂f
∂xi
∂f
∂xj
u(xi, xj ).
(2)
When the second term in Eq. (2) is negligible it translates
to
uc (y) =
√√√√ N∑
i=1
[(
∂f
∂xi
)
u (xi)
]2
. (3)
Since the reduction of filter permeability is caused by the
increased amount of attached particles, the uncertainty anal-
ysis begins from calculation of uncertainties in parameters
from Darcy equation and particle concentrations.
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TABLE III. Summary of experimental uncertainty analysis results.
Parameter Units CSU RCSU
A m2 6.30 × 10−7 4.99 × 10−4
L m 5.00 × 10−6 1.24 × 10−3
R m 2.50 × 10−6 1.25 × 10−4
π N/A 5.0 × 10−5 1.59 × 10−5
Vf m
3 5.05 × 10−9 1.74 × 10−3
NPAMASparticle Particles 4402 1.75 × 10−2
dPAMASc,wm m 6.84 × 10−8 6.75 × 10−2
σ at m
3 3.56 × 10−9 to 5.98 × 10−8 7.70 × 10−2
σ cr N/A (1.40 to 2.11) × 10−2 (7.75 to 7.94) × 10−2
p Pa 7.80 × 100 2.6 × 10−3
p Pa 3.0 × 104 8.8 × 10−3
pw Pa 3.0 × 104 8.8 × 10−3
Q m3/s 1.67 × 10−9 2.0 × 10−2
TA K 1.0 N/A
TB K 2.2 × 10−2 N/A
T K 1.0 3.4 × 10−3
μP μPa×s 5.77 × 10−3 6.19 × 10−6
μT μPa×s 21.8 2.34 × 10−2
μ μPa×s 21.8 2.34 × 10−2
k m2 2.55 × 10−15 3.09 × 10−2
U m/s 2.64 × 10−6 to 2.64 × 10−5 2.00 × 10−2
φ N/A 8.30 × 10−4 1.92 × 10−3
φc N/A 2.65 × 10−2 7.39
σ 0,OLSMcr or a
OLSM N/A 1.57 × 10−2 5.68 × 10−2
bOLSM (m/s)−2 1.58 × 105 2.46 × 10−1
UOLSMmin m/s 9.92 × 10−5 1.51 × 10−1
σ 0,WLSMcr or a
WLSM N/A 1.13 × 10−2 4.11 × 10−2
bWLSM (m/s)−2 1.50 × 105 2.38 × 10−1
UWLSMmin m/s 7.96 × 10−5 1.39 × 10−1
σmodelcr Eqs. (13) and (15) N/A 4.32 × 10−3 to 1.16 × 10−2 4.23 × 10−2 to 1.03 × 10−1
σmodelcr Eqs. (14) and (16) N/A 1.14 × 10−2 4.16 × 10−2 to 1.55 × 10−1
A. Filter length, cross-sectional area, and volume
Glass filter dimensions were measured by a calliper with
an uncertainty of u(L) = 2u(R) = 5 × 10−6 m. Using
Eq. (3), CSUs for the cross-sectional area and volume of the
filter were equal to uc(A) = 6.28 × 10−7 m and uc(Vf ) = 5.31
× 10−9 m3, respectively.
B. Total volume of attached particles and critical
retention concentration
Critical retention concentration, σ cr, is calculated accord-
ing to the following formula: σcr = σatVf , where σ at - is the
volumetric concentration of attached particles, m3. Cumula-
tive volume of particles attached to the filter is calculated as
the sum of incremental volumes of particles attached at var-
ious flowrates. Since each consecutive deposited volume of
colloids is added to the previous one, uc(σ at) is calculated
according to the rules of propagation of uncertainties result-
ing in the CSU of the next cumulative volume of particles
being greater than that for the previous one. As calculated,
CSUs for σ cr varies from 1.40 × 10−2 (corresponding to
100 ml/min) to 2.11 × 10−2 (corresponding to 10 ml/min),
with relative combined standard uncertainty (RCSU), δc(σ cr),
varying from 7.75% to 7.94% (see Table III).
C. Pressure and differential pressure measurements
Pressure of suspension passing through the glass filter
without a significant error is determined as
pw = p − p2 , (4)
where p is the pressure measured by PA 33X, and p is the
differential pressure across the glass filter measured by the
respective DPT. Parameters in Eq. (4) correspond to those in
Eq. (3) as follows: y = pw, x1 = p and x2 = p. Each variable
in Eq. (4) contributes to CSU for pressure according to Eq. (3)
as follows:
uc (pw) =
√[
∂pw
∂p
u (p)
]2
+
[
∂pw
∂ (p)u (p)
]2
=
√
[1 × u (p)]2 +
[
−1
2
u (p)
]2
. (5)
Using data from Table III, the value of CSU in pres-
sure is calculated as uc(pw) ∼= uc(p) ∼= 3.0 × 104, P a, since
uc(p)  uc(p). Thus, determined uc(pw) will be used for the
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evaluation of uncertainty in density and dynamic viscosity of
NaCl solutions.
D. Dynamic viscosity
Dynamic viscosity data for NaCl aqueous solutions were
adopted from Kestin et al.22 with an accuracy of ±0.5% in
the temperature and pressure range of the present study. Equa-
tions for dynamic viscosity correlations for NaCl solutions22
include dynamic viscosity data for pure water which were
adopted from Cooper and Dooley.23 Water density data
needed for the evaluation of water viscosity were obtained
from Wagner et al.24
Combined standard uncertainties in temperature and
pressure measurements evaluated earlier in Sec. III B (see
Table III) were used to calculate the effect of pressure and
temperature variation on dynamic viscosity for NaCl solu-
tions at experimental conditions of 2.00 MPa and 298.15 K.
Variation of pressure within its CSU resulted in negligible vis-
cosity variation of 5.77 × 10−3 μPa×s or 6.19 × 10−4%.
Temperature effect on dynamic viscosity is greater than that
from pressure, reaching 21.8 μPa×s or 2.34%, which is
adopted as uncertainty for dynamic viscosity.
E. Evaluation of uncertainty in core permeability
through uncertainty propagation and Monte Carlo
simulations
Darcy’s equation is used for calculation of filter perme-
ability in the following form:
k = k (Q,μ,L,A, p1, p2) = QμL
A (p1 − p2) , (6)
where, k is permeability of the filter, in D; A is the cross-
sectional area of the filter, in m2; p1 and p2 are the inlet and
outlet pressure of the stream, respectively, in Pa; Q is volu-
metric flowrate, in m3/s; μ is dynamic viscosity of the fluid,
in Pa×s; L is the length of the filter over which the fluid is
experiencing the pressure drop, in m. Each parameter in Eq.
(6) contributes to the CSU in permeability,
uc (k) =
√[
∂k
∂Q
u(Q)
]2
+
[
∂k
∂μ
u(μ)
]2
+
[
∂k
∂L
u(L)
]2
+
[
∂k
∂A
u(A)
]2
+
[
∂k
∂ (p)u(p)
]2
=
√[
μL
Ap
u(Q)
]2
+
[
QL
Ap
u(μ)
]2
+
[
Qμ
Ap
u(L)
]2
+
[
− QμL
A2p
u(A)
]2
+
[
− QμL
A (p)2 u (p)
]2
, (7)
where, u(A), u(p), u(Q), u(μ), and u(L) are earlier calculated
CSUs in cross-sectional area of the filter, pressure drop across
the core, suspension volumetric flowrate, water dynamic vis-
cosity, and the length of the filter, respectively. Substituting
these CSUs into Eq. (7) we obtain the following value of
permeability with its CSU equal to k = (8.844 ± 0.274)
× 10−14 m2 (89.61 ± 2.77 mD) and RCSU of δ(k) 3.09%.
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FIG. 4. Monte Carlo simulation results for permeability for an arbitrarily
chosen experimental point.
A local sensitivity analysis of Eq. (6), where each pa-
rameter was varied one at a time within its CSU, identified
two major contributors to CSU in permeability: dynamic vis-
cosity (2.34%) and volumetric flowrate of suspension (2.0%).
Reduction of CSU in permeability can be achieved by an in-
crease in the accuracy of temperature measurement and by
using a more accurate HPLC pump.
Uncertainty in filter permeability was also evaluated via
Monte Carlo simulations using @RISK analysis software
(Palisade Corporation, ITHAKA, NY) applied to Eq. (6)
with the parameters and their CSUs evaluated earlier (see
Table III). Results of this simulations (100 000 iterations)
corresponding to the last experimental permeability point
from Figure 2 are presented in the form of a histogram in
Figure 4 and summarised in Table IV. LogNormal
distribution showed the best fit to output results with relative
TABLE IV. Input and output results for Monte Carlo simulations for filter
permeability.
Parameter Monte Carlo simulations results
Output results Log normal distribution results
kmin, mD 81.19 N/A
kmax, mD 98.92 N/A
kmean, mD 89.62 89.61
σ k, mD 2.72 2.72
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standard deviation of δ(k) = σLogNorm(k)
k
LogNorm
mean
× 100% = 2.72 mD89.61 mD
× 100% ≈ 3.04%, which excellently agrees with earlier cal-
culated CSU in permeability (3.09%). Time consuming na-
ture of Monte Carlo simulations makes impossible to use this
method for real-time permeability variation monitoring.
V. UNCERTAINTIES FOR THEORETICAL MODELS
FOR PARTICLE DEPOSITION
A. Evaluation of uncertainty for extrapolated results
A detailed analysis of physical processes governing
particle attachment/detachment in porous media at various
flowrates was carried out by Bedrikovetsky et al.25, 26 result-
ing in the mathematical model for the critical retention con-
centration as a function of velocity,
σcr (U ) = σ0
[
1 −
(
U
Umin
)2]
, (8)
where σ cr(U) is the critical retention concentration of col-
loidal particles; σ 0 is the maximum retention concentration of
colloidal particles at zero velocity; U is the velocity, m/s; and
Umin is the minimum velocity for which no particles can be
held on the grain surface by electrostatic and gravity forces,
m/s. Equation (8) is used for the determination of σ 0 and Umin
from the experimental data via extrapolation of the critical re-
tention concentration curve to U = 0 and σ cr = 0.
The model (8) was fitted to the experimental “σ cr vs
U”-data corresponding to velocities of (3.96, 2.64, and 1.32)
× 10−4 m/s. Uncertainty in U was calculated according to
Eq. (3) using uncertainties in flowrate and cross-sectional area
of the filter. Uncertainty in the critical retention concentration
of the attached particles, uc(σ cr), was calculated in Sec. IV B.
A different approach should be applied for the evaluation of
σ 0cr , u(σ 0cr ), Umin and u(Umin), since parameters σ 0 and Umin
cannot be measured directly. Instead, they should be deter-
mined by the intersection of the σ cr(U)-curve with σ cr-axis
via its extrapolation to U = 0, and with U-axis via its extrap-
olation to σ 0cr = 0, respectively.
Equation (8) can be re-written as follows:
σcr (U ) = σ 0cr
[
1−
(
U
Umin
)2]
= σ 0cr −
σ 0cr
U 2min
U 2 = a − bx2,
(9)
and experimental data can be fitted by a quadratic equation
using mean-least squares approximation.
Three experimental points are sufficient to fully deter-
mine σ cr(U)-curve according to Eq. (9). Location of an ex-
perimental point along the σ cr(U)-curve affects the location
of the two intercept points, σ 0cr and Umin, during data extrapo-
lation. Applying an ordinary least squares method (OLSM) to
the experimental data and assuming 68.27% confidence inter-
val (which corresponds to ± one standard deviation) results in
the following σ 0,OLSMcr and UOLSMmin values, respectively, 2.765
× 10−1 and 6.565 × 10−4 m/s with their CSUs and RCSUs
given in Table III.
During particle attachment experiment one moves to the
left along the σ cr(U)-curve, then each consecutive uc(σ cr)-
value incorporates uncertainties from all previous experi-
mental points and movement towards the lower velocities is
accompanied by an increase in uc(σ cr)-values. Therefore, ex-
perimental σ cr-values are of various “quality” which can be
quantified by a weighting function wi = 1[uc(σcr )]2 , meaning
that the last experimental point on the σ cr(U)-curve has the
highest uncertainty and the lowest weight. As a result, the
above-mentioned three-point curve method gives the lowest
possible uncertainty for the last experimental point.
The closer the first experimental point is to U-axis and the
last experimental point is to the σ cr-axis, the more accurate
Umin and σ 0-values can be determined by extrapolation of the
parabolic curve. It is possible to determine the position of
the last experimental point before the experiment. However,
the location of the first experimental point is problematic
since before the experiment it is not possible to predict the
minimum velocity at which no particles can be attached to the
filter (all particles are swept away by the flowing suspension).
According to Taylor,27 it is appropriate to use the
weighted least squares method (WLSM), which gives the
most precise estimate of coefficients a and b from Eq. (9).
Although some caution has been expressed towards the use of
WLSM for non-precisely estimated weights,28 in the present
study, uncertainties in the volumes of the attached parti-
cles and, consequently, in the critical retention concentra-
tions were accurately calculated within the experimental un-
certainty of PAMAS. Applying the WLSM to the quadratic
function (9), the following expressions and values for coeffi-
cients a, b, and model parameter UWLSMmin are obtained with
their CSUs and RCSUs listed in Table III:
a =
(∑n
i=1 wi
) (∑n
i=1 wix
2
i yi
)− (∑ni=1 wix2i ) (∑ni=1 wiyi)(∑n
i=1 wi
) (∑n
i=1 wix
4
i
)− (∑ni=1 wix2i )2
= σ 0,WLSMcr = 2.757 × 10−1 (10)
and
b =
(∑n
i=1wiyi
) (∑n
i=1wix
4
i
)− (∑ni=1wix2i yi) (∑ni=1wix2i )(∑n
i=1wi
) (∑n
i=1wix
4
i
)− (∑ni=1wix2i )2
= 6.329 × 105 (m/s)−2, (11)
with Umin = 6.600 × 10−4 m/s. The uncertainty in σ cr-values
can be calculated via the following expression:
uWLSMc [(σcr )i] =
√√√√ 1
n − 2
n∑
i=1
[(σcr )i − a − bU 2i ]2
= 3.12 × 10−3, (12)
where (σ cr)i is experimental critical retention concentration
of colloidal particles.
Although OLSM produced results for σ cr which are in a
good agreement with the experimental data, those obtained
via WLSM are characterised by relatively smaller errors.
Since OLSM treats data without consideration of their uncer-
tainties (or as equally weighed), it underestimates uncertain-
ties in the obtained results. It is, therefore, advisable to use
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WLSM for the evaluation of σ 0cr and Umin-values and their
uncertainties.
B. Evaluation of uncertainty for particle attachment
model
Equation (8) is a simple representation of the two more
complex expressions for the critical retention concentration:25
σmodelcr (U ) =
[
1 −
(
hc
H
)2]
(1 − φc) φ, (13)
σmodelcr (U ) =
[
1 −
(
μr2c U
φHFex
)2]
(1 − φc) φ, (14)
where hc is a cake thickness, which is a function of velocity,
m; H is thickness of a rectangular pore channel adopted as
2rp = 1.3 × 10−5 m; Fe - is the total electrostatic force calcu-
lated as the sum of attractive London-van der Waals (LvdW)
and electric double layer repulsive (DLR), and Born repul-
sive (BR) forces according to Derjaguin, Landau, Verwey,
and Overbeek (DLVO) theory,19 N; x is the ratio between the
drag and electrostatic forces;25 and φc is porosity of the cake
formed on the internal surface of the borosilicate filter due to
colloidal particle deposition.
Analysis of model (14) shows that when U = 0 m/s, then,
σmodelcr = (1 − φc)φ, meaning that the critical retention con-
centration depends only on cake and filter porosities. Filter
porosity is measured experimentally with the appropriately
calculated uncertainty. The maximum value of σmodelcr , there-
fore, greatly depends on adopted the φc-value. This depends
on the assumption of the uniform particle packing (rhombo-
hedral, orthorhombic or cubic, etc.). If the cake porosity is
adopted as one of the uniform type of packing, then the ap-
propriate calculations show that, it is not possible to adjust
the maximum value of σmodelcr to that obtained from extrapola-
tion of the experimental σ cr = σ cr(U)-curve to the value of U
= 0 m/s. To overcome such inflexibility of the model (14), the
latter was adjusted to the value of σmaxcr = σ 0,WLSMcr = 0.276
± 0.006 (obtained earlier in this paper using WLSM) with
φc as a tuning parameter, resulting in φc = 0.359 ± 0.013.
The outcome of this approach is very important: the cake
porosity is not adopted via assumptions, but is directly de-
rived from the experimental σ cr = σ cr(U)-data. Therefore, the
uncertainty for the cake porosity is also substantiated by the
uncertainty in σmaxcr -value derived from experimental critical
retention concentrations.
Using Eqs. (3) and (13), CSU in critical retention concen-
tration can be evaluated as follows:
σmodelcr (U ) =
√√√√√√√√√√√√√√√
[(
2hc
H
− 2hcφc
H
− h
2
c
H 2
+ h
2
cφc
H 2
)
u(φ)
]2
+
[(
−2hcφ
H
+ h
2
cφ
H 2
)
u(φc)
]2
+
[(
2φ
H
− 2φφc
H
− 2hcφ
H 2
+ 2hcφφc
H 2
)
u(hc)
]2
+
[(
−2hcφ
H 2
+ 2hcφφc
H 2
+ 2h
2
cφ
H 3
+ 2h
2
cφφc
H 3
)
u(H )
]2
. (15)
Having evaluated σ 0,WLSMcr - and UWLSMmin -values and their
uncertainties, and thus, determined the entire σ cr = σ cr(U)-
curve, it is now possible to determine σmodelcr = σmodelcr (U )-
curve according to Eqs. (13) and (14). In order to evaluate un-
certainties in the values of critical retention concentrations de-
rived from the models (13) and (14), u(σmodelcr ), it is necessary
to know uncertainties in the parameters of these models.
The only parameter in Eq. (13) which varies with veloc-
ity is the cake thickness, hc. This parameter can be evaluated
by fitting Eq. (13) to experimental data, with obtained results
in Figure 5 showing a gradual increase in the internal cake
thickness accompanied with an increase in critical retention
particle concentration. For the colloidal particle with dc,wm
= 1.014 ± 0.068 μm one-layer cake thickness can be eval-
uated with the uncertainty of uc(h1 layerc ) = ±0.068 μm. The
number of layers of deposited particles in the cake, nl, is de-
termined by the ratio between hc and the mean particle diam-
eter resulting in values varying from 0 to 13, when velocity
0.0E+00
8.0E-06
1.6E-05
0.00 0.15 0.30
h c
, m
σcr
FIG. 5. Variation of cake thickness during particle deposition.
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changes from 0 to 6.6 × 10−4 m/s. Uncertainties for the vary-
ing cake thickness are calculated according to the following
formula uc(hnlc ) = ±0.068nl μm (see Table III). Uncertainty
in particle radius, uc(rc), is taken from Table III. Since the
glass filter is characterised by a pore width from 10 to 16 μm
with Hmean = 13 μm, then a standard deviation of 1.0 μm is
adopted as uc(H). Using uncertainties for masses of dry and
water-saturated filter, CSU in its porosity is equal to uc(φ)
= 8.30 × 10−4.
After introducing the values of all parameters and their
uncertainties into Eq. (15), we obtained u(σmodelcr ) varying
from 4.23 to 10.3% when velocity changes from 0 to 6.6
× 10−4 m/s (see Table III). A local sensitivity analysis was
performed to determine how variation of uncertainties in pa-
rameters from Eqs. (13) and (14) affects u(σmodelcr ). When we
doubled uncertainties for parameters one at a time, (σmodelcr )
remained unchanged for all parameters, but for uc(φc) it
was doubled. Varying parameters in Eqs. (13) and (14) one
at a time within their CSUs, we arrive to the conclusion
that φc has the highest impact on σmodelcr according to data
presented in Table V. The procedure proposed in the present
paper for the evaluation of uc(φc) via experimental uncertain-
ties in σ cr resulted in the lowest possible uc(φc)-value for
the present experimental conditions, and is, therefore, recom-
mended for calculations.
Using Eqs. (3) and (14) it is possible to evaluate u(σmodelcr )
according to Eq. (16). Additional assumptions should be
made before calculating u(σmodelcr ). The resultant electrostatic
force is calculated as the derivative of the potential energy.
For many parameters of the LvdW, DLR, and BR forces, it
is not always possible to calculate their uncertainties. Val-
ues of Hamaker constants calculated via DLVO theory often
disagree with those obtained experimentally,29 reaching, for
example, 50% for non-retarded region of ≤10 nm.30 Direct
measurements of vdW forces produced results with standard
deviation ranging from 14.9% to 23.1%31 and uncertainty of
15%.32 In the present study, uncertainty in electrostatic force,
uc(Fe) was adopted as 15%:
σmodelcr (U ) =
√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√
[(
1 − φc + 1 − φφc
φ2
(
μr2c U
HFex
)2)
u(φ)
]2
+
[(
−φ + 1
φ
(
μr2c U
HFex
)2)
u(φc)
]2
+
[(
2μ(φc − 1)
φ
(
r2c U
HFex
)2)
u(μ)
]2
+
[(
4r3s (φc − 1)
φ
(
μU
HFex
)2)
u(rc)
]2
+
[(
2U (φc − 1)
φ
(
μr2c
HFex
)2)
u(U )
]2
+
[(
2(1 − φc)
φH 3
(
μr2c U
Fex
)2)
u(H )
]2
+
[(
2(1 − φc)
φF 3e
(
μr2c U
Hx
)2)
u(Fe)
]2
+
[(
2(1 − φc)
φx3
(
μr2c U
HFe
)2)
u(x)
]2
+
[(
2(1 − φc)
φx3
(
μr2c U
HFe
)2)
u(x)
]2
.
(16)
According to our calculations, hc varies from 1.3 × 10−5
to 0 m when fluid velocity changes from 0 to its maximum
value of 6.60 × 10−4 m/s, corresponding to the condition
TABLE V. Results of sensitivity analysis for Eqs. (13) and (14).
Variation of σmodelcr , %
Parameter Equation (13) Equation (14)
μ N/A 0.006
rs N/A 0.016
U N/A 0.013
H 0.325 0.019
hc 0.153 N/A
Fe N/A 0.038
x N/A 0.038
φ 0.193 0.193
φc 4.13 4.13
when σ cr = 0 and all particles are swept away by high-
velocity fluid. In this range of “particle-to-surface distances”
and for the present experimental conditions, Fe calculated ac-
cording to DLVO theory25 varies from 2.72 × 10−21 to −9.38
× 10−19 N.
According to Bedrikovetsky et al.,25 parameter x is the
ratio between the drag and electrostatic forces, with the drag
force determined according to the following formula:
Fd = ωπr
2
c U
H
, (17)
where ω is the dimensionless empirical drag coefficient. The
drag coefficient was adopted as 21 via fitting equation (14)
to the experimental critical retention concentration data. Ap-
plying formula (3) to (17), we obtain that uc(Fd) varies in
the range from 1.26 × 10−15 to 1.66 × 10−14 N and uc(x)
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from 2.73 × 106 to 1.12 × 105 for the above range of fluid
velocities.
After substitution of all relevant parameters into Eq. (16)
we obtained that RCSU (σmodelcr ) varies from 4.16% to 15.5%
for the same range of fluid velocities (see Table III). Model
(14) represents experimental σ cr = σ cr(U)-data less accu-
rately than model (13) due to the presence in Eq. (14) of the at-
tractive electrostatic force, whose value and uncertainty can-
not be reliably established due to unavailability of dielectric
data.
VI. CONCLUSIONS
Calculation of experimental uncertainties for permeabil-
ity of a borosilicate filter was carried out through propagation
of uncertainties for parameters in Darcy’s equation and also,
using Monte-Carlo simulations. Both methods provided iden-
tical values for combined standard uncertainty for permeabil-
ity. The local sensitivity analysis of Darcy equation showed
that the uncertainties in dynamic viscosity and volumetric
flowrate of colloidal suspension have the highest impact on
the overall uncertainty for filter permeability.
The uncertainty in each consecutive value of critical re-
tention concentration incorporates uncertainties from all pre-
vious values. Therefore, the total number of experimental
points for critical retention concentrations, as a function of
velocity, should be limited to three points in order to reduce
the uncertainty in the determination of maximum critical re-
tention concentration. Weighing functions for the critical re-
tention concentrations were accurately calculated through the
propagation of uncertainties in the respective experimental
parameters. Application of the weighted least squares method
resulted in more accurate values for maximum critical reten-
tion concentration and minimum velocity.
The local sensitivity analysis of the models showed that
internal cake porosity has a significant impact on the mod-
elling results and their uncertainties. The first model, contain-
ing the internal cake thickness as one of its parameters, repre-
sented experimental critical retention concentration data bet-
ter than the second model which used dynamic viscosity, par-
ticle radius, pore thickness, drag, and total electrostatic forces
as model parameters. Higher deviations of the results from the
second model are, probably, due to the presence of the total
electrostatic force in the model’s formula. The values and un-
certainty for this force cannot be reliably measured and calcu-
lated, due to lack of experimental dielectric data at the current
experimental conditions.
The proposed uncertainty analysis was implemented into
Microsoft ExcelTM spreadsheet coupled with the real-time
data acquisition software, such that each experimental data
point is accompanied by its uncertainty, leading to timely de-
cisions during particle attachment experiments.
Overall, the presented method for the evaluation of ex-
perimental and modelling uncertainties establishes the valid-
ity ranges for experimental permeability and particle attach-
ment data and for the corresponding theoretical models. This
makes possible intra- and inter-laboratory data comparison
which is the first step towards standardizing these types of
experiments.
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