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UNE DESCRIPTION FONCTORIELLE DES
K-THÉORIES DE MORAVA DES 2-GROUPES
ABÉLIENS ÉLÉMENTAIRES
par Nguyen Le Chi Quyet
Résumé. — Le but de cet article est l’étude, d’un point de vue fonctoriel, des K-
théories de Morava modulo 2 des 2-groupes abéliens élémentaires. Autrement dit, nous
étudions les foncteurs V 7→ K(n)∗(BV ) pour le nombre premier p = 2 et n un entier
positif. Ils sont gradués sur Z/(2n+1 − 2), les termes impairs de la graduation sont
triviaux.
Le cas n = 1 résulte directement du travail d’Atiyah sur la K-théorie topologique,
il donne un foncteur coanalytique qui ne possède aucun sous-foncteur polynomial non-
constant. Il est très différent du cas n > 1, où les foncteurs s’avèrent être analytiques.
Le cas de K(2)∗ est très particulier : le foncteur est auto-dual.
Abstract (A functorial description of the Morava K-theories of elementary abelian
2-groups)
The aim of this article is to study, from a functorial viewpoint, the mod 2 Morava
K-theories of elementary abelian 2-groups. Namely, we study the functors V 7→
K(n)∗(BV ) for the prime p = 2 and n a positive integer. They are graded over
Z/(2n+1 − 2), the odd terms of this graduation are trivial.
The case n = 1, which follows directly from the work of Atiyah on topological
K-theory, gives us a coanalytic functor which contains no non-constant polynomial
sub-functor. This is very different from the case n > 1, where the above-mentioned
functors are analytic. The case of K(2)∗ is very special: the functor is auto-dual.
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Nguyen Le Chi Quyet, Université de Pédagogie de Ho Chi Minh ville, 280 Rue An Duong
Vuong, District 5, Ho Chi Minh Ville, Viet Nam • E-mail : quyetnlc@hcmup.edu.vn
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Minh ville lors de la rédaction de cet article.
2 QUYET NGUYEN L. C.
2. Préliminaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3. Nature du foncteur V 7→ K(n)∗(BV ]). . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4. Structure du foncteur K∗2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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1. Introduction
1.1. Motivation. — Les K-théories de Morava modulo un premier p fixé
forment une famille de théories cohomologiques munies d’une orientation com-
plexe : {K(n)∗(−) | n ∈ N}. Elles jouent un rôle important en théorie d’homo-
topie stable moderne. La théorie K(n)∗(−) est périodique de période 2(pn−1).
L’anneau de coefficients K(n)∗ = Fp[νn, ν−1n ] (|νn| = 2 − 2pn) est un corps
gradué : tous les modules sur K(n)∗ sont libres. Il en résulte que toutes les
K-théories de Morava modulo p satisfont à la formule de Künneth. La loi de
groupe formel Fn associée à K(n)
∗(−) est la loi de Honda de hauteur n dont
la p-série est donnée par [p]Fn(x) = νnx
pn .
Dans cet article, on étudie, d’un point de vue fonctoriel, des K-théories de
Morava modulo 2 des 2-groupes abéliens élémentaires K(n)∗(BV ). Considérons
le cas d’un espace vectoriel de dimension 1, i.e. V = Z/2. La suite exacte de
Gysin associée à la fibration S1 → BZ/2→ CP∞ induit la suite exacte courte
0 −→ K(n)∗−2(CP∞) [2]Fn (−)−−−−−−→ K(n)∗(CP∞) −→ K(n)∗(BZ/2) −→ 0,
qui nous donne l’isomorphisme de K(n)∗-modules :
K(n)∗(BZ/2) ∼= K(n)∗[x]/(x2
n
),
où x ∈ K(n)2(BZ/2) est l’image de l’orientation complexe de K(n)∗(−). Donc,
la structure de K(n)∗-module sur K(n)∗(BV ]) est complètement comprise
grâce à la formule de Künneth.
Soit End(V ) l’anneau des endomorphismes du F2-espace vectoriel V . Tout
morphisme ϕ ∈ End(V ) induit un morphisme en cohomologie
ϕ∗ : K(n)∗(BV ) −→ K(n)∗(BV ).
Cela fournit une action canonique de l’anneau End(V ) sur K(n)∗(BV ). Cette
action est déterminée par la loi de groupe formel Fn. Considérons l’exemple
de Brunetti [3] sur l’algèbre K(n)∗(BZ/2 × BZ/2) ∼= K(n)∗[x, y]/(x2
n
, y2
n
).
Considérons l’endomorphisme ϕ de V = Z/2 × Z/2 caractérisé par la matrice
[ 1 01 1 ]. Alors, l’action de ϕ
∗ sur les générateurs x, y est donnée par la multipli-
cation (sur Fn) des matrices :[
ϕ∗(x)
ϕ∗(y)
]
=
[
1 0
1 1
]
Fn
[
x
y
]
.
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Cela veut dire que
ϕ∗(x) = [1]Fn(x) +Fn [0]Fn(y) = x, et
ϕ∗(y) = [1]Fn(x) +Fn [1]Fn(y) = x+Fn y
(pour les notations concernant les lois de groupe formel, on renvoie à la section
2.2. On étudie ici le foncteur covariant V 7→ K(n)∗(BV ]), où ] désigne le
dual linéaire. On note que, par la périodicité, il suffit de considérer le foncteur
Z/(2n+1 − 2)-gradué V 7→ K(n)∗(BV ]).
Le cas de la première K-théorie de Morava (Z/2-graduée) V 7→ K(1)∗(BV ])
résulte directement du travail de M. Atiyah sur la K-théorie topologique (cf.
[2]). En passant au produit tensoriel F2 ⊗Z −, le résultat d’Atiyah donne une
équivalence de foncteurs
F2[V ]
'−→ K(1)∗(BV ]),
où V est concentré en degré 2. Donc, V 7→ K(1)∗(BV ]) est coanalytique et ne
possède aucun sous-foncteur polynomial non-constant. Il est très différent du
cas n > 1 où les foncteurs V 7→ K(n)∗(BV ]) s’avèrent être analytiques.
1.2. Plan de l’artice. — La section 2 est consacrée au rappel des définitions
et des résultats importants qui seront utilisés dans l’article : la catégorie des
foncteurs F , des lois de groupe formel et des théories cohomologiques.
Dans la section 3, on décrit le foncteur V 7→ K(n)∗(BV ]). Soit J(V ) l’idéal
d’augmentation de l’algèbre de groupe F2[V ]. Notons que J(V ) est un F2-espace
vectoriel, de dimension |V | − 1, engendré par les éléments (u) = [u]− [0] pour
u ∈ V (en observant que (0) = 0). Soit K∗n(V ) le foncteur Z/(2n+1 − 2)-gradué
défini par le quotient de l’algèbre symétrique S∗(J(V )) par les relations
(u+ v) = (u) + (v) + (u)2
n−1
(v)2
n−1
où J(V ) est concentré en degré 2.
Théorème 1.1. — On a un isomorphisme de F2-algèbres Z/(2n+1 − 2)-
graduées, naturel en V :
ϑV : K∗n(V ) −→ K(n)∗(BV ])
(u) 7−→ e(u⊗R C),
où e(u ⊗R C) est la classe d’Euler du complexifié du fibré en droite réelle de
base BV ] associé à u.
Pour démontrer ce théorème, on utilise une approximation de la loi de groupe
formel F̄n associée à la théorie K(n)
∗(−) :
F̄n(x, y) ≡ x+ y + x2
n−1
y2
n−1
(mod deg (2n+1 − 1)).
Cette approximation induit une relation entre les classes d’Euler
e(u⊗R v ⊗R C) = e(u⊗R C) + e(v ⊗R C) + (e(u⊗R C))2
n−1
(e(v ⊗R C))2
n−1
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qui nous permet de démontrer le théorème 1.1. On se sert de ce théorème pour
déduire des propriétés du foncteur K∗n : il est exponentiel de Hopf pour tout
n ∈ N tandis qu’il est analytique si et seulement si n ≥ 2.
La section 4 est consacrée à l’étude des sous-foncteurs et des foncteurs quo-
tients du foncteur K∗2 en particulier. Grâce à la relation (u+ v)2 = (u)2 + (v)2
dans K∗2(V ), on obtient une inclusion d’algèbres (naturelle en V ), de l’algèbre
extérieure Λ∗(V ) dans K∗2(V ), en envoyant u ∈ V sur (u)2 ∈ K∗2(V ). Pour
p, q ∈ N, on définit par Kp,q l’image du morphisme naturel de (Sp ◦ J) ⊗ Λq
dans K2p+4q2 . Les foncteurs Kp,q déterminent une bi-filtration du foncteur K∗2
dont le gradué est donné par :
Théorème 1.2. —
Kp,q
Kp−2,q+1 +Kp−1,q+2
∼= Λp ⊗ Λq.
On utilise cette bi-filtration pour démontrer le théorème suivant :
Théorème 1.3. — Le cosocle de K2k2 est la somme directe
⊕
i≡k (mod 3) Λ
i
tandis que le socle est la somme directe
⊕
i≡−k (mod 3) Λ
i. On en déduit que le
foncteur K2k2 est indécomposable si k 6≡ 0 (mod 3), il est somme directe d’un
foncteur constant et d’un foncteur indécomposable si k ≡ 0 (mod 3).
Considérons le foncteur sous-jacent du foncteur Z/6-gradué K∗2 :
K2 = K02 ⊕K22 ⊕K42.
L’objectif de la section 5 est de démontrer le résultat suivant :
Théorème 1.4. — Le foncteur K2 est auto-dual. De plus,
1. (K22)\ ∼= K42 et (K42)\ ∼= K22,
2. (K02)\ ∼= K02.
On démontre ce théorème en construisant une forme bilinéaire symétrique non-
dégénérée
〈−,−〉V : K2(V )×K2(V ])→ F2.
Cette forme est déterminée par des évaluations initiales et sa compatibilité à
la structure de foncteur exponentiel de Hopf de K∗2. L’isomorphisme naturel
γ : K2 → K\2 défini par γV (x)(α) := 〈x, α〉V fait de K2 un foncteur auto-dual.
Ici, \ est le dual au sens de Kuhn [10].
1.3. Perspectives. — Premièrement, le foncteur K1 est isomorphe au fonc-
teur V 7→ F2[V ] ; l’idéal d’augmentation de son dual est unisériel : ses facteurs
de composition sont les Λn (cf. [11, Theorem 7.8]), de plus le groupe d’ex-
tension Ext1F (Λ
i,Λj) est isomorphe à F2 si |i − j| = 1, et trivial sinon. On
peut se demander si un phénomène analogue a lieu pour K2 qui a, comme un
sous-quotient, l’extension non triviale de Sk4 par S
k+3
4 (pour tout k ≥ 1). Pour
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répondre à cette question, il faut calculer le groupe Ext1F (S
∗
4,S
∗
4) en relation
avec la structure d’algèbre de Hopf tri-graduée de Ext∗F (S
∗
4,S
∗
4) (cf. [5]).
Deuxièmement, en utilisant la technique de Powell sur la K-théorie complexe
connexe (voir [17]), on espère de déduire la détection pour les K-théories de
Morava connexes k(n)∗(−) pour un nombre premier p quelconque. Autrement
dit, on conjecture que
k(n)∗(BV ]) ↪→ K(n)∗(BV ])⊕H∗(BV ]),
où H∗(−) est la cohomologie singulière modulo p. Il faut ensuite étudier les
liens avec la version entière dont l’anneau de coefficients et Zp[νn, ν−1n ] avec Zp
est l’anneau des entiers p-adiques. On l’étudie en utilisant des renseignements
apportés par la théorie des caractères généralisés due à Hopkins, Kuhn and
Ravenel (cf. [9]).
Remerciements. — Ce travail fait partie de ma thèse de doctorat effectuée à
l’Université d’Angers [18]. Je tiens à remercier sincèrement M. Geoffrey Powell
et M. Lionel Schwartz, qui, en tant que Directeurs de thèse, se sont toujours
montrés à l’écoute et très disponibles tout au long de ma thèse, ainsi pour l’aide
et le temps qu’ils ont bien voulu me consacrer.
2. Préliminaire
2.1. Rappels sur la catégorie F . — Dans cette section, on rappelle la
définition de la catégorie F pour un nombre premier p, et quelques opérations
dans F . On définit aussi des objets importants de cette catégorie. Soit Fp le
corps à p éléments.
Notation 2.1. — On désigne par Vect la catégorie des Fp-espaces vectoriels,
par V la sous-catégorie pleine de Vect dont les objets sont de dimension finie.
Définition 2.2. — La catégorie F est la catégorie des foncteurs covariants
de V vers Vect dont les morphismes sont les transformations naturelles.
Proposition 2.3 (Cf. [15, Chapter V, §3]). — La catégorie F est abélienne
avec limites inductives exactes et avec limites projectives.
Remarque 2.4. — La structure de catégorie abélienne sur F provient de
celle de Vect : une suite de foncteurs 0 → F → G → H → 0 est exacte si et
seulement si la suite d’espaces vectoriels 0→ F (V )→ G(V )→ H(V )→ 0 est
exacte pour tout V ∈ V .
Exemple 2.5. — On donne ici quelques exemples classiques d’objets de F .
1. On note Fp le foncteur constant qui associe à tout V ∈ V l’espace vectoriel
Fp, et à tout morphisme dans V l’identité de Fp.
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2. On note Id le foncteur inclusion de V dans Vect, qui envoie les objets et
morphismes de V sur eux-mêmes.
3. La n-ième puissance tensorielle Tn est le foncteur qui associe à tout V ∈ V
le produit tensoriel V ⊗n, et à toute application linéaire ϕ : V → W le
morphisme
ϕn : Tn(V ) −→ Tn(W ),
v1 ⊗ · · · ⊗ vn 7−→ ϕ(v1)⊗ · · · ⊗ ϕ(vn).
Le groupe symétrique Sn agit naturellement sur T
n par permutation des
facteurs.
4. La n-ième puissance divisée Γn est le sous-foncteur des invariants de Tn
sous l’action de Sn, i.e. il associe à chaque V l’espace des invariants
Γn(V ) = (V ⊗n)Sn .
5. La n-ième puissance symétrique Sn est le foncteur quotient des coinva-
riants de Tn sous l’action de Sn. Il envoie l’espace vectoriel V sur l’espace
des orbites (V ⊗n)Sn . On note v1 · · · vn l’image de v1 ⊗ · · · ⊗ vn ∈ T
n(V )
dans Sn(V ).
6. Soit k un entier naturel non nul, la n-ième puissance symétrique tronquée
Snpk est le foncteur qui associe à tout V ∈ V le quotient de S
n(V ) par la
relation vp
k
= 0 pour tout v ∈ V (cf. [12]).
7. La n-ième puissance extérieure Λn est le foncteur qui envoie V ∈ V sur
le quotient de Tn(V ) par la relation v⊗ v = 0, pour tout v ∈ V . On note
v1 ∧ · · · ∧ vn l’image de v1 ⊗ · · · ⊗ vn ∈ Tn(V ) dans Λn(V ).
On observe que la relation {v ⊗ v = 0 pour tout v ∈ V } implique la
relation {u ⊗ v = −v ⊗ u pour tous u, v ∈ V }. En caractéristique 2, Λn
est isomorphe à Sn2 .
Définition 2.6 (Opérations dans F ). — Soient F et G deux objets de F .
1. Le produit tensoriel ⊗ : F × F → F est défini par (F ⊗ G)(V ) =
F (V )⊗G(V ).
2. Le dual de Kuhn F \ de F est défini par F \(V ) = F (V ])] où ] désigne
le dual linéaire.
Proposition 2.7. — On a
1. (F ,⊗,Fp) est une catégorie symétrique monoùdale.
2. Le foncteur dualité \ : F op → F est exact.
Démonstration. — Voir [4].
Définition 2.8. — On introduit des foncteurs projectifs et injectifs de F :
1. On désigne par PFp le foncteur qui envoie V ∈ V sur l’espace vectoriel
Fp[V ] dont la base est l’ensemble fini V , et qui envoie l’application linéaire
ϕ : V →W sur l’extension linéaire de l’application ϕ.
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2. On définit le foncteur IFp comme étant le dual de PFp . Autrement dit,
IFp(V ) := PFp(V
])] ∼= Map(V ],Fp) = FV
]
p .
Démonstration. — C’est une conséquence du lemme de Yoneda.
Un des outils importants que nous utiliserons pour étudier les objets de la
catégorie F est le foncteur différence ∆: F → F .
Définition 2.9. — Le foncteur différence ∆: F → F est défini par
(∆F )(V ) := Ker(F (V ⊕ Fp) −→ F (V )),
où le morphisme F (V ⊕ Fp) → F (V ) est induit par la projection canonique
V ⊕ Fp  V .
Proposition 2.10 (Cf. [8]). — Le foncteur ∆ a les propriétés suivantes :
1. ∆ est exact.
2. ∆ commute au foncteur dualité, i.e. ∆(F \) = (∆F )\.
3. ∆(F ⊗G) = (∆F ⊗G)⊕ (F ⊗∆G)⊕ (∆F ⊗∆G).
Exemple 2.11. — Voici les calculs pour quelques foncteurs classiques.
1. ∆Sn =
⊕n−1
i=0 S
i.
2. ∆Γn =
⊕n−1
i=0 Γ
i,
3. ∆Λn = Λn−1,
4. ∆Snpk =
⊕n−1
i=max{0,n−pk+1} S
i
pk .
Définition 2.12. — Un foncteur F ∈ F est dit polynomial s’il existe un
entier naturel n tel que ∆nF = 0. Le degré d’un foncteur polynomial non nul
F , que l’on note degF , est le plus grand entier naturel n tel que ∆nF 6= 0 ; on
convient que deg 0 = −∞. On dit que F est homogène de degré n s’il est de
degré n et ne contient pas de sous-foncteur non nul de degré inférieur ou égal
à (n− 1).
Définition 2.13. — Un foncteur F est dit analytique s’il est la limite induc-
tive de ses sous-foncteurs polynomiaux. On désigne par Fω la sous-catégorie
pleine de F dont les objets sont les foncteurs analytiques.
Exemple 2.14. — Les foncteurs Tn, Sn, Γn, Snpk et Λ
n sont polynomiaux de
degré n : Tn, Λn, Γn sont homogènes tandis que Sn, Snpk ne sont pas.
Exemple 2.15. — L’injectif standard IF2 est analytique tandis que le projectif
standard PF2 n’est pas analytique (cf. [8]).
Définition 2.16. — Soit F un foncteur dans F . Le n-ième foncteur de
Taylor de F , noté tn(F ), est le plus grand sous-foncteur polynomial de degré
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inférieur ou égal à n. Les foncteurs de Taylor de F fournissent une filtration
naturelle de F , appelée filtration polynomiale :
0 ⊂ t0(F ) ⊂ t1(F ) ⊂ · · · ⊂ tn−1(F ) ⊂ tn(F ) ⊂ · · · ⊂ F.
Cette filtration est convergente si et seulement si F est analytique.
On donne quelques rappels sur des modules (algèbres) instables à gauche
et les liens avec la catégorie F des foncteurs. On se limite ici au cas p = 2, on
renvoie à [8] et [21] pour plus de détails et les démonstrations.
L’algèbre de Steenrod A2 est l’algèbre des opérations cohomologiques
stables de la cohomologie singulière modulo 2. On rappelle encore qu’elle est
engendrée par les opérations Sqi (|Sqi| = i).
Définition 2.17. — Un A2-module M est appelé instable si Sqix = 0 pour
tout x ∈ M tel que |x| < i. Une A2-algèbre instable K est un A2-module
instable muni d’un produit K ⊗K → K associatif, commutatif, unitaire, A2-
linéaire et tel que Sq|x|(x) = x2 pour tout x ∈ K (axiome de restriction).
Exemple 2.18. — Pour X un espace topologique quelconque, la cohomologie
singulière (modulo 2) H∗X est un A2-module instable. De plus, le cup produit
fait de H∗X une A2-algèbre instable.
Définition 2.19. — U est la catégorie des modules instables sur A2, les
morphismes sont les applications A2-linéaires de degré 0. K est la catégorie
des algèbres instables sur A2, les morphismes sont les morphismes d’algèbres
A2-linéaires.
Théorème 2.20 ([14, Théorème 0.4]). — Soit X un espace topologique sim-
plement connexe dont la cohomologie modulo 2 est de dimension finie en chaque
degré. Alors, l’application naturelle
[BV,X] −→ HomK (H∗Y,H∗BV )
est une bijection, où [BV,X] est l’ensemble des classes d’équivalence d’homo-
topie non-pointée d’applications continues de BV dans X.
2.2. Loi de groupe formel. — Dans cette section, on rappelle quelques
définitions et résultats sur les lois de groupe formel (de dimension 1) (voir [6]).
On commence par rappeler un résultat sur les séries formelles (cf. [6, Chapter
1, §3, Proposition 1]).
Proposition 2.21. — Soit A un anneau commutatif. Soit F (x, y) une série
formelle à deux indéterminées sur A telle que F (F (x, y), z) = F (x, F (y, z)) et
F (x, 0) = F (0, x) = x. Alors, il existe une seule série formelle i(x) ∈ A[[x]]
telle que F (x, i(x)) = F (i(x), x) = 0.
Ce résultat explique la définition suivante de loi de groupe formel où on n’a
pas besoin d’imposer l’axiome d’existence d’une inverse.
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Définition 2.22. — Une loi de groupe formel sur un anneau commutatif
A est une série formelle F (x, y) ∈ A[[x, y]] qui satisfait aux axiomes suivants :
1. Associativité : F (F (x, y), z) = F (x, F (y, z)),
2. Élément neutre : F (x, 0) = F (0, x) = x.
Elle est dite loi de groupe formel commutatif si elle satisfait de plus
l’axiome :
3. Commutativité : F (x, y) = F (y, x).
Notation 2.23. — Soit F une loi de groupe formel, on désigne par x+F y la
série formelle F (x, y). De plus, comme F (F (x, y), z) = F (x, F (y, z)), on désigne
cette série formelle par F (x, y, z) ou encore x +F y +F z. Plus généralement,
on désigne par F (x1, x2, x3, . . .) (ou x1 +F x2 +F x3 +F + · · · ) la série formelle
évidente.
Exemple 2.24. — Les lois suivantes sont commutatives.
1. La loi additive : F (x, y) = x+ y.
2. La loi multiplicative : F (x, y) = x+ y + axy où a ∈ A. Cette loi est dite
multiplicative puisque l’on a l’identité 1 + aF (x, y) = (1 + ax)(1 + ay).
Définition 2.25. — Soit F une loi de groupe formel. La n-série de F (n ≥ 2)
est définie par [n]F (x) = x+F · · ·+F x où x apparâıt n fois. De plus, on convient
que [1]F (x) = x, [0]F (x) = 0 et [−1]F (x) = i(x) (voir la proposition 2.21 pour
la notation i(x)). On peut alors définir la n-série de F , pour n ≤ −2, par
[n]F (x) = i(x) +F · · ·+F i(x) où i(x) apparâıt (−n) fois.
Définition 2.26. — Soit F une loi de groupe formel commutatif sur un corps
de caractéristique p.
1. Si [p]F = 0, on dit que F est de hauteur infinie.
2. Si [p]F 6= 0, [p]F est alors de la forme g(xp
h
), où h ≥ 0 et ph est le plus
petit degré des monômes dans g(xp
h
) (cf. [6, Chapter 1, §3, Theorem 2]).
On dit que F est de hauteur h.
2.3. Théories cohomologiques munies d’une orientation complexe. —
Soit C W la catégorie des CW-complexes. Soit C W 2 la catégorie des paires de
CW-complexes (X,A), où X est un CW-complexe et A un sous-CW-complexe
de X, un morphisme de (X,A) vers (Y,B) est un application continue f : X →
Y telle que f(A) ⊂ B. Soit A la catégorie des groupes abéliens. Une théorie
cohomologique (non-réduite) E∗(−) est une suite de foncteurs contravariants
En : C W 2 → A (n ∈ Z) et de transformations naturelles ∂n : En ◦ ρ → En+1
qui vérifient les certains axiomes (voir [1]).
Définition 2.27. — Une théorie cohomologique E∗(−) est multiplicative si
elle est munie d’une multiplication µ : Ei(X)⊗Ej(Y )→ Ei+j(X × Y ) qui est
naturelle en X et Y , bilinéaire, unitaire et compatible avec les connectants ∂n.
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Définition 2.28. — Soit E∗(−) une théorie cohomologique multiplicative.
Elle est dite munie d’une orientation complexe s’il existe xn ∈ E2(CPn) pour
tout n ≥ 1 tels que :
1. E∗(CPn) ∼= E∗[xn]/(xn+1n ).
2. L’inclusion i : CPn → CPn+1 induit E∗(i)(xn+1) = xn.
Pour toute théorie cohomologique complexe orientée E∗(−),
E∗(CP∞) ∼= E∗[[xE ]]
où xE ∈ E2(CP∞) tel que xE |CP∞ = xn (cf. [1]). L’élément xE est appelé
l’orientation complexe de E∗(−).
Définition 2.29. — Soit E∗(−) une théorie cohomologique complexe orientée
dont l’anneau de coefficients E∗ est gradué commutatif. Alors, la structure de
H-groupe sur CP∞ induit un morphisme de E∗-algèbres
m∗ : E∗(CP∞) −→ E∗(CP∞ ⊗ CP∞),
où E∗(CP∞) ∼= E∗[[x]] et E∗(CP∞ ⊗ CP∞) ∼= E∗[[x ⊗ 1, 1 ⊗ x]]. La série
formelle F (x ⊗ 1, 1 ⊗ x) := m∗(x) satisfait tous les axiomes de la définition
2.22 (voir [7, 31.1.2]). Elle est appelée la loi de groupe formel commutatif
associée à E∗(−). Puisque l’orientation complexe x est en degré 2 dans E∗[[x]],
F (x⊗ 1, 1⊗ x) est donc en degré 2 dans E∗[[x⊗ 1, 1⊗ x]].
Exemple 2.30. — La n-ième K-théorie de Morava modulo p K(n)∗(−) est
une théorie cohomologique complexe orientée dont l’anneau de coefficients est
K(n)∗ = Fp[νn, ν−1n ], où |νn| = 2 − 2pn. Elle est (2pn − 2)-périodique : la
multiplication par νn et celle par ν
−1
n induisent un isomorphisme d’espaces
vectoriels K(n)k(X) ∼= K(n)k+2p
n−2(X) pour tout X ∈ C W .
Considérons la K-théorie de Morava modulo p K(n)∗(−). Grâce à la
périodicité, nous pouvons considérer l’algèbre Z/(2pn − 2)-graduée K(n)∗(X),
avec K(n)k(X) := K(n)k(X) où k ∈ Z/(2pn − 2) est représentée par k ∈ Z.
On obtient un isomorphisme de Fp-algèbres Z/(2pn − 2)-graduées :
K(n)∗(X) ∼= Fp ⊗K(n)∗ K(n)∗(X),
où la structure de K(n)∗-algèbre de Fp est donnée par le morphisme d’anneaux
ε : K(n)∗ → Fp qui envoie νn sur 1 (ε est “gradué” en considérant Fp comme
un espace vectoriel Z/(2pn− 2)-gradué, trivial en degré différent de 0̄, ε envoie
le degré k vers le degré k̄). Puisque tout module gradué sur K(n)∗ est libre,
K(n)∗(X) peut être récupéré à partir de K(n)∗(X). On convient de confondre
désormais un élément quelconque de K(n)∗(X) avec son image dans K(n)∗(X).
L’étude de K(n)∗(X) est plus commode que celle de K(n)∗(X) puisque l’on
peut éviter l’action de νn et travailler sur le corps Fp (cf. [20]).
La loi de groupe formel Fn associé à K(n)
∗(−) est la loi de Honda de hauteur
n dont la p-série est donnée par [p]Fn(x) = νnx
pn (cf. [19]). En passant au
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produit tensoriel Fp ⊗K(n)∗ −, elle induit la série formelle F̄n(x, y) qui est en
degré 2 dans l’anneau Z/(2pn − 2)-gradué Fp[[x, y]], où |x| = |y| = 2. Elle
satisfait aux axiomes d’une loi de groupe formel commutatif. Sa p-série est
donnée par [p]F̄n(x) = x
pn .
Définition 2.31. — Soit n un entier naturel. Deux séries formelles F et G sur
un anneau commutatif A sont dits congrus modulo degré n si leur différence
F −G est sans terme de degré inférieur à n. On désigne cette relation par
F ≡ G (mod deg n).
Proposition 2.32. — On a
F̄n(x, y) ≡ x+ y + x2
n−1
y2
n−1
(mod deg (2n+1 − 1)),
où F̄n est la loi de groupe formel associée à K(n)
∗(−) pour p = 2.
Démonstration. — Voir [3, Proposition 1.2].
3. Nature du foncteur V 7→ K(n)∗(BV ])
Dans cette section, on reconstruit le foncteur V 7→ K(n)∗(BV ]) à l’aide de
la loi de groupe formel associée à K(n)∗(−).
3.1. Reconstruction du foncteur V 7→ K(n)∗(BV ]). — On rappelle
d’abord la bijection
V
'−→ H1(BV ]) −→ [BV ], BZ/2]
qui envoie u ∈ V sur la classe du fibré en droites réelles, de base BV ], R×V ]EV ]
où la représentation de V ] dans GL1(R) est donnée par
V ]
u−→ Z/2 ∼= {±1}.
Le complexifié u ⊗R C correspond alors à la classe d’équivalence d’homotopie
de la composée
BV ]
u−→ BZ/2 −→ BS1 ∼= CP∞.
Soit xK(n) ∈ K(n)2(CP∞) l’orientation complexe associée à K(n)∗(−). Le
morphisme de K(n)2(CP∞) dans K(n)2(BV ]) induit par u⊗R C envoie xK(n)
sur un élément de K(n)2(BV ]) appelé la classe d’Euler de u ⊗R C que l’on
note e(u⊗R C).
Soit J(V ) l’idéal d’augmentation de l’algèbre de groupe F2[V ]. On considère
l’application linéaire de J(V ) dans K(n)∗(BV ]) qui associe à un générateur
(u) = [u]− [0] ∈ J(V ) l’élément e(u⊗R C) ∈ K(n)2(BV ]). Elle s’étend canoni-
quement en un morphisme d’algèbres
ϑV : S
∗(J(V )) −→ K(n)∗(BV ])
en ce qui concerne les graduations avec un petit abus.
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Soient u, v ∈ V , on désigne également par u, v les fibrés réels associés à
ces éléments. L’élément (u+ v) de J(V ) correspond alors au fibré réel u⊗R v.
Par définition de la loi de groupe formel associée à une théorie cohomologique
complexe orientée, on dispose de la relation suivante dans K(n)∗(BV ]) :
(1) e(u⊗R v ⊗R C) = e((u⊗R C)⊗C (v ⊗R C)) = F̄n(e(u⊗R C), e(v ⊗R C)).
Lemme 3.1. — Dans K(n)∗(BV ]),
1. (e(u⊗R C))2
n
= 0 pour u quelconque dans V ,
2. e(u⊗R v⊗R C) = e(u⊗R C) + e(v⊗R C) + (e(u⊗R C))2
n−1
(e(v⊗R C))2
n−1
pour u, v quelconques dans V .
Démonstration. — Dans la relation (1), on pose u = v et on obtient alors que
0 = (e(u⊗R C))2
n
(1 + · · · ) puisque u⊗R u est trivial. Comme la série formelle
entre parenthèses est inversible (voir [6, Chapter 1, §1, Proposition 1]), il en
résulte que (e(u⊗R C))2
n
= 0 pour u quelconque dans V .
On en déduit que, dans (1), tous les termes (e(u⊗RC))i(e(v⊗RC))j tels que
i+ j ≥ 2n+1− 1 sont nuls puisque soit i, soit j est alors supérieur ou égal à 2n.
D’après la proposition 2.32, on obtient le deuxième point de ce lemme.
Le noyau du morphisme ϑV contient l’idéal Rn(V ) engendré par les éléments
de la forme
(2) (u+ v) + (u) + (v) + (u)2
n−1
(v)2
n−1
pour u, v ∈ V . Il induit alors un morphisme d’algèbres
ϑV : S
∗(J(V ))/Rn(V ) −→ K(n)∗(BV ]).
Définition 3.2. — On désigne par K∗n le foncteur Z/(2n+1−2)-gradué qui
à un F2-espace vectoriel de dimension finie quelconque V associe la F2-algèbre
Z/(2n+1 − 2)-graduée S∗(J(V ))/Rn(V ), où J(V ) est concentré en degré 2.
Remarque 3.3. — Le morphisme ϑV est un morphisme préservant le degré,
de K∗n(V ) dans K(n)∗(BV ]).
Théorème 3.4. — Pour tout F2-espace vectoriel V de dimension finie,
ϑV : K∗n(V ) −→ K(n)∗(BV ])
est un isomorphisme de F2-algèbres Z/(2n+1−2)-graduées. Donc, les foncteurs
Z/(2n+1 − 2)-gradués K∗n et V 7→ K(n)∗(BV ]) sont naturellement équivalents.
Démonstration. — Supposons que l’espace vectoriel V est de dimension d et
soit {e1, . . . , ed} une base de V . La surjectivité de ϑV est une conséquence de
l’isomorphisme
K(n)∗(BV ]) ∼= F2[x1, . . . , xd]/(x2
n
1 , . . . , x
2n
d ),
où xi est la classe d’Euler e(ei ⊗R C) avec 1 ≤ i ≤ d (cf. [20, Theorem 5.7]).
UNE DESCRIPTION FONCTORIELLE DES K-THÉORIES DE MORAVA 13
On va ensuite montrer que la dimension de la source est inférieure ou égale
à la dimension du but. En effet, le F2-espace vectoriel K(n)∗(BV ]) admet une
base de 2nd éléments de la forme xi11 · · ·x
id
d , où 0 ≤ ik ≤ 2n − 1. Dans K∗n(V ),
on dispose les relations :
(u+ v) = (u) + (v) + (u)2
n−1
(v)2
n−1
,(3)
(u)2
n
= 0,(4)
pour u, v ∈ V quelconques. Ainsi, tout élément de S∗(J(V ))/Rn(V ) est un
polynôme aux indéterminées (u) avec u ∈ V où la puissance de (u) dans chaque
monôme est inférieure à 2n. En utilisant la relation (3), on peut décomposer cet
élément en combinaison linéaire de 2nd éléments de la forme (e1)
i1 · · · (ed)id ,
où 0 ≤ ik ≤ 2n − 1. Le théorème est démontré.
Corollaire 3.5. — Le foncteur K∗n est exponentiel, i.e. on a une équivalence
naturelle de F2-algèbres Z/(2n+1−2)-graduées : K∗n(V ⊕W ) ∼= K∗n(V )⊗K∗n(W ).
Pour ce qui est des définitions des foncteurs exponentiels et exponentiels de
Hopf on renvoie à [5], en particulier 1.6 et 1.9.
Démonstration. — Le produit de l’algèbre symétrique S∗ induit un morphisme
naturel K∗n(V ) ⊗ K∗n(W ) → K∗n(V ⊕W ) dont on voit facilement que c’est un
isomorphisme. Le résultat s’ensuit. Par ailleurs, il correspond à l’isomorphisme
de Künneth pour la K-théorie de Morava K(n)∗(−).
Corollaire 3.6. — ∆(K∗n) =
(
K∗n
)⊕(2n−1)
, où ∆ est le foncteur différence.
Démonstration. — Puisque le foncteur K∗n est exponentiel, l’espace K∗n(V ⊕F2)
s’écrit
K∗n(V ⊕ F2) ∼= K∗n(V )⊗K∗n(F2) ∼=
2n−1⊕
i=0
K∗n(V )⊗ (1)i ∼=
2n−1⊕
i=0
K∗n(V ),
où 1 ∈ F2, et K∗n(V )⊗ (1)i := {x⊗ (1)i|x ∈ K∗n(V )}.
Proposition 3.7. — K∗n(V ) a une structure d’algèbre de Hopf où la diagonale
est donnée par la formule δ((u)) = (u)⊗ 1 + 1⊗ (u) + (u)2n−1 ⊗ (u)2n−1 pour
tout u ∈ V . Les éléments (u)2i sont primitifs pour tout i ≥ 1.
Démonstration. — Le produit et le coproduit sont induits par la structure
exponentielle de K∗n. Il suffit d’identifier la diagonale de K(n)∗(BV ]). Soit u
un fibré en droite réelle sur BV ], et µ : BV ]×BV ] → BV ] la loi de ce H-espace.
On a
δ(e(u⊗R C)) := µ∗(e(u⊗R C)) = Fn(e(u⊗R C)⊗ 1, 1⊗ e(u⊗R C)).
Pour le second point, il suffit d’élever la formule ci-dessus à la puissance 2i
et d’utiliser la relation (4). La proposition s’ensuit.
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3.2. Quelques applications. — On va utiliser les relations (3) et (4) de la
démonstration du théorème 3.4 pour déduire des propriétés du foncteur K∗n.
Lemme 3.8. — On a, dans K∗n(V ), la relation (u + v)2
i
= (u)2
i
+ (v)2
i
pour
tous u, v ∈ V et pour tout i ≥ 1.
Démonstration. — Par élévation au carré de la relation (3) et en utilisant la
relation (4), on obtient que (u+ v)2 = (u)2 + (v)2 pour u, v ∈ V . Il en résulte
que (u+ v)2
i
= (u)2
i
+ (v)2
i
pour tout i ≥ 1.
Proposition 3.9. — Par construction de K∗n, on a un morphisme naturel de
J dans K∗n. Si n ≥ 2, ce morphisme se factorise à travers la deuxième puissance
divisée Γ2, i.e. on a la factorisation suivante :
J //
 
K∗n.
Γ2
>>
Démonstration. — Rappelons que J admet une unique filtration convergente
décroissante
J = J1 ⊃ J2 ⊃ · · · ⊃ Jk ⊃ Jk+1 ⊃ · · ·
telle que Jk/Jk+1 ∼= Λk (cf. [13, §6]). Rappelons encore que le sous-F2-espace
vectoriel J3(V ) de J(V ) est engendré par les éléments de la forme
(u) + (v) + (w) + (u+ v) + (v + w) + (w + u) + (u+ v + w)
pour u, v, w quelconques dans V .
En utilisant les relations (3) et le lemme 3.8, on obtient la relation suivante
dans K∗n(V ) :
(u+ v + w) + (u+ v) + (v + w) + (w + u) + (u) + (v) + (w)
= ((u+ v + w) + (u+ v) + (w)) + ((v + w) + (v) + (w)) + ((w + u) + (w) + (u))
= (u+ v)2
n−1
(w)2
n−1
+ (v)2
n−1
(w)2
n−1
+ (w)2
n−1
(u)2
n−1
= ((u)2
n−1
+ (v)2
n−1
)(w)2
n−1
+ (v)2
n−1
(w)2
n−1
+ (w)2
n−1
(u)2
n−1
(car n ≥ 2)
= 0.
On en déduit que le morphisme de J dans K∗n se factorise à travers J/J3.
D’autre part, on a J/J3 ∼= Γ2 (cf. [13]). La proposition est démontrée.
Remarque 3.10. — La démonstration de la proposition 3.9 ne fonctionne pas
si n = 1 puisque la relation (u+ v) = (u) + (v) n’a pas lieu dans K∗1(V ).
Corollaire 3.11. — Le foncteur K∗n est analytique si et seulement si n ≥ 2.
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Démonstration. — Pour le cas n = 1, le foncteur K∗1 est isomorphe au projectif
standard PF2 : V 7→ F2[V ] qui n’est pas analytique.
Si n ≥ 2, par construction de K∗n, on a un épimorphisme de S
∗ ◦ J dans K∗n.
Il se factorise à travers S∗ ◦ Γ2 (Proposition 3.9). Le foncteur K∗n est donc un
quotient du foncteur analytique S∗ ◦ Γ2, il est alors analytique.
On a une autre conséquence du lemme 3.8 :
Proposition 3.12. — L’application de V dans K∗n(V ), qui envoie u ∈ V sur
(u)2 ∈ K4n(V ), est une application linéaire. Elle s’étend canoniquement en un
morphisme d’algèbres de Hopf de S∗2n−1(V ) dans K∗n(V ). Ce morphisme est
injectif et fonctoriel en V .
De plus, en considérant S∗2n−1(V ) comme une F2-algèbre Z/(2n+1 − 2)-
graduée où V est concentré en degré 4, le monomorphisme d’algèbres de
S∗2n−1(V ) dans K∗n(V ) est un monomorphisme préservant le degré.
Démonstration. — Il suit du lemme 3.8 que l’application de V vers K∗n(V )
définie dans l’énoncé est linéaire. Elle s’étend en un morphisme d’algèbres
de S∗(V ) dans K∗n(V ) qui factorise à travers S
∗
2n−1(V ) puisque la relation
((u)2)2
n−1
= (u)2
n
= 0 est vraie dans K∗n(V ). On obtient donc un morphisme
naturel ψ : S∗2n−1 → K∗n qui est bien défini par
ψV (u1 · · ·uk) := (u1)2 · · · (uk)2
où k ∈ N, et ui ∈ V .
Afin de montrer que le morphisme ψ est injectif, on utilise un argument de
dimension. L’argument est laissé au lecteur.
Corollaire 3.13. — En considérant la graduation de S∗2n−1(V ) comme dans
la proposition 3.12, K∗n(V ) est un S
∗
2n−1(V )-module Z/(2n+1 − 2)-gradué libre
de rang 2d, où d est la dimension du F2-espace vectoriel V . Autrement dit, on
a une équivalence naturelle de foncteurs Z/(2n+1 − 2)-gradué :
K∗n(V )⊗S∗
2n−1
(V ) F2 ∼= Λ∗(V ).
Démonstration. — La composée des surjections canoniques S∗(V )→ K∗n(V ) et
K∗n(V ) → K∗n(V ) ⊗S∗
2n−1
(V ) F2 factorise à travers Λ∗(V ) car (u)2 ∈ S∗2n−1(V ).
Donc, pour conclure, il suffit d’utiliser un argument de dimension. En effet, si
on a une base {e1, . . . , ed} de V , une base de K∗n(V ) ⊗S∗
2n−1
(V ) F2 est donnée
par les éléments de la forme
(e)I =
∏
i∈I
(ei),
pour tout sous-ensemble I de {1, . . . , d}.
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4. Structure du foncteur K∗2
Dans cette section, pour analyser la structure du foncteur K∗2, nous
étudierons des sous-objets et des sous-quotients de K∗2. La plupart des
résultats s’étend à K∗n. On préfère cependant rester avec K∗2 pour ne pas
alourdir les notations et en vue de la section 5, propre à K∗2.
Rappelons que K∗2(V ) est une F2-algèbre Z/6-graduée, où le degré de tout
élément de J(V ) est 2, et que dans K∗2(V ), on a les relations suivantes :
• (u+ v) = (u) + (v) + (u)2(v)2,
• (u)4 = 0,
• (u+ v)2 = (u)2 + (v)2,
pour u, v quelconques dans V (voir le lemme 3.8).
4.1. Les sous-foncteurs Kp,q du foncteur K∗2. — On introduit ici des
sous-foncteurs Kp,q puis on va les comparer les uns aux autres.
Soient p, q ∈ N. En utilisant la structure multiplicative deK∗2, les morphismes
naturels Γ2 → K∗2 et Λq → K∗2 (cf. la proposition 3.9), on obtient un morphisme
θp,q : (Sp ◦ Γ2)⊗ Λq −→ K∗2.
Définition 4.1. — L’image du morphisme θp,q détermine un sous-foncteur
du foncteur K2p+4q2 que l’on note Kp,q. C’est le foncteur qui à tout V associe
le sous-espace vectoriel de K∗2(V ) engendré par les éléments de la forme
(u1) · · · (up)(v1)2 · · · (vq)2
pour ui et vj quelconques dans V .
Corollaire 4.2. — Le foncteur Kp,q est polynomial de degré inférieur ou
égal à (2p+ q), pour p, q ∈ N.
Démonstration. — D’après la proposition 3.9, le foncteur Kp,q est le quotient
du foncteur polynomial (Sp ◦ Γ2)⊗ Λq.
Remarque 4.3. — Le foncteur K∗2 est exponentiel de Hopf ([5] 1.9). Cette
structure est compatible avec la famille {Kp,q} en ce sens que le produit et le
coproduit induisent des restrictions :
Kp,q ⊗Ks,t −→ Kp+s,q+t,
et
Kp,q −→
∑
i+2j+i′+2j′≡p+2q (mod 3)
Ki,j ⊗Ki′,j′ .
On introduit maintenant un ordre partiel sur N2 :
Définition 4.4. — Soit  l’ordre partiel sur l’ensemble N2 engendré par les
relations : (p, q) ≺ (s, t) si (s, t) = (p, q) + (2,−1) ou (s, t) = (p, q) + (1,−2).
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Lemme 4.5. — Les assertions suivantes sont équivalentes :
1. (p, q)  (s, t).
2. Il existe m,n ≥ 0 tels que (s, t) = (p, q) +m(2,−1) + n(1,−2).
3. Il existe m,n ≥ 0 tels que (2s+t)−(2p+q) = 3m et (p+2q)−(s+2t) = 3n.
Démonstration. — Elle est laissée au lecteur.
Remarque 4.6. — Si (p, q) et (s, t) sont comparables, i.e. (p, q)  (s, t) ou
(p, q)  (s, t), alors
p+ 2q ≡ s+ 2t (mod 3).
Cette condition est équivalente à la condition 2p+ q ≡ 2s+ t (mod 3).
Puisque 2 est inversible dans Z/3, on note que si p + 2q 6≡ s + 2t (mod 3),
Kp,q et Ks,t sont des sous-objets de facteurs distincts de K∗2.
Théorème 4.7. — Si p+ 2q ≡ s+ 2t (mod 3) et p+ 2q ≥ s+ 2t, alors
1. Si (p, q)  (s, t), Kp,q ∩Ks,t = Kp,q, i.e. Kp,q ⊂ Ks,t.
2. Si (p, q)  (s, t), Kp,q∩Ks,t = Km,n, où m = 4s+2t−p−2q3 , n =
2p+4q−2s−t
3
(on convient que Km,n = 0 si m < 0 ou n < 0).
Remarque 4.8. — On donne une illustration du théorème 4.7 (cf. les figures
2, 3 et 4 plus loin).
Kp,q
2s+t=2m
+n
Kp,q Kp,q Kp,q Kp,q Kp,q Kp,q
Kp,q
Ks,t
Km,n
p+
2q
=m
+2
n
Kp,q Kp,q
Figure 1. Le cas où (p + 2q)− (s + 2t) = 3k ≥ 0 et (p, q)  (s, t).
Afin de démontrer le théorème 4.7, on énonce quelques résultats préliminaires.
Lemme 4.9. — Kp,q ↪→ Ks,t si (p, q)  (s, t).
Démonstration. — On voit facilement que Kp,q ↪→ Kp+2,q−1 pour q ≥ 1. De
plus, on a l’inclusion Kp,q ↪→ Kp+1,q−2 pour q ≥ 2 puisque l’on a la relation
(vi)
2(vj)
2 = (vi) + (vj) + (vi + vj) dans K∗2(V ).
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Lemme 4.10. — Soit V un F2-espace vectoriel de dimension d. On a
dimKp,q(V ) =
∑
(i,j)(p,q)
(
d
i
)(
d
j
)
.
Démonstration. — Elle est laissée au lecteur.
Démonstration de 4.7. — Le cas (p, q)  (s, t) suit du lemme 4.9, il reste à
considérer le cas où (p, q)  (s, t).
On observe d’abord que (m,n) est strictement plus petit que (p, q) et (s, t)
par rapport à l’ordre partiel . On déduit du lemme 4.9 que Km,n est un
sous-foncteur de Kp,q ∩ Ks,t. Il suffit alors de montrer la proposition par des
arguments de dimension.
Soit V un espace vectoriel de dimension finie d quelconque. Fixons une base
{e1, . . . , ed} de V . La base de Kp,q(V ) est alors donnée par
εp,q =
{
(ek1) · · · (eki)(el1)2 · · · (elj )2
∣∣ k1 < . . . < ki, l1 < . . . < lj , (i, j)  (p, q)} ,
et celle de Ks,t(V ) est donnée par
εs,t =
{
(ek1) · · · (eki)(el1)2 · · · (elj )2
∣∣ k1 < . . . < ki, l1 < . . . < lj , (i, j)  (s, t)} .
On considère l’espace vectoriel Kp,q(V )+Ks,t(V ). Il est engendré par le système
ε := εp,q ∪ εs,t. Le système ε est libre grâce à l’isomorphisme
K∗2(V ) ∼= K(2)∗(BV ]) ∼= F2[x1, . . . , xd]/(x41, . . . , x4d),
où xi est la classe d’Euler e(ei ⊗R C). Ainsi, on obtient que
dim(Kp,q(V ) +Ks,t(V )) = |εp,q ∪ εs,t|
= |εp,q|+ |εs,t| − |εp,q ∩ εs,t|.
= dim(Kp,q(V )) + dim(Ks,t(V ))− |εp,q ∩ εs,t|.
Il en résulte que la dimension de Kp,q(V ) ∩ Ks,t(V ) est égale au cardinal de
l’ensemble εp,q ∩ εs,t dont les éléments sont de la forme
(ek1) · · · (eki)(el1)2 · · · (elj )2,
où k1 < . . . < ki, l1 < . . . < lj , (i, j)  (p, q) et (i, j)  (s, t). En utilisant
la troisième assertion du lemme 4.5, on obtient l’équivalence suivante où les
conditions de congruences sont satisfaites :{
(i, j)  (p, q)
(i, j)  (s, t) ⇔ (i, j)  (m,n).
Ceci implique que εp,q ∩ εs,t est une base de Km,n(V ). La proposition est
démontrée.
On a les corollaires suivants dont les démonstrations sont laissées au lecteur.
Corollaire 4.11. — Kp,q ∩Kp+1,q+1 = Kp−1,q+2.
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Corollaire 4.12. — Kp,q ↪→ Ks,t si et seulement si (p, q)  (s, t).
Corollaire 4.13. — K∗2 est la limite inductive du système {Kp,q}.
Remarque 4.14. — Si Kp,q est un sous-foncteur de K2k2 , le foncteur Ks,t est
également un sous-foncteur de K2k2 pour tout (s, t)  (p, q).
On a les diagrammes suivants, où les lCk (resp. lDk) sont les “lignes” qui
déterminent la filtration croissante
{
C∗k
}
k
(resp. la filtration décroissante{
D∗k
}
k
) du foncteur K2, définies dans les sections suivantes.
lD1 lD4 lD7 K7,099
+ 
ee
S3
lD10
K4,099
+ 
ee
S3
K5,199
+ 
ee
S3
Kp,q99
+ 
K1,0 ee
S3
K2,199
+ 
ee
S3
K3,299
+ 
ee
S3
K4,399
+ 
ee
S3
lD13
K0,2 K1,3 ee
S3
K2,499
+ 
ee
S3
Kp,q99
+ 
K0,5 K1,6 ee
S3
lC8
lC2 lC5 Kp,q
Figure 2. Sous-foncteurs du foncteur K22 : V 7→ K(2)2(BV ]),
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lD2 lD5 lD8 Kp,q99
+ 
K5,099
+ 
ee
S3
K6,199
+ 
ee
S3
lD11
K2,099
+ 
ee
S3
K3,199
+ 
ee
S3
K4,299
+ 
ee
S3
Kp,q99
+ 
K0,1 K1,2 ee
S3
K2,399
+ 
ee
S3
K3,499
+ 
ee
S3
lC10
K0,4 K1,5 ee
S3
Kp,q99
+ 
lC1 lC4 K0,7 lC7
Figure 3. Sous-foncteurs du foncteur K42 : V 7→ K(2)4(BV ]),
lD3 lD6 lD9 Kp,q99
+ 
K6,099
+ 
ee
S3
K7,199
+ 
ee
S3
lD12
K3,099
+ 
ee
S3
K4,199
+ 
ee
S3
K5,299
+ 
ee
S3
Kp,q99
+ 
K1,1 ee
S3
K2,299
+ 
ee
S3
K3,399
+ 
ee
S3
K4,499
+ 
ee
S3
lC12
K0,3 K1,4 ee
S3
K2,599
+ 
ee
S3
Kp,q99
+ 
K0,6 K1,7 ee
S3
lC9
lC3 lC6 Kp,q
et
K0,0 = F2
Figure 4. Sous-foncteurs du foncteur K02 : V 7→ K(2)0(BV ]).
4.2. La filtration décroissante du foncteur K∗2. — Dans cette section,
on construit une filtration décroissante du foncteur K∗2 afin de montrer qu’il
admet pour sous-quotients les foncteurs puissances symétriques tronquées Sn4 .
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Définition 4.15. — Pour tout entier naturel k, on définit un sous-foncteur
Z/6-gradué de K∗2, noté D∗k, par
D2ik =
∑
p+2q≥k, 2p+4q≡2i (mod 6)
Kp,q
pour i = 0, 1, 2. On obtient alors la filtration décroissante du foncteur K∗2 :
K∗2 = D∗0 ⊃ · · · ⊃ D∗k ⊃ · · · .
Remarque 4.16. — À cause du théorème 4.7, la définition se simplifie en
D2ik =
∑
p≥k,2p≡2i (mod 6)
Kp,0.
Exemple 4.17. — On a
• D03 = K3,0 +K6,0 +K9,0 + · · · ,
• D23 = K4,0 +K7,0 +K10,0 + · · · ,
• D43 = K5,0 +K8,0 +K11,0 + · · · .
Proposition 4.18. — Le quotient D∗n/D∗n+1 est trivial en degré 2i tels que
2i 6≡ 2n (mod 6) et D2nn /D2nn+1 ∼= Kn,0/Kn−1,2.
Démonstration. — Si 2i 6≡ 2n (mod 6), alors D2nn = D2nn+1 car dans ce cas le
plus petit p tel que p ≥ n et p ≡ i (mod 3) est tel que p ≥ n + 1. Sinon,
on vérifie que D2nn = Kn,0 + Kn+3,0 + · · · , D2nn+1 = Kn+3,0 + Kn+6,0 + · · · et
Kn,0 ∩Kn+3,0 ∼= Kn−1,2 (voir 4.7). Le résultat suit.
On va maintenant identifier le foncteur Kn,0/Kn−1,2. D’après la définition
4.1, on a l’épimorphisme
θn,0 : Tn ◦ J −→ Kn,0.
Considérons le foncteur J2 de la filtration décroissante du foncteur J , i.e. J2(V )
est le sous-F2-espace vectoriel de J(V ) qui est engendré par les éléments de la
forme (u+ v) + (u) + (v) pour u, v quelconques dans V . On considère encore le
morphisme composé de θn,0V par la projection Kn,0(V )→ Kn,0(V )/Kn−1,2(V ).
L’image de (J(V ))⊗(n−1)⊗J2(V ) par ce morphisme est nulle puisqueKn−1,2(V )
est engendré par les éléments de la forme
(u1) · · · (un−1)((un + u′n) + (un) + (u′n)).
En remarquant que J/J2 = J1/J2 ∼= Λ1 ∼= Id, le morphisme composé ci-dessus
induit alors un épimorphisme de (Tn−1 ◦J)⊗ Id dans Kn,0. Par récurrence, on
obtient l’épimorphisme
Tn −→ Kn,0/Kn−1,2.
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Il se factorise ensuite à travers Sn grâce à la commutativité du produit de
K∗2(V ). Rappelons que S
n
4 le foncteur puissance symétrique tronquée qui est
défini par le conoyau de la composée
Sn−4 ⊗ S1
1⊗φ // Sn−4 ⊗ S4
produit // Sn
où φ : S1 → S4 est le morphisme de Frobenius. Comme (v)4 = 0 dans K∗2(V ),
l’épimorphisme de Sn dans Kn,0/Kn−1,2 se factorise alors à travers S
n
4 .
Théorème 4.19. — L’épimorphisme naturel
Sn4 −→ Kn,0/Kn−1,2
est un isomorphisme.
Démonstration. — On montre le théorème par un argument de dimension.
Supposons que V est un espace vectoriel de dimension d. Grâce à la proposition
4.10, on peut calculer
dim (Kn,0(V )/Kn−1,2(V )) =
∑
i+2j=n
(
d
i
)(
d
j
)
.
Ce résultat est exactement la dimension de l’espace vectoriel Sn4 (V ). Le
théorème s’ensuit.
4.3. La bi-filtration du foncteur K∗2. — Dans cette section, on montrera
que le foncteur K∗2 admet une bi-filtration dont le gradué est
⊕
i,j∈N Λ
i ⊗ Λj .
Elle induit une bi-filtration de Kp,q dont le gradué est
⊕
(i,j)(p,q) Λ
i ⊗ Λj .
Définition 4.20. — Pour tout entier naturel k, on définit un sous-foncteur
Z/6-gradué de K∗2, noté C∗k , par
C2ik =
∑
2p+q≤k, 2p+4q≡2i (mod 6)
Kp,q
pour i = 0, 1, 2. On obtient alors la filtration croissante du foncteur
C∗0 ⊂ . . . ⊂ C∗k ⊂ . . . ⊂ K∗2.
On en déduit la bi-filtration {F∗s,t}s,t≥0 de K∗2 où F∗s,t := C∗s ∩ D∗t . Cette
bi-filtration satisfait que F∗s,t ⊂ F∗s′,t′ si s ≤ s′ et t ≥ t′. Le gradué associé à
cette bi-filtration est défini par
grK∗2 :=
⊕
s,t
grs,tK∗2, grs,tK∗2 :=
F∗s,t
F∗s−1,t + F∗s,t+1
.
Convention 4.21. — On convient dans les résultats suivants que si s < 0 ou
t < 0, alors Ks,t = 0, C∗s = 0, D∗t = 0 et F∗s,t = 0.
Proposition 4.22. — On a
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1. C03r ∼= C03r+1 ∼= C03r+2, C23r−1 ∼= C23r ∼= C23r+1, C43r−2 ∼= C43r−1 ∼= C43r.
2. D03r−2 ∼= D03r−1 ∼= D03r, D23r−1 ∼= D23r ∼= D23r+1, D43r ∼= D43r+1 ∼= D43r+2.
3. Kp,q ∼= F2p+4q2p+q,p+2q.
Démonstration. — C’est une conséquence du théorème 4.7.
Exemple 4.23. — On a
• F07,5 = C07 ∩ D05 = C06 ∩ D06 = K2,2,
• F27,5 = C27 ∩ D25 = C25 ∩ D27 = K1,3,
• F47,5 = C47 ∩ D45 = C07 ∩ D05 = K3,1.
Proposition 4.24. — Soient p, q deux entiers naturels quelconques. Si (p+q)
n’est pas divisible par 3, alors grp,qK∗2 est nul. Dans le cas contraire, (p, q) est
d’une des trois formes (3s, 3t), (3s+ 2, 3t+ 1) ou (3s+ 1, 3t+ 2).
1. gr3s,3tK∗2 est concentré en degré 6t :
gr3s,3tK6t2 ∼=
K2s−t,2t−s
K2s−t−2,2t−s+1 +K2s−t−1,2t−s+2
.
2. gr3s+1,3t+2K∗2 est concentré en degré 6t+ 4 :
gr3s+1,3t+2K6t+42 ∼=
K2s−t,2t−s+1
K2s−t−2,2t−s+2 +K2s−t−1,2t−s+3
.
3. gr3s+2,3t+1K∗2 est concentré en degré 6t+ 2 :
gr3s+2,3t+1K6t+22 ∼=
K2s−t+1,2t−s
K2s−t−1,2t−s+1 +K2s−t,2t−s+2
.
Démonstration. — La vérification est faite par calculs directs.
Exemple 4.25. — On a
gr4,7K∗2 =
F∗4,7
F∗3,7 + F∗4,8
=
C∗4 ∩ D∗7
C∗3 ∩ D∗7 + C∗4 ∩ D∗8
= 0.
Exemple 4.26. — gr7,5K02 et gr7,5K22 sont nuls tandis que
gr7,5K42 ∼=
K3,1
K1,2 +K2,3
.
à la suite de la proposition 4.24, pour comprendre le gradué associé à la
bi-filtration {F∗s,t}s,t≥1 de K∗2, il reste à décrire les quotients
Kp,q
Kp−2,q+1 +Kp−1,q+2
.
On considère maintenant l’épimorphisme
θp,q : (Tp ◦ J)⊗ Λq −→ Kp,q,
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et on le compose avec la projection de Kp,q vers Kp,q/(Kp−2,q+1+Kp−1,q+2). De
manière analogue à la section précédente (voir à la page 21), on peut montrer
que l’épimorphisme composé ci-dessus se factorise à travers (Tp−1◦J)⊗Id⊗Λq.
Par récurrence, on obtient un épimorphisme
Tp ⊗ Λq −→ Kp,q
Kp−2,q+1 +Kp−1,q+2
.
Ce morphisme se factorise à travers Sp⊗Λq grâce à la commutativité du produit
de K∗2(V ) pour V un espace vectoriel de dimension finie quelconque. De plus,
on observe que tous les éléments de la forme (u1) · · · (up)(v1)2 · · · (vq)2, où il
existe 1 ≤ i < j ≤ p tels que ui = uj , sont dans Kp−2,q+1(V ). L’épimorphisme
de Sp⊗Λq vers Kp,q/(Kp−2,q+1 +Kp−1,q+2) se factorise ainsi à travers Λp⊗Λq
puisque Λp = Sp
/
(x2 = 0) .
Théorème 4.27. — Le morphisme θp,q induit une équivalence naturelle
Θp,q : Λp ⊗ Λq −→ Kp,q
Kp−2,q+1 +Kp−1,q+2
Démonstration. — Pour V un espace vectoriel de dimension finie quelconque,
le morphisme Θp,qV est un épimorphisme d’après la construction ci-dessus. On
va ensuite montrer que la dimension du but est égale à celle de la source.
Si V est un espace vectoriel de dimension d < max{p, q}, Λp(V )⊗Λq(V ) = 0,
on n’a rien à faire. Supposons que d ≥ p et d ≥ q. A la suite du corollaire 4.11,
on a
dim(Kp−2,q+1(V ) +Kp−1,q+2(V ))
= dimKp−2,q+1(V ) + dimKp−1,q+2(V )− dimKp−3,q+3(V ).
On en déduit que
dim
Kp,q(V )
Kp−2,q+1(V ) +Kp−1,q+2(V )
= dimKp,q(V )− dimKp−2,q+1(V )− dimKp−1,q+2(V ) + dimKp−3,q+3(V ).
On déduit de la proposition 4.10 que Kp,q(V )/(Kp−2,q+1(V ) + Kp−1,q+2(V ))
est de dimension
(
d
p
)(
d
q
)
qui est exactement la dimension de Λp(V )⊗Λq(V ). Le
théorème est démontré.
Voici une conséquence directe du théorème 4.27.
Corollaire 4.28. — Soit k ∈ N, et soit n = 2k ou n = 2k + 1. En posant
Fi = Kn−2k+2i−2,k−i+1/Kn−2k+2i−3,k−i+3, on obtient la filtration polynomiale
du foncteur Sn4 :
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fk+1 = Sn4 .
Les quotients successifs sont Fi/Fi−1 ∼= Λn−2(k−i+1) ⊗ Λk−i+1.
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4.4. Socle, cosocle et indécomposabilité de K∗2. — On étudie main-
tenant le socle et le cosocle du foncteur et on démontre en corollaire son
indécomposabilté (sauf pour K02 qui est somme directe de F2 et d’un facteur
indécomposable). On rappelle d’abord la définition du socle et du cosocle d’un
foncteur F : le socle est le plus grand sous-foncteur de F qui est somme directe
de foncteurs simples, le cosocle est l’objet dual, le plus grand foncteur quotient,
qui est somme directe de foncteurs simples. Ils sont tous les deux bien définis.
On a le résultat suivant :
Théorème 4.29. — Le cosocle de K2k2 est la somme directe
⊕
i≡k (mod 3) Λ
i.
Le socle de K2k2 est la somme directe
⊕
i≡−k (mod 3) Λ
i.
La démonstration résulte du lemme :
Lemme 4.30. — Le cosocle de Sk, et donc de Sk4 , est Λ
k. Dualement, le socle
de Γk = (Sk)\, et donc de (Sk4)
\ est Λk.
Ce résultat est bien connu de divers auteurs : Kuhn, Powell, Schwartz, Dja-
ment,. . . On peut le trouver dans l’article de Piriou-Schwartz [16]. Ce résultat
s’étend à Sk2n ce qui permet d’étendre le résultat précédent aux autres K-
théories de Morava. La démonstration par exemple pour Γk repose sur l’obser-
vation plus générale que le socle du foncteur V 7→ V ⊗k est somme directe de
foncteurs simples de degré k.
Démonstration du théorème 4.29. — Le théorème est un corollaire immédiat
du lemme, des filtrations décrites ci dessus, de l’exactitude à gauche du socle,
à droite du cosocle et de 3.12 et 3.13.
Remarque 4.31. — Le théorème 4.29 est cohérent avec l’auto-dualité décrite
dans la section suivante (voir proposition 5.28).
Corollaire 4.32. — Le foncteur K2k2 est indécomposable si k 6≡ 0 (mod 3),
il est somme directe d’un foncteur constant et d’un foncteur indécomposable si
k ≡ 0 (mod 3).
Remarque 4.33. — Ce résultat s’étend probablement à n > 2, mais on se
restreindra au cas n = 2.
Démonstration. — On se place dans le premier cas, le second nécessite un
ajustement mineur. On écrit une décomposition de K2k2 comme somme directe
de deux foncteurs non triviaux F et G. On raisonne par exemple avec les socles,
on peut alors trouver un p pour lequel Λp ⊂ F et Λp+3 ⊂ G, p ≡ −k (mod 3).
Soit alors le sous-foncteur K2,p−1 de K2k2 , son socle est la somme directe
Λp⊕Λp+3. Le quotient K2,p−1/(K0,p+K1,p+1) ∼= Λ2⊗Λp−1 contient un facteur
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Λp+1 engendré par les tenseurs∑
i<j
(vi)(vj)(v1)
2 · · · (vi−1)2(vi+1)2 · · · (vj−1)2(vj+1)2 · · · (vp+1)2.
On vérifie ce point en notant que si on identifie deux termes vk dans la somme
ci-dessus elle s’annule dans le quotient K2,p−1/(K0,p +K1,p+1).
Cependant le sous-foncteur S de K2,p−1 engendré par ces éléments contient
les générateurs du socle de K2,p−1, soit Λ
p⊕Λp+3 alors qu’il a par construction
Λp+1 comme cosocle.
On conclut alors qu’il y a contradiction comme suit : S/(S∩(K0,p+K1,p+1))
se plonge dans le quotient
K2k2∑
iKi,p+i
∼=
F
F ∩ (
∑
iKi,p+i)
⊕ G
G ∩ (
∑
iKi,p+i)
.
Pour des raisons de degré, ce quotient ne contient qu’un seul facteur Λp+1
puisque les sous-foncteurs simples de Λi ⊗ Λj sont de degré i + j (cf. [16]
ou [22]). Donc le morphisme obtenu par composition avec la projection de
S/(S ∩ (K0,p + K1,p+1)) vers un des deux facteurs de la somme directe ci-
dessus doit être trivial. Il en est de même du morphisme de source S, donc
S se plonge dans F ou G en contradiction avec l’hypothèse que Λp 6⊂ G et
Λp+3 6⊂ F .
5. Auto-dualité du foncteur K∗2
Dans cette section, on va montrer que le foncteur K∗2 est auto-dual. Tout
d’abord, on introduit la définition de foncteur auto-dual. Antoine Touzé a donné
une autre démonstration de ce résultat (communication personnelle).
5.1. Foncteur auto-dual. — Soit F un objet quelconque de la catégorie F ,
i.e. un foncteur de la catégorie V des F2-espaces vectoriels de dimension finie
vers la catégorie Vect des F2-espaces vectoriels. Le foncteur dual F \ de F est
défini par F \(V ) = F (V ])]. On rappelle la définition de foncteur auto-dual (on
renvoie à [4] pour plus de détails).
Définition 5.1. — Le foncteur F est dit auto-dual s’il existe une équivalence
naturelle γF : F
'−→ F \ qui vérifie γ\F ◦ ηF = γF , où la transformation naturelle
γ\F : (F
\)\ → F \ est induite par γF , et ηF est la transformation canonique de
F dans son bidual.
Proposition 5.2. — Le foncteur F est auto-dual si et seulement s’il existe
pour tout V une forme bilinéaire non dégénérée 〈−,−〉V : F (V )×F (V ])→ F2
qui vérifie que :
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(A1) Soient V,W ∈ V et soit ϕ ∈ Hom(V,W ). Alors, pour tout x ∈ F (V ) et
tout α ∈ F (W ]), on a〈
x, F (ϕ])(α)
〉
V
= 〈F (ϕ)(x), α〉W ,
où le morphisme ϕ] ∈ Hom(W ], V ]) est le dual de ϕ.
(A2) Pour tout x ∈ F (V ) et tout α ∈ F (V ]), on a 〈x, α〉V = 〈α, x〉V ] .
Démonstration. — On définit 〈x, α〉V := (γF )V (x)(α). La première condition
provient de la naturalité de γF dans la définition 5.1. La deuxième condition
provient de l’identité γ\F ◦ ηF = γF .
Exemple 5.3. — Les foncteurs Λn sont des exemples de foncteurs auto-duaux.
Ici, la forme bilinéaire non dégénérée 〈−,−〉V : Λn(V )×Λn(V ])→ F2 est définie
par
〈u1 ∧ . . . ∧ un, µ1 ∧ . . . ∧ µn〉 =
∑
σ∈Sn
n∏
i=1
µi
(
uσ(i)
)
pour u1, . . . , un quelconques dans V et µ1, . . . , µn quelconques dans V
].
Dans notre contexte, le foncteur K∗2 est Z/6-gradué (les composantes de
degré impaire sont nulles), on va donc appliquer la proposition précédente au
foncteur (ordinaire) K2 = K02⊕K22⊕K42 et on va construire une forme bilinéaire
〈−,−〉V : K2(V )×K2(V
])→ F2,
puis on montrera que cette forme est bien définie et non dégénérée. De plus,
elle vérifiera les conditions (A1) et (A2). Plus précisement,
Théorème 5.4. — Le foncteur K2 est auto-dual. De plus,
1. (K22)\ ∼= K42 et (K42)\ ∼= K22,
2. (K02)\ ∼= K02.
Remarque 5.5. — Le foncteur K1 n’est pas auto-dual puisque K1 n’est pas
analytique (voir le corollaire 3.11) mais son dual IF2 l’est. De plus, il n’est pas
difficile de voir que le foncteur Kn n’est pas auto-dual pour n > 2, cela vient
du fait que S∗2n−1 ne l’est pas.
5.2. La forme bilinéaire 〈−,−〉 : K2(V )×K2(V ])→ F2. — Dans cette
section, on construit une forme bilinéaire 〈−,−〉V : K2(V )×K2(V ])→ F2 pour
V un espace vectoriel quelconque de dimension finie ; on la notera 〈−,−〉. Dans
les étapes ci-dessous, on convient que u, v, ui, vi sont des éléments de l’espace
V et µ, ξ, µi, ξi sont des éléments de l’espace V
].
On considère l’ensemble de n entiers strictement positifs X = {x1, . . . , xn}.
Grâce à la commutativité du produit de K2(V ), on peut noter (u)X le produit
(ux1) · · · (uxn). De même, (µ)X désigne le produit (µx1) · · · (µxn). On convient
que si X est vide, (u)X et (µ)X valent 1.
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Proposition 5.6. — Il existe une unique forme bilinéaire symétrique(1)
〈−,−〉 : K2(V )×K2(V ])→ F2
telle que :
1. (Conditions initiales) : Pour u ∈ V et µ ∈ V ],
〈1, 1〉 = 1,
〈(u), 1〉 = 〈1, (µ)〉 = 0,
〈(u), (µ)〉 = 0,〈
(u), (µ)2
〉
=
〈
(u)2, (µ)
〉
= µ(u).
2. (Compatibilité avec le produit et le coproduit de K2) : Pour tous
x, y ∈ K2(V ) et α, β ∈ K2(V ]),
〈xy, α〉 =
∑
i
〈x, α′i〉〈y, α′′i 〉, où δ(α) =
∑
i
α′i ⊗ α′′i ,
et
〈x, αβ〉 =
∑
i
〈x′i, α〉〈x′′i , β〉, où δ(x) =
∑
i
x′i ⊗ x′′i .
Ici δ : K2 → K2 ⊗K2 est le coproduit naturel (voir la proposition 3.7).
Remarque 5.7. — Si nous savons à priori que la condition (A2) est satisfaite,
les deux conditions de compatibilité sont équivalentes. La vérification est laissée
au lecteur.
Afin de construire la forme bilinéaire 〈−,−〉, tout d’abord, on va tirer des
conséquences des propriétés imposées dans la proposition 5.6, puis on vérifiera
l’existence de la forme.
Lemme 5.8. — On a 〈(u), (µ1)(µ2)〉 = µ1(u)µ2(u). De plus, si α est un
monôme en les (µi) : α = (µ1) · · · (µn), et si 〈(u), α〉 est non-nul, alors n = 2.
On a également le résultat symétrique : 〈(u1)(u2), (µ)〉 = µ(u1)µ(u2). De
plus, si x est un monôme en les (ui) : x = (u1) · · · (un), et si 〈x, (µ)〉 est
non-nul, alors n = 2.
Démonstration. — Elle est laissée au lecteur.
Notation 5.9. — On désigne par 〈x⊗ y, δ(α)〉 la somme
∑
i〈x, α′i〉〈y, α′′i 〉, où
δ(α) =
∑
i α
′
i ⊗ α′′i . Plus généralement, si n ≥ 2, on désigne par
〈x1 ⊗ · · · ⊗ xn, δ(n−1)α〉
la somme évidente où δ(n−1) : K2(V )→ (K2(V ))⊗n est la diagonale itérée (n−1)
fois. On a la notation similaire pour le cas symétrique : 〈δ(n−1)(x), α1⊗· · ·⊗αn〉.
(1)au sens de la condition (A2).
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Lemme 5.10. — Les valeurs de la forme bilinéaire 〈−,−〉 (si elle existe) sont
déterminées complètement par les conditions initiales (cf. la proposition 5.6),
et par récurrence sur a :
〈(u1) · · · (ua), α〉 = 〈(u1) · · · (ua−1)⊗ (ua), δ(α)〉,
où α est un monôme quelconque en les (µi) : α = (µ1) · · · (µb).
Démonstration. — Les valeurs du cas a = 1 sont donnés par le lemme 5.8.
Lemme 5.11. — Les valeurs de la forme bilinéaire déterminées au lemme 5.10
satisfont à la condition de compatibilité de la proposition 5.6. En particulier,
on a :
〈(u1) · · · (ua), α〉 = 〈(u1)⊗ · · · ⊗ (ua), δ(a−1)(α)〉.
Démonstration. — Elle est laissée au lecteur.
On donne maintenant une expression pour l’application δ itérée. Grâce à la
proposition 3.7, on obtient la formule suivante, pour tout u ∈ V :
(5) δ(s−1)((u)) =
s∑
i=1
1⊗ · · · 1⊗ (u)
i
⊗ 1⊗ · · · ⊗ 1
+
∑
α,β∈{1,...,s}
α<β
1⊗ · · · 1⊗ (u)2
α
⊗ 1⊗ · · · ⊗ 1⊗ (u)2
β
⊗ 1⊗ · · · ⊗ · · · ⊗ 1,
où i est la position de (u), et α, β sont les positions de (u)2. On l’appellera la
forme canonique de δ(s−1)((u)).
La forme canonique de δ(s−1)((u1) · · · (ua)) est obtenue en développant le
produit des formes canoniques de δ(s−1)((u1)), . . . , δ
(s−1)((u1)) sans utiliser les
relations (u+ v) + (u) + (v) = (u)2(v)2 dans K2(V ).
On va maintenant vérifier que la forme est bien définie, c’est-à-dire que
ses valeurs sont compatibles avec les relations (u + v) + (u) + (v) = (u)2(v)2
dans K2(V ). On terminera par calculer les valeurs de la forme bilinéaire 〈−,−〉
en utilisant le lemme 5.11 et les formes canoniques de δ : on commence par
établir des conditions d’annulation ; puis en procédant par étape, on donnera
les valeurs.
5.3. L’existence de la forme bilinéaire 〈−,−〉. — Il suffit en fait de
montrer le lemme suivant :
Lemme 5.12. — Pour u, v ∈ V , µ, ξ ∈ V ], x ∈ K2(V ) et α ∈ K2(V ]), on a :
〈x((u) + (v) + (u+ v)), α〉 = 〈x(u)2(v)2, α〉,
et
〈x, α((µ) + (ξ) + (µ+ ξ))〉 = 〈x, α(µ)2(ξ)2〉.
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Démonstration. — Ecrivons
〈x((u) + (v) + (u+ v)), α〉+ 〈x(u)2(v)2, α〉 =
〈x⊗ ((u) + (v) + (u+ v)), δ(α)〉+ 〈x⊗ ((u)2(v)2), δ(α)〉.
Supposons que α = (µ1) · · · (µn). Alors δ(α) s’écrit sous la forme
∑
I µ
′
I ⊗ µ′′I .
Les seuls termes qui peuvent contribuer non trivialement à l’évaluation sur le
nombre de gauche sont ceux pour lesquels µ′′I est égal à (µi)
2 pour certain i,
ou (µk)(µl) avec k 6= l.
Considérons la quantité (u)+(v)+(u+v). Elle s’évalue trivialement sur (µi)
2
puisque µi est une application linéaire et on est en caractéristique 2. Donc, il
faut seulement considérer l’évaluation sur les termes (µk)(µl) avec k 6= l. Ce
qui donne tout calcul fait la valeur µk(u)µl(v) + µl(v)µk(u).
Considérons la quantité (u)2(v)2. Elle s’évalue trivialement sur (µi)
2 puisque
〈(u)2(v)2, (µi)2〉 = µi(u)µi(v) + µi(v)µi(u) = 0.
Son évaluation sur les (µk)(µl) avec k 6= l est égale à µk(u)µl(v) + µl(v)µk(u).
Les termes qui apparaissent en facteurs de ces quantités sont égaux : ce sont
〈x, µ′I〉. Donc, les deux contributions s’annulent et le lemme est démontré.
5.4. Calcul des valeurs et exemples. — On rappelle d’abord les partitions
ordonnées.
Notation 5.13. — Soient n1, . . . , nk ∈ N. Posons n1 + · · · + nk = n. Soit X
un ensemble de n entiers naturels deux à deux distincts {x1, . . . , xn}.
– On désigne par [n1, . . . , nk]
X l’ensemble de tous les rangements des
éléments de l’ensemble X dans k tiroirs tels que le i-ième tiroir contienne
ni élément(s) pour 1 ≤ i ≤ k. Si X = {1, . . . , n}, on note [n1, . . . , nk] au
lieu de [n1, . . . , nk]
X .
– Soit P un élément de [n1, . . . , nk]X , on note Pi, avec 1 ≤ i ≤ k, l’ensemble
de tous les nombres dans le i-ième tiroir du rangement P. Remarquons
que Pi est de cardinal ni pour tout i et l’ensemble [n1, . . . , nk]X est de
cardinal
(
n
n1
)(
n−n1
n2
)
· · ·
(
n−n1−···−nk−1
nk
)
.
On établit une condition d’annulation :
Lemme 5.14 (Première condition d’annulation). — Si 〈(u1) · · · (ua), (µ1) · · · (µb)〉
est non nul, il existe des entiers naturels m,n tels que a = 2m+n et b = m+2n.
Remarque 5.15. — L’existence de m,n ∈ Z tels que a = 2m+n et b = m+2n
est équivalente à la divisibilité par 3 de a + b. En effet, si a + b = 3d, alors
m = a − d, n = b − d ; réciproquement, si a = 2m + n, b = m + 2n, alors
a+ b = 3(m+ n).
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Démonstration. — On démontre par récurrence en a. Le cas a = 1 provient
du lemme 5.8. Supposons que le lemme est vrai pour a − 1. En écrivant
δ((µ1) · · · (µb)) =
∑
i α
′
i ⊗ α′′i , on a
〈(u1) · · · (ua), (µ1) · · · (µb)〉 =
∑
i
〈(u1) · · · (ua−1), α′i〉〈(ua), α′′i 〉.
Si ce scalaire est non-nul, 〈(u1) · · · (ua−1), α′i〉 et 〈(ua), α′′i 〉 sont non nuls pour
un certain i. Il en résulte que α′′i est de la forme (µk)
2 pour certain k, ou de la
forme (µk)(µl) avec k 6= l. Dans premier cas, α′i = (µk)2
∏
j 6=k(µj) de longueur
b+1. Dans le second cas, α′i =
∏
j 6=k,l(µj) et de longueur b−2. On peut appliquer
l’hypothèse de récurrence : (a − 1) + (b − 2) ≡ (a − 1) + (b + 1) ≡ 0 (mod 3).
Cela signifie qu’il existe m,n ∈ Z tels que a = 2m+ n et b = m+ 2n.
Pour conclure le résultat, il suffit de montrer que (2a − b) et (2b − a) sont
positifs ou nuls. En écrivant
〈(u1) · · · (ua), (µ1) · · · (µb)〉 = 〈(u1)⊗ · · · ⊗ (ua), δ(a−1)((µ1) · · · (µb))〉,
on observe que δ(a−1)((µ1) · · · (µb)) est un tenseur à a termes, où il y a au plus
2b termes différents de 1. Pour que ce scalaire soit non-nul, il faut que 2b ≥ a.
De la même manière, on écrit
〈(u1) · · · (ua), (µ1) · · · (µb)〉 = 〈δ(b−1)((u1) · · · (ua)), (µ1)⊗ · · · ⊗ (µb)〉
pour obtenir que 2a ≥ b. Le lemme est démontré.
On calcule maintenant les valeurs éventuellement non nulles.
Lemme 5.16. — Pour n un entier strictement positif quelconque, on a
(6)
〈
(u1) · · · (un), (µ1)2 · · · (µn)2
〉
=
∑
σ∈Sn
n∏
i=1
µi
(
uσ(i)
)
, et
(7)
〈
(u1)
2 · · · (un)2, (µ1) · · · (µn)
〉
=
∑
σ∈Sn
n∏
i=1
µi
(
uσ(i)
)
.
Démonstration. — La démonstration est faite par calculs directs : elle découle
du fait que tous les (ui)
2 et (µj)
2 sont primitifs.
Lemme 5.17. — On a :
〈(u1) · · · (u2n), (µ1) · · · (µn)〉 =
∑
P∈[2,...,2︸︷︷︸
n fois
]
n∏
i=1
〈(u)Pi , (µi)〉 , et(8)
〈(u1) · · · (un), (µ1) · · · (µ2n)〉 =
∑
P∈[2,...,2︸︷︷︸
n fois
]
n∏
i=1
〈(ui), (µ)Pi〉 .(9)
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Démonstration. — En utilisant 5.9, on a :
〈(u1) · · · (u2n), (µ1) · · · (µn)〉 =
〈
(u1)⊗ · · · ⊗ (u2n), δ(2n−1)((µ1) · · · (µn))
〉
où δ(2n−1) est la diagonale itérée (2n− 1) fois.
Pour qu’un terme ε1 ⊗ · · · ⊗ ε2n apparaissant dans δ(2n−1)((µ1) · · · (µn))
s’évalue non trivialement sur (u1) ⊗ · · · ⊗ (u2n), il faut que chaque εi soit de
la forme (µj)
2 pour un certain j, soit de la forme (µk)(µl) avec k 6= l. Ce
dernier cas est cependant exclu car le monôme de δ(2n−1)((µ1) · · · (µn)), s’il
contient un facteur (µk)(µl), doit aussi contenir un facteur 1, et donc s’évalue
sur (u1)⊗ · · · ⊗ (u2n) en 0.
Donc, à l’ordre près, seul un terme de la forme
(µ1)
2 ⊗ (µ1)2 ⊗ · · · ⊗ (µn)2 ⊗ (µn)2
donne une évaluation non-nulle.
Le second point du lemme est démontré de manière similaire.
Lemme 5.18. — On a :
〈(u1) · · · (u2m+n), (µ1) · · · (µm+2n)〉
=
∑
P∈[2m,n]
∑
Q∈[m,2n]
〈(u)P1 , (µ)Q1〉 〈(u)P2 , (µ)Q2〉
pour m,n des entiers naturels quelconques.
Démonstration. — Ecrivons
〈(u1) · · · (u2m+n), (µ1) · · · (µm+2n)〉
= 〈(u1)⊗ · · · ⊗ (u2m+n), δ(2m+n−1)((µ1) · · · (µm+2n))〉.
Il faut chercher dans l’écriture de δ(2m+n−1)((µ1) · · · (µm+2n)) comme somme
de monômes les termes ε1⊗ · · · ⊗ ε2m+n pour lesquels εi = (µl)2 pour certain l
ou εi = (µk)(µl) avec k 6= l. On commence par observer que, s’il y a un terme
εi = (µl)
2, nécessairement un autre terme εj (i 6= j) est aussi égal à (µl)2 : le
facteur (µl)
2 apparâıt dans un des monômes de δ(2m+n−1)(µl) en position i et
j, tous les autres facteurs soient égaux à 1 (voir la formule 5). On note 2a le
nombre des facteurs εi de ce type. Puis on note b le nombre des termes εi de
la forme (µk)(µl), avec k 6= l
Donc, on obtient les équations suivantes :{
a+ 2b = m+ 2n (le nombre des facteurs µi)
2a+ b = 2m+ n (le nombre des facteurs ui).
Évidemment, on a a = m et b = n.
On a donc n sous-ensembles (deux à deux distincts) à deux éléments
de {1, . . . ,m + 2n}, on notera leur réunion Q2, |Q2| = 2n. Soit Q1 le
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complémentaire, |Q1| = m. On a de même m sous-ensembles (deux à deux
distincts) à deux éléments de {1, . . . , 2m + n}, on notera leur réunion P1,
|P1| = 2m, et P2 le complémentaire, |P2| = n.
Si on somme sur tous les termes ε1 ⊗ · · · ⊗ ε2m+n auxquels sont associés
(P1,P2) et (Q1,Q2), on obtient le facteur 〈(u)P1 , (µ)Q1〉 〈(u)P2 , (µ)Q2〉. Ceci
finit la démonstration, on obtient la formule en sommant sur tous les (P,Q) ∈
[2m,n]× [m, 2n].
Exemple 5.19. — On considère l’exemple de calcul de la formule (8) où n = 2.
Les éléments de l’ensemble [2, 2] sont donnés par le tableau suivant
P1 {1, 2} {1, 3} {1, 4} {2, 3} {2, 4} {3, 4}
P2 {3, 4} {2, 4} {2, 3} {1, 4} {1, 3} {1, 2}
.
Alors, on a
〈(u1)(u2)(u3)(u4), (µ1)(µ2)〉
=
∑
P∈[2,2]
〈(u)Pi , (µi)〉 〈(u)P2 , (µ2)〉
= 〈(u1)(u2), (µ1)〉 〈(u3)(u4), (µ2)〉+ 〈(u1)(u3), (µ1)〉 〈(u2)(u4), (µ2)〉
+ 〈(u1)(u4), (µ1)〉 〈(u2)(u3), (µ2)〉+ 〈(u2)(u3), (µ1)〉 〈(u1)(u4), (µ2)〉
+ 〈(u2)(u4), (µ1)〉 〈(u1)(u3), (µ2)〉+ 〈(u3)(u4), (µ1)〉 〈(u1)(u2), (µ2)〉
= µ1(u1)µ1(u2)µ2(u3)µ2(u4) + µ1(u1)µ1(u3)µ2(u2)µ2(u4)
+ µ1(u1)µ1(u4)µ2(u2)µ2(u3) + µ1(u2)µ1(u3)µ2(u1)µ2(u4)
+ µ1(u2)µ1(u4)µ2(u1)µ2(u3) + µ1(u3)µ1(u4)µ2(u1)µ2(u2).
Exemple 5.20. — Pour la formule qui contient m et n, on considère le cas où
m = n = 1. On a les tableaux suivants qui correspondent aux ensembles [2, 1]
et [1, 2] :
P1 {2,3} {1,3} {1,2}
P2 {1} {2} {3}
,
Q1 {1} {2} {3}
Q2 {2,3} {1,3} {1,2}
.
On obtient alors
〈(u1)(u2)(u3), (µ1)(µ2)(µ3)〉
=
∑
Q∈[1,2]
∑
P∈[2,1]
〈(u)P1 , (µ)Q1〉 〈(u)P2 , (µ)Q2〉
= 〈(u1)(u2), (µ1)〉 〈(u3), (µ2)(µ3)〉+ 〈(u1)(u3), (µ1)〉 〈(u2), (µ2)(µ3)〉
+ 〈(u2)(u3), (µ1)〉 〈(u1), (µ2)(µ3)〉+ 〈(u1)(u2), (µ2)〉 〈(u3), (µ1)(µ3)〉
+ 〈(u1)(u3), (µ2)〉 〈(u2), (µ1)(µ3)〉+ 〈(u2)(u3), (µ2)〉 〈(u1), (µ1)(µ3)〉
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+ 〈(u1)(u2), (µ3)〉 〈(u3), (µ1)(µ2)〉+ 〈(u1)(u3), (µ3)〉 〈(u2), (µ1)(µ2)〉
+ 〈(u2)(u3), (µ3)〉 〈(u1), (µ1)(µ2)〉 .
On énonce ci-dessus la seconde condition d’annulation qui sera utile un peu
plus loin (on renvoie au lemme 5.14 pour la première), puis on donne la formule
générale :
Lemme 5.21 (Seconde condition d’annulation). — Si
〈(u1) · · · (us)(v1)2 · · · (vt)2, (µ1) · · · (µt′)(ξ1)2 · · · (ξs′)2〉
est non nul, alors (s, t)  (s′, t′).
Remarque 5.22. — Rappelons du lemme 4.5 que
(s, t)  (s′, t′)⇔ Il existe m,n ≥ 0 tels que
{
s = s′ + 2m+ n
t′ = t+m+ 2n.
Notons également que (s, t)  (s′, t′)⇔ (t′, s′)  (t, s).
Démonstration du lemme 5.21. — En écrivant
〈(u1) · · · (us)(v1)2 · · · (vt)2, (µ1) · · · (µt′)(ξ1)2 · · · (ξs′)2〉
= 〈(u1)⊗· · ·⊗(us)⊗(v1)⊗2⊗· · ·⊗(vt)⊗2, δ(s+2t−1)((µ1) · · · (µt′)(ξ1)2 · · · (ξs′)2)〉,
on étudie dans δ(s+2t−1)((µ1) · · · (µt′)(ξ1)2 · · · (ξs′)2) les termes ε1⊗ · · · ⊗ εs+2t
avec εi = (µi)
2 pour certain i, ou εi = (µk)(µl) avec k 6= l.
Pour que (u1)⊗ · · · ⊗ (up+2m+n)⊗ (v1)⊗2 ⊗ · · · ⊗ (vq)⊗2 s’évalue non trivia-
lement sur δ(p+2q+2m+n−1)((µ1) · · · (µq+m+2n)(ξ1)2 · · · (ξp)2), il faut que, pour
1 ≤ i ≤ q, les deux facteurs (vi) s’évaluent sur le même facteur (µj)2. Cela
signifie aussi que (vi)
2 s’évalue sur (µj). On obtient alors que t ≤ t′. De même,
on a s′ ≤ s.
Donc, quitte à réindexer, il existe au moins un terme s′∏
i=1
〈(ui), (ξi)2〉
 t∏
j=1
〈(vj)2, (µj)〉
 〈(us′+1) · · · (us), (µt+1) · · · (µt′)〉
qui est non nul. D’après la première condition d’annulation (voir le lemme 5.14),
le fait que 〈(us′+1) · · · (us), (µt+1) · · · (µt′)〉 est non nul implique que s − s′ =
2m+ n et t′ − t = m+ 2n pour certains m,n ∈ N. Le résultat suit.
La démonstration du lemme 5.21 nous donne encore le résultat suivant :
Lemme 5.23 (Formule générale). — On a :
(10)
〈
(u1) · · · (up+2m+n)(v1)2 · · · (vq)2, (µ1) · · · (µq+m+2n)(ξ1)2 · · · (ξp)2
〉
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=
∑
P∈[p,2m+n]
Q∈[q,m+2n]
〈
(u)P1 , (ξ1)
2 · · · (ξp)2
〉 〈
(v1)
2 · · · (vq)2, (µ)Q1
〉
〈(u)P2 , (µ)Q2〉
pour m,n deux entiers naturels quelconques.
Exemple 5.24. — On considère le cas p = 2, q = 1,m = n = 0. On a〈
(u1)(u2)(v1)
2, (µ1)(ξ1)
2(ξ2)
2
〉
=
〈
(u1)(u2), (ξ1)
2(ξ2)
2
〉 〈
(v1)
2, (µ1)
〉
= µ1(v1)(ξ1(u1)ξ2(u2) + ξ1(u2)ξ2(u1))
= µ1(v1)ξ1(u1)ξ2(u2) + µ1(v1)ξ1(u2)ξ2(u1).
De plus, en posant u3 = u4 = v1 dans l’exemple 5.19, on obtient〈
(u1)(u2)(v1)
2, (µ1)(µ2)
〉
= µ1(u1)µ1(u2)µ2(v2) + µ1(v1)µ2(u1)µ2(u2).
Il en résulte que〈
(u1)(u2)(v1)
2, (µ1)((ξ1 + ξ2) + (ξ1) + (ξ2))
〉
= µ1(v1)(ξ1(u1) + ξ2(u1))(ξ1(u2) + ξ2(u2)) + µ1(v1)ξ1(u1)ξ1(u2) + µ1(v1)ξ2(u1)ξ2(u2)
= µ1(v1)ξ1(u1)ξ2(u2) + µ1(v1)ξ1(u2)ξ2(u1)
=
〈
(u1)(u2)(v1)
2, (µ1)(ξ1)
2(ξ2)
2
〉
.
Cela signifie que les formules définies ci-dessus sont compatibles dans les cas
particuliers que l’on considère.
5.5. Non dégénérescence de la forme bilinéaire 〈−,−〉. — Dans cette
section, on démontre que la forme bilinéaire définie ci-dessus est non dégénérée.
Proposition 5.25. — La forme bilinéaire 〈−,−〉 : K2(V )×K2(V ])→ F2 est
non dégénérée.
Remarque 5.26. — Pour faire la démonstration, on va calculer la matrice de
la forme dans une base de K2(V ) associée à une base de V , et sa duale. Le point
de départ du calcul sera la proposition 5.21. Puis on fera des calculs explicites.
Démonstration. — Soit x un élément de K2(V ) qui vérifie 〈x, f〉 = 0 pour f
quelconque dans K2(V ]). On va montrer que x est nul. Clairement l’élément
x est dans
∑
p+q>0Kp,q(V ) parce que s’il n’y est pas, on a 〈x, 1〉 = 1. Sup-
posons que l’espace vectoriel V est de dimension d. Soient {e1, . . . , ed} une
base de V et {ζ1, . . . , ζd} la base duale de {e1, . . . , ed}. On considère l’en-
semble X = {1, . . . , d}. Rappelons que (e)I désigne le produit (ei1) · · · (eis)
pour I = {i1, . . . , is} une partie quelconque de X. On désigne encore par (e)2I
le produit (ei1)
2 · · · (eis)2. L’élément x de K̃2(V ) est alors de la forme∑
I,J⊂X
|I|+|J|>0
εI,J(e)I(e)
2
J
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où εI,J ∈ F2 et |−| désigne le cardinal d’un ensemble. Pour deux sous-ensembles
quelconques I, J de X qui vérifient |I|+ |J| > 0, on considère l’élément (ζ)J(ζ)2I
de K2(V ]) et le scalaire
〈
(e)I(e)
2
J , (ζ)J(ζ)
2
I
〉
. On rappelle encore que l’ordre
partiel  sur l’ensemble N2 que l’on considère ci-dessous est défini au début de
la section 3.
Si (|I| , |J |) ≺ (|I| , |J|) ou (|I| , |J |) n’est pas comparable avec (|I| , |J|), le
scalaire
〈
(e)I(e)
2
J , (ζ)J(ζ)
2
I
〉
est nul d’après la définition de la forme bilinéaire
〈−,−〉.
Si (|I| , |J |)  (|I| , |J|), on peut poser |I| = p + 2m + n, |J | = q, |I| = p et
|J| = q + m + 2n avec p, q,m, n des entiers naturels et m + n > 0. La formule
(10) dit que〈
(e)I(e)
2
J , (ζ)J(ζ)
2
I
〉
=
∑
Q∈[q,m+2n]J
∑
P∈[p,2m+n]I
〈
(e)P1 , (ζ)
2
I
〉 〈
(e)2J , (ζ)Q1
〉
〈(e)P2 , (ζ)Q2〉
=
∑
Q∈[q,m,2n]J
∑
P∈[p,2m,n]I
〈
(e)P1 , (ζ)
2
I
〉 〈
(e)2J , (ζ)Q1
〉
〈(e)P2 , (ζ)Q2〉 〈(e)P3 , (ζ)Q3〉 .
Puisque 〈(ei)(ej), (ζk)〉 = 0 et 〈(ek), (ζi)(ζj)〉 = 0 pour 1 ≤ i, j, k ≤ d, i 6= j,
alors 〈(e)P2 , (ζ)Q2〉 et 〈(e)P3 , (ζ)Q3〉 sont nuls dans F2. Le scalaire considéré est
également nul.
Si (|I| , |J |) = (|I| , |J|) et (I, J) 6= (I, J), on pose |I| = |I| = p, |J | = |J| = q.
Sans perte de généralité, on suppose que I 6= I. Il existe alors un élément i
dans la différence I\I. On obtient donc
〈
(ei), (ζi)
2
〉
= ζi(ei) = 0 pour tout i
dans I. On en déduit que
〈
(e)I , (ζ)
2
I
〉
=
∑
P∈[1,...,1]I
∏p
k=1
〈
(e)Pk , (ζik)
2
〉
= 0
où on numérote I = {i1, . . . , ip}. D’après la formule (10), on a〈
(e)I(e)
2
J , (ζ)J(ζ)
2
I
〉
=
〈
(e)I , (ζ)
2
I
〉 〈
(e)2J , (ζ)J
〉
.
Le scalaire considéré est donc nul.
De plus, soit I = {i1, . . . , is} une partie quelconque de X, on a
〈
(e)I , (ζ)
2
I
〉
=
∑
σ∈Ss
s∏
k=1
ζik(eiσ(k)) =
∣∣∣∣∣∣∣
ζi1(ei1) · · · ζi1(eis)
...
. . .
...
ζis(ei1) · · · ζis(eis)
∣∣∣∣∣∣∣ = 1
parce que dans toute colonne (ligne) du déterminant, tous les éléments sont
nuls, sauf un élément qui est égal à 1.
D’après les arguments ci-dessus, on obtient
0 =
〈 ∑
I,J⊂X
|I|+|J|>0
εI,J(e)I(e)
2
J , (ζ)J(ζ)
2
I
〉
= εI,J
〈
(e)I(e)
2
J, (ζ)J(ζ)
2
I
〉
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= εI,J
〈
(e)I, (ζ)
2
I
〉 〈
(e)2J, (ζ)J
〉
= εI,J.
L’élément x est donc nul dans K2(V ) parce que εI,J = 0 pour tous les sous-
ensembles I, J de X qui vérifient |I|+ |J | > 0. De même, soit f un élément de
K2(V ]) qui vérifie 〈x, f〉 = 0 pour x quelconque dans K2(V ), on peut montrer
que f est nul. La forme bilinéaire 〈−,−〉 est alors non dégénérée.
5.6. Démonstration du théorème 5.4. — Pour démontrer que le foncteur
K2 est auto-dual, il suffit de montrer la proposition suivante :
Proposition 5.27. — La forme bilinéaire non dégénérée
〈−,−〉V : K2(V )×K2(V ]) −→ F2
vérifie les conditions (A1) et (A2) (voir la proposition 5.2).
Corollaire 5.28. — La dualité échange les filtrations
{
C∗k
}
k
et
{
D∗k
}
k
de
K∗2. En particulier, on a que (C∗k)\ ∼= K∗2/D∗k+1 et (D∗k)\ ∼= K∗2/C∗k−1.
Démonstration. — Pour tous s, t ∈ N tels que 2s+t ≤ k, et pour tous s′, t′ ∈ N
tels que 2t′+s′ > k, le lemme 4.5 dit que (s, t)  (t′, s′). Alors, d’après le lemme
5.21, le scalaire
〈(u1) · · · (us)(v1)2 · · · (vt)2, (µ1) · · · (µs′)(ξ1)2 · · · (ξt′)2〉
est nul. La forme bilinéaire 〈−,−〉V : K2(V ) × K2(V ]) → F2 induit donc la
forme bilinéaire non-dégénérée
〈−,−〉V : C∗k(V )× [K∗2(V ])/D∗k+1(V ])] −→ F2.
Le reste de la démonstration est laissé au lecteur.
On donne maintenant une démonstration de la proposition 5.27 :
Démonstration de 5.27. — La condition (A2) se déduit de la construction de
〈−,−〉V , i.e. 〈x, f〉V est symétrique par rapport à x et f . Considérons la condi-
tion (A1). Soient V,W ∈ V , et soit ϕ ∈ Hom(V,W ). Le morphisme induit
ϕ] ∈ Hom(W ], V ]) est déterminé par ϕ](µ)(u) = µ(ϕ(v)). On en déduit que〈
(u1)(u2),K2(ϕ])((µ1))
〉
V
=
〈
(u1)(u2), ϕ
](µ1)
〉
V
= ϕ](µ1)(u1)ϕ
](µ1)(u2)
= µ1(ϕ(u1))µ1(ϕ(u2)) = 〈(ϕ(u1))(ϕ(u2)), µ1〉W
= 〈K2(ϕ)((u1)(u2)), (µ1)〉W(11)
et de même,
(12)
〈
(u1),K2(ϕ])((µ1)(µ2))
〉
V
= 〈K2(ϕ)((u1)), (µ1)(µ2)〉W
pour ui ∈ V et µi ∈ W ]. On observe que, pour tout espace V , la formule
pour la forme bilinéaire 〈−,−〉V est déterminée par les combinaisons de la
somme et le produit des scalaires de la forme 〈(u1)(u2), (µ1)〉 ou 〈(u1), (µ1)(µ2)〉
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(cf. les lemmes 5.14 et 5.18). La condition (A1) se déduit des identités (11),
(12) et du fait que K2(ϕ)((u1) · · · (us)) = (ϕ(u1)) · · · (ϕ(us)) pour V,W des
espaces vectoriels de dimension finie quelconques, ϕ ∈ Hom(V,W ) et ui ∈ V .
La proposition est démontrée.
Démonstration de 5.4. — La transformation naturelle γ : K2 → K\2 définie par
γV (x)(α) = 〈x, α〉V (pour V ∈ V , x ∈ K2(V ) et α ∈ K2(V ])) vérifie tous les
hypothèses de la définition 5.1 puisque 〈−,−〉V : K2(V ) × K2(V ]) → F2 est
une forme bilinéaire non-dégénérée qui vérifie les conditions (A1) et (A2). Le
théorème est démontré en observant que γ induit des morphismes K02 → (K02)\,
K22 → (K42)\ et K42 → (K22)\.
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rat, Université Paris 13, 2002.
