Abstract. This paper considers and extends spectral and scattering theory to dissipative symmetric systems that may have zero speeds and in particular to strictly dissipative boundary conditions for Maxwell's equations. Consider symmetric systems ∂t − n j=1 A j ∂x j in R n , n ≥ 3, n odd, in a smooth connected exterior domain Ω := R n \K. Assume that the rank of A(ξ) = n j=1 A j ξ j is constant for ξ = 0. For maximally dissipative boundary conditions on Ω := R n \K with bounded open domain K the solution of the boundary problem in R + × Ω is described by a contraction semigroup V (t) = e tG b , t ≥ 0. Assuming coercive conditions for G b and its adjoint G * b on the complement of their kernels, we prove that the spectrum of G b in the open half plane Re z < 0 is formed only by isolated eigenvalues with finite multiplicities.
n j=1 A j ξ j is constant for ξ = 0. For maximally dissipative boundary conditions on Ω := R n \K with bounded open domain K the solution of the boundary problem in R + × Ω is described by a contraction semigroup V (t) = e tG b , t ≥ 0. Assuming coercive conditions for G b and its adjoint G * b on the complement of their kernels, we prove that the spectrum of G b in the open half plane Re z < 0 is formed only by isolated eigenvalues with finite multiplicities.
Introduction
This paper is devoted to dissipative symmetric hyperbolic systems on exterior domains. The systems studied have two properties that render their study difficult. First, they are dissipative and not conservative so self adjointness techniques are not available. Second, the symbol A(ξ) is not elliptic. However, we suppose that the failure of ellipticity is uniform in ξ = 0 and that coercivity estimates hold on the orthogonal complement of the space H b spanned by the stationary solutions. We present new techniques that suffice to show that the spectrum of the generator G b restricted to H ⊥ b consists of the imaginary axis plus at most discrete subset of Re z < 0 and that the discrete part is stable under perturbations. For the wave equation with dissipative boundary conditions such results have been proved before (see [9] ).
Suppose that n ≥ 3 is odd, and that K ⊂ R n is a bounded open set with smooth boundary. Assume that the exterior domain Ω := R n \K is connected. Choose ρ > 0 so that K ⊂ {x ∈ R n : |x| ≤ ρ}. Suppose that for j = 1, ..., n, JR was partially supported by NSF grant DMS 0807600 . VP was partially supported by ANR project Nosevol BS01019 01.
A j are (r × r) symmetric matrices and set A(ξ) = n j=1 A j ξ j . Assume that Rank A(ξ) = r − d 0 > 0 is independent of ξ = 0. Define G := n j=1 A j ∂ xj and for x ∈ ∂Ω, denote by ν(x) = (ν 1 (x), ..., ν n (x)) the unit outward normal to Ω, and A(ν(x)) = n j=1 A j ν j (x). Suppose that N (x) ⊂ C r is a linear space depending smoothly on x ∈ ∂Ω such that (i) A(ν(x))u(x), u(x) ≤ 0 for all u(x) ∈ N (x),
(ii) N (x) is maximal with respect to (i).
Then the initial boundary value problem Introduce the unitary group U 0 (t) = e tG0 on H 0 = L 2 (R n : C r ) solving the Cauchy problem (1.2) (∂ t − G)u = 0 in R × R n , u(0, x) = f (x) in R n .
Define H b ⊂ H to be the space generated by the eigenvectors of G b with eigenvalues µ ∈ iR and let H with a constant C > 0 independent of f.
Notice that when G is elliptic, that is d 0 = 0, these estimates hold exactly when the associated boundary value problems satisfy Lopatinski conditions. The interesting cases are when G is not elliptic and the estimates only hold on the orthogonal complement to the kernels. Majda [10] proved (H) and (H * ) when the constant rank hypothesis holds and in addition the following condition is satisfied.
(E) : There exists a first order (l × r) matrix operator Q = n j=1 Q j ∂ xj so that Q(ξ)A(ξ) = 0, Ker Q(ξ) = Range A(ξ),
This says that one has an exact sequence
When the kernel of A(ξ) has constant rank it is known that we can always choose a polynomial with matrix coefficient Q(ξ) for which the above sequence is exact (see Section 4). On the other hand, if (E) holds, the symbol Q(ξ) is a linear function of ξ and the second order matrix operator (−G 2 + Q * Q) is strongly elliptic.
Example 1.1. Our principal motivation is the Maxwell equations
For this system one can take
Majda [10] proves that the Maxwell system with strictly dissipative boundary conditions satisfies hypothesis (H) and (H) * .
For dissipative symmetric systems some solutions can have global energy decreasing exponentially as t → ∞ and it is possible also to have disappearing solutions. The precise definitions are the following. Definition 1.2. The solution u := V (t)f is a disappearing solution (DS), if there exists T > 0 such that V (t)f = 0 for t ≥ T. Definition 1.3. The solution u := V (t)f is an asymptotically disappearing solution (ADS), if there exists λ ∈ C with Re λ < 0 and f = 0 such that V (t)f = e λt f .
An (ADS) is generated by an eigenfunction G b f = λf with f = 0 and Re λ < 0. The existence of at least one (ADS) implies the non completeness of the wave operators W ± , that is Ran W − = Ran W + (see [15] and Section 4). The disappearing solutions perturb considerably the inverse back-scattering problems related to the leading singularity of the scattering kernel (for more details see [15] ). Disappearing solutions for the wave equation have been studied by Majda [11] and for the symmetric systems by Georgiev [5] . On the other hand, (ADS) for Maxwell's equations with dissipative boundary conditions on the sphere |x| = 1 are constructed in [2] . One motivation for the present work is to show that the latter (ADS) persist under small perturbations. To show that we examine the spectrum of G b in the half plane Re z < 0. The main result is the following Theorem 1.4. Assume the hypothesis (H), (H) * fulfilled. Then the spectrum of G b restricted to H ⊥ b is formed by a discrete set in {z ∈ C : Re z < 0} of eigenvalues with finite multiplicities and a continuous spectrum on iR. Remark 1.5. Theorem 1.4 holds without assuming the condition (E). On the other hand, in Section 4 (see (4.1)) we show that under the hypothesis of constant rank of A(ξ) always there exists a (r × r) matrix valued polynomial Q(ξ) = |α|≤m A α ξ α with matrix coefficients A α such that (E g ) : Ker Q(ξ) = Range A(ξ), ∀ξ = 0.
As it was mentioned in [10] , by using (E g ), the results concerning coercivity have analogue by applying the techniques for systems elliptic in Agmon-Douglis-Nirenberg sense.
A result similar to Theorem 1.4 has been proved in [9] for the semigroup V w (t) = e tGw , t ≥ 0, related to the mixed problem
where α ≥ 0 is a smooth function on ∂Ω. Let V 0 (t) = e tG f be the unitary group related to the Cauchy problem for the wave equation in R × R n . The strategy of Lax-Phillips in [9] was to prove that for Re z > 0 the difference
is a compact operator.
For symmetric systems whose generators are not elliptic and for which coercivity holds only for data satisfying additional constraints, like the divergence free constraints for the Maxwell equations, the coercivity estimates for the generators hold on different spaces. This prevents a direct application of the strategy in [9] . We show that for Re z < 0 the operator G b − z on H ⊥ b is Fredholm. The main difficulty is to prove that there exists at least one point z 0 , Re z 0 < 0, such that the index of G b − z 0 is equal to zero. Our proof uses scattering theory. We apply the representation of the scattering matrix S(z) established for elliptic systems with conservative boundary conditions in [12] and for non elliptic systems with dissipative boundary conditions in [15] . In our case the space H b is always infinite dimensional. In fact, with ψ(
, where Q * (D x ) has symbol Q * (ξ) and Q(ξ) is the matrix in the condition (E g ). Obviously, Ψ ∈ C ∞ 0 (Ω) satisfies the boundary conditions and
* ψ = 0. Thus Ψ ∈ Ker G b and since ψ is arbitrary, the space Ker G b is infinite dimensional. On the other hand, it was proved in [6] , that every eigenvalues iz of G b with z ∈ R \ {0} has a finite multiplicity and the eigenvalues iz of G b with z ∈ R \ {0} could have accumulation points only at 0 and ±i∞.
The paper is organized as follows. In Section 2 we study the Fredholm operator G b − z, Re z < 0, and the proof of Theorem 1.1 is reduced to showing that the index of G b − z is equal to zero. In Section 3 we collect some facts about the scattering operator S and the scattering matrix S(z). By applying a representation of the scattering kernel, we prove that S(z) is invertible in a small neighborhood of 0. In Section 4 we prove that G b has no outgoing eigenfunctions and G * b has no incoming eigenfunctions. This is a corollary of Theorem 4.2 which has independent interest since one obtains some necessary and sufficient conditions for the existence of disappearing solutions. Corollary 4.5 plays a crucial role in our argument since it justifies the characterization of the point spectrum of G b in Re z < 0 given in [9] . In particular, z 0 with Re z 0 < 0, is an eigenvalue of G b if and only if z 0 = iλ 0 , where λ 0 is a pole of S(λ) or Ker S(λ 0 ) = {0}. We complete the proof of Theorem 1.1 by using the invertibility of S(0). In Section 5 we establish a result showing that the (ADS) for the Maxwell system are stable under the perturbations of the operator, the boundary and the boundary conditions. Combining Theorem 5.1 with the construction of (ADS) for Maxwell system in [2] , we conclude that (ADS) exist for domains which are not spherically symmetric.
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The Fredholm operator
Proof. The coercive estimate yields
Estimate 1 |x|≥2R u as follows. Choose ϕ ∈ C ∞ (R n ) so that ϕ = 0 for |x| ≤ R, and ϕ = 1 for |x| ≥ 2R.
On the other hand, 1 |x|≥2R u = 1 |x|≥2R ϕu, and this yields the estimate. 
Proof. Suppose Re z < 0 and define B 0 := {x ∈ Ker (G b − z) : x = 1}. Then B 0 ⊂ H 0 . Proposition 2.1 implies that B 0 is compact. Indeed, let {u j } j∈N be sequence such that u j ∈ B 0 , j ∈ N. Then, from (2.1) one obtains u j H 1 (Ω) ≤ C(z), ∀j ∈ N. By Rellich theorem we can find a subsequence {u j k } converging in L 2 ({|x| ≤ 2R}). The estimate (2.1) shows that {u j k } is converge in H 1 (Ω). Consequently, B 0 is a compact set and Ker (G b − z) is finite dimensional.
⊥ is the orthogonal complement. We claim that with a constant c > 0,
If this inequality were not true, there would exist a sequence
Applying (2.1), and repeating the argument of the proof of Proposition 2.1, it follows that there exists a subsequence v j k converging to w ∈ B 1 with w = 1.
. This is a contradiction and the claim is established.
To prove that the range is closed, suppose that ( Recall that a meromorphic operator valued function L(τ ) :
is an operator of a finite rank, that is the coefficients for negative powers of (τ − τ 0 ) are finite-dimensional operators.
The next analytic Fredholm theorem is a partial case of a theorem in [1] , where a finitely-meromorphic function L(τ ) :
For our argument we need the version with analytic operator valued function L(τ ) and for sake of completeness we present a proof. If L(τ ) is invertible, then the second alternative holds with the singular set being empty. So it suffices to consider the case when L(τ ) is singular.
Decompose
Since L(τ ) is Fredholm of index zero, the first two summands are finite dimensional and of equal dimensions. Corresponding to these decompositions in the initial and final spaces, the operator L(τ ) has matrix The finite dimensional theorem implies that either a 11 − a 12 a −1 22 a 21 is nowhere invertible on D or it is invertible on the complement of a discrete set with finitelymeromorphic inverse. This suffices to complete the proof.
L(τ ) is not invertible if and only if there is a nontrivial solution
Example 2.5. Take H 1 to be the set (H 1 (Ω)) r of vector valued functions satisfying the dissipative boundary condition f | ∂Ω ∈ N (x) and belonging to H 0 . Let H 2 be the set of vector valued (L 2 (Ω)) r functions. When hypotheses (H) and (H) * are satisfied, L(τ ) := G b − τ : H 1 → H 2 is an analytic family of bounded operators and the graph norm of G b is equivalent to the H 1 (Ω) norm. The fact that G b − τ : H 1 −→ H 2 is Fredholm follows from Corollary 2.2. In Section 4 we will prove that the resolvent set of G b in O := {τ ∈ C : Re τ < 0} in not empty. This implies that G b − τ is invertible on the complement of a discrete subset of finite multiplicity eigenvalues in O.
Remark 2.6. The Fredholm property of G b − τ fails on the imaginary axis, as it does for the unperturbed operator G − τ.
Scattering matrix S(z), invertibility of S(0)
Introduce the wave operators related to U 0 (t) and V (t), assuming that (H) and (H) * are satisfied. Consider the operator J : H −→ H 0 extending f ∈ H as 0 for x ∈ K and let J * :
The wave operators are defined by
It is not difficult to prove the existence of W ± (see, for instance, [6] and Chapter III in [14] ). In addition, Ran W ± ⊂ H ⊥ b . It was proved in [13] that if G b has eigenvalue in Re z < 0 with eigenfunction f whose support is not compact, then the wave operators are not complete and Ran W − = Ran W + . In the next section we prove that the eigenfunctions with eigenvalues in Re z < 0 never have compact support.
The corresponding operators with the roles of free and perturbed interchanged are
In [6] , [14] , the existence of these limits is proved assuming the hypothesis (H) , (H) * .
The Hilbert spaces H We recall some elements of Lax-Phillips scattering theory that are needed. The translation representation
.., 2d, to be the non-vanishing eigenvalues of A(−ξ) in decreasing order,
Choose measurable normalized eigenvectors r j (ξ), j = 1, ..., 2d, of A(−ξ) with eigenvalues τ j (ξ). Then R n has the form (see Chapter VI in [8] for d 0 = 0 and Chapter IV in [14] 
where 
Equivalently f ∈ D ± if and only if R n f (s, ω) = 0 for ∓s > 0. Define
It follows that the operators W ± and W defined above coincide with the Lax-Phillips wave operators [9] [14] ) that
Next we prove
and lim
The existence of the operator W implies the first assertion. In fact, given g ∈ H
Thus it suffices to prove that lim t→∞ P ρ Properties (i)-(iii), justify the application of the abstract Lax-Phillips scattering theory for dissipative operators [9] .
Using the translation representation R n of U 0 (t), consider the scattering operator
is called scattering kernel.
and the Fourier transformK # (z, θ, ω) of K # (s, θ, ω) with respect to s is analytic for Im z < 0. The same is true for the operator-valued function S(z) − I with kernel K # (z, θ, ω). The operator S(z) is called the scattering matrix (cf. for instance [9] ). More precise information about the support of K # (s, θ, ω) and the maximal singularity of K # (s, −ω, ω) is given in [12] , [13] for the case d 0 = 0 and in [15] for the case studied in this paper. In particular, in [15] 
To obtain a representation of K(z), recall Theorem 15.5 in [15] . This result was proved when A(ξ) has characteristic roots with constant multiplicities for ξ = 0. The proof works without any changes when only zero is a characteristic root of constant multiplicity. Let
and consider the solution w s k (t, x, ω) of the problem (3.1) has matrix elements S jk (s, θ, ω) equal to (3.2)
where d n = 0 is a constant depending only on n and the integral is taken in sense of the distributions. Thus for Im z < 0, taking the Fourier transform with respect to s, one obtainsŜ
The above equality for Im z < 0 yields
with K 1 (z, θ, ω) an analytic matrix-valued function for Im z < 0.
Since w o k (t, x, ω) R×∂Ω has compact support with respect to t, the integral
yields an analytic function in C. In the integral in (3.3) over R involving w s k , for Im z < 0 take the inverse Fourier transform F t→z with respect to t in the sense of distributions and denote
In conclusion, the kernel K 1 (z, θ, ω) for Im z < 0 is given by a sum of a function analytic with respect to z in C and an integral over ∂Ω involving the cut-off resolvent ϕ(x)(iz − G b ) −1 ψ(x). A similar argument has been used for the scattering amplitude s(z, θ, ω) related to the wave equation in [16] .
To introduce the scattering resonances, consider in H ⊥ b the semigroup of contractions Z(t) in the space
Exploiting the condition (H), as in [8] , [9] , it follows that the spectrum of B a is discrete and formed only by isolated eigenvalues of finite multiplicity in Re z < 0 and this spectrum is independent on the choice of a. Corollary 4.8 in [9] implies that the resolvent of B a is a meromorphic function in C. Now choose a ≥ 2ρ. Then ϕP a + = ϕ, P a − ψ(x) = ψ(x) and for Im z < 0,
The left hand side is analytic for Imz ≤ 0, so ϕ(iz −G b ) −1 ψ is analytic for Imz ≤ 0. This implies that lim z→0, Im z<0 K 1 (z, θ, ω) = K 1 (0, θ, ω) is a kernel of a bounded operator in (L 2 (S n−1 )) d and S(0) is invertible.
The spectrum of G b
Fix a = 2ρ and write simply Z(t), B instead of Z a (t), B a .
Passing to the translation representation, yields the decomposition This results is similar to Theorem 1 of Georgiev [5] (see also Theorem 4.3.2 in [14] ) established in the case det A(ξ) = 0 for ξ = 0. For non elliptic symmetric systems new ideas are needed.
Proof of Theorem 4.2. The implication (b) ⇒ (a) follows from the finite speed of propagation. We prove that (a) ⇒ (b). Assume (a). First treat the case when
Taking the derivative with respect to t, yieldsũ(t, x) ⊥ D ρ − . We claim that lim t→+∞ũ (t, x) = 0. Our hypothesis implies
To prove the claim, suppose that there exists a sequence t k → +∞ such that
and, provided 0
This contradicts the hypothesis u(t k , x) → 0 and the claim is proved.
the last equality defining w.
Next we will prove that w(t, x) = 0 for |x| ≥ b, t ≥ 0. Start with G b ϕ = Gϕ. It is clear that w(t, x) ∈ (Ker G) ⊥ = H ac 0 , so we may consider the translation representation R n (w(t, x)) = m(t, s, ω) of w(t, x). Since f ∈ H ⊥ b , there exists a sequence
Write, with the last equality defining g,
r vanishes for |x| ≥ 2ρ. Applying the transformation R n to both sides of the above equality and setting
Fix t 1 ≥ 0 and 1 ≤ j ≤ d. Since l j (t, s, ω) = 0 for |x| ≥ 2ρ, t ≥ t 1 and s ≥ 2ρ + τ j (ω)(t − t 1 ), the above equations yield
This implies 
Next repeat the argument of Lemma 2.2 in [5] based on the following
We conclude that w(t, x) and v(t, x) have support in {x : |x| ≤ b} for all t ≥ 0. Thusũ(t, x) = ∂ t (V (t)f ) = 0 for |x| ≥ b. Consequently, our hypothesis implies that u(t, x) = 0 for |x| ≥ b.
The next step is to show that supp u(t, x) ⊂ {x : |x| ≥ b} implies that u is a disappearing solution. We know that ∂ tũ − Gũ = 0. By using the hypothesis that A(ξ) has constant rank for ξ = 0, it is possible to show that there is an (r × r) matrix-valued polynomial Q(ξ) such that For completeness we present a proof of (4.1). Recall that r − d 0 = 2d > 0. For ξ = 0 let
be the characteristic polynomial of A(ξ), where −τ j (ξ) are the non-vanishing eigenvalues of A(ξ) repeated with their multiplicities. Define Q(ξ) = R(A(ξ), ξ), ξ = 0.
Next show that Q(ξ) is a polynomial |α|≤2d B α ξ α with matrix coefficients B α .
Since A j (ξ) are polynomials with matrix coefficients, it is sufficient to prove that R(z, ξ) = 2d j=0 c j (ξ)z j has coefficients c j (ξ) that are polynomials. This follows from
upon comparing the coefficients of z j+d0 in both sides. The Cayley-Hamilton theorem implies that
Passing to a diagonal form of A(ξ), shows that Ran A(ξ) = Ran A d0 (ξ). Thus Ran A(ξ) ⊂ Ker Q(ξ), ξ = 0. To establish the opposite inclusion, assume that h ∈ Ker Q(ξ) and write h = h 1 + h 2 with h 1 ∈ Ker A(ξ), h 2 ∈ Ran A(ξ). Then Q(ξ)h = 2d j=1 τ j (ξ)h 1 = 0 and we conclude that h 1 = 0.
Let Q(D x ) be the operator with symbol Q(ξ) and let L = (∂ t − G) 4d + Q 2 . Then Qũ = QGV (t)f = 0 and we get Lũ = 0. The symbol of the operator L with constant coefficients is
First, show that det l(0, ξ) = 0 for ξ = 0. In fact, if for ξ 0 = 0 there exists a vector
) and therefore v = 0 which is a contradiction. Next, if for τ = 0 and ξ = 0 we have det l(τ, ξ) = 0, by the same argument we deduce that det(τ I − A(ξ)) = 0 and therefore τ = −τ j (ξ) for some j = 1, ..., 2d. If τ < 0, we have τ = −τ j (ξ) for some j = 1, ..., d. On the other hand, if τ > 0, we get τ = −τ j (ξ) = τ 2d−j+1 (−ξ) for some j = d + 1, ..., 2d.
Denote by S(x, r) the ball {y ∈ R n : |y − x| ≤ r}.
Proof. Let Π be a characteristic hyperplane for L with normal N = (τ, ξ) ∈ R n+1 \ {0}. Then det l(τ, ξ) = 0 so |τ | ≥ v min |ξ|. Thus, if |τ | < v min |ξ| the hyperplane Π is not characteristic. Since r 1 < r 0 , a simple geometric argument shows that for s ≥ t 0 every characteristic hyperplane for L which intersects the convex set {(t, x) : |x − z| ≤ [17] or Theorem 8.6.8 in [7] ) to conclude that U (t, x) = 0 for x ∈ S(z 1 , Since Ω is connected, given a point x ∈ Ω, there exists a path Γx ⊂ Ω with length less than a fixed number L 0 > 0 independent onx and points x 1 , x 2 , ..., x m =x on the path Γx so that
Applying Proposition 4.4 with U =ũ, shows that
Consequently,ũ(t,x) = 0 for t ≥ 1 2vmin
This argument works for every x ∈ Ω, henceũ(t, x) as well u(t, x) are disappearing. Moreover, the constant T 0 = 1 2vmin L 0 depends on b and Ω, so it is independent on f . Next treat the general case. For every fixed ǫ > 0, we construct a sequence {ϕ ǫ } such that
and ϕ ǫ −f < ǫ. The construction of this sequence is given in the proof of Theorem 1 in [5] and for the reader's convenience, we sketch it. Assume that a sequence f 0 , f 1 , ..., f p , is defined so that f 0 = f and
Set
) and
Next choose ǫ p+1 > 0 so that ǫ p+1 < ǫ/2 and
This is possible since V (t) is strongly continuous at 0 and
Applying the above argument, we conclude that V (t)ϕ ǫ = 0 for t ≥ T 0 and passing to limit ǫ → 0, we deduce V (t)f = 0 for t ≥ T 0 . This completes the proof of Theorem 4.2. To examine the completeness of the wave operators W ± , notice that (see [3] )
A similar argument works for H + .
Example 4.6. If H − = H + , and f is an eigenfunction of G b with eigenvalue in {Re λ < 0}, then the function f is outgoing and it follows that f = 0. Thus the existence of at least one eigenvalue of G b in Rez < 0 implies that the wave operators W ± are not complete. This improves the result in [15] . Thanks to Corollary 4.5, we may apply the results of Section 5 in [9] . For the reader's convenience we use the same notations as in [9] . Let ρ 0 (B) be the component of the resolvent set of B containing right half plane. Then Theorem 4.2 in [9] says that S(z) can be continued analytically from the lower half plane into −iρ 0 (B). Thus S(z) is meromorphic in C. The poles of the scattering matrix in Im z > 0 are called scattering resonances and they form a discrete set. The crucial point of our argument is the following. Proof of Theorem 1.4. For Re z < 0 we know that the index of G b − z is finite. To prove that this index is 0, it suffices to find at least one pointẑ, Reẑ < 0, such that G b −ẑ is invertible. Equation (3.4) and the argument of Section 3 show that K # < 1 on a neighborhood of 0, so S(z) has no zeros in that neighborhood. Since B has no spectrum on iR, there are no resonances on R. By Theorem 4.8 there exists a neighborhood U of 0, such that for every z ∈ U = {z ∈ C : |z| < ǫ 0 , Im z > 0} the point iz is not an eigenvalue of G b .
An analogous argument works for G * b . First define a scattering operator S 1 = W 1 • W + related to V * (t) and U 0 (t). Then introduce a scattering matrix S 1 (z) and obtain an analogue of Theorem 4.2. Conclude that there exists a small neighborhood U 1 of 0 such that for z ∈ U 1 = {z ∈ C : |z| < ǫ 1 , Im z > 0} the point iz is not an eigenvalue of G * b . Consequently, for z ∈ U ∩ U 1 the index of G b − iz is 0 and we can apply Theorem 2.4. This proves that outside a discrete set in Re z < 0 the operator G b − z is invertible. If z, Re z < 0, is not an eigenvalue of G b , but z ∈ σ(G b ), then z must be in the residual spectrum of G b . Then dim Ker (G b − z) = 0 and codim Ran (G b − z) > 0. This leads to index (G b − z) > 0 and we obtain a contradiction. The spectrum of G b in Re z < 0 is formed only by isolated eigenvalues with finite multiplicities.
Finally, the space D ρ + is invariant with respect to the semigroup V (t). Thus the generator G b is the extension of the generator G + of the semigroup
. By using the translation representation R n , it is easy to see that G + has spectrum in {z ∈ C : Re z ≤ 0}, so by a well known result the boundary iR of Re z < 0 must be included in σ(G b ). Since G b over H ⊥ b has no eigenvalues on iR, we deduce that iR is included in the continuous spectrum of G b . This completes the proof of Theorem 1.4.
Our argument implies easily also the following Proposition 4.11. The operator G b has no a sequence of eigenvalues {z j } with Re z j < 0, ∀j ∈ N and lim j→∞ z j = iz 0 ∈ iR.
Proof. Assume that {z j } j∈N form a sequence of eigenvalues of G b with Rez j < 0 and let lim z j = iz 0 , z 0 > 0 (The case z 0 < 0 is completely similar). We will show that in a small neighborhood of [0, iz 0 ] in C one has only a finite number of eigenvalues. Consider the interval J 0 =]−ǫ, z 0 +ǫ[⊂ R with a sufficiently small ǫ > 0. The scattering matrix S(z) has no poles on J 0 , so S(z) is analytic in a small open neighborhood W 0 ⊂ C of J 0 and S(z) = I + K(z) is analytic function in W 0 with values Hilbert-Schmidt operators. Since S(0) is invertible, the analytic Fredholm theorem implies that S(z) is invertible in W 0 outside a discrete set which could have accumulation points only on the boundary ∂W 0 . Thus in another neighborhood W 1 ⊂ W 0 of J 0 we have at most a finite number points where S(z) is not invertible. Combining this with Theorem 4.10, one concludes that in iW 1 we may have at most a finite number of eigenvalues z with Re z < 0.
Perturbations
In [2] we constructed an example of an eigenvalue of G b in H ⊥ b for Maxwell's equations on the exterior of a ball and with strictly dissipative boundary conditions. The construction relied in an essential way on spherical symmetry. One could imagine that these eigenvalues are very sensitive and would disappear under small perturbations of the boundary or the boundary conditions. In this section we show that in fact the eigenvalues are stable thus extending the construction to the non symmetric case.
Restrict attention to the Maxwells equations in Ω ⊂ R 3 . Let Λ(x) be a smooth (2 × 6) matrix-valued function defined for x ∈ ∂Ω such that rank Λ(x) = 2, Λ(x)u = 0 ⇔ u ∈ N (x). Assume that the boundary condition Λ(x) = 0 is strictly maximal dissipative, that is, A(ν(x))u(x), u(x) = 0 for x ∈ ∂Ω implies u(x) ∈ Ker A(ν(x)).
It is easy to see that (KerG b )
⊥ ⊂ {u ∈ H 1 (Ω) : div u = 0}. For maximally strictly dissipative boundary conditions and u ∈ H 1 (Ω) we have the following coercive estimate stronger than (H) (5.1)
with a constant C > 0 depending on Ω, Λ and z. This estimate is a consequence of the fact that we can associate to our problem a boundary problem for a second order elliptic system which satisfies the Lopatinski condition (see, for instance, Theorem 2 and Section 5 in [10] ).
The perturbation argument needs the following characterization of eigenvalues. When (5.3) is satisfied, it is also satisfied after small perturbations of the operator and the boundary condition. Combined with changes of variables close to the identity it also applies to small perturbations of the domain Ω.
Theorem 5.1. For a fixed z ∈ C, Re z < 0, and strictly dissipative boundary condition Λ(x)u = 0 the following conditions are equivalent:
(ii) There is a constant c > 0 so that for all u ∈ D(G b ) ∩ (Ker G b )
⊥ we have
(iii) There is a constant c > 0 so that for all u ∈ H 1 (Ω) we have
Proof. (i)⇔(ii).
Since G b − z is Fredholm of index zero, (i) holds if and only if there is a constant c > 0 so that
is the graph norm.
The equivalence of (i) and (ii) then follows from the fact that the graph norm and the H 1 (Ω) norm are equivalent on D(G b ) ∩ (Ker G b ) ⊥ and that in turn follows from the condition (H). → 0 . Passing to a subsequence, which we denote again by {u n }, we may suppose that {u n } converges weakly in H 1 (Ω) to a limit w ∈ H 1 (Ω).
The key argument is to show that {u n } is precompact in L 2 (Ω). Assuming that, one concludes that there exists a subsequence {u n k } that converges strongly in L 2 (Ω) so w L 2 = 1. Since f n and g n tend to zero in L 2 (Ω), and E n and B n are bounded in H 1 (Ω), it follows from the expressions defining them that f n and g n are precompact in
We prove the precompactness of {φE n }. The case of φB n is entirely analogous. Compute The expression in parentheses is precompact in H −1 (R 3 ). It follows that φE n is precompact in H 1 (R 3 ) and therefore in L 2 (Ω). This completes the proof.
Remark 5.2. We can generalize Theorem 5.1 for systems with strictly dissipative boundary conditions satisfying the condition (E) for which we have an analogue of (5.1). Then div u = 0 is replaced by Qu = 0 and for the proof we may exploit the fundamental solution of z 2 − G 2 + Q * Q.
It follows from the characterization (5.3) that if G b − z is invertible, then the same is true after small perturbations of G, Λ, z and the domain Ω. If |z −ẑ| = r lies in Re z < 0 and there are no eigenvalues on this circle, the same is true after small perturbation, and the spectral projector 1 2πi |z−ẑ|=r (z − G b ) −1 dz also depends continuously on perturbations. After perturbation, an eigenvalue may split into a finite number of points (no larger than the finite rank of the associated spectral projector).
