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Abstract
In a connectedRiemannianmanifold, generalisedBézier curves areC∞ curves deﬁned by a generalisation,
in which line segments are replaced by minimal geodesics, of the classical de Casteljau algorithm. As in
Euclidean space, these curves join their ﬁrst and last control points. We compute the endpoint velocities and
(covariant) accelerations of a generalised Bézier curve of arbitrary degree and use the formulae to express
the curve’s control points in terms of these quantities. These results allow generalised Bézier curves to be
pieced together intoC2 splines, and thereby allowC2 interpolation of a sequence of data points. For the case
of uniform splines in symmetric spaces, we show that C2 continuity is equivalent to a simple relationship,
involving the global symmetries at knot points, between the control points of neighbouring curve segments.
We also present some examples in hyperbolic 2-space.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The classical de Casteljau algorithm for constructing Bézier curves [4,10] can be generalised
to a connected Riemannian manifold M by replacing line segments by minimal geodesics, as
proposed in [41]. The resulting generalised Bézier curves are C∞ and join their ﬁrst and last
control points, and are therefore well suited for solving interpolation problems. They can be
pieced together into splines with a desired degree of smoothness if formulae for sufﬁciently many
endpoint derivatives, and for control points in terms of these derivatives, are known. Although
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it is straightforward to show that, as in Euclidean space, the ﬁrst k derivatives of a generalised
Bézier curve [0, 1]  t → (t) ∈ M at t = 0 and t = 1 are determined by its ﬁrst and last
k + 1 control points, respectively, explicit formulae relating derivatives to control points are
usually difﬁcult to derive. Since generalised Bézier curves cannot (in general) be expressed as
linear combinations of their control points, they cannot be analysed using the algebraic methods
used to study Bézier curves in Euclidean space. Methods of Riemannian geometry, which lead to
difﬁcult nonlinear computations, must be used instead. In the present paper, we compute the ﬁrst
two endpoint derivatives (in terms of control points and vice versa) and construct C2 splines. As
noted below, this has previously been done in some particular manifolds. The ﬁrst derivatives are
straightforward to compute, and presumably well known even for general M. The computation of
second derivatives is difﬁcult, and is the main contribution of the present paper. We now review
some existing work.
The existing literature on interpolation in Riemannian manifolds emphasises the group SO(3)
of rotations of Euclidean 3-space E3 and the group SE(3) of rigid body motions, both of which
are important in computer animation and rigid body motion planning applications. Since there
is a one-to-one correspondence between elements of SO(3) and pairs of antipodal points in the
three-dimensional unit sphere S3 ⊂ E4, interpolation in SO(3) is often done by working in S3.
The de Casteljau algorithm was ﬁrst generalised to S3 [46], as were some related algorithms
[12,29,30,45]. The difﬁculties associated with analysing the resulting curves prompted others to
deﬁne curves in S3, SO(3) and SE(3) using algebraic methods [17,21–24]. Although such curves
are easier to analyse than the aforementioned geometrically deﬁned curves, their constructions
depend on special properties of S3, SO(3) or SE(3) and do not generalise to other Riemannian
manifolds.
In [46], Shoemake established a condition, in terms of control points, for piecing generalised
Bézier curves in S3 into a C1 uniform spline; the construction extends in a natural way to unit
spheres Sm ⊂ Em+1 of any dimension m. In practice, interpolants are often required to have C2
continuity, especially for rigid body motion planning, where sudden changes in acceleration must
usually be avoided. Ge and Ravani [16] investigated generalised Bézier curves in SE(3), using
a formulation which also applies to spheres. They derived a formula for endpoint velocities, a
recursive formula that can be used to compute endpoint accelerations and, for degree 3, endpoint
curvature vectors, but did not derive an explicit formula for endpoint accelerations or construct
C2 splines. Crouch et al. [8] worked in compact Lie groups and spheres. For compact Lie groups,
they derived formulae for the endpoint velocities and (covariant) accelerations of a generalised
Bézier curve of arbitrary degree, and used these formulae to ﬁnd control points that give the
curve desired endpoint velocities and accelerations. These results are sufﬁcient for constructing
C2 splines. To construct generalised Bézier curves in spheres with desired endpoint velocities and
accelerations, they noted that each generalised Bézier curve in Sm−1 is the projection of one in the
special orthogonal group SO(m) and deﬁned control points in Sm−1 in terms of those in SO(m).
A more straightforward approach to this task is to derive formulae for the endpoint velocities and
accelerations of generalised Bézier curves in Sm−1 directly, as we have done in [43], where we
have also extended Shoemake’sC1 condition [46] for uniform splines in spheres to aC2 condition.
This condition takes the form of a simple relationship between control points of neighbouring
generalised Bézier curve segments, eliminating the need to evaluate the ﬁnal acceleration of one
segment and then choose control points of the next segment to ensure C2 continuity of the spline.
In the present paper, we generalise the computations of endpoint velocities and (covariant)
accelerations of generalised Bézier curves in compact Lie groups [8] and spheres [43] to an (al-
most) arbitrarily connected Riemannian manifold M. In the special case where M is a symmetric
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space, we also generalise the C2 condition for uniform splines in spheres of [43]. Working in this
amount of generality, we are unable to use special properties such as a multiplicative structure
[8] or embedding into a Euclidean space [43], let alone the classical Bernstein polynomial repre-
sentations of Bézier curves, to simplify our derivations. Instead we use methods of Riemannian
geometry.
Before proceeding, we mention two alternative approaches to curve construction and interpola-
tion in Riemannian manifolds, the ﬁrst being generalisations, in which line segments are replaced
by minimal geodesics, of subdivision schemes. In Euclidean space, Bézier curves can also be con-
structed by recursive subdivision [27]. However, this is not the case in an arbitrary Riemannian
manifold M. Indeed, generalised Bézier curves do not satisfy the subdivision property: this was
shown in [16] in the caseM = SE(3), and a similar argument can be applied in other cases.While
the generalised de Casteljau algorithm [41] produces curves that are (by construction)C∞, curves
produced by the quadratic version of the corresponding generalised subdivision scheme usually
fail to be piecewise C2 [33], although both the quadratic and cubic versions generate C1 curves
with Lipschitz derivatives [31,32]. Recently, Wallner and Dyn [49] have proved C1 continuity of
curves produced by a large number of subdivision schemes in Riemannian manifolds, andWallner
[48] has shown that many of these schemes produce C2 curves. So far as we know, the problem
of C2 interpolation by such generalised subdivision schemes is not fully addressed in the existing
literature.
We also mention curves that are solutions of higher order variational problems. Motivated
by the classical variation-diminishing property of cubic polynomial spline approximation (see
[1] for instance), Gabriel and Kajiya [15] and Noakes et al. [38] introduced curves in arbi-
trary Riemannian manifolds that minimise the integral of the squared norm of their covari-
ant acceleration. By analogy with the classical case, these second order variational curves are
called Riemannian cubics. They, and their generalisations, have received considerable attention
[2,3,5–7,9,18,19,25,26,34–37,39,40,42,47,50,51] (and references therein), with much work fo-
cused on Lie groups, especially SO(3) and SE(3). In related work, Pottmann and Hofer [20,44]
deﬁne higher order variational curves in submanifolds of Euclidean space by minimising classical
integrals subject to the constraint that the curve lie in the submanifold. Higher order variational
curves are suitable for C2 interpolation and, compared with generalised Bézier curves, are of
higher quality: their variation-diminishing properties are often desirable in applications. On the
other hand, they are usually much more difﬁcult to compute than geodesics, which are used to
construct generalised Bézier curves. For instance, in a sphere, geodesics have a simple closed
form, while very little is known about Riemannian cubics. Of course, to construct generalised
Bézier curves in a Riemannian manifold, we need to be able to compute its geodesics, which is
not an easy task in general.
The present paper is organised as follows. In Section 2, we review the generalised de Casteljau
algorithm, working in an (almost) arbitrary connected Riemannian manifold. For a generalised
Bézier curve of any degree, we compute the velocities and (covariant) accelerations at endpoints
in Section 3 and use the formulae to express the curve’s control points in terms of these derivatives.
These results allow generalised Bézier curves to be pieced together into C2 splines. In Section
4, we consider uniform splines, namely those with all curve segments deﬁned on intervals of
equal length, in a particular class of manifolds: symmetric spaces. In this setting, we obtain a
simple relationship between the control points of neighbouring curve segments, involving the
global symmetries at knot points, that is necessary and sufﬁcient for C2 continuity at knots. As
illustration, and to complement our previous work on spheres [43], in Section 5 we give some
examples of generalised Bézier curves andC2 uniform splines in hyperbolic 2-space. Throughout
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the paper, we use several elementary concepts and results of Riemannian geometry, most of which
are brieﬂy reviewed in the next section. We refer to the well-known textbook [11].
2. Generalised Bézier curves
Let M be a connected ﬁnite-dimensional Riemannian manifold. The Riemannian metric of M
is a C∞ assignment to each p ∈ M of an inner product 〈·, ·〉p on the tangent space TpM to
M at p. For brevity, we write 〈·, ·〉 = 〈·, ·〉p and ‖v‖ := 〈v, v〉1/2. The length of a (piecewise)
differentiable curve c : [a, b] → M is ∫ b
a
‖c˙(t)‖ dt . The Riemannian distance d(p, q) between
p, q ∈ M is the inﬁmum of the lengths of all differentiable curves c : [a, b] → M joining p and
q, i.e. with c(a) = p and c(b) = q. Covariant differentiation is a procedure for differentiating
vector ﬁelds on M. The (Levi-Civita) covariant derivative of a differentiable vector ﬁeld u deﬁned
along a differentiable curve t → c(t) ∈ M is denoted by Du
dt
. In a coordinate chart, Du
dt
(t) =
u˙(t)+c(t)(u(t), c˙(t)), wherec(t): Rm×Rm → Rm is a symmetric bilinear map, the Christoffel
transformation, deﬁned by the Riemannian metric (and the chart) and depending in a C∞ fashion
on c(t) (here m is the dimension of M). A twice differentiable curve t → c(t) ∈ M is a geodesic
if it satisﬁes the differential equation
Dc˙
dt
= 0. (1)
In this case, ‖c˙(t)‖ is constant, i.e. c is parameterised in proportion to arc length. If a differentiable
curve c: [a, b] → M has ‖c˙(t)‖ constant and is of minimal length among all differentiable curves
joining c(a) and c(b) then c is a geodesic. Conversely, if two points in M are sufﬁciently close then
any geodesic joining the points minimises length; such a geodesic is called minimal. Moreover,
two points in M that are sufﬁciently close are joined by a unique minimal geodesic.
Example 1. In the m-dimensional unit sphere Sm ⊂ Em+1, m1, with Riemannian metric the
Euclidean inner product inherited from Euclidean (m + 1)-space Em+1, (1) reads c¨ = −‖c˙‖2c.
The geodesics of Sm are great circles (parameterised in proportion to arc length) and d(p, q) =
arccos〈p, q〉 ∈ [0, ]. If p, q ∈ Sm are not antipodal, i.e. q = −p (equivalently, d(p, q) < ),
then there exists a unique minimal geodesic joining p and q, namely the shortest great circle arc
joining p and q (longer, including self-intersecting, great circle arcs are also geodesics, but are
not minimal). Antipodal points are joined by inﬁnitely many minimal geodesics.
The exponential map expp at p ∈ M is deﬁned on a neighbourhood of 0 ∈ TpM by expp(v) :=
c(1), where t → c(t) is the solution of (1) with c(0) = p and c˙(0) = v. The derivative of expp
at v ∈ TpM is denoted by (d expp)v . A neighbourhood W of p is totally normal if, for some
 > 0 and all q ∈ W , the restriction of expq to the open -ball B(q, ) :=
{
v ∈ TqM: ‖v‖ < 
}
is a diffeomorphism with W ⊆ expq(B(q, )). To make our constructions of generalised Bézier
curves well deﬁned, we assume there exists  > 0 such that:
(A1) for all p ∈ M , expp is deﬁned and injective on B(p, ),
(A2) any p, q ∈ M with d(p, q) <  lie in a totally normal neighbourhood of p.
Lemma 1. For all p ∈ M and all v ∈ B(p, ), we have d(p, expp(v)) < .
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Proof. By (A1),  : [0, 1] → M deﬁned by (t) := expp(tv) is a geodesic joining p and expp(v).
In particular, ‖˙(t)‖ = ‖˙(0)‖ = ‖v‖ for all t ∈ [0, 1]. So d(p, expp(v))
∫ 1
0 ‖˙(t)‖dt = ‖v‖ <
. 
Example 2. If M is complete, simply-connected and has everywhere nonpositive sectional cur-
vature then, for all p ∈ M , expp : TpM → M is a (global) diffeomorphism [11, p. 149]. So we
can take  = ∞. Given any p, q ∈ M , a totally normal neighbourhood of p that contains q is M
itself. This class of Riemannian manifolds includes the Euclidean and hyperbolic spaces.
Example 3. For any p ∈ Sm, the restriction of expp to B(p, ) is a diffeomorphism onto
Sm\ {−p}. So, given q ∈ Sm with d(p, q) < , any open hemisphere containing p and q is
a totally normal neighbourhood of p (with  = ). Therefore, we can take  = . In fact,  = 
is maximal with respect to both (A1) and (A2), since expp(v) = −p for all v with ‖v‖ = .
Set P1 := {(p, q) ∈ M × M: d(p, q) < }. If (p, q) ∈ P1 then, by (A2), q lies in a totally
normal neighbourhoodW of p. So there exists a uniqueminimal geodesic [0, 1]  t → 1(t, p, q)
with 1(0, p, q) = p and 1(1, p, q) = q. Moreover, this geodesic depends in a C∞ fashion on
p, q ∈ W [11, p. 72]. So the map 1 : [0, 1] × P1 → M thus deﬁned is C∞. We write
˙1(t, p, q) :=

u
∣∣∣∣
u=t
1(u, p, q)
for all t ∈ [0, 1]. Some basic facts about 1 are collected in the following lemma.
Lemma 2. For all (p, q) ∈ P1,
(i) 1(t, p, q) = expp(t ˙1(0, p, q)) for all t ∈ [0, 1],
(ii) 1(0, p, q) = p and 1(1, p, q) = q,
(iii) (d expp)˙1(0,p,q)(˙1(0, p, q)) = ˙1(1, p, q),(iv) (d expp)˙1(0,p,q) is nonsingular,
(v) ‖˙1(t, p, q)‖ = d(p, q) for all t ∈ [0, 1],
(vi) d(p, 1(t, p, q)) = td(p, q) for all t ∈ [0, 1],
(vii) 1(t, q, p) = 1(1 − t, p, q) for all t ∈ [0, 1].
Proof. Parts (i), (ii), and (v)–(vii) follow from the deﬁnition of 1. Set v := ˙1(0, p, q). Part
(iv) holds since the restriction of expp to some set containing v is a diffeomorphism (since p and
q = expp(v) lie in a totally normal neighbourhood of p). Part (i) and the following calculation
prove (iii): (d expp)v(v) = ddt
∣∣
t=0 expp(v + tv) = ddt
∣∣
t=1 expp(tv). 
We now deﬁne generalised Bézier curves in M; some notation is adopted from [8]. For use in
the next section, we also deﬁne the blossom of a generalised Bézier curve, by allowing a different
parameter value at each step of the generalised de Casteljau algorithm. The curve itself is deﬁned
by taking all parameter values to be the same. Blossoms, also called polar forms, are often used
to study Bézier curves in Euclidean spaces, as in [13,14], for instance. For an integer n2, let
nM denote the direct product of n + 1 copies of M. If x ∈ nM , write x = (x0, . . . , xn). Set
Pn := {x ∈ nM: d(xj , xj+1) <  for all j ∈ {0, . . . , n − 1}} .
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Given x ∈ Pn, the initial step of the generalised de Casteljau algorithm is to join each xj to xj+1
by the unique minimal geodesic [0, 1]  t1 → 1(t1, xj , xj+1). Then, for all k ∈ {2, . . . , n}, all
j ∈ {0, . . . , n − k} and all t1, . . . , tk ∈ [0, 1], we set
k(t1, . . . , tk, xj , . . . , xj+k)
:= 1(tk, k−1(t1, . . . , tk−1, xj , . . . , xj+k−1), k−1(t1, . . . , tk−1, xj+1, . . . , xj+k)).
The proof that these quantities are well deﬁned is given shortly. Then we set
	n(t1, . . . , tn; x) := n(t1, . . . , tn, x0, . . . , xn) for all t1, . . . , tn ∈ [0, 1],
n(t; x) := 	n(t, . . . , t; x) for all t ∈ [0, 1]. (2)
The curve t → n(t; x) is the generalised Bézier curve of degree n with control points x0, . . . , xn.
The map (t1, . . . , tn) → 	n(t1, . . . , tn; x) is its blossom. Note that some fundamental properties
of blossoms of Bézier curves in Euclidean spaces do not hold in the present setting. In particular,
the blossom of a generalised Bézier curve is not (in general) symmetric in its arguments: this
is straightforward to verify, but we shall not go into the details. However, the property xk =
	n(0, . . . , 0, 1, . . . , 1; x), where 1 appears k times, still holds, by Lemma 2(ii), as does the fol-
lowing lemma. In the next section, we use blossoms to compute derivatives of generalised Bézier
curves.
Lemma 3. For all x ∈ Pn,
(i) the blossom (t1, . . . , tn) → 	n(t1, . . . , tn; x) is well deﬁned and C∞,
(ii) for all i ∈ {1, . . . , n} and all ti ∈ [0, 1],
	n(0, . . . , 0, ti , 0, . . . , 0; x) = 	n(ti , 0, . . . , 0; x) = 1(ti , x0, x1),
(iii) for all i, j ∈ {1, . . . , n} with i < j and all ti , tj ∈ [0, 1],
	n(0, . . . , 0, ti , 0, . . . , 0, tj , 0, . . . , 0; x)
= 	n(ti , tj , 0, . . . , 0; x) = 1(tj , 1(ti , x0, x1), 1(ti , x1, x2)),
(iv) n(0; x) = x0 and n(1; x) = xn,
(v) n(t; x) = n(1 − t; x¯) for all t ∈ [0, 1], where x¯ = (xn, . . . , x0).
Proof. Since (xj , xj+1) ∈ P1 for all j ∈ {0, . . . , n − 1}, the initial step of the generalised de
Casteljau algorithm is well deﬁned. So, to show that the blossom is well deﬁned, it now sufﬁces
to check that, whenever (p, q), (q, r) ∈ P1, we also have (1(t, p, q), 1(t, q, r)) ∈ P1 for all
t ∈ [0, 1]. This is easily seen: if d(p, q) <  and d(q, r) <  then, for all t ∈ [0, 1],
d(1(t, p, q), 1(t, q, r))  d(1(t, p, q), q) + d(q, 1(t, q, r))
= (1 − t)d(p, q) + td(q, r) < ,
where the equality follows from Lemma 2(vi, vii). Since 1 is C∞, the blossom is also C∞. Parts
(ii)–(iv) follow from Lemma 2(ii), and (v) follows from Lemma 2(vii). 
3. Velocities and accelerations at endpoints
We now derive expressions for the velocity ˙n(t; x) := ddu
∣∣
u=t n(u; x) and covariant ac-
celeration D
dt
∣∣
u=t ˙n(u; x) of a generalised Bézier curve [0, 1]  t → n(t; x) at t = 0 and
t = 1.
T. Popiel, L. Noakes / Journal of Approximation Theory 148 (2007) 111–127 117
Theorem 1. A generalised Bézier curve t → n(t; x) satisﬁes
(i) ˙n(0; x) = n˙1(0, x0, x1),
(ii) ˙n(1; x) = n˙1(1, xn−1, xn).
Proof. By (2) and Lemma 3(ii), we have (i):
˙n(0; x) =
n∑
i=1

ti
∣∣∣∣
ti=0
	n(0, . . . , 0, ti , 0, . . . , 0; x) = n

t
∣∣∣∣
t=0
1(t, x0, x1).
Now (ii) follows from (i), by Lemmas 3(v) and 2(vii). 
Before deriving the endpoint covariant accelerations, we must brieﬂy review some facts from
Riemannian geometry about Jacobi ﬁelds (see [11, Chapter 5] for details). Suppose (t, s) →
f (t, s) ∈ M is a parameterised surface with the property that, for each s, the curve t → f (t, s) is
a geodesic. Then the vector ﬁeld J (t) := s
∣∣∣
s=0 f (t, s) along the geodesic t → (t) := f (t, 0)
is a Jacobi ﬁeld, namely a solution of the differential equation
D2J
dt2
− R(J, ˙)˙ = 0. (3)
Here R is the Riemannian curvature [11, p. 89]. For the proof of the following theorem, the
important things to note are that (3) is linear in J, t → ˙(t) and t → t ˙(t) are Jacobi ﬁelds, and
any Jacobi ﬁeld along a geodesic  can be written as t → (a + bt)˙(t) + J⊥(t), where a, b ∈ R
and J⊥ is a Jacobi ﬁeld along  that is everywhere orthogonal to ˙.
Theorem 2. A generalised Bézier curve t → n(t; x) satisﬁes
(i) D
dt
∣∣
t=0 ˙n(t; x) = n(n − 1)
0, where

0 :=
{
˙1(0, x1, x2) if x0 = x1,
(d expx0)
−1
˙1(0,x0,x1)
(˙1(0, x1, x2) − ˙1(1, x0, x1)) if x0 = x1,
(ii) D
dt
∣∣
t=1 ˙n(t; x) = n(n − 1)
n, where

n :=
{−˙1(1, xn−2, xn−1) if xn−1 = xn,
(d expxn)
−1
−˙1(1,xn−1,xn)
(˙1(0, xn−1, xn) − ˙1(1, xn−2, xn−1)) if xn−1 = xn.
Proof. It again sufﬁces to prove (i), since (ii) follows from (i), by Lemmas 3(v) and 2(vii). By
(2),
˙n(u; x) =
n∑
i=1

ti
∣∣∣∣
ti=u
	n(u, . . . , u, ti , u, . . . , u; x)
for all u ∈ [0, 1]. For each i ∈ {1, . . . , n}, set
fi(s1, . . . , sn) := ti
∣∣∣∣
ti=si
	n(s1, . . . , si−1, ti , si+1, . . . , sn; x)
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for all s1, . . . , sn ∈ [0, 1]. Then ˙n(u; x) =
∑n
i=1 fi(u, . . . , u) for all u ∈ [0, 1]. So
D
du
∣∣∣∣
u=0
˙n(u; x) =
n∑
j=1
n∑
i=1
D
sj
∣∣∣∣
sj=0
fi(0, . . . , 0, sj , 0, . . . , 0).
If j = i then, by Lemma 3(ii) and (1), the summand on the right-hand side above reduces to
D
si
∣∣∣
si=0
˙1(si, x0, x1) = 0. If j = i then si = 0 in the summand, by deﬁnition of fi . Therefore,
D
du
∣∣∣∣
u=0
˙n(u; x) =
n∑
i =j=1
n∑
i=1
D
sj
∣∣∣∣
sj=0

ti
∣∣∣∣
ti=0
ij , (4)
where
ij :=
{
	n(0, . . . , 0, ti , 0, . . . , 0, sj , 0, . . . , 0; x) if i < j,
	n(0, . . . , 0, sj , 0, . . . , 0, ti , 0, . . . , 0; x) if i > j.
By Lemma 3(iii),
ij =
{
	n(ti , sj , 0, . . . , 0; x) if i < j,
	n(sj , ti , 0, . . . , 0; x) if i > j.
So, relabelling sj by s and ti by t, we can rewrite the right-hand side of (4) as
n
D
s
∣∣∣∣
s=0

t
∣∣∣∣
t=0
(
(n − i)	n(t, s, 0, . . . , 0; x) + (i − 1)	n(s, t, 0, . . . , 0; x)
)
.
Therefore, and since Ds

t = Dt s [11, p. 68], (4) reads
D
du
∣∣∣∣
u=0
˙n(u; x) = n(n − 1)
D
t
∣∣∣∣
t=0

s
∣∣∣∣
s=0
	n(s, t, 0, . . . , 0; x).
By Lemma 3(iii),
	n(s, t, 0, . . . , 0; x) = 1(t, 1(s, x0, x1), 1(s, x1, x2)) (5)
for all s, t ∈ [0, 1]. First suppose x0 = x1. Then 1(s, x0, x1) = x1 for all s ∈ [0, 1], and thus
	n(s, t, 0, . . . , 0; x) = 1(t, x1, 1(s, x1, x2)) = 1(ts, x1, x2) for all s, t ∈ [0, 1]. So
D
du
∣∣∣∣
u=0
˙n(u; x) = n(n − 1)
D
t
∣∣∣∣
t=0

s
∣∣∣∣
s=0
1(ts, x1, x2) = n(n − 1)˙1(0, x1, x2),
proving (i) in the case x0 = x1. Now suppose x0 = x1. Then, by (5), for any ﬁxed s, the map
t → 	n(s, t, 0, . . . , 0; x) is a geodesic. Therefore, and by Lemma 3(iii),
J (t) := 
s
∣∣∣∣
s=0
	n(s, t, 0, . . . , 0; x)
deﬁnes a Jacobi ﬁeld J along the geodesic t → 1(t, x0, x1), with J (0) = ˙1(0, x0, x1) and
J (1) = ˙1(0, x1, x2). For some constants a, b ∈ R and all t ∈ [0, 1], we have
J (t) = (a + bt)˙1(t, x0, x1) + J⊥(t),
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where J⊥ is a Jacobi ﬁeld along t → 1(t, x0, x1) with 〈J⊥(t), ˙1(t, x0, x1)〉 = 0 for all t ∈
[0, 1]. Since J (0) = ˙1(0, x0, x1), a = 1. So J⊥(0) = 0 and J⊥(1) = ˙1(0, x1, x2) − (b +
1)˙1(1, x0, x1). We can now compute Ddu
∣∣
u=0 ˙n(u; x) = n(n− 1) Ddt
∣∣
t=0 J (t). First, by Lemma
2(iii, iv),
D
dt
∣∣∣∣
t=0
(a + bt)˙1(t, x0, x1) = b˙1(0, x0, x1) = (d expx0)−1˙1(0,x0,x1)(b˙1(1, x0, x1)).
Next, since J⊥(0) = 0, we have [11, p. 114]
J⊥(t) = (d expx0)t ˙1(0,x0,x1)
(
t
D
du
∣∣∣∣
u=0
J⊥(u)
)
for all t ∈ [0, 1]. Therefore, and by Lemma 2(iv), D
dt
∣∣
t=0 J
⊥(t) = (d expx0)−1˙1(0,x0,x1)(J
⊥(1)). So
D
dt
∣∣
t=0 J (t) = (d expx0)−1˙1(0,x0,x1)(˙1(0, x1, x2) − ˙1(1, x0, x1)), completing the proof(of (i)). 
Using Theorems 1 and 2 and Lemma 2(i)–(iii), (vii) we can express control points of a gener-
alised Bézier curve in terms of its endpoint velocities and covariant accelerations:
Corollary 1. A generalised Bézier curve t → n(t; x) satisﬁes
x1 = expx0
(
1
n
v0
)
, (6)
xn−1 = expxn
(
−1
n
vn
)
,
x2 = expx1
(
1
n(n − 1)w0
)
, (7)
xn−2 = expxn−1
(
1
n(n − 1)wn
)
,
where v0 := ˙n(0; x), vn := ˙n(1; x), a0 := Ddt
∣∣
t=0 ˙n(t; x), an := Ddt
∣∣
t=1 ˙n(t; x),
w0 :=
{
a0 if x0 = x1,
(d expx0)˙1(0,x0,x1)(a0 + n(n − 1)˙1(0, x0, x1)) if x0 = x1,
wn :=
{
an if xn−1 = xn,
(d expxn)−˙1(1,xn−1,xn)(an − n(n − 1)˙1(1, xn−1, xn)) if xn−1 = xn.
Corollary 1 can be used to ﬁnd control points that deﬁne a generalisedBézier curve t → n(t; x)
with desired endpoint velocities v0 and vn and covariant accelerations a0 and an. However, we
must ensure that x ∈ Pn. For instance, having chosen x0 = n(0; x), we need d(x0, x1) < . By
Lemma 1, if ‖ 1
n
v0‖ <  then x1 is well deﬁned by (6), and d(x0, x1) < . Similarly, x2 can then
be deﬁned by (7) if ‖ 1
n(n−1)w0‖ < . Of course, if  = ∞ (as in Example 2) then any v0 and
a0 can be chosen. Similar reasoning applies at t = 1. Generalised Bézier curves can be pieced
together into a C2 spline by repeatedly using Corollary 1 together with Theorems 1 and 2. In
the next section, we consider the case of uniform splines, namely those with all curve segments
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deﬁned on intervals of equal length, in a particular class of Riemannian manifolds: symmetric
spaces. In this setting, C2 continuity is equivalent to a simple relationship, involving the global
symmetries at knot points, between control points of neighbouring curve segments, eliminating
the need for repeated application of Theorems 1 and 2 and Corollary 1.
4. C2 uniform splines in symmetric spaces
From now on, we assume that our connected Riemannian manifold M is a symmetric space,
i.e. for each p ∈ M , there exists an isometry Ip : M → M , called the global symmetry at p,
satisfying:
(S1) Ip(p) = p,
(S2) Ip reverses geodesics through p, i.e. if  is a geodesic with (0) = p then Ip((t)) = (−t)
for all t such that both (±t) are deﬁned.
Note that Ip is unique [28, p. 109]. Some examples of symmetric spaces and their global symme-
tries are as follows; another example is given in the next section.
Example 4. If M = Em then Ip(q) = 2p − q.
Example 5. If M = Sm ⊂ Em+1 then Ip(q) = 2〈p, q〉 − q.
Example 6. If M is a Lie group with 〈·, ·〉 bi-invariant then Ip(q) = pq−1p [28, p. 112].
For p, q ∈ M , we denote the derivative of Ip at q by (dIp)q .
Lemma 4. For all p ∈ M ,
(i) (dIp)−1q = (dIp)Ip(q) for all q ∈ M ,
(ii) (dIp)expp(v) ◦ (d expp)v = −(d expp)−v for all v ∈ TpM .
Proof. For (i), it sufﬁces to note that Ip is an involution. Since  : R  t → expp(tv) is a
geodesic with (0) = p, (S2) gives Ip(expp(v)) = expp(−v). Differentiating this equality gives
(ii). 
We now establish necessary and sufﬁcient conditions for a uniform spline composed of gener-
alised Bézier curves of any degree n2 to be C2 at knots. It sufﬁces to consider a spline with two
segments. So let i1 be an integer, take xi, xi+1 ∈ Pn and deﬁne a generalised Bézier spline
 : [i − 1, i + 1] → M by
(t) :=
{
n(t − (i − 1); xi) if t ∈ [i − 1, i),
n(t − i; xi+1) if t ∈ [i, i + 1]. (8)
Then  is C∞ on [i − 1, i) ∪ (i, i + 1]. For brevity, we denote the global symmetry Ixin at xin by
I. We claim that necessary and sufﬁcient conditions for  to be C2 at t = i are:
xi+10 = xin, (9)
xi+11 = I (xin−1), (10)
(dI )
xi+11
(˙1(0, xi+11 , x
i+1
2 ))= ˙1(1, xin−2, xin−1) − 2˙1(0, xin−1, xin). (11)
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Note that the right-hand side of (11) is the negative of the reﬂection of ˙1(1, xin−2, xin−1) in
˙1(0, xin−1, xin), and that, by Lemmas 4(i) and 2(i), (11) may be rewritten as
xi+12 = expxi+11 ((dI )xin−1(˙1(1, x
i
n−2, xin−1) − 2˙1(0, xin−1, xin))). (12)
The following lemma is needed to prove the claim.
Lemma 5. If (9) and (10) hold then, for all t ∈ [0, 1],
(dI )1(t,x
i+1
0 ,x
i+1
1 )
(˙1(t, x
i+1
0 , x
i+1
1 )) = −˙1(1 − t, xin−1, xin).
Proof. By (9), (10), Lemma 2(ii), and since I is an involution, I (1(0, xi+10 , xi+11 )) = xin and
I (1(1, x
i+1
0 , x
i+1
1 )) = xin−1. Since I is an isometry, it preserves minimal geodesics. So the curve
[0, 1]  t → I (1(t, xi+10 , xi+11 )) is a minimal geodesic joining its endpoints. Therefore, and
by Lemma 2(vii), we have I (1(t, xi+10 , xi+11 )) = 1(t, xin, xin−1) = 1(1 − t, xin−1, xin) for all
t ∈ [0, 1]. Now differentiate this identity with respect to t. 
Theorem 3. The generalised Bézier spline  : [i − 1, i + 1] → M deﬁned by (8) satisﬁes
(i)  is continuous at t = i if and only if (9) holds,
(ii)  is C1 at t = i if and only if both (9) and (10) hold,
(iii)  is C2 at t = i if and only if (9)–(11) all hold.
Proof. Part (i) follows from Lemma 3(iv). We now prove (ii). By (i) and Theorem 1, we can
assume that (9) holds and show that (10) holds if and only if
˙1(1, xin−1, xin) = ˙1(0, xi+10 , xi+11 ). (13)
By (9) and Lemma 2(i, ii), xi+11 = expxin(˙1(0, xi+10 , xi+11 )). By (S2) and Lemma 2(i, ii, vii),
expxin(˙1(1, x
i
n−1, xin)) = I (expxin(−˙1(1, xin−1, xin))) = I (xin−1).
So (10) holds if (13) holds. Conversely, if (10) holds then xi+11 = expxin(˙1(1, xin−1, xin)) and thus
expxin(˙1(0, x
i+1
0 , x
i+1
1 )) = expxin(˙1(1, xin−1, xin)). By Lemma 5, since I is an isometry, and by
Lemma 2(v), ‖˙1(0, xi+10 , xi+11 )‖ = ‖˙1(1, xin−1, xin)‖ < . So, by assumption (A1) of Section
2, (13) holds. It remains to prove (iii). Set
2 := 1
n(n − 1)
(
D
dt
∣∣∣∣
t=1
˙n(t; xi) −
D
dt
∣∣∣∣
t=0
˙n(t; xi+1)
)
.
By (i) and (ii), we can assume (9) and (10) hold and show that 2 = 0 if and only if (11) holds.
By Lemmas 4(ii) and 2(iv),
−(d exp
xi+10
)−1−˙1(0,xi+10 ,xi+11 )
◦ (dI )
xi+11
= (d exp
xi+10
)−1
˙1(0,x
i+1
0 ,x
i+1
1 )
.
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Therefore, and by Theorem 2, (9) and (13), 2 = −(d expxin)−1−˙1(1,xin−1,xin)(w), where
w := (dI )
xi+11
(˙1(0, xi+11 , x
i+1
2 )) − (dI )xi+11 (˙1(1, x
i+1
0 , x
i+1
1 )) + ˙1(0, xin−1, xin)
−˙1(1, xin−2, xin−1).
So 2 = 0 if and only if w = 0. By Lemma 5, (dI )xi+11 (˙1(1, x
i+1
0 , x
i+1
1 )) = −˙1(0, xin−1, xin),
and thus w = 0 if and only if (11) holds. 
In practice, we might know xi and wish to deﬁne xi+10 , x
i+1
1 and x
i+1
2 by (9)–(11). However,
it may be impossible to satisfy (11). Indeed, since I is an isometry, and by Lemma 2(v),
‖(dI )
xi+11
(˙1(0, xi+11 , x
i+1
2 ))‖ = ‖˙1(0, xi+11 , xi+12 )‖ = d(xi+11 , xi+12 ).
To ensure xi+1 ∈ Pn, we need d(xi+11 , xi+12 ) < . So, if (11) is to hold, we need
‖˙1(1, xin−2, xin−1) − 2˙1(0, xin−1, xin)‖ < .
If this inequality is satisﬁed then, by Lemma 1, xi+12 can be deﬁned by (11) (equivalently (12)).
Otherwise, xi+12 might not be well deﬁned. This problem does not occur in the cases of Example 2
(where  = ∞), one of which we consider in the next section. However, it can occur, for instance,
on spheres (as noted in [43]).
5. Examples in hyperbolic 2-space
We conclude with some examples of generalised Bézier curves and C2 uniform generalised
Bézier splines in two-dimensional hyperbolic space. We use the upper half plane model, often
called the Poincaré half plane or Lobachevsky plane, namely
M :=
{
(z1, z2) ∈ R2: z2 > 0
}
with Riemannian metric ds2 := dz
2
1 + dz22
z22
.
It is well known that the geodesics of M are the Euclidean rays and semi-circles that meet the
z1-axis orthogonally with respect to the Euclidean inner product [11, p. 74]. To implement the
generalised de Casteljau algorithm, we need an arc length parameterisation of these curves, i.e.
an expression for the unique minimal geodesic [0, 1]  t → 1(t, p, q) joining p, q ∈ M . As
noted in Example 2, the map 1 can be deﬁned on the whole of [0, 1]×M×M .A straightforward
calculation (see [11] for more details) shows that the geodesic equations Dz˙
dt
= 0 for a curve
t → z(t) = (z1(t), z2(t)) ∈ M are
z¨1 − 2z˙1z˙2
z2
= 0 and z¨2 − z˙
2
1 + z˙22
z2
= 0. (14)
Writing p = (p1, p2) and q = (q1, q2), the unique solution of (14) with z(0) = p and z(1) = q
is
z(t) =
⎧⎨
⎩
(
p1, p2
(
q2
p2
)t)
if p1 = q1,
(c1 + c2 tanh(c3 + c4t), c2sech (c3 + c4t)) if p1 = q1
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for all t ∈ R, where
c1 := p
2
1 + p22 − q21 − q22
2(p1 − q1) , c2 :=
√
(p1 − c1)2 + p22,
c3 := artanh
(
p1 − c1
c2
)
, c4 := artanh
(
q1 − c1
c2
)
− c3.
The geodesic t → 1(t, p, q) is the restriction of z to [0, 1]. To useCorollary 1,we need an analytic
expression for the exponential map of M. For p = (p1, p2) ∈ M and v = (v1, v2) ∈ TpM , we
have expp(v) = z(1), where z is now the solution of (14) with z(0) = p and z˙(0) = v, given by
z(t) =
{ (
p1, p2ev2t/p2
)
if v1 = 0,
(c1 + c2 tanh(c3 + c4t), c2 sech (c3 + c4t)) if v1 = 0
for all t ∈ R, where
c1 := p1 − c2 tanh(c3), c2 := p2
sech(c3)
, c3 := arsinh
(
−v2
v1
)
, c4 := c2v1
p22
.
The derivative of expp at v ∈ TpM is computed by
(d expp)v(w) =
d
dt
∣∣∣∣
t=0
expp(v + tw) for all w ∈ TpMTv(TpM).
Finally, to use Theorem 3, we need expressions for the global symmetries of M. Since expp is a
global diffeomorphism (for each p ∈ M), we have
Ip(q) = expp(− exp−1p (q)) for all p, q ∈ M.
Since the global symmetry at p is unique, the validity of the above formula is veriﬁed by checking
that themap Ip deﬁnes satisﬁes properties (S1) and (S2) of Section 4, and that it is an isometry (this
follows from a theorem of Cartan: see [11, p. 157]). By Lemma 2(i, ii), exp−1p (q) = ˙1(0, p, q)
for all p, q ∈ M . The derivative of Ip at q ∈ M is computed by
(dIp)q(v) = d
dt
∣∣∣∣
t=0
Ip(expq(tv)) for all v ∈ TqM.
Example 7. We construct a generalised Bézier curve of degree n = 4. Choose the initial position
x0, velocity v0 and covariant acceleration a0 to be
x0 = (−5.00000, 5.00000),
v0 = (11.28100, 3.83672),
a0 = (−30.6380, 38.8885).
Then, by formulae (6) and (7) of Corollary 1, we have
x1 = (−1.94704, 5.10516),
x2 = (3.045880, 8.42829).
Now choose the remaining control points to be
x3 = (5.153970, 6.99201),
x4 = (7.500000, 2.50000).
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Fig. 1. The generalised Bézier curve of Example 7 (thick), its control point (dots) and the minimal geodesic joining x0
and x4.
Fig. 1 shows 4(t; x) for t ∈ [0, 1]. For comparison, the minimal geodesic joining x0 to x4 is also
shown, as are the control points x0, . . . , x4. (If the control points of a generalised Bézier curve
all lie along a geodesic then the curve is the minimal geodesic joining its endpoints.)
Example 8. We construct a C2 uniform spline with three generalised Bézier curve segments of
degree n = 3. Choose the control points of the ﬁrst segment t → 3(t; x1) to be
x10 = (0.00000, 10.0000),
x11 = (6.97869, 9.93443),
x12 = (6.45078, 8.48705),
x13 = (5.58824, 7.35294).
Now choose
x23 = (1.07027, 7.52162)
and deﬁne the remaining control points of the second segment by (9), (10) and (12) (recalling that
(12) is equivalent to (11)):
x20 = (5.58824, 7.35294),
x21 = (4.94743, 6.30526),
x22 = (4.11615, 5.37278).
Similarly, choose
x33 = (−5.11388, 5.00598)
and deﬁne the remaining control points of the third segment by (9), (10) and (12):
x30 = (1.070270, 7.52162),
x31 = (−3.44733, 7.96882),
x32 = (−10.0652, 4.30534).
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Fig. 2. The C2 uniform generalised Bézier spline of Example 8, with control points.
Fig. 2 shows the uniform generalised Bézier spline  : [0, 3] → M deﬁned by
(t) :=
⎧⎨
⎩
n(t; x1) if t ∈ [0, 1),
n(t − 1; x2) if t ∈ [1, 2),
n(t − 2; x3) if t ∈ [2, 3],
and the control points. By Theorem 3,  is C2 at t = 1 and t = 2 (and C∞ elsewhere).
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