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Problems related to the movement of n-link robot arms in two dimensions are considered. 
We present an algorithm, requiring O(n) computation time, which moves an arm confined in 
a circular region to any reachable configuration in O(n) moves. Also given is an O(n) com- 
putation time algorithm that computes all the regions reachable by the joints of such an arm. 
These results are improvements over the cubic algorithms of Hopcroft, Joseph, and 
Whitesides (SIAM J. Comput. 14, No. 2 (1985)). We finally show how to plan motion involv- 
ing the minimum number of moves for an arm in the obstacle-free plane in O(n3) com- 
putational steps. @’ 1986 Academic Press, Inc 
1. INTRODUCTION 
Two problems of interest in the areas of industrial automation and robotics are 
the mover’s problem and motion planning. In the mover’s problem, we decide whether 
an object can be moved from one position in space to another, subject to various 
constraints. In motion planning, the goal is to plan a feasible, and perhaps optimal, 
course of motion for the moving object. 
It was shown in [S] that the mover’s problem for a simple, tree-like hinged 
object moving in a system of tunnels in 3-dimensional space is PSPACE-complete. 
In [Z], the PSPACE-hardness of the reachability decision for a joint of a linkage in 
the unobstructed plane was demonstrated. The NP-hardness of the mover’s 
problem for a multilink robot arm in a planar region with simple, rectilinear 
obstacles was shown in [3]. 
A general algorithm for the Mover’s problem and motion planning was given in 
[6] for multiple objects moving in multidimensional space, obstructed by various 
walls. Here the moving objects can be arbitrarily linked together. The time com- 
plexity, although polynomial in the total number of faces of the walls and of the 
mving objects, is exponential in the number of degrees of freedom of the system. 
Researchers then seek for classes of motion problems for which the complexity is 
a polynomial in the number of degrees of freedom. The movement of multilink 
robot arms was first investigated in [l, 31. Algorithms were given for an n-link 
robot arm confined in a circular region of the plane. First, it was shown that the 
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mover’s problem is decidable in O(n) time. An algorithm was then given that plans 
the motion in O(n3) time, resulting in O(n3) arm moves. Calculating all the regions 
reachable by the joints of the arm was proven to take polynomial time. A 
polynomial time algorithm, which is at least quadratic and at most cubic, was 
presented for the purpose. In addition, if the final position of a joint is given, then 
in O(n2) steps they can decide if that point can be reached, and compute a 
reachable arm configuration with the designated joint at the point. 
In this paper we continue the study of n-link robot arms. For an arm in a circle, 
we present a motion planning algorithm that runs in O(n) computation time and 
produces only O(n) moves. Also to be given is a linear-time algorithm that com- 
putes all the reachable regions of the joints. The latter procedure is then applied to 
the problem of computing a reachable final configuration in which any subset of 
joints rest at specified points. This computation is also performed in linear time. All 
these results appear in Sections 2 and 3. Section 4 deals with the planning of 
minimal moves of a robot arm in the unobstructed plane, so that the hand reaches 
a specified point. The number of joint angles that must change is minimized. We 
show how such scheduling can be done in O(n3) steps. 
2. CHANGING ARM CONFIGURATION IN A CIRCLE 
Here an algorithm that reconfigures a robot arm confined within a circle is 
developed. The complexity of this algorithm is O(n) computation time and O(n) 
arm moves. First, some definitions are necessary. 
An arm (Fig. 2.1) is a sequence of n straight line segments or links of arbitrary 
finite lengths moving in the euclidean plane. These links are joined end-to-end by 
freely rotating joints. One end of the arm, the shoulder, is fixed positionwise, but can 
rotate freely. The other end is called the hand. The joints (including the shoulder 
and the hand) are denoted by A,, A, ,..., A,. The link between Ai- i and A, is 
denoted by Li, and its length by Ii. The joint angle at A,, i > 0, is the angle between 
the links L, and L,, , , and the joint angle at A0 is the angle that L, makes with the 
horizontal. Every joint of the arm is constrained to be within the region bounded 
by a circle, C, at all times. The center and the radius of C are denoted by 0 and r, 
A, 
(hand) 
A, (shoulder) 
FIGURE 2.1 
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respectively. A configuration of *an arm is given by the positions of all its joints. 
Given any initial configuration r,,, a final configuration r, is reachable if there is a 
way to move the arm to T’ allowing all joint angles to move simultaneously, with 
arbitrary relationships among the angular rates of change. 
A unit of arm move, however, is restricted to be any continuous motion in which 
at most four joint angles change simultaneously, each one monotonely. It was 
shown in [3] that this definition does not affect the set of reachable configurations. 
An arm is in normal form if every joint lies as close to C as possible (Fig. 2.2). Let 
the tail from joint Ai be the part of the arm from A i to A,. This tail is in normal 
form if the “subarm” A;,..., A, is in normal form. The link Li is of left (right) orien- 
tation if the center of C lies to the left (to the right) of the Ai to Ai- , line. If Li lies 
on any diameter of C then L, is of both (left and right) orientations. To reorient 
link Lj means to move the arm so that this link begins to assume the orientation 
which is not its present one. In other words, to reorient Li means to move the arm 
to any configuration in which that link lies on a diameter of C. A link is said to be 
reorientable if it can be reoriented. 
The numbers ci and d, denote the minimum and the maximum distances from C 
that A, can be moved to, respectively. The computation of all the c;s and the d,‘s 
was shown in [3] to take O(n) time. 
In [3], it was shown that the reorientability of each link for which the orien- 
tations in r, and in f,. differ is a necessary and sufficient condition for the 
reachability of Tr. from f,. It was also demonstrated that the test for the reorien- 
tability of each link can be performed in constant time after the cI)s and the d,‘s 
have been computed. It follows that the reachability of r,. can be decided in O(n) 
time. 
FIGURE 2.2 
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The following property was also established: 
LEMMA 2.1 [3]. Let the arm be in any configuration. The joint A,,, can be moved 
without obstruction caused by its tail, as long as the distance between A,,, and C 
remains within the range [c,, d,,,]. Th is motion may require manipulation of the tail. 
However, if the tail is in normal form, then it can be kept in normal form for the 
entire duration of the motion. 
The reversal of any move is the same motion backwards, and the reversal of a 
sequence of moves M, ,..., Mk is the sequence Mf ,..., MP, where Mf denotes the 
reversal of the move Mi. We permit the following type of modification of the rever- 
sal [3]: During the forward sequence of moves, suppose certain links each aligns 
itself with a diameter of C. Then during the reversal, the members of any subset of 
those links can each be forced to have the orientation which is opposite to the 
orientation it had before the forward moves. We do this by forcing the angle that 
such a link L, makes with the diameter through Ai_ 1 after Li comes to such 
diameter to be the exact opposite (negative) of the corresponding angle made dur- 
ing the forward motion. 
An Outline of the Arm Reconfiguration Algorithm in [3] 
This algorithm is iterative, in that the arm’s joints are brought one by one, in 
ascending order of their indices, to their final positions. First we note that since A, 
is fixed, its initial and its final positions coincide. Now assume that A,, A*,..., Ai 
have been brought to their final positions. At this stage if Lis orientation differs 
from its final orientation, then that link can be reoriented in O(n*) arm moves. In 
another O(n2) moves, the arm can be brought to a new configuration in which Li 
assumes its final orientation and in which the positions of the joints A,, A2,..., AiP 1 
are restored. (Some of these joints may have lost their positions in the process of 
reorienting Li.) Now with Ai-, fixed, the tail of the arm from Ai can be moved so 
that Aj comes to its final position, using O(n) arm moves. This algorithm requires 
O(n3) computation time and O(n’) arm moves. 
Development of a Linear Algorithm for Arm Reconfiguration 
The general approach to fast arm reconfiguration is to allow the links for which 
the orientations in r, and T’ differ to be reoriented in groups instead of 
individually. 
Note that A,, can be assumed not to lie at the center, 0, of C, since if A0 does lie 
at 0, then we can begin the arm reconfiguration by rotating it around A0 until A, 
comes to its final position. Thereafter, the tail from A, can be considered as an 
(n - l)-link robot arm to be reconfigured, with the shoulder, A,, not lying at 0.’ 
’ That Al need not be moved during the remaining arm motion follows from the symmetry of the cir- 
cle C. 
571/32/l-10 
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ALGORITHM 2.1. Moving an arm in a circle from r,, to a reachable con- 
figuration, Tr: 
Step 1. Using the algorithm of [3], move the arm from r, to normal form, 
and denote this normal form by r,. Applying the same algorithm, calculate the 
sequence of moves needed to reach normal form from r,., and let this normal form 
be called rn. 
Step 2. Bring the arm from I-,, to r:,. 
Step 3. Using the reversal of the sequence of moves needed from T, to r;, 
move the arm to r,.. 
Now we develop the details of Step 2. Let .Y = {Li 1 Lis orientation in r, and r, 
differ}. One way to change r, to r, is to bring each link in 9 to a diameter and 
reverse its orientation by applying the moves in reverse, suitably modified. This 
could require O(n) moves for each link in 9, resulting in 0(n2) moves. We improve 
this by calculating a suitable subset of 9 such that when we successively bring the 
links of this subset to some suitable diameters, every member of 9 comes to a 
diameter at least once, but no more than twice. 
Now let us investigate how a link L, in any subset of 9 can be brought to a 
diameter. For r, to be reachable from r,, L, must be reorientable, which implies: 
LEMMA 2.2. For every Li in 9, there exist numbers Xi- I and xi such that (i) 
ci-l<xi-l<di-1, ci < xi 6 di, and (ii) 2r - xi- 1 - xi = li or Ixi- 1 - xi1 = Ii. 
LEMMA 2.3. Suppose we are given any Li in 9 and xi-, , xi satisfying conditions 
(i) and (ii) of Lemma 2.2. Whenever Ai-, and A, lie at distances x, ~, and xi from C, 
respectively, Li must lie on a diameter. 
ProoJ: Elementary argument concerning the length of L,. 1 
By Lemma 2.3 we can bring L, to a diameter if we can bring Ai-, and Aj to such 
distances xi- i and xi, respectively, from C. Let r, denote such a configuration. In 
r, we will also require that for any j< i- 1, Ais distance from C is 
di(Aj)=max{ci, d(A,+,)- lj+,}, and for any j> i, that distance Ai is 
max{O, di(Ajp,)-Zj}. It can be shown that every joint will lie at a distance 
between ci and dj from C (inclusive of the two extreme distances). 
When the joints are at such distances from C, certain links adjacent to Li will be 
on a diameter (Fig. 2.3). Those indexed lower than and greater than i will be called 
the front and the back covers (F, and Bi) of Li, respectively. The back cover of L, 
can be thought of as those links that lie on a diameter when the tail from Ai is in 
normal form. The front cover of Li, except for some cases in which i- 1 is near 
zero, is intuitively the diametrically aligned links in the “backward tail of Ai-, in 
normal form,” where the backward tail refers to the links between Ajp, and A,,. 
It was shown in [3] how to compute x, _ i and xi for each i in constant time, 
given ciPl, dipI, c,, and di. We will see later on that computing all the necessary 
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front and back covers takes only linear time. (Some covers do not have to be com- 
puted. ) 
The motion to reach r, begins with the arm in the configuration r,. Let A, and 
A, denote the lowest indexed joint in Fi and the highest indexed joint in Bi, respec- 
tively. By Lemma 2.1, we can swing A, about a fixed A,-, until A, comes to a dis- 
tance of Ai from C, keeping the tail from A, in normal form at all times 
(Fig. 2.4). A new move only occurs when a joint in the tail leaves C, and since the 
increase of the distance between A, and C is monotone, each such joint never leaves 
C more than once. Note that during each move, no more than four joint angles are 
in simultaneous motion. 
We continue by swinging A, + 1 ,..., Ai to their respective distances from C, in the 
same manner in which A, was swung. Upon termination, the joints in the back 
cover automatically lie at the required distances, because the tail from Ai has been 
kept in normal form. Since only lFil + 1 joints are to be swung to their target dis- 
tances, and since only lFil + lBil + 2 joints can leave C during the entire motion, we 
conclude that only 0( lFil + lBil + 1) moves are involved. The number of com- 
putational steps can be shown to be of the same order. 
Now we return the arm to normal form in which Li and the links in its covers are 
oriented as in r”. Noting that the links of { Li} u Fi u Bi are presently diametrically 
aligned, we can clearly execute the motion by applying a suitably modified reversal 
of the move sequence that was used to bring L, to a diameter. As in the forward 
motion, no more than four joint angles move simultaneously at any time. 
The only problem that remains regarding this reversal is that in r,, either Ai-, 
or A, may be at 0. Assume for simplicity that it is Ai (Fig. 2.5), and that li+ r < r. 
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angles move. 
FIGURE 2.4 
(The other cases can be handled using the same idea.) It is necessary to swing Ai 
about Ai- r in the direction opposite to the one in which Ai came from. In order to 
accomplish this, we first fix A, at 0 and spend an extra mover swinging the tail from 
Aj by 180“ keeping the tail rigid. Observe that the arm will be brought back all the 
way to normal form without any joint lying at 0 again in the interim, because the 
FIGURE 2.5 
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distance from each joint to C will be monotonely nonincreasing. In the reversal 
sequence, at most one more move than in the forward motion is needed, and hence 
only 0( lFil + lBil + 1) moves are spent in the forward and the reverse motions com- 
bined. 
Now suppose that in O(n) time we can compute any subset, say Yip*, of 9 so 
that each member of 9 is either in $P* or is contained in a front or a back cover of 
a member of P’*, but never in two such front covers or back covers. Then by suc- 
cessively bringing each member of 6p* to a diameter, using the procedure just 
described, r:, can be reached. The total number of moves and the total computation 
time are each Cik(lFiI + lBil + l), where k is some constant and the summation is 
taken over the indices of the members of P’*. This sum is O(n). 
Since Steps 1 and 3 also require O(n) moves and 0(n) computational time, the 
entire arm reconfiguration takes only O(n) moves and O(n) computational time. 
The computation of Y*. Assume that all the cis and the d,‘s have been com- 
puted in linear time and that a distance pair xi-, and xi as in Lemma 2.2 has been 
computed for each Lie 5.Z in constant time. (As mentioned before, the algorithms 
for computing these quantities appeared in [3].) Recall that each Fi and each Bi 
can be computed in 0( lFil ) and 0( I B,I ) time, respectively. 
The computation of 9* is performed in two stages. The end of the first stage 
results in an intermediate set of links, 9’: 
let 9’ = @; 
let X=9; 
while X # 0 do 
begin 
let L, be the highest indexed link in X, 
place L, in 9’ and remove { Lh} u F,, from X 
end; 
{The computation of 9’ is based on the front cover constraint.} 
let 9* = 0; 
let X= 9’; 
while X # 0 do 
begin 
let L, be the lowest indexed link in X, 
place L, in 9* and remove {L,} u B, from X 
end. 
{We compute 5?* based on the back cover constraint. 
The computation of =!Z’* clearly requires only O(n) time. We now show that 5?* 
has the required properties. First observe that no link is a member of the front 
covers of two distinct links of 9’. Since Y* is a subset of Y, no link can be in the 
front covers of two different links of Y*. Note also that no link can be in two dif- 
ferent back covers of the links of Y*. It remains to be shown that every member of 
9 - J,?* is in at least one cover of a link of Y*. Observe that 9’ unioned with the 
144 KANTABUTRAANDKOSARAJU 
front covers of its members contains 9. However, during the computation of 9*, 
some members of 3’ may be discarded. Let Ld be such a discarded member. It suf- 
fices to show that Fdu {Ld} is contained in Y* unioned with the covers of its 
members. Since Ld is discarded it must belong to the back cover of some link of 
5?*. It follows that Fd also belongs to the same back cover. 
3. COMPUTING REACHABLE REGIONS 
An algorithm was given in [ 1 ] for computing the regions reachable by the joints 
of a robot arm confined within a circle. This algorithm runs in time polynomial in 
n, where n is the number of links of the arm. The polynomial, unspecified, is 
proportional to at least rz2 and at most n3. The lower bound holds even for fmding 
the reachable region of one arbitrary joint. 
Here we present a simple, linear time algorithm for computing the reachable 
regions of all the joints. 
A significant application of this procedure is in the design of a simple, linear time 
algorithm that decides the existence of a reachable arm configuration in which each 
member of an arbitrarily specified set of joints lies at any given point, and that 
computes such a configuration in case one exists. 
First some definitions will be given, after which the problem to be solved can be 
stated more precisely. 
Any point p is reachable by a joint A, of a robot arm if there is a reachable con- 
figuration in which A,,, lies at p. The set of all points reachable by A, is called the 
reachable region for A,, and is denoted by S,. A link Li can attain a specific orien- 
tation if there is a reachable configuration in which Li is of that orientation. 
For any m, 0 ,< m <n, the circles of radii r - c, and r-d,,,, centered at 0, are 
called the inner and the outer critical circles’ for A,. (The quantities r, c,, and d,,, 
were defined in Sect. 2.) 
The problem solved in [ 11, as well as here, is the computation of Bd S, (the 
boundary of S,), for every m. It will be argued after our solution to this com- 
putation problem has been presented that the representation for Bd S,, to be given 
below, adequately represents S, itself, assuming that the purpose of computing S, 
is to perform membership queries on that region. An important application, to 
appear at the end of this chapter, will help to justify the adequacy of this represen- 
tation. 
It was shown in [l] that Bd S, is always the union of a constant number of cir- 
cular arcs3 such that all arcs are parts of at most 148 circles. We represent this 
* These circles are two of the four (not necessarily all distinct) basic circles for A,,, as defined in [ 11. 
The other two basic circles are centered at the position of A, and are of radii equal to the smallest and 
the largest distances that A,,, could be moved from A0 if there were no obstacle. 
3 We allow a single point and a complete circle to be called arcs. In the standard definition, an arc 
must be homeomorphic to the interval [O, l] of the real line. 
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boundary by a directed graph, G,, embedded in R2. Each edge of G, corresponds 
to an arc4 of Bd S,. (When two or more arcs intersect at one point, then that point 
is represented by only one vertex of G,.) An edge of G, is directed so that if there 
is a face reachable by A, adjacent to that edge, then the face is the right one. (The 
choice of the right face is arbitrary.) In case neither face adjacent to an edge 
is reachable, this edge is assigned both directions (or equivalently, this edge 
is undirected). In the special case in which a connected component of Bd S, is a 
circle, an arbitrary point on this circle is assigned to be a vertex of G,, in order 
to ensure that G, is a graph. 
Brief Discussion of the Algorithm Presented in [ 1 ] 
Note that computing Bd S, is equivalent to computing the corresponding graph 
G, as defined above. Their algorithm consists of two major steps: 
The first major step computes at most 148 circles, the union of which covers 
Bd S,. The region S, was assumed to be closed. (This is easy to prove [4].) With 
this assumption, Bd S, can now be characterized: since the closedness of S,,, implies 
that Bd S, E S,, any point x belonging to Bd S, is reachable by A,. Hence it suf- 
fices to characterize reachable points that lie on Bd S, in order to characterize 
Bd S,. It was established that if in a configuration, A, lies on Bd S,, but lies 
neither on a critical circle nor at the closest or the farthest possible distances from 
AO, then some intermediate joint Aj lies on C. Let Ajmax be the highest indexed such 
joint. It was proven that the number of choices for the indexj,,, is a constant. (The 
computation of these j,,,’ s requires the solutions of certain inequalities.) Further- 
more, given any j,,, there are at most four locations, all on C, at which Ajmax can 
lie. (To find these locations involves computing Bd Sin C, 1 <i< m - 1, which 
requires Q(n*) time.) It was also shown that the part of the arm from Ajmax to A, 
must form a straight line such that all joint angles are straight, with the possible 
exception of the angle at Ajmax + 1, which may also be 0” (a “fold”). Therefore, for 
each choice of the index j,,, and each of the four possible locations of A,,,, the 
algorithm generates two circles as contributions to the union of up to 148 circles 
that will contain the set of points Bd S,. 
In the second major step, Bd S, is computed from that union. The procedure for 
this computation involves testing for membership in S, the faces of a certain graph 
formed naturally from the collection of circles. Such a test for each of the constant 
number of faces costs quadratic time. 
The overall computation time of the algorithm is at least quadratic in the number 
of links. 
Development of a Linear Algorithm for Computing Reachable Regions 
ALGORITHM 3.1. Computing reachable regions for a robot arm in a circle: 
First all the c;s and the dis are computed in linear time with the algorithm given 
4 In the event that an “arc” of Bd S, is a single point, we represent it by a vertex. 
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in [3]. Then Bd S,,, Bd S1 ,..., Bd S, are computed in that order. To generate 
Bd S,, for any m > 0, we begin by generating a constant number of circles that will 
cover Bd S,, making use of Bd S, ~ 1, c,, and d,,,. This generation takes constant 
time. Then Bd S, (its representation, G,) is computed from that union of circles in 
constant time. Hence, the entire algorithm runs in time linear in the number of 
links. 
It is surprising that in order to cover Bd S,, we only need the curves parallel to 
the circular arcs of Bd S,,- 1, plus two other curves directly representing the 
physical constraint on the motion of A, imposed by C. (Of course the curves of 
Bd S,,- 1 already convey much information related to the constraint on the arm’s 
motion imposed by C.) This is the key observation that enables us to improve on 
the existing algorithm. After some preliminary results, the circles that cover Bd S, 
will be listed in Lemma 3.7. 
LEMMA 3.1 [ 11. For every m, Bd S, can be described by a constant number of 
circular arcs such that all these arcs together belong to at most 148 circles. 
LEMMA 3.2 [3]. Let p be a point in S,,- 1, and let any reachable orientations of 
the links L,,..., L, be given. Then there is a reachable configuration in which A,-, 
lies at p, and L,,..., L, are of the specified orientations. 
LEMMA 3.3. A point q lying at a distance between and including c, and d,,, from C 
is reachable by A,,, if and only tf there is a point p in S, _, such that d(p, q) = 1, and 
when A, _, and A,,, lie at p and q, respectively, L, is of an attainable orientation. 
Proof Only the “if’ part needs to be proven. Assume that there is a point p in 
S, ~, such that d(p, q) = 1, and when A,,, _, and A, lie at p and q, respectively, L, 
is of an attainable orientation. By Lemma 3.2, there is a reachable configuration, 
say r, in which A, _ 1 lies at p and L, is of the orientation that it would assume, if 
A, lied at q. In order to bring A,,, to q, we first move the arm to lY Then, by 
Lemma 2.1, A,,, can now be swung about A,- 1 until A, comes to q, without any 
obstruction caused by the tail. 1 
LEMMA 3.4. S, is closed and bounded in the euclidean metric, d, for every m. 
Proof See [4]. 1 
Now the set of reachable points of Bd S, will be characterized, and based on 
these results, a set of circles adequate for covering Bd S, will be given. 
LEMMA 3.5. In a reachable configuration, if A,,, lies on Bd S, and not on a 
critical circle for A,,,, then A,,-, lies on BdS,-l. 
Proof The proof is by contradiction. Suppose A, lies at some point, say q, of 
Bd S, and not on a critical circle for A,, but A,,, _ 1 does not lie on Bd S, _ 1. Say 
A,- I lies instead at some point p in the interior of S,_ , (Fig. 3.1). We will show 
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that there is some neighborhood of q lying entirely in S,, thereby contradicting the 
assumption that q lies on Bd S,. 
Clearly there is an open ball of some positive radius 6 centered at p, denoted by 
B(p, 6) such that B(p, 6) E S,,- i. In addition there is an open ball B(q, E) such that 
E 6 6 and B(q, E) does not intersect either critical circle of A,. In case p and q do 
not lie on the same diameter of C, let D1 and D2 be diameters that do not pass 
through p or q and in addition, p and q lie on opposite sides of D, but on the same 
side of D2. These diameters divide the region within C into quadrants. Note that 6 
and E can be chosen sufficiently small that each of B(p, 6) and B(q, E) lies entirely in 
one of the quadrants. Since these balls are in nonopposite quadrants, whenever 
A,,-, and A, lie in B(p, 6) and B(q, E), respectively, 0 always lies on one side of 
the A, to A,,-, line, implying that L, is of fixed orientation. 
Whether p and q lie on the same diameter of C or not, we now claim that any 
point q’ of B(q, E) is reachable by A,, thereby contradicting the assumption that q 
lies on Bd S,. To prove this claim, let p’ be the point of B(p, 6) such that the vec- 
tors pp’ and qq’ are equal. (The point p’ exists because 6 2s.) Noting that 
d(p’, q’) = /, and that whenever A,,-, and A, lie at p’ at q’, respectively, the orien- 
tation of L, is attainable, we conclude using Lemma 3.3 that A,,, can reach q’. l 
LEMMA 3.6. In any reachable configuration, if A,,, lies on Bd S, but not on a 
critical circle for A,,,, and the tangent to Bd S,_ , at A,,- 1 is defined, then this 
tangent is perpendicular to L, . 
Proof Assume that in some reachable configuration, A,,, lies on Bd S,, but not 
on a critical circle for A,, and the tangent to Bd S,,_ 1 at A,- 1 is defined but is not 
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perpendicular to L,. (Since by Lemma 3.5 A,,- i must lie on Bd S,,- i, it is 
meaningful to discuss the tangent to Bd S, _ i at A,,, ~ 1 .) We will derive a contradic- 
tion by proving that A, lies in the interior of S,. 
Let the positions of A, _ i and A, at the moment be denoted by p and q, respec- 
tively. Since the tangent to Bd S, _ i at p is defined, p cannot lie at an intersection 
of two or more arcs of Bd S, _ I. Denote the arc on which p lies by a (Fig. 3.2). Let 
S be any open arc (any set homeomorphic to the interval (0, 1)) such that 
p E S 5; a and let pnear and prar be any points of S lying nearer to and farther from 
q, respectively. (Clearly such points exist when the tangent is not perpendicular to 
L,.) We will show how to select a positive number E small enough that B(q, E) does 
not intersect any critical circle for A, and in addition, for any point q’ E B(q, E) 
there is a corresponding point p’ E S such that d(p’, q’) = 1,. It is easy to pick E so 
that B(q, E) does not intersect any critical circle for A,. Now select a smaller E if 
necessary so that 8 6 min{d(p, q) - QL,,,, q), 4p,,, q) - 4p, 4)). For any 
q’ E B(q, E) we can easily show that d(p,,,,, 4’) < 1, (= 4~~ 4)) < d(p,,, 4’) and 
hence there must be a point p’ E S such that d(p’, q’) = 1,. Therefore E satisfies the 
given requirement. 
In case p and q do not lie on the same diameter of C, it is possible, as in the 
proof of the previous lemma, to limit the sizes of S and B(q, E) so that whenever 
A m-1 and A, lie in S and in B(q, E), respectively, L, is of fixed orientation. 
Whether p and q lie on the same diameter or not we claim that by Lemma 3.3, 
B(q, E) E S,, since it has just been shown that given any point q’ E B(q, E), there is a 
point p’ of Bd S,,_ i (and therefore of S, ~ i because S,- i is closed) such that 
d(p’, q’) = 1, and in addition, whenever A,-, and A, lie at p’ and at q’, respec- 
tively, the orientation of L, is attainable. 1 
FIGURE 3.2 
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LEMMA 3.7. The union of the circles belonging to the following categories contains 
all points of Bd S, : 
Category 1. The two critical circles of A,,, (which could coincide). 
Category 2. Two circles concentric to each arc of nonzero length on Bd S, _ i, 
with radii rn + I, and Ira - l,,,[, where rn is the radius of the arc. 
Category 3. A circle of radius I, centered at each endpoint of every one of 
Bd S, _ 1’s arcs that is neither a complete circle nor a proper subset of any other arc 
of BdS,,p,. 
Proof: Lemma 3.4 states that S, is closed, and hence S, contains all its boun- 
dary, Bd S,. It follows that A, can reach all points of Bd S,, and therefore it suf- 
fices to show that if in some reachable configuration A, lies on Bd S,, then A,,, 
must lie on one of the circles in the three categories listed above. 
Let us assume that A,,, lies on Bd S, but not on a circle in Category 1 (a critical 
circle), and then show that A, has to lie on a circle in one of the two other 
categories. First note that since A, does not lie on a critical circle, by Lemma 3.5 
A, _ i must lie on Bd S, _ i . If A,.- i lies at a point where the tangent to Bd S, _, is 
defined, then by Lemma 3.6 this tangent must be perpendicular to L,. This implies 
that A, lies on a circle in Category 2. On the other hand if A, _, does not lie at a 
point where the tangent to Bd S,-, is defined, then A,,- i must be at an endpoint 
of some arc of Bd S, _, , where this arc is neither a complete circle nor a proper 
subset of another arc of Bd S,,_ i. It follows that A, lies on a circle in 
Category 3. 1 
Since the maximum number of arcs of every Si is a constant independent of i, we 
conclude that the number of circles listed in Lemma 3.7 is no greater than some 
constant. 
The second part of the main algorithm, which creates the graph G, (the 
representation of Bd S,) from the circles listed in Lemma 3.7, will now be 
developed. 
We store this collection of circles in a natural representation; as an undirected 
graph Em, embedded in lR*. The vertices are the points of intersection of two or 
more of the circles, and the edges are the arcs occurring naturally from these inter- 
sections. In case a circle in the collection does not intersect any other circle, let an 
arbitrary point on that circle be a vertex of E,,, and let the circle itself be an edge 
looping from that vertex to itself. Since there are only a constant number of circles, 
E, has a constant number of edges and of vertices, and therefore E, can be created 
in constant time. 
To be able to compute S, (i.e., its representation, G,) we can show that each 
face of E, (excluding the boundary) is either entirely in S, or entirely in its com- 
plement [4]. Hence testing any one point on a face suffices to indicate whether the 
entire face is in S,. Now observe that because S, is closed, any edge of E, adjacent 
to a face that belongs to S, is also in S,. The only other type of edges are those 
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not adjacent to any reachable face. We can show that if e is such an edge, then e 
(excluding its endpoints) belongs either entirely to S, or entirely to its complement 
[4]. Hence we only have to test an arbitrary point for reachability, in order to 
decide if the edge is reachable. 
We now present the main result of the chapter, which completes the description 
of the main algorithm. 
THEOREM. Bd S, can be computed in constant time, given Bd S,,- 1, c,, and d,, 
Proof: We give an algorithm that computes Bd S,. Recall that the graph E, 
that covers Bd S, can be computed in constant time. As mentioned earlier, G, (the 
representation of Bd S,) is to be computed from E, by eliminating some of E,‘s 
edges (and vertices), and subsequently assigning directions to the remaining edges. 
Suppose we have a constant time algorithm which, given an arbitrary point p, 
determines if A, can reach p. (Such an algorithm will be given shortly.) The graph 
G, can then be computed as follows: as previously mentioned we can test a point of 
each face of E, to determine it the face is reachable. After all such tests, we know 
(from the closedness of S,) how to process every edge of E, adjacent to at least a 
reachable face. Now, for each edge, e, not adjacent to any reachable face, we men- 
tioned that we can test a non-endpoint of e to determine the reachability of e. At 
this stage such edges of E, can be processed. 
By Lemma 3.3, the following constant time algorithm will decide whether A, can 
reach p: compute K, where K is the circle of radius I,,, centered at p. If an orien- 
tation of L, is not attainable, then remove the half of K such that if A,- i is placed 
anywhere on that half and A, is placed at p, then L, is of the unattainable orien- 
tation. The procedure then decides that A, can reach p if and only if K intersects 
S,,- 1 and in addition, A, lies within the distances c, and d, (inclusive of both 
extreme values) from C. 1 
Adequacy of G, as a Representation for S, 
Now we show that the testing of any given point, say p, for membership in S, 
can be performed in constant time, given G, as the representation of Bd S,. 
Because S, is closed it contains its boundary. So if the point p is on an edge or at 
a vertex of G,, then p is in S,. Now it can be shown that each face of G, is either 
entirely reachable or entirely unreachable by A, [4]. Find out in which face p 
belongs, and from the direction in which the edge adjacent to that face traverses, it 
can be determined whether the face, and therefore the point p, is reachable by A,. 
All steps clearly take constant time. 
With this discussion, we have justified that G, is a good representation for S, 
itself, assuming that the efficiency of membership queries is the major criterion for 
the appropriateness of a representation. 
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An Application 
Given an n-link robot arm in a circle, C, and given final positions pl, p2,..., pk of 
joints Ai,, A, ,..., A,, respectively, where { il, i2 ,..., ik} is a set of arbitrarily specified 
indices, we develop a simple algorithm, below, which decides in O(n) time whether 
there exists a reachable final arm configuration in which these k joints lie at the 
respective positions. If so, the same algorithm gives such a final configuration. 
ALGORITHM 3.2. Reaching k points with k arbitrarily specified joints: 
Step 1. In linear time, calculate all the cI)s and the d;s and determine the 
attainable orientations for every link. Algorithms for these computations appear in 
r31. 
Step 2. For every member i, of the set of specified indices, compute ci and dl 
for all indices i, ii < i G i, + 1 such that c( and d( are the nearest and the farthest dis- 
tances, respectively, that Ai can be moved from C given that A, is fixed at P,~. From 
[3] it is clear that cl and di are well defined and can be computed from the 
equations cl = max { ci, c:- 1 - lj} and di = min{d,, &, + 1i}.5 (This is because the 
only effect of fixing A i, at pj in restricting the distances that Ai, ii < i < ii+ 1, can be 
moved from C is that Ai cannot be farther than l,, 1 + ... + Ii from p,.) This step 
takes O(n) time for all the i,‘s together. 
Step 3. For each “interval” of indices between the specified indices ({ O,...,i, }, 
{i 1 ,..., i2} ,..., (i, ~ , ,..., i,}), compute the regions reachable by the joints in the inter- 
val, assuming that the lowest indexed joint, say i,, of the interval is fixed at p,. In 
these computations, use the attainable orientations computed in Step 1. Clearly, 
this step also takes linear time when the main algorithm of this chapter is applied, 
using cl and dl in place of c, and d, for each i. 
Finally observe that a reachable configuration with the k specified joints at the 
respective points exists if and only if the reachable region for every specified joint 
A, computed as above (assuming Ai/- 1 must lie at pj- I ) contains pi. 
Note that in case such a reachable conliguration exists, we can move the arm to 
it in linear computation time and linear number of moves, using the arm recon- 
figuration algorithm developed in Section 2. 
4. MINIMAL MOVEMENT IN THE FREE PLANE 
Given an n-link arm in an obstacle-free euclidean plane, with A, fixed 
positionwise, we give an O(n3) time dynamic-programming algorithm that com- 
putes the minimum number of joint angles that have to change in order that A, 
5 Let both c; and 4, be the distance from p, to C. 
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reaches a given point p, and a linear-time algorithm that can then determine exactly 
which angles are to be changed and by how much these changes ought to be. 
Since we have no obstacles, it is easy to see that A, can reach the same point p 
regardless of the number of angles we allow to move at a time, and regardless of the 
timewise ordering of the angles that move. 
ALGORITHM 4.1. Reaching a point (with the hand A,) in the obstacle-free plane: 
Let A, be the region reachable by A, if Ai is fixed positionwise, and if in addition 
we allow only the joint angle at A i and those at j- 1 other joints to change. Each 
choice of the set of j - 1 other joints contributes a subregion to a union of regions 
that constitute A,. From [3] we can easily infer that A, is a union of disks and 
annuli, all centered at Ai and all containing the circle with center at Ai and with 
radius d,, where d,, denotes the euclidean distance between A, and A, in the initial 
configuration. Therefore A, is either a disk or an annulus centered at Aj. Hence, A, 
can be specified by its center and the pair (R,, rii), where R, and rii are the outer 
and the inner radii of A,, respectively. For every i, Ri, = ril = din. For j > 1, R, and 
rij are given by 
Rv=max {dik+Rk~~j_I,j 
k>i 
and 
i 
0 if 3k>isuchthatrk(j~,,dd,6Rk(j~,,, 
rii= 
min {min[ldik-rk,j-1)1, Idik-Rk(j-1jII) otherwise. 
k>i 
The minimum j such that some A, contains p is the minimum number of angles 
to be changed. If such a j does not exist, then p is not reachable by A,. 
We precompute the dng)s and then compute the Ais in increasing order ofj. 
Analysis. All the dgg’s can be computed in O(n*) steps. The computation of Ai, 
for all the z’s is already performed by calculating the dais. Since the computation of 
each A, takes O(n) steps, the computation of all the A, takes O(n3) steps. The 
determination of the specific angles that will move, as well as of the amount and the 
direction of movement of each one, involves a standard search in the dynamic 
programming table in linear time. Details can be found in [4]. 1 
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