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Abstract
The cuprate high-temperature superconductors have been the focus of unprecedentedly intense
and sustained study not only because they are, by a wide margin, the materials with the highest
superconducting transition temperatures, but also because they represent the most exquisitely
studied examples of highly correlated electronic materials. In particular, the pseudo-gap regime of
the phase diagram, which is the “normal phase” out of which the superconductivity, for the most
part, develops, exhibits a variety of mysterious emergent behaviors. In the last few years, evidence
from NMR/NQR[1, 2] and STM[3–6] studies, as well as from a new generation of X-ray scattering
experiments[7–11] has accumulated indicating that a general tendency to short-range-correlated
incommensurate charge-density-wave (CDW) order is “intertwined”[12] with the superconductivity
in the pseudo-gap regime. Additionally, transport[13, 14], STM[15, 16], neutron-scattering[17], and
optical[18–21] experiments have produced evidence – not yet entirely understood – of the existence
of an associated pattern of long-range-ordered point-group symmetry breaking with an electron-
nematic and possibly a chiral-nematic (gyrotropic) character[22]. We have carried out a theoretical
analysis of the Landau-Ginzburg-Wilson effective field theory of a classical incommensurate CDW
in the presence of weak quenched disorder. While the possibility a sharp phase transition and long-
range CDW order are precluded in such systems, we show that any discrete symmetry breaking
aspect of the charge order – nematicity in the case of the unidirectional (stripe) CDW we consider
explicitly – generically survives up to a non-zero critical disorder strength. Such “vestigial order,”
which is subject to unambiguous macroscopic detection, can serve as an avatar of what would be
CDW order in the ideal, zero disorder limit. Various recent experiments in the pseudo-gap regime
of the hole-doped cuprate high-temperature superconductors are readily interpreted in light of
these results.
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Because the spontaneous breaking of a continuous symmetry is forbidden[23] in the pres-
ence of “random-field” disorder in dimension d ≤ 4, effects of disorder are significant for the
physics of incommensurate CDW ordering, even in crystalline materials, such as the high-
temperature superconductor YBCO, which can in other respects be considered extremely
well ordered. However, because d = 2 is the lower critical dimension for breaking a discrete
symmetry, as in the random field Ising model[23–25], if a putative CDW ground state breaks
a discrete symmetry (e.g. a point-group symmetry), a finite temperature transition at which
this symmetry is broken will persist in the presence of weak disorder in d = 3.
Here, with the case of the cuprates in mind, we study a model of a layered system
with tetragonal symmetry which in the absence of disorder undergoes a transition to a
unidirectional incommensurate CDW (stripe ordered) phase. We thus express the density
at position ~r in plane m as
ρ(~r,m) = ρ¯+
[
ψx(~r,m)e
iQx + ψy(~r,m)e
iQy +H.C.
]
+ . . . (1)
where Q is the magnitude of the CDW ordering vector, ψα (with α = x, y) are the two com-
ponents of a slowly varying complex vector field, and the ellipsis refers to higher harmonics.
Broken symmetries are defined, as usual, by taking the asymptotic long-distance limit of the
appropriate thermal (< >) and configuration averaged ( ; ) two-point correlation function,
lim|~R|→∞< O
†(~r + ~R,m)O(~r,m) > ≡ | < O(m) > |2: In a stripe ordered state, < ψx > 6= 0
and < ψy > = 0 (or vice-versa) and N ≡ < |ψx|2 > − < |ψy|2 > 6= 0; in a checkerboard
state < ψx > = < ψy > 6= 0, and N = 0, while in an “Ising nematic” phase, < ψx > = 0,
< ψy > = 0, and N 6= 0. For each of these states, the pattern of broken symmetry could,
depending on details of the interactions between neighboring planes, propagate from plane
to plane in different ways, thus breaking the point-group symmetries as well as translation
symmetry in the z (⊥ to the plane) direction in different ways.
In Eq. 6, below, we introduce an effective Landau-Ginzburg-Wilson effective field theory
expressed in terms of these fields. For simplicity, we will assume that the interplane cou-
plings (of magnitude Vz) are weak compared to the in-plane interactions, and favor identical
ordering in neighboring planes; however, it is straightforward to generalize this to cases in
which more complex patterns of interplane ordering are favored. The stripe state breaks a
continuous (U(1) = SO(2)) symmetry (translations) and a discrete Z2 symmetry associated
with the choice of whether the stripes are modulated in the x or y direction. In the ne-
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matic phase, translational symmetry is preserved but the point group (Z2) symmetry is still
broken. We obtain explicit results for the phase diagram and various correlation functions
of this model using a saddle-point (mean-field) approximation and the replica trick. For
a generalization of the model in which ψα is taken to be an N component field, and the
SO(2)×SO(2)×Z2 symmetry of the original model is generalized to SO(N)×SO(N)×Z2,
this approximation becomes exact in the N → ∞ limit. We also outline a procedure (ex-
plored in more detail in the Supplemental Material) to establish a precise correspondence
between the effective field theory for the nematic order parameter and a random-field Ising
model (RFIM).
Principal Results: Because the general behavior of the system can be motivated largely
from symmetry considerations starting directly from the assumption of a stripe ordered state,
we begin by presenting our key results on the basis of qualitative arguments, and will then
discuss how these results follow from the systematic analysis of the effective field theory.
The structure of the phase diagram in the temperature (T ) and disorder (σ) plane is
shown in Fig. 1. In the absence of disorder, stripe order necessarily survives up to a non-
zero critical temperature, Tstr. Here, it is possible that there is a single transition to a
fully symmetric state, or it is possible, as shown, for the symmetry to be restored in a
sequence of two transitions resulting in the existence of an intermediate nematic phase for
Tstr ≤ T < Tnem. [49] Assuming the transitions to be continuous, the transitions at Tstr and
Tnem are in the 3d-XY and 3d-Ising universality classes, respectively.[50]
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FIG. 1: Schematic phase diagram of a highly anisotropic (quasi-2D) tetragonal system as a function
of the mean-squared disorder, σ2. The phase diagram is computed from the solution of the self-
consistency equations for the lattice version of the model defined in the Supplemental Material
with Vz = 0.01κ‖, κ⊥ = 0.98κ‖ and ∆ = 0.25κ‖.
Non-zero disorder precludes the existence of long-range stripe order; under some cir-
cumstances, for weak enough disorder, the stripe order could give way to quasi-long-range
stripe-glass order[26–28], but this is not generic[29], and is not seen in our effective field
theory, at least at the level of the approximate solution we have obtained. However, the
nematic phase has Ising symmetry so it survives as long as the disorder is less than a critical
strength, σc. This is an example of a more general phenomenon, which we have named
“vestigial order”; while the tendency toward stripe order is the essential piece of microscopic
physics, the nematic phase is more robust as a phase of matter, and can serve as an avatar of
stripe order which can be detected in macroscopic measurements[22]. While σc necessarily
vanishes as Vz → 0, it does so[30] only as σc ∼ [ log |Tnem/Vz| ]−1/2, so it is not too small
even in quasi 2D systems.
To obtain explicit expressions for measurable quantities requires making approximations.
One important quantity is the structure factor, S(~q), which determines the X-ray scattering
cross-section. For T > Tstr, invoking the fluctuation dissipation theorem and linear response
analysis, it is straightforward to obtain expressions for S in terms of the susceptibility, G,
of the ideal (disorder-free) system to second order in σ. Specifically, near the fundamental
ordering vectors (k2x + k
2
y ≪ Q2),
S(Q+ kx, ky, kz) = TG(kx, ky, kz;µ+N ) + σ2|G(kx, ky, kz;µ+N )|2
S(kx, Q+ ky, kz) = TG(ky, kx, kz;µ−N ) + σ2|G(ky, kx, kz;µ−N )|2. (2)
Even in the limit of weak disorder, this expression is invalid for T < Tstr, reflecting the
non-perturbative destruction of long-range CDW order by quenched randomness. However,
in the Gaussian approximation we define below, which is exact in the previously mentioned
large N limit, an expression of precisely this same form is obtained which is valid for all σ
and T , however with G replaced by an effective susceptibility,
G(~k;µ) =
[
κ‖k
2
x + κ⊥k
2
y + Vzǫz(kz) + µ
]−1
. (3)
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Here ǫz(kz) is the z-direction dispersion that depends on the details of the interplane in-
teractions, and N and µ are effective couplings which are implicit functions of T and σ
determined by the self-consistency Eqs. (9) and (10), below. In the isotropic phase N = 0,
while in the nematic phase or in the presence of explicit orthorhombic symmetry breaking
by the lattice, N 6= 0.
Since there is an actual thermodynamic phase transition involved, direct probes of the
nematic phase should, in principle, be possible and unambiguous. There are, however, two
aspects of the problem that make this less straightforward than it at first seems. In the first
place, the number of degrees of freedom per unit cell involved in a nematic transition may
be relatively small. For instance, nematic order does not generically open gaps anywhere on
the Fermi surface leading to a relatively weak signature in the specific heat[31], even when
the nematic transition occurs at low T ; when the transition occurs at relatively high T , the
smallness of the thermodynamic signal is still more of an issue. More importantly, since
the transition is in the universality class of the RFIM, the intrinsic slow dynamics[25] imply
that, starting at a cooling-rate dependent temperature strictly larger than Tnem, the nematic
ordering can no longer equilibrate and hence all thermodynamic signatures will be dynam-
ically rounded. This is further exacerbated by the fact that any uniaxial strain will couple
linearly to the nematic order parameter, so uniaxial strain (or any weak orthorhombicity of
the host crystal) will round the transition and random strains will broaden it.
There are, however, clear ways to detect nematic order. While this has been under-
taken in various ways in the context of the cuprates[2–4, 13–17, 32–34], the most success-
ful strategy has been developed in context of studies of the Fe-based high-temperature
superconductors.[35] Several general observations underlie these strategies:
1) Any quantity that is odd under C4 rotations (or the corresponding element of the point
group symmetry that is broken in the nematic phase) vanishes in the isotropic phase and
grows linearly in proportion to N for small N , and can thus be used as a proxy for the
nematic order parameter. Examples include the resistivity anisotropy[13, 36, 37], ρxx −
ρyy, any local density which is odd under C4 rotation, or a structural (e.g. orthorhombic)
distortion[38]. Consider, for instance, the bond-charge-density on x-directed and y-directed
bonds from site ~R, ρx(~R) and ρy(~R), which for the cuprates[2] also corresponds to the
charge density on the corresponding in-plane O sites. A direct measure of nematicity is
QN ≡ < ρx(~R) >−< ρy(~R) > ∝ N . A different measure, which is directly related to local
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CDW order, is Q˜N ≡ < |δρx(~R)|2 >−< |δρy(~R)|2 >, where
δρα ≡ ρα −< ρα >; < |δρx(~R)|2 > = σ2A2(µ+N ); < |δρy(~R)|2 > = σ2A2(µ−N ) (4)
and
Ap(µ) ≡
∫
d~k
(2π)3
[
G(~k, µ)
]p
= −
(
1
p− 1
)
∂Ap−1
∂µ
(5)
with G(~k;µ) given in Eq. (3). A quantity similar to QN , referred to in Ref. [16] as “intra-
unit-cell-nematic” order, has been investigated in STM studies of cuprate high-temperature
superconductors with suitable surfaces. As has been shown in Ref. [2] (and discussed below),
bulk NMR/NQR measurements on cuprates can be performed to obtain QN and Q˜N .
2) Uniaxial volume preserving strain, beff ≡ ǫxx − ǫyy, acts as a symmetry-breaking field
(see Eq. (11)) conjugate to N . Thus, from the strain dependence of any of the electronic
proxies for N , it is possible to infer the differential susceptibility, χ ≡ ∂N /∂beff . Less ob-
viously, but equally importantly, the ability to apply a symmetry-breaking field can, under
appropriate circumstances, permit at least two real-world complications to be circumvented:
a) In an orthorhombic crystal, there is an explicit symmetry-breaking field which rounds the
nematic transition and implies the existence of a non-zero N even for T > Tnem; however, if
the orthorhombicity is sufficiently weak, it is possible[35] to measure χ at non-zero beff and
to extrapolate the result to beff = 0, thus correcting for the presence of orthorhombicity.
b) Where macroscopic detection of symmetry breaking is precluded due to domain forma-
tion, cooling in the presence of a symmetry breaking field can orient the order parameter
macroscopically, permitting macroscopic measurements to detect its presence.
Explicit Model: To make the present considerations concrete, we consider the simplest
classical effective field theory[39–41] of an incommensurate CDW in a tetragonal crystal,
with effective Hamiltonian
H = κ‖
2
∣∣∂αψα∣∣2 + κ⊥
2
∣∣∂α¯ψα∣∣2 + U
2N
[∣∣ψx∣∣2 + ∣∣ψy∣∣2 − ΛN]2 − ∆
2N
[∣∣ψx∣∣2 − ∣∣ψy∣∣2]2
−Vz
[
ψ†α(~r,m)ψα(~r,m+ 1) + H.C.
]− [h†α(~r,m)ψα(~r,m) + H.C.]
−[b†αψα +H.C.]+ . . . (6)
Here α = x, y is a spatial index for which Einstein summation convention is adopted, α¯
signifies the complement of α, and each ψα is a SO(N) vector, where in the case of the
CDW, N = 2 with the two components corresponding to the real and imaginary parts of
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the amplitude – the generalization to arbitrary N permits a controlled solution in the large
N limit. In the following analysis, we assume that ∆ > 0, which is to say that stripe order is
favored over checkerboard. In the absence of disorder and significant thermal fluctuations,
one might focus on temperatures in the neighborhood of the mean-field CDW transition
temperature, TMF , where Λ < 0 for T > TMF and Λ > 0 for T < TMF . Here, we will
focus on the range of temperatures for which Λ > 0, where there is a well developed local
amplitude of the CDW order parameter, but in which the effects of weak random fields spoil
the long-range CDW ordering at long distances. We further assume that all the remaining
coupling constants are positive. Finally, h is a Gaussian random field,
hαi(~r,m) = 0; hαi(~r,m)hβj(~r′, m′) = σ
2δαβδijδm,m′δ(~r − ~r′), (7)
with i, j = 1, . . . , N , and b is an explicit symmetry-breaking field, which will be assumed
to vanish unless otherwise stated. The ellipsis represents higher order terms in the usual
Landau-Ginzburg expansion.
It is convenient to introduce two scalar Hubbard-Stratonovich fields, ζ(~r,m) and φ(~r,m)
in place of the quartic terms in H:
U
2N
[∣∣ψ∣∣2 −NΛ]2 − ∆
N
(∣∣ψx∣∣2 − ∣∣ψy∣∣2)2 (8)
→ ζ
2
2U
+
φ2
2∆
+
1√
N
[
iζ
(∣∣ψ∣∣2 − ΛN)+ φ(∣∣ψx∣∣2 − ∣∣ψy∣∣2)],
where
∣∣ψ∣∣2 = ∣∣ψx∣∣2 + ∣∣ψy∣∣2, and in the “hard-spin limit” (U →∞) ζ enforces the hard-spin
constraint,
∣∣ψ∣∣2 = ΛN , and φ determines the nematic order parameter, N = 2〈φ〉/√N .
Approximate Solution: There are a number of approximate ways to analyze this
effective field theory. Firstly, to carry out the configuration averages over realizations of the
random fields, we introduce n replicas of each field. The replicated field theory can then
be used directly to generate the cumulant expansion,[29] or in the conventional manner, by
taking the n→ 0 limit when computing physical properties.
Since the CDW never orders, it is also reasonable to treat the fluctuations of ψ in a
self-consistent Gaussian approximation - this approximation becomes exact (at least in the
loose sense commonly used in the field) in the limit N → ∞. The fluctuations of ζ do not
involve any broken symmetries, and so to the same level of approximation, these can be
treated in a saddle-point approximation, yielding the self-consistency equation in terms of
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µ ≡ 2iζ/√N , which in the hard-spin limit (U →∞) becomes
Λ = T
[
A1(µ+N ) + A1(µ−N )
]
+ σ2
[
A2(µ+N ) + A2(µ−N )
]
. (9)
with Ap given in Eq. (5). Notice that this constraint imposes a physically appropriate
sum-rule on the integrated scattering intensity,
∫
d~kS(eˆxQ+~k)+
∫
d~kS(eˆyQ+~k) = (2π)
3Λ.
Although not necessary (see below), we can similarly evaluate the nematic order param-
eter approximately directly from the saddle-point equation for φ in the limit n→ 0:
N /(2∆) = T [A1(µ−N )− A1(µ+N )]+ σ2[A2(µ−N )−A2(µ+N )] (10)
This relates the nematicity to the difference in the integrated scattering intensities, N (2π)3 =
2∆
[ ∫
d~kS(eˆyQ + ~k)−
∫
d~kS(eˆxQ + ~k)
]
.
Fig. 1 was obtained by numerically solving the self-consistency equations for a lattice
version of the same model, for the case Vz = 0.01κ‖, κ⊥ = 0.98κ‖. For Vz > 0.37κ‖ and for
σ = 0, there is a single first-order transition from a stripe-ordered phase to the disordered
phase with no intermediate nematic phase, but for non-zero σ the stripe phase is replaced
by a nematic phase, although for weak enough disorder, the nematic transition is now first-
order. So long as Vz 6= 0, the solution obtained in this way is qualitatively reasonable;
however, while for non-zero σ, µ − |N | > 0, which rightly implies that there is no stripe
ordered phase, we obtain a solution with non-zero N for low enough T , even in the 2D
limit Vz → 0 where such a state is forbidden on general grounds. This is an artifact of the
mean-field, saddle-point approximation for the nematic field.
In the Supplemental Material, we treat the effective field theory for φ more accurately.
Specifically, we show that upon integrating out the CDW fluctuations, the replicated field
theory for φ is of the same form as the replicated field theory of the RFIM. At T = 0 and in
the limit of weak disorder, we can similarly map a correspondence between the two models
by identifying the domain-wall energies and the mean-square disorder strength. These two
exercises make explicit what is apparent by symmetry – that the problem of nematic ordering
is equivalent to the ordering of the RFIM. The two qualitatively interesting aspects of this
correspondence are that
beff ∼ |bx|2 − |by|2; and σeff ∼ σ2
√
A4(µ), (11)
where beff and σeff are, respectively, the uniform component and the root mean-squared
variations of the effective magnetic fields which appears in the RFIM. Importantly, this
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means that if the disorder is weak (σ is small), the effective disorder felt by the nematic
component of the order parameter is parametrically smaller still. The mapping between the
two models permits one to connect problems of vestigial nematic ordering to the rich, and
well studied phenomenology of the RFIM.[25]
Some implications for experiments in the cuprates: Clear evidence of the growth
of short-range correlated CDW order in the pseudo-gap regime of the phase diagram has
been found in a large number of experiments in multiple families of hole-doped cuprates.
[51] To interpret their significance, one would like to extrapolate the results to an “ideal
hole-doped cuprate,” one without quenched disorder and without structural peculiarities
which lower the symmetry of the problem. At least, the existing observations make clear
that there is a ubiquitous tendency to charge order with a well-defined period λ which is a
few times the lattice constant. λ depends on the doping concentration and certain structural
details, presumably indicating that the electron-phonon coupling plays a role in determining
some aspects of the CDW order. The preferred orientation of the CDW is always along the
Cu-O bond (x and y) directions. [52]
However, there is no consensus about whether, in the absence of quenched randomness,
the CDW order within each plane would be dominantly striped (∆ > 0 ) or checkerboard
(∆ < 0), whether the CDW order would be static (long-range ordered, Λ > 0) or fluctuating
(short-range correlated, Λ < 0), and indeed whether the CDW phenomena seen in different
cuprates are siblings or distant cousins. As discussed previously in Refs. [40, 41] in the
context of STM studies of the cuprates, in the presence of substantial disorder (σ not small)
the structure factor itself typically does not differ greatly between a “failed” stripe phase
(i.e. with Λ > 0 and ∆ > 0) and a failed checkerboard phase (i.e. with Λ > 0 and ∆ < 0),
nor whether the disorder is pinning what would otherwise be fluctuating order (Λ < 0)
or breaking up into domains what would otherwise be long-range CDW order (Λ > 0).
To see this, consider the expression for the structure factor in Eq. (2); it has no explicit
dependence on either Λ or ∆, but rather depends on them only implicitly through the self-
consistency equations for µ and N . Because quenched disorder absolutely precludes long-
range CDW order, µ > |N | independent of Λ; only by approaching the limit of vanishing
disorder would it be possible to distinguish unambiguously whether the correlation length,
1/ξ =
√
κ(µ− |N |) (κ⊥ = κ‖ ≡ κ), is finite because of disorder or because of thermal or
quantum fluctuations. Moreover, even in the presence of orthorhombicity (|beff | > 0) or
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spontaneous nematic symmetry breaking (both of which result in N 6= 0), so long as 1/ξ is
not too long (or, more precisely, so long as µ ≫ |N |), the structure factor only breaks C4
symmetry weakly.
It has been suggested that stripe and checkerboard order can be distinguished by studying
the structure factor at harmonics of the ordering vector; for example, while either a stripe
or a checkerboard ordered system with multiple macroscopic domains would exhibit equal
peaks at 2Qxˆ and 2Qyˆ, only the checkerboard state would exhibit a second harmonic peak
at ~Qxy = Q(xˆ + yˆ). This distinction does not pertain to an uncondensed CDW: Peaks in
S(~q) at harmonics of the fundamental ordering vector arise as composites of the fundamental
fields. The leading contribution near the second-harmonic ~Qxy = Q(xˆ+ yˆ) is given by
S( ~Qxy + ~k) ∼
∫
d~q
(2π)3
S(Qxˆ+ ~q)S(Qyˆ + ~k − ~q); (12)
this does not distinguish between the two cases any better than do the fundamentals.
Thus, even though CDW formation is probably the fundamental ordering phenomenon
involved, the nature of the “ideal phase diagram” may be more directly inferred by studying
the vestigial order. If within the Cu-O planes, evidence can be adduced for the existence
of long-range nematic order, this likely implies that the ideal system would have long-range
stripe order (∆ > 0 and Λ > 0), both because nematic order is a natural consequence of the
existence of a striped ground state, and because even in the absence of quenched randomness,
Tnem is never much above Tstr. If, considering the effects of interplane interactions, the
striped ground-state is gyrotropic[22] (analogous to a cholesteric liquid crystal), for instance
if the stripe orientation defines a handed spiral from plane to plane, then experiments which
detect vestigial gyrotropic order can likewise be interpreted as evidence of a stripe ordered
ground state in the ideal limit.
Compelling evidence[53] of nematic order within the Cu-O plane in BSCCO has been
obtained from STM studies in Refs. [4, 16, 32]. In YBCO (in which the native orthorhom-
bicity of the lattice complicates the analysis), evidence of nematic order has been inferred
from transport anisotropy[13, 14], from a strongly T dependent growth in the anisotropy of
the magnetic structure factor measured in neutron scattering[17] (although in a regime of
doping below that in which X-ray evidence of CDW correlations has been found), and, for
doping concentrations with the Ortho II structure, directly from anisotropy in the charge
structure factor itself. [9, 10, 42] In LBCO[43, 44], because the LTT crystal structure pro-
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duces a strong, explicit C4 symmetry breaking in each plane, it is possible to unambiguously
identify the charge-order as consisting of stripes that rotate by π/2 from plane to plane[44].
Moreover, in all three of these materials, as well as in Hg-1201, the onset of a spontaneous
Kerr signal[18–21] below an onset temperature which correlates with the onset of other
measures of the growth of local CDW correlations, has been tentatively identified[22] as
indicating the onset of gyrotropic order in all these materials.
There are several sorts of experimental protocol that could more unambiguously test for
nematic order. As was done in the case of the Fe-based superconductors in Ref. [35], the
ideal experiments would involve measuring an electronic property which is odd under C4
rotation (and hence proportional to N ) as a function of uniaxial strain to look for evidence
of a divergent differential nematic susceptibility. Particularly interesting would be NMR
measurements of the quadrapolar broadening of the in-plane O lines, following along the
lines undertaken (in orthorhombic YBCO in the absence of applied strain) in Ref. [2]
(where a T dependent difference < |δρx|2 − |δρy|2 > was already noted in [2] as possible but
inconclusive evidence of nematicity).
There are also numerous dynamical implications of the correspondence between the ne-
matic order parameter and the RFIM. Characteristic features of the expected hysteresis and
noise implied by this correspondence[45, 46] have been reported in mesoscale samples of
YBCO.[47] Repeating this same sort of experiment, but with controlled manipulation of a
uniaxial strain, will likely open up other routes to study vestigial nematic order.
However, in light of the clear evidence of ubiquitous CDW correlations with significant
short-range-order (largish ξ) and the growing evidence of nematic order, it is reasonable to
suppose that, absent quenched randomness, a state with long-range stripe-order, probably with
a three dimensional structure that defines a handed spiral, would be found below a transition
temperature, Tstr, which is in the neighborhood of that at which X-rays see an onset of short-
range CDW order in the actual materials. There is also significant evidence supporting the
notion that important fluctuation effects in the cuprates are associated with the existence
of a quantum critical point (of a still to be agreed upon nature) under the superconducting
dome; a corollary of the above analysis is that, given that disorder is always relevant, this
quantum critical point cannot be associated with the onset of a putative translation symmetry
breaking transition, but could still be related to the onset of nematic order.
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1
I. LATTICE MODEL
To provide an explicit ultraviolet cutoff for integrals in a way that is guaranteed to respect
the underlying lattice symmetries, we have defined a lattice version of Hamiltonian (Eq. (6)
in the main text), which we have used when obtaining explicit numerical solutions of the
model:
H = −J
∑
〈~r,~r′〉
∑
m
[
ψ†(~r,m)ψ(~r′, m) + C.C.
]
− J ′
∑
~r,m
[
ψ†(~r,m)τψ(~r + xˆ, m)− ψ†(~r,m)τψ(~r + yˆ, m) + C.C.]
+
U
2N
∑
~r,m
[
ψ†(~r,m)ψ(~r,m)−NΛ]2 − ∆
2N
∑
~r,m
[
ψ†(~r,m)τψ(~r,m)
]2
− Vz
∑
~r,m
[
ψ†(~r,m)ψ(~r,m+ 1) + C.C.
]
−
∑
~r,m
[
h†(~r,m)ψ(~r,m) + C.C.
]
(1)
where ψα,j is a two-index 2 × N component field, where α = x, y, refers to the direction of
the CDW and for N = 2, j = 1, 2 refers to the real and imaginary parts of the amplitude,
J =
1
2
(κ‖ + κ⊥), J
′ =
1
2
(κ‖ − κ⊥), τ =

 IN×N
−IN×N

 . (2)
The vector ~r denotes the position in a given layer (x, y plane) andm labels the layers (z axis).
When there is no ambiguity, we will use the notation r ≡ (~r,m) in the following. The Z2
symmetry of the model under x→ y, y → −x and ψx,j → ψy,j and ψy,j → −ψx,j represents
the C4 symmetry of the physical system, while the SO(N) rotational symmetry represents
a generalized translational symmetry. (In the physical SO(2) case, the two components of
ψα,j correspond to the real and imaginary parts of the complex CDW amplitude, ψα defined
in Eq. (1) of the main text.)
Henceforth, we will consider the model in the limit U →∞, where the term proportional
to U is omitted, and instead ψ is subjected to the hard-spin constraint, ψ†ψ = NΛ, which
we enforce by introducing the Lagrange-multiplyer field ζ(r). We also perform a Hubbard-
Stratonovich transformation which introduces the nematic field φ(r) to replace the quartic
term ∆. The Hamiltonian then reads
H [ψ, φ, µ, h] = −J
∑
〈~r,~r′〉
∑
m
[
ψ†(~r,m)ψ(~r′, m) + C.C.
]
2
− J ′
∑
r
[
ψ†(r)τψ(r+ xˆ)− ψ†(r)τψ(r+ yˆ) + C.C.]
+ i
∑
r
ζ(r)
[
ψ†(r)ψ(r)−NΛ]+ 1√
N
∑
r
φ(r)
[
ψ†(r)τψ(r)
]
+
1
2∆
∑
r
φ2(r)
− Vz
∑
~r,m
[
ψ†(~r,m)ψ(~r,m+ 1) + C.C.
]−∑
r
[
h†(r)ψ(r) + C.C.
]
(3)
II. REPLICAS AND THE CONFIGURATION AVERAGE
To better exhibit the statistical symmetries of the model, we introduce n replicas of the
system. This allows us to define an effective, translationally invariant model in which the
averages over the random fields have been explicitly performed:
exp
(− βHrep[{ψ(a), φ(a), ζ (a)}]) ≡ exp(− n∑
a=1
H [ψ(a), φ(a), ζ (a); h]) (4)
where hαj are Gaussian random variables with
hαj(r) = 0, hαj(r)hα′j′(r′) = σ
2δα,α′δj,j′δ~r,~r′δm,m′ , (5)
and hence
Hrep[{ψ(a), φ(a), ζ (a)}] =
∑
a
H [ψ(a), φ(a), ζ (a); 0]− βσ
2
2
∑
a,a′
∑
r
[
ψ(a)†(r)ψ(a
′)(r) + C.C.
]
. (6)
To focus on the nematic order parameter itself, we formally define the effective Hamiltonian
expressed in terms of the replica nematic fields φ(a) alone by integrating out the remaining
fields,
exp
(−βHeff [{φ(a)}]) ≡
∫ n∏
a=1
dζ (a)Dψ(a) exp (− βHrep[{ψ(a), φ(a), ζ (a)}]). (7)
Because of the Yukawa-like coupling between ζ and ψ, this formal process cannot be im-
plemented exactly. However, we can evaluate the ζ integral in saddle-point approximation,
which is exact in the large N limit; this is equivalent to replacing the hard-spin constraint
by the mean “spherical” constraint
< ψ(a)†(r)ψ(a)(r) >= ΛN, (8)
which serves as an implicit equation for the saddle-point values of ζ (a)(r) = −i(µa + 2J +
Vz), where µa is a constant in space. Now, the integral over the CDW fields, ψ
(a), is
3
straightforward, since they are Gaussian and always massive,
Heff [{φ(a)}] = 1
2∆
∑
a
∑
r
φ(a)(r)2 +
TN
2
∑
α=±
Tr
{
ln
(
T G˜−1[{φ(a)};α])}
− NΛ
∑
a
∑
r
(µa + 2J + Vz) (9)
where G˜−1[{φ(a)};±] is a matrix in replica indices and position such that
G˜−1ar,a′r′[{φ(b)};±] =
[
G˜−1
r,r′(µa;±) ±
φ(a)(r)√
N
δ
r,r′
]
δa,a′ − βσ2 δr,r′ , (10)
where we have used the notation {φ(b)} to stress that G˜−1a,a′ depends on all replicas fields
(this is also true for µa which depends on all {φ(b)}’s through the mean spherical condition).
Furthermore,
G˜−1
r,r′(µ;±) = −
(J ± J ′)
2
[δ
r−r′,xˆ + δr−r′,−xˆ] +−(J ∓ J
′)
2
[δ
r−r′,yˆ + δr−r′,−yˆ]
−Vz
2
[δ
r−r′,zˆ + δr−r′,−zˆ] + (µ+ 2J + Vz)δr,r′ . (11)
Exploiting the translational symmetry of the replicated model, we can obtain the Fourier
transform of G˜:
G(k;µ;±)−1 = 2(J ± J ′) sin2(kx/2) + 2(J ∓ J ′) sin2(kx/2) + 2Vz sin2(kz) + µ , (12)
where G is the lattice version of the corresponding quantity defined in Eq. (3) of the article.
The formal expression for Heff is generally extremely complicated. It can be expanded in
increasing number of sums over replicas to generate a cumulant expansion[1] and can further
be expanded in gradients of the fields φ(a), assuming that the latter are slowly varying in
space. In the case where we completely neglect the spatial variation of φ(a), we can define
Na ≡ φ(a)/
√
N , and G˜ can be diagonalized by Fourier transform, yielding
Gaa′(k; {Nb};±) = G(k;µa ±Na;±)δa,a′ + βσ2G(k;µa ±Na;±)G(k;µa
′ ±Na′;±)
1− βσ2∑bG(k;µb ±Nb;±) . (13)
Under these circumstances,
Heff [{
√
NNa}] =
NV
{∑
a
[N 2a
2∆
− Λ(µa + 2J + Vz)
]
− T
2
∑
α=±
∫
d3k
(2π)3
Tr
{
ln
(
TG[k; {Na};α]
)}}
(14)
4
where V =
∑
~r 1 is the volume and the trace, now, is only over the replica index. After
expanding in increasing number of sums over replicas, we obtain
Heff [{
√
NNa}]
NV
=
∑
a
{
N 2a
2∆
− Λ(µ[Na] + 2J + Vz)− T
2
∑
α=±
∫
d3k
(2π)3
[
ln
(
TG(k;Na;α)
)
+ βσ2G(k;Na;α)
]}
−βσ
4
4
∑
a,a′
∑
α=±
∫
d3k
(2π)3
G(k;Na;α)G(k;Na′;α) +O(
∑
a,a′,a′′
) (15)
where we have defined for convenience G(k;Na;±) ≡ G(k;µ[Na] ± Na;±) and µ[Na] is
solution of the saddle-point equation at the lowest order in the number of sums over replicas:
Λ = T
∑
α=±
∫
d3k
(2π)3
[
G(k;Na;α) + σ2G(k;Na;α)2
]
. (16)
Note that when all replica nematic fields are equal, Na = N , the above expansion in Eq.
(15) is equivalent to an expansion in powers of the number of replicas n and one recovers
the standard replica trick when n→ 0.
The replicated theory makes manifest the statistical symmetries of the problem. Clearly,
Heff in Eq. (9) is translationally invariant. However, the index ± in G˜ brings on an explicit
dependence on spatial orientation; for + the preferred axis in the x direction and for − it
is in the y direction. Thus, Heff has a sort of “spin-orbit coupling,” such that it is not
invariant under C4 spatial rotation nor any transformation of the order parameter alone.
Moreover, because of the coupling between different replicas generated by the σ dependent
terms, no transformation that acts on a subset of replicas leaves Heff invariant; this is the
property that identifies the problem as a random-field problem. Heff is invariant under the
discrete rotation φ(a)(~r,m) → −φ(a)(~r′, m) with x′ = y and y′ = −x. This is the symmetry
that identifies the problem as a version of the Ising model. (The model is also invariant
under the mirror-plane transformation φ(a)(~r,m)→ −φ(a)(~r′, m) with x′ = y and y′ = x.)
III. RELATION TO THE RFIM
To establish the relation between Heff and the RFIM, we perform the same sort of
analysis for the RFIM. We start with a general Ising ferromagnet in a random field,
βHRFIM [S] = −1
2
∑
ij
SiKijSj − β
∑
i
HiSi (17)
5
where Si = ±1, Kij ≥ 0, and Hj a Gaussian random variable with zero mean. This can be
recast in terms of real scalar fields Φi by a series of transformations discussed in Ref. [2] as
βH˜RFIM [Φ] =
1
2
∑
ij
ΦiKijΦj −
∑
i
ln
[
cosh(
∑
j
2KijΦj)
]
−β
∑
i
HiΦi +
β2
2
∑
ij
HiK
−1
ij Hj (18)
Here, the first two terms represent the effective Hamiltonian of the pure Ising ferromagnet,
and the final term can be viewed as a correction to the random field distribution. Just as
we did for the CDW model, we introduce n replicas of the Ising fields, and then perform the
average over the random variables, resulting in
βHeffRFIM [{Φ(a)}] =∑
a
{∑
ij
1
2
Φ
(a)
i KijΦ
(a)
j −
∑
i
ln
[
cosh(
∑
j
2KijΦ
(a)
j )
]}− β2
2
∑
a,a′
∑
ij
Φ
(a)
i DijΦ
(a′)
j (19)
where
Dij = HiHj (20)
with the average performed over an ensemble that includes the effect of the final term in
Eq. (18).
The symmetries of this problem are manifestly similar to those of Heff . Again, there is
no symmetry under transformations which involve a subset of the replicas. Indeed, HeffRFIM
is invariant under all the same transformations as Heff , but because the RFIM as defined
has no spin-orbit coupling, it has an additional invariance with respect to pure spatial
transformations of the type Φ(a)(r)→ Φ(a)(r′).
An explicit correspondence between the two models can be made in different fashions in
different parameter regimes (compare for instance Eqs. (15) and (19) when the field Φ is
uniform). For T near to the nematic ordering temperature, the effective Hamiltonian can
be expanded in powers of the order parameter fields and their spatial derivatives, and can
be compared term by term. To illustrate the point, we consider the terms in Heff to zeroth
order in spatial derivatives (i.e. evaluated for constant values of φ(a) =
√
N Na). From Eq.
(15) one easily derives
βHeff =
∑
r
{∑
a
[B1
2
N 2a +
C1
4!
N 4a
]
− 1
2
∑
a,a′
[
B2NaNa′ + C2N 2aN 2a′
]
(21)
6
+
1
3!
∑
a,a′,a′′
C3NaNa′N 2a′′
}
+ . . .
where . . . indicates higher powers of the field and their derivatives and
B1
N
=
β
∆
− µ′′0
(
βΛ− 1
2
∑
α=±
∫
d3k
(2π)3
[
G(k;µ0;α) + σ
2G(k;µ0;α)
2
])
−
∑
α=±
∫
d3k
(2π)3
[
G(k;µ0;α)
2 + σ2G(k;µ0;α)
3
]
,
B2
N
=
β2σ4
2
∑
α=±
∫
d3k
(2π)3
G(k;µ0;α)
4
C2
N
= 2β2σ4
∑
α=±
∫
d3k
(2π)3
G(k;µ0;α)
6 (22)
where µ0 is the solution of Eq. (16) when N = 0 and µ′′0 = ∂2µ/∂N 2|N=0. Moreover, C3 6= 0
when σ2 > 0
The corresponding expression for HeffRFIM is of the same form, but with parameters
B′1 = K (1− 2K) = βTMF (1− βTMF ),
B′2 = β
2D
C ′2 = C
′
3 = · · · = 0 (23)
where
K ≡
∑
j
Kij ≡ βTMF/2, and D ≡
∑
j
Dij. (24)
The expression of the other terms can be similarly obtained but are not particularly illumi-
nating and are not given here.
There are some manifest, but ultimately unimportant differences in the structure of the
two models. Firstly, Cp = 0 for all p > 1 in the standard RFIM. This is an artifact of
the simple version of the model assumed; random bond disorder (randomness in the values
of Kij) would immediately generate a non-zero C2 and a non-Gaussian distribution of the
random fields as well as a combination of both random bonds and random fields result
in non-zero values for the other coefficients. These terms are irrelevant for the universal
physics at large scale. A more subtle issue is that B′1 is independent of the disorder in the
RFIM, while its counterpart depends implicitly on σ for the CDW system; again, this is a
peculiarity of the simple version of the RFIM considered, and the generic behavior (exhibited
by the CDW model) would be generated by an imperfectly Gaussian distribution of random
fields. While B1, and B
′
1 both change sign at a non-zero mean-field transition temperature,
TMF , the T dependence of B
′
1 is much more complex than that of B1; to make a precise
correspondence between the models, the coupling constants entering the RFIM would have
to be T and σ dependent.
It is also possible to directly compare the two effective models in the limit T → 0, with
results analogous to those given above, but we do not expand on this aspect here.
Despite the complexity that accompanies any attempt to establish a precise mapping
between the two models, it is clear that the structure of the two models is sufficiently similar
that one can adopt known results for the RFIM qualitatively and even semi-quantitatively
for the CDW system.
In the following sections we will treat the nematic order parameter in the saddle-point
approximation as a way to illustrate our conclusions by concrete results. This is entirely
analogous to treating the effective field theory for the RFIM at the same level of approxi-
mation and could be replaced by more sophisticated treatments.
For the most part, the saddle-point solutions produce results that are qualitatively correct.
Of course, (as we shall see) it produces mean-field exponents for various critical properties,
where non-trivial exponents would be expected in a more accurate treatment. Moreover,
nowhere does the mean-field theory addresses the physics of rare events (“droplets”) that
lead to the extreme dynamical slowing down which is characteristic of the RFIM.
However, the most important failure of the mean-field treatment occurs in the in d = 2
limit, Vz = 0, where there is a particular subtlety associated with the formation of Imry-
Ma domains - whereas the saddle-point equations admit a nematic phase at weak enough
disorder in 2D, the correspondence with the RFIM implies that instead there should always
be a finite nematic correlation length which in the weak disorder limit is exponentially long,
ln[ξ2D] ∼ (κ/σeff)2 (25)
where ξ2D is the correlation length of the 2D RFIM with a random field of RMS magnitude
σeff ∼ σ2/J . This subtlety, however, is less alarming than it seems at first, as it is eliminated
by even extremely weak 3D couplings. To make an estimate of the way in which non-zero Vz
eliminates this 2D peculiarity, we estimate a length scale associated with small non-zero Vz
in the following manner: consider a block of L×L spins in a given plane and treat them as
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a single, block spin. The effective coupling between block spins within a plane is JL, while
the effective coupling between planes is VzL
2, so for blocks of size L = J/Vz, the couplings
become effectively isotropic, and 2D physics is no longer pertinent. Thus, the physics of 2D
Imry-Ma domains is negligible so long as Vz > J/ξ2D.
IV. MEAN-FIELD SOLUTION
A. Saddle-point equations
We now turn to the saddle-point, or mean-field solution of the problem. For each replica,
µ(a) is determined by the mean-spherical constraint, Eq. (8),
Λ =
T
V
∑
r
{
G˜
ra,ra[{φ(b)};−] + G˜ra,ra[{φ(b)}; +]
}
(26)
while the saddle-point equations for the replicated field theory are given by
φ(a)(r) = T∆
√
N
{
G˜
ra,ra[{φ(b)};−]− G˜ra,ra[{φ(b)}; +]
}
(27)
with G˜ obtained from Eq. (10). Note that the symmetry preserving state, φ(a) = 0, is always
a solution of the set of equations, (26) and (27).
There is no proof that the non-trivial solutions of these equations with lowest free energy
are always homogeneous, but we will restrict ourselves to this case. Then, as before, defining
Na ≡ φ(a)/
√
N , we can cancel the N dependence of these equations (making the N → ∞
limit trivial to obtain, if we so desire). We are interested by the solution at the lowest order
in the number of sums over replicas, or equivalently by the limit n→ 0 (see above). In this
case the saddle-point equations become
Λ = T
[
A1(µa −Na) + A1(µa +Na)
]
+ σ2
[
A2(µa −Na) + A2(µa +Na)
]]
Na
∆
= T
[
A1(µa −Na)−A1(µa +Na)
]
+ σ2
[
A2(µa −Na)− A2(µa +Na)
]
where µa ≡ µ[Na] (see also Eq. (16)) and
Ap(µ) =
∫
d3k
(2π)3
G(k;µ;±)G(k;µ;±)p−1 (28)
with G given in Eq. (12). These equations are of precisely the form as the saddle-point
equations given in Eqs. (9) and (10) of the main text, with the the lattice propagator
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G instead of the continuum propagator in the definition of Ap. The latter difference is
convenient for numerical studies, as no artificial cutoff needs to be introduced to perform
the integrals (which are carried out for k in the first Brillouin zone). Note that because of
the integral over all k, Ap does not depend on the index ±. There is a separate, identical
saddle-point equation for each value of the replica index, a, and, as is known from the
mean-field solution of the RFIM, no exotic spontaneous replica symmetry breaking is to be
expected in this case. In the remainder of this section, we explore the solutions of these
saddle-point equations.
B. Mean-field phase diagram
The mean-field phase diagrams shown in Fig. 1 in the main text and below, are ob-
tained by solving the saddle-loin (mean-field) equations numerically in the n→ 0 limit (or,
equivalently, in the replica symmetric case). The most general form of these equation is
Λ = |Γ|2 + T [A1(µ−N ) + A1(µ+N )]+ σ2[A2(µ−N ) + A2(µ+N )] (29)
N /∆ = |Γ|2 + T [A1(µ−N )− A1(µ+N )]+ σ2[A2(µ−N )−A2(µ+N )]+ beff
where Γ = 〈ψx〉 is the magnitude of the CDW condensate (where we are still assuming
that 〈ψy〉 = 0), and beff is a possible external symmetry breaking field (orthorhombicity)
which (when positive) favors the nematic principle axis in the x direction (positive N ).
Unless otherwise stated, we will always assume that the crystal has tetragonal symmetry, so
beff = 0 and nematicity arises solely as a consequence of spontaneous symmetry breaking.
1. Clean limit σ = 0
In all the discussion in the main text, we have always assumed Γ = 0, as it must be for
σ > 0 in d ≤ 4. To confirm this, note that the spectrum of excitations about the saddle-point
is given by Eq. (12). Because any phase with Γ 6= 0 breaks a continuous symmetry it must
have a Goldstone mode; thus, any phase with a non-zero value of Γ must have µ− |N | = 0.
However, for σ2, this results in a divergent value of A2 (in d ≤ 4), and hence a violation of
the hard-spin constraint. This reflects the absence of continuous symmetry breaking in the
presence of quenched randomness.
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FIG. 1: The phase diagram in the clean limit (σ = 0) as a function of T and interplane coupling,
Vz, with J = 1, J
′ = 0.01, and ∆ = 0.25 obtained by numerically solving Eqs. (29). The solid
and dashed lines represent, respectively, continuous and first-order phase transitions, the square a
classical tricritical point, and the solid circle a critical end point. The phase boundary of the stripe
phase has been shifted, for graphical clarity, since the nematic phase typically is confined to a still
narrower range of T than shown.
However, when we compute the phase diagram in the clean limit shown in Fig. 1, we must
include a non-vanishing Γ at all temperatures below Tstr. The continuous phase transitions
in this diagram are straightforward to obtain directly from the self-consistency equations;
however, there are generally two distinct solutions to these equations in the vicinity of
the first-order portions of the phase boundaries. Thus, to determine the location of these
boundaries, it is necessary to compute the Feynman variational free energy corresponding
to each solution, and then favor the one with the lower free energy. For small enough Vz (i.e.
for Vz < 0.38J in the case we have studied numerically, with J
′ = 0.01J and ∆ = 0.25J),
all the transitions are continuous, but for Vz larger than a critical value at which there is a
tricritical point, the stripe transition becomes first order.
2. Phase diagram with disorder
A non-zero nematic order parameter is possible, even with quenched randomness, for
d > 2. Indeed, it is straightforward to see from Eqs. (28) and (28) that at any temperature
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for which there is a non-zero value of the nematic order parameter at σ = 0, there will still be
a non-zero solution for small enough non-zero σ. The proof of this assertion is particularly
simple for Tnem > T > Tstr, where Ap(z) are analytic functions in the neighborhood of
z = µ(T, σ = 0) ± N (T, σ = 0). It thus follows trivially that both the nematic order
parameter and the “mass” of the CDW fluctuations (which determines the longest CDW
correlation length as shown in Eq. (44), below) are analytic functions of disorder strength:
µ−(T, σ) ≡ µ(T, σ)− |N (T, σ)| = µ−(T, 0) +O(βσ2) (30)
|N (T, σ)| = |N (T, 0)| − O(βσ2) for Tstr < T < Tnem . (31)
Note that N is, by definition, the nematic order parameter and µ− is a measure of how far
the system is from a CDW ordered state - below, we relate it to the CDW correlation length.
For T < Tstr, the analysis is a bit more subtle, since µ−(T, σ)→ 0 as σ → 0. The results,
moreover, depend on the asymptotic forms of Ap(µ) at small µ. In d = 3 the leading order
behavior as z → 0 is readily derived from the asymptotic expressions:
A1(z) ∼ A1(0)− [A/(1− α)]z1−α + . . . and (32)
A2(z) ∼ Az−α + . . . with
α = (4− d)/2 = 1/2 and A−1 = 2π
√
[J2 − (J ′)2]Vz,
from which it follows that Eq. (30) is still satisfied, but with
µ−(T, σ) = (1− α)βσ2 +O(β3σ4) for βσ2 ≪ T < Tstr. (33)
(Surprisingly, in the range of T and σ to which this applies, µ− is a decreasing function of
T - since a smaller µ− implies a larger correlation length, this corresponds to a range of
temperatures in which the correlation length decreases with decreasing T !) Manifestly, for
fixed small σ, this expansion breaks down at low T , but similar asymptotic analysis can be
applied in the limit of low T and small σ to obtain
µ−(T, σ) ∼ (Aσ2/Λ)1/α + . . . for T ≪ σ ≪ Tstr. (34)
N ∼ Λ∆− 2TA1(2Λ∆)− 2σ2A2(2Λ∆) + . . . (35)
where . . . signifies higher order terms in both T and σ.
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In a highly anisotropic system (d ≈ 2), with Vz ≪ J , there is an intermediate asymptotic
regime in which J ≫ βσ2 ≫ Vz ≫ J/ξ2D, in which the asymptotic forms of Ap can be
computed with Vz = 0, in which case
A1(z) ∼ A ln[J/z] + . . . and (36)
A2(z) ∼ Aµ−1 + . . . with
A−1 = 4π
√
[J2 − (J ′)2].
In this limit, as well, Eq. (30) governs the evolution at small σ.
All together, independent of regime, the above analysis confirms, as shown in Fig. 1 in
the text, that the nematic order parameter is a continuous function of disorder, regardless
of whether or not there is CDW order in the σ → 0 limit.
Similar asymptotic analysis can be applied to determining the shape of the phase diagram.
For small enough Vz, the nematic transition is continuous, so we can identify Tnem by
equating the derivate with respect to N of the left and right sides of Eq. (28). The critical
value µc ≡ µ(Tnem) is obtained as the solution of the implicit equation
Λ∆A2(µc)− A1(µc) = 2∆σ2
[
A22(µc)− 2A1(µc)A3(µc)
]
(37)
in terms of which
Tnem =
Λ− 2σ2A2(µc)
2A1(µc)
. (38)
that breaking of SO(N) symmetry is allowed in d=3 in the absence of disorder (σ = 0), but
not in the presence of disorder.) Because µc is non-zero, all the dependence of the saddle-
point equations on N is analytic for small N . Consequently, as in any other mean-field
theory,
N (T ) ∼ N0
√
[Tnem − T ]/Tnem (39)
for Tnem ≫ [Tnem − T ] > 0. Tnem is a monotone decreasing function of σ such that
Tnem → Λ/2A1(µc) as σ → 0 (40)
where µc is the solution of the implicit equation
∆Λ = A1(µc)/A2(µc) (41)
and
Tnem → 0 as σ2 → σ2c = Λ/[2A2(µ0)] (42)
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where µ0 is the solution of the implicit equation
2∆Λ = A2(µ0)/A3(µ0). (43)
Note that these equations have a non-zero solution for any non-zero ∆.
The phase diagram in Fig. 1 of the main text interpolates between these various asymp-
totic expressions, and was obtained by solving the self-consistency equations numerically.
Since we have focussed on relatively small values of Vz, all the transitions are continuous.
For larger values of Vz, where in the clean limit there is a single first order transition to
a stripe ordered phase (i.e. for Vz larger than the value at the critical end-point in Fig.1,
the nematic transition transition in the weak disorder limit is also first-order. We have not
analyzed this limit extensively.
C. The CDW structure factor
The self-consistent fields, µ and N , are the key quantities that determine the behavior
of the response functions of the system, as well as its thermodynamic state. The CDW
structure factor, S(k) for k near the clean-limit ordering vectors, Qxˆ and Qyˆ, is expressed
in terms of the propagator, G(k;µ±N ;±), in Eq. (12). The expected line shape consists of
a sum of a Lorentzian and a squared Lorentzian. As a function of decreasing temperature,
the relative weight of the two factors shifts from being dominated by the former at high T
to being dominated by the latter at low T . From the width of the peaks, one can extract a
set of CDW correlation lengths (expressed in units of the lattice constant, as is appropriate
for the lattice model in Eq. (1) - in terms of the original CDW, this lattice constant is a
somewhat ill-defined ultra-violet cutoff which should be interpreted to be something like the
CDW wave-length.) In general, there is an in-plane longitudinal and transverse correlation
length, ξL and ξT , as well as a correlation length in the z direction, ξz; in a nematic state,
all these correlation lengths are different near the two ordering vectors. Specifically,
ξL(Qxˆ) =
√
(J + J ′)
2(µ−N ) , ξT (Qxˆ) =
√
(J − J ′)
2(µ−N ) , ξz(Qxˆ) =
√
Vz
2(µ−N ) , (44)
ξL(Qyˆ) =
√
(J − J ′)
2(µ+N ) , ξT (Qyˆ) =
√
(J + J ′)
2(µ+N ) , ξz(Qyˆ) =
√
Vz
2(µ+N ) .
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The maximum scattering intensity is even more directly related to the self-consistent fields,
S(Qxˆ) =
T
(µ−N ) +
σ2
(µ−N )2 , S(Qyˆ) =
T
(µ+N ) +
σ2
(µ+N )2 . (45)
The integrated intensity in each of the two peaks are
I(Qxˆ) = Λ− I(Qyˆ) = TA1(µ−N ) + σ2A2(µ−N ). (46)
The nematic character of the state can, in principle, be seen in measures of the CDW
structure factor as the difference between properties near Qxˆ and Qyˆ. Where the CDW
correlation length is long, so that µ + |N | ≫ µ − |N |, this is straightforward. However,
for relatively short CDW correlation lengths, where µ ≫ |N |, the nematic character of the
CDW state is relatively subtle. For instance, from Eq. (45),
S(Qxˆ)− S(Qyˆ)
S(Qxˆ) + S(Qyˆ)
=
N
µ
(
Tµ+ 2σ2
Tµ+ σ2
)
+O
(N
µ
)3
. (47)
In Fig. 2(b) we exhibit the behavior of the correlation lengths as a function of T for
various values of the parameters. These were obtained by numerically solving the saddle-
point equations, Eq. (29). It is important to note, before comparing these to experiment,
that these were computed assuming a constant (temperature independent) Λ; in general,
Λ (which sets the total amplitude of the CDW correlations) should be only weakly tem-
perature dependent at temperatures small compared to the mean-field Tc, but is a strongly
decreasing function of T at temperatures approaching the mean-field transition temperature.
Indeed, this effect enhances the T dependences of all CDW-related correlations at elevated
temperatures.
V. SUBTLETIES AND HIGHER ORDER EFFECTS
For the most part, we have focused on the primary order parameters in the problem
and have treated explicitly only the lowest order terms in a Landau-Ginzburg expansion in
powers of the order parameter and its gradients. There are, however, some subtle pieces of
qualitative physics that require higher order terms or that require analyzing terms beyond
saddle-point approximation (or equivalently, terms higher order in powers of 1/N). Here we
mention a few of these subtleties.
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FIG. 2: T -dependence of correlation lengths from the solution of Eqs. (29) for various disorder
strengths and in the presence or absence of explicit symmetry breaking. Here J = 1, J ′ = 0.01, Vz =
0.01,∆ = 0.25, and ξ is the correlation length of ψα for α = x and y (upper and lower curves,
respectively) in units of the lattice constant. (Because we have taken J ′ ≪ J , there is little
difference between the transverse and longitudinal correlation lengths.) The clean-limit stripe and
nematic transition temperatures are Tstr = 2.19J and Tnem = 2.58J respectively, represented by
dashed lines in each figures. Thick lines are computed for beff = 0 while for the thin lines there
is an explicit symmetry breaking field beff = 0.1J . The critical disorder strength above which
there is no nematic transition is σc = 2.35J . Note that the lattice constant of the effective spin
model was introduced to provide an ultra-violet regularization of the theory – physically, it should
be roughly associated with the larger of the CDW period or the CDW mean-field (amplitude)
coherence length.
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A. Structure at harmonics of the fundamental
In the absence of disorder, where there is long-range CDW order at one or more of the
fundamental ordering vectors, Qxˆ, or Qyˆ, one generically expects peaks at harmonics as
well, albeit they are generically weaker, as they are higher order in powers of the order
parameter in the regime where the Landau-Ginzburg theory is applicable. Observation of
these harmonics can be useful in distinguishing the nature of the charge ordered state. For
instance, if there is no way to obtain a macroscopic single-domain order, it may be difficult to
distinguish stripe from checkerboard order by looking only at the fundamentals. (Sometimes
however, due to peculiarities of the crystal structure, even just looking at the fundamentals
may be sufficient to distinguish these two cases, even in the presence of multiple domains.[3])
Specifically, in a stripe-ordered state in a tetragonal crystal with an equal number of
macroscopic x and y directed domains, there would be equal strength δ-function peaks in
the structure factor at q = Qxˆ and q = Qyˆ, just as there would be for a checkerboard
ordered state. However, while both states would also exhibit weaker second harmonic peaks
at q = 2Qxˆ and q = 2Qyˆ, the checkerboard state would also exhibit a second-harmonic
peak at q = Qxy ≡ Qxˆ + Qyˆ which would be absent in the stripe-ordered state. So it
is reasonable to ask whether the same is true of the not-quite-ordered CDW state in the
presence of non-zero disorder.
The structure factor in the neighborhood of these second harmonics is the Fourier trans-
form of the correlation functions of the bilinear order parameter, S˜αα′(r). In the U(1) repre-
sentation, where ψα is a complex scalar field, the second harmonic is also a complex scalar
field, ψαα′ = ψαψ
′
α which transforms under translations as ψαα′ → eiQ(rα+rα′)ψαα′ . In the
SO(2) representation, where ψiα is a real vector field with ψ1α = Re[ψα] and ψ2α = Im[ψα],
the same composition law (written in a way that is straightforward to generalize to SO(N)
is (adopting summation convention)
ψαα′;jj′(~r,m) =
g2
N
ψα,i(~r,m)Γ
(jj′)
i,i′ ψα′,i′(~r,m) (48)
where Γ are the traceless symmetric tensors,
Γ
(ij)
kp = Γ
(ij)
pk = Γ
(ji)
pk = δikδjp + δipδjk −
2
N
δijδpk, (49)
such that
Γ
(ij)
pk Γ
(ij)
p′k′ = 2Γ
(pk)
p′k′ . (50)
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In terms of these,
S˜xy(~r,m) =
∑
ij
〈
ψxy;ij(~r,m)ψxy;ij(~0, 0)
〉
. (51)
and similarly for S˜xx and S˜yy.
To lowest order in 1/N , this means that the second harmonic structure factor is simply a
convolution of the primaries, as in Eq. (12) in the main text. This expression has no explicit
dependence on ∆, and so does not depend any more sensitively than do the fundamentals
on the sign of ∆ (which would determine whether stripes or checkerboards were favored in
the absence of disorder). The first correction that brings in an explicit dependence on ∆
gives
Sαα′(k) = 2(g2)
2
[
1 + δαα′ − 2δαα′
N
]
Παα′(k) (52)
−4(g2)
2
N
∫
d3q
(2π)3
d3q′
(2π)3
Sα(k+ q)Sα′(q)Vαα′(q− q′)Sα(k+ q′)Sα′(q′)
+O (N−2)
where
Vxy(k) = 2D(k)
−1
[
U +∆
]
(53)
Vxx(k) = 2D(k)
−1
[
(U −∆)− 4U∆Πyy(k)
]
Vyy(k) = 2D(k)
−1
[
(U −∆)− 4U∆Πxx(k)
]
D(k) = 1 + 2(U −∆)[Πxx(k) + Πyy(k)]− 8U∆Πxx(k)Πyy(k)
and where
Παα′(k) =
∫
d3q
(2π)3
Sα(q)Sα′(k+ q). (54)
This is a complicated expression, but the qualitative point can be seen directly: The leading
order term contains no additional information to distinguish stripe and checkerboard orders
that is not already apparent in the structure factor near the fundamental ordering vectors.
The first 1/N correction is generally negative, i.e. it tends to suppress the magnitude of the
harmonic peaks, but it does depend explicitly on the sign of ∆. In particular, for positive ∆,
the structure at 2Qxˆ and 2Qyˆ are supressed less than the structure at Qxy, while negative
∆ has the opposite effect.
The expression can be somewhat simplified in the hard spin limit U →∞, where
Vxy →
[
Πxx +Πyy − 4∆ΠxxΠyy
]−1
(55)
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Vxx → Vxy
[
1− 4∆Πyy
]
Vyy → Vxy
[
1− 4∆Πxx
]
.
Here the qualitative response to the sign of ∆ is apparent. However, it is clear that unless
there is a very pronounced peak at the harmonic ordering vector (so that ∆Sαα is significant),
such effects will be subtle and difficult to interpret.
B. Shifts of the ordering vector
One unphysical feature of the model we have treated is that the ordering wave vector is
constant, independent of T and σ and any of the other variables. In contrast, incommensu-
rate density waves generically have T dependent ordering vectors. This can be corrected by
including higher order terms in the effective field theory - of which the lowest order terms
are
δH = g+
iN
[∣∣ψx∣∣2 + ∣∣ψy∣∣2 −NΛ][ψ†x∂xψx + ψ†y∂yψy] (56)
+
g−
iN
[∣∣ψx∣∣2 − ∣∣ψy∣∣2][ψ†x∂xψx − ψ†y∂yψy]+ . . . .
At first blush, these terms appear to violate inversion symmetry, but it is important to recall
that zero momentum in the effective field theory actually corresponds to momentum Qeˆα
in physical terms. Thus, positive momenta add to Q while negative momenta reduce it in
magnitude.
The first term here produces a generally T and σ dependent shift in the magnitude of
the ordering vector, but it vanishes in the hard-spin limit. There still may be some smooth
T dependence of Q which comes from high energy physics and which appears as an analytic
temperature dependence of Q that can be included explicitly, but which does not reflect any
of the emergent physics of a growing CDW correlation length.
The second term is significant in the nematic phase, where it produces a relative shift
between the ordering vector in the x and y, which to leading order in 1/N is
δQx =
( N
2∆κ‖
)
xˆ and δQy = −
( N
2∆κ‖
)
yˆ. (57)
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C. Coupling to strain
Amajor difference betweenQ = 0 and non-zero orders is the implications of their coupling
to strain: For non-zero Q, the induced interactions fall exponentially with distance, and so
if the coupling to the lattice is weak, the effects are negligible. By contrast, for Q = 0
order, including nematicity, strain-induced effective interactions are long-ranged, and hence
can have important consequences even if weak. One particularly important consequence of
this is that even if the electronic structure is quasi-2D (i.e. Vz ≪ J), so that the CDW
correlations are essentially confined to single planes, the interplane nematic couplings can
none-the-less be significant. Such strain effects first appear in the effective field theory
through terms of the form
δH = . . .+ gstrain
[
ǫxx − ǫyy
][
ψ†xψx − ψ†yψy
]
+ . . . (58)
where ǫαα′ is the strain tensor. Not coincidently, this term also embodies the coupling of
the nematic order to any small orthorhombicity of the crystal, where in this case ǫαα′ is the
orthorhombic strain defined relative to a putative tetragonal parent compound.
VI. ARE THE CDW SIGHTINGS IN THE DIFFERENT HOLE DOPED
CUPRATES CLOSELY RELATED?
There has been some debate about whether the CDW tendencies seen in the various
different cuprates are close siblings or many-times removed cousins - i.e. whether the dif-
ferences from one family of cuprates to another are the expected “small” effects produced
by the somewhat different crystalline environment and degree of quenched disorder in the
different materials, or are so “large” that they should be thought of as different phenomena
with different mechanisms. This latter viewpoint seems untenable to us, for reasons that
are elaborated elsewhere.[4, 5]
It is, however, worth mentioning that there is very compelling evidence from transport
that the basic charge-ordering phenomena are extremely closely related in all the families of
hole-doped cuprates. Specifically, several transport signatures of the incipient charge order
have been identified by the group of Taillefer[6–9] by studying various stripe-ordered 214
materials, including LBCO, NdLSCO, and EuLSCO. Because the CDW order has particu-
larly long correlation lengths in these materials (and hence is easier to identify in scattering
20
experiments), they were able to correlate the diffraction data with salient features of the
transport data. This identification is significant in its own right - it shows that the CDW
ordering phenomena have a significant effect on the low energy itinerant electronic structure,
i.e. that it is an “important” actor in the electronic physics of these materials.
The Taillefer group has then measured the same transport properties in YBCO and
Hg1201 in the same range of copings and seen extraordinarily similar features. In some
cases, transport data[8, 9] from NdLSCO, YBCO, and Hg1201 at the same doping can be
lain on top of each other and are essentially indistinguishable. (The CDW transition in
LBCO is sharper than in the other materials, as reflected in its longer correlation length,
and correspondingly the associated features in the transport are anomalously sharp in this
material.) It is difficult to imagine that there could be significant differences in the nature
of the charge ordering in the different families of hole doped cuprates, given the great
similarities between the transport signatures.
[1] G. Tarjus and M. Tissier, Phys. Rev. B 78, 024203 (2008), URL
http://link.aps.org/doi/10.1103/PhysRevB.78.024203.
[2] D. J. Amit, The Renormalization Group and Critical Phenomena (World Scientific, Singapore,
1984).
[3] J. A. Robertson, S. A. Kivelson, E. Fradkin, A. C. Fang, and A. Kapitulnik, Physical Review
B 74, 134507 (2006).
[4] E. Fradkin and S. A. Kivelson, Nature Physics 8, 864 (2012).
[5] E. H. da Silva Neto, P. Aynajian, A. Frano, R. Comin, E. Schierle, E. Weschke,
A. Gyenis, J. Wen, J. Schneeloch, Z. Xu, et al., Science 343, 393 (2014), URL
http://science.sciencemag.org/content/343/6169/393.abstract.
[6] N. Doiron-Leyraud and L. Taillefer, Physica C: Superconductivity 481, 161 (2012).
[7] J. Chang, R. Daou, D. LeBoeuf, O. Cyr-Choiniere, F. Laliberte, N. Doiron-Leyraud,
B. Ramshaw, R. Liang, D. Bonn, W. Hardy, et al., Bulletin of the American Physical So-
ciety 55 (2010).
[8] F. Laliberte, J. Chang, N. Doiron-Leyraud, E. Hassinger, R. Daou, M. Rondeau, B. J.
Ramshaw, R. Liang, D. A. Bonn, W. N. Hardy, et al., NATURE COMMUNICATIONS 2
21
(2011), ISSN 2041-1723.
[9] N. Doiron-Leyraud, S. Lepault, O. Cyr-Choiniere, B. Vignolle, G. Grissonnanche, F. Laliberte,
J. Chang, N. Barisic, M. K. Chan, L. Ji, et al., PHYSICAL REVIEW X 3 (2013), ISSN
2160-3308.
22
