n e~r a l l~* '~~' ' and fuzzy leamhg laws15, sliding mode techniques, and input-output techniques. A globally convergent nontinear Approximate Dynamic Programming algorithm is described, and an implementation
INTRODUCTION equation (derived fimn the HJB Equation)
for the Unlike the many soft computing applications where it suffices to achieve a "good approximation most of the time", alright control system must be stable all c f the time. As such, if one desires to learn a flight control law in real-time, a fusion of soft computing techniques to learn the appropriate control law with hard computing techniques to maintain the stability constraint and guarantee convergence is required. The objective of the present paper is to describe a gIobaI& convergent AFproximate Cynamic Programming Algorithm which uses scft wmputing techniques to learn the optimal cost (or return) functional for a stabilizable nonlinear aircraft with unknown dynamics and hard c0n;Puring techniques to verify the stability and convergence of the algorithm. This algorithm is then specialized to the linear case and used to design an autoIander for the NASA X-43 research aircraft See 9, for the details ofthe nonlinear case and its applications.
The present work bas its roots in the approximate Dynamic Programming / adaptive critic c~n c e~'~* '~~~ in which soft computing techniques are used to approximate the solution of a dynamic programming algorithm without the explicit imposition of a stability or convergence constraint, and the authors' stability criteria for these al~ritl~ms"'~.
Alternatively, a number of authors have combined hard and soft computing techniques to develop tracking controllers.
These include Lyapunov synthesis techniques using both corresponding optimal control law, P(x, tJ. yielding an optimal cost functional/ optimal control law pair, (v9 e).
Although direct solution of the Hamilton Jacobi Bellman Equation is c~mputatio~lly untenable (the so-called "curse of dimensionality"), the HJB Equation and the relationship between V' and the corresponding control law. k", derived thereftom, serves as the basis of the Approximate Dynamic P r o w Algorithm developed in the present paper. In this algontlm we start with an initial cost fimctional/ control law pair, (v, U, where 4 is a stabilidng control law for the plant, and construct a sequence of cost functional / control law pairs, (V, k), in real-time, which converge to the optimal cost functional / control law pair, (V, F). The goal of the Approximate Dynamic Programming Algorithm is to adaptively construct an optimal control, u"(xo .), which takes an arbitrary initial state, XO, at to to the singularity at (0,0), while minimizing the performance measure. J.
dx
Since the plant and performance measure are time invariant, the optimal cost functional and optimal control law are independent of the initial time, to, which we may, without loss of generality, take to be 0; i.e. 
.. run the system with control law, ki, from an array of initial conditions, xo at to = 0, recording the resultantstate trajectories, xi(xo.), and control inputs
where, as above, we have defined states but use it generically.
4. Go to 2.
Since the state dynamics matrix, a(x), does not appear in the above algorithm one can implement the algorithm for a system with unknown a(x). Moreover, one can circumvent the requirement that b(x) be known in Step 3, by augmenting the plant with a known pre-compensator at the cost of increasing its dimensionality, as shown in reference
12. As such, the Approximate Dynamic Programming
Algorithm can be applied to plants with completely unknown dynamics. As indicated in the introduction, however, the requirement that one fully explore the state space at each iteration of the algorithm is tantamount to identifying the plant dynamics. As such, the applicability of the Approximate Dynamic Programming Algorithm to plants with unknown dynamics is only meaningful in the context of the linear implementation described in the present paper or the approximate nonlinear implementations of reference 9, where only a local exploration of the state space is required.
In the following we adopt the notation Fi for the closed loop system defined by the plant and control law, ki.
in terms of initial
To initialize the Approximate Dynamic Programming
Algorithm for a stable plant, one may take Vo(x) = E X x and ko(x) = -6'(x)br(x)x which will stabilize the plant for sufficiently small E (though in practice we often take Rdx) = 0). Similarly, for a stabilizable plant, one can "pre-stabilize" the plant with any desired stabilizing control law such that -> 0 and 
THE LINEAR CASE
The purpose of this section is to develop an implementation of the Approximate Dynamic Programming algorithm for the linear case, where local exploration of the state space at each iteration of the algorithm is sufficient, yielding a computationally tractable algorithm. For this purpose we consider a linear time-invariant plant with the quadratic performance measure
Here Q is a positive matrix, while R is positive defmite. For this case V(x) = x T P x is a quadratic form, where Po is a positive definite matrix. As such, e ( x ) = 2xrP0 and dx = K"x = -R-'B'P'~.
To implement the Appro~timate Dynamic Programming
Algorithm in the h e a r case, we initialize the algorithm with a quadratic cost functional, Vdx) = and K , = -R-'B'P,. NOW. assuming that vi(x) = x ppx is As such, the state trajectories for the plant with control law Ki can be expressed in the exponential formxi(xo, t ) = e ' x, , while the corresponding control is To this end, one runs the system using control law Ki over some desired time interval, and observes the state at n (the dimension of the state space) or more points, x j j = I, 2, ... In its present configuration, the X-43 is an expendable test vehicle, which will be launched from a Pegasus missile, perform a flight test program using its scramjet engine, after which it will crash into the ocean. The purpose of the simulation described here was to evaluate the feasibility of landing a follow-on series of X-43~. To this end, we developed an autolander for the X-43 designed to follow the glide path illustrated in Figure 1 b, using the Approximate Dynamic Programming Algorithm, and simulated its performance using a 6 degree-of-freedom linearized model of the X-43.
This model has eleven states and four inputs. To stress the adaptive controller, the simulation used an extremely steep glide path angle. Indeed, so steep that the drag of the aircraft was initially insufficient to cause the aircraft to fall fast enough, requiring negative thrust. Of course, in practice one would never use such a steep glide slope, alleviating the requirement for thrust reversen in the aircraft. To illustrate the adaptivity of the controller, no a priori knowledge of either the A or B matrices for the X-43 model was provided to the controller. A "trim routine" is used to calculate the steady state settings of the aircraft control surfaces required to achieve the desired flight conditions, with the state variables and controlled inputs for the flight control system taken to be the deviations firom the trim point. In the present example the trim control was calculated to maintain the a i r 4 on the specified glide slope. The performance of the X-43 autolander is summarized in Figure 2a where the altitude and lateral errors firom the glide path and the vertical component of the aircraft velocity (sink rate) along the glide path are plotted.
After correcting for the initial deviation from trim, the autolander brings the aircraft to, and maintains it on, the glide path. The control values employed by the autolander To evaluate the adaption rate of the autolander, the "costto-go'' fiom the initial state is plotted as a function of time as the controller adapts in Figure 2b . As expected, the costto-go jumps from the low initial value associated with the initial guess, P, to a relatively high value, and then decays monotonically to the optimal value as the controller adapts.
Although the theory predicts that the cost-to-go jump should occur in a single iteration, a fdter was used to smooth the adaptive process in our implementation, which spreads the initial cost-to-go jump over several iterations. Conclusions
Our goal in the preceding has been to develop an implementation of Approximate Dynamic Programming algorithm requiring only local exploration of the state space at each iteration, illustrating the resultant algorithm via the X-43 autolander. Two additional implementations of the algorithm for the nonlinear case, also requiring only local exploration of the state space. are described in reference 9, together with a detailed proof of the Approximate Dynamic Progmmming Theorem in the nonlinear case.
