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CHAPTER 1. INTRODUCTION 
The last two decades has seen some tremendous advances 
in flow field calculations using either the finite 
difference or finite element approach. These methods solve 
for the unknowns in the flow field. Panel methods, unlike 
the finite difference and finite element methods, are 
formulated such that the unknowns lie only on the boundaries 
of the domain. Once these unknowns are calculated, then 
further calculations in the flow field can be made. The 
surface integral approach of panel methods offers some 
distinct advantages for certain problems, especially those 
that have complicated configurations. Panel methods for 
these cases are known to be very efficient in terms of 
computing effort and have been used successfully for the 
last two decades in the preliminary design of partial or 
complete aircraft configurations. Panel methods have been 
used to predict various aerodynamic characteristics, such as 
surface pressure distributions, engine duct flows and 
stability derivatives. 
The present work deals with the prediction of unsteady 
incompressible potential flow. The governing equation for 
these flows is the Laplace equation. Hence, one would 
naturally assume that if we are given the boundaries of the 
domain and the boundary conditions, then we could solve for 
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the potential flow in this domain by using some panel code. 
However, lifting potential flows have a further 
complication. Here, the size, shape and position of the 
wake has to be determined. In any given problem, the 
surface of the lifting body is usually well-known, but the 
wake position is not. The common method is to guess the 
position of the wake and then to relax it in an iterative 
fashion. This method has been employed quite successfully 
in the past, but is only valid for steady flows. The 
present work deals with the development of a panel code to 
solve any general unsteady potential lifting flow in three 
dimensions. As a result, we cannot use the wake relaxation 
approach since the wake grows and evolves with time. This 
evolving wake is the cause of the unsteadiness. The 
numerical code must be able to model the growing wake. The 
present work is an attempt to do this. 
Background 
Before entering into an exposition of the method, we 
need to mention earlier work upon which it is largely based. 
Calculation of potential flow about arbitrary non-lifting 
bodies was first described by Hess and Smith (1). The flow 
for these cases can be simulated with distributed sources. 
Djojodihardjo and Widnall (2), solved for the evolution of 
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the wake and loading of a lifting body. They did show the 
development of some unsteady two-dimensional wakes. Ashley 
and Rodden (3)y have reviewed the .literature quite 
extensively for potential methods, and their use for 
predicting the classical wing-body interference flows. 
Woodward (4) describes a body scheme based on the solution 
of the steady linear problem with circulation for both 
subsonic and supersonic airplane speeds. Johnson and 
Rubbert (5) studied the lifting flow past an airplane in an 
incompressible medium. The above references (except for 
(2)) deal mainly with the prediction of steady flows. 
Belotserkovskii (6), discusses and describes ways to 
generate unsteady flow. However, here the methods are valid 
for only very thin bodies. Kalman et al. (7), present a 
short survey of the vortex and doublet lattice methods for 
calculating aerodynamic lift distribution on surfaces in 
steady and oscillating motion at subsonic speeds. Geising, 
Kalman and Rodden (8), took the same approach as in (7), 
except here the method of images was used to model the 
interference problem. WoodWard (9), essentially solves for 
the wing-body steady interference in linearized subsonic 
flows. Baals et al. (10), have described the techniques 
involved for calculating supersonic flow and L. Morino and 
C.-C. Kuo (11) have presented a*general theory of subsonic 
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potential flow around a lifting body having arbitrary shape 
and motion. However, they do make the small perturbation 
assumption for all their numerical results. Katz (12), uses 
a discrete vortex method to predict the non-steady separated 
flow over an airfoil. A complete three-dimensional flow 
over a surface vehicle has been modelled by Chometon (13). 
Here, the unsteady wake is represented by discrete voluminal 
vortex distributions. Determination of vortices emitted is 
made from the values of the circulation of the vortex rings 
situated on both sides of the separation line and of the 
variation of circulation of those rings in time. These 
emitted vortices are lumped into discrete particles. The 
subsequent development of the vortex particles is calculated 
by integrating Helmholtz equation in Lagrangian form. Basu 
and Hancock (14) and Kim and Mook (15) demonstrate methods 
for calculating arbitrary two-dimensional unsteady motion. 
In (15), continuous vorticity panels are used. One behavior 
predicted by the authors is the presence of large initial 
loads for the case of an impulsively started lifting 
airfoil. This behavior was analytically predicted by Graham 
(16). However, in some of the previous unsteady codes, 
large initial loads were not predicted. The reason is 
mainly attributable to the manner in which the starting 
vortex is modelled. For the problems of interest to us 
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here, we will not concern ourselves with the behavior of the 
solution at times shorter than the time it would take a 
fluid particle to travel one tenth the length of the wing 
chord at the free stream velocity. It is at times of this 
scale that the effects of the large starting loads are still 
felt, a fact that was predicted in (16) and shown 
numerically in (15). However, we find that for the case of 
an impulsively started airfoil, the accurate prediction of 
the starting loads is not very crucial for the successful 
prediction of the flow at large times. For completeness we 
must mention the works of Geising (17), Ross et al. (18) and 
Giesing et al. (19). 
Description of the Present Technique 
The present work is based upon a general low order 
panel method developed by Maskew (20). It can be used for 
predicting either steady or unsteady potential flow about 
complex configurations. It is based upon piecewise constant 
surface singularity distributions. The program VSAERO as 
developed in (20) was the basis of our code and it was 
extended to handle general unsteady lifting potential flows. 
All panel methods, essentially solve for a singularity 
distribution on the body surface. The order of continuity 
of this distribution must be assumed. In the program 
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VSAERO, the distribution of the singularities is considered 
to be a stepwise one. This makes it a low order panel 
method. In a higher order formulation, the singularity 
distribution from panel to panel is assumed to be 
continuous. Thus, it has to be approximated by higher order 
equations. A low order panel method is quite advantageous. 
Even though the trend in panel methods has been towards 
higher order formulations, it has been known for sometime 
(see (20), (21)) that for the general three-dimensional 
case, the accuracy obtained from low order methods is 
comparable to that obtained by the higher order panel 
methods. Also, since continuity of the singularity 
distribution is not enforced from panel to panel, the panels 
representing a complicated surface can be assembled in a 
straightforward manner. Overall, the resulting program is 
simpler and also executes faster. 
The remaining chapters will deal with the theoretical 
basis for the method, a description of the numerical 
implementations, the results of some unsteady potential 
incompressible flow and the conclusions. 
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CHAPTER 2. THEORY 
In this chapter, we will describe some of the 
foundations that form the basis of the numerical method. 
The method applies Green's Theorem to both the exterior 
domain as well as the interior domain. Dirichlet boundary 
conditions are prescribed on the potential function at the 
boundary of the interior domain. This formulation is also 
known as the Internal Dirichlet Formulation. 
Theoretical Formulation 
Assume that we have some three-dimensional body, (see 
Figure 1) with an infinitesimally thin but finite wake. 
Assume that a velocity potential i exists exterior to the 
body and a velocity potential exists inside the body. 
Here, i represents the flow field of interest and represents 
the external flow whereas represents an interior 
fictitious flow. The potentials are analytic everywhere 
except at the wake, where i is multivalued. These velocity 
potential fields thus satisfy Laplace's equation if we 
assume an incompressible, inviscid, irrotational flow 
everywhere except on the surface of the wake, and can be 
written as 
= 0 (2.1a) 
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SURFACE 
WAKE 
FIGURE 1- solid body with a finit® 
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in the external flow field and 
0 {2.1b) 
in the inner region. Applying Green's Theorem to the inner 
and outer regions, we obtain for the velocity potential at a 
point P on the inside surface, the expression (see Maskew 
where r is the length of the vector from the surface element 
to the point P, S-P means that the point P is excluded from 
the surface integral, and are the potentials on the 
upper and lower surfaces of the wake. Equation (2.2) gives 
the total potential at the interior point P as the sum of 
perturbation potentials due to a normal doublet distribution 
of on S and on W and a source distribution of 
strength n.(7*^-7$) on S. The potential for a uniform 
onset flow, is also included. 
(20)), 
411 i . * V(^)ds - 2ir(# - $^)p 
•^w"^ (^u " ^ l)'^ • V(p)dw + 
/g/ p n » (7#^ - 7$)ds + 
( 2 . 2 )  
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In principle, an infinite number of combinations of 
doublet and source distribution will give the same external 
flowfield but different internal flowfields. To render a 
unique combination of singularities, we can either specify 
one of the singularity distributions or we can specify the 
internal flow, i.e., 
Internal flow specification 
The approach chosen here follows that of (20), which is 
to specify the internal flow. The simplest internal flow 
that we could have assumed is that which vanishes, i.e., 
= 0. However, in (20) it is shown that this condition may 
give rise to certain inaccuracies, especially in cases where 
the number of panels is mismatched. A more well-behaved 
choice is to use . This has been used by (5) for 
higher order formulations. Substituting we obtain 
where ^ is the perturbation potential on the exterior 
surface, i.e, * = ë - . We must note that equation (2.3) 
can be derived by applying Green's Theorem to the 
perturbation potential. 
0 - /g.p/ • V(p)ds - 2iT*p + yy ($^ 
+/ / 1 n • 
s r 
0j^)n • 7(^)dw 
(2.3) 
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Suppose is the magnitude of the resultant normal 
velocity of the fluid relative to the surface and is the 
local velocity of the surface, then 
n"(7*_ - 7#) = 
^n + - n-V_ (2.4) 
In the case of an impermeable boundary, would be equal to 
zero. 
Numerical Steps 
For the actual numerical implementation of equation 
(2.3), we take the following steps. 
1. Subdivide the surface of the body into a set of 
flat quadrilateral panels, and define a central 
control point for each of these panels. 
2. Define a set of wake shedding panels on the body 
from which the wake originates and assume a 
geometry of the wake. For a better 
understanding, see Figure 2. This step is 
omitted for cases with no lift. 
3. Evaluate the influence coefficients and 
between panels. The influence of panel j on 
panel i is given by 
12 
UPPER 
LOWER 
FIGURE 2. Body and wake subdivided into panels 
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(2.5a) 
where is the normal vector on panel j, r is 
the distance from a point on panel j to the 
control point of panel i. The integration is 
performed over the surface of panel j. Note, ^ 
can be interpreted as the influence of a unit 
doublet distribution on panel j on control point 
of panel i. Similarly, the influence coefficient 
Here, can be interpreted as the influence of 
a unit source distribution located on panel j on 
the control point of panel i. 
4. Since the surface has been divided into a finite 
set of panels with a stepwise singularity 
distribution, the integral equation (2.3) can be 
replaced by a system of algebraic equations. 
This algebraic system is set up by using the 
influence coefficients that were calculated in 
the previous step. More details are given below. 
. is given by 
(2.5b) 
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Suppose the total number of panels on the surface of 
the body is N^. Then, we obtain from equations (2.2 - 2.4) 
"kCjk - * J" "wk=jk  ^ ° 
( 2 . 6 )  
3 = 1 N3 
where 
= V. 
nk ^ ^ *^sk ^k-^. 
(2.7) 
The iij's can be interpreted as the strength of the doublet 
distributions. In equation (2.6), we have unknowns 
(Ws's), with N equations. The doublet value for the wake J ® 
panels can be determined by the Kutta condition at the edge 
from which the wake panel emanates. The Kutta condition is 
nothing but the enforcement of a continuous velocity 
distribution at a particular edge. For the case of an 
airfoil with a finite trailing edge angle, the application 
of the Kutta condition at the trailing edge is equivalent to 
forcing the flow to stagnate there. Thus, the doublet value 
on each wake panel is 
15 
"w = - "N, ( 2 . 8 )  
where Nj^ refer to the upper and lower surface panels, 
respectively, where that wake panel originates. These are 
the shaded panels in Figure 2. 
Solution of equation (2.6) gives us the surface doublet 
values. The velocity on the surface can thus be evaluated 
by 
V =s -W + V (2.9) 
One of the drawbacks of this method is that the solution is 
obtained in terms of the potential on the surface and hence 
the surface velocities have to be obtained by numerical 
differentiation of those potentials. Equation (2.9) is cast 
into an analogous finite difference form to obtain the 
surface velocity. 
Before we go further, it is important to consider the 
Kutta condition and its implementation by equation (2.8). 
Unlike most panel methods, the constant doublet source 
method does not require an explicit Kutta condition. 
Equation (2.8) automatically serves this purpose, but it 
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does not guarantee a stagnation point at the trailing edge. 
Since we have used constant strength doublet panels, they 
can be replaced by an equivalent vortex lattice system. 
Equation (2.8) guarantees that the strength of this vortex 
lattice system, at the trailing edge, is zero. Hence, the 
velocity calculated at the trailing edge will be finite and 
continuous. But we had mentioned that the Kutta condition 
would imply that the velocity at the trailing edge is zero 
for an airfoil with a finite trailing edge angle. Equation 
(2.8) only guarantees a finite velocity at the trailing 
edge. However, we also found that this discrepancy affects 
the calculation at a very small region near the trailing 
edge. In fact, it happens to give a more realistic pressure 
distribution near the trailing edge than is obtained by a 
potential analysis which applies the stagnation condition 
explicitly. 
The numerical implementation described above is 
basically for a steady state calculation. For such a 
calculation, the position of the whole wake has to be 
assumed. The wake position can then be relaxed to conform 
with the flow field in an iterative manner. However, we 
will mainly be concerned about unsteady incompressible 
calculations. The only difference for this is the evolution 
of the wake in time. Hence, the calculation procedure for 
17 
the unsteady case for every time step is very much similar 
to the one mentioned here. The details will be given in the 
next chapter. 
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CHAPTER 3. DESCRIPTION OF THE COMPUTING PROGRAM 
In this chapter, we will describe some of the details 
of the computer program. The code is based on a program 
called VSAERO which has been developed by Maskew (20). 
As already mentioned in the previous chapter, the basis 
of the computer program is a surface singularity panel 
method using quadrilateral panels on which doublet and 
source singularities are distributed uniformly. The panel 
source values are directly determined by the external 
Neumann boundary condition as given by equation (2.7), which 
controls the normal component of the local resultant flow. 
The doublet values are solved after imposing the internal 
Dirichlet boundary condition of zero perturbation potential 
at the internal points of the body. Surface perturbation 
velocities are obtained from the gradient of the doublet 
solution. Field velocities are calculated at the corner 
points of all wake and floating panels. The wake panels are 
the panels that are directly attached to the lifting bodies. 
See Figure 2. The floating panels are those panels that 
were once wake panels at a previous time step, and were 
subsequently shed from the body at the following time step. 
For a better understanding of the terms wake panels and 
floating panels, see Figures 3 and 4. Figure 3 shows the 
configuration at the first time step calculation. 

o 
4. 
Cotif_ 
at the Sec, otid 
step 
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Here we see that the wake consists of the wake panels only. 
After the flow field has been calculated, the velocities at 
the corner points of the wake panels are found. These are 
then convected down to their new positions and are therefore 
designated as floating panels for all subsequent time steps. 
The doublet distribution on the floating panels is 
maintained the same as that calculated when these panels 
'were wake panels. This is in accordance with Kelvin's 
Theorem. Figure 4 shows the floating panels that were the 
wake panels in Figure 3. Figure 4 also shows new wake 
panels that are attached to the body. After the flow field 
is calculated for this case, the wake panels and the 
floating panels are convected downstream and new wake panels 
are added. We notice that the number of floating panels is 
increased after every calculation. These are the essential 
steps taken to solve for any unsteady potential flow. 
Wake Snipping and its Justification 
In the above section, we mentioned that the corner 
points of all the wake panels are transported at the rate of 
their calculated velocities. However, in complicated cases 
like a propeller and wing or a wing and tail combination, it 
is very likely that this procedure would lead to a wake 
panel intersecting a solid body. To prevent such an 
22 
occurrence, we must exclude from the calculations those 
floating panels which have intersected a solid body. 
At first glance, the above procedure seems to be quite 
ad hoc. But there are certain physical reasons to justify 
it. A wake panel of constant doublet strength is equivalent 
to a vortex ring. We know that when a vortex filament gets 
very close to a solid body, the viscous effects on the 
filament would begin to dominate. These viscous effects 
diffuse the vorticity in the filament thus effectively 
breaking it or snipping it. Since one of the objects of a 
numerical code is to simulate as closely as possible the 
physical phenomena it is trying to model, we are well-
justified in introducing wake snipping, even though it is 
not predicted by potential theory. 
Numerical Procedure 
Rather than describe the numerical procedure in general 
terms, we will outline it by reference to one of the 
problems presented later. This problem was the impulsive 
start of a finite rectangular wing. Assume that we have a 
symmetric rectangular wing with unit chord which is 
impulsively started with unit velocity at an angle of attack 
a (see Figure 3). After time At, we would expect the wake 
to have developed a distance of At downstream of the 
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trailing edge. Hence, we can solve equation (2.5) for this 
configuration. Equation (2.6) is solved by a blocked Causs-
Seidel iterative procedure. Once the surface doublet values 
(or surface potentials) are found, the surface velocities 
are evaluated by finding the gradients of the surface 
potential. This is combined with the free stream flow to 
give the total velocity at the surface. These surface 
velocities are used to find the steady portion of the 
pressure coefficient C^. Now, field velocities are 
evaluated at the corner points of the wake panels. Since 
the doublet and source values are known on every panel, the 
velocity calculation is done by finding the velocity 
contribution of every panel and adding vectorially. If the 
point is far away, from a panel, then the doublet and sources 
on that panel are considered to be concentrated at the 
center of that panel and hence we evaluate the velocity due 
to a point doublet and a point source. However, if the 
point is very close to a panel, then we must evaluate the 
velocity contribution of panel by means of an exact-
expression. The exact expression is derived in the 
following way. The velocity due to the doublet distribution 
is obtained by replacing the doublet distribution by an 
equivalent ring vortex and then simply using the Biot-Savart 
law. This equivalence will be shown later. The velocity 
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contribution due to the source distribution is obtained by 
using"a closed form analytic expression for the velocity at 
a point due to a flat quadrilateral panel. We could have 
used this exact formulation for all the panels, but it would 
result in large computing times. Therefore, it was used 
only for those panels that were near the point. If the 
corner point is at the trailing edge, (point A for example 
in Figure 3) then the velocity at that point is taken to be 
the average of the velocities at the neighboring panel 
control points. Once the total velocity is obtained at the 
point x^, then the new location of this point is simply 
Xjj = x^ + VAt (3.1) 
-¥ 
where V is the total velocity evaluated at that point. 
After the new positions of the corner points of the wake 
panels are evaluated and the wake panel doublet values are 
stored, then we are ready for the second time step 
calculation. 
The second and subsequent time step calculations are 
essentially the same. The configuration consists of the 
solid body panels, the wake panels and some floating panels 
whose doublet strength is known. See Figure 4. Before we 
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go ahead with the second and subsequent time step 
calculation, we have to find out whether any of the floating 
panels have intersected a solid body. This is achieved by 
drawing the complete configuration by means of a plotting 
routine. Then, all the floating panels that intersect a 
solid body have their doublet strength changed to zero. 
This step results in the exclusion of the intersecting 
floaters in all subsequent calculations. The remaining 
floating panels are left intact. Each floating panel 
originates as a fixed wake panel and once it is "shed" from 
the trailing edge and is made a floating panel, its doublet 
strength must be preserved as a consequence of Kelvin's 
theorem. Hence, now the configuration looks as shown in 
Figure 4 with each floating panel retaining its doublet 
strength. The numerical equation to be solved now is 
similar to equation (2.6) but with some extra terms to 
include the floatina oanels. The ecniation is 
^ j; "wkGjk ^ Jî "fkCjk + 
(3.2) 
= ° ' J = 1 «s 
26 
As before, we have equations with unknowns. is the 
total number of floating panels and is the doublet 
strength of floating panel k. These do not add to the 
number of unknowns since the floating panel strengths have 
all been determined. 
After solving for this case, we then find the 
velocities at the corner points of the wake and floating 
panels. The contribution to the velocity at any point is 
due to the body and wake panels and also the floating 
panels. To find the velocity due to the floating panels, we 
used an equivalent ring vortex. We will show in the next 
section the derivation of the equivalence between a constant 
strength doublet sheet and a ring vortex. 
Geometrical Treatment of a Panel 
In the evaluation of equation (3.2), it is necessary to 
calculate the influence coefficient due to a panel at a 
particular control point. This was done by first 
subdividing the surface of the body into flat quadrilateral 
panels. The division of the surface is achieved in the 
following way. First, a mesh is generated on the body 
surface and then four corner points are chosen in a cyclic 
manner to define each panel. Suppose the four corner 
points, are found. Then, the control point 
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of that panel is taken to be the mean of these four points. 
The equation is simply 
1 4 
Z Z Ri (3.3) 
^ i=l ^ 
The mean plane of that panel is defined by the parallelogram 
formed by joining the mid-points of the four sides. Once 
the mean plane is defined, the normal direction at the panel 
control point is taken to be the normal direction to the 
mean plane. The four corner points are then projected onto 
the mean plane to get the four vertices of the flat 
quadrilateral panel. The area of the panel can then be 
easily found. For a pictorial description, see Figure 5. 
This procedure effectively subdivides the surface of 
the body into flat quadrilateral panels. One disadvantage 
of this approach is that these flat panels no longer define 
a continuous body surface. Hence, the velocity calculation 
near the panel edge could be very inaccurate. However, this 
did not seem to cause any problems to the cases that we have 
tried. 
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MID PLANE 
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FIGURE 5. Flat quadrilateral panel definition 
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Velocity Calculation 
The velocity contribution of the body panels was found 
by first approximating the panel as above, then applying the 
doublet and source distribution on this flat surface (which 
does not necessarily coincide with the body surface) and 
then finding the velocity due to these singularity 
distributions. However, this approximation can get quite 
inaccurate as the four corners get highly skewed. Since 
skewness is expected in the floating panels as they evolve, 
it was necessary to treat them a bit differently from other 
panels in order to find their velocity contributions. 
Recall that each floating panel is a constant strength 
doublet sheet and is also defined by four points which are 
not necessarily co-planar. It is also known (demonstrated 
below) that any constant strength doublet sheet is 
equivalent to a bounding vortex ring. Hence, each floating 
panel is equivalent to a straight sided quadrilateral ring 
vortex passing through the four corner points that define 
the floating panel. Therefore, we can use the Biot-Savart 
law to find the velocity contribution of the floating panels 
at any point without the need to approximate them by an 
equivalent plane section. Furthermore, if the point lies on 
any side of the floating panel, then the influence of that 
side of the ring vortex is not felt. 
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Equivalence of a doublet sheet and a ring vortex 
The following shows the equivalence between a ring 
vortex and a doublet sheet as used in the analysis outlined 
above. Consider an arbitrarily shaped ring vortex with 
strength r as shown in Figure 6. The velocity at a point P 
can be obtained by the Biot-Savart law and is given by 
^ 7( 1 ) X d% (3.4) 
Now, if we are given f such that ?.f = 0, then we can show 
that 
* f X ds = -/g/ V(f » n)do (3.5) 
Hence, eauation (3.4) can be written as 
u(P)  = -  ^  Jg/  9(7(  I  ) •  n)da  (3 .6)  
Equation (3.6) is the expression for the velocity at a point 
P due to a constant strength doublet sheet, bounded by the 
ring vortex. The axes of the doublets are normal to the 
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FIGURE 5. Ring vortex of strength F 
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sheet. Silice the velocity at a point P is the gradient of 
the potential at point P, the potential at P is given by 
Hence we have shown the equivalence between a ring vortex 
and a doublet sheet. 
Velocity due to a quadrilateral ring vortex 
Each floating panel is defined by four points. Also, 
each floating panel is a constant strength doublet sheet, we 
can replace it with a quadrilateral ring vortex (see the 
previous section) that passes through the four vertices. 
Let ABCD be the floating panel as shown in Figure 7. 
The velocity at point P due to line AB o^ the equivalent 
ring vortex is given by 
$(P) (3.7) 
(3.8) 
and the direction of the velocity is 
V AB X BP (3.9) 
[ABl|BP| 
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FIGURE 7. Quadrilateral ring vortex ABCD of strength. T 
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where AB is the vector pointing from A to B and BP is a 
vector pointing from B to P. 
If the point P lies on the line AB or AB extended, then 
it can be shown that the velocity at P due to the line 
vortex AB is zero because a straight vortex does not 
influence itself. 
Calculation of the Pressure Coefficients 
To evaluate the pressure coefficient at any point on 
the surface of the body, we use the unsteady Bernoulli 
equation, which is 
p + 2 - at = p" + is! (3.10) 
where i is the total potential at the point and q is the 
total velocity. The right hand side of equation (3.10) does 
not have any time varying term because in all the problems 
that we will be considering, the conditions at infinity will 
be steady. 
The pressure coefficient is given as 
C = (p-p^)/(i2pqf ) (3.11) 
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and using equation (3.10), we obtain 
Cp -  1 - ( at ) (3.12) 
Now, $ = * + where is the potential due to the 
free stream and * is the perturbation potential. Since the 
free stream potential is steady, we have 
H = H (3.13) 
If P is a point on the surface then we have 
at D* 
at = Dt - Sp'?* (3.14) 
where is the velocity of point P on the surface, and 
D/Dt is the material derivative or the Eulerian derivative. 
Since the potential due to the free stream is steady, we can 
upon substituting obtain 
Il = it - (3.15) 
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Substituting equation (3.15) into equation (3.12), we get 
S = 1- (#-)" ^  ' 7,) (3.16) 
Equation (3.16) is used in calculating the pressure 
coefficient on the surface. This is achieved in the 
following way. The Eulerian derivative in equation (3.16) 
is evaluated by a backward difference in time. The velocity 
qp is known and the gradient of * in the normal direction 
can be obtained from equation (2.4). The gradient of 0 
along the surface of the body is obtained through central 
differences. 
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CHAPTER 4. NUMERICAL RESULTS 
In this chapter, we will describe two of the numerical 
cases that have been solved by our present approach, one of 
which is the impulsively started wing presented earlier and 
the other the interaction of propeller flow with a finite 
wing. All figures that are referred for the first time can 
be found at the end of the chapter. 
Impulsively Started Rectangular Wing 
The first case was that of an impulsively started 
finite rectangular wing. The airfoil section chosen was the 
GAW-1 section with a maximum thickness of 15 percent of the 
chord. The aspect ratio of the wing was 10. Figure 8 shows 
half of the wing. There is a plane of symmetry at Y = 0. 
Use was niade of the symmetry to reduce the number of 
unknowns. This was achieved by reflecting the wing and 
assuming that the singularity distribution, was also 
symmetric about the Y = 0 plane. The wing is impulsively 
started at an angle of attack of 5 degrees. Figure 8 also 
shows the manner in which the surface of the wing is 
represented by a mesh. The corner points of this mesh 
define the flat quadrilateral panels that are used for the 
actual numerical evaluation. The top and bottom surfaces 
are divided into 13 chordwise stations and 12 equally spaced 
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spanwise stations. Note that the chordwise divisions are 
clustered near the leading edge. The panels are formed by 
choosing consecutively four neighboring points in a cyclic 
fashion. 
The first time step calculation is carried out with 
only the body and a wake with a length that is dependent 
upon the time step. The position of this initial wake is 
not known, but has to be obtained by following some wake 
relaxation method. Relaxation of the initial wake is very 
important. If it is not done then it could give rise to an 
initial error which could affect the time evolution of the 
circulation. Obviously, at the first time step, there 
cannot be any floating panels. After the flow field is 
evaluated and the velocities found at the wake panel corner 
points, (recall that if the corner point is at the trailing 
edge, then the velocity there is taken to be the average of 
the velocities at the control points of the neighboring 
trailing edge panels) the time step is evaluated by using 
the smallest velocity at the trailing edge of the wing 
and using 
At = (4.1) 
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where c is the chord of the wing, is the X-component 
of the minimum velocity ^ and 3 depends upon the size of 
the panels near the trailing edge. For our particular 
problems, we found that g could range from .1 to .25 without 
affecting the results. However, we did not try a value 
outside this range. 
In Goldstein (22), Walker's experimental data for the 
variation of circulation with time about a two-dimensional 
airfoil and Wagner's analytical results for a two-
dimensional flat plate are presented. These results are 
compared in Figure 9 with the present calculation of the 
development of the circulation near the root of the wing 
where the flow is nearly two-dimensional. We observe that 
even though the general trend is the same, the finite wing 
seems to reach steady state at the wing root a bit faster. 
We do not have an explanation for this at the present. 
Figure 9 also shows the variation of circulation near the 
root for a NACA-0012 airfoil for two different time steps. 
Here, the comparison seems to be pretty good. 
Figure 10 shows the variation of the circulation in the 
spanwise direction for different times. Figure 11 shows the 
pressure coefficient (C^) along the airfoil at the root. We 
notice that at the first time step, the pressures are quite 
high but then reach a minimum and slowly increases to the 
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steady state. TÎiis has been also observed by (15) for two-
dimensional airfoils undergoing an impulsive start. 
However, the large values of the pressure coefficient at the 
first time step are mainly due to a large contribution from 
the unsteady terms in the Bernoulli equation. The actual 
numerical values of these terms are not reliable because the 
first time step is too large to resolve them accurately. 
Wake development 
Figures 12, 13 and 14 show the development of the wake 
at different times. As the wake grows, it begins to curl up 
at the downstream end and at the wing-tip. This tip roll up 
is not as pronounced since the panels are not concentrated 
in the spanwise direction near the tip of the wing. Hence, 
to properly model the wake near the wing-tip, we would have 
to cluster the panels near the tip in the spanwise 
direction. However, it was pointed out in (2) that the 
difference in the results obtained on the solid surface for 
a flat wake or one that is allowed to roll up is not very 
high, so that accurate modelling may not be very important. 
Stability of the wake 
We know that a finite vortex wake is inherently 
unstable. The roll up of the wake at its ends is a 
manifestation of this instability. Hence, when attempting 
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to model the wake numerically, we have to be careful not to 
introduce any other spurious instability that would affect 
the actual solution. Moore (23) showed by way of example 
that the- discretization of a vortex sheet (however refined 
this discretization may be) can lead to chaotic numerical 
results. This behavior is mainly due to the individual 
vortices coming too close together, in the roll up region, 
thus leading to spuriously large interactions between them. 
These large interactions disrupt the orderly evolution of 
the vortex wake. In (23), this problem was overcome by 
merging the vortices in the roll up region. Merging of 
vortices in Moore's two dimensional problem is a 
straightforward procedure. However, in three dimensions, 
where the vortex lines form a mesh, merging does not seem to 
be feasible. Hence, we followed the method given by Chorin 
and Bernard (24). Here, a cut-off radius was chosen for 
vortex line was the correct value outside this radius and 
was bounded inside the radius. The cut-off radius was 
chosen to be of the order of the separation of nearest 
neighbors in the initial state. For our case, the cut-off 
radius was chosen to be of the order of the minimum 
dimension of the floater panels. 
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Wing Propeller Interaction 
The second problem that we have solved is the 
interaction between a propeller and wing. 
Geometry of the wing 
Figure 15 shows the front view of the complete 
configuration. The wing is rectangular. It has a GAW-1 
section of about 15 percent thickness. The semispan of the 
wing is 50 and the aspect ratio is 10. The root of the wing 
is also a plane of symmetry for the whole configuration. 
Geometry of propeller 
The propeller chosen is two bladed with its axis of 
rotation at a distance of 16.6 from the root of the wing or 
about a third of the semispan. The radius of the propeller 
is 8.5 and the radius of the hub is 1. Note that the hub 
has not been considered in the calculation. 
The chord length of the propeller blade varies linearly 
from 1 at the root to 0.6 at the tip. Figure 16 shows the 
planform view of the wing and propeller and Figure 17 shows 
the side view. 
The airfoil section used for the propeller is the 
Clark-Y section of 11 percent thickness. From Figure 17, we 
notice that the propeller blade is twisted with the root 
section pitched down by about 11 degrees and the tip section 
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pitched down by about 57 degrees. The two sections are 
connected by straight lines to form the intermediate 
sections and panels. 
Dynamic conditions 
At the first time calculation, the propeller blades 
were vertical. The impulsive forward velocity of the whole 
configuration is unity at an angle of attack of 5 degrees. 
Also, the propeller is given an instantaneous impulsive 
angular velocity of .2353 radians per second, resulting in 
an advance ratio of 1.57. The advance ratio is defined by 
J = lY" (4.2) 
uR 
where w is the angular velocity and R is the radius of the 
propeller disc. This advance ratio is admittedly quite 
high, however, we are more interested in developing a method 
that is capable of solving a wide class of potential 
problems, rather than one particular problem. Hence, the 
geometry and the dynamic conditions were somewhat 
arbitrarily chosen. 
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Some previous work with propellers 
The amount of literature on propeller analysis is quite 
extensive. We shall not attempt to review the entire 
literature in this area, but a few works should be 
mentioned. The first major step in understanding the nature 
of the flow caused by the propeller was given by Goldstein 
(25). Here, the helicoidal surface of the wake was used 
directly to obtain the loading on the propeller blade. The 
optimum blade loading was also found. This analysis was 
considered to be valid only for lightly loaded propellers, 
but it was extended by T. Theodorsen (26) to the heavily 
loaded case. Some recent numerical work has been done by 
Hess and Valarezo (27) who have solved the flow about a 
propeller with a symmetric afterbody. The free stream 
velocity is coaxial with the axis of rotation of the 
propeller. The flow for this case is steady in a coordinate 
system rotating with the propeller. The helicoidal wake was 
extended only a very short distance downstream of the 
propeller (one-fourth of the diameter of the propeller 
disc). The remainder of the helicoidal wake was modelled by 
a semi-infinite cylindrical wake of a propeller with 
infinite number of blades. However, here the position of 
the wake was fixed and corresponded to that of a lightly 
loaded propeller. 
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Nishida (28) used the vortex lattice method to evaluate 
the performance of a propeller. Here, the helical vortex 
filament positions are calculated by taking the displacement 
velocity into account. The displacement velocity is the 
velocity imparted by the propeller in the axial direction. 
The displacement velocity is not known a priori, but the 
author gets over this difficulty by assuming it to be zero, 
then solves the flow field, finding the induced velocities 
on all the helical vortices, and thus finding the 
displacement velocity on every helical vortex filament by 
say using the velocity diagram given in (26). Knowing the 
displacement velocity, a new position of the vortex filament 
is calculated and the calculation procedure is repeated 
until convergence is achieved. The author claims that this 
procedure can be applied to the heavily loaded propellers 
also. This procedure can be called a wake relaxation method 
and is. therefore, only valid for steady state calculations. 
Kobayakawa and Onuma (29) also use the vortex lattice 
method. Here, again the displacement velocity is found 
iteratively. Compressibility effects are also taken into 
consideration by means of the Prandtl-Glauret similarity 
rule. The effect of a spinner or nacelle is accounted for 
by modifying the oncoming velocity for each panel. 
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Our problem has some interesting new aerodynamic 
features. Unlike the previous methods which essentially 
tackled only the steady state problem, our problem is an 
unsteady one. First of all, we have an impulsive start of 
the wing and propeller. Coupled with this impulsive start, 
is the unsteady interference between the propeller and the 
wing. Since the whole configuration is at an angle of 
attack, the rotating propeller blades will experience a 
periodic, asymmetric loading. Also, whether the propeller 
is heavily or lightly loaded makes no difference on the 
method. 
Results 
The configuration after 4 time steps is shown in Figure 
18. Here, we see the wing wake just begin to roll up. 
Also, the helicoidal propeller wake has partly developed. 
One part of the propeller wake flows above the wing and the 
other part flows under the wing. Figure 19 shows the 
configuration after 22 time steps. Here, the roll up of the 
wing wake can be seen clearly. However, at the wing tip, 
the roll up is small, as it was in the wing alone case 
because the panels are not clustered in the spanwise 
direction near the tip. The helicoidal wake of the 
propeller is apparent in the figure. It is wrapped around 
both the wing and the wing wake. The wake panels that 
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intersected the wing were not used in the calculation of the 
flow. (See the previous discussion of wake snipping.) 
Figure 20 shows the spanwise distribution of 
circulation on the wing. Here, two effects are clearly 
seen. One is the effect of the impulsive start of the wing 
and rhe other is the effect of the propeller. The 
unsteadiness due to the impulsive start results in a steady 
monotonie increase in the circulation at every spanwise 
station. The interference due to the propeller shows two 
characteristics. One is the interference due to the swirl 
which creates an antisymmetric distribution centered about 
the spanwise station in line with the of the propeller. The 
other effect is due to the displacement velocity. This 
effect creates a symmetric distribution. However, these two 
effects are not in phase. For example, at time step 4 we 
see a dominance of the displacement velocity. At time step 
10, the svrirl interference seems to dominate. At time step 
17, again the displacement velocity interference dominates 
which changes to a swirl type of interference at time step 
21. The displacement velocity interference in this case 
dominates when the propeller is near the horizontal 
position, whereas the swirl interference dominates when the 
propeller is near the vertical position. However, this need 
not be a general mile. It may depend upon the angular 
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velocity of the propeller, the free stream velocity and the 
distance of the propeller from the wing. 
Since the free stream velocity is not parallel to the 
propeller axis but is at an angle of 5 degrees to it, we do 
not expect the loading on the propeller blades to be the 
same. In fact, the presence of the wing does interfere with 
the propeller, but this interference is rather mild. Figure 
21 shows the spanwise circulation distribution on the 
propeller blades. We find that the downward moving 
propeller generates more circulation than the upward moving 
propeller. This is to be expected because the local angle 
of attack for the downward moving propeller is greater than 
that for the upward moving one. 
Figure 22 shows the pressure distribution on the wing 
at 1/48 of the span from the root. This is shown at time 
steps 4, 16 and 22. The pressure distribution at large 
times becomes nearly steady. Figure 23 shows th# pressure 
distribution on the wing at 5/48 of the span from the root 
at time steps 4, 16 and 22. Here, the effect of the 
propeller wake is clearly seen. The pressure distribution 
shows some ripples. For comparison, we have plotted the 
pressure distribution on the wing without the propeller at 
time steps 4, 15 and 22. This is shown in Figure 24. 
Figures 25, 26, 27, 28 and 29 are some more pressure 
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coefficient distributions at various spanwise locations. At 
the wing tip, the effect of the propeller is negligible. 
Figures 30, 31 and 32 show the pressure coefficients on the 
propeller blades at different times at a spanwise position 
of 0.73R. Again, we notice that there is a greater 
aerodynamic load on the downward moving blade. The pressure 
coefficients are obtained by equation (3.16) and further 
renormalized by the local onset velocity. At first glance, 
the pressure coefficients on the propeller blades seem to be 
too low for such a large advance ratio. However, at .73R 
the local blade section is at about an angle of 15 degrees 
to the local onset velocity. 
Hence, we have shown the feasibility of our method to 
solve for unsteady potential flows. However, one drawback 
is that the wake panels are not contiguous. The gaps in the 
wake do give rise to certain inaccuracies. These gaps 
result in a loss of singularities. However, the 
inaccuracies are proportional to the ratio of the gap areas 
to the floating panel areas. Fortunately, this is quite 
small. Ways to remove these gaps is given in the next 
chapter. 
FIGURE 8. GAW-1 wing of aspect ratio 10 
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CHAPTER 5. CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
A piecewise constant singularity panel method based on 
internal Dirichlet boundary conditions has been extended to 
solve for a large class of unsteady incompressible potential 
flows in three dimensions. The method consists in solving 
the harmonic equation at every time step. The geometry, 
position and size of the wake and the solid body changes 
from time step to time step. 
We find that it is possible to model the three 
dimensional vortex sheet and numerically have a smooth roll 
up. The results obtained for the impulsive start of a 
finite wing appear good. When we compare the unsteady 
pressure distributions at various spanwise locations to the 
steady pressure distributions at the same spanwise 
locations, we notice that the unsteady solutions do approach 
the steady ones. The variation of the circulation resembles 
closely the variation found for a two dimensional flat 
plate. Hence, we can have some confidence in our method. 
However, this problem is a relatively simple problem. The 
validity of the method was put to a more stringent test by 
trying to solve for the flow due to a propeller and a wing. 
This problem has the additional complication of interference 
between- the propeller wake and the wing. 
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The interference between the wake and a solid body has 
been achieved by cutting the wake at various places. Even 
though the wake snipping procedure was handled a bit 
crudely, (all wake panels that intersected a solid body were 
dropped in subsequent calculations).further refinements are 
still possible. The numerical results obtained for this 
problem do show certain expected characteristics. 
Unfortunatelyy we do not have any direct experimental or 
theoretical comparisons. However, the variation in the 
loadings on the wing and propeller blades^ are consistent 
with our expectations. 
Recommendations for Further Study 
One thing that we notice is that our vortex sheet is 
not continuous in the streamwise direction. There are gaps 
in the sheet. The gaps are especially large in the 
propeller wake. These should be removed. One way to do 
this is by forcing the wake to be continuous. This can be 
achieved by patching the first floating panel onto the wake. 
Another recommendation is to find the solution 
accurately for very short times. This may be achieved by 
using time steps that are even smaller then the ones we have 
used. Getting accurate solutions at short times is not just 
of academic interest. In fact, an inaccurate short time 
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solution can result in an inaccurate time evolution. This 
may be the reason for the discrepancy between the 
theoretical and the numerical evolution of the circulation 
of an impulsively started wing. Fortunately, in our case, 
we found that the time dependent solution did converge to 
the steady state solution. 
Another recommendation is to write a wake snipping 
routine that automatically decides which floating panel has 
to be dropped from the calculation. In the present code, 
this decision has to be made by the user between every time 
step calculation. 
Further work could be done in the areas of wing and 
tailplane flutter, the unsteady separation over a finite 
wing, developing the code to solve for compressible subsonic 
flows and thus using it to predict the interference of say a 
propfan with a wing. 
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