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A B S T R A C T
One important topic related to the future of the Optical Telecom-
munication field is the the determination of a limit in the maxi-
mum information rate for the general optical channel.
This limit has been already determined in the past by relying
on the concept of channel capacity from Claude Shannon that
is nowadays one of the most usefull measure to characterize a
communication medium.
The possibility to determine such value is essential both prac-
tically, for the design of optimal optical system in terms of ef-
ficiency and complexity, and it’s also important theoretically
to determine a fundamental limit above which nothing can be
done to go further.
In contrast to what concern the other famous example of
physical channels used to convey information (i.e. wireless,
copper,..) that are described by linear equations for which ana-
lytical solutions exist, for the optical channel it is not that easy.
In particular if we talk about long-haul systems or for any sys-
tem in which high intensity signals are required, the optical
fiber begins to exhibit non-linear effects (the so called Kerr non-
linearities, that are considered negligible at low power).
In such regime the medium is described by a well known stochas-
tic partial differential equation called generalized Schroedinger
equation, for which an analytical solution is not known.
Up to now the capacity of the channel (in the Shannon sense)
as been evaluated just in the linear regime of the medium and
no accurate limits has been found yet for the general case.
In this context a way for the estimation of the channel capacity
and so of the bound to the information rate transmittable in the
channel, consists in employing the very fundamental concept of
mutual information, appertaining to the field of Information The-
ory.
It has been proved that a tight link between mutual information,
entropy and capacity exists and wide range of studies exist for
their estimation.
Furthermore, to the best of our knowledge, a very limited num-
ber of this estimation methods has been applied to the field of
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optical telecommunication with the above stated goal.
In the following work we’ll analyse a set of non paramet-
ric estimation techniques, ranging from the most famous and
known to the most recent ones, with the goal of finding an ac-
curate way of estimating the capacity of the non-linear optical
channel .
Part I
M U T U A L I N F O R M AT I O N : R E L E VA N C E
A N D M E T H O D S
1
I N T R O D U C T I O N T O I N F O R M AT I O N T H E O RY
1.1 mathematical concepts and notation
We introduce here the notation used in the following chapters.
Let
Xd = [x1, . . . , xd]
denote a random vector of dimension d taking values from an
alphabet χd, in which xi is a continuous scalar random variable.
We’ll refer to
µXd(x1, . . . , xd) = µx1,...,xd(x1, . . . , xd)
as its joint probability density, for which∫
µ(x)dx = 1
Let instead denote by
X˜(N) = [X˜1, . . . , X˜N]
a set of N independently and identically distributed (i.i.d.) sam-
ples of the multivariate random variable Xd where
X˜i = [x˜
(i)
1 , . . . , x˜
(i)
d ]
is the d dimensional realization of the r.v. Xd.
Moreover in the case in which the random variable X is of dis-
crete type, we’ll denote its probability mass function as
pX(x) = P{X = x}
for which
∑
x∈χ
P{X = x} = 1
7
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and in the case of random vector Xd,
pXd(x1, . . . , xd) = P{x1 = x1, . . . , xd = xd}
.
In most of the following examples we’ll refer to bivariate ran-
dom variables of the form Z = (X,Y) in which X and Y are
both d-dimensional random variables.
This notation has to be assumed valid for the entire treatment
below and will be not repeated. In the following we’ll also
omit the subscripts used above for multivariate random vari-
ables and density functions where the meaning is obvious from
the context.
1.2 information theory concepts
You should call it entropy, for two reasons.
[...] In the second place, and more
important, no one really knows what
entropy really is, so in a debate you will
always have the advantage.
Jhon Von Neumann
Information is any propagation of cause and effect within a
system or can be seen as a reduction in uncertainty. Infor-
mation is the set of everything we can perceive or think, and
languages are the main tool used by humans to transfer infor-
mation and to share ideas.
The branch of mathematics/computer science that study this
topics in a formal way is called Information Theory.
This field has been firstly formalized by Claude Shannon that
introduced formally the concept of information as the reduc-
tion in uncertainty of a random event and this is the main con-
cept upon which the whole theory is based on.
In Information Theory then the measure of the uncertainty re-
lated to a random variable is called Shannon Entropy, that is
formally defined as follow:
Given a discrete random variable x, its entropy is defined as
H(x) = − ∑
x∈χ
p(x) log p(x) (1)
This quantity is generally measured in nats but in the special
case in which the base of the logarithm is 2, it is measured in
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bits.
In the case in which the random variable x is continuous in-
stead, the above concepts remain valid but in this context it
take the name of differential Entropy and it is defined as
H(x) = −
∫
µ(x) log µ(x)dx (2)
From this concept we derive the one of Mutual Information,
firstly introduced in classical information theory by Claude
Shannon in 1948.
The Mutual Information characterizes, given two random vari-
ables, the reduction in uncertainty of one random variable due
to the knowledge of the other one, i.e., it indicates how much
information y conveys about x.
Formally, given two random variables x and y, the mutual in-
formation between them is defined as
MI(x; y) = ∑
x∈χ
∑
y∈Υ
p(x, y) log
p(x, y)
p(x)p(y)
(3)
In the case of continuous random variables x,y with densities
µx(x), µy(y), analogously to the entropy, the differential mutual
information is defined as
MI(x; y) =
∫ ∫
µx;y(x, y) log
µx;y(x, y)
µx(x)µy(y)
dxdy (4)
There exists also a tight link between the concept of mutual
information and the one of entropy, in fact it can be derived
that:
MI(x; y) = H(x)− H(x|y) = H(y)− H(y|x) (5)
MI(x; y) = H(x) + H(y)− H(x, y) (6)
MI(x; x) = H(x)− H(x|x) = H(x) (7)
In the above, H(y|x) is called conditional entropy and is de-
fined as
H(y|x) = − ∑
x∈χ
p(x) ∑
y∈Υ
p(y|x) log p(y|x) (8)
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The relation between the mutual information and the entropy
can be easily summarized with the diagram shown in figure 1:
the space of intersection between the entropy of two given r.v.
is their mutual information, while their union set is the joint
entropy H(x, y).
Figure 1: Relationship among Entropies and Mutual
Information.
1.3 channel capacity
Another fundamental concept in the field of Information The-
ory is the one of channel representing the entity over which the
information can travel.
In this context we would love to specify that we are not limit-
ing the discussion to telecommunication channels such copper
wire or fibers, but that this formalism applies to any kind of ab-
stract medium of information; as an example, in this moment
while you’re reading this thesis, the image of the characters
traveling to your eyes can be considered a channel, in which
the light reflected on the paper is the source, and you the re-
ceiver.
This specified, formally speaking, a channel is a system com-
posed of an input alphabet χ, an output alphabet Υ and a prob-
ability transition matrix p(y|x) expressing the probability of ob-
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serving an output symbol y given as input the symbol x.
The particular case in which the input and output alphabet is
composed of sequences of length n, is called n-th channel, and
the transition matrix becomes of the form p(yn|xn).
Given a channel model (χn, p(yn|xn),Υn), a code is a system
of rules to convert information into another form or represen-
tation to be suitable for the transmission in the specific channel.
Formally speaking, a code is defined by its encoding function
En : {1, . . . , M} → χn and by its corresponding decoding func-
tion, where M is an index set characterizing the possible mes-
sages available and n is the length of the sequences used to
characterize each of them.
The application of the encoding function produces a set of M
codewords of length n, called codebook, representing the entities
that are going to be transmitted over the channel.
Each message m then, after being encoded into its relative code-
word and after being transmitted over the channel, is received
and guessed exploiting a decoding function, producing an out-
put message mˆ.
The receiver makes an error if the decoded message mˆ is differ-
ent from the sent one (m).
At this point we can start to figure out what is the form of a
traditional communication system, that schematically can be seen
as in figure 2.
Figure 2: Scheme of a generic communication system
Given then a communication system of this form, the infor-
mation rate R achievable on that channel is defined as
R =
log M
n
(9)
and it represents the information or entropy contained in each
transmitted symbol.
Shannon in its main formulation found also a fundamental
bound to the rate achievable from a given channel and denoted
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this value as the capacity of the channel, defined as the maxi-
mum among any possible achievable rate.
This means that any rate below this value yields arbitrary small
probability of error for sufficiently large block length n.
Formally the capacity of the channel is defined in terms of mu-
tual information as
C = max
p(x)
MI(x; y) (10)
This is a very fundamental measure characterizing a channel.
Some properties that hold for this value can be derived from
the above formula:
C ≥ 0 (11)
C ≤ log|χ (12)
C ≤ log|Υ| (13)
Given the above premises, the most relevant theorem derived
from Shannon by the concept of capacity is the channel coding
theorem, defining a tight relation between information rate, ca-
pacity and error probability; Ensuring that:
Given a communication system as described above, with chan-
nel capacity C and by fixing a rate R < C, the theorem ensures
that for every e ≥ 0 , will exist a code(M,n) for which the rate
R is achievable with error probability ≤ e.
So it assures that for any information rate lower than the capac-
ity and an arbitrary noise, there exists a code that achieves it
with arbitrary low error probability.
The channel capacity as defined above anyway holds for mem-
oryless channels only, that are those for which the output distri-
bution depends only on the input distribution and is condition-
ally independent of previous channel inputs and outputs.
Most of the channels for optical system modeling instead don’t
satisfy the above property and an extension to the previous
treatment is required.
In particular we have to consider as input and output a mul-
tivariate random variable representing the sequence of succes-
sive transmitted symbols on which the channel transition ma-
trix depend on.
The dimension d of the multivariate random variable is called
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the memory of the channel and we can generalize the capacity
definition to the so called multiletter capacity , defined as:
C = lim
d→∞
1
d
sup
p(x)
MI(Xd;Yd) (14)
This formula holds for the so called information stable channels
with memory (i.e. those for which the input and output dis-
tributions maximizing the mutual information behave ergodi-
cally) that are particularly interesting in practice since are used
to model several kind of real channels.
We have just shown that to obtain the capacity of the channel
we have to evaluate the mutual information; the problem is that
this is difficult in the case of optical channels due to the lack of
knowledge in analytical solutions for the nonlinear Shrodinger
equation.
This is the reason for which we have to exploit an estimation
method, described in next sections.
2
E S T I M AT I O N
So much of life, it seems to me, is
determined by pure randomness.
Sidney Poitier
2.1 introduction to methods
Estimation is the process of finding an approximation, which is
a value that is usable for some purpose even if input data may
be incomplete, uncertain, or unstable.
In particular since the probability distributions related to our
input/output random variables are not known at the beginning
and given that we can just assume to have a finite set of samples
for the statistical phenomenon of interest, the exact formula to
evaluate the mutual information cannot be directly applied and
we have to resort to an estimation method.
More deeply, we have that for the nonlinear optical channel,
no closed formula have been found yet expressing the channel
transition matrix p(y|x); as regards this distribution, we are just
able to obtain a set of samples distributed as p(y|x) without
actually knowing it, by propagating the input symbols over the
optical channel. This is the reason for which we have to resort
to a set of estimation methods.
Mutual information is considered to be a very powerful and
fundamental measure yet it is very difficult to estimate.
During the past years, several classes of estimation methods
have been proposed, each of them relying on different princi-
ples and characterized by its peculiarities.
The estimation of the mutual information, as already stated, is
closely tied to the one of entropy and both of them require the
knowledge of the probability distribution of the random vari-
ables on which MI has to be calculated; this to say that we can
reduce the problem of estimating MI to the one of carefully es-
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timating the probability density function of random variables
and indeed this is the main approach that has been used in the
past.
The density estimate problem has been widely studied due to
his wide number of applications and for that reason a variety of
methods exist based on different concepts and approaches. Un-
fortunately, estimating joint densities from a limited number of
samples, is often unfeasible in practical settings and that is the
reason for which another class of estimator has been developed
that does not relies on plugging density estimations.
We’ll refer to the class of entropy estimators requiring the eval-
uation of the probability density function as indirect methods,
counterposed to the different approach of estimating mutual in-
formation directly from samples in a non-parametric way, with-
out ever describing the entire probability density.
This new class of direct methods rely on the idea that estimat-
ing the density is not easier than estimating the mutual infor-
mation and rather it could be harder in some cases.
This is due to the fact that to estimate the mutual information
it could be sufficient to estimate the distributions just at each
sampled point instead of reconstructing the whole range of val-
ues in the domain of the random variables.
In the following sections we’ll describe some of the methods
that has been developed to estimate MI, both using a direct
and indirect approach, trying to highlight the peculiarities and
drawbacks related to each of them.
More formally, we’ll construct a set of estimators MˆI(x; y), with-
out knowing the distributions of both x,y and starting just from
a set of N i.i.d. samples X˜N = [X˜1, . . . , X˜N], Y˜N = [Y˜1, . . . , Y˜N].
2.2 indirect estimation methods
Since the indirect methods rely on the estimation of both marginal
and joint densities independently, we briefly describe the most
used methods to do so.
2.2.1 Density Estimation
Estimation of density distribution can be taken out exploiting
two different models, the parametric and the non-parametric ones.
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In the parametric estimation technique, we make some assump-
tions regarding the shapes of the probability density function
to be estimated up to a finite number of parameters.
These methods result to be very poor in the cases in which the
assumed distribution does not fit the real one and so doesn’t fit
well within our context.
A more flexible approach is the non-parametric estimation model,
in which the assumptions made are very limited and in general
they are constrained to state that the distributions belongs to
some infinite collection of curves and nothing more.
In this work we are going to explore this latter class of estima-
tor since they result to be more suitable to our case of interest,
that is, the study and comparison of generals methods for the
estimation of the mutual information to be applied to a wide
class of channels in the field of optical telecommunication.
In the following we’ll describe the main methods used for
non-parametric density estimation. For all the described ap-
proach, once the density estimation method is chosen, we just
have to apply it to estimate µx(x),µy(y) and µx,y(x, y) in order
to apply equation (4) or (3) to finally obtain MI(x; y) in case of
continuous or discrete random variables.
2.2.2 Non-parametric methods
The main approach used for the non-parametric estimation re-
lies on the general formula used to estimate a density distribu-
tion from a set of samples N, that is:
Given a random variable x, we have that the probability of a
realization to fall in a region R is equal to
P =
∫
R
p(x)dx
and the probability that k out of the N sampled vector falls in
R is
P(k) =
(
N
k
)
Pk(1− P)N−k
with E[ kN ] = P and var[
k
N ] =
P(1−P)
N an as N → ∞ then P ' kN
That together with ∫
R
p(x)dx ∼= p(x0)V
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where R is a small region surrounding x0 and V =
∫
R dx is the
volume of that region, lead to
p(x) ∼= k
NV
(15)
That is the general formula used to estimates the density func-
tion from an observation of size N.
From the above, two general classes of estimator are defined:
1 Kernel Density Estimate (KDE), by fixing the value V and
determining k from data.
2 K-Nearest Neighbour (kNN), by fixing k and determining
the volume V from samples data.
It can be shown that both methods converge to p(x) as N → ∞.
In this treatment we’ll describe an indirect method using Ker-
nel Density Estimate while the kNN concept will be discussed
later not to determine the density distribution, but to directly
estimate the Entropy, thought the concept on which it relies on
remains the same.
In this treatment we do not consider the case of indirectly esti-
mating mutual information via kNN density estimator.
2.2.3 Histograms
Before describing the general KDE method, we proceed present-
ing the simpler among the non-parametric density estimator
that can be actually considered as a special instance of the KDE
approach. It actually estimate the probability density function
of an unknown random variable based on a partitioning of the
probability space, formally:
Given a discrete (the same holds for continuous variables) r.v. x
and given a sequence of size N of realizations of x, the sample
space is divided in a set of bins and the density at their center
is approximated by the fraction of points in the training data
that fall into them.
Each bin is then defined in terms of an interval of the form
[x0 +mh, x0 + (m+ 1)h], in which h is the width of the bins and
it can be either fixed or variable, m is a natural number and
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x0 is the origin point of the interval, from which the process of
partitioning the probability space begins.
The probability estimates of p(x) is given then by:
ph(x) =
1
N
[ # o f x(k) in same bin o f x ]
h
(16)
The smoothness of the estimation is strictly related to the pa-
rameter h, characteristic that is common to all the non-parametric
curve estimator.
The selection of this value is crucial : selecting a small width,
leads to an excessively sharp estimate, while a large one in-
stead may leads to an excess in the smoothness of the estimated
curve.
Figure (3) shows a simple example highlighting the impact of
the width parameter on the estimation of an uniform distribu-
tion; in this case it is noticeable how a tiny width may lead to
a wrong estimation due to the lack of samples falling in each
small bin, while a coarser width actually obtained a more accu-
rate results.
Figure 3: Histograms of the same datasets with different param-
eters of h
Furthermore the quality of this kind of estimation is related
also to the choice made for the starting point x0 from which the
bins will be defined to partition the probability space; this pa-
rameter can produces different impressions of the shape with
a consequently different estimation. In generalizing the above
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technique to the multidimensional case, the concept remains
valid while the probability space is however partitioned in mul-
tidimensional bins.
This method so results to be very easy and comprehensible
but has however several limitations.
We remand to section (3) for a comparison with other more
involved methods.
Once the marginal and joint probability have been estimated,
the derivation is straightforward, it is just necessary to plug in
the densities into the main definition of MI, defined by eq. (3).
2.2.4 Kernel Density
The KDE method exploits a kernel density function that is used
to weight a set of observations based on the distance to the sam-
pled data with the goal of estimating the probability densities
(both joint and marginals). Once the distributions have been
estimated, it is easy to apply the standard formula for mutual
information.
A kernel function is a non-negative real-valued integrable func-
tion k satisfying the following two requirements:
• ∫ ∞−∞ K(u)du = 1 (Normalization)
• K(−u) = K(u) (Symmetry)
The first requirement ensures that the method of kernel density
estimation results in a probability density function.
The second requirement ensures that the average of the corre-
sponding distribution is equal to that of the samples used.
From now on in this section we are assuming to have two dis-
crete random vector X,Y of size d.
Once a kernel function is defined, the general density estimator
is obtained from eq.(15) as:
pˆ(x) =
1
N
N
∑
i=1
K(u(x)i ) (17)
where
u(x)i =
(x− X˜(i))TS−1(x− X˜(i))
h2
(18)
is the Euclidean distance between the random variable X and
a sample X˜(i) adjusted to recognize the covariance in the coor-
dinates.
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In literature several kernel functions do exist but in this work
we refer to the work (Moon et al. [25]) in which a Multivariate
Gaussian kernel function is used, defined as
K(u) =
1
(2pi)
d
2 hddet(S)
1
2
e−
u
2 (19)
In which S is the covariance matrix of the d-dimensional ran-
dom variable under estimation and h is the kernel bandwidth,
a parameter related to the fixed volume V.
Once the densities of X,Y and (X,Y) have been evaluated em-
ploying the above estimator, the mutual information is obtained
by plugging the densities in the definition of the average mu-
tual information as in the previous cases.
Using the same derivation leading to equation 15 and the
same approach adopted to define the KDE method, we could
easily derive also an indirect method for K-nearest neighbours
by fixing the parameter k instead of V.
This is not derived here since we decided to treat kNN statistics
just in directs methods (next section), that has been verified to
overperforme the indirect one in most of the cases.
We have to add that another indirect method has been dis-
cussed in this work, based on the estimator of (Hjort and Jones
[13]) and the work of (Gao et al. [11]) for deriving the MI esti-
mator.
However this approach is considered in section 2.3.5, after the
discussion on direct methods, since it has been logically de-
signed with the goal in mind of solving the main drawback of
a particular direct method proposed by the same author.
2.3 estimating mutual information directly
2.3.1 K-nearest neighbours
One of the most used techniques for the direct estimation of
mutual information is by k-nearest neighbour statistics.
The principle is the same as the one stated above for density es-
timation with kNN, but instead of estimating the density distri-
bution, it is directly used to estimate the entropy by measuring
the distance of the sampled points from the realizations of the
random variables considered.
The estimation of the Entropy is made using the following
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derivation due to (Kozachenko and Leonenko [18]):
Given a continuous random vector X of dimension d, the es-
timator relies upon the observation that the definition (2) of the
differential entropy, can be seen as the average of log(µ(x)).
This to say that by finding an unbiased estimator for log(µ(x))
we would find also an unbiased estimator for the differential
entropy by applying
Hˆ(X) = − 1
N
N
∑
i=1
log(µ(xi)) (20)
We so concentrate to show a good estimator for log µ(x) by
exploiting the distribution Pk(e), that is the probability distri-
bution of the distance between xi, realization of the random
variable X, and its kth-nearest neighbour.
To clarify the meaning of Pk(e), it is good to say that Pk(e)de
is equal to the chance that there is one point within distance
[e/2, e/2 + de] from xi, that there are k − 1 other points at
smaller distance and that N − k− 1 points have larger distance
from xk.
This probability, as shown in [20], can be expressed exploiting
the trinomial formula as:
Pk(e)de =
(N − 1)!
(k− 1)!(N − k− 1)!
dpi(e)
de
de pk−1i (1− pi)N−k−1
(21)
Where pi is defined as the probability that a point falls inside
the ball of radius e/2 centered in xi and pi(e) =
∫
||ξ−xi||<e/2 µ(ξ)dξ.
Exploiting the above, its possible to derive the average of the
logarithm of pi as
E[log pi] =
∫ ∞
0
Pk(e) log pi(e)de = ψ(k)− ψ(N) (22)
where ψ is the Digamma function for which ψ(x) = Γ
’(x)
Γ(x) .
By assuming then µ(x) to be constant in the volume’s ball, we
get
pi(e) ≈ cdedµ(xi) (23)
Where cd is the volume of the d-dimensional unit sphere.
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It is relevant to note that the above parameter cd is related to
the way in which the distance in the space is measured, in the
following we consider just the Euclidean distance and the max-
imum norm distance, for which:
• cd = 2pi
d
2
dΓ( d2 )
if the norm used to measure the distance is the
Euclidean one, where Γ is the gamma function.
• cd = 1 if the Max norm is used.
Finally, using 22 and 23, it is possible to get our unbiased esti-
mator of log µ(x) as
log µ(xi) ≈ ψ(k)− ψ(N)− dE(log e)− log cd (24)
and by pluggin in equation (20), we obtain the Kozachenko-
Leonenko Entropy Estimator
Hˆ(X) = −ψ(k) + ψ(N) + log cd + dN
N
∑
i=1
log e(i) (25)
This can be used to easily estimates the mutual information
evaluating first the three entropies of the joint and marginal
spaces using the same distance metric and then simply apply-
ing then equation 6; we will refer to such estimator as the Naive
kNN estimator.
The Kozachenko method has also been used to develops an-
other class of estimators that are particularly stable and that
work particularly well in the case of high independence, called
Kraskov kNN methods and treated in (Kraskov et al. [20]).
They work on multivariate continuous random variable and ex-
ploit the relation among MI and Shannon Entropy.
The idea behind this approach is described in the next two sec-
tions but we can anticipate that the main changes introduced
by the authors in comparison to the naive version stand in the
choice of the used metrics and in the way the k parameter is
selected to avoid the problem of using the same k parameter
in evaluating the entropies for both the marginals and joint
spaces.
2.3.2 kNN-KSG-1
Let’s assume now to have a bivariate continuous random vari-
able Z = (X,Y) in which X,Y are continuous random variables
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of dimension d and to have also N samples of that variable.
The proposed estimator relies on the idea of evaluating for each
realization (xi, yi), the rank of its neighbour using the distance
di,j = ||(xi, yi), (xj, yj)|| and to calculate then the Entropy based
on the average distance of the k-th neighbour element, exploit-
ing equation (25) and the general formula (5).
Figure (4) shows an example of determination of the k-th near-
est neighbour.
Figure 4: Determination of e(i) for k = 1. nx(i) = 5 and ny(i) =
3. ( Kraskov et al. [20] pag.2)
The derivation is straightforward, for the estimation of the join
entropy, we set dxy = dx + dy and cd = cdx ∗ cdy and the maxi-
mum norm to evaluate distances, defined as
||(x, y)− (x˜(i), y(i))|| = max{||x− x˜(i)||, ||y− y˜(i)||}. (26)
The Euclidean norm is then used for the distance of the marginal
densities.
The equation for the entropy then becomes:
Hˆ(X;Y) = −ψ(k) + ψ(N) + log(cdxcdy) +
dx + dy
N
N
∑
i=1
log e(i)
(27)
The same is done for the entropy estimation of X and Y.
The main problem of the approach used in the naive kNN is
that adopting the same k for estimating the entropy of (X,Y)
and the one of the marginal variables X and Y, would lead to
manipulating and comparing in equation (5) entropies evalu-
ated on different distance scales.
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In particular, for any fixed k, the distance in the joint space will
be strictly greater than the one in the marginal density spaces.
The authors in (Kraskov et al. [20]) outflank this problem by
noting that there is no practical reason in using the same k for
all the estimation and proposed the following simple trick:
Given the multidimensional plane with the set of N samples
represented on it, and defined e(i) to be the distance from the
realization x(i) to its k-th neighbour and nx(i) to be the number
of points in the interval [x(i) − e(i)/2, xi + e(i)/2], we can note
that the distance from x(i) to its nx(i) + 1st neighbour is equal
to e(i)2 .
Exploiting the above statement we can substitute k by nx(i) + 1,
obtaining:
Hˆ(X) ≈ − 1
N
N
∑
i=i
ψ(nx(i) + 1) + ψ(N) + log cdx +
dx
N
N
∑
i=1
log e(i)
(28)
The above trick is precise just for one out of the two planes,
while an error is introduced in the other one. This is due to the
limitation of the model used to works on (hyper)-cubic volumes
only.
Anyway the above equation results to be a good approximation
in practice and this is the approach used in the KSG-1 estimator
for mutual information, for which the formula is derived by
applying equation 28 in conjunction to 6 :
MIksg1(X;Y) = ψ(N)+ψ(k)−
1
N
N
∑
i=1
ψ(nx(i)+ 1)+ψ(ny(i)+ 1)
(29)
The above selection of k anyway is not exact and introduces an
error in every estimate performed, the one for H(X), H(Y) and
H(X,Y), that does not cancel exactly when subtracted.
Anyway it has been shown that the above method to select the
differently the parameters for the marginal estimations limit
this error in practice.
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In the following the procedure to evaluate the mutual infor-
mation:
1 /*Input:
2 k: Number of neighbour to consider around each point.
3 X˜N = [X˜(1), . . . , X˜(N)]: Set of input samples
4 Y˜N = [Y˜(1), . . . , Y˜(N)]: Set of output samples
5 */
6 KSG1-kNN(k,X˜N,Y˜N):
7 /* ex(i),ey(i) are the distance projected in the x,y space
8 of the k-th point from the i-th random variable
9 realization.*/
10
11 psi= ψ(N) + ψ(k)
12
13 for i=0; i<N; i++:
14 nx[i] = 1
15 for j=0; j<N; j++
16 if distance(X˜(i), X˜(j))< ex(i)2
17 nx[i]++
18 for i=0; i<N; i++:
19 ny[i] = 1
20 for j=0; j<N; j++
21 if distance(Y˜(i), Y˜(j))<
ey(i)
2
22 ny[i]++
23 return psi + 1Nψ(E(nx)) + ψ(E(ny))
24
2.3.3 kNN-KSG-2
In (Kraskov et al. [20]) a second procedure is developed that
tries to relieve the problem of the above derivation, that is, the
entropy related to the marginal densities is correctly estimated
just for one of the two probability spaces, while a small error is
introduced in the other.
This seems unavoidable if the model remains stick to the us-
age of hyper-cubes in the joint density space and that’s the rea-
son for which the method is here adapted to work with hyper-
rectangles.
To do so, the previously used distribution p(e) is fragmented
in two distinct components:
pk(ex, ey) = p1k(ex, ey) + p
2
k(ex, ey) (30)
2.3 estimating mutual information directly 26
where p1k account for the case in which ex(i) and ey(i) are de-
termined by the same point in the space, as shown in figure (5)
on the left, for which
p1k(ex, ey) =
(
N − 1
k
)
d2[qki ]
dexdey
(1− pi)N−k−1 (31)
and p2k refers to the other case where the 2 components on the
x,y axis are distinct, figure (5) on the right, and it is defined in
terms of the previous term as:
p2k(ex, ey) = (k− 1)p1k(ex, ey) (32)
In which qi is the mass of the rectangle of size ex ∗ ey centered
at (xi, yi) and pi as before is the mass of the square of size
max{ex, ey}.
Figure 5: Determination of e(i) for k=1, on the left and k=2 on
the right. ( Kraskov et al. [20] pag.2)
Following the same derivation for the entropy as in the previ-
ous section but using the new distributions, we obtain
E(log qi) = ψ(k)− 1k − ψ(N) (33)
and the estimator becomes
MIksg2(X;Y) = ψ(k) + ψ(N)−
1
k
− 1
N
N
∑
i=1
ψ(nx1) + ψ(ny1) (34)
and the values nx,ny are now evaluated by counting the number
of points falling in the marginal projected volumes ex(i),ey(i)
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Figure 6: The shaded areas correspond to the forbidden zone
not taken into account.( Kraskov et al. [20] pag.5)
instead of in the joint space, as in the previous algorithm. This
method anyway introduces a new source of error since, due to
the new shapes of the considered volumes, there exists a space
in which there cannot be points but that in the procedure has
been taken in account.
In particular, by considering ey(i) < ex(i), the forbidden areas
are delimited by the two rectangles (xi− ey(i)2 , xi− ex(i)2 )× (yi−
ey(i)
2 , yi +
ey(i)
2 ) and the same hold for the symmetric area with
respect to the center point, as shown in figure (6).
Anyway this error is introduced just for the evaluation of the
marginal entropies and not for the joint ones that are the most
crucial for the final outcome.
This error is also expected to vanish as N → ∞ but no formal
proof of this fact exists.
The above two methods have shown very similar results for
a fixed value of k and have shown to be equal in the case in
which X,Y are independent.
No proofs are available for the above results but however there
are numerical indication that
|MIKSG(X;Y)−MI(X;Y)|
MI(X;Y)
≤ constant (35)
for both the KSG methods as X,Y, become more and more in-
dependent.
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2.3.4 KNN-LNC (local nonuniformity correction)
Some of the main drawbacks of the above methods as been
studied in (Gao et al. [12]), in which the authors shown an un-
expected behaviour in the relationship between the size of the
sample set and the amount of mutual information of the con-
sidered random variables.
In particular, it has been proved that increasing the dependence
on the random variables, the size of the sample set required to
maintain a fixed mean square error, has to increase exponen-
tially.
Formally, given a bivariate random variable Z = (X,Y) with
both X,Y d-dimensional continuous random variables, N sam-
ples and e > 0 we have that
|M̂IKSN,k −MI| ≤ e =⇒ N ≥ C e
MI−e
d−1 + 1 (36)
Where C is a constant factor scaling as O( 1d ).
(For the proof of the above theorem we refer the reader to [12]).
The above theorem informally means that the measurements
become exponentially more difficult as the relationship among
the variables increase.
A solution to this problem is given by the authors that found a
correction term that increases the quality of the estimation for
strongly related variables. The idea is the following:
Let’s denote V(i) ⊂ Cd the volume of the hyper-cube or hype-
rectangle defined by the KSGs methods centered on the realiza-
tion of the random variable xi.
As already stated, the KSG method relies upon the idea that the
probability density can be considered to be uniform inside the
volume V(i), but this becomes wrong as the distribution’s non
uniformity increases, as it is in the case of strongly dependent
variables.
For this reason we use the approach to consider the density
constant just in a small region V(i) ⊆ V(i) of the space instead
of in the entire volume.
The new estimator is then given by:
MILNC(X;Y) = MIKSG(X;Y)− 1N
N
∑
i=1
log
V(i)
V(i)
(37)
This correction term tends to 0 as the sampled points become
uniform in the volume V(i).
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Figure 7: The case of higly nonuniform sample distribution and
the relative sub volume determined by the algorithm.
(Gao et al. [12] pag.3)
The goal is now to calculate V(i) that will be a small rotated
hyper rectangle covering the neighbourhood of xi, an example
is shown in figure (7), in which the volume is determined for
the case of strong dependence among variables.
This volume is obtained by performing a localized principal com-
ponent analysis around all of xi’s k nearest neighbour and then
multiplying the maximal axis values in each principle compo-
nent after that the k points have been transformed to the new
coordinate system.
The problem that could arise with the above procedure is that
we may find that, locally, points may occupy a small sub-volume
even if the local neighbuorhood is actually uniformly distributed.
This will lead with high probability to a volume smaller than
the one found with KSN and consequently to an artificially
large correction term.
To avoid this, an empirically evaluated parameters α is evalu-
ated and is used to determine if the correction term has to be
applied or if the standard KSG has to be used.
In the following it is shown the pseudocode of the estimation
method.
2.3 estimating mutual information directly 30
In the following the simple procedure to estimate MILNC:
1 /*Input:
2 ([x(1), . . . , x(N)]): Sampled input
3 d: dimension of the random variables
4 k: Ranked element to be search
5 (αk,d): Parameter to stop the calculation of the
6 correction terms
7 */
8 LNC([x(1), . . . , x(N)] , d , k ,αk,d):
9 foreach x(i) do
10 find kNN of x(i) : [kNN(i)1 , . . . , kNN
(i)
k ]
11 V(i) = PrincipalComponentAnalysis([kNN(i)1 , . . . , kNN
(i)
k ])
12 if (V(i)V(i) < αk,d){
13 LNCi = log
V(i)
V(i)
14 else LNCi = 0
15 LNC = Averagei([(LNCi)])
16 return MIKSG([x(1), . . . , x(N)], d, k)− LNC
The main relevant drawback of that method is that the above
derived correction term and the parameter α is determined
completely heuristically, no theoretical performance guarantees
have been shown in the proposed work.
2.3.5 Local Gaussian Approximation
The main limitation in all the previous methods relying on k-
nearest neighbour statistics is that the volumes taken in con-
sideration are simple hyper-cubes or hyper-rectangles in which
the distribution is considered to be uniform.
This assumption has been shown to be not verified in partic-
ular in the case of strong dependence among the considered
variables.
The only case in which a different shape with respect to the
hyper-cubes/rectangles has been proposed is in LNC previ-
ously discussed, solution that has been verifyied just empiri-
cally and of which not formal proofs exist.
A new work has been proposed in (Gao et al. [11]) in which the
shape of the considered volume is changed to that of Gaussian
distribution leading to a semi-parametric mutual information es-
timator.
2.3 estimating mutual information directly 31
It has to be highlighted that this method is an indirect one,
but it has treated here for continuity in respect to the previous
method, designed by the same author and derived logically to
solve the lack of theoretical guarantees of the LNC method.
Essentially instead of assuming an uniform distribution around
the local kNN or PCA-aligned rectangle, the unknown density
distribution at sample point is approximated by mean of a local
Gaussian distribution, which is estimated using k-neighbours
of that point.
This method rely upon the Local Gaussian Density estimator
that is used as a building block to estimate the Entropy and
then the mutual information via equation (4).
The density estimator is defined as follow:
Given a continuous random vector X of dimension d and a
Gaussian parametric family of functionsNd(E(X),Σ(X)) where
E(X) is the mean vector and Σ(X) is the covariance matrix of X,
the density estimate is defined as
µˆ(x) = Nd(x; E(x),Σ(x)) (38)
where mean and covariance are obtained by solving the opti-
mization problem
E[x],Σ(x) = argmax
E,Σ
{L(x, E,Σ)} (39)
L(x, E,Σ) = 1
N
N
∑
i=1
KH(X˜(i) − x) logNd(X˜(i); E,Σ)− (40)
−
∫
KH(t− x)Nd(t; E,Σ)dt
where KH is a product kernel function with diagonal band-
width matrix H = diag(h1, . . . , hd) such that
KH(x) =
d
∏
i=1
h−1i K(h
−1
i xi) (41)
A good choice for KH could be to select a Gaussian kernel func-
tion, in order to simplify the calculations.
This methods has been shown to obtain very good results and
to outperform KSG methods especially for strongly related ran-
dom variables.
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The computational procedure to estimate the Entropy via the
above method is described below, in which the multivariate
Gaussian kernel function is employed.
To evaluate then the MI it is just required to evaluate the en-
tropy for the single random variables and for the joint ones in
order to apply equation (6).
1 /*Input:
2 ([x(1), . . . , x(N)]): Sampled input
3 */
4 HˆLGDE(x)([x(1), . . . , x(N)]):
5 Hˆ(x) = 0
6 foreach {i : x(i) ∈ χ}:
7 E = E0, L = L0
8 while not L(x(i), E,Σ = L ∗ LT) converge do:
9 Compute L(x(i), E,Σ = L ∗ LT) w.r.t E,L
10 G=Gradient(L(x(i), E,Σ = L ∗ LT)) // Compute the
gradient vector w.r.t E,L
11 H= Hessian(L(x(i), E,Σ = L ∗ LT)) // Compute
Hessian Matrix
12 Cholesky(H) //Adjust Hessian Matrix to ensure
semi-definiteness with Cholesky
parametrization
13 D = −αH−1G // Compute discendent direction
where α is computed to satisfy Wolfe
condition.
14 (E, L)+ = D
15 µˆ(x(i)) = N (x(i); E,Σ = L ∗ LT)
16
17 Hˆ(x)+ = − log µˆ(x
(i))
N
18
19 return Hˆ(x)
2.4 bounding via auxiliary channel
A completely different approach in respect to the methods al-
ready described relies on the idea to circumvent the known dif-
ficulties in evaluating the real optical channel by introducing a
new one that approximate it.
The new introduced channel as going to be as close as possible
to the real one, reducing the complexity of the whole computa-
tion while introducing a small error proportional to the rough-
ness of the approximation chosen.
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Thanks to this technique it is possible then to derive an upper
and lower bound to the mutual information exploiting the main
formula of mutual information.
Obviously the quality of the bounds will be related to the
tightness between the real channel and the one that has been
used to approximate it (named auxiliary channel).
Let’s formally derive the method explained in the work of (Arnold
et al. [5]): Initially we will consider just the case of a channel
without memory (i.e. scalar random variables) and then we
will show that it is easily extensible to the case of channel with
memory (i.e. random vectors).
Let x, y be respectively the discrete random variables denot-
ing the input (the same holds for continuous random variables,
taking some small precautions), output variables with respect
to our communication system and let p(x), p(y) be their distri-
bution probabilities.
For definition the real channel is defined as the probability tran-
sition matrix p(y|x) but as already stated it turns out to be very
hard to analytically treat it.
For this reason an auxiliary channel with density law q(y|x) is
defined with the same input and output alphabet of the real
channel.
We will imagine that the auxiliary channel is connected to the
same source x and so the output distribution can be approxi-
mated by
qp(y) = ∑
x∈χ
p(x)q(y|x) (42)
We can now substitute the auxiliary channel to the real one in
the mutual information definition and use it to find an upper
and lower bound, obtaining
MI(x; y) = ∑
x∈χ
y∈Υ
p(x, y) log
q(y|x)
qp(y)
= E[log q(Y|X)− log qp(Y)] ≤ MI(x; y)
(43)
MI(x; y) = ∑
x∈χ
y∈Υ
p(x, y) log
p(y|x)
qp(y)
= E[log p(Y|X)− log qp(Y)] ≥ MI(x; y)
(44)
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MI(x; y) = ∑
x∈χ
y∈Υ
p(x, y) log
q(y|x)
qp(y)
= E[log q(Y|X)− log qp(Y)] ≤ MI(x; y)
MI(x; y) = ∑
x∈χ
y∈Υ
p(x, y) log
p(y|x)
qp(y)
= E[log p(Y|X)− log qp(Y)] ≥ MI(x; y)
(45)
The proofs of the above bounds are straightforward obtained
by showing that always
MI(x; y)−MI(x; y) ≥ 0 (46)
and
MI(x; y)−MI(x; y) ≤ 0 (47)
For the whole derivation we remand the reader to [5].
The distance of the two bounds can be derived to be
MI(x; y)−MI(x; y) = ∑
x∈χ
y∈Υ
p(x)p(y|x) log p(x)p(y|x)
q(y|x)p(x) (48)
In practice we will assume to have a set of sampled inputs,
that the input distribution p(x) is known and we will evaluate
the output samples by propagating the input upon the channel
(usually done by numerical simulation).
Generalizing to channels with memory, considering so two ran-
dom vectors Xd, Yd and given a set of samples X˜N and by set-
ting Y˜N be the output obtained by propagating X˜N in the real
channel, the generalization to the case of multivariate random
variable is straightforward,
MI(Xd,Yd) =
1
N
N
∑
i=i
log
q(Y˜i|X˜i)
qp(Y˜i)
≤ MI(Xd,Yd) (49)
In the following the procedure to compute the lower bound:
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1 /*Input:
2 p: Input distribution of samples.
3 q: The auxiliary channel approximating p(y|x)
4 X˜N = [X˜(1), . . . , X˜(N)]: Set of input samples long enought
5 */
6 ComputeLowerBound(p,q,X˜N):
7
8 Y˜N = SimulatePropagation( p, X˜N ) // simulate the
propagation of samples input in the channel
9 sum=0
10 for(i=0;i<N;i++)
11 a = log qp(Y˜(i))
12 b = log q(Y˜(i)|X˜(i))
13 sum+=b-a
14 MI(X;Y) = sumN
2.5 the curse of dimensionality
So far, everything seems good, however it has been shown
that both parametric and non-parametric estimators totally fail
when applied in high dimensional spaces. This is a well known
problem in several part of statistics and it is known in literature
as curse of dimensionality, treated for the first time by Belmann
in 1961.
The reason for which that problem arises is that measuring in a
space, while dimensionality increases, the volume of the spaces
increases so fast that the available data become sparse.
This sparsity is problematic for any method that requires statis-
tical significance; this obviously leads to a higher requirement
in terms of sample set to reach the same quality of estimation.
In particular this increase is verified to be exponential in the
number of dimensions; to highlight this dependency between
sample set and dimensionality, a famous empirical experiment
can be found in the tests from Silverman (1986) [31], that by
exploiting its Kernel density estimator, shows that a measure
in mono-dimensional space with just four samples, is equiv-
alent in terms of accuracy to estimate the density of a ten-
dimensional space using 842.000 samples, this gives an idea
on the reason for which this problem is so known.
This provided, we proceed by exploring some work aimed to
mitigate that problem since we expected to be facing with the
curse of dimensionality in our successive tests on the fiber optic
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channel.
To this hand, an adaptation for the multidimensional random
variable of the local Gaussian explained in section 2.3.5 has
found and here its idea is briefly explained:
1. The sample set is transformed to approximate marginal
standard normality exploiting the logspline density esti-
mator, by Stone et Al. [17].
2. Every obtained pair (zi, zj) of transformed variables, fit
the standardized bivariate Gaussian distribution locally,
adopting the local likelihood function, explained in previ-
ous section.
3. Collect all the pairwise estimated local correlations in one
p ∗ p local correlation matrix Rˆ, which is then used in the
standardized p variate Gaussian density function in order
to produce a density estimate on the marginally Gaussian
scale:
µˆ(Z) =
1
(2pi)
p
2 |Rˆ(Z)| 12
exp(−
1
2 Z
T Rˆ(Z)−1Z) (50)
4. Retransform to the original scale.
5. If required, normalize the estimate to have unitary inte-
gral.
This semi-parametric method, based on the local Gaus-
sian estimator already seen, is especially designed to work
in the multidimensional case, with the goal of having a
method that, instead of slowly converging to the correct
solution, as other explained methods do, it fastly con-
verges to something potentially much less wrong, in par-
ticular it does not converge to the exact density function
but to an approximation of it, obtaining a convergence
not dependent on the number of dimensions of the real
multivariate density function.
Obviously this come with a cost, starting from the point
that the result is not guaranteed to be correctly normal-
ized to one and since the computation of the local correla-
tion matrix are made individually, also semi-definiteness
is not guaranteed by definition.
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Moreover the misspecification error will not go away un-
less we happen to be working within the correct paramet-
ric family, which has shown to become increasingly less
likely in several dimensions.
3
P E R F O R M A N C E C O M PA R I S O N
We will propose some relevant results gathered from a set of
papers to show evidences among the quality of the previously
described methods. Obviously since they comes from different
sources, they are not going to be exhaustive and exactly com-
mensurable tests but they give a broad idea on the expected
results:
Assessment: KDE,Histogram,KSG
From the work of (Doquire et al. [8]), we report a set of tests
aimed to show the mutual information estimate by increasing
the number of dimensions d.
The author compared several out of the most used methods:
kNN of Kraskov (KSG), Kernel Density Estimation and two ver-
sion of Histograms, one with an adaptively selected width and
the other with a fixed one.
Figure 8: Black: kNN-KSG; Red: KDE; Green: Basic His-
tograms; Cyan: Adaptive bandwidth Histogram;
Solid Line: True Mutual Information.
(Doquire et al.. pag. 180)
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The test has been run in the case of low and high correlation
coefficient r and over a variable number of Gaussian stochastic
variables in order to be able to compare the estimated results
with the analytical ones.
As expected, the worst result is given by the basic histogram
method, the estimation always largely overestimate the mutual
information and the error highly increase as the dimension ex-
ceed 2.
Instead, as far as precision is concerned, KSG outperforms the
others in both the case of high and low r; the estimated value
with KSG has resulted to be always very close to the ground
truth MI with very low variance among the 100 repetitions of
the simulation.
The adaptive histogram shows good results also if strong fluc-
tuations has been observed during the repetition of the tests.
The results obtained by the kernel density estimation are very
poor once d exceeds one, largely overestimating the real mutual
information value for r = 1.
Figure 9: Estimated MI with the KSG estimator for different val-
ues of the parameter k:(a)Delve dataset,(b)Nitrogen.(
Doquire et al.. pag.184)
The authors have also shown an interesting investigation high-
lighting the relation between the choice of the parameter k in
KSG and the quality of the estimation.
In the original paper of Kraskov the authors suggested to use
a fixed k-value equal to 6, arguing that it leads to a good trade-
of between the variance and the bias of the estimator that has
been observed empirically.
The test has executed over two real dataset: the Delve Dataset
performance comparison 40
from the University of Toronto1 and the Nitrogen dataset 2.
Figure (9) shows that the relative distance among the estimation
by increasing the dimensions seems to be preserved. Moreover
the absolute difference between the estimations seems to be low,
confirming an high insensitivity to the selection of the k param-
eters in this context.
Assessment: Local Non-uniform Correction method
From the original work of (Gao et al. [12]) we show some com-
parisons between the kraskov KSG and the method adopting
local non-uniform correction.
The investigation shows the mutual information estimate over
increasing sample size N, the noise is fixed at a small value and
the samples are drawn from a set of distributions of the form
Y = f (X) + η, where the noise term η is uniformly distributed
over [−σ2 , σ2 ].
In figure (10) it is possible to see four experiments employing
different distributions: two of them with two dimensional sam-
pled data and the other two with 5-dimensional samples.
We can observe that in all the cases LNC converges faster
then KSG, that require a sample size several order of magni-
tude more than the competitor. We can anyway see that by
increasing the dimension, in the quadratic case, also the rate of
convergence for LNC is quite slow.
In fig (11) instead, it is shown a plot of the mutual informa-
tion estimate by varying the SNR, with sample size N=5000 and
k = 5. It is evident that LNC outperforms the others methods,
especially for low values of noise.
Assessment: Local Gaussian Estimator
Related to the work of (Gao et al. [11]) it’s proposed some com-
parison between the Local Gaussian Estimator and KSG.
In the following test the sample size was fixed at N = 2500,
k = 5 and a distribution equal to Y = f (x) + η where the noise
term η was uniformly distributed over [0, σ].
It is evident from the results of figure (12) that for high value
of noise, all the methods converge to the correct value of the
1 http://www.idrc-chambersburg.org/index.html
2 http://kerouac.pharm.uky.edu/asrg/cnirs/
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Figure 10: Estimated MI using both KSG and LNC estimators
in the number of samples (k = 5 and αk;d = 0.37 for
2D examples; k = 8 and αk;d = 0.12 for 5D examples
(Gao et al. [12]. pag.6)
mutual information, while the local gaussian estimator outper-
forms all the others at low level of noise.
It is also interesting to note how all the methods are affected by
a relevant error in the case of high non-linearity, such as in the
third case of the figure.
According to the authors, this happens when the scale of the
non-linearity becomes sufficiently small that the linear approx-
imation of the relationship around the local neighbourhood of
each sample point does not hold. In this case more samples are
required to have convergence of the methods.
Assessment: Auxiliary Channel Lower Bound
Related to the bounds discussed in section (2.4), the authors
defined multiple channels on which they then tested the con-
vergence of their methods to the real mutual information.
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Figure 11: For all the functional relationships above, we used
a sample size N = 5000 for each noise level and
the nearest neighbour parameter k = 5 for LNC and
KSG. GNN is a kNN method not treated in this work.
(Gao et al. [12]. pag.6)
As an example, the following distribution is considered:
Yk =
m
∑
i=0
giXk−i + Zk (51)
where Zk is a a white Gaussian noise.
Xk is a variable taking values ±1 and g0, . . . , gm are real coef-
ficients. We will present the result for an autoregressive-filter
channel, defined as G(D) = 11−αD and using as auxiliary chan-
nel the quantized version of the original one, in which a uni-
form quantizer is added in the feedback loop. This system is
schematically shown in figure (13).
The test has run by setting α = 0.8 and by fixing first the num-
ber of states and then the SNR; The results are shown in figure
(14).
In the first case of the figure, we can see both the informa-
tion rates for the memoryless binary input channel and the two
bounds that are indistinguishable, taking the correct value of
the information rate.
On the right-hand side instead the SNR is fixed to 7.5dB and
the convergence of the method is evaluated over the memory
of the channel; it can been seen that the bounds converge to the
correct information rate just for a small number of states.
This kind of convergence has been numerically verified with
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Figure 12: Mutual estimate at various noise levels. For Kraskov
estimators we used nearest neighbor parameter k =
5. For the local Gaussian estimator, we choose the
bandwidth to be the distance between a point and
its 5rd nearest neighbor. GNN is a kNN method not
treated in this work. (Gao et al. [11] pag.6)
others channels for which we refer the reader to the original
paper, the presented example had the goal just to give a broad
idea on the expected performance for this method.
Summary
From the above treatment together with additional resource
found in (Walters-Williams and Li [35]), we can conclude that
in general the most promising approach are those exploiting
performance comparison 44
Figure 13: Schematic description of the channel (above) and of
the auxiliary channel considered (below). ([5]. pag.
3505)
Figure 14: Bounds for figure (13) channel versus SNR (left).
Bounds for the same channel versus L (right). ([5].
pag. 3505)
kNN statistics directly, without relying on explicit density esti-
mation.
However this class of methods suffer in the case of strongly re-
lated variables that lead to high non uniformity in the sampled
data and for this reason a technique to relieve this phenomenon
should be applied such as Local Non-uniform correction term
(LNC) or Gaussian local estimation.
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There are no comparison among the two methods that seems
to outperform all the others, namely LCN and Local Gaussian
Density estimator, we just know that the only comparison we
can do is that the latter has been proved to converge and has
several performance guarantees, while the former is based just
on an heuristical approach.
It should be also noted the difficulty in finding an optimal value
for k, in fact no optimal and efficient methods has been found
in the literature for efficiently doing so. Anyway in the small
number of investigations found, it seems that the methods are
not highly sensitive to the value of k.
Kernel Density Estimation is largely outperformed by all the
methods based on a direct approach but however results to be
good for small data sets. In comparison to simple histogram it
has a lower mean square error rate and is more insensitive to
parameter selection.
Finally, the histogram is outperformed by all the others but
remains of interest just for its simplicity and anyway can reach
acceptable result with a good choice for the bandwidth, in par-
ticular employing variable sized bins.
As regards the other approach of exploiting the auxiliary chan-
nel to find bounds on the achievable information rate, several
radical differences exist on the two methods and in particular
the second becomes more and more accurate as auxiliary chan-
nels close to the real one are designed while they rapidly start
failing as the real channel becomes different , the former meth-
ods instead work agnostically in respect to the underlying chan-
nel’s distribution, being so more easily adaptable to changes.
Several of the above methods have been empirically verified,
tested and compared with the goal of evaluating the capacity of
the optical channel, in particular in the context of high nonlin-
earities. In the next chapter a description of the implemented
methods and results.
Part II
M E T H O D S D E S I G N A N D
I M P L E M E N TAT I O N
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M U T U A L I N F O R M AT I O N T O B O U N D
C A PA C I T Y
Now that the theoretical methods have been described, we pro-
ceed by explaining the context and the problem of interest to
which they have been applied.
Up to this point, in the estimator’s description of the first
chapter, we didn’t make any assumption regarding the under-
ling channel on which they’ll be used, and actually they can
work on every kind of channel model.
We proceed now to describe the actual channel of interest, or at
least, what is known about it; the fiber optic channel.
Actually this channel, physically talking, is well known to-
gether with the set of effects that characterize the propagation
of data through it and these phenomena can be actually taxon-
omized in linear and non-linear effects.
In this case the concept of linearity has to be intended as regard-
ing those effects that actually depend only on the characteristics
of the medium, while the non-linear ones depend also on the
particular signal that is going to be transmitted, in particular
on its power.
From the moment being we are not interested in describing in
detail what this effects actually are.
Instead, what it is required is just the knowledge that while
working in the linear regime, that is, when the power of the sig-
nal is such that the contribution due to nonlinear phenomenon
can be considered negligible, the optical channel can be accu-
rately modeled; In the other case instead, no accurate model
have been designed with a well known analytical solution.
In the linear case, the model that is actually employed is a well
known and studied channel, the additive white Gaussian noise
channel (AWGN).
This channel has been deeply studied in the past since from one
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side, it has been already used to accurately describe the propa-
gation for wired and wireless channels and moreover it is one
of the phew models for which a closed analytical equation is
known for its capacity.
Formally speaking, we will refer to the discrete-time AWGN
channel, characterized, given an input set of samples [x1, . . . , xk, . . . , xN,
by an output distribution obtained propagating xk over the
AWGN channel defined as:
yk = xk + nk (52)
where nk are realizations of i.i.d. variables with a zero mean
complex Gaussian distribution, often referred to as circularly
symmetric complex Gaussian (CSCG), with variance Pn.
Given then a constraint on the average signal power Ps, the ca-
pacity of the AWGN channel is achieved when also the input
symbols are i.i.d. CSCG and the actual capacity can be analyti-
cally expressed as the well known:
C = log2(1+
Ps
Pn
) (53)
where, since the input and output distributions are zero mean,
the capacity can be rephrased in terms of variances where σ2x =
Ps, σ2y = Ps + Pn and σ2xy = Ps, becoming then
C = log2(1+
σ2xσ
2
y
σ2xy − |σxy|2
) (54)
It is interesting to note that, since the Gaussian noise is fixed,
the capacity grow indefinitely with power.
It will be useful to add that since the real and imaginary parts
of the input distributions and of the Gaussian noise are inde-
pendent to each other, the two component could be treated in-
dependently, achieving two independent real AWGN channels
each with capacity half of the one expressed in equation (53).
The main drawback on utilizing the above channel model for
the fiber optical medium is that it has verified to be an accurate
approximation only in the case that the power of the signal is
relatively low, while at high power it cannot be used anymore.
Regarding the nonlinear regime, many studies have been un-
dertaken to determine analytically good channel models and
its capacity, but such measures have not been determined yet
and it is still an open problem.
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Actually the complexity on the determination of such a model
is derived from the intrinsically difficulty in finding a closed
solution to the differential equation that determinates the prop-
agation in the medium, that is also unknown at the moment
being.
An often used approach in this kind of context to determines
such unknown value (the capacity), it is the one of finding pro-
gressively accurate lower and upper bounds, determining so
small regions inside which the real channel capacity lie.
Starting from the upper bounds, it has recently been proved in
([19]) an idea that were suggested by several others in the past,
that is, the AWGN channel capacity can be seen as a final upper
bound to the nonlinear optical channel capacity and nothing
can be done to transmit reliably more information through it.
Actually, as already seen, the capacity for the AWGN channel
grows indefinitely with the signal power and for the moment
the achieved performance over nonlinear channels are quite far
from this limit, this gives a quite big margin of possible in-
crease.
Talking about lower bounds instead, they represent what actu-
ally can be achieved for sure and any test of information trans-
mission in the channel can be seen as a new reached bound to
capacity.
Furthermore, as explained in the first chapter, the capacity can
be defined in terms of mutual information between input/out-
put by selecting the symbol distribution that maximizes it; this
to say that also any computation of such a measure represents
a lower bound to capacity, while the correct value is obtained
when the correct distribution is chosen.
There is also a third relevant bound that has to be cited, that
is, the power of the transmitted signal cannot physically grow
indefinitely since the cores of modern fiber are very thin and
so the temperature generated over a threshold power results in
the fusion of the fiber.
From the three bounds described, we find the small region de-
limiting the area over which the channel capacity in the non-
linear regime can actually be found, this region is depicted in
figure 15 as the shaded area.
The figure has just the goal of showing the general context on
which we are working, the actual measures are not intended to
represent the best bounds actually found in literature but just
to give some order of magnitude.
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Figure 15: General context for the actual bounds for the non-
linear channel. (Agrell et al. [4] pag.14)
Actually we have that the upper bound (the AWGN capacity),
continues to grow indefinitely, and actually the gap between
the known lower bounds and the upper bound increases with
power, leaving a huge gap in which the real capacity may lie in.
Several studies have been carried out to find this capacity and
many have already stated that this limit, that has been named
nonlinear Shannon limit, has already been found.[Splett et al.][9]
However the community is yet not convinced about those re-
sults, contesting that the problem is far from being solved, show-
ing several reasons for which the stated limits are mere approx-
imations and that we are still far from considering the problem
completely solved.[29][24]
This is actually where the methods described earlier come to
play.
The goal is to estimate a lower bound to the channel in pres-
ence of nonlinear effects, using these non-parametric mutual
information estimator and to compare this approach against to
the missmatched decoding method described in section (2.4).
In this Chapter we will describe the implementation and veri-
fication of the estimator, while for the real test cases, employing
the real optical channel, we remand to the next chapter.
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I M P L E M E N TAT I O N C H O I C E S
Briefly repeating, the goal of this work has been to first explore
the literature to find a good set of methods for estimating mu-
tual information and then to test them in the case of the nonlin-
ear optical communication channel, to evaluate lower bounds
to its capacity.
For that reason, after a theoretic introduction of the selected
methods in the first chapter, those techniques have been practi-
cally implemented.
The programming language chosen to do so is Matlab (Matrix
Laboratory), a multi-paradigm numerical computing environ-
ment, proprietary of Mathworks.
The main reasons behind this choice are basically related to
both the context in which the code has been written and on the
objectives of this work.
As first point, the main objectives of the project did not concern
performances neither efficiency, rather the main focus has been
on usability and easiness of writing. This is because the main
goal was to verify the quality of the theoretical methods and on
evaluating how useful could they be on reveling information
over a nonlinear channel.
The other point for this choice has been that several compo-
nents that will be described successively and in particular the
optical simulator for the propagation, were already been imple-
mented in this language and we didn’t have particular reason
for increasing the complexity of the project interfacing different
languages.
With the goal of having a meter of comparison to check the
correctness of the implemented methods, a set of channel mod-
els for which the capacity is well known have been selected.
Those channels are the Binary symmetric channel, for its simplic-
ity, and the AWGN channel previously introduced, that is actu-
ally used to model the optical link in the linear regime and also
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as a final upper bound to the capacity in the nonlinear case.
The BSC is a simple binary channel and so is defined for an in-
put alphabet of just two symbols (usually called 0,1).
When a symbol is transmitted over the BSC, it is passive of be-
ing flipped to the other symbol by a probability p.
This is easily schematized in figure (16). This channel is often
used as it represents the easiest noisy channel that is imagin-
able and an analytical closed form equation exists for its capac-
ity, that is:
CBSCp = 1− H(p) (55)
This capacity is reached with an uniform distribution of the
inputs.
Figure 16: Binary Symmetric Channel
The first method that has been implemented is an indirect
one, adopting histograms; it has been the first choice due to his
simplicity, in order to have a baseline method that surely works,
to have an additional verification level for the further methods
implemented.
Histograms have been implemented to work on multidimen-
sional spaces and to accept complex samples as input. In de-
veloping the multidimensional bins, we selected a set of two
distinct static techniques for the selection of their width, the
Scott rule and the Freddman-Diaconis Rule.
The former rule states that the bin size has to be set to be equal
to h = 3.5σn1/3 and is proved to be optimal in case of normal dis-
tributed samples, in the sense that it minimizes the integrated
mean squared error of the density estimate in this case.
The latter is defined as h = 2 IQR(x)n1/3 , where IQR(x) is the in-
terquartile range that substitutes the numerator of the Scott’s
rule which is less sensitive than the standard deviation to out-
liers in data.
Since the bins become sparse very rapidly in increasing the
number of dimensions, they have been practically implemented
using hash tables, storing just the essential data, without ever
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maintaining a huge multidimensional data structure in mem-
ory.
Once those methods have been implemented and verified
as explained in the next section, we further started the imple-
mentation of the k-nearest neighbour direct methods, the more
promising approach between the ones explored in the litera-
ture.
First the Naive kNN method has been implemented, adopting
the Kozachenko entropy estimator and several distance metrics
have been compared, in order to find the best fitting our con-
text.
In particular the method computes for each sample, the k-nearest
neighbour both in the marginal spaces and in the joint one, us-
ing a selected metric. For the computation of neighbours, the
sample input has been divided in equal sized buckets, in order
to speedup the computation.
In this way, the k-neighbour for a specific sample xi are searched
first inside the bin on which the input element belongs to, and
then in the set of other bins located inside the radius evaluated
as the distance between the input sample and the k-th neigh-
bour found in the selected bin. This technique can actually lead
to a remarkable speedup, with the algorithm looking up just for
the neighbours inside one bin instead of searching in the whole
space, with two nested loops checking the distance per each
couple of samples; actually this became more and more effec-
tive as increasing the dimensioanlity of the problem.
The above solution has been easily developed exploiting the
matlab ”statistical and machine learning tool”, exposing a func-
tion to search for neighbours that actually implements such a
technique, exploiting bucketing as stated and then using a k-d
tree to implement the search.
The distances that have been tested here are the euclidean, cheby-
chev , cityblock and minkowski distance but after some testing,
we opted to use just the euclidean one, since it appeared more
accurate in our cases.
Once the entropies have been evaluated, the MI for the kNN
naive method is simply given by equation 6.
We proceeded then to implement the optimizations intro-
duced from Kraskov as explained in section 2.3.2, who actually
promise an increase in term of performances with respect to the
naive implementation explained earlier and it should work par-
ticularly better in the context of highly uncorrelated samples
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and for small datasets.
To implement such a method, we followed the design described
in the original paper of the author. For doing so, we first eval-
uated the k-neighbours in the joint space of the input/output
samples by adopting a maximum norm as in equation (26), then
using the euclidean distances in the marginal spaces.
Then the parameter k is not fixed a priori for both the marginal
and joint space, as in the previous method, but instead we
search the number of points that are actually smaller than the
evaluated k-distance projected in the marginal spaces, as al-
ready explained in the previous chapter.
Both the methods described by the author have been imple-
mented, the one exploiting hyper-cubes and the extension adopt-
ing more general hyper-rectangles, also if the performances
have shown to be nearly the same in the context of applica-
tion.
On top of this methods, the empirical optimization technique
described in section 2.3.4 is parametrically inserted in the pre-
viously described code and can be activated with a parameter
given as input.
The algorithm computes, for every sample, a principal compo-
nent analysis over the set of its k-neighbours, it calculates then
the volume obtained by the translated and rotated output of
the PCA and uses a pre-calculated parameter α to discern the
cases in which the optimization has actually to be applied or
not.
The asymptotical worst case complexity of the Kraskov algo-
rithm is not actually affected by this optimization while in prac-
tice a non negligible overhead can be perceived in the compu-
tation.
The discrimination parameter α, also cited in the previous chap-
ter, is evaluated separately in respect to the mutual information
code and passed to the method as an input variable.
This choice is lead by the consideration that the parameter α,
just dependent on the dimensionality of the samples and on
the parameter k, can be easily tabulated and reused instead of
being evaluated each time on the fly; The advantage of such
approach is that we could compute and tabulate such a param-
eter once with a high degree of accuracy, instead of roughly
estimating on every run of the computation of the MI.
In particular the implemented code to evaluate α, iterates sev-
eral times a simulation to understand what is the expectation of
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the ratio on the volumes when the points are really uniformly
distributed, as assumed.
To do so, a sample set of k uniformly distributed points is ex-
tracted over the volume shaped as in kraskov, the ratio between
the PCA and the whole volume is then performed and this is
the measure that is maintained in the output vector. This sim-
ulation is actually repeated a fixed number of time selected at
the beginning and all the results are stored in a vector and then
sorted.
The computed ratio represents the value that we should find in
case that the k points are really uniformly distributed, assump-
tion that is made in Kraskov but that is not always verified.
Over the sorted array of this repeated simulations, we set a pa-
rameter e and take the index of the array sup(e ∗ repetitions)
as our parameter α, in order to guarantee an error probability
of applying the correction term in the case it was not needed
equal to e.
Actually we selected e = 10−3 and Repetition = 106 to have a
conservative solution, since no guarantees on the convergence
of such a method are provided within the paper in which it has
defined.
Furthermore, several tricks have been adopted in every im-
plemented method to increase the quality of the result; in partic-
ular, since the mutual information is invariant under reparametriza-
tion of the marginal variables, some adjustment have been ap-
plied before the actual computation is performed.
The cited property of the mutual information means that by ap-
plying an homeomorphism to both the input X and output Y,
the mutual information remains unchanged and so this prop-
erty is exploited to rescale the samples set to obtain both unit
variance and zero mean.
Moreover, it is known that in any form of kNN method, if no
precaution are taken in the case of discrete sample sets with a
low number of symbols, the method will completely fail in the
estimation.
This is due to the impossibility of using volumes computed
on the neighbourhood distance if several symbols come to be
equal. However, it has been empirically verified that a possible
solution leading to an acceptable result is the one of adding
a small random amplitude perturbation to the input samples
with the goal of breaking those degeneracy.
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Along the non-parametric implementation methods, another
approach has been used that actually uses the concept of the
missmatched decoding explained in section 2.4, defining an
auxiliary channel that substitutes the real unknown one and
that is then used to evaluate a lower bound to the mutual infor-
mation employing equation 43.
Here, we used an auxiliary channel defined for the AWGN
memoryless channel that is described in [Secondini et al. [30]].
This auxiliary channel, given a signal of power P, a symbol time
T and a a variance of the Gaussian noise N0, is defined as:
q(y|x) = exp(−|y− h¯0
2
√
PT
2|/(N0 + PT(1− |h¯0|2))
pi(N0 + PT(1− |h¯0|2)
(56)
where h¯0 is the expected response of the system in zero; below
we will see a method to compute it.
From the above channel together with equation (43), we derive
a lower bound to the MI that results to be exact in the case that
the input/output samples are jointly Gaussian.
The equation for such a lower bound under the assumption of
i.i.d. CSG samples bound is given by
MI(X; Y) = log(1+ A) (57)
where A is defined as
A =
PT|h¯0|2
N0 + PT(1− |h¯0|2)
(58)
By comparing this auxiliary channel to the actual capacity of
the AWGN channel, it is easily notable that a similarity exist
among the two, in particular the parameter A plays the role of
the signal to noise ration of the signal.
It is actually optimal in the case of AWGN channel and has
both an analytical valence and can also be estimated by simula-
tion.
For the estimation of the parameters, we can use:
hˆ =
σˆxy
σˆ2x
, Aˆ = σˆ2xy(σˆ2x σˆ2y − σˆ2xy)−1
σˆ2x = ∑
N
k=1 |xk|2, σˆ2y = ∑Nk=1 |yk|2, σˆxy = ∑Nk=1 x∗k yk
where h = h¯0
√
PT
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Other than the methods themselves, we further describe the
code used to test and evaluate the described implementations.
As a final remark on the implementation features, in order to
increase the overal performances of the whole code and in par-
ticular to reduce the completion time, the code has been par-
allelized, in order to exploit well better the amount of parallel
processor available.
In particular a map parallel pattern has adopted by equally par-
titioning the vector of the signals to noise ratio over the range of
values tests in each simulation, achieving a speedup very close
to ideal one up to the available cores.
5.1 user manual
Here we briefly describe the usage of the implemented software
package MI named _Nonlinear_Optics.
It includes the set of estimator described earlier, together
with the parametric software that has been actually used for
the set of simulations explained in the next section, in which
the channel are defined and each kind of test can be activate
parametrically with a parameter given as input.
Moreover, the package comprehends the code used to perform
the testing over the more realistic nonlinear optical channel and
so includes a simulator and all the additional codes used to run
the simulation.
The implemented methods are called
• kNN_Kraskov_MI(x,y,k,’Algorithm’, ’optimization’):
x,y: input/output NxD sample matrix in which each row
represents a D-dimensional observation of the data.
k: Number of neighbours to look for.
Algorithm: can be either ’Cube’ or ’Rectangle’ and is used
to select one of the two algorithms designed by Kraskov.
’optimization’: Float parameter used to activate the opti-
mization introduced as LNC.
If such a parameter is greater the zero, LNC correction
term is activated with an α parameter equal to the value
of this parameter.
It is suggested to use the related function for the estima-
tion of the parameter AlphaEstimate(dx,dy,k) in order to
guarantee consistency with the volumes used.
5.1 user manual 58
This function implements the algorithms based on Kraskov
paper together with the optional optimization LNC, ac-
tivable by setting the parameter ’optimization’
• AlphaEstimate(dx,dy,k):
dx,dy: number of dimensions for the input/output sam-
ple.
k: Number of neighbours used in the mutual information
estimation via kNN.
This function actually implement the evaluation for the
parameter α as explained earlier.
The output of the function is a float value that can be
directly plugged in the Kraskov method.
• kNN_Naive_MI(x,y,k,distance):
x,y: input/output NxD sample matrix in which each row
represents a D-dimensional observation of the data.
k: Number of neighbours to look for.
distance: string defining the metric distance of interest
used to compute the neighbourhood. Possible values are
’euclidean’, ’chebychev’,’cityblock’, ’minkovsky’.
This function implement the naive kNN method exploit-
ing the Kozachenko entropy estimator.
• Histograms_MI(x,y,’Width’):
x,y: input/output NxD sample matrix in which each row
represents a D-dimensional observation of the data.
Width: a string denoting the method used to compute the
width size in each dimension.
Can be either ’Scott’ or ’Freedman’.
• LocalGaussian_MI(x,y): x,y: input/output NxD sample
matrix in which each row represents a D-dimensional ob-
servation of the data.
Implement the Local Gaussian method explained in sec-
tion 2.3.5, however this method has not being used in the
set of tests treated here.
Other then the code for those methods, the testbed software
for the investigations described in this chapter is present and
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the file is called Validating_Simulations_MI.m, while the file
Simulator.m contains the code for the experiments explained in
chapter 3.
Finally in the folder essfm is instead contained the set of soft-
ware composing the simulator and any other file required for
the execution of it.
Those files have gently being provided by my supervisor.
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We proceed now to describe the code used as a testbed for the
set of simulations accomplished.
As already stated, two have been the reference channels for the
testing, the binary symmetric channel and the AWGN one.
The simulations have been designed to come incrementally closer
to the real channel, verifying at each step some peculiarity, in
order to finally give a clear picture of the differences and capa-
bilities of each approach.
6.1 binary symmetric channel
The first test designed is the one on the Binary Symmetric Chan-
nel, previously introduced.
In this context the methods are tested for a discrete distribution
and in particular for a set of 2 input symbols.
During the simulation, a set of uniformly distributed symbols,
that is the capacity achieving distribution, are extracted and
then propagated in the BSC channel, with a flipping probabil-
ity value that has been tuned in the range [0, 1].
In this context both the histogram method with Scott rule (the
freedman rule performed equally), the Naive kNN and Kraskov
employing hyper cubes has been compared against the theo-
retic capacity of the channel.
The methods that are omitted here are just for clearness of the
plot and because they do not show peculiar results in respect
to the shown ones.
In particular Kraskov with hyper-rectangle converge to the one
with hyper-cubes together with LNC optimization.
The other approach of histogram performs exactly equally to
the Scott rule showed.
In figure (17) we can see the results of the tests, where in axis
we have the flipping probability p, against the estimated MI,
that in this context coincides with the capacity of the channel.
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This first test has been useful first to validate the correct im-
plementation of the methods and secondly to test the meth-
ods based on kNN statistics in a discrete case since, as already
stated, this kind of methods are intended to fail if no precau-
tions are taken for a discrete distribution input.
This is due to the overlapping of the symbols in the probability
space, leading to a zero sized volume in the evaluation of the
neighbourhood.
It is notable how in such a context also the histograms are able
to converge to the correct solution with a limited number of
samples, that in this investigation were fixed to N = 10000.
The only method that shows a lack in convergence in this test
is the kNN naive method, that requires more samples to fully
converge.
Figure 17: Validation of the methods in a Binary Symmetric
channel
6.2 additive white gaussian noise
Once the first tests has been concluded, we proceeded with a set
of simulations on the AWGN channel, accomplishing several
tests progressively closer to the real optical channel, with the
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goal of identifying the characteristic of each method.
All of the below described experiments on the AWGN channel,
are performed by extracting a set of i.i.d. samples, for which
the amplitude, representing the amplitude of the transmitted
signal, is normalized to one.
The signal to noise ratio (SNR), defined as
SNR =
Psignal
Pnoise
=
σ2signal
σ2noise
(59)
is given as an input of the test and the relative noise variance
of the gaussian noise is determined to obtain such an SNR.
The code then computes the output samples as described for
the AWGN channel and the mutual information is evaluated
among the input and output samples.
The tests are repeated for an increasing number of value for the
SNR, maintaining the signal power constant.
The first experiment accomplished has been taken over an
input set of i.i.d. real Gaussian samples, an uni-dimensional
sample set. This distribution is the capacity achieving for the
single AWGN channel.
The set of non-parametric methods that have been compared
in this simulation are the two versions of the histograms ex-
plained, together with two implementations based on kNN statis-
tics: the naive version and the Kraskov’s one.
The methods have then being compared to the actual capacity
of the channel in a range of 35 dB and with a sample set of size
10000.
In figure (18) the actual results of the test are shown where the
SNR is expressed in dB and the mutual information in bits.
The goal of this test has been the evaluation of the accuracy
difference between the histograms and the others, in order to
ascertain the superiority of the kNN methods.
That is indeed what is verified within this simulation, it is actu-
ally notable how, also in this simple test, that kNN overperform
the competitor starting from a SNR ≥ 15.
The methods based on kNN statistics estimate exactly the
channel capacity also with a lower number of samples while
the histograms slowly converge to the solution, while for N =
50000 they did not converge yet for an SNR > 25dB.
The difference in convergence among these two methods also
increases rapidly while increasing the number of dimension-
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Figure 18: AWGN channel with real normally distributed
inputs
ality, resulting inadequate for our purposes, being anyway of
interest in the case of discrete input distribution and as a ref-
erence method, representing the simplest method between the
implemented ones.
As already explained, the curse of dimensionality poses a
strong limit in the number of dimensions employable for a fixed
quality of convergence of our methods, but anyway the nature
of the channel leads to a multidimensional system and so we
are forced to work on such spaces in order to approach the real
optical channel.
We move now to describe a set of investigations in which in-
stead of using real input samples, we adopt a set of complex
valued samples, and in particular CSCG distributed, with an in
phase and quadrature component.
In terms of our mutual information estimation, this reduces to
treating the two real and imaginary components as two distinct
dimensional plane, leading to a doubling of the number of di-
mensions employed with respect to case of real dataset.
In this first case anyway, the additive noise is inserted inde-
pendently in the two dimensions and so they can be actually
considered as two independent AWGN channels, with a capac-
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ity that is just doubled in respect to the previous case.
We then continued designing a set of tests using complex in-
put samples, that will also be assumed in all the following tests.
As first, we show the same result of the previous test, in wider
range of the SNR and with the same number of samples, but
in the case of complex input and output samples in figure (19),
just to show how the quality of the histograms dramatically re-
duced.
We insert here also the estimation of the MI exploiting the aux-
iliary channel described earlier (called AIR in this treatment).
Since this approximating channel is exact for the AWGN chan-
nel, it actually coincides with the definition of the AWGN chan-
nel capacity and it achieves optimal results for any value of
SNR.
We will see later that anyway, this method performs ideally as
long as the channel becomes strictly a linear AWGN channel.
It is also interesting here to note that in this case, at high SNR,
the optimizations introduced by Kraskov are detrimental with
respect to the naive implementation of kNN.
Also the LNC correction (in red), that should increase the per-
formance at high SNR, does not introduce any improvemenet
in this range of SNR, because for this number of dimension, the
improvement happens with an SNR higher the 55dB. We will
see anyway that such optimizations are more appreciable when
the number of dimensions increases.
We then performed some test to highlight the expected pecu-
liarities of Kraskov method against the naive implementation
for kNN, designing an experiment working with low SNR and
with a small number of samples.
It can be seen in the in figure (20) a set of three of the simula-
tions performed with different values for the samples size and
for the SNR range, for which we can appreciate the high stabil-
ity of the Kraskov method in respect to the other.
If we consider instead an higher SNR, the optimization in-
troduced by Kraskov becomes negligible; this is because as the
SNR increases, the dependence between the input and output
samples increases, while Kraskov has been empirically verified
to achieve high quality convergence in the case of high inde-
pendence variables.
Anyway all the alternatives methods based on k-neighbours
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Figure 19: AWGN channel with circularly-symmetric complex
Gaussian inputs. SNR = [0, 42]
achieve quite good performances also with a relatively low num-
ber of samples and high SNR for the complex AWGN channel.
Having well in mind the characteristics of the final optical
channel and in particular the high inter symbol dependence
present in such a channel, that actually translate in terms of
MI estimated in working with high dimensional spaces, we
planned an experiment to evaluate the capability of the de-
scribed estimators to work with multidimensional samples.
Obviously we started with a set of multidimensional complex
independent samples for which each dimension can be thought
as modeling an independent set of AWGN channels.
For that reason the total capacity of the channel became the
sum of the single complex AWGN channel and in particular
became:
C = d log(1+ SNR) (60)
where d represents the number of independent complex chan-
nels considered.
Anyway, also if the channels are independent, the methods
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Figure 20: AWGN channel with circularly-symmetric complex
Gaussian inputs
have no visibility of such peculiarity and actually work in a
d-dimensional space (d*2-dimensional, considering that each
complex samples became 2-dimensional for estimating MI), on
which the number of samples became rapidly sparse as the
number of dimensions increase.
Then, as expected, while the auxiliary channels continue to
model exactly the reference channel, that continue to be AWGN,
and to reveal the whole mutual information, the non-parametric
methods pay the price of their generality, actually loosing part
of the whole information while increasing the number of con-
sidered dimensions.
This is exemplified in figure (21), in which a set of four tests are
shown with increasing number of dimensions.
It is evident the degradation introduced with the dimensional-
ity as compared to the missmatched decoding approach, that
is actually unaffected and invariant on the dimensioanlity. It
is possible to note also the increase in performance achieved
with the LNC optimization (red dashed line) in this case and in
particular it became more and more effective as the number of
dimensions increase.
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Figure 21: d independents AWGN channels with d=3,4,5,10.
Cyan: AIR , dashed-red: kNN with LNC, black:
kNN Kraskov Cube , purple: kNN Kraskov
Rectangle
6.3 nonlinear phase rotation
Up to now, it may seems that the set of non-parametric methods
are not commensurable to the missmatched decoding approach
in term of mutual information estimation, however this is due
to the fact that actually we employed just the AWGN channel
for which the used auxiliary channel is an exact approximation.
In the moment in which we change a bit the channel from
an AWGN one, things change and what we actually expect is
that, while the AIR detect ideally the whole information for an
AWGN channel, by adding some phenomenon not included in
the model used up to know, the auxiliary channel model qual-
ity rapidly decreases.
Obviously this depend on the approximation model employed
by the auxiliary channel and on the robustness of such approx-
imation, but we anyway expect a degradation proportional to
distance between the approximating channel and the real one.
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We proceed by incrementally adding some effects dependent
on the power of the signal and so nonlinear effects.
As first, we introduced a phase rotation of the signal propor-
tional to its power and to a nonlinear coefficient γ, that actually
is a characterizing property of any optical medium. This simu-
lation has been taken out with three distinct schemes in respect
to the way the phase rotation has been applied to the additive
Gaussian noise.
In particular the rotation has been inserted before the AWGN
noise, following it and by alternating the two noises several
times by distributing them uniformly over a number of spans,
in a way that will be explained below.
Let’s see what are the resulting channel that have been tested:
• Rotation follow the additive noise:
y = (x + n)e−jγ|x+n|
2
(61)
It is possible to notice from the above equation that the
phase rotation includes the additive noise and is also pro-
portional to it.
• Phase rotation preceding the additive noise:
y = x e−jγ|x|
2
+ n (62)
In this case the input samples are first rotated and then
the gaussian noise is summed. Consequently, the rotation
is not proprtional also to the noise n.
• Rotation and additive noise alternately inserted and dis-
tributed N times while the total amount of noise remains
normalized to the same quantity as the preceding tests.
yk+1 = yk e−jγk|yk|
2
+ nk (63)
where y0 = x is the input variable and yN is output vari-
able, while gk and nk are the two contributions for the
respective parameters, in particular they are defined as
gk = g/N (64)
σ2k = σ
2/N (65)
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In those tests we have that the channel starts to depart from
the ideal AWGN case despite its capacity remain unaltered.
This can be verifiable by showing the existence of an homeo-
morphism that actually maps the definition of those new chan-
nels to the classical AWGN channel definition.
For example by taking the first of the three defined channels
above, we have that: defined the channel p(y|x) with y as in
equation (28), we can define a new channel p(z|x) for which z
is defined as
z = y ejγ|y|
2
(66)
and by substituting the definition of y, we obtain
z = (x + n)
XXXXXe−jγ|x+n|
2 XXXXXejγ|x+n|
2 → z = x + n (67)
That is exactly the definition for the AWGN channel and so
since z is just a rotation of the channel, we can simply deter-
mine that MI(X; Y) = MI(X; Z).
The same holds for the other two defined channels, by slightly
changing the mapping z to obtain the AWGN definition.
That are the new channels over which the whole set of meth-
ods has been tested, with a uni-dimensional complex input/out-
put (actually bi-dimensional considering the in phase and quadra-
ture components), a fixed parameter γ and computing the MI
by varying the signal to noise ratio.
The results for the first of the three simulations explained above
are shown in figure (22), where four distinct tests are shown
with a phase rotation in the range [0,pi/4].
Obviously increasing such angle the AIR becomes zero while
the kNN method also slowly decreases with the same speed
that can be perceived by this four examples.
The tests relative to the other two channels are not shown here
since the verified behaviors were exactly the same for any of
the three designed channels, manifesting the methods to be in-
variant to detect information in function of the point in which
the rotation is inserted.
In this context we can start appreciating the non-parametric
approach; we can note how the auxiliary channel fails in es-
timating the channel capacity as the phase rotated angle in-
creases while the other non-parametric method, since it does
not rely on any particular assumption on the channel on which
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Figure 22: AWGN channel with nonlinear phase rotation. MI
over SNR
they’ll be applied, shows an high robustness over this kind of
channel transformation, being able to detect mutual informa-
tion for high phase rotation angle, as it was expected.
In figure (23) instead, another simulation has ran over the
same context as before but by fixing the SNR = 15 and by
comparing the AIR against the kNN method while changing
the rotation angle, with the goal of highlighting the difference
speed of divergence between the two approaches.
6.4 mutual rotation
After having tested the robustness of the methods against a
phase rotation of the samples, we proceed evaluating the re-
silience of the methods to reveal information while it is actually
moved between samples.
This is not by chance, we actually know that in the real non-
linear optical channel we will have have an high inter symbol
interference, that is translated in term of our methods, in the
information being partially transferred from one sample to an-
other; this is the reason for which we want to test this capabil-
ity.
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Figure 23: AWGN channel with nonlinear phase rotation. MI
over rotation angle
In particular we designed a system composed of two AWGN
channels p(y1|x1),p(y2|x2) for which the whole amount of infor-
mation remains constant while it is partially transferred from
one channel to the other depending on a specific parameter α.
The two channel can be actually proved to achieve the same
capacity of two independent AWGN channels and are formally
defined in this way:
y1 = cos(α)x1 + sin(α)x2 + n1 (68)
y2 = −sin(α)x1 + cos(α)x2 + n2
It is easy to show the equivalence with respect to the AWGN
channel by creating a new function defined as z1 = cos(α)y1 −
sin(α)y2 and z2 = −sin(α)y1− sin(α)y2 and by substituting the
definition of y it is easily obtainable the original AWGN chan-
nel, leading to the equivalence among the capacity of the two
channels.
As can be imagined, the amount of information interchanged
among the channel depends on α and by setting α = 0, we ob-
tain the two independent AWGN channels, while by setting
α = pi/2, we have that the whole information of x1 is trans-
ferred in y2 together with the additive gaussian noise and vice
versa.
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In the simulation the mutual information is computed against
the SNR for six values of increasing α in the range [0,pi/2] and
the AIR is compared with the kNN kraskov method with two
different sizes of the sample set, the results are reported in fig-
ure (24).
Figure 24: AWGN equivalent double channel with interchaging
information. MI over SNR
The range of angle over which the experiment has been run
is due to the periodicity that can be achieved over this value, in
particular between [pi/2,pi] the AIR grows to its maximum and
then again decreases, in particular we have that for any natural
m, the mutual information MI(α = mpi) detected by the AIR is
optimal and equal to the capacity, while for MI(α = pi/2+mpi
the detected information dramatically falls to zero.
As regarding the non-parametric methods instead we can note
a total independency on the angle α showing the interesting
peculiarity of being able to detect information while it is trans-
ferred among distinct dimensions.
This example shows at best the deep difference among the two
approaches, being the one ideal for the cases for which it has
being designed while failing rapidly by modifying the channel
and the other to have a non ideal convergence for high SNR
while being robust to changes and with a quality strictly de-
pended on the size of the samples set. In figure (25), a second
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test is ran by fixing the SNR to 10 dB and computing the MI
over the angle α, highlighting again how for a small range of an-
gles, the AIR overperform the non-parametric approach, while
then it rapidly diverge with respect to the optical capacity.
Figure 25: AWGN equivalent double channel with interchaging
information. MI over parameter α
This assessment actually let us imagine, and hope, that in the
moment in which we will introduce the real optical channel,
together with the memory of the channel and the interdepen-
dence between symbols, the non-parametric methods would be
able to better reveal such an information over the channel in
respect to the method based on the missmatched decoding.
6.5 summary
The set of simulations just described, other than ascertaining
the correct implementation of the methods, gave some insight
of the peculiarities of the non-parametric approach and to imag-
ine the main advantages that those methods may achieve while
projected in the real nonlinear optical channel.
In particular the methods result to be very different and they
may be preferred one to the other, in function of the context
of application. However the non-parametric approach seems to
6.5 summary 74
be more robust to nonlinear changes and the quality of the esti-
mation can be arbitrarily increased in theory just by increasing
the number of samples and so we hope they’ll obtain good re-
sults in estimating a good lower bound for the nonlinear optical
channel.
In the next chapter, we will introduce a more realistic set of
simulations in which the output samples are obtained by prop-
agating the input symbols over a real nonlinear optical channel
that will simulate the propagation over a fiber medium.
The methods will be then evaluated in such a context and com-
pared with the missmatched decoding technique.
Part III
T H E R E A L O P T I C A L C H A N N E L
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T H E N O N L I N E A R O P T I C A L C H A N N E L
Since now we just discussed models in the field of information
theory that is a branch of computer science & mathematics; that
is the reason for which we need a mathematical model for the
actual lightwave propagation in the optical fiber.
With this goal in mind, we first describe the set of phenomenon
that affect the light while propagating in a medium and then
we will describe the mathematical model for characterizing the
propagation of light.
Once such a mathematical model will be defined, we will show
a method for simulating such model and we will propose a set
of simulations over which the mutual information will be com-
puted with the goal, first, of characterizing the nonlinear optical
channel and the propagation through it, second, to validate the
quality and the peculiarities of the non-parametric approach to
do so in respect to the missmatched decoding one, finding a set
of lower bounds to the capacity of the optical nonlinear chan-
nel.
The propagation of light thought the optical medium is af-
fected by a number of phenomenon that are usually classified
in linear and nonlinear effects; this terms are used in the opti-
cal context to refer to phenomena that are actually dependent
or not on the signal itself traveling in the medium.
In general, any dielectric medium behave nonlinearly under an
intense electromagnetic field and this is due to the anharmonic
motion of bounds electrons induced by the field.
In particular this motion of the electrons lead to a nonlinear
polarization P defined as
P = e0χ(1)E + e0χ(2)E2 + e0χ(3)E3 + . . . (69)
where e0 is the permittivity of vacuum and χ(k) (k = 1, 2, . . . )
is the k− th order susceptibility.
The dominant contribution to P is actually due to χ(1), also
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known as linear susceptibility, that is responsible for the linear
effects of propagation and in particular it account for the atten-
uation coefficient α and for the refractive index n.
As regarding χ(2), it is actually negligible in fiber optic medium
due to the inversion symmetry of the silica material that is usu-
ally employed.
Finally χ(3) include the whole set of nonlinear phenomena based
on Kerr effects, that is, the variance of the refractive index in
dependence to the electrical field applied and in particular it
is responsible for the generation of four wave mixing (FWM),
the cross phase modulation (XPM) adn self phase modulation
(SPM).
Furthermore, at high power level, the inelastic scattering phe-
nomenon can induce stimulated effects, named Stimulated Brillouin-
Scattering (SBS) and Stimulated Raman-Scattering (SRS).
These nonlinear effects can be schematized as shown in figure
(26). However only a phew subset of these effects are actually
relevant in optical telecommunications fiber and in particular
for our scope.
Figure 26: Schematic taxonomization of nonlinear effects.
Specifically, as regarding the four wave mixing, together with
all the effects producing new frequencies, as it is, has verified
to be inefficient in any practical telecommunication channel if
no particular conditions are verified for which an effort is re-
quired (quasi phase matching condition) and further than that,
we will assume in this treatment to work on single user channels
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and so no problem of multiplexing and in particular FDM is
used, leading naturally to avoid considering any effects related
to frequency generations.
This is also true in the case of cross phase modulation (XPM),
that actually introduce a phase shift to a copropagating signal,
proportional to the power of the transmitted signals.
As regarding instead the inelastic effects, since for SBS, a well
known technique for its suppression exist and since SRS is rel-
evant just for highly dense wavelength division multiplexing,
that is not our case, we can omit all those effects in our treat-
ment.
The only nonlinear effect that is actually interesting in our con-
text of application is the Self Phase modulation (SPM).
It is a nonlinear effect that actually introduce an instanta-
neous phase shift in the signal proportional to the temporal
profile of the power and equal to
φSPM(L, t) = γP(t)Le f f (70)
where γ is the nonlinear coefficient, characteristic of the medium
itself, P(t) is the instantaneous impulse power and Le f f is the
effective length of the optical fiber.
This effective length is defined in relation to the attenuation pa-
rameter α and represent the distance up to which the power is
assumed to be constant and is defined as
Le f f =
1− (exp(−αz))
α
(71)
where z is the distance along the link.
As regarding instead the set of linear effects affecting the prop-
agation of light, it is notable to describe the attenuation and the
group velocity dispersion.
As the optical beam propagates along the link length, its power
decreases because of fiber attenuation, and in particular, the
power at distance z is given by
P(z) = Pinexp(−αz) (72)
where Pin is the input power (power at z = 0).
The chromatic dispersion instead is an effect that originate from
the dependence of the phase speed of the signal on the wave-
length, defined as
D = −2pic
λ2
β2 ≈ −λc
d2n
dλ2
[ps/(nm · km)] (73)
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where n is the refractive index of the medium.
The dispersion is often expressed in terms of the parameter β2,
representing the dispersion of the group velocity and that will
be used also in the following definitions.
All the above cited phenomenon by itself are detrimental in
the field of optical communication system but fortunately all of
them could be individually suppressed or estimated and then
corrected.
The problem arise in the interaction among all the above effects
and in particular on the interaction between SPM and disper-
sion, that has been widely studied in the past.[14]
In particular the interaction among the two effects, is different
in respect to the value assumed by the parameter β2:
if β2 < 0 (anomalous region), components with larger wave-
length travel slower, while those white smaller wavelength, travel
faster, inducing a compression of the signal.
Conversely, when β2 > 0, the opposite effect is present, leading
to a broadening of the signal.
This effect is combined with the phase shift induced by the
SPM that depend on the power of the signal and hence on the
attenuation factor.
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We describe now the known model for the propagation of light
in a medium.
This equation is actually defined in terms of the already cited
parameters associated to the light propagating effects and de-
scribe how an optical field U(t, z) change with time t and over
a distance z while traveling in the fiber.
It is a partial differential equation and is known in literature as
generalized nonlinear Shro¨dinger equation
∂U(t, z)
∂z
= −∂U(t, z)− jβ2
2
∂2U(t, z)
∂t2
+ jγ|U(t, z)|2U(t, z)+W(t, z)
(74)
where j =
√−1 and W(t, z) represent a Gaussian random noise,
uncorrelated in t and z, that is added in optical amplifier and
detectors.
To fit this equation in the contest of the evaluation of the mu-
tual information, we can state that assuming X(t) = U(t, 0)
and Y(t) = U(t, L), then equation 74 represent the noisy chan-
nel over which we would love to evaluate the capacity.
Obviously we want to estimate such a measure since no anaylti-
cal solution are nowadays known to the above equation ( except
for very particular cases ) and so the capacity cannot be ob-
tained analytically.
However, also if no solutions are known for that equation, sev-
eral methods for its numerical simulation exist and are very
accurate on its estimation.
One of such methods, employed in this treatment, is called Split
Step Fourier method and is actually defined as a pseudo-spectral
numerical method able to solve nonlinear partial differential
equations, such the one of interest.
This method is based on a simple idea, that is, separating the
contributions due to linear and nonlinear effects and account-
ing for their contributions separately.
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In particular each time interval is partitioned in two sub-interval
over which alternatively we assume the nonlinear coefficient to
be zero and vice-versa.
The separation of the two contributions is obtained rewriting
equation 74 (avoiding the additive AWGN) as
∂U(t, z)
∂z
= (Dˆ + Nˆ)U(t, z) (75)
where
Dˆ = j
β2
2
∂2
∂t2
− α
2
Nˆ = −jγ|U(t, z)|2 (76)
and Dˆ accounts for the linear effects (attenuation and disper-
sion) while Nˆ for the nonlinear ones.
From the above, we can express the propagation in the medium
as
U(z + h, t) = exp(h[Dˆ + Nˆ])U(z, t) ' (77)
exp(hDˆ)exp(hNˆ)U(z, t)
and then we consider each time interval h as divided in two
sub-interval in which first we set Nˆ = 0 and so the propagation
is possible in the frequency domain:
exp(hDˆ)U(z, t) = F−1{exp[hDˆ(iω)]F[U(z, t)]} (78)
and in the second half of the sub-interval, Dˆ = 0 and the prop-
agation can be evaluated in the time domain:
exp(hNˆ)U(z, t) = exp[
∫ z+h
z
Nˆ(z′)dz′]U(z, t) (79)
In figure 27 can be found an image that intuitively picture the
way the SSFM work.
The quality of the simulation is actually related to a parame-
ter Ns characterizing the number of steps on which the channel
is partitioned and so it represent a trade-off between compu-
tational cost and accuracy; in particular, it has been shown to
scale as Nslog(TH), where TH is the memory of the channel (
it will be formally defined in the next section); for example to
simulate a propagation through a fiber of length L = Nsh, the
method will partition the whole span in 2Ns blocks over which
alternating linear and nonlinear propagation.
the split step fourier method 82
Figure 27: SSFM interval partitioning principle.
The way in which the SSFM is used in this context is twofold:
from one side, it is used for the propagation of the signal in
the medium, from the other instead, it is used to mitigate the
nonlinear effects by mean of digital backpropagation.[15]
The digital backpropagation (DBP) is a technique that em-
ploys the knowledge of the physical behaviour of the optical
propagation of light in the medium to inversely simulate the
received signal in such a way that actually it invert the linear
and nonlinear contributions in respect to the normal propaga-
tion, with the goal of compensating altogether both linear and
nonlinear noises.
As for the propagation described earlier, such a back simula-
tion is related to the NLSE and so it cannot be evaluated analyt-
ically, however the same simulation technique as before (SSFM)
can be adopted to backpropagate the received signal.
9
S I M U L AT I O N S
We proceed now to analyze a set of simulations for which we
exploited the just described SSFM simulator for the propaga-
tion of our signals.
Also in this case, as in the previous part of this treatment, we
adopted an incremental approach, testing an increasingly more
realistic set of simulations with the goal of analyzing the non-
linear optical channel and to validate the implemented method
to do so.
however, differing from the already described tests, in this con-
text we do not have a reference curve as instead was present
previously.
In all the previous tests infact, the capacity of the channel were
well known and in particular in all the cases it was equal to the
one of the AWGN channel.
In this case instead, neither an explicit formula for the capacity,
nor the input distribution that could achieve it is known.
This is the reason for which the implemented methods, now
that have been verified to be correct and to converge to the ex-
pected mutual information for different well known channels,
are used to analyze such an unknown complex real channel, i.e,
the nonlinear optical one.
In particular, since we have not guarantees of the optimality in-
put distribution for this channel, by adopting a circularly sym-
metric gaussian inputs we may be computing just lower bounds
to the actual capacity.
Anyway, as explained above, also if the channel capacity is un-
known, we have that the AWGN channel capacity represent a
(rough) upper bound to the nonlinear optical channel capacity.
For that reason, we will continue to use it as a reference point,
but it has to be kept in mind that it does not represent, as in-
stead was in the previous simulations, the ideal value that the
methods should achieve and that the limit could be quite lower
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and actually it probably really is.
9.1 simulation : mutual information estimate over
dispersive medium
In the first case considered, the goal is the one of testing if the
non-parametric methods are able to detect information over a
set of symbols that, while propagating, interfere to each others
due to the combination of effects already explained.
This characteristic of the estimator result to be particularly in-
teresting since in real optical channel the memory, that is , the
number of adjacent symbols that are influenced by the propa-
gation of each sample, could be also very high.
In particular, the memory of the channel can be defined in
terms of the dispersion parameter β2 as
TH = 2pi|β2|L B Rc (80)
where Rc is the symbol rate and B is the bandwidth of the sig-
nal.
To test such a peculiarity, we extracted a set of CSG i.i.d. sam-
ples, that have been directly propagated over a number of fixed
length spans of fiber using SSFM, where each span where pre-
ceded by an amplifier (an AWGN noise).
In particular, a very small set of Nsamples samples are extracted
and propagated in the fiber while the memory of the channel is
forced to be fixed to the number of samples used, of the order
of ten.
The reason for this choice is that in this way, all the information
is spread due to dispersion among a small number of samples,
that are actually of a size computable adopting one of the non-
parametric methods explained, since the number of dimensions
remain low.
Furthermore, the fact that the whole information remain bounded
to these small set of samples is enforced by the implementa-
tion of the SSFM itself, that actually wrap the boundaries of
the symbols propagated, forcing the energy exiting from one
border to re-enter from the other side and vice-versa; so the
whole amount of information spread, also the one that should
go outside the limits of the set of symbols sent, is going to be
re-inserted and not to be lost.
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The memory of the channel is so fixed to be equal to Nsamples
by fixing β2 to
|β2| =
Nsamples
2pi L B Rc
(81)
This propagation is then repeated several times to obtain a sta-
tistically confident set over which to compute the mutual infor-
mation.
The mutual information is computed using both non-parametric
methods and the AIR, where the former is computed on multi-
ple types of input/outputs.
In particular we computed it using the kNN method first be-
tween in-time synchronized input/output samples, that is, ∀k
the information is estimated between any couple xk , yk.
Then we estimated the mutual information by increasing the
number of output samples on where to detect the information,
formally ∀k, the information is computed among any xk and
for an increasing number of neighbours [yk−1,yk,yk+1] etc.
This setup is depicted in figure, 28.
Figure 28: Scheme representing the first simulation performed,
phew propagating samples increasing the numbers
of joint samples considered.
The set of other parameters characterizing the medium are
the following:
α = 0.2 dB/Km, the attenuation parameter.
γ = 1.27 · 10−3 W−1m−1, the nonlinear coefficient.
Ls = 100 Km, the length of a single span of fiber.
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Rc = 50 Ghz, the symbol rate.
Tc = 1Rc = 20 ps, the sampling interval.
Nspan = 20, the number of identical spans.
Those parameters have been chosen to represent a realistic case
and only the dispersion parameter is actually fixed to exces-
sively small value, with the goal of keeping low the memory of
the channel.
On the above explained testbed we computed a number of
computations, increasing the number Nsamples and so also the
dispersion.
The mutual information is estimated against the launch power
of the signal and the results are shown in figure 29, where two
simulation with respectively two (top) and three (botton) prop-
agating symbols are shown.
We can note how in all this simulations, when increasing the
number of dimensions employed, ( increasing so the number of
dimensionalities and the statistical instability of the methods )
the methods detect incrementally more information while the
numbers of dimensions increase.
Remember that in those computation the dispersion parame-
ter is dependent on the number of samples used and so the
simulations cannot be compared to each other, since a different
amount of noise is present in each run.
We then increased the number of propagated samples Nsamples
and repeated respectively for four and five samples, for which
the results can be seen in figure 30.
With this fictitious simulation we wanted to verify what we
already tested in the channels developed in the part II of this
work, that is, the capability of the nonparametric methods to
detect the information spreaded among dimensionalities, but
for the case of a propagating signal affected by the real set of
linear and nonlinear effects.
We actually succeeded in showing this peculiarity for up to five
jointly samples considered in output, while increasing more
the number of samples, the methods continue to show this be-
haviour but since the number of dimensions increase, the in-
stability of the method increase too, detecting always less addi-
tional information in the neighbour samples.
9.1 simulation : mutual information estimate over dispersive medium 87
Figure 29: Simulations for multiple samples propagating over
the system of figure 28. Two samples propagation
(top), three samples propagation (bottom).
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Figure 30: Simulations for multiple samples propagating over
the system of figure 28. four samples propagation
(top), five samples propagation (bottom).
9.2 a more realistic test-case
We proceeded then to design a set of more realistic simulations
in order to evaluate the real nonlinear optical channel under
the joint effect of self phase modulation, dispersion and atten-
uation, adopting a non-parametric approach and comparing it
with the missmatched decoding techniques.
To do so, we introduced the components that were actually
missing in the previously described dummy example, that are,
a modulator and a matched filter, obtaining a scheme as the one
depicted in figure 31.
The linear modulator generates, given an input set of i.i.d.
symbols CSG distributed, a sampled signal with Nxs samples
per symbol time, composed of a train of impulses with given
shapes that are linearly modulated as:
yk =∑
i
(xi · p(k T/Nxs− i T) (82)
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Figure 31: AWGN equivalent double channel with interchaging
information. MI over parameter α
where p(t) is the impulse chosen, normalized to unit energy.
Furthermore, before the reception of the signal, we inversely
propagate the signal with digital backpropagation to mitigate
the noises as already explained in the introduction to this chap-
ter.
In this specific tests, we adopted the modulator by fixing the
impulse shape of the produced signals to be a raised root co-
sine signal (RRC).
The symbols rate is fixed to 32GHz and the bandwidth of the
signal normalized to the symbol rate is fixed to one (B = 1).
The characteristic of the channel have been fixed instead to the
following values:
α = 0.2 dB/Km
β2 = −21.67 · 10−27 s2/m
γ = 1.27 · 10−3 W−1m−1
All the above parameters are going to be assumed in the fol-
lowing tests, while in the cases in which they are modified, we
will explicitly state it.
In this context we divided the tests done in two parts: first we
applied the DBP to only compensates the set of linear effects, at-
tenuation and dispersion, later instead we ran the simulations
including the whole capabilities of the DBP.
9.2.1 Digital Backpropagation: linear compensation
We decided to test first this case as some interesting peculiari-
ties of the non-parametric method emerged more clearly then
in the other case and that this characteristics could contain in-
teresting indications about the nature of the channel itself.
In this example so, once the signal has been propagated over
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the spans of fiber, it has been digitally back-propagated, but
only counter simulating the linear effects, leaving unaltered the
nonlinear ones.
As first, we fixed the dispersion parameter β2 = −4.2 · 10−28, a
quite small value, and the nonlinear coefficient γ = 1.27 · 10−3
is set to the realistic value of reference.
We then varied the number of spans over which the signal
were propagated, computing the mutual information against
the SNR.
The problem that we faced here is still the one of detecting addi-
tional information spreaded among the symbols over the joint
effects of SPM, dispersion and attenuation.
In here however, differently to the previous case, we are work-
ing in a more realistic context, with a modulator adopting more
samples per symbol interval, a matched filter and also a greater
parameter of dispersion, that actually lead to a greater memory
of the channel.
When the memory of the channel increases, the number of sym-
bols over which the information is spread increases and conse-
quently the amount of information present in the phew neigh-
bours symbols considered can be very small.
In this specific example the memory varies with the number of
spans in the range [1, 8], while the methods search for informa-
tion over just three samples.
So the goal here has been the one of testing if we could still get
an information gain by searching for the information spread
over an increasing memory of the channel.
Six different runs of this test are shown in figure 32, for which
the MI is computed against the signal to noise ratio.
The mutual information is computed with the AIR, with the
kNN estimator among single input/output samples and by
considering per each input xk, three respective output samples
close to yk.
It can be seen how, when the number of spans is low, the AIR
and the single sample kNN actually converge to the AWGN
channel, while the method working on three samples obtains
worst performances.
It was actually expected since in this first case, with low noises,
the methods were supposed to converge, while the one work-
ing on three outputs and so on a four-complex (8-dimensional)
space, is degraded due to the curse of dimensionality already
explained.
However, when the number of spans and so the amount of
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Figure 32: Six simulations over the channel 31 at increasing
number of spans.
memory and noises in the channel increases, the AIR and the
kNN over single samples start to be degraded, while the in-
formation found on the neighbours samples become more rele-
vant.
While increasing those value, the information detected on the
three output samples remain constant, while the others meth-
ods converge to zero.
Also the information estimated on the three outputs samples
start to drops as the memory of the channel becomes greater
then a certain value, and this is due to the decrease of the infor-
mation present in just those close symbols.
It is evident anyway that we are still able to exploit the infor-
mation that is transferred from symbols while memory of the
channel increase.
We then proceeded with a second simulation, testing for the
resilience of the nonparametric method to the increases of the
nonlinear coefficient γ in a large range of values while keeping
the dispersion equal to zero.
It can be seen, as already noted in the previously described
channels, that the non-parametric method is shown to be more
resilient in respect to the AIR solution and is actually able to
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detect the mutual information for several dB more than the al-
ternative solution.
Figure 33: Mutual Information while increasing the nonlinaer
coefficient γ over the channel defined in figure (31).
9.2.2 Digital Backpropagation: linear+nonlinear compensation
We now show some examples in which the backpropagation is
used to mitigate the whole set of effects, both linear and non-
linear, that is the most realistic case.
Obviously we still assume to have just a single channel propa-
gating with only linear effects plus self phase modulation, ne-
glecting also any treatment related to polarization dependence.
Let’s see how the mutual information based on the k-neighbour
statistics work on such a channel. We first fixed the parameters
for the modulator to be the same as in the previous test and
for the medium characteristics, a set of realistic parameters has
employed, that are:
α = 0.2 dB/Km
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β2 = −21.67 · 10−27 s2/m
γ = 1.27 · 10−3 W−1m−1
We show first the behaviorus of such a simulation while in-
creasing the numbers of spans over which the signal is prop-
agated, comparing the AIR against the non-parametric kNN
methods applied both on single input/output samples and on
a number of output on which we search the information related
to each single input.
The results are shown in figure 34.
Figure 34: PPP equivalent double channel with interchaging in-
formation. MI over parameter α
Unfortunately we see that in this case in which the backprop-
agation is fully adopted, the gain obtained with respect to the
AIR solution is not evident as is was earlier.
In particular we have a small gain over the AIR method when
the number of spans is increased.
In general the behaviours that we perceived on the number of
simulations computed in this context is that, in such a realist
case, when the SPM is dominating over the others effects, the
nonparametric methods with one input/output samples domi-
nate over the AIR.
When instead the dispersion becomes dominant or of the same
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order of magnitude of the nonlinear effects, the two curves con-
verge to each others.
Furthermore, by recovering with digital backprogation both
the types of effects, we are not able anymore to detect a non-
negligible information over the neighbours samples induced by
the information spreading.
moreover, it is interesting to note that by increasing the num-
ber of jointly samples used to detect mutual information and
increasing the spans or amount of noises, the estimation ob-
tained converge to the same solution (bottom-right of figure 34,
for example), also if the number of dimensions is increased by
a factor four or five, values that have been shown in the tests of
part II to obtain a significant degradation in convergence.
In particular, it seems that the amount of information reveled
increasing the memory considered, remain constant.
Anyway, we are not able to draw conclusions from this re-
sults, since this behaviour could be interpreted in several differ-
ent ways.
This could be due to the fact that actually the whole amount
of spreaded information is correctly mitigated and so no ad-
ditional detectable information is present on the neighbours
samples or that the information is too much spreaded over the
symbols, so that the additional information found is very small
and that the net gain between the statistical loss due to the in-
creases in the number of dimensions is not compensated by the
gained information.
If this is the case, it would be interesting to try computing the
mutual information over a large memory, to check if the de-
tected information increases, but the size of such a memory is
not comparable with the number of diensionalities usable with
the described methods.
Another possible solution is that the actual capacity is reached
at that point and nothing can be done do go further; this in-
terpretation is also enforced by the fact that by increasing the
memory over which we compute the MI, we do not add in-
formation and all the solutions converge to each others, also
increasing the total number of samples used.
Anyway this could be explained by saying that the convergence
to the real capacity against the size of the sample set, that as
shown to be exponential in the correlation of the variables and
so on the SNR, is so slow that we are not able to perceive such
an increment for a so (relatively) small increase in the sample
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set size.
The whole picture that come out from the tests shown, is that
the potential of the nonparametric methods is evident, in par-
ticular the characteristic of being proved to be resilient to noise
changes, very adaptable to the employed channel and to be
convergence in respect to the number of samples used, are im-
portant.
They are very interesting also for their capability of finding in-
formation over the memory of the channel, characteristic that is
very useful in context such as the nonlinear optical one, where
the memory of the channel could be very high.
However, the methods employed still lack of a good efficiency
in working in dimensional spaces proportional to the memory
of real nonlinear optical channels, that can be of the order of
hundred or more.[3]
10
C O N C L U S I O N & O U T L O O K O N T O F U T U R E
W O R K
In this master thesis we explored first a variety of non-parametric
estimator, analyzing their peculiarities, particularly focusing on
the methods based on k-neighbour statistics.
We then proceeded designing a number of simulations, based
on theoretical channels for which the capacity were well known,
with the goal of validating the methods and to evaluating the
way those methods estimated the mutual information over pro-
gressively more complex channels, increasingly closer to the
nonlinear optical channel.
Over those channels the non-parametric approach has been
compared with the missmatched decoding one, employing an
auxiliary channel that approximates the real unknown one, and
that is used to approximates it in the computation of the chan-
nel capacity.
We then used a simulator based on the Split Step Fourier method,
to design a set of simulations with the goal of finding lower
bounds to the channel capacity and to explores the mutual char-
acteristics of both the nonlinear optical channel and of the non-
parametric methods for its evaluation.
More specifically, we found that the non-parametric approach
for the estimation of the mutual information, in particular in
the field of the nonlinear optical channel capacity evaluation, re-
sults to posses a number of particularly interesting capabilities,
transversal with respect to the one adopting auxiliary channels:
They are agnostic with respect to the channel over which they
are applied, making very phew assumptions on the channel of
application, manifesting an intrinsical resilience over the chan-
nel variation.
They are easily generalizable to compute the mutual informa-
tion in high dimensional spaces, that is an interesting character-
istic for the estimation of a channel with high memory, as the
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nonlinear optical channel is.
Furthermore they are proved to converge to the correct solution
while increasing the number of samples employed.
On the other hand the missmatched decoding technique is very
fast and accurate, but only under the assumption that a good
analytical approximation of the channel is used.
We also found that the main problem of the presented methods
is related to the well known problem that goes under the name
of curse of dimensionality.
Indeed, the quality of these methods is destinated to decrease
exponentially with the number of dimensions, being not actu-
ally suitable to works on realistic values for the nonlinear opti-
cal channel.
However, several methods has been designed recently that
promise excellent performances also in a number of dimensions
proportional to the one required in this context and more.
In particular these works have been individuated that seems to
posses all the characteristics to overcome the problems that we
found over the number of dimensions used [21],[22].
It would be interesting to integrate also such methods in the
discussion to progressively discover more and more features
related to the nonlinear optical channel and to its capacity, try-
ing to finally converge to an answer to this open problem.
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