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RESEARCH OBJECTIVES
This group is interested in a variety of problems in statistical communication theory.
Current research work is primarily concerned with theorems on noise figures, the
Wiener theory of nonlinear systems, second-order correlation functions, field mapping
by crosscorrelation, and the measurement of industrial process behavior by a statistical
method.
A theorem which has been recently proved by two members of this group concerns
the greatest lower bound for the noise figure of a system containing a given number of
identical tubes whose plate signals directly add and whose grid signals are obtained from
a source through a general linear passive coupling network. A generalization of this
theorem is reported in Section X-A.
One of the most difficult problems confronting the communication engineer is the
analysis and synthesis of nonlinear systems. The Wiener theory holds great promise
for clarifying this complex problem. The first objective in the project on Wiener's
theory was to put the theory into the engineer's language. This has been achieved.
Future work concerns its simplification and application.
The project on second-order correlation functions comprises (a) the study of the
properties of these functions, (b) the calculation of the functions for simple waveforms,
and (c) the development of methods and techniques for their measurement by electronic
means.
Field-mapping by crosscorrelation is an application of second-order correlation
theory. Locating random signal sources is accomplished by the crosscorrelation of
signals received at three listening posts. Preliminary work in obtaining some general
expressions has been completed.
Experimental determinations of the transfer function or impulse response of indus-
trial processes are complicated by the presence of noise and by the difficulty of applying
suitable sinusoidal or impulsive driving forces to massive industrial systems. The
statistical method for determining system characteristics involving correlation tech-
niques overcomes these difficulties. A heat transfer process frequently encountered in
industry has been chosen for experimental study. This project is being carried out in
the Process Control Laboratory with the cooperation of Prof. D. P. Campbell and
Prof. L. A. Gould.
Y. W. Lee
A. A THEOREM CONCERNING NOISE FIGURES
In the system considered in the Quarterly Progress Report, October 15, 1954 (p. 48),
the plate signals of each of the n tubes were directly added to form the output of the
system. In the present report we consider the noise figure of a system in which arbi-
trary phase shifts are introduced in the plate circuits before the plate signals are added.
This system then includes the use of distributed-line amplifiers. A lower bound is
obtained for the noise figure of such a system.
Figure X-1 represents the equivalent circuit (as far as noise figure calculations are
concerned) of a system consisting of n identical tubes whose plate signals are given
arbitrary phase shifts, al .. , an, before they are added to form the output of the
system. The phase shifts are provided in the equivalent circuit of Fig. X-1 by the
-43-
(X. STATISTICAL COMMUNICATION THEORY)
Is
Fig. X-1
Equivalent circuit (for noise figure calculation) of a source coupled through
a general coupling network to n tubes whose plate signals are given arbitrary
phase shifts, al, ... , an, before they are added to form the output.
constant-resistance lattice networks. Note that in the equivalent circuit the grid shunt
resistance R appears as the termination of the lattice, and the associated thermal noise
g
current source appears across the input of the lattice. The remainder of the circuit of
Fig. X-l is similar to that of Fig. X-2 in the October report.
In the previous work the noise figure was expressed in terms of admittance param-
eters (see Eq. 3, p. 50, of the October report). For our present purposes it is conven-
ient to express F in terms of impedance parameters as
nReq+ z102 ... + zo a z 12 + ... -- z 2
eq R no R a o  + oga R
F=l+ j (1)
IZsol 2
R
In order to find a lower bound to F let us first find the maximum possible value of
Izso 2 Zso 12 is the square of the magnitude of the voltage at terminals 0-0 (Fig. X-l)
when the sole excitation of the system is a unit current source across terminals s-s.
For this excitation the maximum voltage at 0-0 occurs when maximum power is drawn
into the coupling network at terminals s-s and when all of this power is delivered to the
resistors R . With the aid of Eq. 9 in the October report (p. 51), we find that for a
given total power P into the resistors R , the maximum squared magnitude 1 eoo 2Rg g max
of the voltage across the terminals 0-0 is
le 12  nR P (2)00max g R
max g
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But the maximum PRg that we can obtain is equal to the maximum power that can flow
into the coupling network at terminals s-s. This is
R
PR (max) = (3)
g
Equation 2 then yields
nR R
e g4 = z so 2 (4)
max max
Substituting this value of (z i 2 in Eq. 1 we haveso max
nR + ~z 1 0 I + ... + z  + Ra Iz  Z + + - 2
z Z
g a R.j
F >, 1 + (5)
nR
g
4
By dropping all terms in the numerator of Eq. 5 except n Req, we obtain the following
lower bound for the noise figure:
R
F>1+4 eq (6)R
g
There is no equality sign present in this expression because all of the terms in the
numerator of Eq. 5 which were dropped in Eq. 6 cannot be zero and at the same time be
consistent with the choice made for I z 12 in Eq. 4. Note that the procedure, described
so
above, which leads to Eq. 6 is physically equivalent to finding the optimum noise figure
when the effect of the noise source associated with each R is neglected. That is, the
right-hand side of Eq. 6 would be the greatest lower bound for the noise figure if no
noise were generated in the grid circuits of the tubes.
A. G. Bose
B. CALCULATION OF SECOND-ORDER CORRELATION FUNCTIONS
In the Quarterly Progress Report, July 15, 1954, we presented the second-order
autocorrelation functions of two random waves in the first quadrant, in which T1 > 0 and
T Z > 0. The determination of these functions in the remaining quadrants has been com-
pleted.
The first wave is a constant, A, plus a Poisson square wave which alternates between
the values +E and -E with the probability of finding n zeros in a given time interval T
given by the Poisson distribution.
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We can show that the second-order autocorrelation function 1 1 1 (T1,' 2 ) of the waveis symmetrical about the line T 1 = T 2 , so that 1 1 1 (T, T 2 ) = 1 1 (T , T ). To do this,
consider the third probability distribution P(x, YTI, zTI+T2 ) of an ensemble of such
waves. The distribution in terms of conditional distributions is
P(XTI z 1 = P(x) P (y T ) z12 1,zyx (1)
A similar expression for negative time is
' 'Z-- 2 = P(x) P(Y-T )P(1 1-T2T 1,) (2)
Since the number of zeros in a given time interval follows the Poisson distribution, we
have
P(1+TYT X)= P(z IYT ) (3)
and
Pz -1 -T -T 1 x = P(z 1 T 1 (4)
Because P(y Ix) and P(-Tl Ix) differ only in the direction in which the interval T1 is
taken, and are determined by the number of zeros in the interval, irrespective of direc-
tion, we have
P(y x) = P(y-T 1 ) (5)
For a similar reason, we can write
P(ZTI+T2 1 z -T- -T (6)
Hence, Eqs. 3, 4, 5, and 6 lead to
P xy z ,z ) = Px xY, (7)P ,YT1 TI+T 2  -- T-T
According to Eq. 10 in the Quarterly Progress Report, October 15, 1954 (p. 65), this
is a sufficient condition for the symmetry 4 11 1 (T1 T2) = 1 1 1 (T 2 , T 1 ).
The function 1 1 1 (T 1 , T 2 )for the Poisson square wave in the second quadrant (T 1 < 0,
T2 > 0)is computed from Eq. 1 of the Quarterly Progress Report, July 15, 1954 (p. 55).The graph of the function is shown in Fig. X-2 for A = E/2, k = 1, E = 1. For the con-
struction of the autocorrelation function in the remaining quadrants we make use of the
fact that the function is symmetrical with respect to the two lines: T 1 = T2 and T1 = -T 2 .
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Fig. X-2
The second-order autocorrelation function in the second quadrant of the wave shown
in Fig. XI-1 of the Quarterly Progress Report, July 15, 1954, page 57. The func-
tional expression is given by Eq, 1 of the same report (p. 55); the values k = 1,
E = 1, A = E/2 were chosen.
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Fig. X-3
The second-order autocorrelation function in the second quadrant of the wave shown
in Fig. XI-3 of the Quarterly Progress Report, July 15, 1954.
E3/8
E3/' 6
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Fig. X-4
Cross section of c 1 1 1 (T 1 , T2 )Of Fig. X-3 at T2 = 0, Zd, 4d, 6d, and 8d.
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The second random wave f(t) is a rectangular off-on wave shown in Fig. XI-3 of the
July report (p. 57). The second-order autocorrelation function of this random wave is
symmetrical about T1 =-T 2 and 71 = T 2 , for the statistical behavior of f(t) is identical
with the statistical behavior of f(-t). Because of this symmetry it is sufficient to deter-
mine the second-order autocorrelation function in the second quadrant in addition to that
in the first quadrant, which was obtained in Fig. XI-4 of the July report.
In accordance with the relation
1 1 1 (- 1 T 2 ) 1 1 1 (T1' T 2 ) (8)
the second-order autocorrelation function in the second quadrant was computed. It is
shown in Figs. X-3 and X-4.
J. Y. Hayase
C. MEASUREMENT OF SECOND-ORDER AUTOCORRELATION FUNCTIONS
An elaboration of a previously reported (1) connections diagram for the measurement
of second-order correlation functions is shown in Fig. X-5. The adjustable gain ampli-
fier is needed to restore losses in the delay line; it must be variable because loss varies
with delay. The multiplier both attenuates and inverts, and an inverter-amplifier is
needed to overcome these effects.
The correlator computes the average of the product of input 1 and input 2 delayed
71 seconds. Actually the correlator output is
[f 1 (t) + A] [f 1 (t + Tl) fl(t + T1 - T2 )+ B]
Sfl(t)f(t + T 1 )fl(t + 1 - T2 ) + A fl(t + Tl)fl(t + - T2 ) + B f 1 (t) + AB
= 1 1 1 (T 1 , -T 2 ) + A c 1 1 (T 2 ) + B f (t) + AB (1)
where <111 is the desired quantity, and A and B are constants added by the correlator.
For any one value of T 2 , the last three terms are constants and can be measured.
Fig. X-5
Connections diagram for the measurement of second-order correlation functions.
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T2=-17 MICROSECONDS T" -35 MICROSECONDS
re =- 87 MICROSECONDS
T2 -157 MICROSECONDS T2 -175 MICROSECONDS T =-192 MICROSECONDS
Fig. X-6
Second-order autocorrelation function for random off-on wave,
fourth quadrant, 1 1 1 (T1 ', -T 2 ) .
2 -192 MICROSECONDS
Fig. X-7
Second-order autocorrelation function for random off-on wave,
third quadrant, 111(-Trl, -T 2 ).
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T 2 = 17 MICROSECONDS
I 74 Il
-52 MICROSECONDS I  T 7MICROSECONDS"2 a-52 MICROSECONDS "2 =-87MICROSECONDS "2 =
T 2 =-192MICROSECONDS T2
Fig. X-8
Second-order autocorrelation function for Pois,
fourth quadrant, c1 1 1(T 1 , -Tz 
)
.
= -122 MICROSECONDS
=-252 MICROSECONDS
3on square-wave,
-TMICROSECONDS
T" = - 35 MICROSECONDS
0 -T
r 2 = -252 MICROSECONDS
Fig. X-9
Second-order autocorrelation function for Poisson square-wave,
third quadrant, € 1 1 1(-T 1 -T 2 ).
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Fig. X-10
Second-order autocorrelation function of random off-on square-wave for (-T1, 0).
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Fig. X-11
Second-order autocorrelation function of Poisson square-wave for (-T 1 , 0).
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Fig. X-12
Block diagram of random off-on wave generator.
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Fig. X-13
Method of forming fb(t) with the autocorrelation function (2).
o rl=O o
r -9L SEC
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Fig. X-14Tit26L .SECTe-O 9- 1 SEC(b)Fig. X-14Second-order autocorrelation of (a) lowpass-filtered, half-wave
linearly detected white noise; (b) the sum of two lowpass-filtered
gaussian white-noise time series.
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Fig. X-15
First-order autocorrelations of filtered noise sum and filtered detected noise.
1.0
O.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
, II(-'rl ,U)
(NORMALIZED)
THEORETICAL
MEASURED
-
. I
32 64 96 128 160 192
-rT (SEC)
Fig. X-16
Second-order autocorrelation of lowpass-filtered, half-wave linear
detected gaussian white noise for (T l , 0).
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It has been shown (1) that any one quadrant is sufficient for defining all four, so when
a family of curves of 1 11 (T 1 , -T 2 ) for discrete steps of T 2 (8. 7 j sec minimum) have been
obtained, the remaining three quadrants can easily be plotted. One additional quadrant
can, however, be measured by reversing the correlator inputs, giving 4 1 1 1(-T 1 , -T 2 )
With this equipment, the second-order autocorrelation function of several time
series have been measured, including a random off-on wave (2, 3) and a Poisson-
distributed square wave. An analog pen recorder presentation of the results is shown
in Figs. X-6 through X-9. The curves for the two series are seen to be in general
agreement with theoretical results (Section X-B of the present report, and pp. 57-58
of ref. 1). In Figs. X-10 and X-11 single curves for each of the series are compared
with theoretical curves for 4 1 1 1 (-T 1 , 0). The error in measurement involving the
random off-on wave is caused, in part, by a comparatively slow multiplier rise time
(approximately 5 tsec); steps are being taken to improve the multiplier in this respect.
A block diagram of the random off-on wave generator is shown in Fig. X-12.
If gaussian white noise is filtered by a single-section lowpass RC filter and is
linearly half-wave-detected, a rather close approximation (4) to the first-order auto-
correlation of the resulting time series f (t) is
(T) RC I RC (2)
aa Z r Z
where a- is the variance of the filtered gaussian noise, and where the dc component of
the detected noise is filtered out. A method of forming another time series fb(t)with
the same aa(T) is illustrated in Fig. X-13, where the white noise sources are indepen-
dent. Measurement of the second-order autocorrelation served to distinguish the two
series, as shown in Fig. X-14; computations made for each confirm this result (the
gaussian function has an identically zero second-order autocorrelation). Figure X-15
compares the measured first-order autocorrelation for each series with a theoretical
curve; Fig. X-16 compares the second-order autocorrelation of the detected noise with
a theoretical curve.
W. B. Smith
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D. AUTOCORRELATION FUNCTIONS OF POISSON WAVES
1. Autocorrelation of Poisson-Distributed Unit Impulses
Let us first consider the function fp(t) shown in Fig. X-17(a). The function is a
series of unit impulses which occur with equal probability of being positive or negative
and are Poisson-distributed. The autocorrelation opp(T) Of this Poisson wave is deter-
minable from the expression
(1)PP(T) C a b j P(ai) P(bj Jai; T)i j
in which the a. are the possible values of an ensemble of such functions in the interval1
dT at an arbitrary time t = tl; the b are the possible values in the dT at t = t 1 + T; P(a )
is the probability of finding a i at t = tl; and P(bj ai;T ) is the probability of finding bj at
t = t1 + 7, given that ai occurred at t = t 1 . Let A, which tends to infinity, be the ampli-
1tude of the impulse. The possible nonzero values of ai are then a_l = -A and a 1 = A, and
similarly b_ 1 = -A, bl = A. At t = t 1 in the infinitesimal interval dT, the probability of
finding an impulse can be shown to be k dT where k is the average number of impulses
per second. Since positive and negative impulses are equally likely to occur, we have
fp(t)
t=t t=t +r
POISSON DISTRIBUTED EQUALLY
LIKELY POSITIVE AND NEGATIVE
(a) UNIT IMPULSES
fp*(t)
IT tt Tilt t
POISSON DISTRIBUTED UNIT
IMPULSES OF THE SAME SIGN
(d)
fp(t)
POISSON DISTRIBUTED
ALTERNATELY POSITIVE AND
NEGATIVE UNIT IMPULSES
(g)
(e)
(h) (r) =ku(
Autocorrelation functions and power
Fig. X-17
density spectra of Poisson waves of unit impulses.
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P(a_l ) = k dT/2, P(a l ) = k dT/2.
In the interval dT at T = 0,
pp(0) = AA k dT/Z IA-oo + A)()(-A) k dT/2 = A2 k dTIAoo (2)
Since, for a unit impulse, A dr IA-o = 1,
pp(0) = k A IA-o (3)
Letting u(t) be the unit-impulse function, we have
pp(0) = k u(O) (4)
For T * 0 the impulses in the dT's at t = tl and t = tl + T are independent so that
pp(T) = [AA + (-A)(-A) + A(-A) + (-A) A] (k dT/2)(k dT/2) = 0 (5)
Therefore, the autocorrelation function of the Poisson wave fp(t) is
,pp(T) = k u(T) (6)
as shown in Fig. X-17(b). The power density spectrum 4pp(w), see Fig. X-17(c), of
the wave is, in accordance with the Wiener theorem, the Fourier transform of Eq. 6,
and it is
pp(O) = k/ZTT (7)
Next we consider the wave f (t) shown in Fig. X-17(d). The unit impulses in this
wave are all positive and are Poisson-distributed. By Eq. 1, the autocorrelation func-
tion pp(T) of this wave, in the interval dT at T = 0, is
2 Ap(0) = A k dT -o = k A -- = k u(0) (8)
If T * 0,
p(T) = AA k dT k dT I A = k2  (9)
The autocorrelation function of f (t) is therefore
Ppp(T) = k u(T)+ k2  (10)
This function is shown in Fig. X-17(e). The power density spectrum of f (t) is, by the
Wiener theorem,
= k + k/ (11)2
App(W) =k u(w) + k/2Tr (1i)
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whose graph is given in Fig. X-17(f).
The third wave we consider is fp"(t), shown in Fig. X-17(g). The Poisson-
distributed unit impulses are alternately positive and negative. Again, by Eq. 1,
(12)
as in Eq. 2. For T : 0 the event of finding b 1 at t = t 1 + T, given that al occurred at
t = t l , necessitates the finding of an impulse at t = t 1 + T and an odd number of impulses
in T. All occurrences at the time specified are understood to be in the interval dr.
Hence
P(b 11 al;T) = P(n, T) k dT
where P(n, T) is the Poisson distribution P(n, T)= (kT)n e-kT/n!. By similar reasoning
P(b_ll al;T) = P(n, T) k dT
n=O, 2, 4, .
Furthermore, P(b_lla_ 1 ;7T) =P(blal;7T)and P(blla_ 1 ;T)
a nonzero value of 7,
= P(b_l al;T). Therefore, at
4pp(T) = [AA k dT/2 + (-A)(-A) k dT/Z]
n 3oo5
n=l, 3, 5, .
+ [A(-A) k dT/2 + (-A)A k dT/2]
P(n, T) k dTI A-o
P(n, T) k drT A-ooA-oo
n=O, 2, 4,
= -k 2 -2k TI
Combining Eqs. 12 and 15, we have
' 2 -2k T
'pp(T) = k U(T) - k e
Figure X-17(h) shows this expression.
power density spectrum of fp (t)
(15)
(16)
Application of the Wiener theorem gives the
S() = k/22 - 2- 2 2
4k + WA 4k + c
A graph of this equation is given in Fig. X-17(i).
(17)
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00n=,3,5
n= 1, 3, 5,.
~11
(X. STATISTICAL COMMUNICATION THEORY)
2. Relation Between the Input and Output Autocorrelations of a Linear System
Let h(t) be the response of a linear system to a unit-impulse excitation, and let fi(t)
and f (t) be the stationary random input and output, respectively, of the system. Let0
$ii(T) and oo(T) be the input and output autoc
tion integral
orrelation functions. Applying the convolu-
oo
fo(t) = f h(v) fi(t-v) dv
to the expression for oo(T )
S(T) = lim L00oo 2TT-oo
-T
fo(t) f (t+T) dt
we have
T
1
2T
;T
p oo 00
h(v) dv J
-"O
dt f h(v) fi(t-v) dv
1
h(c) do- lim 2T
T-oo
T
-T
00
-coo
h(o-) fi(t+T-fc) do-
fi(t-v) fi(t+T-- ) dt
o00 00
f h(v) dvf
h(c-) do- ii(T+v-o-)
With the change of variable t = a- - v, we have
Let us define the autocorrelation of the system unit-impulse response as
hh(T) = h(v) h(v+T) dv
if it exists. We then have the important theorem that
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(19)
4oo(T) = lim
T-oo
S00
-00
(20)
oo
~-) = oo
00
00oo
h(v) dv h(v+t) dt 4ii (-t)
00
(T-t) dt h(v) h(v+t) dv
-00
(21)
(22)
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(23)(p0 0(T) T) '
which states that the output autocorrelation of a linear system is the convolution of the
unit-impulse-response autocorrelation and the input autocorrelation. The Fourier
transform of this expression is
(24)
in which i i(w) and t oo() are the power density spectra of the input and output, and
H(w) is the system function. Equation 24 is well known.
3. A Method for the Determination of the Autocorrelation Functions of Certain
Poisson Waves
Consider the wave fl(t) shown in Fig. X-18 which consists of a series of identical
pulses whose initial points are Poisson-distributed. Positive and negative pulses occur
with equal probability. The figure shows the individual pulses, but the value of the wave
at any given time is the algebraic sum of all the component values. Let the pulses be of
the form g(t) as illustrated in Fig. X-19.
To obtain the autocorrelation function (1 1 ) of this wave, let a Poisson wave of unit
impulses fp(t), see Fig. X-17(a), be applied to a linear system whose unit-impulse
f (t )
~JF~ WSU J
Fig. X-18
A Poisson wave of identical pulses.
g(t)
fp(t) fo(t)= f(t)
Fig. X-19
Form of the pulses of the Poisson
wave of Fig. X-18.
Fig. X-20
A Poisson wave of unit impulses
applied to a linear system.
-60-
- i7yxY .n n_ , _n _
V -AC-AC-1 -
-I h(t) = g(t) -
I I
hh (t) ii ( T - t ) dt
400(w) = I H(w) 2 4ii(w)
OO 1
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response is h(t) = g(t) as shown in Fig. X-20. The output of the system is the wave
under consideration f 1 (t). Applying Eq. 23, we have cOO(T)= 1 1 (T), hh(T)= gg(T),
Oii(T) = Opp(T) = k U(T) SO that
1 1 (T)
-0o
(25)
Sgg(t) k u(T-t) dt
Since the convolution of a function and a unit impulse leaves the function unchanged, we
find
1(T) = k gg(T) (26)
In accordance with definition 22, this expression is
00) =
= k
-o00
g(t) g(t+T) dt (27)
and is the desired autocorrelation function. This solution of the problem is much
shorter and simpler than that given by Rice (1).
If the pulses are of the same sign, we apply fp(t) of Fig. X-17(d) to the linear
system, and the result is
(0) = () gg t)[k u(-t) + k 2 ] dt
-00
Since
(28)
Sgg(t) dt=
-oo
-00
i;00
dt g
g(c ) do-j
00
(a-) g(o-+t)d =
-o
g(c ) do-
we find that Eq. 28 is
00
-00
g(t) g(t+T) dt + k f
L-o
The last term of this expression can be shown to be fl(t) , which is the square of the
mean of the given function. The simplicity of the method is again demonstrated.
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00
-cc
g(-+t) dt
(29)
g(t) dt (30)
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When fp (t) of Fig. X-17(g) is applied to linear systems, various other Poisson
waves are generated. The autocorrelation functions are then computed by Eq. 23.
We note that power density spectra may be first determined by Eq. 24; then the
autocorrelation functions are found by transformation.
Y. W. Lee
References
1. S. O. Rice, Bell System Tech. J. 23, 282-332 (1944).
-62-
