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A GENERALIZED HILBERT MATRIX ACTING ON HARDY SPACES
CHRISTOS CHATZIFOUNTAS, DANIEL GIRELA, AND JOSE´ A´NGEL PELA´EZ
Abstract. If µ is a positive Borel measure on the interval [0, 1), the Hankel matrix
Hµ = (µn,k)n,k≥0 with entries µn,k =
∫
[0,1) t
n+k dµ(t) induces formally the operator
Hµ(f)(z) =
∞∑
n=0
(
∞∑
k=0
µn,kak
)
zn
on the space of all analytic functions f(z) =
∑∞
k=0 akz
k, in the unit disc D. In this
paper we describe those measures µ for which Hµ is a bounded (compact) operator
from Hp into Hq , 0 < p, q < ∞. We also characterize the measures µ for which Hµ
lies in the Schatten class Sp(H2), 1 < p < ∞.
1. Introduction and main results
Let D = {z ∈ C : |z| < 1} denote the open unit disc in the complex plane C and let
Hol(D) be the space of all analytic functions in D. We also let Hp (0 < p ≤ ∞) be the
classical Hardy spaces (see [10]).
If µ is a finite positive Borel measure on [0, 1) and n = 0, 1, 2, . . . , we let µn denote
the moment of order n of µ, that is,
µn =
∫
[0,1)
tn dµ(t),
and we define Hµ to be the Hankel matrix (µn,k)n,k≥0 with entries µn,k = µn+k. The
matrix Hµ can be viewed as an operator on spaces of analytic functions by its action on
the Taylor coefficients: an 7→
∑∞
k=0 µn,kak, n = 0, 1, 2, · · · . To be precise, if f(z) =∑∞
k=0 akz
k ∈ Hol(D) we define
(1.1) Hµ(f)(z) =
∞∑
n=0
(
∞∑
k=0
µn,kak
)
zn,
whenever the right hand side makes sense and defines an analytic function in D.
If µ is the Lebesgue measure on [0, 1) the matrix Hµ reduces to the classical Hilbert
matrix H =
(
(n+ k + 1)−1
)
n,k≥0
, which induces the classical Hilbert operator H, a
prototype of a Hankel operator which has attracted a considerable amount of attention
during the last years. Indeed, the study of the boundedness, the operator norm and the
spectrum of H on Hardy and weighted Bergman spaces [1, 6, 7, 14, 22] links H up to
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weighted composition operators, the Szego¨ projection, Legendre functions and the theory
of Muckenhoupt weights.
Hardy’s inequality [10, page 48] guarantees thatH(f) is a well defined analytic function
in D for every f ∈ H1. However, the resulting Hilbert operator H is bounded from Hp
to Hp if and only if 1 < p <∞ [6]. In a recent paper [17] Lanucha, Nowak, and Pavlovic
have considered the question of finding subspaces of H1 which are mapped by H into
H1.
Galanopoulos and Pela´ez [13] have described the measures µ so that the generalized
Hilbert operator Hµ becomes well defined and bounded on H
1. Carleson measures play
a basic role in the work.
If I ⊂ ∂D is an interval, |I| will denote the length of I. The Carleson square S(I) is
defined as S(I) = {reit : eit ∈ I, 1 − |I|2π ≤ r < 1}. Also, for a ∈ D, the Carleson box
S(a) is defined by
S(a) =
{
z ∈ D : 1− |z| ≤ 1− |a|,
∣∣∣arg(az¯)
2π
∣∣∣ ≤ 1− |a|
2
}
.
If s > 0 and µ is a positive Borel measure on D, we shall say that µ is an s-Carleson
measure if there exists a positive constant C such that
µ (S(I)) ≤ C|I|s, for any interval I ⊂ ∂D,
or, equivalently, if there exists C > 0 such that
µ (S(a)) ≤ C(1 − |a|)s, for all a ∈ D.
If µ satisfies lim
|I|→0
µ (S(I))
|I|s
= 0 or, equivalently, lim
|a|→1
µ (S(a))
(1− |a|2)s
= 0, then we say that µ
is a vanishing s-Carleson measure.
An 1-Carleson measure, respectively, a vanishing 1-Carleson measure, will be simply
called a Carleson measure, respectively, a vanishing Carleson measure.
As an important ingredient in his work on interpolation by bounded analytic functions,
Carleson [5] (see also Theorem 9.3 of [10]) proved that if 0 < p <∞ and µ is a positive
Borel measure in D then Hp ⊂ Lp(dµ) if and only if µ is a Carleson measure. This
result was extended by Duren [8] (see also [10, Theorem 9.4]) who proved that for 0 <
p ≤ q <∞, Hp ⊂ Lq(dµ) if and only if µ is a q/p-Carleson measure.
If X is a subspace of Hol(D), 0 < q <∞, and µ is a positive Borel measure in D, µ is
said to be a “q-Carleson measure for the space X” or an “(X, q)-Carleson measure” if
X ⊂ Lq(dµ). The q-Carleson measures for the spaces Hp, 0 < p, q < ∞ are completely
characterized. The mentioned results of Carleson and Duren can be stated saying that
if 0 < p ≤ q < ∞ then a positive Borel measure µ in D is a q-Carleson measure for
Hp if and only if µ is a q/p-Carleson measure. Luecking [18] and Videnskii [25] solved
the remaining case 0 < q < p. We mention [4] for a complete information on Carleson
measures for Hardy spaces.
Galanopoulos and Pela´ez proved in [13] that if µ is a Carleson measure then the
operatorHµ is well defined inH
1, obtaining en route the following integral representation
(1.2) Hµ(f)(z) =
∫
[0,1)
f(t)
1− tz
dµ(t), z ∈ D, for all f ∈ H1.
A GENERALIZED HILBERT MATRIX ACTING ON HARDY SPACES 3
For simplicity, we shall write throughout the paper
(1.3) Iµ(f)(z) =
∫
[0,1)
f(t)
1− tz
dµ(t),
whenever the right hand side makes sense and defines an analytic function in D. It was
also proved in [13] that if Iµ(f) defines an analytic function in D for all f ∈ H
1, then µ
has to be a Carleson measure. This condition does not ensures the boundedness of Hµ
on H1, as the classical Hilbert operator H shows.
Let µ be a positive Borel measure in D, 0 ≤ α < ∞, and 0 < s < ∞. Following
[26], we say that µ is an α-logarithmic s-Carleson measure, respectively, a vanishing
α-logarithmic s-Carleson measure, if
sup
a∈D
µ (S(a))
(
log 21−|a|2
)α
(1− |a|2)s
<∞, respectively, lim
|a|→1−
µ (S(a))
(
log 21−|a|2
)α
(1 − |a|2)s
= 0.
Theorem1. 2 of [13] asserts that if µ is a Carleson measure on [0, 1), then Hµ is a
bounded (respectively, compact) operator from H1 into H1 if and only if µ is a 1-
logarithmic 1-Carleson measure (respectively, a vanishing 1-logarithmic 1-Carleson mea-
sure).
It is also known that Hµ is bounded from H
2 into itself if and only if µ is a Carleson
measure (see [23, p. 42, Theorem 7.2]).
Our main aim in this paper is to study the generalized Hilbert matrix Hµ acting on
Hp spaces (0 < p < ∞). Namely, for any given p, q with 0 < p, q < ∞, we wish to
characterize those for which Hµ is a bounded (compact) operator from H
p into Hq and
to describe those measures µ such that Hµ belongs to the Schatten class Sp(H
2). A key
tool will be a description of those positive Borel measures µ on [0, 1) for which Hµ is well
defined in Hp and Hµ(f) = Iµ(f). Let us start with the case p ≤ 1.
Theorem 1. Suppose that 0 < p ≤ 1 and let µ be a positive Borel measure on [0, 1).
Then the following two conditions are equivalent:
(i) µ is an 1p -Carleson measure.
(ii) Iµ(f) is a well defined analytic function in D for any f ∈ H
p.
Furthermore, if (i) and (ii) hold and f ∈ Hp, then Hµ(f) is also a well defined analytic
function in D, and Hµ(f) = Iµ(f), for all f ∈ H
p.
We remark that for p = 1, this reduces to [13, Proposition 1. 1].
For 0 < q < 1, we let Bq denote the space consisting of those f ∈ Hol(D) for which∫ 1
0
(1 − r)
1
q
−2M1(r, f) dr <∞.
The Banach space Bq is the “containing Banach space” of H
q, that is, Hq is a dense
subspace of Bq, and the two spaces have the same continuous linear functionals [9]. Next
we shall show that if µ is an 1/p-Carleson measure then Hµ actually applies H
p into Bq
for all q < 1. We shall also give a characterization of those µ for which Hµ map H
p into
Hq (q ≥ 1). Before stating these results precisely, let us mention that all over the paper
we shall use the notation that for any given α > 1, α′ will denote the conjugate exponent
of α, that is, 1α +
1
α′ = 1, or α
′ = αα−1 .
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Theorem 2. Suppose that 0 < p ≤ 1 and let µ be a positive Borel measure on [0, 1)
which is an 1p -Carleson measure.
(i) If 0 < q < 1, then Hµ is a bounded operator from H
p into Bq, the containing
Banach space of Hq.
(ii) Hµ is a bounded operator from H
p into H1 if and only if µ is an 1-logarithmic
1
p -Carleson measure.
(iii) If q > 1 then Hµ is a bounded operator from H
p into Hq if and only if µ is an
1
p +
1
q′ -Carleson measure.
Let us state next our results for p > 1.
Theorem 3. Suppose that 1 < p < ∞ and let µ be a positive Borel measure on [0, 1).
Then:
(i) Iµ(f) is a well defined analytic function in D for any f ∈ H
p if and only if µ is an
1-Carleson measure for Hp, or, equivalently, if and only if
(1.4)
∫ 1
0
(∫ 1−s
0
dµ(t)
1 − t
)p′
ds < ∞.
(ii) If µ satisfies (1.4) then Hµ(f) is also a well defined analytic function in D, when-
ever f ∈ Hp, and
Hµ(f) = Iµ(f), for every f ∈ H
p.
Theorem 4. Suppose that 1 < p < ∞ and let µ be a positive Borel measure on [0, 1)
which satisfies .
(i) If 0 < p ≤ q <∞, then Hµ is a bounded operator from H
p to Hq if and only if
µ is an 1p +
1
q′ -Carleson measure.
(ii) If 1 < q < p, then Hµ is a bounded operator from H
p to Hq if and only if the
function defined by s 7→
∫ 1−s
0
dµ(t)
1−t (s ∈ [0, 1)) belongs to L
(
pq′
p+q′
)
′
([0, 1)).
(iii) Hµ is a bounded operator from H
p to H1 if and only if the function defined by
s 7→
∫ 1−s
0
log 1
1−t
dµ(t)
1−t (s ∈ [0, 1)) belongs to L
p′([0, 1)).
(iv) If 0 < q < 1, then Hµ is a bounded operator from H
p into Bq.
Let us remark that both if either 0 < p ≤ 1 and µ is an 1/p-Carleson measure, or if
1 < p <∞ and µ satisfies (1.4), we have that µ is an 1-Carleson measure for Hp. By the
closed graph theorem it follows that, for any q > 0,
Hµ(H
p) ⊂ Hq ⇔ Hµ is a bounded operator form H
p into Hq.
Substitutes of Theorem2 and Theorem4 regarding compactness will be stated and
proved in Section 5.
Finally, we address the question of describing those measures µ such that Hµ belongs
to the Schatten class Sp(H
2), (1 < p < ∞). Given a separable Hilbert space X and
0 < p < ∞, let Sp(X) denote the Schatten p-class of operators on X . The class Sp(X)
consists of those compact operators T on X whose sequence of singular numbers {λn}
belongs to ℓp, the space of p-summable sequences. It is well known that, if λn are the
singular numbers of an operator T , then
λn = λn(T ) = inf{‖T −K‖ : rankK ≤ n}.
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Thus finite rank operators belong to every Sp(X), and the membership of an operator
in Sp(X) measures in some sense the size of the operator. In the case when 1 ≤ p <∞,
Sp(X) is a Banach space with the norm
‖T ‖p =
(∑
n
|λn|
p
)1/p
,
while for 0 < p < 1 we have the following inequality ‖T + S‖pp ≤ ‖T ‖
p
p + ‖S‖
p
p. We refer
to [27] for more information about Sp(X).
Galanopoulos and Pela´ez [13, Theorem1. 6] found a characterization of those µ for
which Hµ is a Hilbert-Schmidt operator on H
2 improving a result of [24]. In [23, p.
239, Corollary2. 2] it is proved that, for 1 < p < ∞, Hµ ∈ Sp(H
2) if and only if
hµ(z) =
∑∞
n=1 µn+1z
n belongs to the Besov space Bp (see [27, Chapter 5]) of those
analytic functions g in D such that
||g||pBp = |g(0)|
p +
∫
D
|g′(z)|p(1− |z|2)p−2 dA(z) <∞.
We simplify this result describing the membership of Hµ in the Schatten class Sp(H
2) in
terms of the moments µn.
Theorem 5. Assume that 1 < p < ∞ and let µ be a positive Borel measure on [0, 1).
Then, Hµ ∈ Sp(H
2) if and only if
∑∞
n=0(n+ 1)
p−1µpn <∞.
Throughout the paper, the letter C = C(·) will denote a constant whose value depends
on the parameters indicated in the parenthesis (which often will be omitted), and may
change from one occurrence to another. We will use the notation a . b if there exists
C = C(·) > 0 such that a ≤ Cb, and a & b is understood in an analogous manner. In
particular, if a . b and a & b, then we will write a ≍ b.
2. Preliminary results
In this section we shall collect a number of results which will be needed in our work.
We start obtaining a characterization of s-Carleson measures in terms of the moments.
Proposition 1. Let µ be a positive Borel measure on [0, 1) and s > 0. Then µ is an
s-Carleson measure if and only if the sequence of moments {µn}
∞
n=0 satisfies
(2.1) sup
n≥0
(1 + n)s µn <∞.
The proof is simple and will be omitted.
The following result, which may be of independent interest, asserts that for any func-
tion f ∈ Hp (0 < p <∞) we can find another one F with the same Hp-norm and which
is non-negative and bigger than |f | in the radius (0, 1).
Proposition 2. Suppose that 0 < p < ∞ and f ∈ Hp, f 6≡ 0. Then there exists a
function F ∈ Hp with ‖F‖Hp = ‖f‖Hp and satisfying the following properties:
(i) F (r) > 0, for all r ∈ (0, 1).
(ii) |f(r)| ≤ F (r), for all r ∈ (0, 1).
(iii) F has no zeros in D.
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Proof. Let us consider first the case p = 2. So, take f(z) =
∑∞
n=0 anz
n ∈ H2, f 6≡ 0.
Set G(z) =
∑∞
n=0 |an|z
n (z ∈ D). Then G ∈ H2 and ‖G‖H2 = ‖f‖H2 . Furthermore, we
have:
(2.2) 0 ≤ |f(r)| ≤ G(r) and G(r) > 0, for all r ∈ (0, 1),
and
(2.3) G(z) = G(z), z ∈ D.
By (2.2) and (2.3) we see that the sequence {zn} of the zeros of G with zn 6= 0 (which
is a Blaschke sequence) can be written in the form {zn} = {αn} ∪ {αn} ∪ {βn} where
Im(αn) > 0 and −1 < βn < 0. Then the Blaschke product B with the same zeros that
G is
B(z) = zm
∏( αn − z
1− αnz
αn − z
1− αnz
)∏ z − βn
1− βnz
,
where m is the order of 0 as zero of G (maybe 0). Using the Riesz factorization theorem
[10, Theorem2. 5], we can factor G in the form G = B ·F where F is an H2-function with
no zeros and with ‖f‖H2 = ‖G‖H2 = ‖F‖H2 . Notice that B(r) > 0, for all r ∈ (0, 1).
This together with (2.2) gives that F (r) > 0, for all r ∈ (0, 1). Finally since |B(z)| ≤ 1,
for all z, we have that G(r) ≤ F (r) (r ∈ (0, 1)) and then (2.2) implies |f(r)| ≤ F (r)
(r ∈ (0, 1)). This finishes the proof in the case p = 2.
If 0 < p < ∞ and f ∈ Hp, f 6≡ 0, write f in the form f = B · g where B is a
Blaschke product and g is and Hp-function without zeros and with ‖g‖Hp = ‖f‖Hp .
Now gp/2 ∈ H2. By the previous case, we have a function G ∈ H2 without zeros,
which take positive values in the radius (0, 1), and satisfying ‖G‖H2 = ‖g
p/2‖H2 and
|g(r)|p/2 ≤ G(r), for all r ∈ (0, 1). It is clear that the function F = G2/p satisfies that
conclusion of Proposition 2. 
We shall also use the following description of α-logarithmic s-Carleson measures (see
[26, Theorem2]).
Lemma A. Suppose that 0 ≤ α <∞ and 0 < s <∞ and µ is a positive Borel measure
in D. Then µ is an α-logarithmic s-Carleson measure if and only if
(2.4) Kα,s(µ)
def
= sup
a∈D
(
log
2
1− |a|2
)α ∫
D
(
1− |a|2
|1 − a¯z|2
)s
dµ(z) <∞.
When α = 0, the constant K0,s(µ) will be simply written as Ks(µ). We remark that, if
s ≥ 1, then Ks(µ) is equivalent to the norm of the embedding i : H
p → Lps(dµ) for any
p ∈ (0,∞).
Next we recall the following useful characterization of q-Carleson measures for Hp in
the case 0 < q < p <∞ (see [4, 18, 25]).
Take α with 0 < α < π2 . Given s ∈ R, we let Γα(e
is) denote the Stolz angle with vertex
eis and semi-aperture α, that is, the interior of the convex hull of {eis} ∪ {|z| < sinα}.
If µ is a positive Borel measure in D, we define “the α-balagaye” µ˜α of µ as follows:
µ˜α(e
is) =
∫
Γα(eis)
dµ(z)
1− |z|
, s ∈ R.
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Theorem A. Let µ be a positive Borel measure on D and 0 < q < p <∞. Then µ is a
q-Carleson measure for Hp if and only if µ˜α ∈ L
p
p−q (∂D) for some (equivalently, for all)
α ∈ (0, π2 ).
A simple geometric argument shows that if the measure µ is supported in [0, 1) then
Γα(e
is) ∩ [0, 1) = [0, sα), where
1− sα ∼ (tanα) s, as s→ 0.
In particular, this implies the following.
Theorem B. Let µ be a positive Borel measure on D supported in [0, 1), 0 < q < p <∞.
Then µ is a q-Carleson measure for Hp if and only if
(2.5)
∫ 1
0
(∫ 1−s
0
dµ(t)
1− t
) p
p−q
ds < ∞.
3. Proofs of the main results. Case p ≤ 1.
Proof of Theorem 1.
(i) ⇒ (ii). Suppose that µ is an 1/p-Carleson measure. Using [10, Theorem9. 4], we
see that there exists a positive constant C such that
(3.1)
∫
[0,1)
|f(t)| dµ(t) ≤ C‖f‖Hp , for all f ∈ H
p.
Take f ∈ Hp. Using (3.1) we obtain that
∞∑
n=0
(∫
[0,1)
tn|f(t)| dµ(t)
)
|z|n ≤
C ‖f‖Hp
1− |z|
, z ∈ D.
This implies that, for every z ∈ D, the integral∫
[0,1)
f(t)
1− tz
dµ(t) =
∫
[0,1)
f(t)
(
∞∑
n=0
tnzn
)
dµ(t)
converges and that
(3.2) Iµ(f)(z) =
∫
[0,1)
f(t)
1− tz
dµ(t) =
∞∑
n=0
(∫
[0,1)
tnf(t) dµ(t)
)
zn, z ∈ D.
Thus Iµ(f) is a well defined analytic function in D.
(ii) ⇒ (i). We claim that
(3.3)
∫
[0,1)
|f(t)| dµ(t) < ∞, for all f ∈ Hp.
Indeed, take f ∈ Hp. Let F be the function associated to f by Proposition 2. Since
F ∈ Hp, we have that the integral
∫
[0,1)
F (t)
1−tz dµ(t) converges for all z ∈ D. Taking z = 0
and bearing in mind that 0 ≤ |f(t)| ≤ F (t) (t ∈ (0, 1)), we obtain that∫
[0,1)
|f(t)| dµ(t) ≤
∫
[0,1)
F (t) dµ(t) <∞.
Thus (3.3) holds.
For any β ∈ [0, 1) and f ∈ Hp define
Tβ(f) = f · χ{0≤|z|<β}.
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By (3.3), Tβ is a linear operator from H
p into L1(dµ) and by the lemma in [10, Sec-
tion 3. 2],
‖Tβ(f)‖L1(dµ) =
∫
[0,β) |f(t)| dµ(t) ≤
[
sup|z|≤β |f(z)|
]
· µ([0, β)) ≤ Cβ‖f‖Hp , f ∈ H
p.
Thus, for every β ∈ [0, 1), Tβ is a bounded linear operator from H
p into L1(dµ). Fur-
thermore, (3.3) also implies that
sup
0≤β<1
‖Tβ(f)‖L1(dµ) ≤
∫
[0,1)
|f(t)| dµ(t) = Cf <∞, for all f ∈ H
p.
Then, by the principle of uniform boundedness, we deduce that supβ∈[0,1) ‖Tβ‖ < ∞
which implies that the identity operator is bounded from Hp into L1(dµ). Using again
[10, Theorem9. 4] we obtain that µ is an 1/p-Carleson measure.
Assume now (i) (and (ii)), that is, assume that µ is 1/p-Carleson measure. Take
f ∈ Hp, f(z) =
∑∞
k=0 akz
k (z ∈ D). By Proposition1 and [10, Theorem6. 4] we have
that there exists C > 0 such that
|µn,k| = |µn+k| ≤
C
(k + 1)1/p
and |ak| ≤ C(k + 1)
(1−p)/p, for all n, k.
Then it follows that, for every n,
∞∑
k=0
|µn,k||ak| ≤C
∞∑
k=0
|ak|
(k + 1)1/p
= C
∞∑
k=0
|ak|
p |ak|
1−p
(k + 1)1/p
≤C
∞∑
k=0
|ak|
p (k + 1)(1−p)
2/p
(k + 1)1/p
= C
∞∑
k=0
(k + 1)p−2|ak|
p
and then by a well known result of Hardy and Littlewood ([10, Theorem6. 2]) we deduce
that
∞∑
k=0
|µn,k||ak| ≤ C ‖f‖
p
Hp , for all n.
This implies that Hµ is a well defined analytic function in D and that∫
[0,1)
tnf(t) dµ(t) =
∞∑
k=0
µn,kak, for all n,
bearing in mind (3.2), this gives that Hµ(f) = Iµ(f). 
Proof of Theorem 2.
Since µ is an 1/p-Carleson measure, there exists C > 0 such that (3.1) holds. This
implies that
(3.4)
∫ 2π
0
∫
[0,1)
∣∣∣∣f(t) g(eiθ)1− reiθt
∣∣∣∣ dµ(t) dθ < ∞, 0 ≤ r < 1, f ∈ Hp, g ∈ H1.
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Using Theorem1, (3.4) and Fubini’s theorem, and the Cauchy’s integral representation
of H1-functions [10, Theorem3. 6], we obtain
∫ 2π
0
Hµ(f)(re
iθ) g(eiθ) dθ =
∫ 2π
0
(∫
[0,1)
f(t) dµ(t)
1− reiθt
)
g(eiθ) dθ
=
∫
[0,1)
f(t)
∫ 2π
0
g(eiθ)
1− reiθt
dθ dµ(t) =
∫
[0,1)
f(t)g(rt)dµ(t), 0 ≤ r < 1, f ∈ Hp, g ∈ H1.
(3.5)
(i) Take q ∈ (0, 1). Bearing in mind (3.5) and (3.1) we deduce that
(3.6)
∣∣∣∣∫ 2π
0
Hµ(f)(re
iθ) g(eiθ) dθ
∣∣∣∣ ≤ C‖f‖Hp‖g‖H∞ , 0 ≤ r < 1, f ∈ Hp, g ∈ H∞.
Now we recall [9, Theorem10] that Bq can be identified with the dual of a certain
subspace X of H∞ under the pairing
< f, g >= lim
r→1
1
2π
∫ 2π
0
f(reiθ) g(eiθ) dθ, f ∈ Bq, f ∈ X.
This together with (3.6) gives that Hµ is a bounded operator from H
p into Bq.
(ii) We shall use Fefferman’s duality theorem [11, 12], which says that (H1)⋆ ∼= BMOA
and (VMOA)⋆ ∼= H1, under the Cauchy pairing
(3.7) 〈f, g〉 = lim
r→1−
1
2π
∫ 2π
0
f(reiθ)g(eiθ) dθ, f ∈ H1, g ∈ BMOA (resp. VMOA),
We mention [3, 15, 16], as general references for the spaces BMOA and VMOA. In
particular, Fefferman’s duality theorem can be found in [16, Section 7].
Using the duality theorem and (3.4) it follows that Hµ is a bounded operator from H
p
into H1 if and only there exists a positive constant C such that
(3.8)
∣∣∣∣∣
∫
[0,1)
f(t)g(rt) dµ(t)
∣∣∣∣∣ ≤ C‖f‖Hp‖g‖BMOA, 0 < r < 1, f ∈ Hp, g ∈ VMOA.
Suppose that Hµ is a bounded operator from H
p to H1. For 0 < a, b < 1, let the
functions ga and fb be defined by
ga(z) = log
2
1− az
, fb(z) =
(
1− b2
(1− bz)2
)1/p
, z ∈ D.(3.9)
A calculation shows that {ga} ⊂ VMOA, {fb} ⊂ H
p, and
sup
a∈[0,1)
||ga||BMOA <∞ and sup
b∈[0,1)
||fb||Hp <∞.(3.10)
Next, taking a = b ∈ [0, 1) and r ∈ [a, 1), we obtain∣∣∣∣∫ 1
0
fa(t)ga(rt) dµ(t)
∣∣∣∣ ≥ ∫ 1
a
(
1− a2
(1− at)2
)1/p
log
2
1− rat
dµ(t),
≥ C
log 21−a2
(1− a2)1/p
µ ([a, 1)) ,
which, bearing in mind (3.8) and (3.10), implies that µ is an 1-logarithmic 1p -Carleson
measure.
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Reciprocally, suppose that µ is an 1-logarithmic 1p -Carleson measure. Let us see that
Hµ is a bounded operator from H
p to H1. Using (3.8), it is enough to prove there exists
C > 0 such that∫ 1
0
|f(t)||g(rt)| dµ(t) ≤ C||f ||Hp ||g||BMOA, for all r ∈ (0, 1), f ∈ H
p, and g ∈ VMOA.
By [10, Theorem 9.4], this is equivalent to saying that, for every r ∈ (0, 1) and every
g ∈ VMOA, the measure |g(rz)| dµ(z) is an 1/p-Carlesonmeasure with constant bounded
by C‖g‖BMOA. Using Lemma A this can be written as
(3.11) sup
a∈D
∫
D
(
1− |a|2
|1− a¯z|2
)1/p
|g(rz)| dµ(z) ≤ C||g||BMOA, 0 < r < 1, g ∈ VMOA.
So take r ∈ (0, 1), a ∈ D and g ∈ VMOA. We have∫
D
(
1− |a|2
|1− a¯z|2
)1/p
|g(rz)| dµ(z)
≤ |g(ra)|
∫
D
(
1− |a|2
|1− a¯z|2
)1/p
dµ(z) +
∫
D
(
1− |a|2
|1− a¯z|2
)1/p
|g(rz)− g(ra)| dµ(z)
= I1(r, a) + I2(r, a).
Bearing in mind that any function g in the Bloch space B (see [2]) satisfies the growth
condition
(3.12) |g(z)| ≤ 2‖g‖B log
2
1− |z|
, for all z ∈ D,
and BMOA ⊂ B [16, Theorem5. 1]), by Lemma A we have that
I1(r, a) ≤ C||g||BMOA log
2
1− |a|
∫
D
(
1− |a|2
|1− a¯z|2
)1/p
dµ(z)
≤ CK1, 1
p
(µ)||g||BMOA <∞.
(3.13)
Now, since µ is an 1/p-Carleson measure, Lemma A yields
I2(r, a) ≤CK 1
p
(µ)
∥∥∥∥∥
(
1− |a|2
(1− a z)2
)1/p
[g(rz)− g(ra)]
∥∥∥∥∥
Hp
=CK 1
p
(µ)
(∫ 2π
0
1− |a|2
|1 − a¯eiθ|2
|gr(e
iθ)− gr(a)|
p dθ
)1/p
≤CK 1
p
(µ)
∫ 2π
0
1− |a|2
|1− a¯eiθ|2
|gr(e
iθ)− gr(a)| dθ,
where, gr(z) = g(rz) (z ∈ D). Now, using the conformal invariance of BMOA ([16, The-
orem3. 1])) and the fact that BMOA is closed under subordination [16, Theorem10. 3],
we obtain that ∫ 2π
0
1− |a|2
|1− a¯eiθ|2
|gr(e
iθ)− gr(a)| dθ ≤ C‖g‖BMOA
and then it follows that I2(r, a) ≤ CK 1
p
(µ)‖g‖BMOA. This and (3.13) give (3.11), finish-
ing the proof of part (ii).
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(iii) Using (3.5), the duality theorem for Hq [10, Section 7. 2] and arguing as in the
proof of part (ii), we can assert that Hµ is a bounded operator from H
p to Hq if and
only if there exists a positive constant C such that
(3.14)
∣∣∣∣∣
∫
[0,1)
f(t) g(t) dµ(t)
∣∣∣∣∣ ≤ C ‖f‖Hp ‖g‖Hq′ , f ∈ Hp, g ∈ Hq′ .
Now, by Proposition2, it follows that (3.14) is equivalent to
(3.15)
∫
[0,1)
|f(t)| |g(t)| dµ(t) ≤ C ‖f‖Hp ‖g‖Hq′ , f ∈ H
p, g ∈ Hq
′
,
and, by LemmaA, this is the same as saying the following:
For every g ∈ Hq
′
, the measure µg supported on [0, 1) and defined by dµg(z) =
|g(z)| dµ(z) is a 1/p-Carleson measure with K 1
p
(µg) ≤ C ‖g‖Hq′ , that is,
(3.16) sup
a∈D
∫
[0,1)
(
1− |a|2
|1− at|2
)1/p
|g(t)| dµ(t) ≤ C‖g‖Hq′ , g ∈ H
q′ .
Suppose that Hµ is a bounded operator from H
p to Hq. Then (3.16) holds. For a ∈ D,
take
ga(z) =
(
1− |a|2
(1 − az)2
)1/q′
, z ∈ D.
Since supa∈D ‖ga‖Hq′ <∞, (3.16) implies that
sup
a∈D
∫
[0,1)
(
1− |a|2
|1− at|2
) 1
p
+ 1
q′
dµ(t) <∞,
that is, µ is a 1p +
1
q′ -Carleson measure, by LemmaA.
Suppose now that µ is an 1p +
1
q′ -Carleson measure. Set s = 1 +
p
q′ . The conjugate
exponent of s is s′ = 1 + q
′
p and
1
p +
1
q′ =
s
p =
s′
q′ . Then, by [10, Theorem 9.4], H
p is
continuously embedded in Ls(dµ) and Hq
′
is continuously embedded in Ls
′
(dµ), that is,
(3.17)
(∫
[0,1)
|f(t)|s dµ(s)
)1/s
≤ C ‖f‖Hp , f ∈ H
p,
and
(3.18)
(∫
[0,1)
|g(t)|s
′
dµ(s)
)1/s′
≤ C ‖g‖Hq′ , g ∈ H
q′ .
Using Ho¨lder’s inequality with exponents s and s′, (3.17) and (3.18), we obtain∫
[0,1)
|f(t)| |g(t)| dµ(t) ≤
(∫
[0,1)
|f(t)|s dµ(s)
)1/s (∫
[0,1)
|g(t)|s
′
dµ(s)
)1/s′
≤C ‖f‖Hp ‖g‖Hq′ , f ∈ H
p, g ∈ Hq
′
.
Hence, (3.15) holds and then it follows that Hµ is a bounded operator from H
p to Hq.

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4. Proofs of the main results. Case p > 1.
Proof of Theorem 3 (i). Since µ is an 1-Carleson measure for Hp, (3.1) holds for a certain
C > 0. Then the argument used in the proof of the implication (i)⇒ (ii) in Theorem1
gives that, for every f ∈ Hp, Iµ(f) is a well defined analytic function in D and
(4.1) Iµ(f)(z) =
∞∑
n=0
(∫
[0,1)
tnf(t) dµ(t)
)
zn, z ∈ D.
The reverse implication can be proved just as (ii)⇒ (i) in Theorem1.
The fact that µ being an 1-Carleson measure for Hp is equivalent to (1.4) follows from
TheoremB.
(ii). Take f ∈ Hp, f(z) =
∑∞
k=0 akz
k (z ∈ D). Set
Sn(f)(z) =
n∑
k=0
akz
k, Rn(f)(z) =
∞∑
k=n+1
akz
k, z ∈ D, n = 0, 1, 2, . . . .
Whenever 0 ≤ N < M and n ≥ 0, we have∣∣∣∣∣
M∑
k=N+1
µn,kak
∣∣∣∣∣ =
∣∣∣∣∣
∫
[0,1)
tn
(
M∑
k=N+1
ak t
k
)
dµ(t)
∣∣∣∣∣
=
∣∣∣∣∣
∫
[0,1)
tn [SM (f)(t)− SN (f)(t)] dµ(t)
∣∣∣∣∣
≤
∫
[0,1)
|SM (f)(t)− SN (f)(t)| dµ(t).
Using this, the fact that µ is an 1-Carleson measure for Hp, and the Riesz projection
theorem, we deduce that
M∑
k=N+1
µn,kak → 0, as N,M →∞
for all n. This gives that the series
∑∞
k=0 µn,kak converges for all n.
For n,N ≥ 0, we have∣∣∣∣∣
∫
[0,1)
tn f(t) dµ(t) −
N∑
k=0
µn,k ak
∣∣∣∣∣ =
∣∣∣∣∣
∫
[0,1)
tn f(t) dµ(t) −
∫
[0,1)
tn
(
N∑
k=0
ak t
t
)
dµ(t)
∣∣∣∣∣
=
∣∣∣∣∣
∫
[0,1)
tnRN (f)(t) dµ(t)
∣∣∣∣∣
≤C‖RN (f)‖Hp .
Since 1 < p <∞, ‖RN (f)‖Hp → 0, as N →∞, and then it follows that
∞∑
k=0
µn,kak =
∫
[0,1)
tn f(t) dµ(t), for all n,
which together with (3.1) implies that Hµ(f) is a well defined analytic function in D and,
by (4.1), Hµ(f) = Iµ(f). 
Let us turn to prove Theorem4. In view of Theorem3, Hµ coincides with Iµ on H
p.
This fact will be used repeatedly in the following.
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Recall that (1.4) implies that µ is an 1-Carleson measure for Hp, that is, we have∫
[0,1)
|f(t)| dµ(t) ≤ C‖f‖Hp , f ∈ H
p.
Then arguing as in the proof of Theorem2, we obtain
∫ 2π
0
Hµ(f)(re
iθ) g(eiθ) dθ =
∫ 2π
0
(∫
[0,1)
f(t) dµ(t)
1− reiθt
)
g(eiθ) dθ
=
∫
[0,1)
f(t)
∫ 2π
0
g(eiθ)
1− reiθt
dθ dµ(t) =
∫
[0,1)
f(t)g(rt)dµ(t), 0 ≤ r < 1, f ∈ Hp, g ∈ H1.
(4.2)
Once (4.2) is established, (i) can be proved with the argument used in the proof of
part (iii) of Theorem2.
Part (ii) of Theorem 4 is a byproduct of the following result.
Proposition 3. Asumme that 1 < q < p <∞ and let µ be a positive Borel measure on
[0, 1) satisfying (1.4). Then, the following conditions are equivalent:
(a) Hµ is a bounded operator from H
p to Hq.
(b) Hµ is a bounded operator from H
2pq′
p+q′ to H
(
2pq′
p+q′
)
′
.
(c) H
2pq′
p+q′ is continuously contained in L2(µ).
(d) The function defined by s 7→
∫ 1−s
0
dµ(t)
1−t (s ∈ [0, 1)) belongs to L
(
pq′
p+q′
)
′
([0, 1)).
Proof. (a) ⇒ (b). Using duality as above, we see that (a) is equivalent to
(4.3)
∣∣∣∣∣
∫
[0,1)
f(t) g(t) dµ(t)
∣∣∣∣∣ . ‖f‖Hp ‖g‖Hq′ , f ∈ Hp, g ∈ Hq′ .
Take f ∈ Hp and g ∈ Hq
′
, and let F ∈ Hp and G ∈ Hq
′
be the functions associated to
f and g by Proposition2, respectively. Using (4.3) and Ho¨lder’s inequality, we obtain∫ 1
0
|f(t)||g(t)| dµ(t) .
∫ 1
0
F (t)G(t) dµ(t) =
∣∣∣∣∫ 1
0
F (t)G(t) dµ(t)
∣∣∣∣
. ||F ||Hp ||G||Hq′ . ||f ||Hp ||g||Hq′ .
(4.4)
Take now φ ∈ H
2pq′
p+q′ . By the outer-inner factorization [10, Chapter 2], φ = Φ · I where I
is an inner function and Φ ∈ H
2pq′
p+q′ is free from zeros and ||Φ||
H
2pq′
p+q′
= ||φ||
H
2pq′
p+q′
. Now
let us consider the analytic functions f = Φ
2q′
p+q′ and g = Φ
2p
p+q′ . We have
f = Φ
2q′
p+q′ ∈ Hp, with ||f ||Hp = ||Φ||
2q′
p+q′
H
2pq′
p+q′
and
g = Φ
2p
p+q′ ∈ Hq
′
, with ||g||Hq′ = ||Φ||
2p
p+q′
H
2pq′
p+q′
.
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Bearing in mind (4.4), it follows that∫ 1
0
|φ(t)|2 dµ(t) ≤
∫ 1
0
|Φ(t)|2 dµ(t)
=
∫ 1
0
|f(t)||g(t)| dµ(t)
. ||f ||Hp ||g||Hq′ = ||Φ||
2
H
2pq′
p+q′
= ||φ||2
H
2pq′
p+q′
,
which gives (b).
(b) ⇒ (c). Since p > q > 1, pq
′
p+q′ > 1, by duality, as above, (b) is equivalent to∣∣∣∣∫ 1
0
f(t)g(t) dµ(t)
∣∣∣∣ ≤ C ||f ||
H
2pq′
p+q′
||g||
H
2pq′
p+q′
, f, g ∈ H
2pq′
p+q′ .
Taking f = g we obtain ∫ 1
0
|f(t)|2 dµ(t) ≤ C ||f ||2
H
2pq′
p+q′
.
This is (c).
TheoremB gives that (c) and (d) are equivalent.
(d) ⇒ (a). Using again TheoremB we have that Hp is continuously contained in
L
p+q′
q′ (dµ) and Hq
′
is continuously contained in L
p+q′
p (dµ), which together with Ho¨lder’s
inequality gives∫ 1
0
|f(t)||g(t)| dµ(t) ≤
(∫ 1
0
|f(t)|
p+q′
q′ dµ(t)
) q′
p+q′
(∫ 1
0
|g(t)|
p+q′
p dµ(t)
) p
p+q′
≤ C||f ||Hp ||g||Hq′ , f ∈ H
p, g ∈ Hq,
and this is equivalent to (a). 
Proof of Theorem 4 (iii). Just as in the proof of Theorem2 (ii), Hµ is a bounded operator
from Hp into H1 if and only there exists a positive constant C such that
(4.5)
∣∣∣∣∣
∫
[0,1)
f(t)g(rt) dµ(t)
∣∣∣∣∣ ≤ C‖f‖Hp‖g‖BMOA, 0 < r < 1, f ∈ Hp, g ∈ VMOA.
Let ν be the measure on [0, 1) defined by dν(t) = log 11−t dµ(t), by TheoremB it follows
that the function s 7→
∫ 1−s
0
log 1
1−t
dµ(t)
1−t (s ∈ [0, 1)) belongs to L
p′([0, 1)) if and only if
the measure ν is an 1-Carleson measure for Hp.
Consequently, we have to prove that
(4.5) ⇔ ν is an 1-Carleson measure for Hp.
Suppose that (4.5) holds. For 0 < ρ < 1, let gρ be the function defined by gρ(z) =
log 11−ρz (z ∈ D), then
gρ ∈ VMOA, for all ρ ∈ (0, 1), and sup
0<ρ<1
‖gρ‖BMOA = A <∞ .
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On the other hand, if f ∈ Hp, 0 < r < 1, and F is the function associated to f by
Proposition2, it follows that∫
[0,1)
|f(t)| log
1
1− ρrt
dµ(t) ≤
∫
[0,1)
F (t) gρ(rt) dµ(t) ≤ C A ‖F‖Hp = C A ‖f‖Hp ,
for every ρ ∈ (0, 1). Letting r and ρ tend to 1, we obtain∫
[0,1)
|f(t)| log
1
1− t
dµ(t) ≤ C A ‖f‖Hp .
Thus ν is an 1-Carleson measure for Hp.
Conversely, assume that ν is an 1-Carleson measure for Hp. Take r ∈ (0, 1), f ∈ Hp,
and g ∈ VMOA. Using (3.12), we obtain∣∣∣∣∣
∫
[0,1)
f(t)g(rt) dµ(t)
∣∣∣∣∣ ≤ C ‖g‖BMOA
∫
[0,1)
|f(t)| log
2
1− t
dµ(t) ≤ C ‖g‖BMOA ‖f‖Hp .

Proof of Theorem 4 (iv). Assume that the function defined by s 7→
∫ 1−s
0
dµ(t)
1−t (s ∈ [0, 1))
belongs to Lp
′
([0, 1). By TheoremB, this implies that Hp is continuously contained in
L1(dµ). From now on, the proof is analogous to the proof of Theorem2 (i). 
5. Compactness.
The next theorem gathers our main results concerning the study of the compactness
of Hµ on Hardy spaces.
Theorem 6. Let µ be a positive Borel measure on [0, 1).
(i) If 0 < p ≤ 1 and µ is a 1/p-Carleson measure, then Hµ is a compact oper-
ator from Hp to H1 if and only if µ is a vanishing 1-logarithmic 1/p-Carleson
measure.
(ii) If 0 < p ≤ 1 < q and and µ is a 1/p-Carleson measure, then Hµ is a compact
operator from Hp to Hq if and only if µ is a vanishing 1p +
1
q′ -Carleson measure.
(iii) If 1 < p < q and µ satisfies (1.4), then Hµ is a compact operator from H
p to
Hq if and only if µ is a vanishing 1p +
1
q′ -Carleson measure.
(iv) If 1 < p < ∞, µ satisfies (1.4) and 1 ≤ q < p, then Hµ is a compact operator
from Hp to Hq if and only if it is a bounded operator from Hp to Hq.
The following lemma will be used in the proof of cases (i), (ii) and (iii).
Lemma 1. Suppose that 0 < p <∞ and let µ be a positive Borel measure on [0, 1) which
is an 1-logarithmic 1/p-Carleson measure. Let fb, (0 ≤ b < 1), be defined as in (3.9).
Then
(5.1) lim
b→1−
∫
[0,1)
fb(t) dµ(t) = 0.
Proof. For 0 ≤ t < 1, set F (t) = µ ([0, t)) − µ ([0, 1)) = −µ ([t, 1)). Integrating by
parts and using the fact that µ is an 1-logarithmic 1/p-Carleson measure, we obtain
(5.2)
∫
[0,1)
fb(t) dµ(t) = fb(0)µ ([0, 1)) +
∫ 1
0
f ′b(t)µ ([t, 1)) dt.
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Using that µ is an 1-logarithmic 1/p-Carleson measure and the fact that bt < b and bt < t
(0 < b, t < 1), we deduce∫ 1
0
f ′b(t)µ ([t, 1)) dt ≤ C
∫ 1
0
(1 − b)1/p(1− t)1/p
(1 − bt)
2
p
+1 log e1−t
dt
=C
∫ b
0
(1− b)1/p(1− t)1/p
(1− bt)
2
p
+1 log e1−t
dt + C
∫ 1
b
(1− b)1/p(1− t)1/p
(1− bt)
2
p
+1 log e1−t
dt
≤C (1− b)1/p
∫ b
0
dt
(1− t)
1
p
+1 log e1−t
+
C
(1− b)
1
p
+1
∫ 1
b
(1 − t)1/p
log e1−t
dt
=I(b) + II(b).
Now, it is a simple calculus exercise to show that I(b) and II(b) tend to 0, as b → 1.
Using this, the fact that limb→1 fb(0)→ 0, and (5.2), we deduce (5.1). 
Proof of Theorem 6 (i). Suppose that Hµ is a compact operator from H
p to H1. Let
fb, (0 ≤ b < 1), be defined as in (3.9). Let {bn} ⊂ (0, 1) be any sequence with bn → 1
and such that the sequence {Hµ(fbn)} converges in H
1 (such a sequence exists because
sup0<b<1 ‖fb‖Hp <∞ and Hµ is compact) and let g be the limit (in H
1) of {Hµ(fbn)}.
Then Hµ(fbn)→ g, uniformly on compact subsets of D. Now, by Theorem 1, we have
0 ≤ Hµ(fbn)(r) =
∫
[0,1)
fbn(t)
1− rt
dµ(t) ≤
1
1− r
∫
[0,1)
fbn(t) dµ(t), 0 < r < 1.
Since Hµ is continuous from H
p to H1, µ is an 1-logarithmic 1/p-Carleson measure.
Then, by Lemma 1, it follows that g(r) = 0 for all r ∈ (0, 1). Hence, g ≡ 0. In this way
we have proved that
Hµ(fb)→ 0, as b→ 1, in H
1.
Arguing as in proof of the boundedness (Theorem2 (ii)), this yields
lim
b→1−
µ ([b, 1)) log e1−b
(1− b)1/p
= 0,
which is equivalent to saying that µ is a vanishing 1-logarithmic 1/p-Carleson measure.
Suppose now that µ is a vanishing 1-logarithmic 1/p-Carleson measure. Let {fn}
∞
n=1
be a sequence of functions in Hp with sup ‖fn‖Hp <∞ and such that fn → 0, uniformly
on compact subsets of D. For 0 < r < 1, let us write
dµr(t) = χr<|z|<1(t) dµ(t).
Since µ is a vanishing 1-logartihmic 1/p-Carleson measure, limr→1K1, 1
p
(µr) = 0. This
together with the fact that fn → 0, uniformly on compact subsets of D gives that
lim
n→∞
∫ 1
0
|fn(t)| |g(t)| dµ(t) = 0 for all g ∈ VMOA.
Using the duality relation (VMOA)⋆ ∼= H1 as in the proof of Theorem2, this implies
that Hµ(fn)→ 0, in H
1. So, Hµ : H
p → H1 is compact.
Parts (ii) and (iii) can be proved similarly to the preceding one. We shall omit the
details. Let us simply remark, for the necessity, that if µ is a vanishing 1p +
1
q′ -Carleson
measure, then it is an 1-logarithmic 1/p-Carleson measure and then we can use Lemma 1.

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Proof of Theorem 6 (iv). Suppose that 1 < p < ∞ and 0 < q < p. Looking at the proof
of parts (ii) and (iii) of Theorem4, we see Hµ applies H
p into Hq if and only if:
• H
2pq′
p+q′ is continuously embedded in L2(dµ), in the case 1 < q < p.
• Hp is continuously embedded in L1(dν), where dν(t) = log 11−t dµ(t), in the case
q = 1 < p <∞.
Now, using the results in Section 3 of [4], we see that when any of these embeddings exists
as a continuous operator, then it is compact. Then arguments similar to those used in
the boundedness case can be used to yield the compactness. We omit the details. 
6. Schatten classes.
Before presenting the proof of Theorem 5 let us recall some definitions which connect
the operator Hµ with the classical theory of Hankel operators.
Given ϕ(ξ) ∼
∑+∞
n=−∞ ϕ̂(n)ξ
n ∈ L2(T), the associated (big) Hankel operator
Hϕ : H
2 → H2− (see [23, p. 6]) is formally defined as
Hϕ(f) = I − P (ϕf)
where P is the Riesz projection.
Moreover, if µ is a classical Carleson measure, Nehari’s Theorem implies that (see [23,
p. 3 and p. 42]) there exists ϕµ ∈ L
∞(T) with µn+1 = ϕ̂µ(−n), so
Hµ(f)(z)−Hµ(f)(0) = Hϕµ(f)(z¯).
In particular, Hµ is bounded on H
2 if and only if Hϕµ : H
2 → H2− is bounded, that is,
if and only if µ is a Carleson measure. Finally let us observe that,
(I − P )(ϕµ)(z¯) =
∞∑
n=1
µn+1z
n
Proof of Theorem 5. It follows from the above observation, [23, p. 240, Corollary 2. 2]
and [23, Appendix 2.6] that Hµ ∈ Sp(H
2) if and only if hµ(z) =
∑∞
n=1 µn+1z
n ∈ Bp.
Bearing in mind [19, Theorem 2.1] (see also [20, p. 120, 7.5.8]), [20, p. 120, 7.3.5], the
fact that {µn} decreases to zero and [17, Lemma 3.4], we deduce that
||hµ||
p
Bp ≍
∞∑
n=0
2−n(p−1)
∥∥∥∥∥∥
2n+1−1∑
k=2n
kµk+1z
k−1
∥∥∥∥∥∥
p
Hp
≍
∞∑
n=0
2n
∥∥∥∥∥∥
2n+1−1∑
k=2n
µk+1z
k−1
∥∥∥∥∥∥
p
Hp
.
∞∑
n=0
2nµp2n
∥∥∥∥∥∥
2n+1−1∑
k=2n
zk−1
∥∥∥∥∥∥
p
Hp
.
We claim that
(6.1)
∥∥∥∥∥∥
2n+1−1∑
k=2n
zk−1
∥∥∥∥∥∥
p
Hp
≍ 2n(p−1).
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Then, using again that {µn} is decreasing
||hµ||
p
Bp .
∞∑
n=0
2npµp2n .
∞∑
n=0
2n(p−1)
2n∑
k=2n−1
µpk ≍
∞∑
k=0
(k + 1)p−1µpk.
An analogous reasoning using the left hand inequality in [17, Lemma 3.4] proves that
||hµ||
p
Bp &
∞∑
n=0
(k + 1)p−1µpk.
Finally, we shall prove (6.1). By [19, Lemma 3.1] and the M. Riesz projection theorem,
it follows that
∥∥∥∥∥∥
2n+1−1∑
k=2n
zk−1
∥∥∥∥∥∥
p
Hp
.Mpp
1− 1
2n
,
2n+1−1∑
k=2n
zk−1
 .Mpp (1− 12n , 11− z
)
≍ 2n(p−1).
(6.2)
On the other hand, using [19, Lemma 3.1], we obtain
M∞
1− 1
2n
,
2n+1−1∑
k=2n
zk−1
 ≍
∥∥∥∥∥∥
2n+1−1∑
k=2n
zk−1
∥∥∥∥∥∥
H∞
= 2n.
Furthermore, using a well-know inequality, we deduce that
M∞
1− 1
2n
,
2n+1−1∑
k=2n
zk−1
 . ( 1
2n
−
1
2n+1
)−1/p
Mp
1− 1
2n+1
,
2n+1−1∑
k=2n
zk−1

.
(
1
2n
)−1/p ∥∥∥∥∥∥
2n+1−1∑
k=2n
zk−1
∥∥∥∥∥∥
Hp
,
that is,
∥∥∥∑2n+1−1k=2n zk−1∥∥∥p
Hp
& 2n(p−1), which together with (6.2) implies (6.1). This
finishes the proof. 
References
[1] A. Aleman, A. Montes-Rodr´ıguez and A. Sarafoleanu, The eigenfunctions of the Hilbert matrix,
Const. Approx. 36 n. 3, (2012), 353–374.
[2] J. M. Anderson, J. Clunie and Ch. Pommerenke, On Bloch functions and normal functions, J.
Reine Angew. Math. 270 (1974), 12–37.
[3] A. Baernstein, Analytic functions of Bounded Mean Oscillation In: Aspects of Contemporary Com-
plex Analysis, Editors: D. A. Brannan and J. G. Clunie., Academic Press, London, New York (1980),
pp. 3–36.
[4] O. Blasco and H. Jarchow, A note on Carleson measures for Hardy spaces, Acta Sci. Math. (Szeged)
71 (2005), no. 1-2, 371–389.
[5] L. Carleson, Interpolation by bounded analytic functions and the corona problem, Ann. of Math. 76
(1962), 547-559.
[6] E. Diamantopoulos and A. G. Siskakis, Composition operators and the Hilbert matrix, Studia Math.
140 (2000), 191–198.
[7] M. Dostanic, M. Jevtic and D. Vukotic, Norm of the Hilbert matrix on Bergman and Hardy spaces
and a theorem of Nehari type, J. Funct. Anal. 254 (2008), 2800–2815.
[8] P. L. Duren, Extension of a Theorem of Carleson, Bull. Amer. Math. Soc. 75 (1969), 143–146.
[9] P. L. Duren, B. W. Romberg, and A. L. Shields, Linear functionals on Hp spaces with 0 < p < 1,
J. Reine Angew. Math. 238 (1969), 32–60.
A GENERALIZED HILBERT MATRIX ACTING ON HARDY SPACES 19
[10] P. L. Duren, Theory of Hp Spaces, Academic Press, New York-London 1970. Reprint: Dover,
Mineola, New York 2000.
[11] C. Fefferman, Characterizations of bounded mean oscillation, Bull. Amer. Math. Soc. 77 (1971),
587–588.
[12] C. Fefferman and E. M. Stein, Hp spaces of several variables. Acta Math. 129 (1972), no. 3-4,
137–193.
[13] P. Galanopoulos and J. A. Pela´ez, A Hankel matrix acting on Hardy and Bergman spaces, Studia
Math. 200, 3, (2010), 201–220.
[14] P. Galanopoulos, D. Girela, J. A. Pela´ez and A. Siskakis, Generalized Hilbert operators on classical
spaces of analytic functions, to appear in Ann. Acad. Sci. Fenn. Math.
[15] J. B. Garnett, Bounded Analytic Functions, Academic Press, New York, London, 1981.
[16] D. Girela, Analytic functions of bounded mean oscillation. In: Complex Function Spaces, Mekrija¨rvi
1999 Editor: R. Aulaskari. Univ. Joensuu Dept. Math. Rep. Ser. 4, Univ. Joensuu, Joensuu (2001)
pp. 61–170.
[17] B. Lanucha, M. Nowak and M. Pavlovic, Hilbert matrix operator on spaces of analytic functions,
Ann. Acad. Sci. Fenn. Math. 37 (2012), 161–174.
[18] D. H. Luecking, Embedding derivatives of Hardy spaces into Lebesgue spaces, Proc. London Math.
Soc. 63 (1991), no. 3, 595–619.
[19] M. Mateljevic and M. Pavlovic, Lp behaviour of the integral means of analytic functions, Studia
Math. 77 (1984), 219–237.
[20] M. Pavlovic´, Introduction to function spaces on the Disk, Posebna Izdanja [Special Editions], vol.
20, Matematicˇki Institut SANU, Beograd, 2004.
[21] M. Pavlovic´, Analytic functions with decreasing coefficients and Hardy and Bloch spaces, Proc.
Edinburgh Math. Soc. Ser. 2 56, 2, (2013), 623–635.
[22] J. A. Pela´ez and J. Ra¨ttya¨, Generalized Hilbert operators on weighted Bergman spaces, Adv. Math.
240 (2013), 227–267.
[23] V. Peller, Hankel operators and their applications, Springer Monographs in Mathematics, Springer-
Verlag, New York, 2003.
[24] S. C. Power, Hankel operators on Hilbert space, Bull. London Math. Soc. 12, (1980), 422-442.
[25] I. V. Videnskii, An analogue of Carleson measures, Dokl. Akad. Nauk SSSR 298, no. 5, (1988)
1042–1047 (Russian); translation in Soviet Math. Dokl. 37 no. 1, (1988), 186–190.
[26] R. Zhao, On logarithmic Carleson measures, Acta Sci. Math. (Szeged) 69 (2003), no. 3-4, 605–618.
[27] K. Zhu, Operator Theory in Function Spaces, Second Edition, Math. Surveys and Monographs, 138
(2007).
Departamento de Ana´lisis Matema´tico, Universidad de Ma´laga, Campus de Teatinos, 29071
Ma´laga, Spain
E-mail address: christos.ch@uma.es
Departamento de Ana´lisis Matema´tico, Universidad de Ma´laga, Campus de Teatinos, 29071
Ma´laga, Spain
E-mail address: girela@uma.es
Departamento de Ana´lisis Matema´tico, Universidad de Ma´laga, Campus de Teatinos, 29071
Ma´laga, Spain
E-mail address: japelaez@uma.es
