Introduction.
Let D be a convex planar domain containing the origin in its interior whose boundary ∂D is of class C
4
(with respect to the arclength) and has finite nonvanishing curvature throughout. Let F denote the distance function of D, i.e., The research for this paper was essentially done in 1996 (!) while E. Krätzel was visiting professor at the university of Vienna. For some reasons the completion of the manuscript was delayed until now.
( 1 ) This is a generalization of the Epstein zeta-function for the case that D is an origin-centered ellipse. See Hlawka [4] .
(log log x)
as was observed by Huxley & Nowak [7] . Improvements are only possible under the assumption of the Riemann Hypothesis (RH). In this direction W. Müller [13] obtained the conditional estimate
), thereby refining the bound O(x 5/12+ε ) of [7] . If D is a circle, the error term can be improved to O(x 11/30+ε ), again under RH (see Zhai & Cao [15] ). The task of the present paper is the asymptotic evaluation of the quantity
where h is another large real parameter but of smaller order than x. In geometric terms, we count the primitive lattice points in a strip (along the boundary of a "blown up" domain) whose width is of order hx
, thus (in the nontrivial case) less than unity ( 2 ). The question is for which range of h it can be guaranteed that 
.).
We shall establish a result which is considerably sharper and independent of any unproven hypothesis. 
In the proof we shall have to consider the number of all lattice points (except the origin) in √ x D, i.e.,
Furthermore, we are lead in a natural way to the enumeration of the lattice points in a certain (nonconvex) three-dimensional domain, namely to evaluate
is the set of positive integers. For this quantity we shall develop an asymptotic formula which might be of some interest for itself.
where
with
Remarks. 1. For the constant C we can give the alternative representation C = Z D (1/2) where Z D is the Hlawka zeta-function of the convex set D. (This is immediate, e.g., from the unnumbered formula below (3.5) in Huxley & Nowak [7] .) Consequently, the main term can be written in the lucid form
2. If D is a circle, much sharper estimates are true. In fact, for this case (
where u, v, w ranges over positive integers and r(k) denotes as usual the number of ways to write k ∈ N * as a sum of two squares. Clearly this is quite closely related to the three-dimensional asymmetric divisor function d(1, 1, 2; k). For the latter, Liu [11] recently established an asymptotic formula of the shape
).
Applying the corresponding argument to (1.4), one obtains Theorem 2 with the better error term O(X
29/40+ε
) and consequently the validity of (29/80 = 0.3625).
Deduction of Theorem 1 from Theorem 2.
We shall employ the usual technique for the investigation of the average order of arithmetic
means throughout that terms corresponding to the upper limit(s) of summation are weighted with the factor 1/2. functions in short intervals. (For a textbook reference, see e.g. Krätzel [8] , p. 288.) We assume throughout that h ≤ x, otherwise Theorem 1 is trivial. By a usual device (cf. formula (1.4) 
where µ(·) is the Möbius function,
δ > 0 a suitably small fixed number. By the classic van der Corput's lattice point estimate,
it follows that
As a consequence of Theorem 2,
Repeating the argument used for S 1 , we further get ( 4 ) Our convention concerning the weight of boundary lattice points does not affect the validity of this identity.
Collecting all partial results finally gives
(log x) λ(x), as asserted by Theorem 1.
Proof of Theorem 2.
We start with one more convention: For integers a < b and arbitrary f (defined on the integers from a to b), we write
To prepare the proof of Theorem 2, we split up (writing n = (n 1 , n 2 ) ∈ Z 2 * for short)
We may evaluate directly some terms of this expression. Since
it is clear that (3.2)
Using Stieltjes integral notation, we see that
The very last integral is O(X −3/8
). This follows by substituting u 2 = v, then splitting up the range of integration into dyadic subintervals [M, 2M ], applying the second mean-value theorem on each subinterval, and taking into account that (as is well known; cf., e.g., Hlawka [3] )
Consequently,
with C as defined in Theorem 2. Using (3.2) and (3.3) to simplify (3.1), we arrive at
The next step is to express the two-dimensional lattice rest P (t 2 ) by (a variant of) fractional part sums. According to our conventions, we put 
with e(u) = e 2πiu as usual. From this it is easy to see that there exists a complex-valued sequence (
(Later on, D will be chosen depending on X but not on n.) Our next step is to submit this exponential sum to a sufficiently strong form of the van der Corput transform which we state as follows. and , for some C * > 0, Remark. It appears that, until recently, this result was not available explicitly in the literature. There were versions which stated what is needed but imposed a complicated condition essentially meaning that g be algebraic.
Lemma. Suppose that g is a real-valued function with four continuous derivatives on the interval [A, B]. Let L and T be real parameters not less than
2 such that B − A L, g (j) (w) T L 1−j for w ∈ [A, B], j = 1, 2, 3, 4,( 5 )g (w) ≥ C * T L −1 for w ∈ [A, B].
Suppose further that
(See Krätzel [8] , Theorem 2.11, which is based on ideas due to I. M. Vinogradov.) Graham & Kolesnik [2] , Lemma 3.6, avoided this restriction but unfortunately produced an error term O( T /L) (in our notation) which is too crude for the present purpose. However, it is easy to construct what we need from the ideas in Graham & Kolesnik [2] . The Lemma in its present form was verified by the second named author in 1996 and first published with a proof in Kühleitner [9] (with permission) and also in Kühleitner & Nowak [10] . The subject was taken up recently also by Liu [12] .
We now use this Lemma to transform our exponential sums E h (t). In this application, g(w) = −htf r (w/t), thus the suppositions are satisfied with L = t and T = h. (The lower bound for g follows from the condition that the curvature of ∂D does not vanish.) Furthermore, (3.6) ensures that g (a r t) = −h, g (b r t) = h, thus integer values. Consequently, the Lemma yields
Here χ is the inverse function of f r , and H(m, h) is the so-called tac-function of the domain D ("Stützfunktion" according to Bonnesen & Fenchel [1] ) which is defined by
It is an easy exercise in classic analysis that the expression for g(φ(m)) − mφ(m) which arises directly from the main term of the Lemma is equal to −tH(m, h).
We now use (3.10) in (3.9) to obtain (3.11)
(In the estimation of the error terms (3.8) has been used.)
To estimate E m,h (X) we employ the method of (classic) exponent pairs. According to Krätzel [8] , p. 57, (1/9, 13/18) is an exponent pair. By formula (3.3.4) in Graham & Kolesnik [2] ,
XH(m, h) .
Splitting up the range n ≤ X 
XH(m, h) (XH(m, h))
method (as presented in his monograph [6] ). An immediate possibility to do so is to use, instead of our classic exponent pair (1/9, 13/18), Huxley's pair (according to his paper [5] ), and thus Theorem 1 in the range h ≥ x θ for any θ > 1033/2725 = 0.37908 . . . Professor Huxley had the kindness to inform the authors that there are some other ways to apply his deep techniques: On the one hand, there is an unpublished refinement of the results of [5] . On the other hand, since (3.11) actually involves the average of E m,h (X) with respect to h, some of his mean value estimates for exponential sums might be employed. However, these methods yield only small further improvements, at the cost of a lot of tough technical details. Therefore, it was decided not to pursue the matter further in the present paper.
