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Computer Vision Sensing Systems for Structural Health Monitoring in 
Challenging Field Conditions 
Longxi Luo 
Computer vision sensing techniques enable easy-to-install and remote non-contact 
monitoring of structures and have great potentials in field applications. This study will 
develop/implement novel computer vision techniques for two sensing systems for monitoring 
different aspects of infrastructures in challenging field conditions. The dissertation is therefore 
composed of two parts: robust measurement of global multi-point structural displacements, and 
accurate and robust monitoring of local surface displacements/strains.  
Computer vision based displacement measurement has become popular in the recent decade. 
The first part presents InnoVision, a vision sensing system developed to address a number of 
challenging problems associated with applying vision sensors to the measurement of multi-
point structural displacement in field conditions that are rarely comprehensively studied in the 
literature. The challenging problems include tracking low-contrast natural targets on the 
structural surface, insufficient resolution for long distance measurement, inevitable camera 
vibration, and image distortion due to heat haze in hot weather. Several techniques are 
 
developed in InnoVision to tackle these challenges. Laboratory and field tests are conducted to 
evaluate the performance of these techniques. 
In the second part, another vision sensing system SurfaceVision is developed for accurate 
and robust monitoring two-dimensional (2D) structural surface displacements/strains. 
Important structures, such as nuclear power plants, need the continuous inspection of surface 
conditions. As an alternative to the human inspection, conventional digital-image-correlation 
(DIC) based methods have been applied to surfaces painted with speckle patterns in a controlled 
environment. However, it is highly challenging for DIC methods to accurately measure 
displacement on natural concrete surfaces in outdoor conditions with changing illumination and 
weather conditions. Additionally, common surface displacement measurement is based on 
segmenting the surface image into small subsets and tracking each subset individually through 
template matching, the surface displacement thus obtained has obvious discontinuity and low 
spatial resolution. Therefore, for applicability in the outdoor environment, SurfaceVision is 
proposed for accurate and robust monitoring of surface displacements/strains. Advanced 
computer vision techniques are developed/implemented to enable surface displacement 
measurement with high continuity, spatial resolution, accuracy, and robustness. An intuitive 
strain calculation method is also developed for converting surface displacements into surface 
strains. A numerical simulation is formulated based on four-point bending tests to validate the 
accuracy and robustness of SurfaceVision in surface displacements. Four-point bending 
experiments using reinforced concrete specimens are conducted to demonstrate the 
performance of SurfaceVision under different cases of optical noises and its effectiveness in 
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The background, objectives, and outline of this dissertation are covered in Chapter 1 
Introduction. 
1.1  Background 
Evaluating health conditions of aging infrastructures is critical in preventing catastrophic 
structural failure since preventive measures can be applied when a problem in the structure is 
detected in time. Globally, measurement of structural displacement responses is important in 
evaluating structural properties. Locally, monitoring of structure surface displacements and 
strains is necessary for detecting structure surface deterioration or crack formation.  
Structural analysis is mainly conducted using acceleration data [1-4]. However, 
displacements are more sensitive than accelerations in monitoring structural dynamic properties 
of slender structures with low frequency vibration responses such as long-span bridges and 
high-rise buildings. Moreover, deflections and induced strain distribution in the structure, 
which are critical characteristics in the structural integrity/safety analysis, can be obtained from 
structural displacements. 
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Generally, displacement sensors can be categorized into contact and non-contact types. 
Among the traditional contact type sensors, the global positioning system (GPS) and 
accelerometers can be used for obtaining displacements. However, they are limited by 
accessibility to the structures. The accuracy of displacement obtained by GPS is around 
±1.5 𝑐𝑚  [5, 6]. For accelerometers, errors can be significant in the conversion from the 
accelerations into displacements through double integration because the initial condition is 
difficult to estimate and the acceleration measurements always have some errors [7]. In order 
to decrease the errors in double integration, digital filters are usually required [8, 9] whose 
applicability in the field measurement still require further validation. Other contact or 
noncontact displacement sensors such as linear variable differential transmitter (LVDT) [10], 
eddy-current transducer, and laser displacement sensor[11] are limited by measurement 
distance and are susceptible to environmental impact such as wind/ground vibration. 
Installation of these sensors is labor-intensive and usually requires a stable platform, which is 
usually hard to find in the field, therefore they are not practical for field measurement of large 
scale structures.  
Computer vision-based displacement sensors which are simply composed of a video camera 
and a computing unit, have advantages over traditional displacement sensing methods. Vision 
sensors are capable of noncontact and remote displacement measurement with easy set-up as 
shown in Figure 1.1. Owing to the improvements in electronics for image sensors and computer 
technologies such as computer vision, cloud computing, and wireless data transfer, the cost of 
vision sensing system has been reduced while the computational speed has been increased. 
Vision sensors provide a simple, cost-effective, and accurate alternative for remote 
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displacement measurement, therefore can be a very promising alternative in constructing 
structural health monitoring system. 
 
Figure 1.1: Computer vision sensing system for bridge monitoring. 
Vision sensors have been broadly applied for solving civil engineering problems. The most 
famous applications include vibrational displacement monitoring [12-14], 3-axes (i.e. vertical, 
horizontal, and depth) displacement measurement [15, 16], surface displacement/strain 
measurement [17, 18], vision-based structural analysis [14, 19, 20], cable tensile force 
evaluation  [21], bridge lining inspection [22], rocking motion and landslide monitoring [23, 
24], automatic construction progress assessment [25], 3D object finding in point cloud [20], 
surface crack/defection detection based on texture-based video processing [26, 27] or deep 
learning [28-30], vehicle classification based on spectrogram features [31], and intelligent 
transportation [32, 33].  
Various vision sensing techniques have been developed and applied for displacement 
monitoring of civil infrastructures including digital image correlation (DIC) [21, 34-39], up-
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sampled cross correlation (UCC) [40, 41], phase-based method [12, 42], orientation code 
matching (OCM) [17, 43], optical flow, binary thresholding [44], and others [45-47].  
However, there are several challenges associated with applying vision sensors in monitoring 
displacement response in the field, such as low contrast natural target in low lighting 
environment, insufficient camera resolution, evident camera vibration, and heat haze in hot 
weather. These challenges were rarely comprehensively studied in the literature, but will be 
comprehensively studied in the first part of this research. To tackle these challenges for field 
applications, a new computer vision sensing system InnoVision is proposed for robust multi-
point structural displacement measurement. 
Additionally, to enable local structure surface condition monitoring, computer vision 
technique are applied for two-dimensional (2D) surface displacement measurements/strains. 
Other devices for surface displacement/strain measurement are limited to one-dimensional 
displacement/strain with low spatial resolution, e.g. fiber optic displacement sensors [48], or 
are not yet applicable to monitoring of structure surface conditions due to tiny sizes (e.g. thin 
film strain sensor [49, 50]). Also, they need to be inContact with the structures. Computer vision 
technique can enable non-contact two-dimensional surface displacement measurement on 
structure surface, usually by applying widely used digital-image-correlation methods (DIC). 
However, DIC based methods, though some of which are integrated with advance displacement 
optimization techniques [18, 51-53], are sensitive to optical noises such as water staining in wet 
weather or change in illumination condition. Additionally, common surface displacement 
measurement is based on segmenting the surface image into small subsets and tracking each 
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subset individually through block-wise template matching, the surface displacement thus 
obtained has obvious discontinuity and low spatial resolution. 
Therefore, another new computer vision sensing system, SurfaceVision, is developed for 
accurate and robust monitoring of surface displacements/strains. SurfaceVision inherits the 
essential gradient based similarity matching technique, edge-enhanced-matching (EEM), from 
InnoVision, therefore is robust against optical noises. Since structural surface deformation are 
mostly continuous, the displacement optimization and smart initialization techniques are 
applied to ensure continuity of surface displacement. A pixel-wise measurement method is 
developed for improving the spatial resolution of the surface displacement. An intuitive and 
effective strain conversion technique is developed to convert surface strains from surface 
displacements.  
The performances of InnoVision and SurfaceVision in tackling challenges associated field 
applications of these computer vision based sensing systems are evaluated rigorously in 
laboratory experiments and field tests. This study provides two computer vison systems, 
InnoVision and SurfaceVision, for global and local structural monitoring through 
measurements of 1D vibrational displacements and 2D surface displacements/strains.  
In the future work, to enable long term monitoring, vision sensing systems can be integrated 
with energy harvesting systems for sustainability as that shown in Figure 1.2. The proposed 
vision sensing systems have advantages in field applications; and with advancement in image 
sensors and computer techniques such as computer vision, cloud computing, and wireless data 
transfer, they can play an important role in the near-future comprehensive intelligent structural 
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health monitoring system, which interacts different sensors, cyber cloud servers, and human 
participants.  
 
Figure 1.2: Sustainable computer vision system for intelligent bridge monitoring. 
1.2  Objectives  
It is the objective of this dissertation to propose two computer vision based sensing systems for 
field applications including InnoVision for robust multi-point measurement of structural global 
displacements and SurfaceVision for accurate and robust monitoring of structural local surface 
displacements/strains. New vision sensing techniques are developed/implemented in these two 
sensing systems for tackling difficulties associated with applying them in challenging field 
conditions. This is the first time these challenges are comprehensive studied. At first, challenges 
for the InnoVision with solutions are listed below: 
First, it is difficult to accurately track the structural displacement of natural targets with low 
contrast features in low light conditions using intensity-based template matching methods (e.g. 
DIC and UCC methods). New gradient based template matching techniques, e.g. EEM, are 
developed in the InnoVision for tracking targets with low contrast features. 
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Second, the resolution of vision sensors is insufficient when monitoring multi-point 
structural displacements. Three widely used interpolation subpixel methods, including 
interpolation, cubic convolution [54], and paraboloid fitting method [17, 55], will be evaluated 
and incorporated into InnoVision. 
Third, camera vibration is inevitable in the field due to wind and ground vibration. Only 
few studies have been published on camera vibration cancellation. A practical technique for 
camera vibration cancellation using InnoVision was applied by simultaneously tracking both 
the object structure and a stationary background structure. 
Fourth, heat haze effect during hot weather can affect vision displacement sensor. During a 
hot day, temperature variations in the air creates variations in light refractive index, causing 
distortions in video images. The displacement extracted from the heat haze affected video 
images has measurement errors. Statistical characteristics of heat haze induced image 
distortions and displacement measurement errors are studied. A new statistical heat haze 
detection and filtering system is proposed based on the learned statistical characteristics and 
incorporated into InnoVision. 
Then, difficulties associated with applying SurfaceVision for surface displacement/strain 
measurement in filed conditions need to be studied and provided with solutions. 
Firstly, optical noises due to variations in weather and illumination conditions in long-term 
monitoring of structural surface in outdoor environments. The gradient based similarity 
matching technique EEM, developed in InnoVision, is expanded for 2D measurement and 
incorporated into SurfaceVision for robust measurement of surface displacement optical noises. 
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The surface image is segmented into subsets and displacements of each subset are tracked using 
EEM to obtain the 2D surface displacement. 
Secondly, surface displacement obtained through block-wise similarity matching, e.g. 
block-wise DIC, has obvious discontinuity since subsets are tracked individually, while surface 
deformation is usually continuous. An iterative displacement optimization and a smart 
initialization technique are applied to improve continuity of the surface displacement. The smart 
initialization technique allows initialization using displacements of the neighboring pixel with 
a high correlation score.  
Thirdly, since the displacement is tracked for each subset, the spatial resolution of the 
surface displacement is low with the smallest unit equal to the size of the subset for tracking. A 
new pixel-wise measurement method based on weighted average interpolation is developed 
spatial resolution of the surface displacement measurement.  
Fourthly, surface displacements obtained by the vision sensor cannot be directly evaluated 
because reference sensor not available. A numerical simulation based on theoretical analysis is 
therefore formulated to evaluate the displacement accuracy.  
Additionally, common surface strain conversion techniques based on surface fitting of 
surface displacement and differentiation are not intuitive since they are designed based on 
principles different from the standard definition of strains that is used by widely-used standard 
strain gauge transducers and is familiar to engineers. An intuitive surface strain conversion 
technique based on the principle of strain gauge transducers is developed.  
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Moreover, prediction of crack formations before they actually appear on structure surface 
is another challenge. Surface displacements and surface strains need to be analyzed in-depth 
for crack prediction. 
Effectiveness of the techniques developed for tackling the abovementioned challenges need 
to be evaluated through numerous laboratory experiments and field tests. 
 
1.3  Outline of the dissertation 
 
Figure 1.3: Outline of the dissertation. 
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Table 1.1: Summary of laboratory and field tests. 
 Number of tests Total video length (minutes) Size of video data (Gb) 
Laboratory 
tests 
156 190 2200 
Field tests 31 330 4400 
 
For tackling challenges associated applications of vision based displacement sensors for robust 
measurement of structural multi-point displacement in field conditions, a new computer vision 
sensing system InnoVision is developed. The InnoVision is first developed, as presented in 
Chapter 2, to address difficulties including low-contrast features, insufficient displacement 
resolution, and camera vibration. The problem to track natural targets with low contrast features 
is further studied in Chapter 3, where a new gradient based similarity matching technique EEM 
is developed and implemented for InnoVision. Another challenge for the vision based 
displacement measurement is heat haze induced image distortions in hot weather. Therefore, 
the heat haze problem is studied in Chapter 4 and a heat haze error detection and filtering system 
is proposed for enabling field application of InnoVision in hot weather. Laboratory tests and 
field tests on different bridges are conducted to validate the effectiveness of InnoVision in 
tackling these challenges. 
To enable accurate and robust monitoring of surface displacements/strains, another 
computer vision sensing system SurfaceVision is proposed for local surface condition 
monitoring. The SurfaceVision is first introduced in in Chapter 5. The block-wise EEM 
technique is developed for 2D surface displacement measurement by segmenting a surface 
image into block subsets and tracking each subset individually by EEM. A four-point bending 
laboratory test is conducted to validate the robustness of the block-wise EEM against optical 
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noises. There are limitations in the study in Chapter 5. Therefore, an improved system 
SurfaceVision is developed in Chapter 6, with improvements in continuity, spatial resolution, 
and accuracy in surface displacement measurement. A displacement optimization and a 
customized smart initialization technique are implemented to the improved block-wise EEM to 
increase the continuity and accuracy of the surface displacement. A pixel-wise measurement 
method is developed for the pixel-wise EEM for improving the spatial resolution of the surface 
displacement. An intuitive strain conversion technique is also developed by following the 
principle of strain gauge transducers. A numerical simulation is also formulated based on 
theoretical analysis of the laboratory four point bending test to evaluate the effectiveness of the 
pixel-wise EEM. In the laboratory test, the performance of the pixel-wise EEM is further 
demonstrated, and the obtained surface displacement/strain measurements are used for 
predicting crack formations. 
The outline of the dissertation is displayed in Figure 1.3. A large amount of video data was 
collected from laboratory and field tests as summarized in Table 1.1 to provide the database for 
evaluating current/future vision sensing techniques. This dissertation is arranged as follows:  
 Chapter 2: The InnoVision is developed to address a number of difficulties associated with 
the application of vision sensors to monitoring structural displacement responses in the field. 
First, limited lighting condition in the field presents a challenge to tracking low contrast 
features on the structural surface using intensity-based template matching algorithms. A 
gradient based template matching algorithm, dense-RHOG, is formulated. Second, to cost-
effectively monitor structural displacements at multiple points using one camera, widely 
used interpolation subpixel methods are investigated and incorporated into InnoVision. 
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Third, camera vibration in the field causes displacement measurement errors. A practical 
solution is proposed by applying the multi-point monitoring to track both the structure and 
a stationary reference point and effects of the camera vibration can be canceled by 
subtracting the reference displacement from the structural displacement. The vision sensor 
also has the advantage to monitor displacements of multi-points simultaneously under the 
effect of camera vibration. Several laboratory and field tests are conducted to evaluate the 
vision sensor’s performance. One of the field tests is conducted on a steel girder bridge in 
a challenging low lighting condition at night, and another field test is conducted on the 
Manhattan Bridge by setting up the camera on the Brooklyn Bridge. The dense-RHOG, 
however, in not intuitive since the dimension of transformed image is much higher than the 
greyscale image, making it difficult to be adapted for other applications such as 2D surface 
displacement measurement. 
 Chapter 3: In the improved InnoVision, a new and intuitive edge-enhanced-matching 
(EEM) technique, improved from the orientation-code-matching (OCM) and the dense-
RHOG techniques, is proposed to enable robust tracking of low-contrast features. Besides 
extracting gradient orientations from images as in OCM, the proposed EEM technique also 
utilizes gradient magnitudes to identify and enhance subtle edge features to form EEM 
images. In EEM transform, gradient magnitudes, gradient orientations, and image 
intensities are integrated in pixel level. A ranked-segmentation (RS) filtering technique is 
also developed to post-process EEM images to make it easier to identify edge features. The 
accuracy and robustness of EEM in tracking low-contrast features are validated in 
comparison with OCM and DIC methods in the field tests conducted on a railroad bridge 
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and the long-span Manhattan Bridge. Frequency domain analyses are also performed to 
further validate the accuracy of the measurements. 
 Chapter 4: Computer vision based displacement measurement techniques can be affected 
by heat haze in hot weather. Heat haze occurs naturally when viewing a thick layer of heated 
air. Non-uniformity of air densities due to heat creates spatial variations in the refraction 
indexes, resulting in distortions in video images, therefore producing measurement errors 
in the displacement obtained from distorted video images. Previous literatures are focused 
on haze removal for stationary photographs. However, when tracking displacement 
responses of structures, it is challenging to distinguish the structural displacement from the 
measurement errors caused by heat haze induced image distortions, therefore previous 
techniques are not applicable to heat haze elimination for displacement measurement. The 
study of chapter is to tackle the heat haze problem which is rarely considered in the literature 
in developing the computer vision based displacement measurement techniques. At first, 
effects of heat haze on the vision based displacement sensor are briefly illustrated in 
laboratory and field tests to validate the necessity of this study. Numerous laboratory 
experiments with simulated heat haze and field tests in hot weather are conducted for 
studying the heat haze problem. Then, statistical characteristics of heat haze induced image 
distortions and displacement measurement errors are analyzed and used for designing a 
statistical heat haze detection and filtering system for computer vision based displacement 
measurement by InnoVision. The heat haze detection and filtering system is validated in 
the laboratory experiment. Besides, a field test is conducted on Williamsburg Bridge to 
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further demonstrate the statistical heat haze filtering technique in the natural environment 
in hot weather.  
 Chapter 5:  Local surface condition monitoring is critical for important concrete structures, 
such as nuclear power reactors, that are sensitive to surface deteriorations, e.g. crack 
formations due to silica-alkali reactions. It is vital surface conditions of these structures are 
monitored continuously. This can be achieved by applying vision sensors for remote sensing, 
and non-destructive evaluation of the structure surfaces as an alternative or compensation 
to human inspections. Vision sensors based on DIC have been developed for surface 
displacement and surface strain measurement, however, they are sensitive to environmental 
optical noises due to variations in weather and lighting conditions. In this chapter, a new 
robust computer vision system, SurfaceVision, is developed based on the gradient based 
block-wise EEM by expanding EEM for robust surface displacement/strain measurement 
against optical noises. To convert surface strains from surface displacements, a simple 
finite-element (FE) strain conversion method is developed assuming bi-cubic displacement 
distribution within a small window. A four-point bending experiment is conducted on a 
reinforced concrete beam specimen to demonstrate the robustness of the block-wise EEM 
in comparison with DIC based vision sensors. From analyses of surface strains, locations 
of crack formations can be predicted in the experiment.  
 Chapter 6: In order to improve the continuity, spatial resolution, and accuracy of surface 
displacement measurement, an improved SurfaceVision is developed. The iterative 
displacement optimization technique and the smart initialization technique are implemented 
to the improved block-wise EEM to improve its continuity in surface displacement. This is 
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achieved by initializing pixels using the displacement of the neighboring pixel with a high 
correlation score, and optimizing these pixels iteratively. A pixel-wise measurement 
method is proposed in the pixel-wise EEM, further upgraded from the improved block-wise 
EEM, for high spatial resolution pixel-wise surface displacement measurement. The 
increases in continuities and spatial resolutions can in turn improve the accuracy of the 
surface displacement. An intuitive and practical strain conversion technique is also 
developed based on the principle of strain gauge transducers for converting surface strains 
from surface displacements. To validate the accuracy of the surface displacement, a 
numerical simulation was formulated based on theoretical analyses of the four point bending 
test and simulated optical noises. The improvements in continuity, spatial resolution, 
accuracy, and robustness in surface displacement measurement by the pixel-wise EEM are 
validated by the numerical simulation in comparison with the block-wise EEM and the 
block-wise DIC. The performance of the improved SurfaceVision is further demonstrated 
in the four-point bending experiments. Surface displacements, and surface strains are 
analyzed in-depth for predicting crack formations, which are validated by comparing with 
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Chapter 2  
2 Computer vision based structural multi-point 
displacement monitoring in field conditions 
In this chapter, a new vision sensing system InnoVision is developed for robust, high-resolution, 
camera vibration resistant, and multi-target structural displacement measurement. A number 
of difficulties associated with the application of vision sensors to monitoring structural 
displacement responses in the field are comprehensively studied, including low-contrast target 
in limited lighting, camera vibration, and insufficient resolution in remote multi-point tracking 
using one camera. These difficulties were rarely comprehensively studied in the literature. New 
computer vision techniques are developed and applied to tackle these challenges. This chapter 
is reproduced from the paper published at the journal of Engineering Structures and co-
authored with Professor Feng and Dr. Wu [56]. 
2.1  Introduction 
In the health monitoring of slender structures such as long-span bridges and high-rise buildings, 
displacements are more sensitive than accelerations in estimating structural dynamic properties. 
Vision displacement sensors have advantages over other displacement sensors in monitoring 
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large structures due to their low cost, easy set-up, and capability of remote non-contact 
measurement. However, difficulties including low lighting condition, insufficient camera 
resolution and evident camera vibration present challenges to the use of vision sensors in field 
bridge monitoring. To tackle these difficulties, a new video image processing software 
InnoVision is developed by incorporating numerous computer vision techniques.  
Firstly, the intensity-based template matching algorithms such as DIC and UCC methods 
are very sensitive to lighting conditions. In order to accurately track the structural displacement 
of natural targets with low contrast features in low lighting conditions, a new gradient based 
template matching algorithm was developed in the InnoVision, with inspiration from the 
histogram of oriented gradients (HOG) algorithm [57] and the high-performance template 
matching method (PQ-HOG) algorithm [58]. 
Secondly, to improve the resolution of vision sensors, subpixel algorithm is needed. The 
common subpixel algorithms are gradient-based methods [59, 60], Newton-Raphson method 
[59], up-sampling cross correlation method, generic methods [61, 62], phase correlation method 
[63], neural network methods [64], and the interpolation methods. Because of their simplicity, 
accuracy and computational efficiency, interpolation methods are the most popular subpixel 
methods in vision sensors. Therefore, the interpolation methods are also incorporated into the 
InnoVision. Three widely used interpolation subpixel methods are considered, including the 
spline interpolation, cubic convolution [54], and paraboloid fitting methods [17, 55].  
Thirdly, camera vibration is common in the field. However, only few research have studied 
the techniques camera vibration cancellation. InnoVision has the capability to simultaneously 
track multi points on the structure. Therefore, a practical technique is proposed for cancelling 
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the measurement errors caused by camera vibration, by simultaneously tracking both the target 
structure and a stationary reference structure. Usually, the stationary reference structure is 
chosen from the background of the camera’s field of view. 
Three laboratory tests and two field tests are conducted to evaluate the performance of the 
InnoVision. The first test is to evaluate the performance of the subpixel method. Three 
aforementioned interpolation subpixel methods are investigated. The second laboratory test 
evaluates the robustness of InnoVision to low contrast features and the third test demonstrates 
the efficacy of the practical technique for camera vibration cancellation and further validates 
the robustness of InnoVision to low contrast features. In the field tests, one of them conducted 
on a steel girder bridge in a low lighting condition to demonstrate the robustness of InnoVision 
in comparison with two other methods. The other field test is conducted on Manhattan Bridge 
for validating the efficacy of the proposed technique for canceling camera vibration, and the 
advantage of InnoVision for monitoring multiple points simultaneously under camera vibration. 
This chapter is arranged in the following way: Section 2.2 covers the configuration and 
algorithms of InnoVision. In Section 2.3, three laboratory tests were included. Section 2.4 
covers the field test conducted on a steel girder bridge, and Section 2.5 covers the other field 
test conducted on Manhattan Bridge. Section 2.6 concludes this chapter. 
2.2  Proposed vision sensing system 
The InnoVision system primarily contains a video camera and a computing unit. The video 
camera used in the InnoVision system is a mono PointGrey USB 3.0 Camera of model FL3-
U3-13Y3M-C which has 1280 by 1024 pixels of 4.8 μm in size. And the computing unit used 
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was the Intel i7 CPU and 9 Gb RAM. As shown in Figure 2.1, a cable for high-speed and high-
fidelity data transmission and a tripod for fixing the camera are also used in the InnoVision 
system. In the field monitoring, the video camera is installed in a remote location to capture the 
structural vibrations.  
 
Figure 2.1: Structural displacement tracking using InnoVision system. 
2.2.1  Overview of the image processing software 
The InnoVision system uses a video camera to capture structural vibrations remotely by 
tracking the targets of natural features on the structure surface. The captured video is then 
transmitted to the computing unit installed with a video image processing software for 
extracting displacements from the video images. The overview of the image processing 
technique is presented in Figure 2.2. First, a target of features is selected on the first frame of 
the video, then the template matching algorithm is applied to obtain the pixel displacement of 
the target in subsequent frames. In this case, a robust gradient based similarity matching 
algorithm is developed for InnoVision to cope with low contrast features in low lighting 
condition. Detailed information about this algorithm will be given in the following section. A 
subpixel method is implemented to increase the displacement resolution of InnoVision. Finally, 
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the obtained pixel displacement of the target is converted into physical displacements by 
multiplying a scaling factor (𝑆𝐹), the calculation of which will also be introduced later. 
 
Figure 2.2: Overview of the video image processing software. 
Multiple targets can be selected and tracked in this software, therefore, InnoVision is able 
to monitor displacements of multiple critical points on a structure using only one video camera. 
What’s more, a new practical technique is developed based on multi-target displacement 
tracking for camera vibration cancellation by tracking the target on the structure and the 
background target on the stationary background building simultaneously. 
2.2.2  Dense rectangular histogram of gradients feature descriptor 
In the low lighting condition, the features of the natural targets on the structure may have low 
contrast, image intensities of which are very similar to that of the background, making it 
challenging for intensities based template matching algorithms to accurately track the structural 
vibrations. Therefore, in the InnoVision, a new vision sensing technique based on gradient 
information is developed for tracking low contrast features. This technique is inspired by the 
Chapter 2  Computer vision based structural multi-point displacement monitoring in field 
conditions                                                                                                                                  22 
 
sparse HOG feature descriptor [57], and the PQ-HOG template matching algorithm [58]. The 
new gradient based template matching algorithm is proposed based on a new similarity 
estimation function and the dense rectangular HOG (dense-RHOG) feature descriptor.  
The dense-RHOG represents the steepest ascent orientation and magnitude of the image 
which is estimated from the pixel neighborhoods. The obtained dense-RHOG code thus 
contains information of the texture and shape of the target and is essentially robust in low 
illumination condition and invariant to the change of illumination conditions. One example of 
the dense-RHOG transform is shown in Figure 2.3 for converting a pixel intensity in the blue 
shade into a four-bin dense-RHOG code. At first, the densest one-pixel step HOG code grid is 
computed. Each pixel is transformed into a four-bin feature descriptor, dense-RHOG code, 
which is estimated from nine pixel neighborhoods. The detail of the new similarity matching 
algorithm with pixel level analysis is shown below. 
 
Figure 2.3: Example for transforming a pixel into dense-RHOG code. 
Assume the pixel intensity information of a discrete digital image is represented by 𝐼(𝑥, 𝑦), 




= 0.5 ∗ (𝐼(𝑥 + 1, 𝑦) − 𝐼(𝑥 − 1, 𝑦))                          (2.1) 
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= 0.5 ∗ (𝐼(𝑥, 𝑦 + 1) − 𝐼(𝑥, 𝑦 − 1))                          (2.2) 
The gradient magnitude 𝐺𝑚 and gradient orientation angle 𝜃 are then calculated as: 
𝐺𝑚(𝑥, 𝑦) = √𝑓𝑥2 + 𝑓𝑦2                                                    (2.3) 
𝜃(𝑥, 𝑦) = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑓𝑦
𝑓𝑥
)                                                    (2.4) 






]. The orientation angle bin 𝐺𝑏 is assigned by quantizing 𝜃 into 
four bins. 𝐺𝑏 is expressed as: 
𝐺𝑏(𝑥, 𝑦) = ⌊2 ∗
𝜃(𝑓𝑥,𝑓𝑦)
𝜋
+ 3⌋ ; 𝐺𝑏 = 1,2,3,4.                                  (2.5) 
Each orientation angle bin is given a numerical assignment, as presented in Figure 2.4. 
 
Figure 2.4: Illustration of orientation angle bin. 
The dense-RHOG code is calculated from the gradient magnitude 𝐺𝑚 of the neighborhood 
pixels and their corresponding orientation angle bin values: 
𝑑𝑒𝑛𝑠𝑒 𝑅𝐻𝑂𝐺(𝑘) = ∑ 𝐺𝑚(𝑥, 𝑦)𝐺𝑏(𝑥,𝑦)=𝑘 ;  𝑘 = 1,2,3,4.                    (2.6) 
A customized similarity estimation function 𝛾for dense-RHOG codes is employed to evaluate 




∑ 𝑠(𝑅𝐼𝑚,𝑛(𝑖, 𝑗, 𝑘), 𝑅𝑇(𝑖, 𝑗, 𝑘))
4
𝑘=1 ,                                          (2.7) 
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𝑠 (𝑅𝐼𝑚,𝑛(𝑘), 𝑅𝑇(𝑘)) =
∑ [[𝑅𝐼𝑚,𝑛(𝑖,𝑗,𝑘)−𝑅𝐼𝑚,𝑛
̅̅ ̅̅ ̅̅ ̅̅ ][𝑅𝑇(𝑖,𝑗,𝑘)−𝑅𝑇̅̅ ̅̅ ]]𝐼𝑚,𝑛
{∑ [𝑅𝐼𝑚,𝑛(𝑖,𝑗,𝑘)−𝑅𝐼𝑚,𝑛








,              (2.8) 
where 
𝑅𝐼𝑚,𝑛
̅̅ ̅̅ ̅̅ ̅ = ∑ [𝑅𝐼𝑚,𝑛(𝑖, 𝑗, 𝑘)]𝐼𝑚,𝑛 ;  𝑅𝑇
̅̅̅̅ = ∑ [𝑅𝑇(𝑖, 𝑗, 𝑘)]𝑇 .                        (2.9) 
where 𝑠(. )  is the normalized cross-correlation of 𝑅𝐼𝑚,𝑛(. )  and 𝑅𝑇(. ) ; 𝑅𝐼𝑚,𝑛(𝑖, 𝑗, 𝑘)  and 
𝑅𝑇(𝑖, 𝑗, 𝑘) are the dense-RHOG code images of the object image I and the template image T  
separately; (𝑖, 𝑗) locates the position of pixel on the image; (𝑚, 𝑛) shows the position of the 
object image in the scene.  
The best match between the template T and the object image I from the same scene is found 
by maximizing 𝛾 which is in the form of summation of normalized cross correlation of each bin 
of the matching dense-RHOG codes. The entire scene image needs to be compared with the 
template image in order to find the best matching point, where the similarity function 𝛾 reaches 
its maximum. When the scene image is large, this process can be time consuming especially. 
Therefore, a region-of-interest (ROI) based on the current best matching position of the 
template image is defined for the dense-RHOG matching process. 
2.2.3  Subpixel resolution and scaling factor 
In the matching process, the similarity function 𝛾 is calculated at every pixel position in the 
scene image. One example of a similarity function map containing the values of the similarity 
measurement of a rectangular grid is shown in Figure 2.5, thus the highest resolution of the best 
matching position and the displacement measurement is one pixel. To increase the resolution 
of the displacement measurement and to improve the accuracy of the vision sensor, a subpixel 
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algorithm needs to be implemented and applied to the similarity function map. Three 
interpolation subpixel methods will be evaluated and compared, which are the paraboloid 
interpolation, the cubic convolution, and the spline interpolation. And the one with the best 
performance will be selected to be employed by InnoVision for the subpixel resolution. These 
subpixel methods are introduced as follows. 
 
Figure 2.5: Similarity function map of a rectangular region. 
The paraboloid interpolation proposed by Gleason et al. (1990) [55] was applied by the 
authors [17] into the vision sensing technique. In this method, the similarity function map is 
divided into many small windows with size of 3 × 3 pixels and the value distribution within the 
small window is assumed to be paraboloid. The coefficients of the equation of paraboloid are 
obtained through the least square method which should fit through all the points in the window. 
The extreme similarity value and its coordinate are then obtained by finding the peak value on 
the paraboloid surface. The obtained extreme coordinate is the subpixel coordinate (𝑃𝑒(𝑥’, 𝑦’)) 
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which can be transformed into the subpixel displacement 𝐷 after subtracting the coordinate of 
the template in the reference image 𝑃𝑟(𝑥, 𝑦), as shown below: 
𝐷 = 𝑃𝑒(𝑥
′, 𝑦′) − 𝑃𝑟(𝑥, 𝑦).                                          (2.10) 
While, in the cubic convolution, the surface of the similarity function map is interpolated 
using bi-cubic convolution by applying a convolution kernel proposed by Keys in 1981 [54] in 
axes of both directions. And in the spline interpolation, the similarity map is fitted by a third 
order interpolation surface as that presented in Figure 2.5, where the surface are supposed to 
pass through all the points and the first and second derivatives are continuous everywhere. The 
interpolation will take a shape that minimizes the bending to ensure the spline at all knots. The 
two-dimensional cubic convolution and the spline interpolation are realized in the paper by 
using a MATLAB built-in function 𝑖𝑛𝑡𝑒𝑟𝑝2.  
After adopting the interpolation subpixel method, InnoVision can how produce subpixel 
displacements with much higher resolution than pixel displacements. The obtained subpixel 
displacements in the image coordinate can be converted into the displacements in the physical 
coordinate by multiplying a constant factor, as shown below: 
  𝐷𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙 = 𝐷𝑖𝑚𝑎𝑔𝑒 ∗ Sf,                                              (2.11) 
where 𝑆𝑓 is the constant scaling factor. The 𝑆𝑓 is computed by raking the ratio of the physical 
dimension of a known object its pixel dimension in the image plane, as presented below and 




.                                             (2.12)  
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Figure 2.6: The projection of a physical plane into the image plane in the vision sensor. 
2.2.4  Camera vibration cancellation through multi-point displacement 
measurement 
Robust multi-point displacement monitoring can be realized in the InnoVision using one camera 
after employing subpixel algorithm for subpixel resolution. However, ambient ground 
vibrations and the wind are inevitable in the field, which can cause camera vibrations during 
monitoring, therefore causing errors in displacement results. The effect of camera vibration 
becomes more evident when the target is monitored in long distance. This is because the pixel 
displacement of the target on the image plane becomes smaller due to a larger scaling factor in 
a longer distance monitoring. 
The effect of the camera vibration can be canceled by applying the multi-point measurement 
of InnoVision. At first, the object targets (referred as targets) are selected on the monitored 
structure; and a background target (referred as BG target) is selected on the stationary 
background structure. The displacements of the targets and the BG target are tracked 
simultaneously. The errors in the displacement of targets caused by camera vibration can be 
calculated from the displacement of BG target, as explained below. 
On the image plane of the camera, the pixel displacement of the BG target (𝐸𝑖𝑚𝑎𝑔𝑒
𝐵𝐺 ) is equal 
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𝐵𝐺 .                                                  (2.13) 
Also, the movement of the camera (𝐸𝑖𝑚𝑎𝑔𝑒
𝑐𝑎𝑚𝑒𝑟𝑎 ) is equal to the errors in the displacement 






𝑐𝑎𝑚𝑒𝑟𝑎.                                               (2.14) 
Therefore, by subtracting the pixel displacement of BG target (𝐸𝑖𝑚𝑎𝑔𝑒
𝐵𝐺 ) from the pixel 
displacement of the targets (𝐷𝑖𝑚𝑎𝑔𝑒
𝑡𝑎𝑟𝑔𝑒𝑡
), the effect of camera vibration can be canceled in the new 
targets’ displacements in image coordinate (?̃?𝑖𝑚𝑎𝑔𝑒
𝑡𝑎𝑟𝑔𝑒𝑡𝑠










𝐵𝐺 .                                    (2.15) 
Because the displacement subtraction is performed before applying the scaling factor of the 
target, therefore the scaling factor for the BG target is not needed. The displacement after 
cancelling camera vibration in image coordinate can then be converted into physical 





∗ 𝑆𝑓 .                                          (2.16) 
2.3  Experimental validation 
A series of laboratory experiments were conducted on a two-story shear structure to validate 
the performance of InnoVision under aforementioned challenging testing conditions, such as 
low lighting, low resolution, and camera vibration. As shown in Figure 2.7, a video camera was 
placed 4.175 meters away from the two-story shear structure. The 𝑆𝑓 of the video images was 
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0.7724 mm/pixel. A shaking table was located under the video camera to simulate vibrations 
of the camera. A three-story steel structure nearby was used as background architecture. Two 
laser displacement sensors were installed on it as reference sensors at 40 cm next to the two-
story target structure. 
 
Figure 2.7: Experiment setup and target selection for laboratory experiments. 
2.3.1  Experiment setup 
An impact force induced by a hammer was applied to the top floor of the two-story structure. 
The movement of the structure was monitored by both the reference laser displacement sensors 
and the vision sensor. The displacements obtained by the laser displacement sensors were used 
as reference data. And the displacements obtained by the InnoVision were evaluated by 
comparing with the reference data.  
Three experiment tests were conducted under different monitoring conditions. The testing 
scenarios were listed in Table 2.1. In the first test, the necessity and performance of the three 
subpixel methods were evaluated. The interpolation subpixel method with the best performance 
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was selected to be incorporated into InnoVision. In the first test, the video camera remained 
stationary without any vibration. The second test is to validate the robustness of InnoVision to 
low contrast features in low lighting condition. This test was conducted in a low light condition 
also without any camera vibration. In the third test, the effect of camera vibration was added to 
test the practical camera vibration cancellation technique and to further validate the robustness 
of InnoVision. The video camera was placed on a shaking table that vibrated under a white 
noise signal. 








First test Stationary Good lighting Subpixel methods 
Second test Stationary Low lighting Low contrast feature 
Third test Shake with white noise Low lighting Camera vibration 
 
2.3.2  First experiment for subpixel method for higher resolution 
The displacement resolution of the template matching methods without subpixel algorithm is 
limited to one pixel which corresponds to 0.7724 mm in this experiment (𝑆𝐹 = 0.7724). This 
resolution is not sufficient for structural dynamic analysis. To increase the displacement 
resolution, one can either move the video camera closer to the target, purchase an expensive 
high-resolution video camera, or employ a subpixel registration method. However, to be able 
to monitor multiple points, the object-to-camera needs to be very long to ensure the image plane 
is large enough. If only the video cameras with limited quality are available, the first choice is 
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to employ one of the efficient interpolation subpixel methods. Three of the interpolation 
subpixel methods including the spline, cubic convolution, and paraboloid methods were tested 
and evaluated by comparing the results before/after applying the subpixel methods.  
In the first laboratory test, the effectiveness of these three interpolation subpixel methods 
was evaluated. The results with and without subpixel method were plotted in Figure 2.8 and 
Figure 2.9. The displacement results obtained without subpixel method did not match well with 
the reference data; on the contrary, the displacements obtained after implementing any of the 
three interpolation subpixel methods matched very well with the reference data.  
The root squared mean errors (RMSE) without/with subpixel method were also calculated 
and listed in Table 2.2. After implementing the subpixel methods, the RMSE were significantly 
reduced by up to 57%. The spline interpolation method performed the best in the test, therefore 
was implemented in the proposed vision sensor, InnoVision. After applying the spline 
interpolation subpixel method, the displacement resolution of InnoVision was increased 20 
folds from 1 pixel (0.7724mm) to 1/20 pixel (0.03662mm) and became sufficient for multi-
points displacement monitoring. 
 
Figure 2.8: The displacement obtained by InnoVision without /with subpixel methods in the 
first experiment. 
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Figure 2.9: The measurement error obtained by InnoVision without /with subpixel methods in 
the first experiment. 
Table 2.2: RMSE of the subpixel methods in the first experiment. 
 No subpixel Spline Cubic convolution Paraboloid 
RMSE (mm) 0.245 0.105 0.112 0.144 
Reduction in RMSE (%) - 57.39 54.73 41.67 
 
2.3.3  Second experiment for robust tracking of low contrast features 
Since the lighting conditions are not constant and always change in the field environment, it is 
inevitable that the structure is monitored in low lighting condition. In the second test, the low 
lighting condition was simulated by setting the structure in the environment illuminated by dim 
light. A natural target with low contrast feature was selected on the structure for tracking. This 
target is hardly distinguishable from the background sine their pixel intensities are similar. 
Meanwhile, the same target under good lighting condition had much higher contrast from the 
background, as shown in Figure 2.10. 
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Figure 2.10: Target selection for the second experiment.  
The displacements of the target in dim light condition were obtained by both the proposed 
dense-RHOG method and the traditional DIC, as seen in Figure 2.11. The DIC used for 
comparison employed the normalized-cross-correlation (NCC) algorithm for template 
matching and the spline interpolation subpixel method for subpixel resolution. The NCC 
algorithm is achieved by applying the MATLAB function 𝑛𝑜𝑟𝑚𝑥𝑐𝑜𝑟𝑟2. 
 
Figure 2.11: Comparison between dense-RHOG displacements and DIC displacements in the 
second experiment.  
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Figure 2.12: Comparison between the measurement errors in dense-RHOG displacements and 
that in DIC displacements in the second experiment. 
From Figure 2.11, the displacements obtained by dense-RHOG matched very well with the 
reference data while the displacements obtained by DIC did not match well with the reference 
data. As shown in Figure 2.12, the displacement errors obtained by dense-RHOG was less than 
1mm, while the displacement errors obtained by DIC reached as high as 3 mm. The DIC is 
expected to fail catastrophically and diverge in this low lighting condition. However, since the 
template matching was carried out within a confined ROI, the displacement was obtained based 
on the highest correlation point within the ROI, therefore the erroneous results could be discrete 
and may approach to zero. The RMSE of the displacement measurement obtained by dense-
RHOG (0.431 mm) was much lower than that obtained by DIC method (2.020 mm). This test 
validated the robustness of the dense-RHOG in monitoring displacement of low contrast 
features. 
2.3.4  Third experiment for camera vibration cancellation  
The third laboratory test was conducted to validate camera vibration cancellation through multi-
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point displacement monitoring enabled by InnoVision. The camera vibration in the test was 
simulated by putting camera on a shaking table which was excited by white noise, and two 
targets on the floors of the monitored structure and one BG target were selected as shown in 
Figure 2.7 and their displacements were tracked simultaneously. The effects of camera vibration 
were canceled by subtracting the displacements of the BG target from the displacements of the 
targets. 
The displacement measurement of the two-story structure before and after camera vibration 
were plotted in Figure 2.13 and Figure 2.14. The measurement errors were greatly reduced after 
camera vibration cancellation. The displacements of the targets after camera vibration 
cancellation matched very well with the reference data. Table 2.3 showed the testing errors 
(RMSE) were reduced up to 61 % after camera vibration cancellation. The laboratory results 
confirmed the efficacy of the practical camera vibration cancellation technique by applying 
multi-point vision displacement monitoring. Since the third test is also conducted in low 
lighting condition, the robustness of InnoVision is further validated. 
 
Figure 2.13: Displacement measurement of the first floor before/after camera vibration 
cancellation in the third experiment. 
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Figure 2.14: Displacement measurement of the second floor before/after camera vibration 
cancellation in the third experiment. 





After camera vibration 
cancellation 
Reduction (%) 
Floor 1 RMSE (mm) 0.409 0.158 61.45 
Floor 2 RMSE (mm) 0.446 0.206 53.81 
2.4  First field test for robust tracking of low contrast features 
The robustness of dense-RHOG in monitoring of low contrast features was validated in the 
second laboratory test. To further confirm the robustness of dense-RHOG in comparison with 
two other methods including DIC method, and UCC method, a field test was conducted on a 
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2.4.1  Setup of the first field test 
A video camera was placed on a stationary point which was perpendicular to the bridge at 30 
feet (9.14 meters) away, as presented in Figure 2.15. The vertical displacement responses of the 
mid-span of the bridge were captured when a train passed through at a speed of 25 mph. A rivet 
on the mid-span bridge surface was selected as the target, as shown in Figure 2.16, which had 
low contrast from the background because the test was conducted at night. An LVDT was 
placed on a stationary ground under the mid-span of the bridge as the reference sensor. The 
reference sensor was utilized to evaluate the performance of dense-RHOG and the other two 
methods: DIC and UCC. The sampling frequency of the displacement result was 150 Hz. 
 
        (a) Schematic plot of the first field test                          (b) Shot of field test  
Figure 2.15: Setup of the first field test conducted on a steel girder bridge. 
 
Figure 2.16: Natural target selected on the bridge in the first field test. 
2.4.2  Displacement measurement of target with low contrast features 
The measured displacements obtained by the reference sensor and the vision sensors were 
depicted in Figure 2.17. The measurement of dense-RHOG matched very well with the 
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reference data while the DIC method could only roughly detect the general trend of the 
displacement. The displacement obtained by UCC method had errors too large in comparison 
with the reference data, therefore was not plotted. The RMSE estimations of the displacement 
measurements were listed in Table 2.4. The RMSE of the measurement results obtained by the 
dense-RHOG (0.28 mm) was much lower than that by DIC method (1.8 mm) and UCC method 
(29.4 mm). The results demonstrated the dense-RHOG which is based on the steepest ascent 
orientation and magnitude is more robust to low lighting conditions than DIC and UCC methods 
which are directly based on pixel intensities. 
 
(a) Measured displacement 
 
(b) Measurement error 
Figure 2.17: Comparison of field displacement measurements obtained by different methods. 
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Table 2.4: RMSE of measurements obtained by different methods in the first field test. 
  Dense-RHOG DIC UCC 
RMSE 
(mm) 
Natural Target 0.28 1.88 29.4 
 
2.4.3  Analyses of robustness of dense-RHOG in comparison with DIC 
Dense-RHOG is not sensitive to changes in lighting conditions since the gradient magnitude 
𝐺𝑚 and gradient orientation angle 𝜃 are decided by the gradients of intensities as shown in Eq. 
(2.3) and Eq. (2.4) in section 2.2.1. On the contrary, the DIC technique could not track the target 
accurately because it relies on image intensities for tracking. Changes in the lighting conditions 
may change the correlation value in the DIC technique therefore causing errors in the 
displacement measurement. For example, when the intensities offset by a factor of  𝑣 , the 
intensities and the correlation value in the DIC technique change, but the gradient in either 
direction will not change. Therefore the orientation angle 𝜃  and the orientation magnitude 






















= 𝑓𝑦                                                   (2.18) 
𝜃′ = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑓𝑦′
𝑓𝑥′
) = 𝜃                                                       (2.19) 
𝐺𝑚
′ = √(𝑓𝑥′)2 + (𝑓𝑦′)
2
= 𝐺𝑚                                                   (2.20) 
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When the target has high contrast, small changes in image intensities can be negligible since 
a rectangular target of 𝑚 × 𝑛 pixels instead of one pixel is selected for tracking. However, when 
the target has low contrast, small changes in image intensities may affect the target pattern, 
therefore resulting in errors in measurement obtained by DIC. Another reason is that in low 
lighting condition, the image intensities fluctuates since the photo counts for the fixed exposure 
time may vary. The analyses agree with the results in the field test. As shown in the Figure 2.17, 
for the durations of 9.6s - 10s in the field test, the lighting condition changed and caused high-
variance and high-frequency errors in the displacement obtained by DIC. For other durations, 
the small-variance errors are probably due to the image intensities fluctuations.  
2.5  Second field test for camera vibration cancellation 
The capability of InnoVision to cancel camera vibration through multi-point displacement 
monitoring was further validated in the second field test. The test was conducted on Manhattan 
Bridge, a steel suspension bridge with 448 meters long span located in New York City. The 
vibrational response of the Manhattan Bridge was captured by a video camera that was located 
on Brooklyn Bridge at 447 meters away from the mid-span of Manhattan Bridge as shown in 
Figure 2.18. The camera vibration was introduced by the structural vibration of Brooklyn 
Bridge which was subjected to constant traffic. 
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(a) Bird-view of testing site                                          (b) Test setup 
Figure 2.18: Bird-view and setup of the second field test. 
2.5.1  Setup of the second field test 
At first, a natural target was selected on the mid-span of the Manhattan Bridge and a BG target 
was selected on a background building. The displacements of the target and the BG target were 
obtained by InnoVision. The camera vibration was canceled by subtracting the displacements 
of the BG target from the displacements of the target before applying the scaling factor. Recall 
the pixel displacement due to camera vibration is the same on the whole scene image and the 
displacement subtraction is performed before applying the scaling factor, therefore the scaling 
factor for the background building is not required. The scaling factor for the bridge was 
estimated at 26.76 mm/pixel. The sampling rate of the displacement measurement was 60 Hz. 
Since there is not a stationary platform for installing high fidelity displacement sensor such as 
LVDT or laser displacement sensor, the measurement result was validated through dynamic 
analysis. Acceleration data taken at the mid-span of the bridge were used as reference data to 
compare with the measurement results in the frequency domain.  
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2.5.2  Displacement measurement under camera vibration 
The displacement results before camera vibration cancellation and after vibration cancellation 
were plotted in Figure 2.19. As shown in the figure, errors of the displacements were large due 
to camera vibration but were significantly reduced after vibration cancellation. The power 
spectrum density (PSD) of the displacements after camera vibration cancellation was plotted in 
Figure 2.20. A high pass filter with cut-off frequency at 0.06 Hz was applied to the 
displacements before applying the PSD transform.  
 
(a) Long displacement plot for 500 seconds 
 
(b) Short displacement plot for 120 seconds  
Figure 2.19: Displacement measurements before/after camera vibration cancellation. 
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            (a) PSD before vibration cancellation          (b) PSD after vibration cancellation 
Figure 2.20: PSD plot before/after camera vibration cancellation. 
Table 2.5: Resonant frequencies identified from PSD plots before/after camera vibration 
cancellation. 









V3 (Hz)  
Reference acceleration 
data [65] 
2009 0.23 0.30 0.37 0.50 
Displacement before 
vibration cancellation 
2017 0.16 0.22 0.26 0.31 
Displacement after 
vibration cancellation 
2017 0.22 0.30 0.40 0.50 
Recent acceleration data 2016-2017 0.23 - 0.40 0.51 
GPS data [66] Before 2009 0.23 - 0.30 0.49 
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From the PSD plot, four resonant frequencies 0.22 Hz, 0.30 Hz, 0.40 Hz, and 0.50 Hz were 
identified and matched very well with the reference data identified from the accelerations as 
listed in Table 2.5. In Table 2.5, the resonant frequencies of the first three vertical vibration 
modes are represented by V1, V2 and V3, and the resonant frequency of the first torsional 
vibration mode is represented by T1. 
It was also shown in Table 2.5 that, before camera vibration cancellation, the resonant 
frequencies identified from displacements did not match with the reference data. This is because 
the bridge vibration was suppressed due to strong camera vibration induced measurement 
errors. Some of the resonant frequencies were falsely identified due to camera vibration and it 
is difficult to determine which identified frequencies are the natural frequencies of the bridge, 
resulting in inaccurate frequency analysis results before camera vibration cancellation. The 
differences of the results in resonant frequencies identification before/after camera vibration 
cancellation confirms the necessity and the efficacy of the camera vibration cancellation 
method. 
2.5.3  Simultaneous multi-point displacement monitoring under camera 
vibration cancellation 
After camera vibration cancellation, InnoVision was able to accurately monitor bridge 
displacements. Moreover, InnoVision has a major advantage over accelerometers or GPS in 
bridge monitoring that it can monitor multiple targets on the bridge simultaneously to alleviated 
the need of moving the sensor or using multiple sensors. 
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For the displacement monitoring of the bridge, five targets were selected along its span as 
shown in Figure 2.21, and one BG target was selected on the background building for camera 
vibration cancellation. The displacements of the targets obtained after camera vibration 
cancellation were extracted and plotted in Figure 2.22. The structural deflection responses of 
multiple points on the bridge under a moving train load were clearly reflected by displacement 
measurement. From the displacement measurements, it can be predicted that the train passed 
through the bridge from the left to the right side of the image plane since Target 1 and target 5 
were the first and last to reach the peak displacement. The prediction was validated by matching 
with the train passing in the video footage. It was validated in the field test that InnoVision has 
advantage in simultaneously monitoring of structural responses for multiple points on a bridge 
under the effect of camera vibration. 
 
Figure 2.21: Multiple targets tracked simultaneously by InnoVision. 
 
Figure 2.22: Multi-point displacement measurement. 
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2.6  Summaries and conclusions of Chapter 2 
This study proposes a new computer vision based displacement measurement system 
InnoVision, which is developed with capabilities of robustly tracking of low contrast features, 
high subpixel resolution, multi-point displacement monitoring, and camera vibration 
cancellation for tackling a number of difficulties associated with field applications. Some of the 
important conclusions of this study are summarized as follows: 
1. To enable robust tracking of low contrast features by InnoVision, a gradient based 
template matching algorithm was proposed based on the dense-RHOG feature descriptor and a 
similarity matching method. The dense-RHOG represents the steepest ascent orientation and 
magnitude that contains information of the texture and shape of the target and is therefore 
essentially robust to low contrast features and invariant to changing illumination conditions. 
The low contrast features were successfully tracked with small errors by dense-RHOG in 
laboratory tests and field tests conducted on a railway bridge.  
2. The displacement measurement resolution of the InnoVision vision system was increased 
significantly by implementing the spline interpolation subpixel method, which showed the 
highest accuracy among the three interpolation methods investigated in the laboratory tests.  
3. A practical solution was developed using the InnoVision to cancel the camera vibration 
that is inevitable in the field measurement by simultaneously tracking the displacements of both 
the structure and a stationary reference point, then subtracting the displacement of the reference 
point from the structural displacement measurement. The laboratory tests and the field tests 
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conducted on the Manhattan Bridge validated the efficacy of the camera vibration cancellation 
method.  
4. InnoVision’s advantage of simultaneous monitoring of displacements for multiple points 
was also demonstrated in the Manhattan Bridge field tests. 
Because of its robustness in monitoring low contrast features, high subpixel resolution, 
efficacy of canceling the effect of camera vibration, and capability of multi-point displacement 
monitoring, the developed InnoVision has great advantages in multi-point displacement 
monitoring of bridges in the challenging field conditions. 
Nonetheless, the dense-RHOG proposed in this study is not intuitive since the dimension of 
the transformed dense-RHOG image is increased eight time in comparison with the original 
greyscale image, making it difficult to be adapted for other applications such as 2D surface 
displacement measurement. Therefore, an intuitive gradient based similarity matching 
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Chapter 3  
3 Edge enhanced matching for tracking natural 
target with low-contrast features 
In this chapter, a new edge-enhanced-matching (EEM) technique is developed for the improved 
InnoVision for tracking of natural low-contrast targets in low-illumination conditions. Inspired 
by the orientation-code-matching (OCM) technique, the EEM utilizes gradient magnitudes to 
identify and enhance subtle edge features to form EEM images. Additionally, a ranked-
segmentation (RS) filtering technique is developed to post-process EEM images to make it 
easier to identify edge features, further improving the performance of EEM. The robustness and 
accuracy of EEM in tracking low-contrast features are validated in comparison with OCM and 
DIC in field tests conducted on a railroad bridge and the long-span Manhattan Bridge. The 
effect of the truss stiffening on the torsional mode frequency of the Manhattan Bridge is also 
studied. A low magnitude dominant frequency that cannot be identified from accelerations is 
identified from EEM displacements, validating displacements are more sensitive to vibrational 
responses of slender structures for monitoring structural dynamic properties.  This chapter is 
reproduced from the paper submitted to the journal of Computer-Aided Civil and Infrastructure 
Engineering and co-authored with Professor Feng [67]. 
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3.1  Introduction 
Low-contrast natural targets are common in the field application due to paint similarity, material 
deterioration, or low-lighting condition. When the target has low-contrast, small changes in the 
image intensities may affect the target pattern, resulting in errors in displacements obtained by 
intensity-based vision sensing techniques such as DIC and optical flow. Since the lighting 
condition in the field varies in a day, the image intensities of a same target on the structure may 
vary at different time. Moreover, the image intensities change because the count of light photons 
that are captured by the image sensor at a constant exposure time may fluctuate in low-lighting 
condition. Therefore, it is necessary to develop techniques capable of tracking low-contrast 
features in variable lighting condition to enable the application of vision displacement sensor 
to monitoring of natural target on the structure surface in the field. 
Among some of the common techniques, the DIC and optical flow technique which are 
heavily dependent on image intensities, are subject to errors when applied for tracking low-
contrast features in low-lighting condition. Additionally, optical flow directly measures the 
velocities of objects in an image, and errors can be exaggerated in converting the displacements 
from velocities.  
OCM is a technique previously developed based on orientation codes which contain 
gradient information of images, and is robust against lighting changes [17, 43, 68] since the 
gradient information of images can remain the same when lighting condition changes. The 
OCM image transformed from the grayscale image has the same dimensionality as the grayscale 
image. However, orientation codes are quantified from gradient orientations which may be 
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invariant to different gradient magnitudes. Therefore, when the target has low-contrast, gradient 
features can be suppressed by noises, making it difficult to accurately track the low-contrast 
target. As mentioned previously, similarity matching based on dense-RHOG feature descriptors 
is capable of tracking low-contrast features. Nonetheless, the EEM is more intuitive than the 
dense-RHOG since the dimension of the EEM image converted from a greyscale image is the 
same to that of the greyscale image, while the dimension is increased eight time in the dense-
RHOG. The increase in dimension of course also results in higher computational cost. 
Therefore, it is necessary to develop a new gradient based displacement sensing technique, 
EEM, by improving from OCM and dense-RHOG for robust tracking of low-contrast features.  
It is for the first time in EEM to combine the gradient magnitude and orientation in pixel 
level to enhance edges to enable robust and accurate displacement measurement of low-contrast 
natural targets. Scale invariant feature transform (SIFT) [69] and speeded up robust features 
(SURF) [70] are previous gradient based methods for sparse feature extraction for object 
recognition/classification, which have different ways of utilizing the gradient information. 
Firstly, SIFT or SURF relies on extraction of distinctive features from the images, while low-
contrast targets have few distinctive features. In the sparse feature extraction methods, only a 
collection of feature descriptors for chosen pixels are used to represent the target. Each feature 
descriptor is a vector formed by the gradient information of a group of pixels around a point-
of-interest (key-point). A lot of information of the target is lost in the sparse feature extraction 
process by only selecting and preserving the information of few pixels around key-points, which 
have the most distinctive features, making it inappropriate for extracting features from low-
contrast natural target. Additionally, the neighborhood of the sparse key-points are shrunk to a 
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vector with smaller size than the number of neighboring pixels. In the SIFT method, for 
example, the 16*16=256 pixels neighboring pixels of a key-point are shrunk to a vector with 
125 elements. On the contrary, in the EEM method, every pixel of the target is preserved and 
transformed into an EEM code which contains the information of its gradient orientation and 
gradient magnitude. Therefore, every gradient feature is preserved in the EEM codes, and the 
transformed EEM image can also be integrated with the image intensities in pixel level to 
enhance edges. The EEM technique thus proposed is robust in tracking low-contrast natural 
target as illustrated in Section 3.3. 
The goal of this chapter is to propose the new gradient based computer vision technique 
EEM to enable robust displacement measurement of low-contrast natural targets. In the 
proposed EEM improved from OCM, both gradient magnitudes and gradient orientations 
information are extracted from the images and integrated with the image intensities at the pixel 
level to highlight edge features. A (RS) filtering technique is also developed for the EEM 
technique to make it easier to identify the edge features.  
Two field tests as mentioned in chapter 2 are conducted to evaluate the robustness of the 
EEM technique in tracking low-contrast features in comparison with the OCM technique and 
the DIC technique. The first field testing set is conducted on a steel girder bridge with LVDT 
installed as the reference sensor, and the second field testing set is conducted on the long-span 
steel suspension bridge – Manhattan Bridge without LVDT. In the first field test, the 
displacements obtained from LVDT are used as reference data to estimate the accuracy of the 
displacements obtained by EEM and OCM. Dominant frequencies are also extracted from the 
displacements and compared with the theoretical values to further validate the displacement 
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accuracy. In the second field test for Manhattan Bridge, since high-fidelity displacement sensor 
such as LVDT cannot be installed under the Manhattan Bridge, the displacements obtained by 
tracking low-contrast target are compared with those obtained by tracking high contrast target. 
Furthermore, the accuracy of the displacements is indirectly evaluated in the frequency domain 
by comparing with reference acceleration data. The change in torsional mode frequencies of the 
Manhattan Bridge and its relation to the truss stiffening in the Manhattan Bridge Reconstruction 
Program are also discussed. 
This chapter is organized as follows: Section 3.2 introduces the proposed EEM technique 
and the RS filtering technique. Section 3.3 covers the first field test and the comparison of 
results obtained by EEM, OCM, and DIC to validate the effectiveness of EEM. Frequency 
domain analysis is performed to evaluate the accuracy of the displacements. Section 3.4 covers 
the second field test conducted on Manhattan Bridge for demonstration of the robustness of 
EEM in comparison with OCM and frequency analysis of the displacements for studying 
dynamic properties of the bridge. In section 3.5, reasons for that the EEM is more robust to 
low-contrast features than the OCM are also analyzed in-depth. Results of the field tests are 
used as examples. Section 3.6 concludes this chapter. 
3.2  Proposed edge enhanced matching technique  
n the following subsections, the EEM technique for tracking low-contrast target by identifying 
and highlighting edges is proposed. The algorithms in the EEM technique including the EEM 
transform, and similarity matching are explained. The algorithms for subpixel resolution 
interpolation, and scaling factor estimation are again briefly mentioned. A new post-process RS 
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filtering technique customized for the EEM technique is also developed to make it easier to 
identify and highlight edge features.  
3.2.1  Overview of the EEM technique 
As mentioned in Section 2.2 of Chapter 2, the computer vision system contains a video camera 
and a computing unit. Structural vibrations are captured by the video camera and then 
transmitted to the computing unit installed with the video processing software based on the 
proposed EEM technique. The overview of the software is presented in Figure 3.1.  
At first, a target is selected on the reference frame. Then the reference frame and the 
deformed frames are transformed into edge enhanced images for matching (EEM images). The 
EEM images are then filtered using the RS filtering technique. The target in the reference EEM 
image transformed from the reference frame is matched with the deformed EEM image using 
template matching to form a similarity map through similarity matching. The location change 
of the target can be obtained from the similarity map. A subpixel method, spline interpolation 
method, is applied to the similarity map to produce subpixel displacement of the target in image 
coordinate. The subpixel displacement is then converted into physical displacement by 
multiplying a scaling factor (𝑆𝐹), which is the ratio of the physical dimension over the pixel 
dimension of a given object, as was explained in Section 2.2.3 of Chapter 2. The dynamic 
responses of multiple targets can be simultaneously monitored using only one video camera by 
selecting and tracking multiple targets.  
Chapter 3  Edge enhanced matching for tracking natural target with low-contrast features  54 
 
 
Figure 3.1: Overview of the EEM technique. 
3.2.2  EEM transform and displacement measurement based on similarity 
matching 
A target image may have low-contrast if it is captured in low-lighting condition either in the 
night or in the shadow with backlight in the day. To enable robust tracking by applying the 
EEM technique, the gradient orientations and gradient magnitudes are first extracted and 
integrated with image intensity in pixel level to highlight target edges in the transformed EEM 
images. The targets in the EEM images can then be tracked with high robustness through 
similarity matching. 
To begin with, horizontal and vertical derivatives (𝑓𝑥, 𝑓𝑦) are computed from a discrete 
grayscale digital image 𝐼(𝑥, 𝑦) by convolving the grayscale image with gradient sober operators 
(𝑔𝑥  & 𝑔𝑦) as shown in equations below, which are slightly different from Eq.(2.1) and Eq.(2.2): 
 𝑓𝑥(𝑥, 𝑦) =
𝜕𝐼
𝜕𝑥




= 𝐼 ∗ 𝑔𝑦. ,                                           (3.2) 
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where 𝑔𝑦 = 𝑔𝑥







1 2 0 −2 −1
4 8 0 −8 −4
6 12 0 −12 −6
4 8 0 −4 −2








.                                    (3.3) 
Then the gradient magnitude 𝐺𝑚  and the gradient orientation angle 𝜃  at each pixel are 
calculated in manners similar to Eq. (2.3) and Eq. (2.4), as rewritten below. 
𝐺𝑚(𝑥, 𝑦) = √𝑓𝑥2 + 𝑓𝑦2.                                                (3.4) 
𝜃(𝑥, 𝑦) = 𝑎𝑡𝑎𝑛2(𝑓𝑦, 𝑓𝑥),                                             (3.5) 
The gradient orientation angles 𝜃, whose values are confined to [−𝜋, 𝜋], are quantified into 
orientation bins (𝑂𝐵) which are integers in the range of [−𝑁,𝑁]: 
𝑂𝐵(𝑥, 𝑦) = ⌈sign(𝜃(𝑥, 𝑦)) ∙
|𝜃(𝑥,𝑦)|+𝜋
2𝜋
∙ 𝑁 ∙ 102⌉ ∙ 10−2                     (3.6) 
Note the orientation angles 𝜃 is shifted away from the zero so that the minimum absolute value 
of 𝑂𝐵  is  0.5𝑁 . The edge enhanced code (𝐸𝑐𝑜𝑑𝑒 ) of every pixel is finally calculated by 
integrating the gradient magnitude, orientation bin, and the pixel intensity to form the EEM 
image: 
𝓉(𝑥, 𝑦) =  𝐺𝑚 ∙ 𝑂𝐵                                                   (3.7) 
𝐸𝑐𝑜𝑑𝑒(𝑥, 𝑦) = 𝑔(𝐺𝑚, 𝑂𝐵, 𝐼)                                            (3.8) 
where 
𝑔(𝐺𝑚, 𝑂𝐵, 𝐼) = (𝛼
𝓉
max(𝓉)
+ 𝛽) ∙ 𝐼                                        (3.9) 
where 𝓉  is the intermediate EEM image and 𝑔(𝐺𝑚, 𝑂𝐵, 𝐼) is the pixel level integration function 
based on 𝛼, 𝛽 ∀𝛼 + 𝛽 = 1, and 𝐼 respresents 𝐼(𝑥, 𝑦), which is the grayscale image intensity at 
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location (𝑥, 𝑦) . The 𝐸𝑐𝑜𝑑𝑒  forms the transformed EEM image. An example of the EEM 
transform from the pixel intensities to 𝐸𝑐𝑜𝑑𝑒 is shown in Figure 3.2. 
 
Figure 3.2: Example of transforming pixel intensities into intermediate EEM image. 
The derivatives in both directions 𝑓𝑥 & 𝑓𝑦 are calculated for the image intensity of each pixel 
within the rectangle window based on its surrounding intensity changes. Then 𝐺𝑚 & 𝑂𝐵 are 
calculated from 𝑓𝑥 & 𝑓𝑦 using 𝑁 = 64. Then, the 𝓉 of the pixel is calculated based on Eq.(3.7), 
which can be integrated with the image intensity to obtain the 𝐸𝑐𝑜𝑑𝑒. The EEM transform is 
applied to other pixels within the rectangular window in the same manner. 
When the RS filtering technique is applied for post-processing the EEM image, the image 
formed by results from Eq. (3.7) instead of Eq. (3.8) is filtered, then the filtered results are used 
as 𝓉 which is normalized and combined with image intensities in Eq. (3.8) and Eq. (3.9) to 
obtains the 𝐸𝑐𝑜𝑑𝑒 to form the filtered EEM image. 
Similar to dense-RHOG in Chapter 2, after the grayscale images are transformed into EEM 
images, similarity matching is applied to calculate the location change of the target. The 
normalized cross correlation function is employed to evaluate the similarity between the target 
image (𝑇, in this case the target) and the object images (𝐼) of the same size at different locations 
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on the deformed image. The best match between the EEM images of the image 𝑇 and the 
image 𝐼 is searched by maximizing their similarity as shown below: 
𝛾(𝑚, 𝑛) = 𝑠(𝑅𝐼𝑚,𝑛, 𝑅𝑇),                                                    (3.10) 
𝑠(𝑅𝐼𝑚,𝑛, 𝑅𝑇) =
∑ [[𝑅𝐼𝑚,𝑛(𝑖,𝑗)−𝑅𝐼𝑚,𝑛
̅̅ ̅̅ ̅̅ ̅̅ ][𝑅𝑇(𝑖,𝑗)−𝑅𝑇̅̅ ̅̅ ]]𝑇
{∑ [𝑅𝐼𝑚,𝑛(𝑖,𝑗)−𝑅𝐼𝑚,𝑛








,                         (3.11) 
𝑅𝐼𝑚,𝑛
̅̅ ̅̅ ̅̅ ̅ =
1
𝑀𝑁




∑ [𝑅𝑇(𝑖, 𝑗)]𝑇 .                       (3.12) 
where 𝑅𝐼𝑚,𝑛 and 𝑅𝑇 are the EEM images of the object image (I) and the target (T) respectively, 
and (𝑚, 𝑛) shows the pixel coordinate location of the object image on the deformed image. 
𝑀,𝑁 are the sizes of T in the axes of both directions. 
The similarity matching needs to be conducted for object images at all possible locations 
on the deformed image in order to find the best matching point, where the similarity 𝛾 reach its 
maximum. This process can be time consuming especially when the deformed image is large. 
Therefore, the similarity matching process is carried out within a region-of-interest (ROI) that 
is (2 ∗ 𝑥𝑟 𝑏𝑦 2 ∗ 𝑦𝑟 𝑝𝑖𝑥𝑒𝑙𝑠) larger than the target to confine the searching area as shown in 
Figure 3.3. The target is selected on the first frame. It is assumed the displaced target in the 
second frame falls within the ROI. Then, the target coordinate is detected in the second frame, 
and in turn is used to update the ROI. The matching results for each pixel location within the 
ROI are obtained as a similarity map containing the similarities. The resolution of the location 
changes thus the displacement calculated from the similarity matching is one pixel, which is 
not good enough for dynamic analysis.  
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Figure 3.3: Region-of-interest for tracking a target. 
To improve the displacement resolution, the subpixel algorithm spline interpolation 
subpixel method is employed. The spline interpolation subpixel method was previously 
validated to be able to improve the resolution up to 
1
20
𝑝𝑖𝑥𝑒𝑙 [71]. To apply this method, a third 
order interpolation surface is fitted to the pixels on the similarity map based on the properties 
that the surface passes through all the pixels and the first and second derivatives of the surface 
will be continuous everywhere including the knots so the bending of the spline surface is 
minimized. This method can be applied using the MATLAB function 𝑖𝑛𝑡𝑒𝑟𝑝2. 
The extreme coordinate on the spline surface is the subpixel coordinate (𝑚𝑡, 𝑛𝑡) used for 
calculating the subpixel displacement 𝐷𝑡 by comparing it with the coordinate of the target on 
the reference image (𝑚0, 𝑛0). 
𝐷𝑡 = (𝑚𝑡, 𝑛𝑡) − (𝑚0, 𝑛0).                                            (3.13) 
where 𝑡 is the time when the deformed image is captured, assuming the reference image is 
captured at 𝑡 = 0. 
The subpixel displacements are then converted into physical displacements by multiplying 
a scaling factor (𝑆𝐹), which is the estimated ratio of the physical dimension of a given object 
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3.2.3  Post-process for EEM images – the ranked-segmentation filtering technique 
The post-process technique RS filtering can be applied to EEM to make it easier to identify and 
highlight edge features. The newly developed RS filtering technique filters the EEM image so 
that only the top-ranked zones (largest connected areas) in the EEM image are preserved. 
The RS filtering for filtering the EEM images is composed of three steps. At first, an EEM 
image is converted into a binary image based on the threshold automatically calculated using 
the Otsu’s method [72]. As mentioned in section 3.2.2, the intermidiate EEM image 𝓉 obatined 
by following the Eqs. (3.3-3.7) is used in the first step. Then, connected pixels of the binary 
image are grouped into zones which are labeled subsequently. Finally, the labeled zones are 
ranked and only the top-ranked zones with the most connected pixels are preserved while others 
are filtered to obtain the filtered image. The Eqs. (3.8-3.9) are applied afterwards to integrate 
the filtered 𝓉 image with the image intensities to form the filtered EEM image. The RS filtering 
is applied before Eqs. (3.8-3.9) to maintain the image intensities to differentiate pixels inside 
the edges from those outside the edges as will explained in Section 3.5.4 and shown in Figure 
3.21. 
In the first step of converting an EEM image into a binary image, the pixels with intensity 
value above a threshold are assigned positive (1) and others are assigned negative (0). The 
threshold is computed by searching through all possible intensities to find the value that 
maximized the intraclass variance of the image.  
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Assume the intensities of the EEM image are integers in the range of [1, ℒ], the probability 
of the intensity of a pixel equals to 𝑖 is 𝒫𝑖, written as 
𝒫𝑖 = 𝓃𝑖/𝒩                                                    (3.14) 
where 𝓃𝑖 and 𝒩 are the count of pixels with intensity equals to 𝑖 and the total count of pixels 
in the image respectively. If the pixels with intensities less than or equal to ℓ are assigned to 
class 𝒸0𝑡ℎ𝑒 , and the others are assigned to class 𝒸1, the probability of a pixel belongs to class 














𝑖=ℓ+1 = 1 − 𝓆
𝒸0                                   (3.16) 




∑ 𝑖 ∙ Pr(𝑖|𝒸0)ℓ𝑖=1 = 1/𝓆
𝒸0 ∑ 𝑖 ∙ 𝒫𝑖
ℓ
𝑖=1                 (3.17) 
𝒮11/𝓆𝒸
1
= ∑ 𝑖 ∙ Pr(𝑖|𝒸1)ℒ𝑖=ℓ+1 = 1/𝓆
𝒸1 ∑ 𝑖 ∙ 𝒫𝑖
ℒ
𝑖=ℓ+1            (3.18) 
Also, the statistical mean pixel intensity of all pixels of th image is  
𝒮𝑡 = ∑ 𝑖 ∙ 𝒫𝑖
ℒ
𝑖=1                                                (3.19) 
Based on the notations above, the intraclass varaince is defined as [72]: 
𝓇𝑖𝑛𝑡𝑟𝑎 = 𝓆
𝒸0(𝒮𝑡 − 𝒮0)2 + 𝓆𝒸
1




(𝒮0 − 𝒮1)2               (3.20) 
The optimal threshold ℓ̂ is obtained by searching different values of ℓ to maximize 𝓇𝑖𝑛𝑡𝑟𝑎: 
ℓ̂ = 𝑎𝑟𝑔𝑚𝑎𝑥ℓ(𝓇𝑖𝑛𝑡𝑟𝑎)                                          (3.21) 
The EEM image can be converted into a binary image as shown in Figure 3.4(a). In the 
second step, the connected pixels (pixels adjacent to each other) are grouped into zones. When 
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a binary image is obtained, a mask with the same size of the image is created to record whether 
the corresponding pixels are assigned with a label. If the top and left neighbors 
(𝕃(𝕒, 𝕓 − 1) & 𝕃(𝕒 − 1, 𝕓)) of a positive pixel 𝕃(𝕒, 𝕓) are not labeled, it is assigned an unused 
integer value 𝕫, otherwise it is assigned the label of its labeled neighbor. 
𝕃(𝕒, 𝕓) = {
𝕫, 𝑖𝑓 (𝕃(𝕒 − 1, 𝕓) =  𝕃(𝕒, 𝕓 − 1) = 0
𝕃(𝕒, 𝕓 − 1), 𝑖𝑓 (𝕃(𝕒, 𝕓 − 1) ≠  0 
𝕃(𝕒, 𝕓 − 1), 𝑖𝑓 (𝕃(𝕒 − 1, 𝕓) ≠  0 
                         (3.22) 
The labeled imaged are re-scanned to adjust labels of neighboring zones to eliminate 
redundant labeling. The labeled image finally obtained is illustrated in Figure 3.4(b). In the 
third step, the zones are sorted by the pixel count of the corresponding zones, and only top-
ranked 𝑀 zones with the most pixels are preserved and assigned the value of the rank as shown 
in Figure 3.4(c). Since the edges of the image have the biggest and most concentrated gradient 
changes, therefore the top-ranked zones are located around the edges.  
     
            (a) Label un-assigned           (b) Label assigned                    (c) Label filtered 
Figure 3.4: Labeling and filtering for the RS filtering. 
As an example, a un-filtered EEM image obtained from a target with three low-contrast 
rivets was filtered using the ranked segmentation technique as plotted in Figure 3.5. The EEM 
image was first converted into a binary image based the threshold computed autonomously. 
Then labels were assigned to the binary image. As can be seen from Figure 3.5(b), over 250 
zones were identified and labeled, making it hard to identify the rivets’ locations. At last, the 
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 2 2 0 0 0 0 0 0
0 0 0 0 2 2 2 0 0 0 0 0 0
0 0 0 0 2 2 2 0 3 3 3 3 3
0 0 0 0 0 0 0 0 3 3 3 3 3
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labeled image is filtered based on the ranked of the zones. In the finally obtained filtered image 
with only ten largest zones (zone values are increased by 10 to differentiate them from the zero), 
the rivet locations can easily be identified. Note that it is not necessary to apply the RS filtering 
in tracking high-contrast target. 
 
Figure 3.5: Example of binary conversion, labeling, and filtering for RS filtering ((a)  Raw 
image; (b) Unfiltered EEM image; (c) Binary image; (d) Labeled image; (e) Filtered EEM 
image). 
To show the combined effect of EEM transform and RS filtering, the fil0tered EEM image 
transformed from a low-contrast rivet target is compared with its grayscale image and the 
corresponding OCM image as shown in Figure 3.6. To obtain the filtered EEM image, the 
filtered image after RS filtering is combined with the image intensities in pixel level as 
explained previously. As can be seen in the plots, the edge features in the EEM images are 
accurately located around the edge of the rivet. The EEM image shows more distinctive edge 
features than the grayscale image and the OCM image. 
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(a) Raw image          (b) OCM image            (c) EEM image 
Figure 3.6: OCM transform and EEM transform of a low-contrast target of rivet. 
Similar to Chapter 2, two sets of field tests were conducted on the steel girder bridge and 
Manhattan Bridge to evaluate the performance of EEM in terms of accuracy of structural 
displacement monitoring and robustness of tracking low-contrast features in comparison with 
OCM. The effect of RS filtering on the displacement accuracy was also studied.  
3.3  First field test conducted on a steel girder train bridge 
The first set of field test was conducted on a steel girder railroad bridge and the results are 
evaluated by the reference data obtained by LVDT. The reasons EEM was more robust in 
tracking low-contrast features than OCM were also analyzed in-depth. Moreover, dominant 
response frequencies were extracted from the displacements through frequency domain analysis 
and compared with the theoretical values for train passing of railroad bridge to further validate 
the accuracy of the measurements obtained by EEM.  
3.3.1  Setup of the first field test  
The first field test is composed of three subtests and was conducted on a 16.9 meters span steel 
girder railroad bridge to confirm the robustness of EEM in tracking low-contrast features. The 
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field test was conducted with a dim light in the night or in the shadow with backlight in the day. 
The video camera was placed perpendicular to the bridge at a stationary location 9.14 meters 
away from the mid-span of the bridge as presented in Figure 2.15.  
The railroad bridge is subject to train passing. From theoretical analysis, the frequency-of-
interests can reach as high as 15 Hz. Therefore, the sampling frequency was set to 150 Hz, 
which was above the required Nyquist frequency and sufficient for the first field test. The 
scaling factor was 0.842 mm/pixel. Three sub-tests were conducted in the first field test. In 
general, the testing distance, camera setting, and camera viewpoint are the same for all three 
sub-tests. The testing scenarios are listed in Table 3.1. 
The sub-test 1.1 was conducted in the night with dim illumination provided by a LED light 
and the sub-test 1.2 & sub-test 1.3 were conducted in the shadow with backlight, thus the targets 
had low-contrast. Additionally, three sub-tests were conducted when trains passed through the 
bridge at different speeds  18 m/s,  11 m/s , and  2.2 m/s . An LVDT sensor with the data 
acquisition system was installed under the bridge as the reference sensor for evaluating the 
accuracy of the displacements.  
Table 3.1: Testing scenarios of the first field test. 
 Sub-test 1.1 Sub-test 1.2 Sub-test 1.3 
Train speed (𝑚/𝑠) 18 11 2.2 
Testing condition Low light in the night 
Low light in the shadow with 
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3.3.2  Displacement measurements in the first field test 
The displacement results of the three sub-tests are plotted in comparison with the reference data 
and the root mean squared errors (RMSE) of the displacements were calculated. In the field 
sub-test 1.1, an artificial high-contrast target was first selected and tracked using vision-based 
displacement measurement techniques including EEM, OCM and the DIC based on normalized 
cross correlation (NCC), and the obtained displacements are presented in Figure 3.7(a). To 
study the effect of the RS filtering, the displacements obtained by EEM without RS filtering 
(EEM_noRS) and those obtained by EEM with RS filtering (EEM_RS) were compared.  
It can be seen from the plot that, in tracking high-contrast target, all techniques produced 
good displacements that matched very well with the reference data with little discrepancies. 
This validated the accuracy of the OCM and EEM technique in tracking a high contrast target. 
Note that the same spline interpolation subpixel method was applied to all techniques to ensure 
the displacement resolutions were the same, therefore the resolution had little effect on the 
accuracy of the displacements. 
Then a natural target of a rivet with low-contrast features against the background was 
tracked by all techniques to obtain the displacements. As can be seen from the results of field 
sub-test 1.1 plotted in Figure 3.7(b), the measurements obtained by OCM and DIC had large 
errors and only detected the general trend of the displacements. On the contrary, the 
displacements produced by EEM_RS had much higher accuracy and had little difference from 
the reference data. The RMSE of the displacements obtained by EEM_RS in tracking low-
contrast features was 0.27 mm, which is over 93% lower than that obtained by OCM and 
almost 80% lower than that obtained by DIC as listed in Table 3.2.  
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(a) Displacements by tracking high-contrast artificial target 
    
(b) Displacements by tracking low-contrast natural target. 
Figure 3.7: Displacement measurements of sub-test 1.1 (𝑉𝑡 = 18 𝑚/𝑠). 








Sub-test 1.1 4.17 1.26 0.30 0.27 0.49 
Sub-test 1.2 4.70 3.36 0.82 0.38 0.27 
Sub-test 1.3 3.42 2.48 0.49 0.31 0.32 
 
The sub-tests 1.2 and 1.3 were conducted during slower train speeds. The displacements 
obtained by both techniques were plotted in Figure 3.8 and Figure 3.9. Similarly, the OCM 
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failed to track the targets’ displacements in sub-test 1.2 and sub-test 1.3. The DIC had large 
errors. While, the EEM_RS which is improved from the OCM was still able to accurately 
measure the displacements of the low-contrast targets with RMSE less than 0.38 mm and 
0.31 𝑚𝑚  for field sub-test 1.2 and 1.3 respectively. In all subtests, the RMSE of the 
displacements obtained by EEM_RS was significantly lower than that obtained by OCM and 
DIC.  
 
Figure 3.8: Displacement measurements of sub-test 1.2 (𝑉𝑡 = 11 𝑚/𝑠). 
  
Figure 3.9: Displacement measurements of sub-test 1.3 (𝑉𝑡 = 2.2 𝑚/𝑠). 
Overall, the results showed the EEM_noRS and EEM_RS consistently produced 
displacements more accurate than those produced by OCM and DIC. Additionally, the 
displacements obtained by EEM_RS have higher accuracy than those obtained by EEM_noRS 
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in all three tests, validating the RS filtering can further help improve the EEM method in 
tracking low-contrast-natural targets. 
3.3.4  Frequency domain analysis in the first field test  
To further validate the accuracy of the measurements obtained by EEM and to demonstrate 
dynamic frequency analysis using computer vision based displacement measurement, dominant 
response frequencies were identified from the displacements of the sub-test 1.1 from tracking 
the low-contrast rivet target. The results were compared with the theoretical values for railroad 
bridge response to train passing.  
In theory [73], when a multi-carriage train passes through a bridge, the dominant 
frequencies 𝑓 of the bridge response under the train load can be calculated as below. 
 𝑓 =  𝑛V/𝐿;  𝑛 =  1, 2, 3, …                                     ( 3.23) 
where 𝑉 is the speed of the train in 𝑚/𝑠; 𝑛 is the order of the dominant frequency, and 𝐿 is the 
distance between two carriage centers in 𝑚𝑒𝑡𝑒𝑟 . Since 𝑉  and 𝐿  are constant during a test, 
theoretically the ratios of high-order dominant frequencies over the first-order dominant 
frequency (𝑟𝑛) are equal to the values of 𝑛: 𝑟𝑛 = 𝑛.  
The speed of the train in the sub-test 1.1 was measured at 18 𝑚/𝑠, and the value of 𝐿 was 
16 𝑚𝑒𝑡𝑒𝑟𝑠. Therefore, the theoretical first dominant frequency of the bridge response should 
be 1.125 𝐻𝑧. The theoretical value is compared with the frequency identified from the power 
spectrum density (PSD) function of the displacements obtained by EEM. A moving average 
filter with window size of 3 was applied to the displacements before obtaining the PSD. The 
values of 10 ∗ log10(𝑃𝑆𝐷) are plotted in the Figure 3.10.  
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Figure 3.10: PSD function from displacement of sub-test 1.1 (𝑉𝑡 = 40 𝑚𝑝ℎ). 
Table 3.3: Identified dominant frequencies from the PSD function in the first field test. 








1.19 2.30 3.57 4.76 5.96 7.16 8.32 9.51 10.7 11.9 13.0 14.3 
Difference in 
percentage (%) 
5.8 2.2 5.8 5.8 6.0 6.1 5.7 5.7 5.7 5.8 5.1 5.9 
Identified values 
𝑟𝑛 
1.0 1.9 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 10.9 12.0 
 
The first-order dominant frequency identified from the PSD plot was 1.19 𝐻𝑧  which 
is 5.78% larger than the theoretical value. The identified higher-order dominant frequencies are 
also listed in Table 3.3. The discrepancies between the identified values and the theoretical 
values in higher-order dominant frequencies were 5~6%, which are similar to that in the first-
order dominant frequency. This indicates that the discrepancies were probably due to 
measurement errors in train speed or center-carriage distance, rather than the errors in 
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displacements. To prove the speculation, the identified values of 𝑟𝑛  are compared to the 
theoretical values. 
Since 𝑉 and 𝐿 are constant during a test, theoretically the values of (𝑟𝑛) are equal to the 
values of 𝑛: 𝑟𝑛 = (𝑛 = 1,2,3, … ). The identified values of 𝑟𝑛 were calculated and also listed in 
Table 3.3.  The identified values of 𝑟𝑛  agreed almost perfectly with the theoretical values, 
confirming the accuracy of the dominant response frequencies identified from the 
displacements. The identified values from EEM displacements also matched with those from 
lvdt. The frequency domain results further validated the accuracy of the displacements obtained 
by EEM in tracking low-contrast features and demonstrated that the displacements obtained by 
the vision sensor can be used for dynamic frequency analysis of bridges.  
3.4  Second field test conducted on the Manhattan Bridge  
The second field test was conducted on the long-span steel suspension vehicle-subway bridge 
Manhattan Bridge. The displacements obtained by EEM and OCM in tracking low-contrast 
target were evaluated using the results obtained by EEM in tracking high-contrast target. 
Besides, the accuracy of the displacements was indirectly validated in the frequency domain by 
comparing with the reference acceleration data. The effect of the truss stiffening of Manhattan 
Bridge on the change the torsional mode frequency was also analyzed. 
3.4.1  Setup of the second field test 
After the robustness of EEM is validated in the first field test, the vision sensing techniques are 
further demonstrated in the second field test conducted on Manhattan Bridge. The Manhattan 
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Bridge in the second field test is a vehicle-subway bridge that is long and slender while the 
bridge in the first field test was short and stiff. In the second test, displacement sensors such as 
LVDT or LDS could not be used since platform was not available under the mid-span of the 
bridge, therefore the displacements obtained by tracking low-contrast features were first 
compared with that obtained by tracking good contrast features then validated indirectly in the 
frequency domain with the accelerations and benchmark data from literature. 
The Manhattan Bridge is a two-layer vehicle/subway steel suspension bridge with 448 
meters long span. The south and north upper roadways, and the center lower roadway are 
occupied by vehicles. The subway trains are operated in the south and north lower railroad. The 
target was selected on a main structural component, a plate connection, of the bridge, so the 
bridge responses are reflected by the measured displacements. The video camera was located 
near Jane’s Carousel at 330 meters away from the mid-span of Manhattan Bridge to capture its 
dynamic response as shown in Figure 3.11. The targets for tracking are given in Figure 3.12. 
The sampling rate of the displacement measurement was 60 Hz, which is above the Nyquist 
frequency for monitoring the slender Manhattan Bridge with frequency-of-interest (first three 
major vertical mode frequencies) below 0.5 Hz.  
    
(a) Plan view of test setup                                     (b) Shot of test setup 
Figure 3.11: Set up of the second field test. 
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Figure 3.12: Targets for tracking in the second field test. 
At first, one natural target with good contrast was selected on the plate connection at the 
mid-span of the Manhattan Bridge and its displacement was tracked by both EEM and OCM. 
Then another target with low-contrast in the shadow with backlight was selected on the same 
plate connection and its displacements were also tracked by EEM and OCM. The displacements 
measured by tracking the high contrast target is used as reference displacement data to evaluate 
the displacements obtained by both EEM and OCM in tracking low-contrast target.  
Furthermore, dynamic frequency analysis was performed to indirectly evaluate the accuracy 
of the displacement measurement of the low-contrast target obtained by EEM. Acceleration 
data taken at the mid-span of the bridge and benchmark data from literature were used as 
reference data to compare with the displacements in the frequency domain.  
3.4.2  Perspective correction 
Since the vision sensor was not placed perpendicular to the bridge, perspective correction is 
necessary for the video images in the vision-based displacement monitoring. The image 
registration method [74] is applied in the perspective correction, to fit projective geometric 
transformation to control point pairs. This method can be achieved using the Matlab function 
𝑓𝑖𝑡𝑔𝑒𝑜𝑡𝑟𝑎𝑛𝑠, 
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The gusset plate of the bridge should have a rectangular shape, therefore the polygon formed 
by the four solid blue lines of the gusset plate in the image, as shown in Figure 3.13(a), should 
be corrected to a rectangle defined by the red dash lines. The four corners of the polygon and 
those of the rectangle were the control point pairs for estimating the geometric transformation. 
The outline of the gusset plate is rectified to a rectangle in the perspective-corrected image 
shown in shown in Figure 3.13(b).  
The perspective correction ensures the scaling factor is the same for all pixels in the image. 
The vertical 𝑆𝐹 was estimated as the ratio of the physical height of the gusset plate over its 





             
(a) Uncorrected video image             (b) Corrected video image 
Figure 3.13: Perspective correction. 
3.4.3  Displacement measurements in the second field test 
When tracking the good contrast target, the EEM and OCM produced similar results with small 
difference as shown in Figure 3.14. However, OCM produced erroneous displacements with 
sudden spikes when tracking the low-contrast target as demonstrated in Figure 3.15. In 
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comparison, the EEM was capable of tracking the low-contrast target as well as tracking the 
high contrast target. Since the template matching is performed within a small ROI, the 
erroneous displacement obtained by OCM in tracking low-contrast target did not diverge but 
were instead confined to discrete values. If the displacement obtained by EEM in tracking the 
good contrast target shown in Figure 3.14 was used as the reference displacement, the RMSE 
of the displacements obtained by both EEM and OCM in tracking low-contrast features were 
estimated at 1.67 mm and 34.72 mm respectively. The EEM was able to track low-contrast 
features with high accuracy while the OCM failed. The results further validated that EEM was 
more robust in tracking low-contrast features than OCM.  
 
Figure 3.14: Displacements by tracking the good contrast target. 
 
Figure 3.15: Displacements by tracking the low-contrast target. 
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By comparing Figure 3.15 with Figure 3.7(b), Figure 3.8 and Figure 3.9, it was observed 
that the OCM displacements in the field test 2 behave differently from those in the sub-test 1.1. 
The OCM displacement in the field test 2 had sudden large spiking errors, while that in sub-test 
1.1 had shifting errors and sometimes phase errors.  
From analyses of the changes in mean intensities of the target images in sub-test 1.1 and 
test 2 as plotted in Figure 3.16,  it can be seen that the intensities of the target in sub-test 1.1 
changed with high-frequency periodically due to change of lighting condition while those in 
the field test 2 only changed slowly. The frequent change of the lighting condition as a result 
of a blinking light source seen in the video, is probably the reason the OCM displacement 
behave differently in sub-test 1.1 from that in field test 2.  
 
Figure 3.16: Image intensity changes in sub-test 1.1 and field test 2.  
3.4.4  Frequency domain validation for the second field test  
The 10-minute displacement measurement obtained by EEM in tracking the low-contrast target 
is plotted in Figure 3.17. Since high-fidelity displacement sensors such as LVDT and LDS could 
not be installed under the bridge, the accuracy of the displacements in Figure 3.17 is further 
validated in the frequency domain. The total displacement measurement was segmented into 
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eight equally-sized displacement segments with 100 data in overlap. The PSD functions of the 
displacement segments were obtained and averaged. The averaged PSD function is plotted in 
Figure 3.18(a). Mode frequencies identified from the PSD of the displacements were compared 
with reference data listed in Table 3.4.  
 
(a) Long plot of the displacement measurement (400 seconds) 
 
(b) Short plot of the displacement measurement (80 seconds) 
Figure 3.17: Long-duration displacement measurement by EEM.  
   
                        (a) Higher frequency range                         (b) Lower frequency range 
Figure 3.18: PSD functions from EEM displacements in the second field test. 
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Table 3.4: Mode frequencies identified from PSD of displacements in comparison with 





Mode V1  Mode V2 Mode T1 Mode V3  
Reference acceleration data 
[65] 
2009 0.23 0.30 0.37 0.50 
Displacement obtained by 
EEM 
2017 0.22 0.30 0.40 0.50 
Recent acceleration data 2016-2017 0.23 - 0.40 0.51 
GPS data [75] Before 2009 0.23 - 0.30 0.49 
 
Four different mode frequencies can be clearly identified from the PSD plot: 0.217 Hz, 
0.299 Hz, 0.400 Hz, and 0.497Hz. The identified mode frequencies are then compared with the 
reference data identified from accelerations. Based on the data in literature [65], the four 
identified mode frequencies are the mode frequencies of the four bridge vibration modes 
including: the first vertical mode (V1), the second vertical mode (V2), the first torsional mode 
(T1), and the third vertical mode (V3). The torsional mode T1 can be detected as well as the 
vertical modes since the torsional vibration also resulted in vertical displacements.  
In general, the identified mode frequencies from the displacements agreed well with the 
reference data. The frequency of mode V1 identified from the EEM displacement was slightly 
(0.1 Hz) lower than the reference data. For mode V2 and V3, the frequencies identified from 
the displacements matched very well with the reference data. The frequency of mode T1 (0.40 
Hz) identified from the displacement was the same to that identified from the acceleration data 
collected in 2016, but was 8.1% larger than the reference data (0.37 Hz) recorded in earlier 
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years in literature before 2009 [65, 75]. The increase in the torsional mode frequency T1 as 
identified from the EEM displacements obtained in 2017 was due to an increase of torsional 
stiffness by installing truss stiffening to reduce twisting in the Manhattan Bridge Reconstruction 
Program, which was completed around 2010.  
To sum up, the good match between the mode frequencies (V1, V2 and V3) identified from 
the EEM displacement and the reference data indirectly validated the accuracy of the 
displacement measurement obtained by EEM in tracking low-contrast target. The increase in 
the frequency of mode T1 proved, for the first time, that the truss stiffening for reducing twisting 
was effective. The identified mode frequencies from the displacements are used to update the 
resonant frequencies of Manhattan Bridge for future comparison. 
Additionally, the PSD in Figure 3.18(a) was normalized within the range of [0.18,1]Hz. 
Additionally, there is very low dominant response frequency in the range below 0.18 Hz as 
shown in Figure 3.18(b). The identified dominant frequency was 0.013 Hz which is equivalent 
to 76.9 s in period. The low dominant frequency was not due to the resonance of the bridge but 
was due to train passing which usually lasted about 77 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 as can be seen in Figure 3.18(b). 
This low dominant frequency was not able to be identified from reference acceleration data and 
proved that displacement measurement is more sensitive to low frequency vibrations, validating 
that the vision based displacement sensor is more appropriate for monitoring of flexible 
structures such as long-span bridges.  
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3.5  Analysis of EEM in comparison with other techniques 
In all three sub-tests of the first field test, the EEM technique was validated to be accurate in 
structural displacement monitoring and robust in tracking low-contrast features than DIC and 
OCM by producing displacements with the highest accuracy. DIC depends on image intensities, 
therefore DIC displacement was not robust in tracking low-contrast target and was affected by 
the 𝑀𝐶 value of the target. OCM only uses the orientation code which is insensitive to differing 
gradient magnitudes, therefore OCM failed when tracking the low-contrast targets. The EEM 
technique, which is improved from OCM, was able to robustly track low-contrast features by 
integrating both gradient magnitudes and gradient orientations, so that the small features can be 
distinguished from the background and the subtle edges can be highlighted. The EEM enabled 
the vision sensor to robustly track the natural low-contrast target. More in-depth analyses are 
presented later. 
3.5.1  Effects of parameters in EEM to displacement accuracy 
The effects of 𝑁 in Eq. (3.6), 𝛼 & 𝛽, and 𝑀 (as in top ranked 𝑀 segments in RS filtering) on 
the accuracy of displacements are studied and the results are plotted in Figure 3.19. The 
displacements are obtained by tracking the natural target in sub-test 1.1. Since 𝛼 + 𝛽 = 1, the 
values of 𝛼 & 𝛽 can be determined by their ratio 𝛼/𝛽. As shown in the plots, to obtain the 
displacements with the highest accuracy, values of 𝑁 and 𝑀 need to be set to 26 = 64 and 10 
respectively. The displacement’s RMSE decreased significantly when 𝛼/𝛽 is increased up to 2, 
and the RMSE decrease gradually with further increase of 𝛼/𝛽. The higher value in 𝛼/𝛽 means 
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the transformed EEM image relies more on the EEM codes after RS filtering and less on the 
image intensities. However, to differentiate the pixels inside the edges from those outside the 
edges, the 𝛼/𝛽 cannot be set too high as explained in Section 3.5.2 and Figure 3.21. Therefore, 
the values of 𝛼 and 𝛽 were set to 0.67 and 0.33 respectively.  
 
Figure 3.19: Effects of 𝑁 in Eq. (3.6), 𝛼&𝛽, and 𝑀 on displacements accuracy in sub-test 1.1. 
3.5.2  Comparison between EEM and DIC 
The RMSE of the displacements obtained by EEM in all three tests of the first field test was 
lower than that obtained by DIC based on NCC, which is a widely used algorithm. The RSME 
of the DIC displacement is related to Michelson contrast (𝑀𝐶) value of the target. The MC 
value is estimated from the maximum intensity (𝐼𝑚1 = max(𝐼𝑡)) and the minimum intensity 
(𝐼𝑚2 = min(𝐼𝑡)) of the target image 𝐼𝑡: 
𝑀𝐶 = (𝐼𝑚2 − 𝐼𝑚1)/(𝐼𝑚2 + 𝐼𝑚1)                                   ( 3.24) 
In three sub-tests, the RSME of the DIC displacement is higher when tracking a target with 
lower 𝑀𝐶 value as shown in Table 3.2. 
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3.5.3  Failure analysis of sparse feature extraction methods 
The previous gradient based methods for sparse feature extraction such as SURF and SIFT are 
not appropriate for low-contrast feature tracking. The reason is given in this part. As an example, 
the natural target in sub-test 1.1, as shown in Figure 3.20, was used to demonstrate feature 
extractions using SURF.  
When the low-limit Hessian threshold for filtering the key-points was set to 100, while the 
default is usually set to 1000, zero key-point was detected from the low-contrast natural target. 
When the filtering threshold was set to 0, a few features scattered around the image were 
extracted, which represent little meaningful features. A widely recognized feature matching 
method [76] was applied to match the features of the targets on two different frames, but zero 
pair of features could be matched because the features extracted by setting the threshold to 0 
did not have much distinctive features. Therefore, it can be validated that SURF and similar 
sparse feature extraction methods are not appropriate for low-contrast natural targets.  
                         
              (a) SURF features on the first frame         (b) SURF features on another frame 
 
(c) Results of feature matching 
Figure 3.20: SURF applied for feature extraction of the low-contrast target in sub-test 1.1. 
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3.5.4  Comparison between EEM and OCM 
The EEM was capable of accurate displacement measurement and robust tracking of low-
contrast features. On the contrary, OCM produced displacements with errors in all three sub-
tests of the first field test in tracking low-contrast features, although it produced accurate 
displacements in tracking high-contrast target. Therefore, EEM is more robust than OCM when 
tracking low-contrast target. 
It was observed from the plots in Figure 3.7(b), Figure 3.8 and Figure 3.9 in tracking low-
contrast target that the OCM produced displacements with shifting errors and phase errors. For 
example in subtest 1.1, during 13.3~13.7 s the displacements have shifting errors, while during 
13.7~14.2 s the displacements have both shifting errors and phase errors. 
At first, the reasons the EEM was more robust to low-contrast features than the OCM are 
discussed by comparing EEM transform and OCM transform. The reasons for the phase errors 
in addition to the shifting errors are analyzed. 
3.5.4.1  Comparison between EEM transform and OCM transform 
The major difference between EEM and OCM is the process of image transform. In the OCM 
technique, the grayscale images are first transformed into OCM images before template 
matching is applied to obtain the displacement. 
At first, the gradient orientation angles 𝜃 of the image pixels are calculated. Then the θ 
above an arbitrary threshold is shifted to 𝜃2(𝑥, 𝑦) = 𝜃(𝑥, 𝑦) + π , otherwise 𝜃2(𝑥, 𝑦) = 𝜃(𝑥, 𝑦), 
such that 𝜃2 ∈ [0, 2π]. The 𝜃2 in turn is quantified into the orientation code 𝐶𝑥𝑦 ∈ [0, 𝒯] based 
on a variable 𝒯 which is usually set to 16: 
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𝐶(𝑥, 𝑦) = [
𝜃2(𝑥,𝑦)
2𝜋
∗ 𝒯] ; 𝐶 = 0,1,2, … , 𝒯.                               (3.25) 
However, in some scenarios, the OCM may produce the same orientation code for pixels 
with different gradient information, while the EEM is able to differentiate them. Two cases 
representing different scenarios are discussed below.  
In Case 1, OCM cannot differentiate pixels with different gradient magnitudes but with the 
same gradient orientation angle. For example, for two pixels (𝑥1, 𝑦1) and (𝑥2, 𝑦2) with different 
intensity derivatives: 𝑓𝑥1 = 3 & 𝑓𝑦1 = 2,  and 𝑓𝑥2 = 6 & 𝑓𝑦2 = 4 , their gradient orientation 
𝜃1 and 𝜃2 are equal, thus their orientation codes in OCM 𝐶1 and 𝐶2 are equal. However, their 
gradient magnitude 𝐺𝑚1 and 𝐺𝑚2 are different, thus the corresponding EEM codes 𝐸𝑐𝑜𝑑𝑒1 and 
𝐸𝑐𝑜𝑑𝑒2 are different for these two pixels. 
In Case 2, when a pixel (𝑥3, 𝑦3) locates on a vertical edge so that its horizontal derivative 
is large while its vertical derivative is zero, e.g.,  𝑓𝑥3 = 10 & 𝑓𝑦3 = 0, its gradient orientation 
𝜃3 and correspondingly its orientation code in OCM 𝐶3 are zeros, thus are equal to the 𝜃4 and 
𝐶4 of a pixel in the plain background (𝑥4, 𝑦4) with zero intensity derivatives in both directions: 
𝑓𝑥4 = 0 & 𝑓𝑦4 = 0. Therefore, the OCM technique is unable to distinguish pixels on the vertical 
edges from that in the featureless background. On the contrary, the EEM technique is still able 
to distinguish these vertical/horizontal edges from the background: 𝐸𝑐𝑜𝑑𝑒3 ≠ 𝐸𝑐𝑜𝑑𝑒4  since 
𝐺𝑚3 ≠ 𝐺𝑚4. 
From the two cases discussed above, it is clear that the OCM cannot differentiate pixels 
with the same gradient orientation, therefore some features are suppressed in OCM images. 
When the target has high-contrast, feature patterns in OCM image are sufficient to overcome 
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the loss of some features. However, when the target has low-contrast, subtle features are easily 
suppressed by the noise, resulting in displacement measurement errors. The EEM technique, on 
the contrary, can always differentiate pixels with small differences and identify & highlight 
subtle edge features of low-contrast target as already shown in the Figure 3.6 where the rivet 
target of sub-test 1.3 is used as an example. 
To visualize the difference between OCM and EEM in the abovementioned scenarios, an 
artificial grayscale image, which is presented in Figure 3.21, was converted into the OCM 
image and the intermediate EEM image 𝓉 obtained by applying the Eqs. (3.1-3.7). Note that 
absolute values are displayed in Figure 3.21(c) and Figure 3.21 (d) in the OCM image, the edges 
on one of the rectangles cannot be differentiated from those on another rectangle, though the 
rectangles have edges with different gradient magnitudes, while the EEM was able to 
differentiate edges on different rectangles. The same phenomenon was observed for the circles. 
Also, the left vertical edges of the rectangles and those of the circles were not recognizable in 
the OCM image while they were obvious to identify in the 𝓉 image. The 𝓉 image shown in 
Figure 3.21(c), however, still cannot differentiate the pixels inside the edges from those outside 
the edges. Therefore, it is necessary to integrate the 𝓉 that contains the gradient information 
with the image intensities by applying Eq. (3.9).  
The limit of the OCM was due to the loss of information by collapsing 2D gradient 
information into single-dimension orientation codes based on gradient orientations so that it 
was unable to differentiate some edges. In the EEM method, the edges not differentiable by the 
gradient orientations, can be differentiated by gradient magnitudes. Functions in the EEM 
technique are formulated in a way to avoid as much as possible duplications of the 𝐸𝑐𝑜𝑑𝑒 for 
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different edges. A quantitative analysis was performed to investigate how well edges can be 
differentiated by the EEM and OCM. For grayscale images with 8-bit unsigned-integer data 
type, the gradients 𝑓𝑥  and 𝑓𝑦 are rounded to their nearest integers in the range of [−128,128]. 
The gradients are combined exhaustively and the corresponding 𝐶 from Eq. (3.25) and 𝓉 from 
Eq. (3.7) are calculated and displayed in Figure 3.22.  
               
                                     (a) Grayscale image          (b) OCM image      




 image (Eqs. (3.1-3.7))    (d) EEM image (Eqs. (3.1-3.9)) 
Figure 3.21: OCM image and EEM image transformed from an artificial image. 
 
(a) 𝐶 in OCM                          (b) 𝐺𝑚                            (c) 𝓉 in EEM 
Figure 3.22: 𝐶 in OCM and 𝓉 in EEM calculated for different gradients 𝑓𝑥 and 𝑓𝑦. 
Note the 𝒯 was assigned to 16 following the original algorithm of OCM, and 𝑁 in Eq. (3.6) 
in EEM was assigned to 26. As shown in the figure, the OCM essentially cannot differentiate 
edges with different gradient magnitudes but similar gradient orientations. In the EEM, however, 
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gradient orientation and gradient magnitude are combined to maximum its capability to 
differentiate varying edges as shown in Figure 3.22(c).  
To quantify the capability of the OCM and EEM in differentiating edges, a ratio of unique 
converted values over the total number of gradient combinations (𝑈𝑟) is calculated, expressed 
as below. 
 𝑈𝑟 =
# of unique converted values
# of gradient combinations
                                     (3.26) 






≅  0.0242% since the eventually converted OCM code 
only has 𝒯  unique values. The 𝑈𝑟  for  𝓉  in EEM is 99.79%  following Eqs. (3.1-3.7). This 
means that in the EEM method, more than 99.79% of all gradient combinations can be 
differentiated from each other, which is a substantial increase from the OCM method, resulting 
in better performance in tracking low-contrast natural target. 
3.5.4.2  Phase errors in the displacements obtained by OCM 
The displacements obtained by OCM have shifting errors as shown in Figure 3.7(b), perhaps 
because OCM failed to track the exact location of the low-contrast target due to loss of gradient 
features in the OCM transform. But OCM was still able to sense the general trend of the 
displacement as plotted in Figure 3.23. However, it was observed that in some time segments, 
the OCM displacements seemed to have phase errors as shown in Figure 3.24(a) cropped from 
the results of subtest 1.1. The time segments of the OCM displacements with phase errors are 
bounded by the dash-line rectangular box in the plots. For example, during 11.2~11.7 𝑠, the 
OCM displacement increased and concaved while it should decrease and convex according to 
the reference displacement, resulting in phase errors.  
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Figure 3.23: Displacement measurements of sub-test 1.1 for error analysis. 
  
(a) Comparison between EEM and OCM   (b) Comparison between OCM and 𝑀𝐶 value 
Figure 3.24: Illustration of phase errors in OCM displacements and MC values in sub-test 1.1. 
From the analysis, it was found the phase errors in the OCM displacement were due to a 
reduction in image contrast measured by MC. The relationships between the OCM 
displacement, and the 𝑀𝐶 value are plotted in Figure 3.24 (b) for illustration. It can be seen 
from the plot that when the 𝑀𝐶 value fell below 0.54, the OCM displacement started having 
phase errors, validating the previous statement that the phase errors in OCM displacement were 
due to the reduction in image contrast. When the OCM displacement had phase errors, the 
magnitude of the displacement tended to approach zeros since the searching area was bounded 
by the ROI. On the contrary, the EEM displacement was accurate when the target had varying 
𝑀𝐶 value.  
Chapter 3  Edge enhanced matching for tracking natural target with low-contrast features  88 
 
In general, from the analysis of the displacement results of sub-test 1.1, it can be learnt that 
EEM was more robust than OCM by producing more accurate displacements in tracking low-
contrast target as the results of different image transform algorithms. EEM was always able to 
differentiate pixels on different edges and identify & highlight subtle edge features of low-
contrast target, while OCM sometimes cannot differentiate pixels due to lose of some gradient 
information. The OCM displacement started to have phase errors in addition to the shifting 
errors for some time segments because the contrast of the target image estimated by MC value 
varied and decreased below the mean value of 0.54. 
3.6  Summaries and conclusions of Chapter 3 
To enable robust tracking of low-contrast target common in challenging low-lighting conditions 
in field tests, a new gradient based computer vision technique EEM was proposed. EEM was 
developed to be more robust than the previous OCM technique in tracking low-contrast features 
by extracting both gradient magnitudes and gradient orientations from the images and 
integrating them with image intensities in pixel level to highlight edge features. The RS filtering 
technique was also newly developed to post-process EEM images to make it easier to identify 
and highlight the edge features. Field tests were conducted on a steel girder railroad bridge and 
the long-span steel suspension vehicle-subway bridge Manhattan Bridge to evaluate the 
performance of EEM in comparison with OCM. The important conclusions of this study are 
listed as follows: 
1. In the first field test, displacements obtained by EEM, OCM, and DIC in tracking the 
low-contrast targets were evaluated using reference LVDT data. EEM was validated to be 
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robust in tracking low-contrast features by producing the most accurate displacements with 
RMSE less than 0.38 𝑚𝑚 in all three sub-tests.  
2. From frequency analysis, dominant frequencies were identified from PSD of EEM 
displacements in tracking the low contrast features in the sub-test 1.1 and were compared with 
theoretical values for the railroad bridge in response to train passing. The discrepancies between 
identified dominant frequencies and theoretical values were small and similar, indicating the 
differences were due to measurement errors of train speeds and the center-carriage distance. 
Additionally, identified values of 𝑟𝑛 matched very well with the theoretical values, confirming 
the accuracy of the identified dominant frequencies. The match between the identified dominant 
frequencies from the bridge displacements and the theoretical values further validated the 
accuracy of the EEM displacement obtained in tracking low-contrast target. 
3. In the second field test conducted on the Manhattan Bridge, the displacement obtained 
by EEM in tracking the high contrast target was used as the reference data to evaluate the 
accuracy of displacements obtained by both EEM and OCM in tracking the low-contrast target. 
The robustness of EEM in tracking low-contrast target was further confirmed by producing 
displacements with higher accuracy than that obtained by OCM. 
4. Moreover, the accuracy of EEM displacements in tacking the low-contrast target in the 
second field test was also indirectly evaluated in the frequency domain. Resonant frequencies 
of mode V1, V2 and V3 identified from EEM displacements were in good match with the 
reference values identified from accelerations. However, the identified frequency of mode T1 
from the EEM displacements agreed well with that identified from the acceleration data 
collected recently in 2016, but was 8% larger than the reference data collected before 2009. 
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The increase of the mode frequency of T1 proved the effectiveness of the truss stiffening for 
reducing twisting in the Manhattan Bridge Reconstruction Program. The new mode frequencies 
identified from the displacements can be used as the new standard reference data for future 
comparison. In general, results from the frequency domain analysis indirectly validated the 
accuracy of the EEM displacements in the second field test. 
5. A long-period dominant frequency 0.013 𝐻𝑧 was identified for the first time from EEM 
displacements of the Manhattan Bridge in response to subway train passing, validating the 
computer vision based displacement sensor may be more appropriate than accelerometers for 
monitoring dynamic properties of flexible structures such as long-span bridges. 
6. Effects of the value of the EEM parameters on the displacement accuracy were analyzed. 
To maximize the displacement accuracy, 𝑁 and 𝑀 were set to 64 and 10 respectively.  
7. Sparse feature extraction methods such as SURF was also validated inappropriate for 
low-contrast natural target. 
8. From in-depth analyses of the displacement results of sub-test 1.1, it was learned that 
EEM was more robust than OCM because the EEM transform algorithm extracts and utilizes 
both gradient magnitudes and gradient orientations, while OCM is only based on gradient 
orientations which are sometimes invariant to differing gradient scenarios. EEM was always 
able to differentiate subtle edge features of low-contrast target, while OCM sometimes could 
not differentiate edges with different gradient magnitudes but with the same gradient orientation, 
thus losing some gradient information.  
Overall, it can be concluded from the field tests that the EEM technique robust and accuracy 
in displacement tracking of natural target of low contrast features in field bridge monitoring. It 
Chapter 3  Edge enhanced matching for tracking natural target with low-contrast features  91 
 
was validated that EEM was more robust than DIC and OCM by producing much more accurate 
displacements in tracking low-contrast targets. With the implementation of EEM, the vision 
sensing system InnoVision can be applied to robust displacement measurement of natural 
structural targts with low contrast features in low-lighting conditions.  
The displacement accuracy can also be affected by some environmental effects such as heat 
haze. Distorted images due to heat haze in hot weather [77], and biased & low-contrast images 
due to high intensity of water particle in foggy weather are also known to affect the 
measurement accuracy. A novice framework for heat haze error filtering is introduced in the 
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Chapter 4  
4 Heat-haze detection and filtering for computer 
vision based displacement measurement in hot 
weather 
This chapter studies the heat haze problem for application of InnoVision in hot weather. Heat 
haze can be observed when viewing through a thick layer of heated air in hot weather. Non-
uniformity of air densities due to heat creates spatial variations in the refraction indexes, 
resulting in distortions in video images, therefore causing measurement errors in displacements. 
This chapter aims to tackle the heat haze problem for computer vision based displacement 
measurement for the first time. Effects of the heat haze on the vision based displacement 
measurement and the statistical characteristics of the heat haze induced image distortions and 
measurement errors are studied. Based on the learned statistical characteristics, a statistical 
system for automatic detecting and filtering heat haze effects is developed and demonstrated in 
laboratory and field tests. Part of this chapter is reproduced from the paper submitted to the 
journal of MSSP and co-authored with Professor Feng  [78]. 
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4.1  Introduction 
Monitoring structures remotely using vision sensors is still challenging in the field. In hot 
weather, vision sensors can be affected by heat haze. Heat haze, also known as optical 
turbulence[79, 80], is a complicated optical phenomenon which naturally occurs when viewing 
objects through a layer of heated air. The density variations in the air due to heat cause changes 
in the optical refraction indexes, resulting in distortions in video images and measurement errors 
in the displacement obtained from distorted images. The measurement errors due to heat haze 
are mixed with the structure vibrational displacement, making it difficult to distinguish them.  
It is inevitable the vision sensors are affected by heat haze in hot weather. One 
misconception is that heat haze only affects the vision sensor for a short time in a year. However, 
from the field tests, heat haze was observed in May and September in Manhattan of New York. 
It is expected the heat haze is more severe in June, July, and August due to higher temperature. 
It is therefore necessary to tackle the heat haze problem when applying vision sensors for long 
term field monitoring. 
In recent literatures, the heat haze problem was considered in very few papers in developing 
vision sensors. Current research on heat haze were mainly focused on the techniques related to 
photographing. These researches can be classified into three categories. The first category of 
research provides techniques for recovering one good frame from aligning multiple affected 
frames through lucky imaging [81], image fusion [82], optical flow based super resolution [83], 
image registration [84], or space invariant deconvolution [85, 86]. These techniques, however, 
are designed for recovering stationary images, thus will eliminate the structural displacement 
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as well as the haze. For example, pixels with the highest sharpness in available stationary frames 
are identified and aligned to produce the haze removed frame [81]. Moreover, aligning a series 
of distorted images is very time consuming, therefore limits its application in real-time 
monitoring. The second category of research estimates distortion induced by heat haze by 
comparing the distorted/undistorted frames through optical flow, nearest neighbors, and 
statistical sampling [79, 87]. But these techniques cannot differentiate heat haze induced image 
distortions from structural motions. The third category investigates and quantifies the statistics 
of the heat haze distortion [80, 87, 88], which, however, did not apply the statistics of heat haze 
distortion for alleviating the effect of heat haze in displacement measurement. Overall, the 
aforementioned techniques developed in previous literatures are designed for stationary images, 
therefore are not applicable to the computer vision based displacement measurement. 
This is one of the first studies to contribute to comprehensive study of the heat haze problem 
in computer vision based displacement measurement following the preliminary study 
conducted previously [89]. The objects of this chapter include: 1. investigating the effect of 
heat haze on the computer vision based displacement measurement; 2. analyzing the statistical 
pattern of the heat haze induced distortions and measurement errors; 3. proposing a statistical 
detection and filtering system for automatically detecting the heat haze induced image 
distortions and filtering the displacement measurement errors.  
This chapter is organized in the following manner: In section 4.2, vision sensing techniques 
for multi-target displacement measurement (section 4.2.1) and 2D distortion estimation (section 
4.2.2) are briefly introduced. In section 4.3, the effect of heat haze on the vision based 
displacement sensors is illustrated in both laboratory experiments (section 4.3.1) and field tests 
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(section 4.3.2). In section 4.4, the patterns of the heat haze induced image distortions are studied 
through laboratory experiments (section 4.4.1); and the statistical characteristics of the heat 
haze induced measurement errors are analyzed and validated in both laboratory tests and field 
tests (section 4.4.2). In section 4.5, the techniques for the heat haze error detection and filtering 
system are developed based on the studies of the statistical patterns of heat haze distortion and 
measurement errors. In section 4.6, the heat haze error detection and filtering techniques are 
validated in the laboratory experiment. A field test is conducted on the Williamsburg Bridge, 
which is rarely studied in recent years [90, 91], to further demonstrate the statistical heat haze 
error filtering technique in Section 4.7. The frequency domain analyses of the bridge’s 
vibrational response to train passing is also conducted. Section 4.8 concludes this paper.  
4.2  Vision sensors for displacement measurement and surface 
distortion estimation 
Two vision sensors including one for multi-point displacement measurement and the other one 
for 2D image distortion estimation are explained. Structural displacements are firstly estimated 
from the multi-point displacement vison sensor. The vison sensor for 2D image distortion 
estimation is then applied to roughly evaluate the image distortion.  
4.2.1  Vision sensor for displacement measurement  
The computer vision based sensing system InnoVision which was previously developed in 
Chapter 3 for robust remote multi-point displacement measurement in the field conditions is 
utilized in this part. The vision sensor has been validated to have great advantages in multi-
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point displacement measurement in challenging field conditions owing to its capabilities. As 
presented in Chapter 2, when the video camera was located at 447 meters away from the 
Manhattan Bridge, the resolution of the displacements obtained by InnoVision was 
around 1.338 𝑚𝑚.  
To track the displacement of a target, the images are first transformed into EEM images, 
then a normalized cross correlation function was applied to find the location changes of the 
target. The object image best matches the template needs to be searched in the entire scene or 
within a region of interest (ROI) to find the best matching point. The matching results are 
obtained as a similarity map. To increase the displacement resolution, the spline interpolation 
subpixel method is applied to the similarity map. A third order spline interpolation surface is 
fitted to the similarity map based on the properties that the bending of the spline surface is 
minimized.  
The subpixel displacements are then converted into physical displacements by multiplying 
a scaling factor (SF), which is an estimated ratio of the physical dimension of a given object 
over its pixel dimension on the image coordinate, as introduced in Section 2.2.3. The finally 
obtained results in physical dimension are the displacements of the selected target. By selecting 
and tracking multiple targets, InnoVision is able to monitor the displacements of multiple 
targets simultaneously using only one camera.  
4.2.2  Vision sensor for surface distortion estimation 
The vision sensing system for 2D image distortion estimation is the surface displacement 
measurement system, SurfaceVision, which is developed to measure micro surface 
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displacement to predict cracks on concrete surface [17] and will be presented in Chapter 5 and 
Chapter 6.  
To estimate image distortions due to heat haze, the surface displacement of each pixel is 
estimated usually within a selected area-of-interest (AOI). A sliding window with 𝑁 × 𝑁 pixels 
is placed around a pixel and is tracked. The measured displacement is assigned to the center 
pixel of the sliding window as its image distortion. Similarly, the image distortions of all other 
pixels within the AOI are estimated by moving the sliding window pixel by pixel. The image 
distortion estimation technique is integrated into the vision sensor for studying the heat haze 
induced image distortion. 
An example is presented in Figure 4.1 to illustrate the technique for image distortion 
estimation. At first, in the reference frame, a sliding window (red frame) with 21 × 21 pixels 
is selected around a chosen pixel (red dot). Then the sliding window is tracked in the distorted 
frame, and its 2D location change is recorded as the image distortions of the center pixel in both 
axes. The image distortions of the other pixels in the frame are estimated similarly by moving 
the sliding window. 
 
                                                                                                                            (unit: pixel) 
(a) Reference frame  (b) Distorted frame  (c) Vertical image distortion  (d) Horizontal image distortion 
Figure 4.1: Example for estimating heat haze induced image distortions.  
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4.3  Laboratory and field illustration of heat haze errors 
Several laboratory experiments and fields tests were conducted to illustrate the effect of heat 
haze to the vision based displacement monitoring. Heat haze induced measurement errors are 
referred as heat haze errors in the paper. Heat haze is simulated using dark heaters to create heat 
without illumination change.  
4.3.1  Illustration of heat haze errors in the laboratory test 
Heat haze was simulated in laboratory experiments in order to study the effect of heat haze on 
the vision-based displacement sensor. The laboratory results were also used for analyzing the 
patterns of the heat haze induced distortion and the statistical characteristics of the resulting 
measurement errors. The experiments also provided datasets for validating the heat haze error 
detection and filtering techniques.  
4.3.1.1  Experiment setup 
In order to simulate heat haze, dark heaters were used, which produce heat but do not irradiate 
light therefore do not make changes in illumination condition. The camera was located at about 
10 𝑓𝑒𝑒𝑡  away from the structure. Several experiments were conducted to study the 
characteristics of the heat haze effects and to validate the heat haze error detection and filtering 
techniques. The sampling rate of the tests ranges from 60 Hz to 150 Hz. The setup of the 
laboratory test is presented in Figure 4.2. 
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Figure 4.2: Setup of the laboratory experiment for heat haze. 
4.3.1.2  Heat haze induced measurement errors in the laboratory experiment 
Two laboratory experiments were conducted without structural vibration to study the effect of 
heat haze on the vision based displacement sensor. The measurement errors due to the simulated 
heat haze in laboratory experiments were obtained using InnoVision introduced in section 4.2.1 
and were plotted in Figure 4.3. The sampling frequencies of the first and the second laboratory 
test were around 150 Hz and 60 Hz respectively. The root mean squared errors (RMSE) of the 
first and the second laboratory test were 0.0440 mm and 0.0473 mm separately. The maximum 
magnitude of the measurement errors of both tests is around 0.2 mm.  
After frequency domain analysis, the power spectrum density (PSD) plot of the 
measurement errors was obtained. As shown in the PSD plot in Figure 4.4, the measurement 
errors due to heat haze has a broad spectrum that overlaps the spectrum of vibrational responses 
of most bridges. Therefore, low pass or high pass filtering techniques cannot alleviate the heat 
haze errors in the displacement obtained by the vision based displacement sensor. Similar 
results can be seen in the field test which will be introduced in the following content. 
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(a) First laboratory experiment 
 
 (b) Second laboratory experiment 
Figure 4.3: Measurement errors without/with heat haze in the laboratory test. 
 
(a) First laboratory experiment                                 (b) Second laboratory experiment 
Figure 4.4: PSD functions from heat haze errors in the laboratory test. 
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4.3.2  Illustration of heat haze errors in the field test 
Field tests are conducted to demonstrate the effects of heat haze on the displacement 
measurement in the natural environment. The field testing results will also be used for learning 
the statistical characteristics of the measurement errors. Moreover, the field tests will provide 
datasets for demonstrating the heat haze error filtering techniques in field measurement. 
4.3.2.1  Setup of the field test 
The camera was installed at 2300 𝑚𝑒𝑡𝑒𝑟𝑠 away from a stationary building which is located 
about 220 𝑚𝑒𝑡𝑒𝑟𝑠 behind the Williamsburg Bridge in New York City. The stationary building 
was monitored for studying the heat haze errors without structure vibration. Figure 4.5 depicts 
the setup of the field test. The length of each test is about 30 minutes. Sampling rate of the tests 
was 60 Hz.  
 
Figure 4.5: Setup of the field test for heat haze study. 
The tests were mostly conducted in the early afternoon on sunny days in April and 
September. Since the building is stationary, any displacements obtained by tracking the target 
Chapter 4  Heat-haze detection and filtering for computer vision based displacement 
measurement in hot weather                                                                                                                                    102 
 
on the building are measurement errors. Also because the camera was located on a stable 
platform with wind blocked by a plastic shield, camera vibration had little effect on the 
displacement. Moreover, the vision sensor used for displacement measurement has high 
accuracy, therefore the measurement errors are due to heat haze. 
4.3.2.2  Heat haze induced measurement errors in the field test 
Two field tests were conducted to illustrate the heat haze errors in the vision based displacement 
measurement in the natural environment. These field tests were conducted in similar location 
but in different months. The first field test was conducted on May 19th while the second test 
was conducted on August 31st. The measurement errors due to heat haze in two field tests are 
plotted in Figure 4.6. The root mean squared error (RMSE) of the measurements from two field 
tests was 16.44 mm and 7.24 mm correspondingly. The difference in the RMSE of two field 
tests were probably due to different temperature and humidity. The maximum magnitude of the 
measurement error can reach as high as 50 mm in the first field test due to long measurement 
distance (2300 𝑚) which results in thick layer of heated air.  
Frequency domain analysis was also performed on the field testing results, and the PSD 
functions of the measurement errors are plotted in Figure 4.7. The spectrum of the heat haze 
errors in the field tests has a broad range (from 0 Hz to 6 Hz) that overlaps the spectrum of 
vibrational responses of most bridges. It was therefore further confirmed that low pass or high 
pass filtering techniques could not eliminate the heat haze errors in the vision based 
displacement sensor. It was validated from both laboratory experiments and field tests that it is 
necessary to develop a heat haze error detection and filtering system to detect and eliminate 
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heat haze errors to enable computer vision based displacement measurement in hot weather.  
 
(a) First field test 
 
(b) Second field test 
Figure 4.6: Heat haze errors in the field test. 
 
(a) First field test                                 (b) Second field test 
Figure 4.7: PSD functions from heat haze errors in the field test. 
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4.4  Statistical study of heat haze induced image distortions and 
displacement measurement errors  
This section studies the statistical characterizations of the image distortion and the displacement 
measurement errors. The analyses results will be used for designing the heat haze error 
detection and filtering system.  
4.4.1  Patterns of heat haze induced image distortions 
To further study the heat haze induced distortions, laboratory experiments with simulated heat 
haze were conducted. The experiments also provide datasets for validating the heat haze error 
detection and filtering techniques.  The setup of the laboratory test has been presented in Figure 
4.2. The camera was located at about 10 𝑓𝑒𝑒𝑡 away from the structure. The sampling rate of 
the tests was 150 Hz. 
Distortions in video images are results of spatial variations in the refraction indexes caused 
by non-uniformity of the densities in the heated air. To study the heat haze induced image 
distortion, the two-dimensional distortion distributions of a few heat haze affected frames were 
estimated at first, by applying the image displacement estimation technique introduced in 
section 4.2.2. The magnitude and phase of the image distortion of one heat haze affected frame 
were calculated as shown in Figure 4.8, from which it can be seen that the distribution of the 
heat haze induced distortion was random.  
Then, the distortion magnitudes of three consecutive frames were also estimated and 
presented in Figure 4.9 which shows that the distortion distribution was constantly shifting. 
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Therefore, if the displacement is obtained by tracking a fixed target, the displacement can easily 
be affected by the heat haze induced image distortion. It was also found from Figure 4.8 and 
Figure 4.9 that some areas in a given distorted frame were less distorted than others, thus the 
displacement obtained from the least distorted targets may have less measurement errors than 
that obtained from the other targets or from one fixed target.  
 
Figure 4.8: Estimated heat haze induced image distortion. 
 
Figure 4.9: Changes of the magnitudes of the heat haze induced image distortions. 
4.4.2  Statistical characteristics of heat haze errors  
To further understand the heat haze induced measurement errors, the statistical characteristics 
of the measurement errors obtained from the distorted video images are analyzed. Based on 
literature [87], the heat haze errors  are subjected to normal distribution, and the variance of the 
distribution is a function of the measurement distance and the diameter of the camera aperture: 
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where 𝜎𝜃
2 is the variance of the normal distribution that fits the heat haze error; 𝐷 is the diameter 
of the aperture of the camera; 𝐿 is the distance between the vision sensor and the object structure; 
𝐶𝑛
2 is a variable that depends on the environmental and physical factors, such as temperature, 
pressure, humidity, etc. The values of 𝐷 and 𝐿 are usually constant and the value of 𝐶𝑛
2 does 
not change suddenly in assumption, therefore the variance of the normal distribution should be 
constant during a short period of time in a test.  
Assume the errors are independent and identically distributed, the variance of the normal 
distribution that makes the observed errors the most probable given the distribution is the 
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In order to be used for designing the statistical heat haze error filtering technique, it is 
necessary to validate the aforementioned statistical characteristics of heat haze errors and 
whether they are affected by other factors such as target location or size. Laboratory 
experiments and field tests introduced in section 4.3 were conducted for the validation.  
4.4.2.1  Results of laboratory tests 
In the laboratory experiments, dark heaters were used in the experiments to simulate the heat 
haze to prevent illumination change that can affect the measurement accuracy as mentioned 
previously. The experiments were also carried out without structure vibration so that any 
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displacement measured is a result of the heat haze error. The high accuracy and high resolution 
vision sensor InnoVision also ensures accurate displacement measurement.  
At first, the effect of the target location on the heat haze error is studied. Multiple targets 
were selected on the reference frame and their displacements were extracted from the distorted 
video images. The histograms of the heat haze errors of multiple targets are displayed in Figure 
4.10 where the normal distributions were fitted onto the histograms. The variances of the normal 
distributions fitting the errors of different targets have similar values. The results validate that 
the measurement errors could be fitted by normal distribution and the target location did not 
have noticeable effect on the variance of the distribution. 
 
 (a) Test setup and target               (b) Histogram of heat haze error and normal distribution 
fitting 
Figure 4.10: Distribution fitting of heat haze errors obtained from targets at different locations 
(Distributions of eight randomly chosen targets are shown). 
Then, the effect of target size on the variance of the normal distribution was also considered. 
Targets with three different sizes (40 × 40,60 × 60 and 80 × 80 pixels) at the same location 
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were tracked and the results were compared. The histograms of heat haze errors obtained from 
these targets are plotted in Figure 4.11. Note that distributions for the target in the first row third 
column are shown in the plots. Normal distributions were also fitted onto the histograms of the 
measurement errors. It can be found that the variance of the heat haze error was also not affected 
by the target size. The results in the laboratory experiments validated that the heat haze error 
can be fitted by a normal distribution and the variance of the distribution was not affected by 
the target location or size. 
 
(a) Target of 40 × 40 pixels     (b) Target of 60 × 60 pixels     (c) Target of 80 × 80 pixels 
Figure 4.11: Distribution fitting of heat haze errors obtained from targets with different sizes 
in the laboratory test. 
4.4.2.2  Results of field tests 
The statistical characteristics of the heat haze errors are further demonstrated in the field tests. 
The targets were selected on a stationary structure so the results were not affected by structural 
vibration; and the camera was located on a stationary platform to prevent camera vibration. So 
the measurement errors are mainly due to heat haze-induced distortion. The histograms of the 
heat haze errors obtained from different targets at different locations and the normal 
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distributions fitting these histograms were displayed in Figure 4.12. Similar to results in the 
laboratory experiments, the heat haze errors from the field tests could be fitted by normal 
distributions, and the variance of the heat haze error was not affected by the target location. 
Note the magnitude of the heat haze error in the field test could reach as high as 50 𝑚𝑚, while 
that in the laboratory experiments was less than 0.15 𝑚𝑚. This is because the measurement 
distance in the field test (1800 𝑚) is much larger than that in the laboratory experiment (4.2 𝑚). 
 
(a) Field test setup               (b) Histogram of heat haze error and normal distribution fitting 
Figure 4.12: Distribution fitting of heat haze errors obtained from targets at different locations 
in the field test. 
Then, the effect of the target size on the variance of the normal distribution fitting the heat 
haze errors was considered. Figure 4.13 presents the histograms of the heat haze errors and the 
fitting normal distributions of the targets with different sizes at the same location. From the 
results, it was found that the variance of the normal distribution fitting the heat haze errors was 
not affected by the target size. Since the target location/size do not affect the variance of the 
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heat haze error and the physical factors that determine the value of 𝐶𝑛
2 are assumed constant 
during a test, it is safe to conclude from the results in the laboratory experiments and field tests 
that the heat haze induced errors can be fitted by normal random distributions and the variance 
of the distribution do not change during a test.  
 
(a) Target of 40 × 40 pixels                                                 (b) Target of 60 × 60 pixels 
Figure 4.13: Distribution fitting of heat haze errors from targets with different sizes in the 
field test. 
4.5  Proposed heat haze error detection and filtering system 
A heat haze error detection and filtering system is designed for the computer vision based 
displacement measurement, which is based on the statistical study of the heat haze induced 
image distortion and displacement measurement errors. The heat haze error detection technique 
based classification and the statistical heat haze error filtering technique developed for the 
system are explained in detail.  
4.5.1  Overview of the proposed detection and filtering system 
In the proposed detection and filtering system, the first object is to detect if the vision based 
displacement sensor is affected by the heat haze induced distortion in order to trigger heat haze 
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filtering. The triggering mechanism saves computation time and prevent unnecessary filtering 
when the vision sensor is not affected by heat haze.  
The triggering mechanism is enabled by a heat haze error detection technique where a 
classifier is trained based on the features extracted from the distortion distributions of labeled 
images, some of which are affected by heat haze. When the classifier detects the effect of heat 
haze, the statistical heat haze error filtering technique is constructed and applied.  
The statistical heat haze error filtering technique is composed of two steps and is constructed 
based on simultaneous multi-target displacement measurement and the statistical patterns of the 
heat haze induced distortions and measurement errors. In the first step, multiple targets are 
tracked, and the targets with the least distortion are identified and tracked to obtain the primary 
displacement. In the second step, a filter built based on the statistical characteristics of the 
measurement errors is applied to the primary displacement to further alleviate the heat haze 
induced measurement errors. A software was developed for the heat haze error detection and 
filtering system with a graphic user interface as shown in Figure 4.14. The overview of the heat 
haze error detection and filtering system is presented in Figure 4.15. The techniques developed 
in the system are explained in detail in the following sections. 
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Figure 4.14: Graphic user interface of the software for heat haze error detection and filtering. 
 
Figure 4.15: Overview of the proposed heat haze error detection and filtering system. 
4.5.2. Heat haze error detection technique  
The heat haze error detection technique is proposed to detect heat haze induced distortion in 
order to trigger the heat haze error filtering technique. At first, the image distortion distribution 
on the video images was estimated using the surface distortion estimation technique explained 
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in section 4.2.2. From the analysis of the distortion measurement, it was found that the heat 
haze significantly increased the spatial variance of the distortion distribution of a given frame. 
Therefore, a classifier can be trained to classify whether a new frame is distorted by heat haze 
by applying a machine learning classification technique based on the spatial features of the 
training samples. Frames unaffected/affected by heat haze were labeled as negative and positive 
training samples respectively, and the features used for training the classifier were the spatial 
variances of the distortion distributions in both axes of the training samples. The Naïve Bayes 
Classification algorithm was adopted in this study.  
In the Naïve Bayes classification algorithm, given the feature values 𝐹, the probability of 
outcome class 𝑌𝑘 is assigned by its posterior: 
𝑃(𝑌𝑘|𝐹); 𝐹 ≡ (𝑓
1, … 𝑓𝑛)                                             (4.3) 










                                      (4.4) 
Assuming feature 𝑓𝑖 is conditionally independent of every other feature 𝑓𝑗(𝑗 ≠ 𝑖): 
𝑃(𝑌𝑘, 𝐹) = 𝑃(𝑌𝑘)𝑃(𝑓
1|𝑌𝑘)𝑃(𝑓
2|𝑌𝑘)…𝑃(𝑓
𝑛|𝑌𝑘)                         (4.5) 
Which is equal to: 
𝑃(𝑌𝑘, 𝐹) = 𝑃(𝑌𝑘) ∙ ∏ 𝑃(𝑓
𝑖|𝑌𝑘)
𝑛
𝑖=1                                     (4.6) 




𝑃(𝑌𝑘) ∙ ∏ 𝑃(𝑓
𝑖|𝑌𝑘)
𝑛
𝑖=1                                   (4.7) 
where 𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒 𝑊 is a constant if 𝐹 is known: 
𝑊 = ∑ 𝑃(𝑌𝑘)𝑃(𝐹|𝑌𝑘)𝑘                                             (4.8) 
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In classification, the assigned class ?̃? is determined by the outcome class 𝑌𝑘 with the highest 
probability: 
?̃? = 𝑎𝑟𝑔𝑚𝑎𝑥𝑘∈{0,1}𝑃(𝑌𝑘)∏ 𝑃(𝑓
𝑖|𝑌𝑘)
𝑛
𝑖=1                                 (4.9) 
where 0 means the frame normal, 1 means the frame is affected by heat haze.  
As an example, 150 positive samples and 150 negative samples were collected from the 
laboratory experiment, and as small percentage of the training samples can be randomly 
selected as hold out samples for testing the classifier. The classifier was trained using the Naïve 
Bayes classification algorithm and was represented in Figure 4.16 where the color defines the 
boundary between the normal frames unaffected by heat haze and those affected by heat haze. 
The features (𝑓1, 𝑓2) represents the spatial variances of the distortion distribution of a sample in 
both axes. The logarithm values of the features were used for classification. The obtained 
classifier can be applied to an unlabeled new frame to determine whether it is affected by the 
heat haze induced distortion. 
:  
Figure 4.16: Classifier trained for heat haze error detection. 
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4.5.3. Statistical heat haze error filtering technique 
Once heat haze is detected, the statistical heat haze error filtering technique composed of two 
steps is triggered. The first step is based on simultaneous multi-target tracking. Multiple targets 
are automatically selected on a frame and their displacements are tracked. By identifying and 
tracking the targets with the least distortions, the primary displacement measurement is 
obtained. In the second step, a filter with parameters decided by the analysis of the statistical 
characteristics the heat haze errors is applied to the primary displacement to further alleviate 
the errors.  
4.5.3.1  First step of the filtering technique  
It was found in section 4.4.1 that the distortion distribution of a heat haze affected frame was 
random and was constantly shifting. Additionally, it was learnt that some parts in the distorted 
frame are less distorted than the others, hence the displacements obtained from the least 
distorted targets have less measurement errors than that obtained from the other targets or one 
fixed target. Therefore in the first step of the filtering technique, multiple targets (𝑚 targets) 
were selected within a region of interest (ROI) on the reference frame, and their displacements 
𝐷𝑡
𝑚 were tracked, expressed as: 
𝐷𝑡
𝑚 = 𝑑(𝑡, 1), 𝑑(𝑡, 2), …𝑑(𝑡,𝑚)                                  (4.10) 
Then the distortions of these targets were estimated on the distorted frames. The distortion 
was estimated by calculating the root mean squared difference between the matching target in 
the distorted frame (𝐼𝑑𝑖𝑠𝑡) and that in the reference frame (𝐼𝑟𝑒𝑓) in this study.  
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where (𝐴, 𝐵) are the dimensions of the target. 
The 𝑛 targets (𝑛 < 𝑚) with the least distortion on each frame were identified and their 







∑ ?̃?(𝑡, 𝑖)𝑛𝑖                                     (4.12) 
where ?̃?(𝑡, 𝑖) is the displacement of the 𝑖𝑡ℎ least distorted target at time 𝑡. 
Simultaneous displacement monitoring of the  𝑚 targets was enabled by selecting multiples 
on the reference frame and tracking them using the vision sensing technique InnoVision 
introduced in Chapter 3. This is the first step of the statistical heat haze error filtering technique 
which is applied to reduce the mean errors due to heat haze induced distortions. 
An example to illustrate the first step of the heat haze error filtering technique is presented 
in Figure 4.17 where only the images within the ROI are shown. Within the ROI of the reference 
frame, 8 by 8 targets were selected automatically and tracked simultaneously. Then in any of 
the distorted frames, thirteen targets with the least distortion were identified for obtaining the 
primary displacement for the corresponding frame. 
 
         (a) Reference frame                (b) Distorted frame #1              (c) Distorted frame #2 
Figure 4.17: Demonstration of the first step of the heat haze error filtering technique. 
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4.5.3.2  Second step of the filtering technique 
The second step of the statistical heat haze error filtering technique was designed based on the 
statistical characteristics of the heat haze errors. As presented in section 4.4.2, heat haze induced 
measurement errors can be fitted by normal distributions (normal distribution error) and the 
variances of the distributions do not change. The primary displacement obtained from the first 
step of the filtering technique might still contain normal distribution errors, therefore the second 
step of the heat haze error filtering technique was designed to further eliminate the measurement 
errors. The filter was revised from the adaptive Wiener filter. It was built based on the variance 
of the heat haze errors 𝑣 which can be estimated from a segment of the data with little or no 
structural vibration. The errors were then filtered using a sliding window moving point by point. 
In the revised filter, the mean 𝜇 and the variance 𝜎2 are calculated for the data within the 









∑ (𝜒𝑝(𝑛) − 𝜇)2𝑡+𝑀𝑛=𝑡−𝑀                                     (4.14) 
Then the data in the center of the sliding window 𝜒𝑝(𝑡) is updated to 𝜒′(𝑡) by deducting the 
normal distribution error from the primary displacement based on the variance of the errors 𝑣.  
𝑣 = 𝑣𝑎𝑟(𝜒𝑝(𝑡𝜔))                                                   (4.15) 
where 𝑡𝜔 is the time period when there is little structural vibration. 
The measurement errors for all data in primary displacement can be eliminated by moving 
the sliding window point by point. 
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𝜒′(𝑡) = 𝜇 + (1 − 𝜙(𝜎2, 𝜐2))(𝜒𝑝(𝑡) − 𝜇)                          (4.16) 
where 𝜒′ is the displacement obtained after filtering, and  




                          𝑓𝑜𝑟 𝜎 ≥ 𝜈;
1 − (2 ∗
𝜎2
𝜎2+𝜈2
)              𝑒𝑙𝑠𝑒;
                          (4.17) 
A simulated example is presented in Figure 4.18 to show the effectiveness of the 
abovementioned filter. The measured displacements were mixed with measurement errors 
created from normal distribution.  The variance of the measurement errors 𝑣 was estimated 
from the first 20 seconds of the measured displacement (Figure 4.18(a)). Then the 
aforementioned filter formulated based on the measured 𝑣 was applied to the displacement, and 
the filtered displacement was compared with the true displacement (Figure 4.18(b)). The errors 




(a) Measurement with errors                               (b) Measurement after filtering 
Figure 4.18: Demonstration of the second step of heat haze error filtering technique. 
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4.6  Experiment validation  
Laboratory experiment is conducted to validate the developed heat haze error detection and 
filtering system. To validate the effectiveness of the statistical heat haze error filtering 
technique, the displacements before/after filtering are compared with the reference LVDT data. 
A field test is also conducted on Williamsburg Bridge to further demonstrate the statistical heat 
haze error filtering technique. Furthermore, frequency domain analyses are performed on the 
field testing results to demonstrate the effectiveness of the statistical heat haze error filtering 
technique and to provide reference data of the dominant resonant frequencies for future 
comparison. 
4.6.1  Validation of the heat haze error detection technique  
Laboratory experiment was conducted for validating the heat haze error detection and filtering 
techniques. The setup of the laboratory experiment is presented in Figure 4.19. As stated in 
Section 4.3.1, dark heaters that do not radiate visible light were used. In this experiment, the 
structure was subjected to sinusoidal vibration excited by a shaking table. The frequency of the 
sinusoidal vibration was 4 Hz.  
The heat haze error detection technique was firstly tested on two unlabeled frames where 
the first frame was obtained without heat haze and the other frame was obtained after the air 
was heated by the dark heaters. The features of the image frames (the spatial variances of the 
measured distortions) were extracted. Then the heat haze classifier trained in section 4.5.2 was 
applied to classify whether these new frames were affected by heat haze. As shown in the 
classification result presented in Figure 4.20, the heat haze classifier successfully classified the 
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first frame as a normal frame and the second frame as a heat haze affected frame. The 
classification results validated the efficacy of the heat haze error detection technique. 
 
Figure 4.19: Setup of the experiment. 
 
Figure 4.20: Classification result in the laboratory test. 
4.6.2  Validation of the heat haze error filtering technique 
In this part, the statistical heat haze error filtering technique was tested in the laboratory 
experiment. LVDT was used as the reference sensor since the laser displacement sensor relies 
on light reflection and might be vulnerable to air turbulence. The displacements and the 
measurement errors before/after applying the heat haze error filtering technique are plotted in 
Figure 4.21  and compared with the reference data. Before applying the heat haze error filtering 
technique, the displacement measurement was erroneous due to the heat haze induced distortion. 
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After the heat haze error filtering technique was applied, the accuracy of the displacement 
measurement was increased and the filtered displacement matched well with the reference data. 
From analysis of RMSE of the displacement measurements, the measurement error was 
significantly reduced by about 67.5% from 0.0845 𝑚𝑚 to 0.0275 𝑚𝑚 after the statistical heat 
haze error filtering technique was applied. The experiment results validated the efficiency of 
the statistical heat haze error filtering technique for reducing heat haze errors in computer vision 
based displacement measurement. 
 
(a) Displacement measurement 
 
(b) Measurement error 
Figure 4.21: Measurements from laboratory experiment before/after heat haze filtering. 
 
Chapter 4  Heat-haze detection and filtering for computer vision based displacement 
measurement in hot weather                                                                                                                                    122 
 
4.7  Field test to demonstrate the statistical heat haze error 
filtering technique 
To further demonstrate the statistical heat haze error filtering technique in the field environment 
in hot weather, a field test was conducted on the Williamsburg Bridge, a subway train/highway 
bridge. An object target (target) was selected near the mid-span of the bridge for tracking the 
dynamic response of the bridge as shown in Figure 4.22. The camera was located at about 
2080 𝑚 away from the target and a long distance telescopic lens was used. The test was 
conducted on May 19th, 2017 in New York City. The mean temperature was around 26 ℃ and 
the maximum temperature was about 33 ℃ on the day of the test. 
 
Figure 4.22: Field test for demonstrating the statistical heat haze error filtering technique. 
4.7.1  Application of heat haze error filtering technique in the field test 
The vision sensor was affected by the heat haze because of the thick layer of hot air between 
the camera and the Williamsburg Bridge. The field test was also affected by camera vibration 
due to wind. To cancel camera vibration, a background target (BG target) was selected and 
traced simultaneously with the target. The camera vibration was cancelled by subtracting the 
background displacement of the BG target from the target displacement [92].  
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The raw displacement and the results after camera vibration cancellation and heat haze error 
filtering are plotted in Figure 4.23. The raw displacement had large errors and the bridge 
displacement response was suppressed in the raw displacement due to camera vibration and the 
heat haze errors. It was found from the video footage that a subway train passed through the 
bridge during 50s to 100s. But the train passing was not reflected by the raw displacement. 
After the vibration cancellation technique was applied, the general trend of the displacement 
response was revealed. 
 
 
Figure 4.23: Displacements before/after heat haze error filtering (Step 1: Track targets with 
the least distortion; Step 2: Apply the statistical filter for Gaussian errors). 
 
Then the heat haze error filtering technique was applied. In heat haze error filtering step 1, 
thirty targets were tracked for each frame. Five targets with the least distortions were identified 
in each frame and their displacements were tracked and averaged to obtain the primary 
displacement. Subsequently, the heat haze error filtering technique step 2 was applied to further 
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alleviate the heat haze errors. The displacements finally obtained had much less errors, and the 
bridge’s dynamic response to the train passing during 50s to 100s was successfully revealed.  
 
4.7.2  Frequency domain analysis 
Frequency domain analysis of the displacement measurement was also conducted. The PSD of 
the raw displacement and the displacements after camera vibration cancellation and heat haze 
error filtering are plotted in Figure 4.24. As shown in the plots, the PSD became smoother and 
the resonant frequencies were easier to identify after both the vibration cancellation technique 
and heat haze error filtering technique were applied. 
 
(a) From raw measurement    (b) After vibration cancellation   (c) After camera vibration and 
heat haze filtering 
Figure 4.24: PSD function from displacement measurements in the field test. 
Table 4.1: Resonant frequencies identified from PSD function in the field test. 
 1st resonant 2nd resonant 3rd resonant 4th resonant 
Frequency (Hz) 0.604 1.334 1.915 2.509 
𝑛 1 2.21 3.17 4.15 
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As stated in the literature [73], when a train with multiple carriages passes through, the 
resonant frequencies of the bridge response under the train load can be obtained as:  𝑓 =
 𝑛V/𝐿;  𝑛 =  1;  2;  3; … where 𝑉 is the speed of the train and 𝐿 is the distance between two 
carriage centers. Since the speed of the train was not directly measured, the lowest resonant 
frequency 0.604 Hz identified in Figure 4.24(c) was assumed the first resonant frequency of the 
bridge response. Therefore the other identified resonant frequencies 1.334 Hz, 1.915 Hz, and 
2.509 Hz as listed in Table 4.1 were assumed the second, third, and fourth resonant frequencies 
of the bridge response. The ratios (𝑛) of the higher resonant frequencies over the first resonant 
frequency were 2.21, 3.17, and 4.15, which matched well with the theoretical values. The 
theoretical value of the first resonant frequency of the bridge response was also roughly 
estimated. For the M or the Z train, which passed through the Williamsburg Bridge, the R32 or 
the R42 car models were used. The distance between two carriage centers is about 18 meters 
and the total length of the train is roughly 160 meters. From the video footage, the train spent 
about 15 seconds to travel for the length of the train, thus the train speed was about 10.7 m/s. 
Therefore, the theoretical value of the first resonant frequency of the bridge response was 
10.7 𝑚/𝑠
18 𝑚
= 0.594 Hz which matched very well with the first resonant frequency identified from 
the PSD plot. Therefore, the resonant frequencies identified from Figure 4.24(c) are used as the 
resonant frequencies of the vibrational response of the Williamsburg Bridge. 
The results of the field test demonstrated the application of the heat haze error filtering 
technique in the field environment. In this field test, two different challenges including camera 
vibration and heat haze coexisted. After the application of the proposed heat haze error filtering 
technique along with the previously utilized camera vibration cancellation technique, the 
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measurement errors were successfully alleviated to reflect the true vibrational responses of the 
bridge and the resonant frequencies of the vibrational responses of Williamsburg Bridge were 
able to be identified. 
4.8  Summaries and conclusions of Chapter 4 
This is one of the first studies to cope with the heat haze problem which is inevitable in long 
distance monitoring in hot weather but is rarely considered in the literature in developing 
computer vision based displacement measurement techniques. Numerous laboratory 
experiments and field tests were conducted for studying the heat haze problem. Dark heaters 
were used for simulating the heat haze in the experiments and field tests were also conducted 
in hot weather in the natural environment. The conclusions of this study are listed as follows: 
1. The necessity to develop a heat haze error detection and filtering system was validated 
by the measurement errors due to heat haze in the laboratory and field tests.  
2. Patterns of the image distortions and statistical characteristics of the heat haze errors were 
comprehensively studied. It was learned that the heat haze induced image distortions were 
distributed randomly and were constantly shifting; and the heat haze errors could be fitted by 
normal distributions with constant variances that were not affected by target location/size 
during short tests. 
3. The heat haze error detection and filtering system was then proposed based on the 
statistical patterns of the heat haze induced distortions and measurement errors. To trigger heat 
haze filtering, a heat haze error detection technique was developed by training a statistical 
classifier based on the Naïve Bayes classification algorithm and the features extracted from the 
Chapter 4  Heat-haze detection and filtering for computer vision based displacement 
measurement in hot weather                                                                                                                                    127 
 
distortions of labeled frames. The features used were the logarithmic values of the spatial 
variances of the image distortions in both axes of a given frame. The trained classifier was 
validated effective in detecting heat haze in the experiment. 
4. A statistical heat haze error filtering technique with two steps was then developed for 
alleviating measurement errors. In the first step, multiple targets were selected and their 
distortions were estimated. Then, displacements of the least distorted targets in each frame were 
tracked using the multi-target displacement measurement technique and averaged to obtain the 
primary displacement. In the second step, based on the statistical characteristics of the 
measurement errors, a filter was built to further eliminate the normal distribution errors on the 
primary displacement. The efficacy of the statistical heat haze error filtering technique was 
validated by effectively reducing heat haze errors in the experiment. 
4. In the field test conducted on the Williamsburg Bridge under effects of both heat haze 
and camera vibration, the proposed statistical heat haze error filtering technique and the camera 
vibration cancellation technique were applied. After filtering, measurements errors were 
significantly reduced and the bridge response suppressed by measurement errors were revealed. 
Resonant frequencies of the vibrational displacement of the Williamsburg Bridge in response 
to the train passing were clearly identified after heat haze error filtering and vibration 
cancellation. The identified resonant frequencies provide good reference data for the 
Williamsburg Bridge for future comparison. 
Because of its effectiveness, the proposed heat haze error detection and filtering system 
should be integrated into the InnoVision for enabling its application in long term field 
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Chapter 5  
5 Robust surface displacement/strain 
measurement and crack prediction on concrete 
surface 
Some important concrete structures such as nuclear power reactors are sensitive to surface 
deteriorations such as crack formations. It is vital to monitor surface conditions of these 
structures continuously, and vision sensors can provide a high-potential alternative to human 
inspections with advantages such as remote sensing, and non-destructive evaluation. However, 
most vision sensors for surface condition monitoring through surface displacement/strain 
measurement are based DIC methods, which are sensitive to environmental optical noises. In 
this chapter, another computer vision system, SurfaceVision, for robust monitoring of surface 
displacements/strains is developed based on the block-wise EEM technique. To obtain surface 
displacements, the surface image is segmented into small block-wise subsets, which are tracked 
individually by applying the EEM technique. A simple finite-element (FE) strain conversion 
method is developed assuming bi-cubic displacement distribution within a small window. A four 
point bending experiment is conducted on a reinforced concrete beam specimen to demonstrate 
the robustness of the block-wise EEM in comparison with image intensity based DIC methods. 
The crack prediction based on surface strains is also presented in the experiment.  
Chapter 5  Robust surface displacement/strain measurement and crack prediction on concrete 
surface                                                                                                                                      130 
 
5.1  Introduction 
Built in the late 1970s, the U.S. fleet of 100 commercial nuclear power reactors is now middle-
aged. There is an urgent need to develop technologies for extending their operating lifetimes 
beyond 60 years. Concrete structures are an important part of a light water reactor, proving 
foundation, support, and containment functions. Age-related deterioration in concrete is causing 
significant concerns about continued safe and efficient operation of these nuclear power plants. 
Currently safety assessment of the nuclear power plants (NPP’s) across the nation, in which 
detection of concrete degradation is one of the most important assessment criteria, relies mainly 
on routine visual inspection. Several contact type NDE techniques based on expansion 
monitoring, acoustic waves, ultrasonic testing, impact echo, acoustic emission, and ground 
penetrating radar have been evaluated for inspection of concrete deteriorations [93]. However, 
because of the structure’s large size and limited accessibility in certain areas in a nuclear power 
plant, it is difficult to perform such inspections frequently and efficiently. But, there is also a 
need for continuous monitoring that would permit the evaluation of internal 
strain/stress/damage states in the bulk of the structure. 
Non-contact NDE methods based on DIC can be applied for remote, continuous monitoring 
(or periodic inspection) of micro displacement on the concrete surface. Employing template 
matching, the conventional DIC methods have been used to detect displacement and strain of 
structural surface from continuously captured digital images in an indoor controlled 
environment [94]. However, the conventional DIC methods suffer from measurement errors 
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when applied in an outdoor environment where surface conditions might change due to 
weathering, temperature/moisture effect and changing lighting conditions.  
In order to overcome this technical challenge, this study proposes a new vison sensing 
system, SurfaceVision, for surface displacement and surface strain measurement. The block-
wise EEM for surface displacement measurement in SurfaceVision is built based on the 
gradient based EEM technique introduced in Chapter 3 to enable robust measurement against 
such environmental optical noise. A finite-element surface strain conversion (FE strain) method 
inspired by the point-wise least squares method are used for converting the surface 
displacements to strains. 
The effectiveness of the block-wise EEM is evaluated through laboratory experiments. A 
four-point bending test is conducted on a rectangular reinforced concrete specimen. The 
specimen is fabricated and then subjected to four-point bending to gradually introduce surface 
deformation in the laboratory. The surface displacement/strains are continuously monitored. 
Surface displacement and surface strain are extracted by the SurfaceVision. The performance 
of the block-wise EEM is compared with DIC methods in terms of robustness against optical 
noise in simulated outdoor environments including illumination changes and water marks. 
This chapter is organized in the following manner: In section 5.2, The methodologies for 
the vision sensing system are presented. In section 5.3, four point bending test on a reinforced 
concrete beam specimen is conducted to validate the performance of SurfaceVision in surface 
displacement/strain measurement and crack formation predictions. Optical noises such as 
illumination changes and water marks on the concrete surface are considered. Robustness of 
the block-wise EEM and its limitations are also discussed. Section 5.4 concludes this chapter.  
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5.2  Techniques for surface displacement/strain measurement 
5.2.1  Block-wise EEM for robust surface displacement measurement 
From the reference image and deformed images captured by SurfaceVision, surface 
deformations are extracted as shown in Figure 5.1. A new surface displacement measurement 
technique based on EEM transform and block-wise similarity matching (block-wise EEM) is 
developed.  
To calculate surface displacement for a surface, grayscale images are first transformed into 
EEM images as explained in Chapter 3, then an area-of-interest (AOI) is drawn on the reference 
EEM image and segmented into equal-sized rectangular subsets as presented in Figure 5.2. A 
subset is treated as a target and is tracked using the EEM technique, and the displacement of 
the subset if assigned to all pixels within the subset. Each subset is tracked individually to obtain 
the surface displacement within the AOI.  
The EEM images obtained contain gradient information and are a function of the texture 
and shape of the object, hence are essentially invariant to changes in image intensities due to 
optical noises. The block-wise EEM inherits the gradient based principles of EEM; therefore it 
is also robust against optical noises such as shading, illumination variations, and surface water 
marks. Finally, surface displacements are converted into surface strains by applying the FE 
strain technique. 
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Figure 5.1: Schematic plot of surface displacement/strain measurement based on block-wise 
similarity matching. 
 
Figure 5.2: Subset segmentation of an surface image. 
5.2.2  Block-wise DIC for comparison 
DIC methods through block-wise template matching (block-wise DIC) have been extensively 
used for surface displacement measurement. In template matching, a rectangular reference 
subset in the reference image is correlated with all possible deformed subsets in the deformed 
image. To obtain surface displacement using DIC, the grayscale images instead of the 
transformed EEM are directly used and segmented into small subset. Similar to that in the 
block-wise EEM, the subsets are tracked individually to obtain the surface displacement in the 
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block-wise DIC. Different algorithms for DIC are available including the squared difference 
method (SSD), and the normalized sum of squared difference method (NSSD). 
𝐶𝑆𝑆𝐷 = ∑ ∑ (𝑓(𝑥, 𝑦) − 𝑔(𝑥
′, 𝑦′))2𝑀𝑦=−𝑀
𝑀













                                   (5.2) 
In SSD, the correlation value can be as simple as pixel by pixel summation of squared difference 
between the reference subset and deformed subset as shown Eq. (5.1). In NSSD, the correlation 
value from SSD is normalized as presented in Eq. (5.2).  
From the two algorithms for DIC, a correlation map is obtained by matching the reference 
subset with all possible deformed subset in the deformed image. Each data in the correlation 
image is used to represent a correlation value. In SSD and NSSD, the best match between the 
reference subset and the deformed subset is represented by the minimum correlation value, 
since a lower correlation value means a less difference. The displacement of a reference subset 
can be tracked by calculating the coordinate change from the reference subset to the best match 
deformed subset. 
5.2.3  Finite-element strain conversion method 
The commonly applied strain conversion method is based on the point-wise least squares 
method [95]. It was assumed in the method that the displacement distribution is bi-linear within 
a small window in the pointwise least squares method. Then least square method was used for 
solving the coefficient of the linear polynomials. The derivatives of the polynomials at the 
center of the window are calculated and used as the strains at the center pixel of the window. 
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The window was moved pixel-by-pixel in order to obtain strain for every pixel [95]. However, 
it cannot be always be assumed linear displacement distributions on concrete surface, because 
displacement distractions may be nonlinear at locations where cracks are forming.  
Therefore, a simple FE strain conversion method which assumes bi-cubic displacement 
distribution in both axes within each window was proposed. Each window is composed of a set 
of 4 ∗ 4 pixels from the displacement measurement. The displacement distribution within each 
window can be approximated by the bi-cubic shape functions as seen below.  
































𝑒 ]                                 (5.4) 
The derivative vector (𝛻𝜃𝑒) is then obtained by the matrix product of the derivative of the shape 
functions (𝐵𝑒) and the displacement vector (𝑑𝑒), given as below:  
𝛻𝜃𝑒 = 𝐵𝑒(𝜁, 𝜂) ∙ 𝑑𝑒                                                    (5.5) 
where 
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The bi-cubic shape functions (𝑁1
𝑒 to 𝑁16
𝑒 ) can be found in literatures for Finite Element Method 





(𝐹𝑡 ∗ 𝐹 − 𝐼)                                                    (5.7) 
where 
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𝜕𝑣
𝜕𝑌
) are the derivatives of the surface 
displacement measurement.  
Since the normal horizontal strain 
𝜕𝑥
𝜕𝑋
 is the most prominent, only 
𝜕𝑥
𝜕𝑋
 is used in the analysis 
for crack prediction. The window is moved pixel by pixel for calculating strain for every pixel. 
The steps of the displacement and surface train measurement methodologies is summarized in 
Figure 5.3. 
 
Figure 5.3: Flowchart of surface displacement and strain measurement methodologies 
5.3  Experiment validation 
Four point bending experiments on reinforced concrete beams are conducted to validate the 
robustness proposed the block-wise EEM in surface displacement measurement against optical 
noises. Surface strains are converted from surface displacements. Concentrated high strain areas 
are identified on surface strains and used to predict locations of crack formations before any 
cracks appear on the specimen surface.  
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5.3.1  Experiment setup 
The reinforced concrete beam specimens were fabricated by mixing Type I cement, water and 
#16 sand, as seen in Figure 5.4. For each specimen, approximately 900 gram sand 300 gram 
cement and 120 gram water were used. The size of the beams is 14 ∗ 2 ∗ 1  inches. None 
artificial pattern was applied to the concrete surface. Reinforcing cages were built to reinforce 
the concrete specimens. The size of the reinforcing cage is 12.5*1.5*0.75 inches. The 
specimens were doubly reinforced in longitudinal direction. The #3 reinforcing bars were used 
for longitudinal reinforcement and Ø 1.6 𝑖𝑛 steel bars were used for evenly distributed closed 
stirrups for lateral reinforcement (Figure 5.4 (a)).  
The RC beam specimens were subjected to four-point bending to gradually introduce 
surface deformation. The test machine used was Instron 5984 34k Universal Testing Machine. 
The test was controlled at the extension rate of 0.005in/min. The concrete beam deformed 
gradually.  
A digital camera with effective pixel count of 36.3-million pixels (7360*4912) was used to 
capture the surface displacement at six seconds’ internal. Eventually the concrete surface 
cracked under bending. The camera was set up about one to two feet away from the specimen 
(Figure 5.4 (b)). For the future application, long focus lens will be used for capturing the surface 
displacement of a distant object. The specimen were subjected to three types of environment 
conditions as listed in Table 5.1.  
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(a) Reinforcing cage 
  
(b) Camera and specimen setup 
Figure 5.4: Setup for the four point bending beam experiment. 
In the type 1 condition, little optical noise was applied to the concrete surface to validate 
the effectiveness of block-wise EEM and block-wise DIC in surface displacement measurement 
without effects of optical noise. The robustness of the block-wise EEM is tested in 
environmental conditions with simulated wet weather by applying water mark (type 2 condition) 
and the combination of water mark and shading (type 3 condition). 
Table 5.1: Environment conditions in the experiments. 
 
Condition 
Type 1 Little optical noise 
Type 2 Water mark to simulate wet weather 
Type 3 Shading and water mark 
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5.3.2  Surface displacement measurement without optical noise 
In the condition with little optical noise (Type 1 condition), only some minor optical noises due 
to drying water mark were found on the beam specimen as shown in Figure 5.5. Surface 
displacements in both aces are obtained by block-wise EEM and DIC methods (SSD and NSSD 
algorithms) and plotted in Figure 5.6. The pixels are considered extrinsic errors (referred to 
errors hereafter) due to optical noises when they have values very different from their neighbors 
or exceeding the colorbar limits, because the surface displacement is supposed to be continuous 
on the concrete surface.  
The surface displacements obtained by SSD and NSSD were mostly free of obvious errors. 
Some measurement errors in small areas with water mark were found on the surface 
displacements obtained by SSD and NSSD. No error was present on the surface displacements 
obtained by the block-wise EEM. The results, in general, show that the block-wise EEM, SSD, 
and NSSD used in this study are effective. Additionally, near 1/3 and 2/3 spans of the beam 
specimen, there are two sudden displacement change in the horizontal surface displacement 
result probably due to concentrated strains, indicating potential areas for crack formations later. 
However, surface strain is necessary to confirm this speculation.  
 
Figure 5.5: Concrete surfaces without optical noise (Time: 486 seconds). 
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Horizontal                                                        Vertical 
  
  
 (a) Surface displacements by block-wise SSD 
  
(b) Surface displacements by block-wise NSSD 
  
(c) Surface displacements by block-wise EEM 
Figure 5.6: Displacement plot with little optical noise (Time: 486 seconds). 
5.3.3  Surface displacement measurement under surface water mark 
In the outdoor environment, structures are susceptible to weather changes such as raining in 
wet weather. Water mark was applied to the specimen surface to simulate the wet weather. Two 
samples with water mark are used here to evaluate the performance of the block-wise EEM as 
shown in Figure 5.7 and Figure 5.9.  
Surface displacements from sample 1 obtained by block-wise EEM, SSD, and NSSD are 
plotted in Figure 5.8. The surface displacements obtained by SSD and NSSD had obvious 
measurement errors. Locations of the errors match those of the water mark on the concrete 
surface, indicating they were due to the effect of the water mark. On the contrary, surface 
displacements obtained by the block-wise EEM were free of these errors.  
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Similar phenomenon was observed in the surface displacements obtained from the sample 
2 as plotted in Figure 5.10. Again, locations of measurement errors found on the surface 
displacements obtained by SSD and NSSD match that of water marks, while none obvious 
measurement error was found on the displacements obtained by the block-wise EEM. It was 
validated from the results that the block-wise EEM was more robust in surface displacement 
measurment against optical noise of water mark than DIC methods (SSD and NSSD). 
 
Figure 5.7 Concrete surfaces with water mark – sample 1 (Time: 510 seconds). 
Horizontal                                                        Vertical 
  
  
(a) Surface displacements by SSD 
  
(b) Surface displacements by NSSD 
  
(c) Surface displacements by EEM 
Figure 5.8: Surface displacement of surface with watermark – sample 1 (Time: 510 seconds). 
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Figure 5.9: Concrete surfaces with water mark – sample 2 (Time: 414 seconds). 
Horizontal                                                        Vertical 
  
  
(a) Surface displacements by SSD 
  
(b) Surface displacements by NSSD 
  
(c) Surface displacements by EEM 
Figure 5.10: Surface displacement of surface with watermark – sample 2 (Time: 414 seconds). 
5.3.4  Surface displacement measurement under combined shading and water 
mark 
The specimen with type III noise – combined water mark and shading as shown in was used to 
extract surface displacements, and the results were plotted in Figure 5.11. From the plot, 
measurement errors were found on the surface displacements obtained by SSD and NSSD in 
corresponding to areas with water mark and shaing in the specimen image. The surface 
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displacement obtained by the block-wise EEM, again, was not affected by the optical noises. 
The results further validated the robustness of the block-wise EEM in comparison with DIC 
methods, SSD and NSSD. 
 
Figure 5.11: Concrete surfaces with combined water mark and shading (Time: 450 seconds). 
Horizontal                                                        Vertical 
  
  
 (a) Surface displacements by SSD 
  
(b) Surface displacements by NSSD 
  
(c) Surface displacements by EEM 
Figure 5.12: Surface displacement of surface with combined water mark and shading (Time: 
450 seconds). 
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Figure 5.13: Surface strain for crack prediction in the experiment.  
5.3.5  Surface strains converted from surface displacements 
After obtaining surface displacements without effect by optical noises, surface strains can be 
converted from surface displacements using the FE strain conversion method. However, the 
surface displacements obtained by the block-wise EEM had low spatial resolution and had 
sudden displacement discontinuity near the boundaries. Therefore, image Gaussian filter was 
applied to smooth surface displacements before the FE strain conversion method can be applied. 
A surface strain (normal horizontal strain) was converted from the surface displacement plotted 
Figure 5.6. From  Figure 5.13(b), it can be seen that none crak was visible on the specimen 
surface which was used to the extract surface displacements and the surface strain. The obtained 
surface strain is presented in Figure 5.13(b), from which it was seen that two areas with 
concentrated high strains were located on near 1/3 and 2/3 spans of the beam specimen. These 
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two locations match the locations of sudden displacement changes, confirming that the sudden 
displacements were due to concentrated strains. It can thus be predicted that cracks were 
forming in the two locations with high concentrated strains and sudden displacement changes. 
The prediction was validated accurate by comparing the surface strain with the spcimen surface 
with cracks that everntually formed. The accurate predictions confirms that SurafceVision1 was 
effective in measuring surface displacement/strain for crack prediciton. 
5.3.6  Comparison of block-wise EEM with block-wise DIC 
In the DIC methods, SSD and NSSD are sensitive to raining condition because both the linear 
scale of illumination and the offset of brightness can change the correlation value in these 
methods. Block-wise EEM is not sensitive to either the linear scale of illumination or the offset 
of brightness because the EEM code is determined by the gradient magnitudes and gradient 
orientation angles that are insensitive to intensity changes.  
In the block-wise EEM technique, the subset is tracked based on the texture and shape of 
the objects in the subset, while the subset is tracked based on the intensities in DIC methods. 
When environment condition changes (for example, lighting condition or weathering), the 
intensity of the grayscale images is affected. In order words, two grayscale images that contain 
the same objects may have different intensity, causing measurement in method such as DIC. 
However, textures and shapes of the objects in the images do not change. Two EEM images, 
that contain the same objects, are almost the same even when taken under different environment 
conditions, which is the reason for the robustness of the block-wise EEM technique. 
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Effects of the outdoor environment on image intensities on the concrete surface can be 
represented by combinations of linear scale of the illumination and offset of brightness. When 
the image intensity (𝐼(𝑥, 𝑦)) is affected by the offset of bridgeness (𝐼′(𝑥, 𝑦) = ε + 𝐼(𝑥, 𝑦)), the 
intensity derivatives in either direction are not changed (∇𝐼𝑥
′ = ∇𝐼𝑥; ∇𝐼𝑦
′ = ∇𝐼𝑦), hence both the 
gradient magnitude and the graidnet orientatioon angle are remained the same. Therefore the 
EEM code is not affected by offset of brightness: 𝐸𝑐𝑜𝑑𝑒
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When the image intensity (𝐼(𝑥, 𝑦)) is affected by scaling of illumination level (𝐼′′(𝑥, 𝑦) =
s ∗ 𝐼(𝑥, 𝑦)), the intensity derivatives in either direction are scaled (∇𝐼𝑥
′′ = s ∗ ∇𝐼𝑥; ∇𝐼𝑦
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Correspondingly, the EEM code is also scaled: 𝐸𝑐𝑜𝑑𝑒
′′ (𝑥, 𝑦) = 𝑠 ∗ 𝐸𝑐𝑜𝑑𝑒(𝑥, 𝑦). 
However, the scaling of EEM code does not affect the similarity function (Eq. 3.11) 
calculated in similarity matching 𝑠′′(𝑅𝐼 , 𝑅𝑇
′′) = 𝑠(𝑅𝐼 , 𝑅𝑇). Recall the similarity is calculated by 
the function below:s 
𝑠(𝑅𝐼 , 𝑅𝑇) =
∑ [[𝑅𝐼−𝑅𝐼̅̅ ̅][𝑅𝑇(𝑖,𝑗)−𝑅𝑇̅̅ ̅̅ ]](𝑖,𝑗)∈𝑇
{∑ [𝑅𝐼(𝑖,𝑗)−𝑅𝐼]2∑ [𝑅𝑇(𝑖,𝑗)−𝑅𝑇̅̅ ̅̅ ]2𝑇𝑇 }
1
2
,                         (5.12) 
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where RI and 𝑅𝑇 are the EEM images of the object image (I) and the target (T) respectively, 
and 𝑀,𝑁 are the sizes of 𝑇 in the axes of both directions. 
Combination of change in illumination condition and weathering of the concrete structures 
in outdoor environment is inevitable. Because too many errors were found in the displacement 
estimation obtained by conventional DIC methods, the conventional DIC methods cannot be 
used for crack prediction in outdoor environment. The OCM incorporated DIC method 
effectively reduces the measurement errors therefore provides a robust method for crack 
prediction in outdoor environment. 
5.3.7  Discussion of limitations  
Limits of the study in Chapter 5 are disccused as follows: 
1. Because there was no other sensor available among current technologies for standard 
surface displacement measurement, the accuracy of surface displacements obtained by 
SurfaceVision cannot be directly evaluated. Therefore, a numerical simulation with simulateed 
surface deformation is necessary to validate the surface displacement accuracy. Theoretical 
anslysis of the defelction and surface deformations of the four point bending test can also be 
used to qualitatively validate the accuray of surface displacements measured in the experiment.  
2. On the concrete surface, surface deformation is supposed to be continuous. However, in 
the current block-wise EEM technique, each subset is tracked individually without considering 
the conditnuities. Therefore, surface displacement obtained in the experiment had obvious 
discontinuity when the magnitude of displacments were low as shown in Figure 5.14.  
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3. Surface strain conversion from surface displacement based on surface fitting and 
differentiation is not intuitive, since it is desinged based on the concept different from the 
principle used by widely-used standard strain gauge transducers that are familiar to engineers. 
4. To better understand surface deformations and prediction of crack foramtion, it is 
necessary to analyze in depth the changes of surface displacements and strains in all frames. 
These limitations are addressed in Chapter 6. 
Horizontal                                                        Vertical 
 
 
Figure 5.14: Surface displacements obtained by the block-wise EEM (Time: 396 seconds). 
5.4  Summaries and conclusions of Chapter 5 
A new computer vision system, SurfaceVision, was proposed to enable robust remote non-
contact monitoring of structural surface displacements and strains. A block-wise EEM 
technique was developed for surface displacement measurement by segmenting a surface image 
into subsets and tracking each subset individually using EEM. Four point bending experiment 
was conducted on a reinforced concrete beam specimen in conditions with simulated wet 
weather and shading.  
It was found from the experimental results that conventional DIC methods (SSD and NSSD) 
were affected by optical noises including water mark and shading, and produced measurement 
errors in areas with optical noises. On the contrary, the robustness of the block-wise EEM was 
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validated by producing surface displacement with little measurement erorrs due to optical 
noises.  
Surface strains were converted from the surface displacement using the FE strain conversion 
algorithm. Two cracks were predicted based on the areas with concentrated strains on the 
surface strain and those with sudden displacement changes. The prediction was validated by 
the specimen images after actual crack formations, confirming the effectiveness of 
SurfaceVision in crack prediction on concrete surface through surface displacement/strain 
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Chapter 6  
6 Improved Surface Displacement/Strain 
Measurement with High Continuity, Spatial 
Resolution, and Accuracy 
In this chapter, an upgraded SurfaceVision is developed to improve continuity, spatial 
resolution, and accuracy in surface displacement measurement. A displacement optimization 
technique and a customized smart initialization technique are applied to the improved block-
wise EEM to improve the continuity and accuracy of the surface displacement measurement. A 
pixel-wise measurement method is developed for the pixel-wise EEM to enable pixel-wise 
surface displacement measurement. Additionally, an intuitive strain conversion technique is 
developed based on the principle of strain gauge transducers. To validate the performance of 
the upgraded vision sensor, a numerical simulation is formulated based on theoretical analyses 
of the four point bending test. The accuracy and robustness of the pixel-wise EEM are also 
demonstrated in laboratory experiments in comparison with the improved block-wise EEM and 
the block-wise DIC. Deflections, surface displacements, and surface strains from the 
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experiment are analyzed in-depth for understanding the surface deformation and predicting 
crack formations before any cracks appear on the specimen surface. 
6.1  Introduction 
Continuous measurement of surface displacement/strain can be effective in monitoring 
structure surface condition, which is critical to important structures that are sensitive to cracking 
or deterioration such as concrete nuclear reactor. The most common sensor for surface condition 
monitoring is strain gauge transducers that are based on change in electrical resistance. 
However, these strain gauges only measures the strain for one point instead of a surface. 
Moreover, .a cumbersome data acquisition system is needed for field application. Recently, 
fiber optical sensors (FOS) have been developed for surface displacement measurement. For 
example, FOS were applied to monitor displacements of aircraft composite structure [98], steel 
structure [48], and landslides & geotechnical health monitoring [99, 100]. Quasi-distributed 
displacement measurements are enabled by FOSs based on fiber bragg grating. Distributed 
displacement measurements are made possible through optical time domain reflectometry and 
Brillouin scattering. However, similar to the strain gauge transducers, installation of 
cumbersome data acquisition system is required for a FOS system. Also, the FOS can only 
measure the one-dimensional (1D) displacement/strain along a long line. High strains away 
from the FOS cannot be captured by the FOS, resulting in potential structural cracking/damage 
without being detected.  
In recent literature, novel surface strain sensors are proposed to enable two-dimensional 
(2D) strain estimation. A thin film sensor was developed based on carbon nanotube-
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polyelectrolyte for strain and corrosion sensing [49, 50]. Nonetheless, the size of the film 
needed to be is around 25 mm by 25 mm for strain sensing, making it impractical to monitor 
structure surfaces in field application that requires a huge number of thin film strain sensors. 
Moreover, application of the think fil strain sensor for surface monitoring is labor-intensive and 
complicated. To enable strain measurement of a small specimen, the sensing skin needs to be 
deposited onto the surface and eight electrodes legs need to be installed on each boundary. The 
large area electronic, termed the soft elastomeric capacitor (SEC), was used for monitoring 
cement-paste plate [101]. These SEC sensors, however, can only detect whether crack is 
forming under the sensing skin. Self-sensing concrete material has also been used for strain 
measurement, which is, nonetheless, cannot be used to existing deteriorating structures.  
Overall, the existing methods introduced above need to be in full contact with the structure 
surface, cumbersome installation is required for the sensor and data acquisition system, and 2D 
surface displacement/strain measurement structure surface cannot be achieved in field 
applications. 
To enable easy-to-install, remote, 2D surface displacement/strain measurement with 
flexible measurement sizes, computer vision sensing systems have be applied for monitoring 
structure surface. The surface displacement was first measured by digital image correlation 
based on block-wise template matching [102]. A block of pixels is selected as the target and its 
displacement is tracked by applying template matching. To get displacement distribution for a 
2D surface, the surface is divided into equal-sized small blocks, which are tracked individually 
in consecutive images. Because the DIC method is heavily dependent on image pixel intensities, 
the accuracy of its displacement decreases and the measurement errors increases when the 
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images are subjected to optical noises due to changing conditions such as weather and lighting. 
Another challenge of the DIC method based on image intensities is that artificial speckle 
patterns are usually needed [103]. High exposure video images also need to be guaranteed to 
ensure accuracy since under exposure will result in low-contrast images and loss of fine featured.  
The vision sensing systems based on DIC method for surface displacement measurement 
has been widely applied for load test, strain measurement [104], and strength test[105]. Since 
then, different methods are developed. For example, Vic-2D, a commercial DIC based method, 
was proposed for measuring small displacement and strain distribution and was tested for 
monitoring deformation of material specimen in controlled environment [106]. However, Vic-
2D is limited to small displacement and small strain usually before cracks form on the material 
surface.  
Recent development in DIC method for surface displacement focuses on displacement 
optimization algorithm. The Reliability Guided Digital Image Correlation (RG-DIC) technique 
[51-53] produced surface displacement with high accuracy controlled environment. In this 
method, the displacement of a seed point is obtained through DIC, then its displacement is 
optimized based on the iterative Newton Raphson algorithm. To overcome discontinuity, the 
displacements of other points are calculated based on a reliability method that the displacement 
of one point is used as the initial guess for its surrounding pixels. Similarly, the Rood Pattern-
Particle Swarm Optimization (RP-PSO) is a block-wise DIC method with rood pattern-particle 
swarm optimization [18, 107]. However, the RG-DIC method and RP-PSE, are essentially 
intensity based DIC methods that can be affected by the effects of environmental changes. In 
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field applications, it is inevitable the measurement is conducted with optical noises including 
weathering and change in illumination conditions. 
Previously, the vision sensing system SnnoVision was developed for robust surface 
displacement/strain measurement in Chapter 5. However, there are some limitations. 1. The 
accuracy of the obtained surface displacements cannot be directly evaluated. 2. Since the 
surface is segmented into rectangular subsets, whose displacements are tracked separately, 
surface displacements thus obtained have low spatial resolution with the subsets being the 
smallest units. 3. Since each subset is tracked individually, the surface displacement thus 
obtained show discontinuity when the magnitude is low, while the structural surface 
deformation is usually continuous. 4. Surface strain conversion from surface displacement 
through surface fitting and differentiation is not intuitive since its concept is different from the 
standard principle of strains used by strain gauge transducers that are familiar to engineers.. 
Therefore, to tackle these challenges, an upgraded SurfaceVision is developed for robust 
measurement of surface displacement and surface strain with high continuity, spatial resolution, 
and accuracy. In the previous system, the block-wise EEM was used for surface displacement 
measurement. EEM is an image transformation technique that extracts gradient information 
from a grayscale image to form an edge enhanced image. EEM was originally used for robust 
1D vibrational displacement measurement. In the improved block-wise EEM technique, EEM 
is combined with the iterative displacement optimization technique based on Newton-Raphson 
updating and the smart initialization technique for improving the continuity of the displacement 
measurement. In the pixel-wise EEM technique, which is further improved from the improved 
block-wise EEM, a pixel-wise measurement method is developed for increasing the spatial 
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resolution of the surface displacement. An intuitive and practical strain conversion technique is 
proposed based on the principle of strain gauge transducers. 
A numerical simulation is formulated to validate the improved continuity, spatial resolution, 
and accuracy of the surface displacement measurement obtained by the pixel-wise EEM in 
comparison with other methods. A four point being test of a rectangular beam is analyzed 
theoretically for the simulation. The simulated surface deformation is applied to a reference 
surface image to introduce artificial surface displacement. Optical noises are also simulated to 
imitate environmental changes such as water mark in wet weather and shading. The pixel-wise 
EEM and other methods are used to extract surface displacement from the deformed images, 
and the measurement errors are quantified. The laboratory four point bending experiment is 
also used for demonstrating the performance of SurfaceVision in surface displacement/strain 
measurements and crack formation predictions. 
The computer vision sensor system is briefly presented its fundamental computer vision 
techniques are introduced in Section 6.2. The numerical simulation formulation and results are 
presented in Section 6.3. The laboratory experiment for demonstrating the SurfaceVision is 
included in Section 6.4.  
6.2  Techniques for robust surface displacement/strain 
measurement with high continuity and spatial resolution 
The computer vision sensor system for surface displacement/strain measurement is presented. 
Similar to the InnoVision for multi-point displacement monitoring, the computer vision sensor 
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system here is composed of a computing unit enabled by computer vision techniques, and a 
camera which can measure displacements of multiple locations simultaneously remotely with 
easy installation and low cost. As illustrated in Figure 6.1, the conditions a structure surface is 
monitored by the commuter vision sensor system by measuring its surface displacement and 
surface strain distributions. If abnormalities such as concentrated high strains, sudden 
displacement changes, or imminent crack formations are detected, the measurement results are 
send to the cloud server. Operators can then get alerted so preventive actions can be made to 
avoid serious structural damages. 
In the field conditions, different weather conditions or lighting conditions can affect 
methods based on image intensities and result in measurement errors. Therefore, in the block-
wise EEM technique, the EEM technique is used to transform the images to enable robust 
measurement against noises. A surface image is transformed by EEM and segmented into equal 
sized subset. Block-wise surface displacements are usually obtained after applying template 
matching on each subset. However, the displacement profile obtained has low continuity and 
low spatial resolution with the subsets being the smallest units. A displacement optimization 
and a smart initialization are applied for the improved block-wise EEM technique to increase 
the continuity of the surface displacement measurement. To increase the spatial resolution, a 
new pixel-wise measurement method is developed for the pixel-wise EEM to obtain surface 
displacement with pixel-wise spatial resolution. Based on the principle of strain gauge 
transducers, a new intuitive strain conversion method is applied.  
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Figure 6.1: Computer vision sensing system for surface condition monitoring. 
The streamline of the computer vision techniques for calculating surface displacement and 
surface strain in SurfaceVision is presented in Figure 6.2. The grayscale images including the 
reference image and the deformed image are first transformed into EEM images. The EEM 
transforms the images by manipulating gradient information of the images that are invariant to 
changes in image intensities such as linear scale or brightness offset. A seed point is selected at 
the reference EEM image, and the block-wise template matching technique is then applied to 
obtain the initial estimation of the seed-pixel’s displacement. The initial displacement 
estimation is then optimized using an iterative displacement optimization method to increase 
the accuracy of the displacement. The optimized displacement of the seed-pixel is then used as 
the initial guess for its surrounding pixels, whose initial values are also optimized using the 
optimization method and queued in a waiting list. The accuracy of the displacements are 
represented by a correlation score and added to the corresponding pixels in the waiting list. In 
the smart initialization technique, the pixel with the highest correlation score in the waitlist is 
used to initialize its neighbors and then removed from the waiting list. The initialization and 
optimization steps are repeated until all pixels are assigned with displacement measurements. 
To calculate the displacement for every pixel is very time consuming. Therefore, only a portion 
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of the pixels are calculated with displacements, and the pixel-wise displacements are assigned 
through weighted average interpolation. After the surface displacement is obtained, surface 
strain can be converted from the surface displacement using an intuitive strain conversion 
technique. The techniques mentioned above are explained in detail in the following sections. 
 
 
Figure 6.2: Overview of techniques for surface displacement/strain measurement. 
6.2.1  Image transform for edge enhanced matching 
Structure surfaces may be subject to different environmental conditions and lighting conditions 
such as water staining and shading. Image intensity based method can be affected by these 
conditions, resulting in measurement errors. Therefore, an advanced gradient based technique 
EEM is adopted for robust surface displacement measurement. In EEM for SurfaceVision, 
images are first transformed into EEM images by extracting and integrating gradient 
information from the greyscale images. The EEM images contain the gradient magnitude and 
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gradient phase information, therefore is essentially insensitive to surface conditions and 
environmental lighting conditions. 
In EEM transform, the grayscale images are first transformed into EEM images to highlight 
the contrast of the edges to enable robust tracking. The intensity of a pixel in a greyscale digital 
image can be represented by 𝐼(𝓍, 𝓎). The gradients in horizontal direction (𝑔𝓍) and vertical 








; 𝑠𝓎 = 𝑠𝓍








= 𝐼 ∗ 𝑠𝑦                                                      (6.2) 
Then the magnitude 𝐺𝑚 and the phase 𝐺𝜃 of the gradients are obtained: 
𝐺𝑚 = ⌈√𝑓𝑥2 + 𝑓𝑦2 ∙ 10
3⌉ ∙ 10−3.                                         (6.3) 
𝐺𝜃 = 𝑎𝑡𝑎𝑛2(𝑓𝑦, 𝑓𝑥)                                                   (6.4) 
Then, the gradient phase𝑠 𝐺𝜃  are quantified into phase bins (𝐵𝜃) which are in the range of 
[−25, 25]: 
𝐵𝜃 = sign(𝐺𝜃) ∙
|𝐺𝜃|+𝜋
2𝜋
∙ 25                                          (6.5) 
Note that the minimum absolute value of 𝐵𝜃  is  0.5𝒮  instead of zero so that when 𝐺𝜃 =
0 & 𝐺𝑚 ≠ 0, the resulting EEM image is not zero. The edge enhanced code (𝐸) of every pixel 
is finally calculated to form the EEM image by integrating the gradient magnitudes (𝐺𝑚), and 
gradient phase bins (𝐵𝜃) at the pixel level: 
𝐸𝑐𝑜𝑑𝑒(𝑥, 𝑦) = 𝐺𝑚 ∙ 𝑂𝐵                                             (6.6) 
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6.2.2  Block-wise template matching 
In the block-wise EEM technique, after EEM image transformation, the reference EEM image 
is segmented into small subsets and the block-wise template matching is applied to measure the 
location change each subset. The widely used digital image correlation algorithm normalized-
cross-correlation (NCC) is used by estimating the similarity between the target (𝑇) on the 
reference frame and the object (𝐽) on the deformed image. The highest correlation value 𝛾 is 
produced by the best match between 𝑇 and different object images 𝐼 at different locations: 
𝑐(𝑥, 𝑦) = 𝑁𝐶𝐶 (𝑅𝐼𝑥,𝑦, 𝑅𝑇),                                          (6.7) 
𝑁𝐶𝐶 (𝐸𝐽𝑥,𝑦 , 𝐸𝑇) =
∑ [[𝐸𝐽𝑥,𝑦(𝑚,𝑛)−𝐸𝐽𝑥,𝑦
̅̅ ̅̅ ̅̅ ̅][𝐸𝑇(𝑖,𝑗)−𝐸𝑇̅̅ ̅̅ ]](𝑚,𝑛)∈𝑇
√∑ [𝐸𝐽𝑥,𝑦(𝑖,𝑗)−𝐸𝐽𝑥,𝑦
̅̅ ̅̅ ̅̅ ̅]
2
∑ [𝐸𝑇(𝑖,𝑗)−𝐸𝑇̅̅ ̅̅ ]2(𝑖,𝑗)∈𝑇(𝑖,𝑗)∈𝐽𝑥,𝑦
,                (6.8) 
𝐸𝐽𝑚,𝑛
̅̅ ̅̅ ̅̅ ̅ =
1
𝑊𝐻




∑ [𝐸𝑇(𝑖, 𝑗)]𝑇(𝑖,𝑗)∈𝑇 .              (6.9) 
where 𝑊 and 𝐻 are width and height of the object 𝐽𝑥,𝑦. The values of (𝑥, 𝑦) denote the location 
of the top-left corner of 𝐽𝑥,𝑦  on the deformed image. The object (𝐽) and the target (𝑇) are 
transformed into EEM images 𝐸𝐽 and 𝐸𝑇 respectively before correlation. 
The correlation value is conducted for all possible locations within a confined region 
(2 ∗ 𝑥𝑟 𝑏𝑦 2 ∗ 𝑦𝑟  𝑝𝑖𝑥𝑒𝑙𝑠)on the deformed image to obtain a correlation image. It is assumed 
that the target does not move off bounds of the confined region.  
The new coordinate of the target on the deformed image is calculated by locating the pixel 
with the peak value on the correlation image. The displacement of the target (∆𝑥, ∆𝑦)  is 
obtained by subtracting the coordinate of the target on the reference image (𝑥0, 𝑦0) from the 
upated coordinate of the target on the deformed frame (𝑥𝑑 , 𝑦𝑑) 
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(∆𝑥, ∆𝑦) = (𝑥𝑑, 𝑦𝑑) − (𝑥0, 𝑦0).                                      (6.10) 
To convert the displacements in image coordinates obtained above into physical 
displacements (∆𝑥𝑑, ∆𝑦𝑑), a scaling factor (SF) is applied: (∆𝑥𝑑, ∆𝑦𝑑) = 𝑆𝐹 ∗ (∆𝑥, ∆𝑦). The 
SF is pre-measured as the ration of the physical dimension of a known object (𝑤𝑝, ℎ𝑝) to its 




In the block-wise EEM, the displacement each subset is tracked individually through 
template matching, the surface displacement thus obtained has low-continuity and spatial 
resolution. Therefore, the displacement optimization technique and smart optimization 
technique are applied improve the measurement continuity and accuracy. A pixel-wise 
measurement method is developed to improve spatial resolution of the surface displacement 
measurement. 
6.2.3  Iterative displacement optimization  
To optimize the displacement to obtain surface displacements with high accuracy, the initial 
displacement measurement is updated through an iterative optimization process. The iterative 
displacement optimization technique is first explained. Then, how to initialize the pixels is 
discussed. 
Assume the deformation of a small subst of the structural surface image can be represented 
by 2D affine transformation. The transformed coordinates 𝜒𝑟  can be calculated from their 




] = 𝒯 ∗ [
𝜒
1
]                                                     (6.11) 
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]                                                           (6.13) 
where [𝑥, 𝑦] and 𝑥𝑟 , 𝑦𝑟] are coordinates along the horizontal and vertical axes. 
The affine transformation is usually composed of rotation with angle 𝜃, and scaling about 
origin in horizontal and vertical axes with factors [𝑤, ℎ], shearing with angles [𝜙, 𝜑], and 






cos 𝜃 − sin 𝜃 0










]      (6.14) 
which is equivalent to  
𝒯 = [
𝑊 cos 𝜃 − 𝑡𝑎𝑛𝜑𝑠𝑖𝑛𝜃 𝑡𝑎𝑛𝜙𝑐𝑜𝑠𝜃 − 𝐻 sin 𝜃 𝑡𝑥
𝑊sin 𝜃 + 𝑡𝑎𝑛𝜑𝑠𝑖𝑛𝜃 𝑡𝑎𝑛𝜙𝑠𝑖𝑛𝜃 + 𝐻 cos 𝜃 𝑡𝑦
0 0 1






]                                                    (6.16) 
The following equations can be obtained: 
𝑥𝑟 = 𝑝1𝑥 + 𝑝2𝑦 + 𝑝5                                                (6.17) 
𝑦𝑟 = 𝑝3𝑥 + 𝑝4𝑦 + 𝑝6                                                (6.18) 






                                           (6.19) 
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where 𝜒𝑟 is the transformed coordinate, 𝑓 and 𝑔 represents the reference image and deformed 
image respectively, and 𝑃 is the parameter vector that includes the displacement coefficients: 
𝑃 = [𝑝1, 𝑝2, 𝑝3, 𝑝4,𝑝5, 𝑝6]
′
                                         (6.20) 
According to the truncated Taylor series: 
𝐶(𝑃) = 𝐶(𝑃0) + ∇𝐶(𝑃0)
𝑇(𝑃 − 𝑃0) + 0.5(𝑃 − 𝑃0)
𝑇∇∇𝐶(𝑃0)(𝑃 − 𝑃0) + ⋯    (6.21) 
The loss function needs to be minimized and the above function reaches minimum at 𝑃0 where 
(∇𝐶(𝑃0) = 0): 
∇𝐶(𝑃0) = −∇∇𝐶(𝑃0)(𝑃 − 𝑃0)                                 (6.22) 
The warping parameters 𝑃  can be updated through the iterative Newton-Raphson process, 
where the values of 𝑃𝑗  in the step 𝑗 is updated into 𝑃𝑗+1. 
𝑃𝑗+1 = 𝑃𝑗 −
∇𝐶(𝑃𝑗)
∇∇𝐶(𝑃𝑗 )
                                           (6.23) 























∑ [𝑓(𝜒) − 𝑔(𝜒𝑟)]
𝜕𝑔(𝜒𝑟)
𝜕𝑝𝑖
𝜒∈𝑇                              (6.26) 

















𝜒∈𝑇      (6.27) 
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However, by assuming that the initial guess is close to the true value (𝑓(𝜒) = 𝑔(𝜒𝑟)), the 











𝜒∈𝑇                                   (6.28) 
The values of 
𝜕𝑔(𝜒𝑟)
𝜕𝑝𝑖














































                                                         (6.34) 
where 𝑔(𝑋𝑟)  represent the values of pixels at coordinates 𝑋𝑟  on the deformed image 𝑔 . 
Although the values of 𝑋𝑟 are not necessarily integers, 𝑔(𝑋𝑟) can be easily calculated through 
2D interpolation, usually by applying the Matlab function  𝑖𝑛𝑡𝑒𝑟𝑝2. 
The process of the displacement optimization can be achieved by iteratively applying 
𝑃𝑗+1 = 𝑃𝑗 −
∇𝐶(𝑃𝑗)
∇∇𝐶(𝑃𝑗 )
 to update 𝑃 . However, to start the iteration process, 𝑃  needs to be 
assigned an initial vector 𝑃0. The block-wise template matching previously mentioned can be 
used for initialization 𝑃0 = [1,0,0,1, ∆𝑥, ∆𝑦]′ . Empirically, twenty iterations are enough to 
update 𝑃. Moreover, to increase continuity of the surface displacement measurement, the smart 
initialization technique can be applied to initialize the pixels using displacement vectors of 
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neighboring pixels. The displacement vector of the pixel with the highest correlation score is 
used to initialize its neighboring pixels. The smart initialization technique is explained in 
section 6.2.4. 
6.2.4  Smart initialization technique customized for displacement optimization 
The iterative displacement optimization method needs an initial guess which is usually provided 
based on the measurement of the block-wise template matching. A more advanced alternative 
is to use the optimized displacement results of one seed-pixel as the initial guess for its 
neighboring pixels to increase continuity of the surface displacement profile.  
In the first step, a seed-pixel is selected on the reference image. The seed-pixel is usually 
selected in a location with high contrast and few optical noises. And similar to the block-wise 
template matching, a square target window is defined around the seed-pixel. The displacement 
measurement (∆𝑥, ∆𝑦)  from block-wise template matching is used to initialize the 
displacement vector 𝑃0 of the seed-pixel. Note that the block-wise template matching is applied 
once, only to initialize the seed-pixel.  
The displacement vector 𝑃 of the seed-pixel is then optimized iteratively as explained in the 
last section. The accuracy of the optimized 𝑃  is evaluated by comparing the between the 
corresponding 𝑔(𝒳𝑟)  with 𝑓(𝒳)  and their similarities in terms of the correlation 








                             (6.35) 
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The optimized 𝑃  of the seed point is used as the initial value for the four neighboring pixels 
around the seed-pixel. The displacements of the neighboring pixels are optimized and their 
accuracies are also evaluated in terms of correlation score as shown in Figure 6.3(a).  
To record the status of the pixels, a mask image which has the same size as the reference 
image is created with all mask pixels assigned with the value of 0. If the displacement vector 
of a pixel is obtained, its corresponding mask pixel is changed to the value of 1. In the second 
step, all pixels that still have mask value of 1 are queued in a waitlist, and the pixel with the 
highest correlation score is selected so that its displacement vector is used as the initial 
displacement for its neighboring pixels that still have the mask value of 0. The initialized pixels 
are optimized using the displacement optimization technique. If the displacement vector of a 
pixel is used as the initial guess for its neighboring pixels, its corresponding mask pixel is 
assigned with the value of 2. The second step is repeated until all the pixels in the mask have 
the value of 2.  
                                     
   (a) Correlation scores from the first step                   (b) Mask image from the first step 
                                   
   (c) Correlation scores from the second step              (d) Mask image from the second step 
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Since the displacement of the subsets are dependent of their neighbors, surface displacement 
thus obtained has high continuity. Therefore, in the improved block-wise EEM technique, the 
displacement optimization and the smart initialization techniques are implemented in 
integration with the block-wise EEM. 
6.2.5  Pixel-wise measurement method 
In the improved block-wise EEM, the minimum spatial unit of the surface displacement is the 
size of the block. Surface displacement thus obtained has low resolution. For example, if the 
sizes of a subset and the reference image are 𝑤 ∗ ℎ and 𝑀 ∗ 𝑁 pixels respectively, the smallest 







subsets. Surface displacement with low resolution may loss some useful displacement 
information critical to structure surface monitoring, such as sudden displacement changes. 
Therefore, a pixel-wise measurement method is necessary to increase the spatial resolution of 
the surface displacement. 
The block-wise surface displacement measurement is illustrated in Figure 6.4(a). The 
reference image is segmented into equally sized block-windows that defines numerous small 
targets. Assume a subset has 𝑤 ∗ ℎ pixels and is bounded by the red box as shown in the plot, 
the displacement of the subset is tracked, then all pixels of the subset are assigned with the 
displacement of the subset. The window moves 𝑤  by ℎ  pixels to calculate surface 
displacements for all subsets. The resulting surface displacement has low spatial resolution 
because the smallest spatial unit is w∗ ℎ 𝑝𝑖𝑥𝑒𝑙𝑠. To improve the spatial resolution to 1 pixel, a 
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pixel-wise measurement method can be applied. A new pixel-wise technique is proposed to 
increase displacement accuracy with efficient computational cost. 
One straight-forward pixel-wise surface displacement measurement method is to move the 
target window pixel by pixel and assigned the displacement of the target to only the center of 
the target. Hence, each pixel has a displacement value. However, this pixel-wise technique is 
very computationally expensive. For example, to calculate the displacement of the pixels within 
the red window shown in Figure 6.4(b), nine subsets need to be tracked individually. The time 
cost of this pixel-wise technique is more than 𝑤 ∗ ℎ times higher than that of the block-wise 
times higher than that of the block-wise times higher than that of the block-wise measurement 
technique. The subsets are usually larger than 60 ∗ 60 𝑝𝑖𝑥𝑒𝑙𝑠, the pixel-wise measurement can 
result in 3600-fold increase in time cost in comparison with the block-wise measurement.  
 
                                     
               (a) For block-wise technique                     (b) For time-costly pixel-wise technique 
                                   
  (c) For time-efficient pixel-wise technique         (d) Scheme to combine (c) and SB technique 
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Therefore, a new pixel-wise measurement method with two steps is proposed. In the first 
step, similar to the previously mentioned pixel-wise method, the displacement of the subset 
bounded by the blue window is calculated and assigned to the center of the window (pixel #0) 
as shown in Figure 6.4(c). This is repeated for all the grey-shaded pixels. The difference of the 
new pixel-wise measurement method from the previously mentioned method is that, within a 
small window (such as the red window), only the diagonal pixels (i.e. #1, #5, &#9) need to be 
tracked. Note the subsets need to be squares with size of 𝑤 ∗ 𝑤 pixel. Therefore only 𝑤 subsets 
need to tracked for grey pixels within the red window. The arrangement of the grey-shaded 
pixels ensures that, within any 𝑤 ∗ 𝑤 window, 𝑤 pixels are assigned with displacement values. 
In the second step, all pixels are assigned with displacement measurements through weighted 
average of the grey pixels within a 𝑤 ∗ 𝑤  window. For example in Figure 6.4(c), 𝑃3
′ =
∑ 𝑃𝑖𝐶𝑖𝑖=5,10,11  and 𝑃5
′ = ∑ 𝑃𝑖𝐶𝑖𝑖=1,5,9 , where 𝑃𝑖 is the optimized displacement obtained in the 
first step, 𝐶𝑖 is the correlation score of pixel 𝑖, and 𝑃𝑗
′ is the displacement after weighted average 
interpolation in the second step. 
The smart initialization technique introduced in the last section cannot be directly applied 
for the pixel-wise measurement method because the grey-shaded pixels are not always aligned 
in the same grids. Therefore all the grey-shaded pixels are classified into 𝑤 layers represented 
by w different colors in Figure 6.4(d), so that the pixels in the same class are aligned 
horizontally or vertically. The customized smart initialization technique can then be applied to 
each layer of the shaded pixels for pixel-wise displacement measurement.  
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6.2.6  Strain conversation technique based on principle of strain gauge transducers 
Strain gauge transducers are the most widely-used and recognized strain measurement sensor, 
therefore the proposed surface strain conversion method is based on the principle of strain 
gauges. The normal strain of a strain gauge (𝜀0) is the ratio of a small extension (Δℓ0) to the 
strain gauge’s original length (ℒ0).  
𝜀0 = Δℓ0/ℒ0                                                      (6.36) 
Therefore, similarly, in SurfaceVision, the normal strain at a pixel is calculated as the ratio of 
the sum of the extensions (∆ℓ𝐴 + ∆ℓ𝐵) to the length of the conversion window ℒ as shown in 
Figure 6.5.  
𝜀 = (∆ℓ𝐴 + ∆ℓ𝐵)/ℒ                                              (6.37) 
where ℒ is the window size which is set to be equivalent to the length of a regular strain gauge 
such as 5 𝑚𝑚. 
           
(a) On reference frame                    (b) On deformed frame 
Figure 6.5: Surface strain conversion from surface displacement.  
The advantage of the vision sensing system over a regular strain gauge is that the strains 
can be measured at any location on the target surface. Additionally, strain gauges with different 
sizes are needed for different structural surfaces. For example, a small mechanical part can only 
fit a small strain gauge, while a structural surface needs large strain gauges. In the vision sensing 
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system, the window size can be simply changed to obviate the need to prepare different strain 
gauges. 
6.3  Numerical simulation 
A numerical simulation is formatted to evaluate the performance of SurfaceVision in terms of 
the continuity, spatial resolution, accuracy, and robustness against optical noises in surface 
displacement measurement. The common four point bending test of a beam is analyzed 
theoretically for formulating the simulation. Simulated deformation is added to the reference 
frame and different optical noises are also added to obtain the deformed frames. Surface 
displacements obtained by the SurfaceVision with pixel-wise EEM technique is obtained and 
compared with two other methods: the block-wise DIC and the improved block-wise EEM to 
validate its robustness and high resolution. The improvements of displacement continuity, 
spatial resolution, and accuracy in the pixel-wise EEM are also confirmed in comparison with 
the block-wise EEM. The accuracy of the surface displacement is evaluated by comparing with 
the ground-truth reference data. The numerical simulation and measurement results are 
presented below. 
6.3.1  Theoretical analysis of four point bending test 
Four point bending test of a uniform beam specimen was formulated in the numerical simulation. 
The reference image is obtained directly from the experiment which will be introduced in the 
following section. Image intensity changes due to optical noises such as weathering and 
illumination change are also simulated. The surface displacement are calculated based on 
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structural analysis of the four point bending test on the uniform beam. The layout of the four 
point bending is shown in Figure 6.6. Two forces with the same value 𝐹 is applied to the top of 
the beam near 1/3 and 2/3 length of the beam. 
 
Figure 6.6: Schematic plot of the four-point bending test in numerical simulation.  





𝐹                                                   (6.38) 
𝐹2 = (2 −
𝑙𝑙𝑒𝑓𝑡+𝑙𝑟𝑖𝑔ℎ𝑡
𝐿
)𝐹                                          (6.39) 











𝐹𝑥;                                                 𝑥 ≤ 𝑙𝑙𝑒𝑓𝑡
𝑙𝑙𝑒𝑓𝑡+𝑙𝑟𝑖𝑔ℎ𝑡
𝐿




) 𝐹(𝐿 − 𝑥);                      𝑥 ≥ 𝑙𝑟𝑖𝑔ℎ𝑡
            (6.40) 
The rotation angle 𝜃(𝑥) is obtained by integrating the bending moment 𝑀(𝑥). The rotation 
angle is then subtracted with the mean value since the mean of the rotation angle should equal 
to zero:  
𝜃(𝑥) = ∫ 𝑀(𝑥)𝑑𝑥
𝑥
0
                                                 (6.41) 
𝜃(𝑥) = 𝜃(𝑥) − 𝑚𝑒𝑎𝑛(𝜃(𝑥))                                         (6.42) 
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As an illustration, it is assumed 
𝐹
𝐸𝐼
= 10−9, 𝐿 = 7110, 𝑙𝑙𝑒𝑓𝑡 = (1 − 0.284)𝐿, and 𝑙𝑟𝑖𝑔ℎ𝑡 =
0.3𝐿, the moment diagram is obtained and shown in Figure 6.7. The rotation angle is also 
obtained correspondingly and plotted in the following Figure 6.8. By further integrating the 
rotation angle 𝜃(𝑥), the profile of the vertical deflection curve 𝑌(𝑥) is calculated: 
𝑌(𝑥) = ∫ 𝜃(𝑥)𝑑𝑥
𝑥
0
                                                 (6.43) 
The calculated deflection is plotted in Figure 6.9. Assume the vertical deflection is uniform 
along the height of the beam, the vertical surface displacement is obtained and shown in Figure 
6.10. The horizontal surface displacement of a pixel 𝑋(𝑥, 𝑦) is obtained as: 
𝑋(𝑥, 𝑦) = 𝑦 ∗ tan (𝜃(𝑥))                                              (6.44) 
Therefore, the horizontal surface displacement is obtained correspondingly as shown in Figure 
6.11.  
 
Figure 6.7: Moment diagram in numerical simulation.  
 
Figure 6.8: Rotation angle diagram in numerical simulation. 
Chapter 6  Improved Surface Displacement/Strain Measurement with High Continuity, Spatial 
Resolution, and Accuracy                                                                                                        174 
 
 
Figure 6.9: Deflection diagram in numerical simulation. 
 
Figure 6.10: Surface vertical displacement in numerical simulation. 
 
Figure 6.11: Surface horizontal displacement in numerical simulation. 
The deformed frames are produced in numerical simulation by adding surface displacement 
to the reference frame. One deformed frame is obtained without any optical noises. Additionally, 
different types of conditions with simulated optical noises are integrated to the deformed frame. 
Two optical noises were simulated and saved as masks: water stain due to wet weather and 
shading due to illumination change.  
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The patterns of water mark and shading are based on the experimental results by extracting 
the optical noises from the affected deformed images. The simulated optical noises are 
integrated with the deformed image as shown in Figure 6.12 The simulated water mark plotted 
in Figure 6.12 is added to the deformed image to produce the affected image in Figure 6.13(a). 
Similarly, the simulated shading plotted in Figure 6.13(b) is multiplied pixel by pixel with the 
deformed image to produce the affected image in Figure 6.13(c). Surface displacements are 
extracted by the improved SurfaceVision from the deformed images with optical noises. 
 
Figure 6.12: Illustration for obtaining the deformed image with optical noise. 
 
(a) Deformed image with water stain 
   
(b) Mask of simulated shading                      (c) Deformed image with shading 
Figure 6.13: Deformed images with simulated optical noises.  
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To evaluate the performance of the improved SurfaceVision, results obtained by the pixel-
wise EEM are compared with those obtained by the block-wise DIC, and the improved block-
wise EEM. The only difference between the improved block-wise EEM from the block-wise 
DIC is the EEM transform. On top of the EEM transform, the pixel-wise measurement method 
is applied in the pixel-wise EEM technique to increase the spatial resolution of the results. 
Improvements in continuity, spatial resolution, and accuracy are confirmed by comparing the 
results obtained by the pixel-wise EEM and improved block-wise EEM with those obtained by 
the block-wise EEM. The increase of accuracy due to the increase of the continuity and spatial 
resolution is demonstrated. The robustness of the pixel-wise EEM is then evaluated in tests with 
optical noises. The ground truth surface displacements shown in Figure 6.10 and Figure 6.11 
are used as reference data for quantifying measurement errors. 
In addition to RMSE, a new error measurement function error-area-ratio (𝐸𝐴𝑅) is used for 
quantifying measurement errors. The 𝐸𝐴𝑅 is defined as the ratio of pixels with absolute error 





                                                     (6.45) 
where 1(∙ ) is the indicator function. 
 
6.3.2  Numerical simulation results without optical noise 
In the simulated condition where no optical noise was added to the deformed frame. The surface 
displacements obtained by methods including the block-wise DIC, improvement block-wise 
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EEM, and pixel-wise EEM were presented in Figure 6.14. It can be seen from the results that 
all three different methods produced similar surface displacements that match well the ground 
truth. This validates the accuracy and effectiveness of all three methods in surface displacement 
measurement of the deformed frame without optical noise. 
The RMSE and EAR of the surface displacements are also listed in Table 6.1. The improved 
block-wise EEM and the block-wise DIC produced results with similar RMSE and EAR. The 
surface displacements obtained by the pixel-wise EEM have much lower RMSE and EAR. The 
RMSE was reduced above 79% and the EAR was reduced 100% by the pixel-wise EEM in 
comparison with the block-wise DIC. This validates the increase of accuracy due to the pixel-
wise measurement method by increasing the spatial resolution of the surface displacements. 
 
                 Horizontal displacement                                       Vertical displacement  
   
  
(a) Block-wise DIC 
  
(b) Improved block-wise EEM  
  
(c) Pixel-wise EEM 
Figure 6.14: Measured surface displacements in numerical simulation without optical noise. 
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Table 6.1: Measurement errors in numerical simulation without optical noise (H-Horizontal 












RMSE (pixel) 0.134 0.126 0.135 0.127 0.028 0.026 
Reduction in 
RMSE (%) 
-RMSE - -0.7 -0.8 79.1 79.4 
EAR 
(percentage) 
15.5 13.7 16.1 14.2 0 0 
Reduction in 
ERA (%) 
- - -3.9 -3.6 100.0 100.0 
 
6.3.3  Improvement of continuity, spatial resolution, and accuracy 
It was found in Chapter 5 that when displacement magnitude was small, the surface 
displacement obtained by the original block-wise EEM had obvious low continuity, and low 
spatial resolution as shown in Figure 5.14. To demonstrate improvements in the continuity, 
spatial resolution, and accuracy, magnitudes of the simulated surface displacements were 
reduced such that the vertical displacements are limited to [−1,0] pixels and the horizontal 
displacements limited to [−0.5,0.5] pixels. Surface displacements obtained by the block-wise 
EEM, improved block-wise EEM, and pixel-wise EEM are presented in Figure 6.15 and the 
measurement errors are listed in Table 6.2. From the displacement plots, it was found the 
continuity is improved in displacement obtained by the improved block-wise EEM in 
comparison with that obtained by the original block-wise EEM. This improvement was due to 
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the displacement optimization and the smart initialization techniques. The displacement 
obtained by the pixel-wise EEM had even higher continuity and spatial resolution than that 
obtained by the improved block-wise EEM, owing to the pixel-wise measurement method. As 
can be seen in measurement errors, displacements obtained by the improved block-wise EEM 
had higher accuracy than that obtained by the block-wise EEM, in agreement with the findings 
from displacement plots. The pixel-wise EEM produced displacement with more than 67% 
reduction in RMSE and more than 82% reduction in ERA compared to that produced by the 
original block-wise EEM. The results validated that the continuity, spatial resolution, and 
accuracy are improved significantly in the pixel-wise EEM in comparison with the block-wise 
EEM. 
                 Horizontal displacement                                       Vertical displacement  
  
  
(a) Block-wise EEM 
  
(b) Improved block-wise EEM 
  
(c) Pixel-wise EEM 
Figure 6.15: Measurements obtained by method before/after improvements. 
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Table 6.2: Measurement errors by methods before/after improvements (H-Horizontal 












RMSE (pixel) 0.0717 0.0733 0.0318 0.0252 0.0235 0.0189 
Reduction in 
RMSE (%) 
- - 55.6 65.6 67.2 74.2 
EAR 
(percentage) 
71.6 69.1 19.6 16.6 12.6 4.71 
Reduction in 
ERA (%) 
- - 72.6 76.0 82.4 93.2 
 
6.3.4  Numerical simulation results under optical noises 
The surface displacements are also obtained from the deformed frame with optical noises 
including simulated water mark and simulated shading. In the condition with simulated water 
mark, surface displacements are plotted in Figure 6.16. The results obtained by the block-wise 
DIC have obvious errors. The results obtained by the improved block-wise EEM and pixel-wise 
EEM do not have similar errors. This is because the block-wise DIC was based on image 
intensities which are affected by the simulated water mark.  
To quantify the errors, the RMSE and EAR are listed in Table 6.3. In comparison with 
measurement obtained by the block-wise DIC, the RMSE was reduced by 90% and ERA was 
reduced by 65% in measurements obtained by the improved block-wise EEM. The surface 
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displacements obtained by the pixel-wise EEM again have the highest accuracy with RMSE 
and ERA reduced by 98% and 100% respectively, validating its high performance. 
Horizontal displacement                                Vertical displacement 
   
  
(a) Block-wise DIC 
  
(b) Improved block-wise EEM 
  
(c) Pixel-wise EEM 
Figure 6.16: Measured surface displacements in numerical simulation with simulated water 
mark. 
Table 6.3: Measurement errors in numerical simulation with water mark (H-Horizontal 









H V H V H V 
Water 
stain 
RMSE (pixel) 1.57 1.26 0.140 0.127 0.037 0.025 
Reduction in 
RMSE (%) 
- - 91.1 89.9 97.6 98.0 
EAR (percentage) 48.1 44.2 17.1 14.0 0.0 0.0 
Reduction in ERA 
(%) 
- - 64.4 68.3 100.0 100.0 
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Similar pattern was observed in the condition with simulated shading. The surface 
displacements produced by the block-wise DIC were erroneous as shown in Figure 6.17. The 
RMSE of the results from block-wise DIC was above 3.99 pixels and ERA above 59.7 percent 
as listed in Table 6.4. Errors were significantly reduced in the results obtained by the improved 
block-wise EEM with reduction in RMSE and ERA by more than 96% and 76% separately. 
The accuracy was further increased in the results obtained by the pixel-wise EEM with 
reduction in RMSE and ERA by 99.3% and 100% separately. 
 
Horizontal displacement                                Vertical displacement 
   
  
(a) Block-wise DIC 
  
(b) Improved block-wise EEM 
  
(c) Pixel-wise EEM 
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Table 6.4: Measurement errors in numerical simulation with shading (H-Horizontal 









H V H V H V 
Shading 
RMSE (pixel) 3.99 14.7 0.135 0.127 0.030 0.025 
Reduction in 
RMSE (%) 
- - 96.6 99.1 99.3 99.8 
EAR (percentage) 59.7 63.5 15.8 13.7 0.0 0.0 
Reduction in ERA 
(%) 
- - 73.5 78.4 100.0 100.0 
 
In general, the accuracy of the surface displacements was significantly increased due to the 
improvements in continuity, spatial resolution, and robustness of the pixel-wise EEM in 
comparison with the block-wise DIC. The results validated the effectiveness of the improved 
SurfaceVision in surface displacement measurement with the developed/implemented advance 
computer vision techniques. 
6.4  Experiment validation  
The performance of the pixel-wise EEM is further demonstrated in the laboratory experiment 
with optical noises in comparison with the block-wise DIC and the improved block-wise EEM. 
At first, the experiment with four point bending test is conducted on a reinforced concrete 
specimen. The surface deformation is captured during the test. Then displacement 
measurements are extracted from the images using all three methods which are compared to 
demonstrate pixel-wise EEM technique’s ability to produce displacements with high continuity, 
spatial resolution, accuracy, and robustness. Surface displacements are analyzed for studying 
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the deformation of the specimens. Surface strains are converted from surface displacements and 
analyzed for studying strain changes and predicting crack formations.  
6.4.1  Four-point bending experiment on a reinforced concrete beam 
A reinforced concrete beam specimen was fabricated in the experiment for the four point 
bending test. The surface of the specimen without applying any artificial pattern is monitored 
by the computer vision sensing system. During the test, the surface was subject to simulated 
optical noises including weathering (water mark) and illumination changes (shading). The 
surface displacements and surface strains of the specimen surface during the test were obtained 
by all three methods.  
The exterior size of the beam specimen was 14 × 2 × 1  inches, and the size of the 
reinforcing cage was 12.5 × 1.5 × 0.75 inches as shown Figure 6.18. The layout of the 
reinforcing cage is presented in Figure 6.18(b). The longitudinal reinforcement was made of 3 
reinforcing bars. Three closed stirrups, which were made of Ø 1.6 𝑖𝑛 steel bars, were evenly 
distributed for lateral reinforcement. The concrete was made by mixing 300 𝑔𝑟𝑎𝑚𝑠 of Type I 
cement, 120 𝑔𝑟𝑎𝑚𝑠 of water and 900 𝑔𝑟𝑎𝑚𝑠 of the #16 sand.  
To induce four point bending deformation, an Intron 5984 34k Universal Testing Machine 
was used to apply compression at the extension rate of 0.005 𝑖𝑛/𝑚𝑖𝑛 as presented in Figure 
6.19. In the computer vision sensing system, a digital camera with effect image resolution of 
36.3 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 (7360 × 4912) pixels was used to monitor the surface deformation, and a laptop 
with i7 7600 Intel CPU was used for processing. During the test, an image was taken every ten 
seconds. Since the compression was applied, one hundred and three images were captured 
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before the specimen show cracking. During the test, optical noises were introduced and the 
testing conditions can be classified into three types. In type I condition, little or none optical 
noise was present. In type II condition, water stain was applied by rubbing water on the 
specimen surface. In type III condition, the combination of water mark and shading are applied 
on the specimen surface. 
 
Figure 6.18: Specimen and setup of the experiment. 
 
Figure 6.19: Equipment for the experiment. 
 
The surface deformation was captured every six seconds by a digital camera with 36.3-
million pixels (7360 × 4912) located at two feet away from the specimen. There were one-
hundred images captured during the test before crack. The first was captured without any optical 
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noise and was used as the reference image. The test continued until the obvious cracks formed 
on the specimen surface.  
The surface displacement results obtained by SurfaceVision using pixel-wise EEM 
technique in the experiments are compared with those obtained by the block-wise DIC and the 
improved block-wise EEM in three types of conditions. Similar to the numerical simulation, all 
three methods used the same iterative displacement optimization method and smart 
initialization method. The robustness, continuity and spatial resolution of the pixel-wise EEM 
displacements are demonstrated. Then, the surface displacements obtained are analyzed to show 
changes in vertical deflection and how they can be related to crack prediction. Finally, the 
surface displacement before forming of any visible crack is converted into surface strain for 
studying the strain concentrations and predicting crack formation. Positions and sequences of 
the predicted cracks are compared with those of the real cracks to demonstrate the effectiveness 
of SurfaceVision for crack prediction.  
6.4.2  Surface displacement measurement without optical noise 
The surface displacements were obtained by tracking the pixels’ movements from the reference 
frame to the deformed frame. The reference frame, which is plotted in Figure 6.20, was the first 
frame captured in the test with a clear surface and no optical noise. To further demonstrate that 
all three techniques are effective in surface displacement measurement in the condition without 
optical noise, one of the reformatted frames with little surface optical noise shown in Figure 
6.21 was used. The surface displacements obtained by all three techniques for the deformed 
frame are plotted in Figure 6.22.  
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As can be seen in the plots, all three techniques produced similar surface displacement with 
little errors. The surface displacements obtained by block-wise DIC had some errors in small 
areas near the strong shade that suppressed the pixel intensities. These errors were absent in the 
results obtained by the improved block-wise EEM. Moreover, surface displacements obtained 
by the pixel-wise EEM had had higher continuity and spatial resolution than that obtained by 
the improved block-wise EEM. The results, in general, validated the effectiveness of all three 
sensing methods in surface displacement measurement in controlled environment without 
optical noise. Note that surface displacements obtained by the pixel-wise EEM in Figure 6.22 
match qualitatively with the theoretical profiles in in Figure 6.10 and Figure 6.11, indirectly 
validating the accuracy of the surface displacements. 
 
  
                  (a) Grayscale image                     (b) Illustration of the frame with jet colormap 
Figure 6.20: Un-deformed reference frame without optical noise. 
 
  
                  (a) Grayscale image                    (b) Illustration of the frame with jet colormap 
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Horizontal displacement                                Vertical displacement 
 
  
(a) Block-wise DIC 
  
(b) Improved block-wise EEM 
  
(c) Pixel-wise EEM 
Figure 6.22: Surface displacement in experiment in type I condition (Time: 396 seconds). 
As mentioned previously, one of the limits of the block-wise EEM based on block-wise 
template matching is that segmented subsets were tracked individually without considering 
continuity on the surface displacement, the surface displacement thus obtained had 
discontinuity when the deformation was small as show in Figure 6.23. Continuity of the 
displacements was significantly increased, as presented in Figure 6.22(b-c), in the 
measurements obtained by the improved block-wise EEM and the pixel-wise EEM due to the 
iterative displacement optimization and the smart initialization techniques. 
Horizontal                                                        Vertical 
 
 
Figure 6.23: Surface displacements obtained by the block-wise EEM (Time: 396 seconds). 
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6.4.3  Surface displacement measurement under optical noise 
To demonstrate the robustness of the pixel-wise EEM, optical noises were introduced by 
applying water stain, projecting shading or changing illumination level. At first, water mark 
was applied to the concrete specimen surface in type II condition. Two deformed frames with 
water mark are shown in Figure 6.24 and Figure 6.25.  
When the block-wise DIC was applied, the obtained surface displacements had errors in 
areas with water mark as can be seen in Figure 6.26 and Figure 6.27. The shapes of the areas 
with measurement errors were similar to that of the water mark, implying the errors were due 
to the image intensity changes induced by water mark. The error suppressed the real surface 
displacement and make it difficult for crack prediction. On the contrary, when the improved 
block-wise EEM and pixel-wise EEM methods are applied, little errors were found on the 
surface displacements. The pixel-wise EEM produced displacements with higher spatial 
resolution than that obtained by the improved block-wise EEM. 
 
  
                    (a) Grayscale image                    (b) Illustration of the frame with jet colormap 
Figure 6.24: Deformed frame of example 1 in type II condition (Time: 510 s). 
  
                    (a) Grayscale image                    (b) Illustration of the frame with jet colormap 
Figure 6.25: Deformed frame of example 2 in type II condition (Time: 426 s). 
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Horizontal displacement                                Vertical displacement 
  
  
(a) Block-wise DIC 
  
(b) Improved block-wise EEM 
  
(c) Pixel-wise EEM 
Figure 6.26: Example 1 of surface displacement in type II condition (Time: 510 s). 
Horizontal displacement                                Vertical displacement 
  
  
(a) Block-wise DIC 
  
(b) Improved block-wise EEM 
  
(c) Pixel-wise EEM 
Figure 6.27: Example 2 of surface displacement in type II condition (Time: 426 s). 
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Then, both water mark and shading were applied to the concrete surface in type III condition 
and the affected frames are displayed in Figure 6.28 and Figure 6.29. The surface displacements 
were extracted from the affected deformed frames. Again, as shown in the results in Figure 6.30 
and Figure 6.31, the results obtained by the block-wise DIC had errors in areas with water mark 
or shading. When the improved block-wise EEM and the pixel-wise EEM are applied, the 
surface displacements had little errors. Again, results produced by the pixel-wise EEM had 
higher spatial resolution than that produced by the improved block-wise EEM.  
These results demonstrated again that the robustness of pixel-wise EEM against optical 
noises in comparison with the block-wise DIC. It is also shown in the experiment that the 
surface displacements produced by the pixel-wise EEM with higher spatial resolution than that 
produced by the improved block-wise EEM.  Therefore, the pixel-wise EEM is implemented 
for the improved SurfaceVision for surface displacement measurement. In the next subsection, 
surface displacements are in depth and also converted into surface strains for crack prediction.  
  
                    (a) Grayscale image                    (b) Illustration of the frame with jet colormap 
Figure 6.28: Deformed frame of example 1 in type III condition (Time: 450s). 
  
(a) Grayscale image                                    (b) Illustration of the frame with jet colormap 
Figure 6.29: Deformed frame of example 2 in type III condition (Time: 468 s). 
Horizontal displacement                                Vertical displacement 
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(a) Block-wise DIC 
  
(b) Improved block-wise EEM 
  
(c) Pixel-wise EEM 
Figure 6.30: Example 1 of surface displacement in type III condition (Time: 450s). 
Horizontal displacement                                Vertical displacement 
  
  
(a) Block-wise DIC 
  
(b) Improved block-wise EEM 
  
(c) Pixel-wise EEM 
Figure 6.31: Example 2 of surface displacement in type III condition (Time: 468 s). 
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6.4.4  Analysis of surface displacements 
The surface displacements of the frames during 120 seconds and 588 seconds of the experiment 
were obtained. To show the change of the vertical displacement, three deflection curve along 
the line near the bottom of the specimen were plotted in Figure 6.32. The deflection curves from 
three different time instances were obtained. As can be seen from the plot, the beam deforms 
gradually with increasing speed of deformation. Additionally, the shape of the deflection curves 
qualitatively match the theoretical deflection curves shown in Figure 6.9, indirectly validating 
the accuracy of the vertical surface displacement measurement again.  
 
Figure 6.32: Vertical deflection near the bottom of the beam at three different time stamps. 
 
It was also noticed from Figure 6.9 that there were two turning point along the deflection 
curve at locations with X-axis value of 86.3 mm and 181.3 mm. The turning points in the 
deflection curve may indicate potential cracking. Therefore, these two locations were selected 
as point A and point B for further analyses. An extra point C was selected and used as a 
reference point.  
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The time histories of deflections of point A and point B are plotted in Figure 6.33, from 
which it was observed that the deflections increase with time. The deflections of both points 
have the same values and increase gradually before 360 seconds. Then, the deflection increase 
at a faster rate after 480 seconds and the deflection of point A become obviously higher than 
that of point B. The deflection of point C has values between that of point A and point B. From 
the surface displacement at time of 360 seconds in Figure 6.34, it can be seen that the horizontal 
surface displacement change more gradually than that at time of 480 seconds in Figure 6.35. 
From 480 seconds to 540 seconds, the gap of the deflection increased from 0.02 mm to 0.09 
mm (or 10% to 20% of deflection of point A).  
 
Figure 6.33: Deflection changes at points A, B and C. 
 
Horizontal displacement                                Vertical displacement 
  
  
Figure 6.34: Surface displacement at time of 360 seconds. 
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Horizontal displacement                                Vertical displacement 
 
  
Figure 6.35: Surface displacement at time of 480 seconds. 
 
6.4.5  Analysis of surface strains for predicting crack formations 
It was noted in the last subsection that two critical points, point A and point B, at the inflection 
points of the curves might be subject to potential cracking. However it could not be confirmed. 
Therefore, to better predict crack formation, the surface strain were then converted from surface 
displacement by applying the intuitive conversion technique introduced previously.  
To imitate strain gauge transducers, the size of the strain conversion window is set to 
5mm*2.5mm, which is similar to that of a commonly used strain gauge transducer, such as the 
model OMEGA SGD-1.5/120-LY11 strain gauge. The surface displacement measurement in 
Figure 6.35, which was obtained from the deformed frame displayed in Figure 6.36Figure 
6.36(a) at the time of 480 seconds, was converted into surface strain as shown in Figure 6.37.  
Since the horizontal normal strain is more significant than other strains such as vertical 
strain and shear strain, only the horizontal normal strain is analyzed here. The deformed frame 
had none visible crack even after zooming the image. But, in the surface strain, two strong strain 
concentrated areas can be seen. The center of the strain concentrated areas match perfectly with 
the critical points- point A and point B. This confirmed the prediction that point A and point B 
are subject to cracking.  
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(a) Frame before any crack formation (Time: 480 seconds) 
 
(b) Frame after first crack formation (Time: 918 seconds) 
 
(c) Frame after second crack formation (Time: 1050 seconds) 
Figure 6.36: Deformed frames before and after crack formations. 
 
Figure 6.37: Converted surface strain in the experiment (Time: 480 s). 
The time history of strains at the two critical points A and B, and the reference point C are 
also plotted in Figure 6.38. The strain time history show similar pattern to the deflection time 
history in Figure 6.33. The strain increases slowly up to 360 seconds of the test and the strains 
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are the same for point A, B and C. Then the strains at point A and B start to increase with a 
growing speed after 360 seconds, while the strain of point C changes very little. Also, the strain 
at point A starts to increase even faster than that of point B from 480 seconds of the test. At 500 
seconds, the strain of point A was 6.5 micro strain which was 1.5 times higher than that of point 
B while the strain at point C was still around. Therefore, it can be predicted from the deflection 
and strain time history that two cracks was forming and the crack at point A should form before 
that at point B. This was validated by the images shown in Figure 6.36(b-c), which show the 
first crack started appearing at point A and later the second crack started growing at point B. 
The accuracy prediction of the location, length, and sequence of the cracks’ formation validated 
the effectives of crack prediction on concrete surface from surface displacement and surface 
strain measurement using the computer vision sensing system SurfaceVision. 
 
Figure 6.38: Strain changes at points A, B and C. 
6.5  Summaries and conclusions of Chapter 6 
An improved SurfaceVision was proposed for robust and accurate surface displacement/strain 
measurement. In the improved SurfaceVision. The pixel-wise EEM technique was upgraded 
from the block-wise EEM to improve continuity, spatial resolution and accuracy in surface 
displacement measurement by applying a series of techniques including the iterative 
Chapter 6  Improved Surface Displacement/Strain Measurement with High Continuity, Spatial 
Resolution, and Accuracy                                                                                                        198 
 
displacement optimization, the smart initialization, and the pixel-wise measurement method. 
The improvements the pixel-wise EEM were validated in the numerical simulation and 
demonstrated in the experiment by comparing the block-wise DIC and the block-wise EEM. A 
numerical simulation was formulated based on theoretical analyses of four point bending tests. 
The important conclusions are listed below. 
1. The pixel-wise EEM was robust against optical noises due to the application of the 
gradient based EEM transform. In the numerical simulation, the robustness of the pixel-wise 
EEM against simulated water mark and shading was validated in comparison with block-wise 
DIC by producing surface displacements with significant reduction in RMSE and EAR.  
2. The improvements of continuity, spatial resolution, and accuracy in the surface 
displacement obtained by the pixel-wise EEM were also validated in the numerical simulation 
thanks to the displacement optimization, smart initialization, and pixel-wise measurement 
techniques. 
3. The performance of the measurements by the pixel-wise EEM technique was further 
demonstrated in the four point bending experiment. Again, the pixel-wise EEM was capable of 
producing surface displacements with high continuity, spatial resolution, and robustness. The 
accuracy of the obtained surface displacement was qualitatively validated by comparing them 
with the theoretical results in the numerical simulation. 
4. From analysis of the deflections in the experiment, it was found the deflection increases 
continuously with a growing speed. Also, two turning points were found at points A and B in 
the deflection curves. From the time history plots of the deflection at these three points, it was 
found before 360 seconds, the deflection of all points A and B increased gradually. Afterwards, 
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the deflections increased with a growing speed. From 480 seconds of the test, the deflection of 
point A increased with a higher speed than that of point B. The deflection changes indicated 
that cracks might be forming at point A and point B. 
5. To better understand the surface deformation for predicting crack formations, the surface 
displacements were converted into surface strains. In the surface strain at 480 seconds, two 
concentrated high strain areas were found exactly at the critical points A and B. It was also 
found that the strains at points A and B grew slowly and were equal to that at control point C 
before 360 seconds. Then, the strains at points A and B increase at a similar growing speed 
while the strain at point C remained unchanged. At 480 seconds of the test, the strain at point 
A started to grew faster than that at point B. It was thus predicted that two cracks were forming 
at points A and B, and the crack at point A should appear before that at point B. The predicted 
locations and sequences of the crack formations were validated accurate after comparing with 
the cracks actually formed later in the experiment. 
Overall, it was validated the improved SurfaceVision with application of the pixel-wise 
EEM was able to measure surface displacements with high continuity, spatial resolution, 
accuracy, and robustness under conditions with optical noises. And the surface strains obtained 
by the improve SurfaceVision can be used to locate concentrated high strain areas and for 
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Chapter 7  
7 Summaries and conclusions 
For robust measurement of multi-point structural displacements and accurate/robust monitoring 
of structural surface displacements/strains in field conditions, two computer vision sensing 
systems InnoVision and SurfaceVision were developed correspondingly. Numerous computer 
vision techniques were developed/implemented to tackle challenges associated with application 
of these vision sensors in the field. Major conclusions are listed as follows. 
1. Robust tracking of low contrast features was enabled by the proposed gradient based 
template matching technique EEM which manipulates gradient information for matching. 
Additionally, the performance of EEM was further improved by the customized RS filtering 
technique. The robustness of EEM and its accuracy in displacement tracking were validated in 
field tests conducted on a steel girder railroad bridge and the Manhattan Bridge. 
2. Subpixel displacement resolution was increased by the spline interpolation subpixel 
method which produced the displacement with the highest accuracy among those produced by 
the subpixel methods investigated in the experiment.  
3. Camera vibration was cancelled by a practical technique based on multipoint 
displacement measurement, whose efficacy was validated by experiments and the field tests 
conducted on the Manhattan Bridge.  
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4. InnoVision’s advantage of simultaneous displacement monitoring of multiple points 
under the effect of camera vibration was demonstrated in field test on Manhattan Bridge. 
5. The increase of the first torsional frequency T1 of the Manhattan Bridge was observed 
by comparing data collected after 2016 and those before 2009, indicating the effectiveness of 
the truss stiffening on the bridge to reduce its torsional twisting in the Manhattan Bridge 
Reconstruction Program.  
6. Heat haze problem in computer vision based displacement measurement was studied for 
the first time. It was validated necessary to filter heat haze errors in the laboratory and field 
tests. From analyses of image distortions and statistical characteristics of heat haze errors, it 
was learned that heat haze induced distortion was randomly distributed and was continuously 
shifting, and heat haze errors always follow normal distributions with constant variances during 
a short test. Based on the learned statistical characteristics, a framework for heat haze detection 
and filtering was proposed. A Naïve Bayes classifier was trained using distortion features for 
detecting the heat haze effect and was validated effective in the laboratory experiment. A two-
step statistical filtering technique was developed to filter heat haze errors by tracking multiple 
targets and identifying the least distorted targets in each frame, and filtering normal distribution 
errors. The heat haze detection and filtering framework was validated effective in experiments 
and field tests conducted on the Williamsburg Bridge. 
7. Robust surface displacement measurement was enabled by the block-wise EEM 
technique which was developed based on block-wise template matching using EEM. The 
robustness of the block-wise EEM against optical noises due to simulated wet weather and 
shading was validated in the four point bending experiment.  
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8. Improvements in continuity, spatial resolution, and accuracy of surface displacement 
measurements were achieved in the pixel-wise EEM, by upgrading from the block-wise EEM. 
In detail, the continuity of the measurement was improved by implementing the iterative 
displacement optimization and the smart initialization techniques. And the pixel-wise spatial 
resolution was enabled by the developed pixel-wise measurement method. 
9. Capabilities of the pixel-wise EEM in producing surface displacements with high 
continuity, spatial resolution, accuracy, and robustness were validated in the numerical 
simulation formulated based on theoretical analyses of the four point bending experiment and 
simulated optical noises. The performance of the pixel-wise EEM was further confirmed in the 
four point bending experiment conducted on a reinforced concrete beam specimen. 
10. Surface strains were converted from surface displacements using the intuitive strain 
conversion technique based on the principle of strain gauge transducers. Based on the analytical 
results of deflections and strains, two crack formations were predicted. Locations, and 
sequences of the predicted crack formations were validated accurate by the actual cracks formed 
later in the experiment. 
Owing to its capability of tackling difficulties in the outdoor environment, the developed 
InnoVision shows great advantages in multi-point displacement monitoring of bridges in the 
challenging field conditions. 
The proposed SurfaeVision was confirmed to be effective in accurate and robust monitoring 
of structural surface displacements/strains and crack predictions, therefore has high potential in 
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