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Abstract
We consider the following hidden Markov chain problem: estimate the -nite-dimensional pa-
rameter  in the equation vt = v0 +
∫ t
0 (; vs) dWs + drift; when we observe discrete data Xi=n
at times i=0; : : : ; n from the di%usion Xt = x0 +
∫ t
0 vs dBs + drift. The processes (Wt)t∈[0;1] and
(Bt)t∈[0;1] are two independent Brownian motions; asymptotics are taken as n→∞. This stochas-
tic volatility model has been paid some attention lately, especially in -nancial mathematics.
We prove in this note that the unusual rate n−1=4 is a lower bound for estimating . This rate
is indeed optimal, since Gloter (CR Acad. Sci. Paris, t330, S:erie I, pp. 243–248), exhibited n−1=4
consistent estimators. This result shows in particular the signi-cant di%erence between “high fre-
quency data” and the ergodic framework in stochastic volatility models (compare Genon-Catalot,
Jeantheau and Laredo (Bernoulli 4 (1998) 283; Bernoulli 5 (2000) 855; Bernoulli 6 (2000) 1051)
and also SHrensen (Prediction-based estimating functions. Technical report, Department of The-
oretical Statistics, University of Copenhagen, 1998)). c© 2002 Elsevier Science B.V. All rights
reserved.
MSC: 62G99; 62F99; 62M99
Keywords: Stochastic volatility models; Discrete sampling; High frequency data;
Non-parametric Bayesian estimation
1. Introduction and main result
Stochastic volatility lies in the scope of hidden Markov chains. In the context of
di%usion models, one basically attempts to recover information from n data extracted
from a di%usion process, with di%usion coeIcient driven itself by a stochastic di%eren-
tial equation which contains the unknown parameter of interest. The observation is no
more a Markov chain and classical tools do not simply carry over to a non-Markovian
set-up. The seminal work of Genon-Catalot et al. (1998, 2000a,b) led the path: their
study started with the ergodic case, when the time discretization step n between two
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data tends to 0; but nn→∞. They proceeded further to the case of a constant dis-
cretization step n where they showed in particular that the classical rate n−1=2 holds.
See also SHrensen (1998).
In this paper, we study an alternative asymptotic framework: the case of “small” n;
i.e. when n is of order 1=n. In this context, we can relax the ergodicity assumption
which plays no role: the sample size increases not because of a longer observation
period but, rather, because of more frequent observations. We prove that if n=1=n;
the rate n−1=4 is a lower bound for estimating a parameter ∈ ⊂ Rk in the di%usion
coeIcient. Recently, Gloter (2000) exhibited n−1=4 consistent estimator and this rate
is therefore optimal.
Our approach is based on a Bayesian angle: we treat the hidden di%usion process as
an unknown parameter living on the Wiener space C0 of continuous functions vanishing
at the origin, equipped with the Wiener measure as prior probability. This enables us
to substantially simplify the stochastic structure of the model, at the cost of enlarging
the parameter space: the -nite dimensional parameter space  is embedded in ×C0.
We are thus led to a non-parametric problem. In the resulting simpler stochastic model,
we can develop classical non-parametric tools and obtain the desired lower bound for
the minimax risk. The essential diIculty consists in proving that the Wiener measure
acts like a least favourable prior on an appropriate subset of C0.
1.1. Statistical setting
We observe X n=(Xi=n; i=0; : : : ; n); where (Xt)t∈[0;1] is a 1-dimensional di%usion
process of the form
Xt = x0 +
∫ t
0
vs dBs +
∫ t
0
b(s; vs; Xs) ds; t ∈ [0; 1]; (1)
where x0 ∈R; (Bt)t∈[0;1] is a standard Brownian motion, the function b is smooth
and the di%usion coeIcient (vt)t∈[0;1]—the so-called stochastic volatility—solves the
1-dimensional equation
vt = v0 +
∫ t
0
(; vs) dWs +
∫ t
0
(s; vs) ds; t ∈ [0; 1]; (2)
with v0 ∈R; (Wt)t∈[0;1] a standard Brownian motion independent of (Bt)t∈[0;1] and 
smooth. The function (; x) is known upto the parameter ∈; where  ⊂ Rk ;
k¿ 1 is given. Our aim is to estimate  from the data X n. Asymptotics are taken as
n→∞. In this set-up, the drifts b and  cannot be identi-ed from the data and are
considered as nuisance parameters. Likewise, the initial condition v0 is unknown. The
assumptions on Eqs. (1) and (2) are the following.
Assumption A. A1. For all ∈; the map x→ (; x) is either, Lipschitz continuous
and satis-es inf x (; x)¿0; or has the multiplicative form (; x)= ()x.
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A2. We have supt; x |b(t; x; y)|6C1(1+ |y|) and supt |(t; x)|6C2(1+ |x|) for two
constants C1; C2¿0.
By Assumption A1 and A2, Eq. (2) admits a strong solution, with (almost surely
on an appropriate probability space) locally bounded paths. This with Assumption A2
ensures the existence of a weak solution to (1) (on an appropriate probability space).
Clearly, the assumptions on b and  are not minimal, but will be suIcient for the
level of generalization intended here.
1.1.1. Main result
We assess the quality of an estimation procedure in squared-error loss, uniformly
over the parameter set . If ˆn= ˆn(X n) is an estimator of ; we introduce its maximal
quadratic risk
Rn(ˆn; ’n)= sup
b;;v0∈V
sup
∈
En{’−2n |ˆn − |2};
where ’n is a normalizing factor and | · | is the Euclidean norm on Rk . The notation
En(=E
n
;b;; v0 ) denotes integration w.r.t. the law of the n-dimensional random vector
(Xi=n; i=1; : : : ; n) on Rn. The supremum in b and  is taken over all admissible drifts
which satisfy Assumption A2. The supremum in v0 is taken over a given subset V ⊆ R
of possible initial conditions for the process v. Of course, the -niteness of Rn will be
meaningful only if ’n→ 0 as n→∞.
We further impose the following restrictions on V;  and ; which assess in some
sense the non-degeneracy of the model:
Assumption B. B1. V = {0}.
B2. The set  is bounded and contains an open set 0.
B3. There exists v0 ∈V such that {(; v0); ∈} ⊂ R contains an open set, and
such that the map → (; v0) is Lipschitz continuous on 0.
The aim of this note is to prove the following:
Theorem 1. Grant Assumptions A and B. The rate ’n= n−1=4 is a lower bound for
the estimation of :
lim inf
n→∞ infF
Rn(F; n−1=4)¿0;
where the in<mum is taken over all estimators.
Several remarks are in order: Theorem 1 is still valid if we take V =R and if we
relax assumption A to arbitrary  and b—provided that Eqs. (1) and (2) are still
meaningful—but it is dubious that one can -nd an estimator providing the -niteness of
Rn for any ’n→ 0 in this case. Second, the restriction to quadratic loss is inessential:
Theorem 1 can be extended to any convex and bowl-shaped loss functions vanishing
at the origin. Finally, this rate can be attained and is therefore optimal. Indeed, Gloter
(2000), constructed convergent estimators for the normalization n−1=4.
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1.1.2. Translation into mathematical <nance
The following type of models have been proposed, with  ⊂ R: one has data from
the path of the di%usion
dXt =
√
Vt dBt + drift; dVt = c(; Vt) dWt + drift:
Hull and White (1988), and later Heston (1993), considered the function c(; Vt)=

√
Vt . Chesney and Scott (1989), Wiggins (1987), Melino and Turnbull (1990), pro-
posed the model c(; Vt)=
√
Vt . In our setting, this corresponds to the change of
variable vt =
√
Vt; and under regularity assumptions, by Itoˆ’s formula, we have the
following correspondence:
(; x)=
1
2x
c(; x2):
In particular, the model of Hull, White and Heston turns to (; x)= =2 in our
case and the model of Chesney, Scott, Wiggins, Melino and Turnbull corresponds
to (; x)= 1=2
√
x. Note that these models are fully compatible with assumptions A
and B.
1.2. Sketch of proof of Theorem 1
We -rst describe our method of proof in an informal way, emphasizing the analogy
to a non-parametric Bayesian problem. The thorough proof of Theorem 1 is given in
Sections 2 and 3.
Step 1: reduction to the simplest case. We -rst restrict our attention to the special
case  ⊂ (0;+∞); (; x)=√. Assume further that =0; b=0; and set W˜t =Wt +
v0=
√
. Thus
vt =
√
W˜t and Xt = x0 +
√

∫ t
0
W˜s dBs:
By Itoˆ’s formula, d〈X 〉t = W˜ 2t dt; dv2t =2vt dvt+a bounded variation part; and d〈v2〉t =
4 2W˜
2
t dt: We thus obtain the following representation:
=
1
4
〈v2〉1
〈X 〉1 : (3)
It is well known that the quadratic variation 〈X 〉1 can be approximated from X n with
the rate n−1=2 (e.g. Revuz and Yor, 1990), which is superoptimal for our purpose, i.e.
if we believe that the correct rate is n−1=4. The complexity of our problem must then
be linked to the estimation of 〈v2〉1. This shall explain heuristically the inTation of the
risk bound. More precisely, we have the representation
〈v2〉1 =:(;W )= 〈(v0 +
√
W )2〉1;
with W being an auxiliary “unknown” in-nite dimensional parameter. This suggests to
enlarge the parameter space by considering simultaneously (;W ) instead of  solely.
To exploit this point of view, we must use the prior information we have on W; namely
that W is a typical Brownian path.
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Step 2: equivalence to a non-parametric Bayesian estimation problem. We endow
 with its Borel --eld B(). Let us recall a well-known fact from the minimax
theory:
inf
F
sup
∈
En{|F − |2}= infF sup
∫

(d)En{|F − |2};
where the supremum is taken over all probability measures  on . By the minimax
theorem (possibly under restrictions on  and the set of estimators considered), we
can interchange the inf and sup and the last quantity is equal to
sup

(
inf
F
∫

(d)En{|F − |2}
)
: (4)
Thus, evaluating the minimax risk is equivalent to -nding the least favourable prior 
on . Now, let C0 denote the Wiener space of continuous functions on [0; 1] vanishing
at the origin, equipped with the norm of uniform convergence and its Borel --eld F.
Let Pn;! be the law of (Xi=n; i=1; : : : ; n); conditional on W =!:
Pn(dx1 : : : dxn)=
∫
C0
W(d!)P;!(dx1 : : : dxn);
where W denotes the Wiener measure on (C0;F). The minimax risk (4) is then greater
than
inf
F
∫
×C0
(d)W(d!)En;!{|F − |2} (5)
for any prior  on . The worse ; the closer we get to the optimal minimax risk. So
in our new enlarged parameter space, we must understand how a clever choice of 
on  makes  ⊗W a least favourable prior on ×C0.
Though it certainly does not look so, the second problem is actually easier than the
original one: computations are straightforward with Pn;! which is the law of a Gaussian
process with independent increments. It is, however, not clear how to work explicitly
with Pn .
Step 3: the general case by renormalization of experiments. We use a renormal-
ization argument, based on the scaling properties of Brownian motion. For 0¡!¡1;
denote by Gn!() the experiment generated by the data (Xi=n; i=0; : : : ; n!); where X
solves (1) with di%usion coeIcient  for the component v; x denotes the integer
part of x. The proof then goes as follows:
1. For "n converging to 0 at a certain rate, the experiments G
n"n
1 () and G
n
"n("
−1=2
n )
are equivalent.
2. The rate (n"n)−1=4 is a lower bound for Gn"n("
−1=2
n (; v0)) by a reparametrization
argument and Steps 1 and 2.
3. Gn"n("
−1=2
n ) and Gn"n("
−1=2
n (; v0)) are close as n→∞.
4. If the rate n−1=4 could be strictly improved in Gn1(); the rate (n"n)
−1=4 could also
be improved in Gn"n("
−1=2
n ) which contradicts 2 by 3.
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2. The fundamental case (; x)=  1=2
In this section, we prove the following:
Proposition 1. Assume =(−; +) ⊂ (0;+∞); (x; )=
√
; b=0; =0 and V =
{v0}; with v0¿0. In this setting; we have Theorem 1.
We evaluate a lower bound for the Bayes risk
Bn(#n ⊗W; n−1=4) = inf
F
∫

#n(d)En{n1=2(F − )2}
= inf
F
∫
×C0
#n(d)W(d!)En;!{n1=2(F − )2};
where the in-mum is taken over all estimators for an appropriate sequence of proba-
bility measures #n on . The conclusion follows from
inf
F
Rn(F; n−1=4)¿Bn(#n ⊗W; n−1=4):
In the following, the expression “for large enough n” is implicitly understood as “for
n bigger than a constant possibly depending on all the characteristics of the problem”,
i.e. ; V; and all other intermediate ancillary quantities. As soon as a quantity is
stated as “being -xed”, further dependence on that quantity may be omitted in the
notation. Abusing notation slightly, we will write an6 bn(1 + o(1)) if an and bn are
two sequences (possibly depending on the characteristics of the problem) that satisfy
lim supn→∞ an=bn6 1.
2.1. Preliminaries: a two-points inequality
Let us consider an apparently di%erent problem: we -rst look for a bound in the
ideal Bayes problem
Bn(#n ⊗ %n; n−1=4)= inf
F
∫
×C0
#n(d)%n(d!)En;!{n1=2(F − )2};
where now %n is an arbitrary sequence of probability measures on (C0;F). We give
the following “mild” construction of #n ⊗ %n which shows that the rate n−1=4 cannot
be improved in the ideal Bayes problem. Of course, the construction is arti-cial, in the
sense that we could -nd a “hard” pairing #n ⊗ %n so that there exists no convergent
estimator in this ideal context. However, proving that the rate n−1=4 is a lower bound
in the ideal Bayes problem is instructive to understand for which choice of “mild”
#n(d); the prior W(d!) in the true problem is not essentially more favourable than
the “mild” %n(d!) in the ideal problem.
Remember that v0 is -xed throughout this section. For &¿0; de-ne
tn()= (1− &n−1=4);
Tn(!)=
√
1 + &n−1=4!:
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Let (0; !0) be an element of ×C0 such that for large enough n; tn(0)∈ and:
(−6 v0=
√
0 + !0(t)6 (+; (6)
for some constants 0¡(−¡(+; a choice which is obviously possible. The numbers (−
and (+ are -xed from now on. Pick the following priors:
#n(d)= 12 (!0 (d) + !tn(0)(d))
and
%n(d!)= 12 (!!0 (d!) + !Tn(!0)(d!)):
Proposition 2. There exists an explicit choice 1 of & such that
lim inf
n→∞ Bn(#n ⊗ %n; n
−1=4)¿0:
Proof. Let F be an arbitrary estimator. The Bayes risk of F for the prior #n ⊗W and
with normalization n−1=4 is greater than
1
4 (E
n
0 ;!0{n1=2(0 − F)2}+ Entn(0);Tn(!0){n1=2(tn(0)− F)2}):
For )¿0; by the triangle inequality, this last quantity is greater than
e−)
8
n1=2[0 − tn(0)]2Pn0 ;!0
{
dPntn(0);Tn(!0)
dPn0 ;!0
¿ e−)
}
: (7)
Next, we need a control of the above likelihood ratio. We -rst introduce some notation:
for a continuous function ’ on [0; 1]; let Qn’ denote the law of Y
n=(Yi=n; i=1; : : : ; n);
where
Yt = x0 +
∫ t
0
’(s) dBs: (8)
(The initial condition x0 is -xed througout this section.) We set as usual ‖f‖∞=
supt∈[0;1] |f(t)| and ‖f‖p=(
∫ 1
0 |f(s)|p ds)1=p for 16p¡∞. We plan to apply the
following result, which controls the separation rate between Pn0 ;!0 and P
n
tn(0);Tn(!0) as
n→∞. The proof is delayed until appendix.
Lemma 1. Let ’0; ’1 be two continuous functions on [0; 1] such that:
(i) inf t ’0(t)¿ ¿0;
(ii) ‖’21 − ’20‖∞6 152;
(iii) For some L¿0:
‖’21 − ’20‖26
2L√
n
:
1 Namely &= 12 (−=(+ but other choices are obviously possible, see the proof below.
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Let )¿0. For n¿ 1; we have
Qn’1
{
dQn’0
dQn’1
¿ e−)
}
¿ 1− L
)
(L=3 +
√
3=2):
Note that Pn;!=Q
n
v0+
√
!
. By de-nition of tn and Tn; we have:
|[v0 +
√
0!0(t)]2 − [v0 +
√
tn(0)Tn(!0)(t)]2|
6 [
√
0!0(t)−
√
tn(0)Tn(!0)(t)]2[v0 +
√
0!(t)](1 + o(1))
6 [1−(1−&n−1=4)1=2(1+&n−1=4)1=2]2
√
0|!0(t)| |
√
0!0(t)+v0|(1+o(1))
6 &20(2+n
−1=2(1 + o(1)):
We also have that v0 + tn(0)Tn(!0)(t) is greater than
v0 + (1− &n−1=4)1=2(1 + &n−1=4)
√
0!0(t)¿
√
0(−(1 + o(1)): (9)
We then apply Lemma 1 for large enough n, with, for instance =
√
0(−=2 and
L=2&20(2+=(0(
2
−=2)=4&
2(2+=(
2
−=1 for the choice &=(1=2)(−=(+. We derive
Pn0 ;!0
{
dPntn(0);Tn(!0)
dPn0 ;!0
¿ e−)
}
¿ 1− 2 + 3
√
3
6)
: (10)
Back to (7), we have
n1=2[0 − tn(0)]2¿ &20
which proves the proposition in view of (10) and for large enough ).
2.2. From %n to W: a key inequality
We start with an abstract result which is the key ingredient to understand how the
Wiener measure W acts like a least-favourable prior on C0, i.e. like %n in the ideal
context of Section 2.1.
Let (E;E; ) be a probability space, let G and H be two positive measurable map-
pings on E, let T be a measurable map on E. We denote by T the image mea-
sure of  by T on (E;E), de-ned by T(A)= [T−1(A)] for A∈E. We also
denote by D(P;Q)=
∫ |log dP=dQ| dP (6 +∞) the following Kullback–Leiber type
pseudo-distance between the probability measures P and Q.
Lemma 2. Let A=T−1(B) for some measurable B∈E. Assume that
(i) G(x) + H (T (x))¿ 2 for x∈A and for some 2¿0,
(ii) T∼ and D(T; )6 3; for some 3¡ + ∞: (∼ denotes equivalence between
measures.) Then∫
A
G(x)(dx) +
∫
B
H (x)(dx)¿ 2 sup
)¿0
e−)
(
(A)− 1
)
3
)
:
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Proof. Let )¿0. We have∫
A
G(x)(dx) +
∫
B
H (x)(dx)
=
∫
T−1(B)
{
G(x) + H (T (x))
d
dT
(T (x))
}
(dx)
¿ e−)
∫
A
(dx)[G(x) + H (T (x))]1 d
dT (T (x))¿e
−)
¿ 2e−)
∫
A
(dx)1 d
dT (T (·))¿e−)
by (i)
= 2e−)T(B)
∫
B
1 d
dT (x)¿e
−)
T(dx)
T(B)
¿ 2e−)T(B)
{
1− 1
)
∫
B
∣∣∣∣log ddT (x)
∣∣∣∣ T(dx)T(B)
}
by Chebyshev’s inequality
¿ 2e−)
{
T(B)− 1
)
∫
E
∣∣∣∣logdTd (x)
∣∣∣∣ T(dx)
}
¿ 2e−)
{
(A)− 1
)
3
}
by (ii) and since T(B)= (A):
Let us interpret Lemma 2 in our context: we know from Proposition 2 that if we
pick a pair (0; !0)∈×C0 such that (tn[0]; Tn[!0]) is well de-ned and satis-es the
assumptions of Section 2.1, then we have for large enough n
E0 ;!0{(F − 0)2}+ Etn(0);Tn(!0){[F − tn(0)]2}¿ constant(0)n−1=2; (11)
or, in a statistical-like language, by testing
Pn0 ;!0 versus P
n
tn(0);Tn(!0);
we achieve the desired bound. In a Bayesian framework, such a test is obtained by
equipping ×C0 with the sequence of priors #n ⊗ %n of Section 2.1. Although we
can put an arbitrary prior on , we do not have this freedom on C0: the structure of
our model imposes the Wiener measure W as prior probability. Thus, by picking #n
as before and setting
G(!)= 12E
n
0 ;!{(F − 0)2};
H (!)= 12E
n
tn(0);!{(F − 0)2};
for an arbitrary estimator F , we wish to bound from below the quantity∫
C0
[G(!) + H (!)]W(d!);
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knowing that thanks to the speci-c choice of #n, we have by (11)
G(!) + H (Tn[!])¿ constant(0)n−1=2
for ! in an appropriate set. A lower bound of this kind is precisely the target of
Lemma 2. However, Lemma 2 cannot be applied directly:
The map ! → Tn(!)= constantn ! is such that W and TnW are mutually orthog-
onal, and therefore the crucial assumption (ii) of Lemma 2 is not satis<ed.
To circumvent this objection, we need to modify Tn. We approximate
Tn(!)=
√
1 + &n−1=4!
by a “smooth” transformation T˜n(!) such that T˜nW∼W while preserving the properties
of Tn that were used in Proposition 2.
More precisely, let  be an in-nitely many times di%erentiable function, with support
in [0; !] for some !¿0 and such that
∫
(x) dx=1. The function  is -xed throughout
the paper, and dependence on  in the constants may be omitted from now on. De-ne
T˜n(!)=!+ n(!);
where
n[!](t) :=
&
2
∫ 1
0
n1=4(n1=2(t − s))!s ds:
Also
d
dt
n[!](t)=
&
2
∫ 1
0
n3=4′(n1=2(t − s))!s ds:
Under W, the process t→ d=dtn[!](t) is adapted w.r.t. the canonical -ltration, Gaus-
sian and continuous (in the mean square). By Girsanov’s theorem, T˜nW∼W. The
properties of the transformation T˜n are summarized in the next lemma.
We -rst introduce some notation. For a function f∈C0 and s¿0, let
|f|s;2;∞= sup
t∈[0;1]
t−s sup
h6t
(∫
Ih
(f(u+ h)− f(u))2 du
)1=2
6+∞;
with Ih= {u∈ [0; 1]: u − h∈ [0; 1]}, denote the Besov semi-norm of f on [0; 1]. The
Besov space Bs2;∞ on the interval [0; 1] is de-ned as
Bs2;∞= {f : [0; 1]→R: ‖f‖s;2;∞ := ‖f‖2 + |f|s;2;∞¡+∞}:
It is noteworthy (see Roynette, 1993) and will be exploited later that !∈B1=22;∞, W(d!)
almost surely.
Lemma 3. (i) For !0 ∈C0; let
2(!0; &; 0)=
√
0&
(
5&
8
‖!0‖∞ + c()|!0|1=2;2;∞
)
2(
√
0‖!0‖∞ + v0);
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where c()=
∫
R (1 + u)|(u)| du: We have
‖[
√
0!0 + v0]2 − [
√
tn(0)T˜n(!0) + v0]2‖26 2(!0; &; 0)n−1=2(1 + o(1)):
(ii) There exists an explicit 2 3(&)¿0 such that for large enough n
D(T˜nW;W)6 3(&):
Proof. Note -rst that
‖T˜n(!0)‖∞6 ‖!0‖∞ + &2n
−1=4‖!0‖∞‖‖16 ‖!0‖∞(1 + o(1)):
Thus
‖(
√
0!0 + v0)2 − (
√
tn(0)T˜n(!0) + v0)2‖2
6 ‖
√
0!0 −
√
tn(0)T˜n(!0)‖2 2(
√
0‖!0‖∞ + v0)(1 + o(1)):
We plan to use the following decomposition:√
0!0 −
√
tn(0)T˜n(!0)=A
(n)
1 + A
(n)
2 + A
(n)
3 ; (12)
with
A(n)1 =
√
0!0 −
√
tn(0)Tn(!0);
A(n)2 =
√
tn(0)Tn(!0)−
√
tn(0)
(
1 +
&
2
n−1=4
)
!0;
A(n)3 =
√
tn(0)
(
1 +
&
2
n−1=4
)
!0 −
√
tn(0)T˜n(!0);
where Tn is de-ned in Section 2.1. We already know from Section 2.1 that
‖A(n)1 ‖26
√
0‖!0‖∞ &
2
2
n−1=2(1 + o(1)):
Next
‖A(n)2 ‖2 =
√
tn(0)‖!0‖2
∣∣∣∣√1 + &n−1=4 −
(
1 +
&
2
n−1=4
)∣∣∣∣
6
√
0‖!0‖∞ &
2
8
n−1=2(1 + o(1)):
In order to bound A(n)3 , we will use the following classical inverse estimate (see e.g.
Kerkyacharian and Picard, 1997):∥∥∥∥∥!0(·)−
∫ 1
0
n1=2(n1=2(· − s))!0(s) ds
∥∥∥∥∥
2
6 c()|!0|1=2;2;∞n−1=4: (13)
2 Speci-ed in (14) below.
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Thus
‖A(n)3 ‖2 =
√
tn(0)
&
2
n−1=4
∥∥∥∥∥!0(·)−
∫ 1
0
n1=2(n1=2(· − s))!0(s) ds
∥∥∥∥∥
2
6
√
0
&
2
c()n−1=2(1 + o(1)):
Summing the error estimates of A(n)i ; i=1; 2; 3; we obtain (i).
We next turn to (ii). We denote by yt(!)=!t the canonical process on (C0;F).
By Girsanov theorem
D(T˜nW;W) = ET˜nW
{∣∣∣∣∣
∫ 1
0
d
dt
n[y](t) dyt − 12
∫ 1
0
d
dt
n[y](t)2 dt
∣∣∣∣∣
}
6 ET˜nW
{∣∣∣∣∣
∫ 1
0
d
dt
n[y](t) dW˜t
∣∣∣∣∣
}
+
1
2
∫ 1
0
ET˜nW
{
d
dt
n[y](t)2
}
dt;
where W˜t =yt−n[y](t) is a (T˜nW;F) Brownian motion. By the Burckholder–Davis–
Gundy inequality, the last quantity is less than
h
(∫ 1
0
ET˜nW
{
d
dt
n[y](t)2
}
dt
)
with h(x)= c?
√
x + 12x. (c? is the constant in the BDG inequality.) We will use the
following decomposition: (d=dt)n[y](t)=B
(n)
1 + B
(n)
2 , with
B(n)1 =
&
2
n3=4
∫ 1
0
′(n1=2(t − s))W˜s ds;
B(n)2 =
&
2
n3=4
∫ 1
0
′(n1=2(t − s))n[y](s) ds:
Integrating by part and using that (n1=2(t−1))= 0 for all t ∈ [0; 1] since  is compactly
supported in [0; !], we have
B(n)1 =
&
2
n1=4
∫ 1
0
(n1=2(t − s)) dW˜s:
It follows that
ET˜nW{(B
(n)
1 )
2}6 &
2
4
ET˜nW


(
n1=4
∫ 1
0
(n1=2(t − s)) dW˜s
)2

=
&2
4
n1=2
∫ 1
0
(n1=2(t − s))2 ds= &
2
4
‖‖22
by Itoˆ’s isometry. Next, by de-nition of n[y],
|B(n)2 |6 sup
t∈[0;1]
|yt |&2n
∫ 1
0
∫ 1
0
|′(n1=2(t − s))(n1=2(s− u))| du ds
= sup
t∈[0;1]
|yt |&2‖‖1‖
′‖1:
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Since |yt |6 supt∈[0;1] |W˜t |+&=2
∫ 1
0 n
1=4|(n1=2(t−s))| |ys| ds, Gronwall’s lemma implies
|yt |6 sup
t∈[0;1]
|W˜t | exp
{
&
2
∫ 1
0
n1=4|(n1=2(t − s))| ds
}
= sup
t∈[0;1]
|W˜t | exp
(
&
2
n−1=4‖‖1
)
which is less than supt∈[0;1] |W˜t |(1 + o(1)). Thus
ET˜nW{(B
(n)
2 )
2}6 &
2
2
ET˜nW
{
sup
t∈[0;1]
W˜
2
t
}
‖‖21‖′‖21(1 + o(1))
6 2&2‖‖21‖′‖21(1 + o(1))
by Doob’s inequality. Putting together the two estimates for ET˜nW{(B
(n)
i )
2}; i=1; 2,
we obtain
ET˜nW
{[
d
dt
n[y](t)
]2}
6 &2
(‖‖22
2
+ 4‖‖21‖′‖21
)
(1 + o(1)):
Finally, for large enough n
D(T˜nW;W)6 h(&2(‖‖22 + 8‖‖21‖′‖21))=: 3(&) (14)
say, and the conclusion follows.
2.3. Proof of Proposition 1
In keeping with the notation of Sections 2.1 and 2.2. The initial condition v0¿0
is -xed throughout this section. Pick 0 ∈ so that for n large enough, we have
tn(0)∈. The number 0 is -xed from now on. Pick 0¡(−¡(+ with (− small
enough so that
(− − v0√
0
¡0: (15)
The numbers (− and (+ are -xed from now on. For M¿0, de-ne
A(M)= {!∈C0 : (−6 v0=
√
0 + !(t)6 (+} ∩ {|!|1=2;2;∞6M}:
For a function f∈C0, let F(f)= (
∫ 1
0 f(x)e
i2;xk dx)k∈Z denote its Fourier transform.
We have F(T˜n[!])= (1 + (&n−1=4=2)F[n1=2(n1=2·)])F(!), and since∣∣∣∣&n−1=42 F[n1=2(n1=2·)](k)
∣∣∣∣6 &‖‖1n−1=42 ¡1
for large enough n uniformly in k, the mapping ! → T˜n(!) is continuous bijective,
with continuous inverse. It follows that A(M) can be written as T˜
−1
n (B), with a
measurable B, namely B= T˜n(A(M))= (T˜
−1
n )
−1(A(M)).
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(a) Let
n(d)= 12 [!0 (d) + !tn(0)(d)]
be de-ned as in Section 2.1 and let F be an arbitrary estimator. We have
Rn(F; n−1=4) = sup
∈
En{n1=2(F − )2}
¿
∫
×C0
#n(d)W(d!)En;!{n1=2(F − )2}
¿
1
2
∫
A(M)
En0 ;!{n1=2(F − 0)2}W(d!)
+
1
2
∫
T˜n(A(M))
Entn(0);!{n1=2[F − tn(0)]2}W(d!):
De-ne
G(!)= 12E
n
0 ;!{n1=2(F − 0)2};
H (!)= 12E
n
tn(0);!{n1=2[F − tn(0)]2}:
Repeating the proof of Proposition 2, we have, for )¿0
G(!) + H (T˜n[!])¿
e−)
4
n1=2[0 − tn(0)]2Pn0 ;!
(
dPn
tn(0);T˜n(!)
dPn0 ;!
¿ e−)
)
: (16)
(b) For !∈A(M), we have
v0 +
√
0!(t)¿
√
0(−
and by (9):
v0 + tn(0)Tn[!](t)¿
√
0(−(1 + o(1)):
Since
‖T˜n(!)− Tn(!)‖∞6 &2n
−1=4‖!‖∞(1 + ‖‖1)6 &2n
−1=4(+(1 + ‖‖1)= o(1)
on A(M), we derive
v0 + tn(0)T˜n[!](t)¿
√
0(−(1 + o(1)):
(c) We plan to apply (i) of Lemma 3. For !∈A(M), we have
2(!; &; 0)6
√
0&
(
5&
8
(+ + c()M
)
2(+ =: 21(&;M);
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say, therefore:
‖[
√
0!+ v0]2 − [
√
tn(0)T˜n(!) + v0]2‖26 21(&;M)n−1=2(1 + o(1)):
(d) Let us pick 3 & so that
221(&;M)
(1=4)0(2−
6 1: (17)
The number & is -xed from now on. Using (b) and (c), we can now apply Lemma 1
for large enough n, with, for instance = 12
√
0(−, L=221(&;M)=(1=4)0(2−6 1 and
using that n1=2[0 − tn(0)]2¿ &220, we can re-ne (16):
G(!) + H (T˜n[!])¿
&220
4
sup
)¿0
e−)[1− (2 + 3
√
3)=6)] =: 22(M)¿0: (18)
(e) We plan to apply Lemma 2 with =W. We -rst need a lower bound for
W{A(M)}. Let us -rst note that thanks to (15):
W
{
!∈C0: (− − v0√
0
6!6 (+
}
¿ c∗¿0: (19)
(See Revuz and Yor, 1990, p. 71) for instance; we simply express that the Brownian
motion has a positive probability to stay within a given strip around the origin between
time 0 and 1.) Besides, for all z¿0, there exists M =M (z) such that
W{|!|1=2;2;∞6M (z)}¿ 1− z: (20)
Therefore, taking z= c∗=2, using (19), we derive
W{A(M (z))}¿ c∗=2: (21)
The constant z is -xed from now on and so is M =M (z) satisfying (20). By (ii) of
Lemma 3, we have (ii) of Lemma 2 with 3= 3(&)=: 31. By (18), we have (i) of
Lemma 2 with 2= 22(M)=: 23 on A(M (z))=:A1. Applying Lemma 2, we obtain,
for large enough n:
Rn(F; n−1=4)¿ 23 sup
)¿0
e−)
(
c∗=2− 1)31
)
:
Corollary 1. Grant Assumptions A and B and assume that  ⊂ R1. In the case
(x; )=
√||; we have Theorem 1.
Proof. By assumption B1, there exists v1 =0 in V . By assumption B2,  contains
an open interval, say (−; +). With no loss of generality, we may assume that v1¿0
and (−; +) ⊂ (0;+∞). (Otherwise, we can take v1¡0 and (−; +) ⊂ (−∞; 0) and
apply the same subsequent argument with obvious changes.) By assumption A2, the
3 The reader can check that & :=min{1;√0(2−=[(+(10(+ + 16c()M)]} solves (17).
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class of admissible drifts contains b=0 and =0. It follows that
Rn(F; n−1=4)¿ sup
b=0;=0; v0=v1
sup
∈(− ;+)
En{n1=2(F − )2}
and we conclude by applying Proposition 1.
We actually proved a stronger result, which will be useful for the proof of the
general case: de-ne, for any positive --nite measure M on ×C0, the following
“Bayes”-type risk:
B˜n(M; ’n)= inf
F
sup
b;; v0
∫
×C0
M(d; d!)En;!{’−1n (F − )2};
where ’n¿0 is a normalizing factor and the in-mum is taken over all estimators.
Corollary 2. Grant Assumptions A and B; assume that  ⊂ R1; and (x; )=√||.
For any 0 in the interior of  and A=A1 (de<ned in (e) in the proof of
Proposition 1 above); de<ne
M(n)(d; d!)= !0 (d)⊗ 1A(!)W(d!) + !tn(0)(d)⊗ 1T˜n(A)(!)W(d!):
We have
lim inf
n→∞ B˜n(M
(n); n−1=4)¿0:
3. The general case
3.1. Preliminaries
We say that two sequences of experiments Eni =(=n;An; (P
i
;n; ∈)), for i=1; 2
de-ned on common probability spaces and with same parameter space  are strongly
equivalent if there exists a measurable and invertible sequence of mappings n :=n→=n
such that for all ∈ :nP1;n=P2;n and −1n P2;n=P1;n. Clearly, minimax and Bayes
risk bounds coincide in two strongly equivalent sequences of experiments.
Let !∈ (0; 1] and denote by Gn!() the experiment generated by the observation
(Xi=n; i=0; : : : ; n!), where X solves (1) with di%usion coeIcient  for the hidden
component vt , where x denotes the integer part of x. Note that Gn!(·) and Gn!1 (·)
involve the same number of data, namely n!.
Lemma 4. Let 0¡"n6 1 be such that n"n is a sequence of integers such that n"n→∞
as n→∞. Assume that b=0 and =0. The experiments Gn"n1 () and Gn"n("−1=2n )
are strongly equivalent.
Proof. For simplicity, we omit any reference to the initial conditions x0 and v0 which
are not a%ected by the transformations under consideration. Let B˜t =(1=
√
"n)B"nt . By
scaling, B˜ is a standard Brownian motion. Thus Gn"n("
−1=2
n ) is given by the observation
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of (Xi=n; i=0; : : : ; n"n), where
dXt = vtdBt =
√
"nvt dB˜t="n ; vt = v0 + "
−1=2
n
∫ t
0
(; vs) dWs; t ∈ [0; "n]:
Putting s= t="n and Ys=(1=
√
"n)X"ns, we equivalently observe (Yi=n"n ; i=0; : : : ; n"n),
with Y satisfying
dYs= v"ns dB˜s; s∈ [0; 1]
and
dv"ns=
1√
"n
(; v"ns) dW"ns= (; v"ns) dW˜s;
where W˜s=(1=
√
"n)W"ns is a standard Brownian motion by scaling. Finally, setting
v˜s= vs"n , the experiment G
n
"n("
−1=2
n ) is equivalent to observing (Yi=n"n ; i=0; : : : ; n"n),
where
dYs= v˜s dB˜s; dv˜s= (; v˜s) dW˜s; s∈ [0; 1]:
3.2. Proof of Theorem 1
With no loss of generality, we assume that b=0 and =0 and that V = {v0}, with
v0 =0 satisfying Assumption B3 . The number v0 is -xed throughout this section.
(a) Let 0¡"n¡1. We restrict the experiment to the time interval [0; "n] and dilate the
di%usion coeIcient  by the amount "−1=2n , i.e. we consider the experiment Gn"n("
−1=2
n ).
We denote by (C"n0 ;F
"n ;W"n) the Wiener space and measure restricted to the time
interval [0; "n]. We use the natural correspondence between C
"n
0 and C0:
(!t)t∈[0; "n] ∈C"n0 ↔ (!"nt)t∈[0;1] ∈C0: (22)
De-ne the scaling operator
>"n [(!t)t∈[0;1]] := ("−1=2n !"nt)t∈[0;1]:
If B ⊂ C0, set B"n := (>"n)−1(B) and by the correspondence (22), we can inject B"n
in C"n0 in a canonical way. Since W is >
"n -invariant, we thus have, for any positive
functional F on C0:∫
B
F(!)W(d!)=
∫
B"n
F(>"n!)W(d!)=
∫
B"n
F("−1=2n !)W
"n(d!);
the last integral being understood as an integral on C"n0 .
(b) For clarity, we further denote by Pn(; ·) and P
n;"n
"−1=2n (; ·)
the law of the observation
in the experiments Gn1() and G
n
"n("
−1=2
n ), respectively. We will eventually need the
disintegration of Pn;"n
"−1=2n (; ·)
conditional on W"n , which we write as
Pn;"n
"−1=2n (; ·)
(dx1 : : : dxn"n)=
∫
C
"n
0
Pn; "n
"−1=2n (; ·)
(!; dx1 : : : dxn"n)W
"n(d!):
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Let F"n be an estimator in G
n
"n("
−1=2
n ) for which there exists K¿0 independent of
 such that
|− F"n |6K; (23)
a choice which is obviously possible since  is bounded by Assumption B2. For two
arbitrary 1; 2 ∈ and B1;B2 ⊂ C"n0 , we successively have
sup
∈
En;"n
"−1=2n (; ·)
{|F"n − |2}
¿
1
2
2∑
i=1
∫
Bi
W"n(d!)
∫
Rn"n
|F"n(x1; : : : ; xn"n)− i|2Pn; "n"−1=2n (i ; ·)(!; dx1 : : : dxn"n)
¿
1− !
2
2∑
i=1
∫
Bi
W"n(d!)
∫
Rn"n
|F"n(x1; : : : ; xn"n)− i|2
×1@n; i(!; x1 ;:::; x n"n )¿1−!}Pn; "n"−1=2n (i ; v0)(!; dx1 : : : dxn"n);
for all 0¡!¡1 and where
@n; i(!; x1; : : : ; xn"n)=
dPn; "n
"−1=2n (i ; ·)
(!; ·)
dPn; "n
"−1=2n (i ; v0)
(!; ·) (x1; : : : ; xn"n)
denotes the conditional likelihood process between the scaled experiments with di%usion
coeIcients "−1=2n (; ·) and "−1=2n (; v0), respectively. We introduce the following
parametrization:
˜ := (; v0); ˜ := (; v0) ⊂ R1
and consider the subexperiment with parameter ˜ instead of  from now on. By
Assumption B3, there exists c2 = c2(;V; C1; C2) such that
(F"n − )2¿ c22((; v0)− (F"n ; v0))2 =: c22(˜− G"n)2; say:
We further omit the dependence in (x1; : : : ; xn"n) in the notation. It follows that
1− !
2
2∑
i=1
∫
Bi
W"n(d!)
∫
Rn"n
|F"n − i|21@n; i(!; ·)¿1−! dPn; "n"−1=2n (i ; v0)(!; ·)
¿ c22
1− !
2
2∑
i=1
∫
Bi
W"n(d!)
∫
Rn"n
(˜i − G"n)2 dPn; "n"−1=2n ˜i(!; ·)
−K2c22
(1− !)
2
∫
Bi
W"n(d!)
∫
Rn"n
1@n; i(!; ·)¡1−! dP
n; "n
"−1=2n ˜i
(!; ·) by (23):
M. Ho1mann / Stochastic Processes and their Applications 97 (2002) 147–170 165
(c) For the choice B1 =A"n—recall the de-nition of A in Section 2.3, taking B2 =
T˜n"n(A
"n), ˜1 in the interior of ˜ and ˜2 = tn"n(˜1), the last quantity is equal to
c22
(1− !)
2
∫
˜×C"n0
M(n"n)(d˜; d!)
∫
Rn"n
(˜− G"n)2 dPn; "n"−1=2n ˜(!; ·)
−K2c22
(1− !)
2
2∑
i=1
∫
Bi
W"n(d!)
∫
Rn"n
1@n; i(!; ·)¡1−! dP
n; "n
"−1=2n (i ; v0)
(!; ·); (24)
where the measure M(n"n) is de-ned in Corollary 2 above and is speci-ed by ˜1
and A"n . Moreover, there exists a constant c3 = c3(1; V; C1; C2) such that for large
enough n:∫
˜×C"n0
M(n"n)(d˜; d!)
∫
Rn"n
(˜− G"n)2 dPn; "n"−1=2n ˜(!; ·)¿ c3(n"n)
−1=2;
otherwise, the rate (n"n)−1=4 could be improved in Gn"n("
−1=2
n ˜), and by the equivalence
Lemma 4, the rate (n"n)−1=4 could be improved in Gn"n1 (˜), but, since n"n→∞, that
would contradict Corollary 2.
(d) We now turn to the study of the remainder term. Recall that B1 =A"n . We have
A"n = {!∈C0 : (−6 v0=
√
˜1 + >"n!6 (+} ∩ {|>"n!|1=2;2;∞6M}
= {!∈C"n0 : (−6 v0=
√
˜1 + "−1=2n !6 (+} ∩ {|"−1=2n !|1=2;2;∞6M}:
Thus, on A"n , we have
inf
t∈[0; "n]
(v0 + "−1=2n
√
˜1!t)¿
√
˜1(−:
We need the following modi-cation of Lemma 1—recall Section 2—, which proof 4
is delayed until appendix:
Lemma 5. Let ’0; ’1 be two continuous functions on [0; 1] such that:
(i) inf t ’1(t)¿ ¿0; for some ¿0;
(ii) ‖’21 − ’20‖∞6 152;
(iii) For some L¿0:
‖’21 − ’20‖26
2L√
n
:
Let 0¡!¡1. For n¿ 1; we have
Qn’1
{
dQn’0
dQn’1
6 1− !
}
6
(
log
1
1− !
)−1
L(3L=2 +
√
3):
4 Lemma 5 is slightly di%erent from Lemma 1: the lower estimate assumption is now on ’1 and not ’0
while the upper bound is still given under Qn’1 .
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Now, letting L=Ln depend on n, replacing Qn’i by Q
n"n
’i , with parameters ’0 = v0 +
"−1=2n
∫ t
0 (1; vs) dys(!) and ’1 = v0 + "
−1=2
n (1; v0)!t , we readily obtain, for !∈A"n
and large enough n:∫
Rn"n
1@n; 1(!; ·)¡1−! dP
n; "n
"−1=2n (1 ; v0)
(!; ·)6
(
log
1
1− !
)−1
Ln(3Ln=2 +
√
3);
with
L2n =
n
˜
2
1(
4−
∫ "n
0
{
[v0 + "−1=2n (1; v0)!t]
2
−
[
v0 + "−1=2n
∫ t
0
(1; vs) dys(!)
]2}2
dt:
Integrating w.r.t. W"n , using 1A"n 6 1 and Cauchy–Schwarz, we obtain∫
A"n
W"n(d!)
∫
Rn"n
1@n; 1(!; ·)¡1−! dP
n; "n
"−1=2n (1 ; v0)
(!; ·)
6
3
2
(
log
1
1− !
)−1
{[E"n(L2n)]1=2 + E"n(L2n)}: (25)
We see that the order of (25) is given by the term [E"n(L2n)]
1=2. We need the following
preliminary decomposition:
[v0 + "−1=2n (1; v0)!t]
2 −
[
v0 + "−1=2n
∫ t
0
(1; vs) dys(!)
]2
= "−1=2n
∫ t
0
[(1; v0)− (1; vs)] dys(!)
×
{
"−1=2n
∫ t
0
[(1; v0) + (1; vs)] dys(!) + 2v0
}
=: "−1=2n
∫ t
0
[(1; v0)− (1; vs)] dys(!)Z (n)t (!) say:
First, the Burckholder–Davis–Gundy inequality yields the following estimate:
E"n
{
sup
t∈[0; "n]
(Z (n)t )
4
}
6 c4 = c4(1; C1; C2):
Second, applying repeatedly Cauchy–Schwarz, BDG and Jensen, the term E"n{L2n}
is less than
n
˜
2
1(
4−
∫ "n
0
(
E"n
{
"−2n
(∫ t
0
[(1; v0)− (1; vs)] dys(!)
)4})1=2
dt
×
(
E"n
{
sup
t∈[0; "n]
(Z (n)t )
4
})1=2
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6
n
˜
2
1(
4−
√
c4"−1n
∫ "n
0
(
E"n
{(∫ t
0
[(1; v0)− (1; vs)]2 ds
)2})1=2
dt
6
n
˜
2
1(
4−
√
c4"−1n
∫ "n
0
(
t
∫ t
0
E"n
{
[(1; v0)− (1; vs)]4
}
ds
)1=2
dt
6
n
˜
2
1(
4−
√
c4c5(1; C1; C2)"−1n
∫ "n
0
(
t
∫ t
0
s2 ds
)1=2
dt
6 c6n"2n
for some c6 = c6(1; C1; C2)¿0. In view of (25),∫
A"n
W"n(d!)
∫
Rn"n
1@n; 1(!; ·)¡1−! dP
n; "n
"−1=2n (1 ; v0)
(!; ·) is of order √n"n:
Picking "n of the order n−a, with 23¡a¡1, we see that
√
n"n=o((n"n)−1=2), so the
second term in (24) is asymptotically negligible. The same technique applies for B2.
We omit the details. In conclusion, for "n of the order n−a with 23¡a¡1, we have:
lim inf
n→∞ infF"n
sup
∈
En;"n
"−1=2n (; ·)
{(n"n)1=2|F"n − |2}¿0:
Since  is bounded, the in-mum is clearly attained among the estimators satisfying
(23) so the above in-mum is taken over all estimators. By the equivalence Lemma
4, the rate (n"n)−1=4 is also a lower bound in Gn"n1 (). Since n"n→∞, the conclusion
follows.
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Appendix A.
A.1. Proof of Lemma 1
Proof. By Chebyshev’s inequality
Qn’1
{
dQn’0
dQn’1
¿ e−)
}
¿ 1− 1
)
EQn’1
{∣∣∣∣logdQn’0dQn’1
∣∣∣∣
}
: (A.1)
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Under Qn’1 , the process Yi=n; i=0; : : : ; n is an inhomogeneous Markov chain with initial
value Y0 = x0, and transition probability
Qn’1{Yi=n ∈ dy |Y(i−1)=n= x}=
√
n√
2;!ni (’1)
exp
(
−n(y − x)
2
2!ni (’1)
)
dy;
where we denote !ni (f)= n
∫ i=n
(i−1)=n f
2(s) ds. We thus have, under Qn’1 :
log
dQn’0
dQn’1
=
1
2
n∑
i=1
[
log
!ni (’1)
!ni (’0)
−
(
1
!ni (’0)
− 1
!ni (’1)
)
(Vni Y )
2
]
;
where Vni Y =
√
n(Yi=n − Y(i−1)=n). Writing (Vni Y )2 = !ni (’1) + "ni (’1), we thus obtain,
under Qn’1 :
log
dQn’0
dQn’1
=
1
2
n∑
i=1
[
log
!ni (’1)
!ni (’0)
+ 1− !
n
i (’1)
!ni (’0)
+
(
1
!ni (’1)
− 1
!ni (’0)
)
"ni (’1)
]
:
By (A.1), it suIces to bound the expectation of the above sum. De-ne &ni (’1; ’0) by
!ni (’1)=!
n
i (’0)= 1 + &
n
i (’1; ’0). By Taylor’s formula∣∣∣∣log !ni (’1)!ni (’0) + 1−
!ni (’1)
!ni (’0)
∣∣∣∣= |log(1 + &ni )− &ni |6 23(&ni )2
since |log(1 + x)− x|6 23x2 for |x|6 15 and
|&ni |=
∣∣∣∣!ni (’1)!ni (’0) − 1
∣∣∣∣6 −2n
∫ i=n
(i−1)=n
|’21(s)− ’20(s)| ds by (i)
6 −2‖’21 − ’20‖∞6
1
5
by (ii):
It follows that
1
3
n∑
i=1
(&ni )
26
1
34
n∑
i=1
[!ni (’1)− !ni (’0)]2:
By Jensen’s inequality, this last quantity is less than
n
34
‖’20 − ’21‖226L2=3: (A.2)
By Cauchy–Schwarz, the second term is controlled by its variance, namely, since the
"ni (’1) are independent, the following quantity:
1
4
n∑
i=1
(
1
!ni (’1)
− 1
!ni (’0)
)2
EQn’1 {["
n
i (’1)]
2}= 1
4
n∑
i=1
(&ni )
2EQn’1
{(
"ni (’1)
!ni (’1)
)2}
:
Since ["ni (’1)]
2 = [!ni (’1)]
2[N(0; 1)]4 in law, the expectation is equal to 3. Therefore,
by the same argument used to get (A.2), the above variance is less than 34L
2. After
the normalization due to Cauchy–Schwarz, we eventually derive
EQn’1
{∣∣∣∣log dQn’0dQn’1
∣∣∣∣
}
6L(L=3 +
√
3=2):
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A.2. Proof of Lemma 5
Proof. By Chebyshev’s inequality
Qn’1
{
dQn’0
dQn’1
6 1− !
}
6
(
log
1
1− !
)−1
EQn’1
{∣∣∣∣log dQn’1dQn’0
∣∣∣∣
}
:
Under Qn’1 :
log
dQn’1
dQn’0
=
1
2
n∑
i=1
[
log
!ni (’0)
!ni (’1)
−
(
1
!ni (’1)
− 1
!ni (’0)
)
(Vni Y )
2
]
;
where Vni Y =
√
n(Yi=n − Y(i−1)=n). Writing again (Vni Y )2 = !ni (’1) + "ni (’1), we thus
obtain, under Qn’1 :
log
dQn’1
dQn’0
=
1
2
n∑
i=1
{
log
!ni (’0)
!ni (’1)
− 1 + !
n
i (’1)
!ni (’0)
+
(
1
!ni (’1)
− 1
!ni (’0)
)
"ni (’1)
}
:
De-ne &ni (’0; ’1) by !
n
i (’0)=!
n
i (’1)= 1 + &
n
i (’0; ’1): Since
|&ni |=
∣∣∣∣!ni (’0)!ni (’1) − 1
∣∣∣∣6 −2n
∫ i=n
(i−1)=n
|’20(s)− ’21(s)| ds by (i)
6 −2‖’20 − ’21‖∞6
1
5
by (ii)
and using that |log(1+x)−1+(1+x)−1|6 3x2 for |x|6 15 ; it follows that the determinist
term is bounded by
3
2
n∑
i=1
(&ni )
26
1
34
n∑
i=1
[!ni (’1)− !ni (’0)]2:
By Jensen’s inequality, this last quantity is less than
3n
24
‖’20 − ’21‖226 3L2=2: (A.3)
By Cauchy–Schwarz, the stochastic term is controlled by its variance, namely, since
the "ni (’1) are independent:
1
4
n∑
i=1
(
1
!ni (’1)
− 1
!ni (’0)
)2
EQn’1 {["
n
i (’1)]
2}
=
1
4
n∑
i=1
[1− 1=(1 + &ni )]2EQn’1
{(
"ni (’1)
!ni (’1)
)2}
:
Since ["ni (’1)]
2 = [!ni (’1)]
2[N(0; 1)]4 in law, the expectation is equal to 3. Therefore,
using |1 − (1 + x)−1|6 2|x| for |x|6 15 and the same arguments as for (A.3), the
above variance is less than 3L2. After the normalization due to Cauchy–Schwarz, we
eventually derive
EQn’1
{∣∣∣∣log dQn’0dQn’1
∣∣∣∣
}
6L(3L=2 +
√
3):
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