The Restricted Shortest Path (RSP) problem, also known as the Delay-Constrained Least-Cost (DCLC) problem, is an NP-hard bicriteria optimization problem on graphs with n vertices and m edges. In a graph where each edge is assigned a cost and a delay, the goal is to find a min-cost path which does not exceed a delay bound. In this paper, we present improved approximation schemes for RSP on several graph classes. For planar graphs, undirected graphs with positive integer resource (= delay) values, and graphs with m ∈ Ω (n log n), we obtain (1 + ε)-approximations in time O (mn/ε). For general graphs and directed acyclic graphs, we match the results by Xue et al. (2008, [10]) and Ergun et al. (2002, [1]), respectively, but with arguably simpler algorithms.
Introduction
The Restricted Shortest Path (RSP) problem is concerned with finding shortest paths under a constraint, which is given by a length bound on a second edge weight function. While being of theoretical interest, the RSP problem also occurs in Quality of Service (QoS) routing problems in high-speed networks [1] . Since the RSP problem is NP-hard [2] , efficient approximation algorithms are particularly interesting. A formal definition of the problem can be given as follows: Definition 1. Let G = (V, E, c, r) be a directed graph with two weight functions c, r : E → R + 0 . Let n := |V | and m := |E|. Without loss of generality, we assume G to be weakly connected, hence m ≥ n − 1. For e ∈ E, we refer to c(e) and r(e) as the cost or resource consumption (e.g. delay) of an edge, respectively. Besides this graph, the input for the RSP problem consists of start and target nodes s, t ∈ V (s = t) and a bound R ∈ R + 0 imposed on the resource consumption of a path. For simplicity, we encode paths as sets of edges. Let P v be the set of all paths from s to v ∈ V . We define the cost and the resource consumption of a path p ∈ P v by C G (p) While any path p ∈ P t satisfying R G (p) ≤ R will be called a solution to the problem, we are interested in a (nearly) optimal solution. The optimal cost and the optimal solution are where the latter might not be uniquely determined (but its cost is).
In related papers, the resource consumption r is often called delay. Like Xue et al. [10] , we assume a computational model where arithmetic operations run in time O (1).
Related Work
Hassin [3] used a simple pseudopolynomial dynamic programming algorithm to solve the restricted shortest path problem exactly on graphs with c(e) ∈ N + for all e ∈ E. Applying this algorithm to the original graph with scaled and rounded cost values, he obtained a (1 + ε)-approximation of the optimal solution in polynomial time.
Lorenz and Raz [7] improved Hassin's result, presenting an approximation scheme with a runtime complexity of O (nm(1/ε + log log n)). Ergun et al. [1] showed that a variant of this algorithm can be applied to directed acyclic graphs, yielding a runtime complexity of O (nm/ε). 1 Xue et al. [10] used an extended dynamic programming scheme to handle edges with cost zero and introduced a second binary search phase in the algorithm by Lorenz and Raz [7] to obtain an algorithm with a time complexity of O (nm(1/ε + log log log n)).
(Fully) Polynomial Time Approximation Schemes based on dynamic programming with scaling often follow a two-step pattern: first obtain a coarse approximation for the problem, and then use this coarse approximation to determine a suitable scaling factor and solve the scaled problem via dynamic programming. Typically, the second step (solution of the scaled problem via DP) dominates the overall running time. For example, in the classical FPTAS for the knapsack problem a constant approximation is determined in O (n log n) time, based on which the scaled instance is solved via DP in O n 2 /ε time. There is a slight oddity for the RSP problem that for the known FPTA schemes the determination of the right scaling factor in fact dominates the running time (for not too small values of ε) rather than the supposedly more difficult solution of the DP (O (nm log log log n) vs O (nm/ε)). Hence our result can also be interpreted as removing this oddity for some graph classes.
Contribution
In this paper, we modify the algorithm by Xue et al. [10] , replacing the binary search they used by a linear search. This does not only achieve the same runtime complexity but it also allows adaptions for more efficient algorithms on several types of graphs. 2 The complexity results of the algorithms in this paper are summarized in Table 1 and compared to the best previous results we are aware of. 
Since our algorithm uses parts of the algorithms by Xue et al. [10] and Lorenz and Raz [7] , we will present the relevant parts here in a reformulation that suits our purpose. In the following, we explain the algorithms used by Xue et al. to find an optimal solution for integer-cost RSP, adding some remarks about special graph classes. Then, we will outline the algorithm by Lorenz and Raz [7] before presenting our results in section 3.3.
Optimal Solution for Integer Cost
Assuming c(e) ∈ N 0 for all e ∈ E, we can solve the problem exactly using dynamic programming. We will first explain a simple algorithm for the case c(e) ∈ N + proposed by Hassin [3] . Afterwards, we will derive an extension for c(e) ∈ N 0 which was (slightly differently) used by Xue et al. [10] . Let
In the following, we assume ε < C for some constant C, which means that O (nm/ε) is equivalent to the more precise O (nm(1/ε + 1)).
2 While the adaptions might have also been possible using binary search, we consider the linear search variant to be simpler.
for all v ∈ V, i ∈ Z. Since the paths cannot have negative cost, we know that r v,i = ∞ for i < 0 and r s,i = 0 for i ≥ 0. The other values obey the equation
If c(e) ≥ 1 for all e ∈ E, this directly translates to a dynamic programming scheme where a solution with cost i exists iff r t,i ≤ R. If this condition is satisfied, the algorithm stops and traces the optimal path back from the computed table. At this time, we have tried 1 + C opt (G) values for i. For each of those, we had to compute n values by considering m ≥ n − 1 edges in total. Thus, the time complexity is O (m(1 + C opt (G))) for this case.
What can we do if there are edges e with c(e) = 0? Figure 1 shows an example of such a graph. Figure 2 illustrates the dependencies between the values r v,i . Because of the zero-cost edge cycle, there are cycles in this (infinite) graph, preventing us from computing these values independently. Consider a path p ∈ P v minimizing R G (p) under the constraint C G (p) ≤ i. We have to distinguish two cases: Surely, p 1 must be the optimal path to u and thus R G (p 1 ) = r ′ u,i . Finding the path from any such "entry node" u minimizing the sum of r u,i and its own resource consumption must therefore yield the value of r v,i . Consider the subgraph G (i) of G containing only those edges e with c(e) = 0. This is effectively a single-weighted graph, since only the resource consumption values may differ. This subgraph still contains all possible paths for p 2 . To represent the paths p 1 for which we already know the possible lengths, we add a new vertex v s and edges (v s , u) with weights r ′ u,i for u = s.
• If C G (p) = 0, we cannot split p into parts like above. But we know that G (i) contains all edges of p. Therefore, introducing an additional edge (v s , s) with weight zero in G (i) means that p has the same resource consumption in G as the path
In 
0 and thus for computing the next row entries are dashed and highlighted in orange.
Unless we have sufficiently many edges 3 or a special instance like a directed acyclic graph where faster algorithms exist, we now have a slightly increased time complexity of O ((m + n log n)(1 + C opt (G))) using Dijkstra's algorithm with a fibonacci heap. Additionally, we could decide to interrupt the algorithm if we did not find C opt (G) after having computed the b-th row for some value of b. To abstract from the reduced runtime in special cases, we propose the following definition:
Definition 2. We denote by f G (n, m) a function which represents the time complexity needed for computing one row of the dynamic programming scheme described above, using G with any modified cost function c : E → N 0 . For example we might set f G (n, m) := m for acyclic graphs G and f G (n, m) := m + n log n for general graphs. Further options are presented at the end of this paper.
The results of this section can now be summarized in the following lemma:
Lemma 3. If c(e) ∈ N 0 for all e ∈ E, there exists an algorithm ExactRSP(G, s, t, R, b) which returns
• C opt (G) (and optionally
with a time complexity of
Approximation Schemes
Since finding an optimal solution to RSP is an NP-hard problem [2] , we want to find a solution that approximates the optimum in polynomial time. Concretely, for some given ε > 0, we want to find a
Scaling
For any scaling factor S > 0, we can build new graphs G 
Lemma 4. For any scaling factor S > 0, we have
Proof. The first inequality follows from
Furthermore, we obtain
The remaining inequalities can be shown similarly.
Previous Results
The results following in this subsection were published in [7] . Because they are essential to our algorithm, we restate them here in a form adapted to our improved algorithms.
Lemma 5. For any scaling factor S > 0, we have
C G (P opt (G + S )) ≤ C opt (G) + Sn
Proof. By Lemma 4 and the definition of C G and C G + S
, we have
Lemma 6. Given a value L satisfying
Proof. We choose S := ε · L/n. By Lemma 5, P opt (G + S ) is a (1 + ε)-approximation. By Lemma 3 and Lemma 4, we can find
Finding a value L as used in Lemma 6 is not trivial. In the following, we want to derive a method to find a constant approximation (i.e. lower and upper bounds L, U for C opt (G) with U/L ∈ O (1).
Lemma 7. Lower and upper bounds L, U for C opt (G) satisfying U = nL can be found with a time complexity of O ((m + n log n) log m).
Proof. Let {e 1 , . . . , e m } be the edges of G sorted ascending by c(e). Using Dijkstra's algorithm, we can check if there is a path p from s to t satisfying R G (p) ≤ R which only uses edges from {e 1 , . . . , e j }. Let j * be the smallest value of j such that there is such a path. We can find j * using binary search on j in time O ((m + n log n) log m). Because there is no such path for j * − 1, each valid path must have at least one edge with cost c(e j * ). Thus, L := c(e j * ) is a lower bound for C opt (G). Since there is a path of length at most n using only edges from {e 1 , . . . , e j * }, U := n · c(e j * ) is an upper bound for C opt (G). Thus, we can find upper and lower bounds with U = nL in the specified time.
As a side effect, the algorithm from Lemma 7 allows us to efficiently detect the trivial case where C opt (G) = 0. Thus, we will assume C opt (G) > 0 in the following. This allows us to divide by C opt (G) or by appropriate bounds for it. Definition 8. Let L, U be the bounds provided by Lemma 7. Then we define the scaling factors
The names L, U, S i are used in the remainder of the document.
Lemma 9. Let L, U be lower and upper bounds for C opt (G) and let
Proof. We have Lemma 3) . By Lemma 4, the latter is definitely the case if C opt (G)/S i ∈ [2n, 4n]. This in turn is, by Lemma 9, surely the case for at least one i ∈ {0, . . . , ⌈log(U/L)⌉}. Using binary search on i, we can therefore find a value of i satisfying C opt (G + Si ) ∈ [2n, 5n] in time O (nm log log(U/L)). Given this particular value of i, we then know from Lemma 4 that
Lemma 10. Given lower and upper bounds
are lower and upper bounds for C opt (G) with
Theorem 11 (Lorenz, Raz). A (1 + ε)-approximation to the optimal solution can be found with a time complexity of O nm
1 ε + log log n . Proof. This is a direct consequence of Lemmas 6, 7 and 10.
Main Results
In this section, we present our new algorithm using linear search to find bounds
In particular, our goal is to find the smallest i ∈ N 0 such that C opt (G − Si ) > b for some value of b ∈ N + . The following lemma states why this is useful to obtain tighter bounds for C opt (G). Subsequently, we present our algorithm and its analysis.
Lemma 12. Let i * be the lowest value for
i ≥ 0 such that C opt (G − Si ) > b (
we will prove its existence in Lemma 14). We define
Again by Lemma 4, we obtain
. By repeatedly applying this inequality, we can conclude that for any i < i * ,
Proof. For any i ≥ 0 and any edge e ∈ E, we have
Lemma 13 enables us to use linear search efficiently to find the value i * from Lemma 12. The details are shown in Algorithm 1 that uses the algorithm ExactRSP from Lemma 3.
Algorithm 1 Algorithm using linear search to find bounds for C opt (G)
Use L, U, S i from Definition 8
3:
for i = 0, 1, 2, . . . do
4:
S := S i
5:
if ExactRSP(G Proof. Assuming b ≤ n, we obtain
Now we can prove
t, R, b) provides lower and upper bounds satisfying
Proof. The estimation quality claim has already been proven in Lemma 12. Obviously, the runtime of the function ExactRSP dominates the runtime of the algorithm (since the initial bounds L, U from Lemma 7 can be found quite efficiently). From Lemma 3, we know that we can bound the runtime of
For the cumulative runtime T of all calls to ExactRSP, we can derive G (n, m) ) .
By Lemma 6, we can then find the desired (1 + ε)-approximation in O (nm/ε).
Remark 17. If G is an undirected graph with positive integer resource values, we can use an algorithm by Thorup (working on the RAM model) to solve the SSSP problem in O (m), assuming constant-time multiplication [8] . This yields an overall runtime for the FPTAS of O (nm/ε), just as for acyclic graphs where Ergun et al. have already proposed a slightly different algorithm with the same time complexity [1] . If we use Dijkstra's algorithm with the priority queue proposed by van Emde Boas et al. [9] , which is possible if r(e) ∈ N 0 for all e ∈ E, we can use f G (n, m) := m + n log log R in Corollary 16.
The following corollary provides an alternative algorithm to Xue et al. [10] . ⊆ O (m + n log n) · 1 + n log n + log n = O n m log n + n , and thus because of m ≥ n − 1 also in time O (nm). By Lemma 10, we then can find bounds L ′′ , U ′′ with a constant quotient in time O (nm log log log n). The actual path computation can then happen in time O (nm/ε) according to Lemma 6. Planar Graphs Henzinger et al. [4] showed that the SSSP problem for planar graphs can be solved in linear time. In the special cases we just presented, we implicitly used the fact that all mentioned properties like acyclicity easily translate from G to G (i) . Unfortunately, this is not the case for planarity. More specifically, G (i) is planar if and only if the zero-cost-edge-subgraph of G is outerplanar. Hence, we have to verify some of the more general conditions in [4] to show that we can speed up our algorithm for all planar graphs G.
Definition 19 ([6] , [4] ). Let C be a subgraph-closed class of graphs and f : N 0 → R a function 5 . C is said to be f -separable if constants α < 1, β > 0 exist such that for every n-vertex graph G = (V, E) ∈ C, V is the disjoint union of three subsets A, B, C such that |A|, |B| ≤ αn, |C| ≤ βf (n) and no edge connects vertices from A and B. C is said to fulfil an f -separator theorem iff C is f -separable.
Lemma 20. Let R be the class of all graphs that can be made planar by removing one node 6 , including the empty graph. Then, R is subgraph-closed, minor-closed and √ n-separable.
