We study the critical behavior of a quenched random-exchange Ising model with competing interactions on a bcc lattice. This model was introduced in the study of the magnetic behavior of Fe 1−x Ru x alloys for ruthenium concentrations x = 0%, x = 4%, x = 6%, and x = 8%. Our study is carried out within a Monte Carlo approach, with the aid of a re-weighting multiple histogram technique. By means of a finite-size scaling analysis of several thermodynamic quantities, taking into account up to the leading irrelevant scaling field term, we find estimates of the critical exponents α, β, γ, and ν, and of the critical temperatures of the model. Our results for x = 0% are in excellent agreement with those for the three-dimensional pure Ising model in the literature.
I. INTRODUCTION
is satisfied for the case of the pure Ising model in three dimensions, so we can expect threedimensional disordered Ising models to belong to another universality class, when compared to their uniform counterparts. However, the Harris criterion says nothing about the new universality class. Renormalization-group arguments infer that the universality class of the disordered three-dimensional Ising model does not depend on the concentration x. Moreover, experimental results show that, for small concentrations x of AF impurities (as in Fe 1−x Mn x , Fe 1−x Zn x F 2 and Fe 1−x Ru x alloys) or nonmagnetic impurities (as in Fe 1−x Al x alloys), these systems have a continuous transition between a ferromagnetic and a paramagnetic phase at a temperature T c (x) < T c (x = 0%), with a critical behavior clearly different from the case without disorder (x = 0%), but that seems to be independent of the concentration x, within the experimental precision [5] . By small concentrations we mean x < x c for nonmagnetic impurities, where x c is the critical concentration above which there is only a single paramagnetic phase [6] . In the case of AF impurities, we mean x < x g , where x g is the concentration for which the transition line between paramagnetic and ferromagnetic phases meets the transition line between paramagnetic and spin-glass phases, where frustration is relevant [7] .
It is curious that, contrary to experimental results, Monte Carlo simulations presented a wide range of different values for the critical exponents of these disordered systems, all seeming to indicate some sort of dependence between universality class and impurity concentration. Only recently (late 1990's onward), with the growth of processor capacity and available resources for simulations, is theoretical research heading toward a solution to this apparent inconsistency, and studies have shown that critical exponents are independent of impurity concentration along the transition line between paramagnetic and ferromagnetic phases in disordered Ising models [6, [8] [9] [10] . These works have shown the importance of a careful analysis of the scaling behavior of thermodynamic functions, taking into account finite-size correction terms due to irrelevant fields in the Hamiltonian, for a correct assessment of the critical exponents of these systems.
At first glance, one could suspect that our model does not belong to any of the previously discussed universality classes. However, we could think of it as a member of a more general family of models with bonds +J and −rJ randomly distributed with probabilities 1 − p and p respectively. We obtain the Ising model with randomly diluted bonds (RBIM) as r = 0, the Ising model with ±J random bonds for r = 1 and our model for some combinations of r and p. Note also that the Fe 1−x Ru x system we study in this work has a crossover to the Ising Model with randomly diluted sites (RSIM) when x = 10%. Therefore, we make the hypothesis that our model belongs to the RSIM-RBIM universality class, as is the case also for the paramagnetic-ferromagnetic transition line of the ±J Ising model [6, 10] . In this sense, our Fe 1−x Ru x system would be somewhere in between the r = 0 and r = 1 limits.
To assess this possibility, we have performed extensive Monte Carlo simulations, with the important inclusion of correction-to-scaling terms, as discussed in the previous paragraph, in order to estimate the critical exponents and critical temperatures of the model introduced in Ref. 1 . This model is explained in Sec. II, the simulation and data analysis methods are discussed in Secs. III and IV respectively and our results are presented and discussed in Sec. V.
II. MODEL
Ref. 2 shows that Fe 1−x Ru x alloys are found in the bcc structure for x < 30% whereas, for x ≈ 30%, the system undergoes a crystallographic transition to an hcp structure. While in the bcc structure, the lattice parameter increases steadily with the Ruthenium concentration x and the system has a ferromagnetic-paramagnetic phase transition at T c (x), as seen in The model proposed by Paduani and Branco (2008) consists of Fe and Ru atoms randomly distributed on a bcc lattice with probabilities 1 − x and x respectively. Each atom has a magnetic degree of freedom that is assumed to behave as an Ising-like spin, so the system is described by a spin-1/2 Ising Hamiltonian
where the sum goes over all nearest-neighbor pairs, σ i = ±1 for all sites i, and the exchange integral J ij takes the values J for Fe-Fe bonds, −λJ for Fe-Ru bonds, and −ξJ for Ru-Ru bonds.
A mean-field solution [1] of Hamiltonian (1), using the Bogoliubov inequality [11, 12] ,
In Ref. 1, the authors assume that λ = ξ ≡ ξ 0 − ξ 1 x and present a least-square fit of Eq. 
where
and the spin variables σ i take the values ±1 and the sum goes over all nearest-neighbor pairs.
III. MONTE CARLO SIMULATIONS
We studied the three-dimensional Ising system described by the Hamiltonian (3) within a Monte Carlo (MC) approach. We have employed the metropolis algorithm [7, 13] to simulate bcc lattices with 2L 3 sites, periodic boundary conditions, and several system sizes L, ranging from 5 to 50. Each site on the lattice is randomly chosen to be an Fe or Ru atom with probabilities 1 − x and x, respectively. All random numbers were generated using a Tausworthe (shift-register) generator [14] with "magic numbers" p = 1279 and q = 1063 [15, 16] .
A Monte Carlo step per spin (MCS) corresponds to N = 2L 3 attempts to flip a single spin, chosen at random, or a full sweep on the lattice, when we perform sequential updates.
As the sequential algorithm proved to be far more efficient in generating independent states than the more traditional random choice, it was the one used for most of our simulations.
The comparison between these two procedures is presented in Subsec. V B.
Our largest simulations ran up to 4.5 × 10 7 MCSs and we made sure to generate at least n = 8000 uncorrelated states, with n given by
where n MCS is the number of MCSs, t eq is the equilibration time and τ is the largest correlation time estimated by the integral method [7] . As it is the case for the metropolis dynamics, the largest correlation time is, in general, obtained from the magnetization autocorrelation function. Therefore, in our case, τ refers to the magnetization correlation time. V B. This error is due to the numerical integration using the trapezoid rule, as the integral of an exponential decay approaches the exact value from above with numerical error of the order ∼ O(n −2 ) [17] , where n is the number of bins. We checked for systematic deviation by comparing pairs of τ estimates obtained from the same simulation considering a time unit of 1 MCS and 10 MCS. We found no systematic error for L ≥ 15 and, since τ is overestimated, it does not affect the precision of our equilibrium analysis.
When performing Monte Carlo simulations it is customary to work with the dimensionless coupling constant K = J/(k B T ) and dimensionless temperatureT = 1/K. We also define other dimensionless thermodynamic quantities such as the extensive energy
magnetization per spin
specific heat
magnetic susceptibility per spin
the quadratic cumulants
and
and the more traditional Binder's cumulant
On all equations above, · · · denotes thermal averages whereas [· · · ] denotes averages over disorder configurations. 
IV. DATA ANALYSIS
In MC simulations we necessarily deal with finite systems. However, our interest lies in critical phenomena, which happen in the thermodynamic limit. The critical behavior of such systems may be extracted from finite systems by examining the size dependence of the singular part of the free energy density [12] . In this finite-size scaling approach we write the free energy density for a system of linear size L near the critical point as
where t is the reduced temperature and is given by (T − T c )/T c , H is the external magnetic field, and h = H/(k B T ). We assume that t and h are the only relevant fields whileū i are irrelevant perturbations, such that ω i > 0, which ensures that in the thermodynamic limit, asū i L −ω i → 0, our free energy is a function only of relevant fields.
Taking appropriate derivatives of the free energy, it is possible to show that some thermodynamic quantities Q (such as magnetization, specific heat, and magnetic susceptibility) may be written in the following scaling form:
where θ is related to the traditional exponents. As (14) will be used to fit numerical data to estimate critical exponents, we have to truncate the sum at some point. As each additional exponent ω i taken into account will add two free parameters to an eventual fit and that reduces drastically the number of degrees of freedom, we considered only the first exponent
A similar scaling behavior near the critical point holds for the derivatives
where G stands for the Binder's cumulant U or quantities linked to the magnetization, such as ln |m| , ln m 2 , and ln |m| n [15] . Equation (18) is particularly useful to determine the exponent ν. Finally, for the critical temperature we have
where T c (L) is the pseudo-critical temperature for a given system size L, and T c is the true critical temperature.
We perform least square fits using expressions (15)- (19) Equations (15)- (19) all have four free parameters to be adjusted in the fitting process and no stable fits were possible for our data, meaning our statistics should be increased if we desire to obtain the exponents α, β, γ, ν, and ω independently. Since we are more interested in obtaining α, β, γ, and ν than in finding precise correction-to-scaling exponents ω, we employ a procedure similar to the one presented in Ref. 15 , in which we set a fixed value for exponent ω and perform a fit with three free parameters, instead of four. Than we change the fixed value of ω and keep performing fits to obtain the values of the other exponents.
Once several fits are made, we locate the interval of values of ω such that we minimize the values of the variance of residuals, χ 2 /DOF, where DOF is the number of degrees of freedom of the fit. We repeat this procedure using system sizes L min ≤ L ≤ 50, with L min = 5, 10, for the pure Ising model on a bcc lattice [20] . We used the single-histogram method [7, 18] to locate the temperatures where the peaks of the thermodynamic quantities of interest occurred. From the peak locations we chose temperatures to perform new simulations. Finally, we employ the multiple-histogram re-weighting using the data from at least five simulations at different temperatures such that all peaks were found within the interval between the minimum and maximum of those temperatures.
A similar procedure was employed for the disordered case (x = 4%, 6% and 8%). However, since no previous estimates for T c were available, we performed test simulations over a wide range of temperatures, in order to make a rough estimate of the location of the critical 1, it is important to stress that the lowest temperature we simulated isT = 0.5, which corresponds to T ≈ 80 K (this value is obtained using J = 14.16 meV , as discussed in Sec.
V D).
It is possible to present a qualitative description of this effect. The probability that a Ru atom is completely surrounded by Fe atoms as nearest-neighbors is (1 − x) 8 , which is quite high for low Ru concentrations (≈ 51% for x = 8%, ≈ 61% for x = 6%, ≈ 72% for x = 4%, ≈ 85% for x = 2% etc). Next, let us consider a scenario in which the great In the metropolis algorithm, as originally proposed [13] , the choice of the atom to be tested for a possible change is usually random. There are, however, other ways to generate the Markov chain. It can be done sequentially or, as for the multispin coding version [21] , many spins in a sublattice are tested simultaneously. The above methods are all ergodic and satisfy detailed balance [7] so we ought to choose the most efficient one.
Multispin coding leads to a drastic reduction in computational time for Ising systems [21] but it is only applicable when it is possible to express the energy difference between any two given states as an integer, which is impracticable for our model, since our exchange integrals assume noninteger values. We propose an alternative to this method which consists of dividing the lattice in two sublattices, the same way as multispin coding; however, instead of testing all spins at once we run over the first sublattice testing all possible spin flips sequentially and then go to the second sublattice and repeat the procedure. From now on we will refer to this update scheme as sequential update metropolis, as opposed to the traditional random update metropolis.
To verify if this sequential method is efficient, compared to the standard random-update metropolis, we obtain a rough estimate of the dynamical exponent z for both methods. This is done by fitting our data, at the critical temperature, to the expression
where A is a constant. This is how the correlation time τ is expected to behave at T c , for sufficiently large system sizes L.
In Fig. 4 , we present fits for the correlation times. We note that the curves for both random and sequential correlation times have almost the same slope, which indicates that random and sequential algorithms have approximately the same dynamic exponent z, as expected. However, random correlation times are always larger than sequential ones for a fixed system size. In fact we also plot the ratio The estimates we get for the dynamical exponent for the pure case are z = 2.02(1) for random updates and z = 2.01(1) for sequential updates. For the disordered case we have only estimated z for x = 6%, which gave us the figures z = 2.06(3) and z = 2.02(2) for the random and sequential update dynamics, respectively. All values are in agreement with the MC result, z = 2.04(3), for the three-dimensional (3D) pure Ising model, presented in Ref. 22 . So, within error bars, both pure and disordered systems have the same dynamic exponent for random or sequential updates. However, we find that the correlation times for a given system size L are always greater for the random update scheme. Therefore, the sequential update version is more efficient than the random update version.
C. Critical exponents Figure 5 shows the comparison between the behavior of some quantities dG/dK at different estimates of the critical point, obtained by the methods described in Sec. IV. Note how the quantities assume almost the same value for the same size at the four different T c estimates. Therefore, the four different fits for each quantity are almost indistinguishable. As a result, the numerical values we obtain for each critical exponent by independent methods are the same, within error bars. Thus, we combine both T m and T f FSS methods to obtain our final estimates of α, γ, β, and ν for the disordered systems. To estimate ν we fit the data to Eq. (18), where we used G = U, G = ln |m| , and G = ln m 2 . For x = 0% we computed the derivatives at the temperature T m where we found the maximum of each quantity. For the disordered cases, fits using Eq. (18) were done with the same quantities G = U, G = ln |m| , and G = ln m 2 . Tab. II shows our results for 1/ν for x = 6 %, obtained from data at temperatures T m . One of these fits is shown in Fig. 6 Following the same procedures, we used Eq. (17) to find α. For x = 0%, the results are presented in Tab. III and compared to other results in the literature. Figure 7 (a) shows one of the fits for the specific heat of the pure system: we obtain the estimate α/ν = 0.1743(70). For the disordered systems, however, no stable fits were possible with only one correction-to-scaling exponent and we lack statistical resolution to perform fits with higher-order correction-to-scaling terms. Fig. 7 (b) shows one of the plots for the specific heat of the disordered system (x = 6%) in which the dashed line is only a guide to the eye.
The estimates for α for the disordered case, presented in Tab. III, were We see that, within error bars, critical exponents do not depend on the concentration x, as expected. Note that the usual scaling relations for the exponents are satisfied, for both pure and disordered cases. This result is an independent check of our calculation. Also, our results for the critical exponents agree, within error bars, with values reported previously elsewhere, obtained both from theoretical methods or from experimental studies. This gives support to our hypothesis concerning the universality class of the model treated in this work.
D. Critical temperatures
For x = 0%, we fit Eq. (19) for the temperatures where we located peaks of several thermodynamic quantities. Figure 8 shows the values of T m used in our FSS analysis. Our best fits were obtained with L min = 25 for the magnetic susceptibility and the derivatives of The lines with the labels x = 0%, 4%, 6%, and 8% correspond to our final estimates. The table also contains other Monte Carlo [15, 23] , high-temperature series expansion [20] , and quantum field theory [24, 25] results for the pure 3D Ising universality class, as well as Monte Carlo results for the RSIM [8] , RBIM [6, 9] , and ±J Ising Model [10] . (7) 0.03 (5) a The label ≡ 0 corresponds to cases where α was calculated using the Josephson equality.
b The label ≡ 2 corresponds to cases where either β or γ was calculated using the Rushbrooke equality.
evaluation [26] , K c = 0.157371 (1) . We can use ourT c to estimate the exchange integral of the Fe-Fe bond, J FeFe ≡ J, just by combining the experimental T c in Tab. I with the definitionT = k B T /J. We obtain J = 14.16 meV, which is close to 12.9 meV, reported in
Ref. 1 and in the interval 10 to 50 meV, as expected for Fe, Co, and Ni [27] . 
VI. CONCLUSION
In this study we used Monte Carlo simulations to investigate the magnetic properties and critical behavior of a model proposed by Paduani and Branco (2008) for Fe 1−x Ru x alloys through a mean-field approach. Our simulations were restricted to ruthenium concentrations x = 0%, 4%, 6%, and 8%. We employed re-weighting single and multiple histogram methods and finite-size scaling analysis, considering up to the first-order correction-to-scaling exponent in order to obtain the critical temperature and critical exponents of the model.
In the pure case, x = 0%, the values obtained for the critical exponents are in excellent agreement with the ones in the literature. The critical temperature we found for the pure system also agrees very well with the high-temperature series expansion estimate by Butera and Comi (2000) and with another Monte Carlo result [26] . In the disordered cases, we
show that the critical exponents are consistent with the universality class of the transition line between paramagnetic and ferromagnetic phases of three-dimensional Ising models with random site or random bond dilution, as well as with the three-dimensional Ising model with randomly distributed +J and −J exchange integrals.
For x = 4%, 6%, and 8%, our estimates of T c do not agree with the mean-field prediction nor with experimental results. This is expected, since the model parameters were determined through a fitting procedure of experimental data in a mean-field approach [1] . However, the model proposed in Ref. 1 is in the universality class of three-dimensional disordered Ising models. Furthermore, our values for the critical exponents do not depend on x, as expected.
This result is obtained only if we take into account a correction-to-scaling term in the finitesize-scaling analysis.
To propose a model that brings simulations and experimental results closer together, we must seek other ways to determine the dependence of the exchange integrals of Fe-Ru and Ru-Ru bonds with the ruthenium concentration. One possibility would be a mean-field renormalization group approach, which is presently being carried out. 
