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Person-Fit Research
Recently, several person-fit statistics have been proposed to detect anomalous score patterns (e.g., Drasgow, Levine, & Williams, 1985 ; Levine & Rubin, 1979;  Meijer, 1994 ; Molenaar & Hoijtink, 1990;  van der Flier, 1982) . In a number of studies, person-fit statistics have been applied successfully. For example, Harnisch & Linn (1981) Meijer & Sijtsma (1995) provide a review of these statistics. This study used only person-fit methods defined in a nonparametric IRT model context. An advantage of nonparametric IRT models is that they are often less restrictive with respect to the data than parametric models. However, measurement is restricted to an ordinal level, whereas parametric models allow measurement on an interval or ratio scale. For a discussion that favors ordinal scaling see Cliff & Donoghue (1992) .
In person-fit measurement, two steps can be distinguished. First, a Using parametric IRT modeling, Levine & Drasgow (1983) conducted several studies to investigate the influence &reg;f N~vs on the power of a 1&reg;~-likei~h&reg;~d statistic, 1, in the context of the three-parameter logistic model (3PLM; e.g., Lord, 1980, p. 12 Levine & Drasgow (1983) concluded that the power of l was not seriously affected even with many NRVS in the calibration sample and that the detection rate with empirical test data was comparable to the detection rate with simulated data.
In the context of the Rasch model (e.g., Baker, 1992, pp. 114-170) , Kogut (1987) Molenaar & Hoijtink (1990) proposed M as a simplified version of 1.
They showed that for the Rasch model, given a fixed number-correct score, M differed from 1 Only by a constant. Let b denote the item difficulty as defined in IRT (Lord, 1980, p. The conflicting findings of the Levine & Drasgow (1983) study and the Kogut (1987) Levine & Drasgow (1983) study, whereas in the Kogut (1987) study 1, and M were used-some statistics may be more sensitive to the presence of ~tttvs than others; (2) the number of VNRVS in the sample: in the Levine and Drasgow study, the percent of NRVS in the dataset was 6.7, whereas in the Kogut study this percent was 20-the higher percent of NRVs may be responsible for the reduced power in the Kogut study; (3) the type of NRVs: the studies simulated different types of NRVs and it has been shown (e.g., Meijer, Molenaar, & Sijtsma, 1994) that some types of NRVs are easier to detect than others. In addition to the power study, Kogut (1987) used the following iterative estimation procedure to improve the power of M: (1) item and person parameters were estimated in the datasets containing both FRVs and NRVS; (2) item scores were simulated using the estimated parameters obtained in Step 1; and (3) M values were calculated and response vectors with the 5% highest values (indicating aberrance) were removed from the dataset. Steps 1-3 were repeated until no clear improvement of the power of M was obtained. Kogut (1987) showed that this method was quite successful in removing the NRVS from the dataset; for several cases, the power of M was considerably improved after three iterations.
In a nonparametric IRT context, it is unknown how person-fit statistics will be influenced by the presence of NRVs in the dataset. It is clear that the results obtained by Levine & Drasgow (1983) and Kogut (1987) cannot be easily generalized to nonparametric IRT modeling. Therefore, these studies were ex-tended here to a nonparametric IRT framework.
Nonparametric Person Fit
Van der Flier (1980, 1982) developed a standardized version of the person-fit statistic U3 in the context of the nonparametric Mokken (1971; Mokken & Lewis, 1982) monotone homogeneity model (MHM). The MHM is based on the assumptions of unidimensionality, local stochastic independence, and monotonicity of 0. The MHM restricts the IRFs to be nondecreasing, but they may intersect. The MHM has been successfully applied to empirical data by Kingma & TenVergert (1985) ; Meijer, Sijtsma, & Smid (1990) ; and Sijtsma & Verweij (1992) . Let 1tg denote the proportion-correct score on item g (g = 1, ..., k) and let r denote the realization of the number-correct score of a person on the test (X = r). Then U3 can be written as Van der Flier (1980 , 1982 showed that a standardized version of U3, denoted ZU3, was approximately standard normally distributed given an invariant ordering of persons according to their Os. To obtain ZU3, the expected value and variance of U3 across replications are needed. Note that for a fixed number-correct score all terms in Equation 6 are constant, except for Van der Flier (1980 , 1982 (Kogut, 1987) in a nonparametric IRT context. From Kogut (1987) and Levine & Drasgow (1983) , it appeared to be appropriate to vary the number and the type of NRVs in the calibration study. Test length was varied because Meijer et al. (1994) showed that test length had a large effect on the power of a nonparametric person-fit statistic. Note that the parametric studies described above did not systematically vary these characteristics and it was thus not clear how these characteristics would influence the power of a person-fit statistic.
Method
Two studies were conducted. In the first study, the power of ZU3 was investigated as a function of the number and the type of NRVs that were present in a calibration sample. Analogously to the Levine & Drasgow (1983) and the Kogut (1987) Hulin, Drasgow, & Parsons, 1983, p. 113.) . In this study, aberrant item score patterns that are in agreement with all three types of aberrant behavior discussed above were simulated. Study 1
Step 1. Datasets of 2,000 FRVs were simulated (for the simulation procedure see Sijtsma & Molenaar, 1987) Hambleton & Swaminathan, 1985) . Although this study was conducted in a nonparametric IRT context, a parametric IRT model was used to generate the item scores. The 3PLM was selected because this model is the most widely used nonrestrictive parametric IRT model according to which data can be generated that also satisfies the Mokken MHM. The difference between the models is that the 3PLM assumes that the IRFs are logistic, whereas in the MHM the form of the IRFs is left free as long as they are nondecreasing.
Step 2. Four types of datasets containing 2,000 NRVs were simulated: cheating on the most difficult items, cheating on items of medium difficulty, guessing on all items of the test, and guessing on 20% of the items in the test. These types of NRVs were selected because they represented realistic types of N~tvs (cheating and guessing) and because they represented different levels of severeness of nonfitting score patterns. As will be explained further below, cheating on items of medium difficulty will result in item score patterns that are less aberrant than cheating on the most difficult items. By selecting these types and levels, the detection rate of ZU3 was studied in various situations.
The first dataset consisted of cheaters who had a negative 0 value (sampled from a standard normal distribution) and answered the items according to the 3PLM, except for the three most difficult items on the 17-item test and the six most difficult items on the 33-item. These items were scored as if the examinees had correctly answered them. Possible explanations are that cheaters correctly answered these items by obtaining answers from a more able examinee (assuming that this cheating always resulted in correct answers) or that cheaters knew the answers to these questions because they had seen the test already and memorized answers to some of the most difficult items (test preview).
The second dataset was generated according to the same procedure as the first dataset except that cheating took place on the three (17-item test) or six (33-item test) items of medium difficulty. Again, a possible explanation for this type of cheating is test preview in which the items of medium difficulty were known in advance.
The third dataset consisted of guessers who answered all items with a probability of a correct answer of .20, which corresponds to answering an item with five alternatives by randomly guessing. These simulated data were in agreement with the guessing behavior studied by van den Brink (1977) .
A fourth dataset was generated according to the same procedure as Levine & Drasgow (1983 fixed type of NRV, both for k = 17 and k = 33, Table 1 shows that as the percent of NRVs in the calibration sample increased, the power of ZU3 decreased. For example, consider the situation a = .05, k = 17, and cheating on the most difficult items. Table 1 shows that when the calibration sample consisted of only FRVS, there were 64% VNRVS; 53% with 10% NRVs; and 30% with 20% NRVs in the calibration sample. For both cheaters and guessers for a fixed a and a fixed percent of NRVs in the calibration sample, the percent of VNRVS was larger for k &reg; 33 than for k = 17. For example, fort= .01, 5% ~TRVs, and guessing on all items, there were 53% VNRVs for k = 17 and 71% for k = 33. This is in agreement with the findings by Meijer et al. (1994) who found that NRVs were easier to detect for longer tests. However, they used calibration samples with only FRVS. Using these samples with FRVs and NRVs the same trend was observed.
Furthermore, for a fixed a, percent of NRVs, and test length (1) cheating on the most difficult items was easier to detect than cheating on items of medium difficulty, and (2) guessing on all items was easier to detect than guessing on 20% of the items. For example, for a = .05, 15% NRV, and k = 33, there were 70% VNRVs for cheating on the most difficult items and 54% for cheating on the medium difficulty items; for guessing on all items there were 68% VNRVs and 44% for guessing on 20% of the items. This was in agreement with theoretical expectations. Note that for a = .05, the presence of 5% NRVs had only a minor influence on the detection rate of zU3, whereas increasing the number of NRVs increased the reduction in power. The reduction was most explicit for cheaters on the most difficult items and for guessers on all items (approximately 30% reduction for 20% NRVs in the calibration sample compared with only FRVS in the calibration sample). For example, for a = .05, k = 33, and cheating on the most difficult items, there was a 31% (89% -58%) difference in percent of VNRVs. For cheaters on items of medium difficulty and guessers to 20% of the items, the influence on the Figure la shows that with 5% guessers some negative bias occurred on the easiest items. An increase in the percent of guessers resulted in an increase in the bias on the easiest items, whereas the ~gs of the more difficult items remained almost unbiased. Figure   lb shows the same trends; however, the bias for 5% guessers was almost 0, and the absolute bias as a result of the presence of 20% guessers was not larger than .04. This may explain the smaller decrease in power of ZU3 for guessers to 20% of the items than for guessers to all items. (Figure  2b) . Again, the smaller decrease in the power of ZU3 for cheating on items of medium may be explained by the smaller bias. The same trends (not shown here) were found fork = 33 (for both cheating and guessing). The bias reduction of the fegs followed the same trend as the percent of vT~RVs; the largest reduction was found after the first iteration, whereas smaller reductions were found after the other iterations (not shown).
In general, both for k = 17 and = 33 the Type I error after the second iteration was slightly higher than for the first two iterations. For example, for a = .05, k = 17, and cheating on the most difficult items, for the second iteration the Type I error was 6%, whereas for the third and fourth iterations it was 6.5% and 7.1 %, respectively. For the same conditions and = 33, the Type I error was ~.1 % for the second iteration, and 6.5% and 6.7% for the third and fourth iterations, respectively.
Discussion
The power of ZU3 might be seriously reduced due to the presence of ~ll~vs in a dataset. Two factors are important: the number of NRVs in the calibration sample and the type of i~RVs.1 hc type of aberrant response behavior influences the degree to which the ks become biased. The results showed that cheating on the most difficult items and guessing on all items resulted in a larger bias of the its and a lower detection rate than cheating on items of medium difficulty and guessing on 20% of the items. Although for 5% NRVs in the calibration sample the differences were small, for 10% to 20% NRVs the differences were large (see Table 1 ). For example, for a = .10, k = 17, and guessing on all items, the percent of VNRVs decreased 3% with 5% NRVs, whereas for 10%, 15%, and 20% NRVs the percentage of NRVs decreased 8%, 7%, and 11%, respectively. Furthermore, the number of NRVS was important. For all types of NRV, the detection rate was seriously reduced when the number of NRVs increased from 5% to 20%. For 5% ~lRVS, the reduction in power was small (compared to only FRVs in the calibration sample), whereas the power was seriously reduced as the number of NRVs increased. This may explain the difference between the Kogut (1987) and the Levine & Drasgow (1983) study. In the Kogut study, there were 2&reg;%&reg; NRVS, whereas in the Levine and Drasgow study there were 6.7%.
Although ZU3 was used here, using other person-fit statistics-such as lz, M, or the number of Guttman errors (Meijer, 1994) -would probably yield the same results. Earlier person-fit literature showed that detection rates of these statistics were similar (e.g., Kogut, 1987; Meijer, 1994 ). An interesting extension of this study would be to compare the detection rates of a person-fit statistic with a statistic especially developed to detect cheating behavior (Frary, 1993 
