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Abstract
Dirac (1952) proved that every connected graph of order n > 2k + 1 with
minimum degree more than k contains a path of length at least 2k + 1. Erdo˝s
and Gallai (1959) showed that every n-vertex graph G with average degree
more than k − 1 contains a path of length k. The hypergraph extension of the
Erdo˝s-Gallai Theorem have been given by Gyo˝ri, Katona, Lemons (2016) and
Davoodi et al. (2018). Fu¨redi, Kostochka, and Luo (2019) gave a connected
version of the Erdo˝s-Gallai Theorem for hypergraphs. In this paper, we give
a hypergraph extension of the Dirac’s Theorem: Given positive integers n, k
and r, let H be a connected n-vertex r-graph with no Berge path of length
2k + 1. We show that (1) If k > r ≥ 4 and n > 2k + 1, then δ1(H) ≤
(
k
r−1
)
.
Furthermore, the equality holds if and only if S′r(n, k) ⊆ H ⊆ Sr(n, k) or
H ∼= S(sK(r)k+1, 1); (2) If k ≥ r ≥ 2 and n > 2k(r− 1), then δ1(H) ≤
(
k
r−1
)
. The
result is also a Dirac-type version of the result of Fu¨redi, Kostochka, and Luo.
As an application of (1), we give a better lower bound of the minimum degree
than the ones in the Dirac-type results for Berge Hamiltonian cycle given by
Bermond et al. (1976) and Clemens et al. (2016), respectively.
∗The work was supported by National Nature Science Foundation of China (No. 11671376) and
Anhui Initiative in Quantum Information Technologies (AHY150200).
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1 Introduction
An r-uniform hypergraph, or r-graph, is a pair H = (V,E), where V is a set of
elements called vertices, and E is a collection of subsets of V with uniform size r
called edges. In this article, all r-graphs H considered are simple, i.e. H contains
no multiple edges. We call |V | the order of H and |E| the size of H , also denoted
by |H| or e(H). We write graph for 2-graph for short. Given S ⊆ V (H), the degree
of S, denote by dH(S), is the number of edges of H containing S. The minimum
s-degree δs(H) of H is the minimum of dH(S) over all S ⊆ V (H) of size s. We
call δ1(H) the minimum degree of H , that is δ1(H) = min{dH(v) : v ∈ V (H)}. Let
NH(S) = {T : S ∪ T ∈ E(H)}. Given two integers a, b with a < b, write [a, b] for the
set {a, a+ 1, . . . , b}.
The following two theorems, due to Dirac [6] and Erdo˝s and Gallai [7], are well-
known in graph theory.
Theorem 1.1 (Dirac, 1952). Let G be a connected graph on n vertices with minimum
degree δ1(G) > k. If n > 2k + 1, then G contains a path of length at least 2k + 1.
Theorem 1.2 (Erdo˝s-Gallai Theorem, 1959). Let G be a graph on n vertices with
e(G) > (k−1)n
2
(or e(G) > (k−1)(n−1)
2
). Then G contains a path of length k ( or a cycle
of length at least k).
The type of problems that relate the (d-)minimum degree (resp. the number of
edges) in (hyper)graphs to the structure of the (hyper)graphs are often referred to as
Dirac-type (resp. Tura´n-type) problems. These types of problems for hypergraphs
have received much attention in recent years, see [15, 18, 19] for the surveys.
A Berge path P of length t in a hypergraph is a collection of t+1 distinct vertices
{v0, v1, ..., vt} and t distinct edges {e1, e2, ..., et} such that {vi−1, vi} ⊆ ei for 1 ≤ i ≤
t. A Berge cycle C of length t in a hypergraph is a collection of t distinct edges
{e1, e2, ..., et} and t distinct vertices {v1, ..., vt} such that {vi−1, vi} ⊆ ei with indices
taken modulo t. We call {v0, ..., vt} (resp. {v1, ..., vt}) the key vertices of P (resp. C),
denoted by K(P ) (resp. K(C)), and P is called a Berge path connecting v0 and vt.
An r-graph H is called connected if for any two vertices u, v ∈ V (H), there exists a
Berge path P connecting u and v.
The hypergraph extension of the Erdo˝s-Gallai Theorem (Theorem 1.2) have been
solved completely in two recent papers by Gyo˝ri, Katona, Lemons [13] and Davoodi
et al. [5].
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Theorem 1.3 (Theorem 1.3 in [13] and Theorem 3 in [5]). Let H be an n-vertex
r-graph with no Berge path of length k. If r > k > 3, then e(H) ≤ (k−1)n
r+1
. If
k ≥ r+1 > 3 then e(H) ≤ n
k
(
k
r
)
. Furthermore, these bounds are sharp for each k and
r for infinitely many n.
We should mention that the extremal hypergraphs are disconnected in Theo-
rem 1.3. The connected version of the Erdo˝s-Gallai Theorem have also received much
attention for graphs (see [1, 16, 17]) and hypergraphs (see [8, 9, 10, 11, 14]). Most
of them focus on the size of a largest r-uniform connected n-vertex hypergraph with
no Berge cycle of length at least k, among them, the best known result for the size
of a largest connected n-vertex r-graph with no Berge path of length k was given
by Fu¨redi, Kostochka, and Luo [11]. We first define some constructions of extremal
hypergraphs. Let Sr(n, k) be the r-graph on vertex set A ∪ B with |A| = k and
|B| = n− k, and edge set
E = {e : e ⊂ A ∪ B with |e| = r and |e ∩ B| ≤ 1};
let S ′r(n, k) be the r-graph obtained from Sr(n, k) by removing all the edges contained
in A, i.e.
E(S ′r(n, k)) = {e : e ⊂ A ∪B with |e| = r , |e ∩B| = 1}.
Let Krk+1 be the complete r-graph on k+1 vertices and let S(sK
r
k+1, 1) be the r-graph
on sk+1 vertices consisting of s copies of Krk+1 that intersect in exactly one common
vertex called the center of S(sKrk+1, 1). Let H1 and H2 be two hypergraphs. We write
H1 ⊆ H2 for H1 is a subgraph of H2 and write H1 ∼= H2 for H1 is isomorphic to H2.
From the definitions, one can directly check that the following proposition holds.
Proposition 1.4. Suppose k ≥ r ≥ 2, s ≥ 2, and n ≥ 2k + 1. Then
δ1(S
′
r(n, k)) = δ1(Sr(n, k)) = δ1(S(sK
r
k+1, 1)) =
(
k
r − 1
)
,
e(Sr(n, k)) = e(S
′
r(n, k)) +
(
k
r
)
= (n− k)
(
k
r − 1
)
+
(
k
r
)
, e(sKrk+1, 1) = s
(
k + 1
r
)
,
and a longest Berge path in S ′r(n, k), Sr(n, k) and S(sK
r
k+1, 1) has length 2k.
Theorem 1.5 (Theorem 18 in [11]). Let k > 4r > 12 and suppose n is larger than a
proper function of k and r. If H is an n-vertex connected r-graph with no Berge path
of length k, then
e(H) ≤
(
n−
⌈
k + 1
2
⌉)(⌊k−1
2
⌋
r − 1
)
+
(⌈k+1
2
⌉
r
)
.
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Furthermore, the Sr(n, ⌊k−12 ⌋) is an extremal hypergraph.
In this paper, we extend Theorem 1.1 to a hypergraph version for Berge paths,
which is also a minimum degree version of Theorem 1.5.
Theorem 1.6. Given positive integers n, k and r, let H be a connected n-vertex
r-graph with no Berge path of length 2k + 1.
(1) If k > r ≥ 4 and n > 2k + 1, then δ1(H) ≤
(
k
r−1
)
. Furthermore, the equality
holds if and only if S ′r(n, k) ⊆ H ⊆ Sr(n, k) or H ∼= S(sK(r)k+1, 1).
(2) If k ≥ r ≥ 2 and n > 2k(r − 1), then δ1(H) ≤
(
k
r−1
)
.
Remarks: (1) Proposition 1.4 implies that the minimum degree threshold in The-
orem 1.6 is optimal. For n > 2k + 1 > k > r ≥ 4, we characterize all extremal
graphs.
(2) From Proposition 1.4, we know also that the sizes of the extremal graphs in
Theorem 1.6 are no more than the one in Theorem 1.5. It is surprise for us that
S(sKrk+1, 1) is also an extremal graph in Theorem 1.6, which has different type of
structure from Sr(n, k) and S
′
r(n, k).
A Berge cycle C in a hypergraph H is called a Berge Hamiltonian cycle if K(C) =
V (H). The Dirac-type results for Berge Hamiltonicity of hypergraphs have been
studied in literatures.
Theorem 1.7. (a) (Bermond et al. [2]) Let H be an r-uniform hypergraph on n ≥
r + 1 vertices. If δ1(H) ≥
(
n−2
r−1
)
+ r− 1, then H contains a hamiltonian Berge cycle.
(b) (Clemens et al. [3]) Let r ≥ 3 and let H be an r-uniform hypergraph on
n > 2r−2 vertices. If δ1(H) ≥
(
⌈n
2
⌉−1
r−1
)
+n−1, then H contains a hamiltonian Berge
cycle.
(c) (Coulson, Perarnau [4]) Let H be an r-uniform hypergraph on n vertices, and
suppose that r = o(
√
n). If δ1(H) ≥
(
⌈n
2
⌉−1
r−1
)
, then H contains a hamiltonian Berge
cycle.
Clearly, (b) and (c) are improvements of (a), as mentioned by the authors of [3],
the term n − 1 in (b) can be reduced, (c) eliminated the term n − 1 from (b), but
which requires that r is much smaller than n. As an application of Theorem 1.6, we
reduce the term n− 1 to ⌈n−1
2
⌉ for r ≥ 4 and n ≥ 2r + 4.
Theorem 1.8. For r ≥ 4 and n ≥ 2r + 4, let H be an r-graph with δ1(H) >(
⌊n−1
2
⌋
r−1
)
+ ⌈n−1
2
⌉, then H contains a hamiltonian Berge cycle.
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The rest of this article is arranged as follows. In Section 2, we give some useful
lemmas. We prove Theorems 1.6 and 1.8 in Sections 3 and 4, respectively. Some
discussions and remarks will be given in the last section.
2 Preliminaries and lemmas
For an r-graph H , we use ℓ(H) (resp. c(H)) denote the length of a longest Berge
path (resp. Berge cycle) contained in H .
Lemma 2.1. Let H be a connected n-vertex r-graph. If ℓ(H) + 1 ≤ c(H) then
n = c(H).
Proof. Since every Berge cycle of length t + 1 has a Berge path of length t as its
subgraph, c(H) ≤ ℓ(H) + 1, which implies that ℓ(H) + 1 = c(H). Choose a longest
Berge cycle C in H with K(C) = {v1, v2, ..., vt} and E(C) = {e1, ..., et}, i.e. t = c(H).
First, we claim that V (C) = K(C). Otherwise, without loss of generality, suppose
there is a vertex v0 ∈ et and v0 /∈ K(C). Then we can find a Berge path P of length
t with K(P ) = {v0, v1, ..., vt} and E(P ) = {et, e1, e2, ..., et−1}, which contradicts to
ℓ(H) = t − 1. Since n = |V (H)| ≥ |V (C)| = t, we only need to prove that n ≤ t.
Suppose n > t. Since H is connected, there must be a vertex u ∈ V (H) \ V (C)
and an edge e ∈ E(H) \ E(C) such that u ∈ e and e ∩ V (C) 6= ∅. Without loss of
generality, assume vt ∈ e. Then again we can find a Berge path P of length t with
K(P ) = {v1, ..., vt, u} and E(P ) = {e1, e2, ..., et−1, e}, which is a contradiction.
Lemma 2.2. Let k ≥ r ≥ 2 and n > 2k(r − 1) and let H be a connected n-vertex
r-graph with δ1(H) >
(
k
r−1
)
. If ℓ(H) ≤ c(H) then c(H) ≥ 2k + 1.
Proof. If ℓ(H) ≤ c(H)−1, by Lemma 2.1, we have c(H) = n ≥ 2k(r−1)+1 ≥ 2k+1.
Now assume ℓ(H) = c(H) = t. Suppose to the contrary that t ≤ 2k. Pick a Berge
cycle C of length t in H with K(C) = {v1, v2, ..., vt} and E(C) = {e1, ..., et}.
Since
|V (C)| =
∣∣∣∣∣
t⋃
i=1
ei
∣∣∣∣∣ ≤
t∑
i=1
|ei \ {vi, vi+1}|+ |K(C)| ≤ 2k(r − 1),
where the indices take modulo t. Since H is connected and n > 2k(r − 1), there
is a vertex u ∈ V (H) \ V (C) and an edge e0 ∈ E(H)\E(C) such that u ∈ e0 and
e0 ∩ V (C) 6= ∅.
Claim 1. For any edge e with u ∈ e, e \ {u} ⊆ K(C).
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Suppose to the contrary that there is a vertex w ∈ e \ {u} but w /∈ K(C). If
e ∩ V (C) 6= ∅, without loss of generality, assume w ∈ e ∩ et. Then the path P with
K(P ) = {v1, v2, ..., vt, w, u} and E(P ) = {e1, e2, ..., et, e} is a Berge path of length
t + 1, a contradiction. Now assume e ∩ V (C) = ∅. Then e 6= e0. Without loss
of generality, suppose vt ∈ e0. Then the path P with K(P ) = {v1, ..., vt, u, w} and
E(P ) = {e1, ..., et−1, e0, e} is a Berge path of length t+ 1, a contradiction too.
Let N = ∪u∈e(e \ {u}). By Claim 1, N ⊆ K(C). We say vi, vj ∈ N are equivalent
if and only if for each vp ∈ {vi, vi+1, . . . , vj} or vp ∈ {vj , vj+1, . . . , vi}, vp ∈ N , where
the indices take modulo t. Clearly, we can partition N into equivalent classes by the
equivalent relation. Let C be the set of equivalent classes of N . Let ni and n≥i be the
numbers of the equivalent classes of size i and at least i, respectively. Since for each
class M = {vi, ..., vj} ∈ C we have vj+1 /∈ N . So |N | ≤ t − |C| = t − n1 − n≥2. Also
we have |N | = ∑
M∈C
|M | ≥ n1 + 2n≥2. Therefore, n1 ≤ t2 ≤ k and n≥2 ≤ 13(t− 2n1) ≤
2
3
(k − n1).
Now choose M ∈ C with |M | ≥ 2. Assume M = {vi, vi+1, . . . , vj}. Choose e
such that u, vi ∈ e. We claim that M ⊆ e and for any edge e′ 6= e with u ∈ e′,
e′ ∩ M = ∅. In fact, we show that for any p ∈ {i, i + 1, · · · , j − 1} if u, vp ∈ e
then for any edge e′ 6= e with u ∈ e′, vp+1 /∈ e′. Otherwise, the cycle C with
K(C) = {v1, . . . , vp, u, vp+1, . . . , vt} and E(C) = {e1, . . . , ep−1, e, e′, ep+1, . . . , et} is a
Berge cycle of length t + 1, a contradiction. Therefore, vp+1 ∈ e by the definition
of N . This implies the claim. By the claim, an equivalent class M with |M | ≥ 2 is
contained in only one edge e with u ∈ e. So there are at most n≥2 edges e such that
u ∈ e and e contains at least one equivalent class of size at least 2. Hence,
(
k
r − 1
)
< dH(u) ≤ n≥2 +
(
n1
r − 1
)
≤ 2k
3
+
(
n1
r − 1
)
− 2n1
3
. (1)
Let f(x) =
(
x
r−1
) − 2x
3
. By inequality (1), we have f(k) < f(n1). But, by the
convexity of f(x) on [0, k] and n1 ∈ [0, k], we have f(n1) ≤ max{f(0), f(k)} = f(k),
a contradiction.
In the following, we give some properties of the longest Berge paths in a hyper-
graph. Let P be a Berge path with K(P ) = {v0, v1, ..., vt} and E(P ) = {e1, ..., et} in
an r-graph H . For a ∈ [0, t], we define EOa (P ) = {e ∈ E(H) \ E(P ) : va ∈ e},
Ka(P ) = {vi ∈ K(P ) \ {va} : there exists e ∈ EOa (P ) with vi ∈ e},
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κa(P ) = {i : vi ∈ Ka(P )}, EIa(P ) = {ei ∈ E(P ) : va ∈ ei} and εia(P ) = {i :
ei ∈ EIa(P )}. If the path P is clear from the context, write Ka, κa, EIa , εia, EOa for
Ka(P ), κa(P ), E
I
a(P ), ε
i
a(P ), E
O
a (P ) for short. Similarly, for v ∈ V (H) \K(P ), define
EOv (P ) = {e ∈ E(H) \ E(P ) : v ∈ e},
Kv(P ) = {vi : there exists e ∈ EOv (P ) with vi ∈ e},
κv(P ) = {i : vi ∈ Kv(P )} and EIv (P ) = {ei ∈ E(P ) : v ∈ ei}, εiv(P ) = {i : ei ∈
EIv (P )}. Also P will be omitted if the path P is clear from the context. A Berge path
P is called extendible if we can get a longer Berge path from P by removing s edges
from P and adding at least s+ 1 new edges. Otherwise, we call P is non-extendible.
Clearly, a longest Berge path in a hypergraph is non-extendible. For a family A of
sets and a set B, let A+B = {a∪B : a ∈ A} and A−B = {a−B : a ∈ A}. For a set
A of integers and an integer b, let A+b = {a+b : a ∈ A} and A−b = {a−b : a ∈ A}.
The following is a simple observation.
Observation 2.3. Let P be a Berge path in r-graph H with E(P ) = {e1, ..., et}
and K(P ) = {v0, v1, ..., vt}. If Kv(P ) ∩ {v0, vt} 6= ∅ for some v /∈ K(P ) then P is
extendible.
Corollary 2.4. Let P be a longest Berge path in r-graph H with E(P ) = {e1, ..., et}
and K(P ) = {v0, v1, ..., vt}. Then the following statements hold.
(a) For each edge e ∈ EOa (P ), we have e \ {va} ⊆ Ka(P ) for a ∈ {0, t}.
(b) dH(va) ≤
(
|Ka|
r−1
)
+ |EIa| for a ∈ {0, t}. Moreover, the equality holds if and only
if NH(va) =
(
Ka
r−1
) ∪ (EIa − {va}) and (Kar−1) ∩ (EIa − {va}) = ∅.
Proof. (a) is clearly true. Otherwise, P will be an extendible Berge path by Obser-
vation 2.3.
(b) By (a), for any e ∈ EOa (P ), we have e \ {va} ⊆ Ka(P ), a ∈ {0, t}. So
NH(va) ⊆
(
Ka
r−1
) ∪ (EIa − {va}). Thus dH(va) ≤ (|Ka|r−1) + |EIa |. The equality holds if
and only if NH(va) is the disjoint union of
(
Ka
r−1
)
and EIa − {va}.
The following proposition plays an important role in the proof of the main theorem.
Proposition 2.5. Suppose k ≥ r ≥ 2, t ≤ 2k and H is a connected n-vertex r-
graph with ℓ(H) = t. Let P be a longest Berge path with E(P ) = {e1, ..., et} and
K(P ) = {v0, v1, ..., vt}. The following properties hold.
(1) For n > t + 1 and v /∈ K(P ), we have
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(1.1) κ0, κt, κv ⊆ [1, t− 1], 1 ∈ εi0 and t ∈ εit;
(1.2) (κ0 − 1) ∩ κt = ∅, (κ0 − 1) ∩ κv = ∅, and (κt + 1) ∩ κv = ∅;
(1.3) (εi0 − 1) ∩ κt = εit ∩ κ0 = ∅;
(1.4) for i ∈ κ0 and j ∈ κt, if i ≤ j then EOi−1 ∩ EOj+1 = ∅, and if i > j then
EOi−1 ∩ EOj−1 = ∅ and EOi+1 ∩ EOj+1 = ∅;
(1.5) for i ∈ κ0 and j ∈ κt, if i ≤ j then vj+1 /∈ ei and vi−1 /∈ ej+1; if i > j then
vj−1 /∈ ei and vj+1 /∈ ei+1.
(1.6) for a ∈ {0, t}, κa ∩ (κa + 1) ∩ εi0 ∩ εiv = ∅.
(2) If n > 2k(r − 1) and δ1(H) >
(
k
r−1
)
, then
(2.1) (εi0 − 1) ∩ εit = ∅;
(2.2) (εi0 − 2) ∩ κt = (εit + 1) ∩ κ0 = ∅.
Proof. (1.1) If t ∈ κ0, then there is an edge e ∈ E(H)\E(P ) with v0, vt ∈ e. Thus C =
{e1, e2, ..., et, e} is a Berge cycle of length t+ 1, which implies that ℓ(H) + 1 ≤ c(H).
By Lemma 2.1, n = t + 1, a contradiction to n > t + 1. So t /∈ κ0. Similarly, 0 /∈ κt.
Therefore, κ0, κt ⊆ [1, t− 1]. κv ⊆ [1, t− 1] follows directly from Observation 2.3.
By the definitions of εi0 and ε
i
t, we have 1 ∈ εi0 and t ∈ εit.
(1.2) Suppose to the contrary that there exists i ∈ (κ0− 1)∩ κt ⊆ [1, t− 2]. Then
there are edges e ∈ EO0 (P ) with vi+1 ∈ e and f ∈ EOt (P ) with vi ∈ f . We claim
that e 6= f . Otherwise, we have t ∈ κ0, a contradiction to (1.1). So the cycle C with
E(C) = {e1, . . . , ei, f, et, . . . , ei+2, e} and K(C) = {v0, . . . , vi, vt, . . . , vi+1} is a Berge
cycle of length t + 1, which again implies that ℓ(H) + 1 ≤ c(H). By Lemma 2.1,
n = t + 1, a contradiction too.
Now suppose to the contrary that there is an i ∈ (κ0 − 1) ∩ κv. Then there
are edges e ∈ EO0 (P ) with vi+1 ∈ e and f ∈ EOv (P ) with vi ∈ f . Note that
e 6= f by Observation 2.3. So P ′ with K(P ′) = {v, vi, vi−1, . . . , v0, vi+1, . . . , v2k} and
E(P ) = {f, ei, . . . , e1, e, ei+2, . . . , e2k} is a Berge path of length 2k+1, a contradiction.
Similarly, we can show κv ∩ (κt + 1) = ∅.
(1.3) Suppose to the contrary that there is an i ∈ (εi0 − 1) ∩ κt ⊆ [1, t − 1].
Then v0 ∈ ei+1 and there exists an edge e ∈ EOt (P ) with vt, vi ∈ e. So the cycle C
with E(C) = {e1, . . . , ei, e, et, . . . , ei+2, ei+1} and K(C) = {v0, . . . , vi, vt, . . . , vi+1} is
a Berge cycle of length t + 1. We get a contradiction with a same reason as in Case
(1.1). With similar arguments, we have εit ∩ κ0 = ∅.
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(1.4) Let e ∈ EO0 (P ) with vi ∈ e and f ∈ EOt (P ) with vj ∈ f . If i ≤ j, sup-
pose that there exists g ∈ EOi−1 ∩ EOj+1, i.e. g /∈ E(P ) and vi−1, vj+1 ∈ g. We
claim that e, f, g are pairwise different. In fact, if e = f then t ∈ κ0, a contra-
diction to (1.1); if e = g then j + 1 ∈ κ0, a contradiction to (κ0 − 1) ∩ κt =
∅; if f = g then i − 1 ∈ κt, again a contradiction to (κ0 − 1) ∩ κt = ∅. So
the cycle C with E(C) = {e1, . . . , ei−1, g, ej+2, . . . , et, f, ej , . . . , ei+1, e} and K(C) =
{v0, . . . , vi−1, vj+1, . . . , vt, vj , . . . , vi} is a Berge cycle of length t + 1, which again im-
plies that ℓ(H) + 1 ≤ c(H). By Lemma 2.1, n = t + 1, a contradiction too. With
similar discussion, we have EOi−1 ∩ EOj−1 = ∅ for i > j.
(1.5) It can be proved similarly as (1.4), just replace g by ei.
(1.6) If not, suppose j ∈ κa ∩ (κa + 1) ∩ εi0 ∩ εiv, then there is edges e /∈ E(P )
with vj−1, vj ∈ e and va, v ∈ ej. Without loss of generality, assume a = 0. So P ′ with
E(P ′) = {ej , e1, . . . , ej−1, e, ej+1, . . . , et} and K(P ′) = {v, v0, v1, . . . , vt} is a Berge
path of length t+ 1, a contradiction.
Now suppose n > 2k(r − 1) and δ1(H) >
(
k
r−1
)
.
(2.1) Suppose to the contrary that there is an i ∈ (εi0 − 1) ∩ εit ⊆ [1, t− 1]. Then
v0 ∈ ei+1 and vt ∈ ei. So the cycle C with E(C) = {e1, . . . , ei, et, et−1, . . . , ei+1} and
K(C) = {v0, . . . , vi−1, vt, vt−1, . . . , vi+1} is a Berge cycle of length t, which implies
that ℓ(H) ≤ c(H) = t. By Lemma 2.2, t ≥ 2k + 1, a contradiction.
(2.2) Suppose to the contrary that there is an i ∈ (εi0 − 2) ∩ κt ⊆ [1, t − 2].
Then v0 ∈ ei+2 and there exists an edge e ∈ EOt (P ) with vt, vi ∈ e. So the cycle C
with E(C) = {e1, . . . , ei, e, et, . . . , ei+3, ei+2} and K(C) = {v0, . . . , vi, vt, . . . , vi+2} is a
Berge cycle of length t, a contradiction again. Similarly, we have (εit+1)∩κ0 = ∅.
Remark of Proposition 2.5: By the proof of (1), we directly have (1.1), (1.2) and
(1.3) still hold for n = t + 1 provided that H does not contain a Berge Hamiltonian
cycle.
3 The Proof of Theorem 1.6
3.1 The Proof of Theorems 1.6 (1)
We first prove a weak version.
Theorem 3.1. Let k > r ≥ 4 and n > 2k + 1. If H is a connected n-vertex r-graph
with δ1(H) ≥
(
k
r−1
)
then ℓ(H) ≥ 2k. Moreover, if ℓ(H) = 2k then for any longest
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Berge path P with E(P ) = {e1, e2, . . . , e2k} and K(P ) = {v0, v1, . . . , v2k}, we have
|K0(P )| = |K2k(P )| = k.
Proof. Let P be a longest Berge path in H with E(P ) = {e1, ..., et} and K(P ) =
{v0, v1, ..., vt}. By (b) of Corollary 2.4, dH(va) ≤
(
|Ka|
r−1
)
+ |EIa | for a ∈ {0, t}. We prove
by contradiction. Suppose to the contrary that t = ℓ(H) ≤ 2k. By (1.1) and (1.2) of
Proposition 2.5,
|K0|+ |Kt| = |κ0 − 1|+ |κt| = |(κ0 − 1) ∪ κt| ≤ |[0, t− 1]| = t ≤ 2k.
Similarly, by (1.3) of Proposition 2.5, we get
|EI0 | = |εi0| = |εi0 − 1| ≤ t− |κt| ≤ 2k − |κt| (2)
and |EIt | = |εit| ≤ t−|κ0| ≤ 2k−|κ0|. Without loss of generality, assume |K0| ≤ |Kt|.
Then |K0| ≤ k and (
k
r − 1
)
≤ dH(v0) ≤
( |K0|
r − 1
)
+ |EI0 |
≤
( |K0|
r − 1
)
+ 2k − |Kt|
≤
( |K0|
r − 1
)
+ 2k − |K0|. (3)
If |K0| = k then |Kt| = k and t = 2k, we are done. So now we assume |K0| < k.
Case 1. (k, r) 6= (5, 4).
By the convexity of the function f(x) =
(
x
r−1
)
+ 2k− x for x ∈ [0, k− 1], we have
(
k
r − 1
)
≤
( |K0|
r − 1
)
+ 2k − |K0|
≤ max{f(0), f(k − 1)} =
(
k − 1
r − 1
)
+ k + 1
=
(
k
r − 1
)
+
(
k + 1−
(
k − 1
r − 2
))
. (4)
Thus k + 1 − (k−1
r−2
) ≥ 0. But k + 1 − (k−1
r−2
) ≤ k + 1 − (k−1
2
)
= k(5 − k)/2 < 0 when
(k, r) 6= (5, 4), a contradiction.
Case 2. (k, r) = (5, 4).
Then all the equalities hold in the inequalities (2), (3) and (4), that is dH(va) =(
5
3
)
= 10, t = 2k = 10, |Kt| = |K0| = k−1 = 4, and by (b) of Corollary 2.4, NH(va) =
10
(
Ka
3
) ∪ (EIa − {va}) for a ∈ {0, 10}. So |EIa| = |EIa − {va}| = dH(va) − |(Ka3 )| = 6.
By (1.1), (1.2) and (1.3) of Proposition 2.5, κ0, κ10 ⊆ [1, 9], (κ0 − 1) ∩ κ10 = ∅, and
(εi0 − 1) ∩ κ10 = εi10 ∩ κ0 = ∅. Therefore, (εi0 − 1) ∪ κ10 = (εi10 − 1) ∪ (κ0 − 1) = [0, 9].
So κ0 − 1 ⊆ [0, 9] \ κ10 = εi0 − 1.
Claim 2. κ0 ∩ (κ0 − 1) = ∅ and κ0 ⊆ [2, 9]. Similarly, κ10 ∩ (κ10 − 1) = ∅ and
κ10 ∈ [1, 8].
If κ0 ∩ (κ0 − 1) 6= ∅, say i ∈ κ0 ∩ (κ0 − 1), then i − 1, i ∈ κ0 − 1 ⊆ εi0 − 1.
So i, i + 1 ∈ κ0 ⊆ εi0 and i + 1 6∈ εi10. Let κ0 = {i, i + 1, j1, j2}. Then e′ =
{v0, vi, vi+1, vj1} ∈ EO0 (P ). Since
(
K0
3
) ∩ (EI0 − {v0}) = ∅, ei+1 \ {v0} 6∈ (K03 ). As-
sume ei+1 = {v0, vi, vi+1, u}. Then u 6= vj1 , vj2, v10. If u /∈ K(P ) then the path
P ′ with K(P ′) = {u, v0, ..., v10} and E(P ′) = {ei+1, e1, . . . , ei, e′, ei+2, . . . , e10} is a
Berge path of length 11, a contradiction. So we assume u ∈ K(P ). Then the
path P ′′ with K(P ′′) = K(P ) and E(P ′′) = (E(P ) \ {ei+1}) ∪ {e′} is also a Berge
path of length 10. But K0(P
′′) = {vi, vi+1, vj1, vj2 , u} and EI10(P ′′) = EI10(P ). By
(1.3) of Proposition 2.5, |K0(P ′′) ∪ EI10(P ′′)| = |K0(P ′′)| + |EI10(P ′′)| = 11, but
|K0(P ′′) ∪ EI10(P ′′)| ≤ |[1, 10]| = 10, this is a contradiction.
Now suppose 1 ∈ κ0. Denote κ0 = {1, j1, j2, j3}. Then e′ = {v0, v1, vj1, vj2} ∈
EO0 (P ). Assume e1 = {v0, v1, u, v}. With a similar discussion with the above case, if
e1 * K(P ) then we have a Berge path of length 11 by adding e′ to P ; if e1 ⊆ K(P )
then we obtain a Berge path Q of length 10 with |K0(Q)| > |K0(P )| and EI10(Q) =
EI10(P ) by replacing e1 by e
′. In each case, we get a contradiction. Therefore, κ0 ∩
(κ0 − 1) = ∅ and κ0 ⊆ [2, 9]. Similarly, we have κ10 ∩ (κ10 − 1) = ∅ and κ10 ⊆ [1, 8].
By Claim 2, κ0 − 1, κ10 ⊆ [1, 8] and κa − 1 contains no consecutive integers for
a ∈ {0, 1}. Since (κ0−1)∩κ10 = ∅ and |κ0| = |κ10| = 4, we have (κ0−1)∪κ10 = [1, 8].
This forces that κ0 = κ10 = {2, 4, 6, 8}. So εi0 = [0, 9] \ κ10 + 1 = {1, 2, 4, 6, 8, 10}
and εi10 = [0, 9] \ (κ0 − 1) + 1 = {1, 3, 5, 7, 9, 10}. This implies that {v0, v1, v2} ⊆ e2
and {v1, v10} ⊆ e1. Set e′ = {v0, v2, v4, v6}. Then e′ ∈ EO0 (P ) because of
(
K0
3
) ⊆
NH(v0). Therefore, the cycle C with E(C) = {e′, e3, . . . , e10, e1, e2} and K(C) =
{v0, v2, v3, . . . , v10, v1} is a Berge cycle of length 11. Since c(H) ≤ ℓ(H) + 1 = 11, we
have c(H) = 11. By Lemma 2.1, n = c(H) = 11, a contradiction to n > 2k + 1 =
11.
The following theorem characterize the extremal graphs in Theorem 1.6 (1).
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Theorem 3.2. For k ≥ r ≥ 2, n > 2k + 1 and d ∈ {( k
r−1
)
,
(
k
r−1
)
+ 1}, let H be
a connected n-vertex r-graph with δ1(H) ≥ d. If ℓ(H) = 2k and for any longest
Berge path P in H, we have |κ0(P )| = |κ2k(P )| = k, then d =
(
k
r−1
)
and either
S ′r(n, k) ⊆ H ⊆ Sr(n, k) or H ∼= S(sK(r)k+1, 1) with n = sk + 1.
Proof. Let P be a a longest Berge path in H with E(P ) = {e1, . . . , e2k} and K(P ) =
{v0, v1, . . . , v2k}. By (1.1) and (1.2) of Proposition 2.5, κ0 − 1 ⊆ [0, 2k − 2], κ2k ⊆
[1, 2k − 1] and (κ0 − 1) ∩ κ2k = ∅. By Theorem 3.1, |κ0 − 1| = |κ2k| = k. Thus
(κ0 − 1) ∪ κ2k = [0, 2k − 1] and 0 ∈ κ0 − 1, 2k − 1 ∈ κ2k.
Claim 3. κv ∩ (κv − 1) = ∅ for any v /∈ K(P ). Furthermore, K(P ) = V (P ).
Suppose to the contrary that there is an i ∈ κv ∩ (κv − 1) for some v /∈ K(P ).
Then i, i + 1 ∈ κv. Since i ∈ [0, 2k − 1] = (κ0 − 1) ∪ κ2k, we have either i ∈ κ0 − 1
or i ∈ κ2k. But this is impossible since κv ∩ (κ0 − 1) = ∅ or κv ∩ (κ2k + 1) = ∅ from
(1.2) of Proposition 2.5. Now suppose there is a vertex v ∈ V (P ) \ K(P ). Suppose
v ∈ ej+1. Then vj , vj+1 ∈ Kv(P ), i.e. j, j + 1 ∈ κv(P ). This is impossible since
κv ∩ (κv − 1) = ∅.
Case 1. max(κ0 − 1) > min κ2k.
Since (κ0 − 1) ∪ κ2k = [0, 2k − 1], we can pick 1 ≤ i0 ≤ 2k − 3 such that i0 ∈ κ2k
and i0 + 1 ∈ κ0 − 1. Thus i0 ∈ κ2k and i0 + 2 ∈ κ0. Let e0 ∈ EO0 (P ) and f0 ∈ EO2k(P )
be the edges such that v0, vi0+2 ∈ e0 and v2k, vi0 ∈ f0.
Since V (P ) = K(P ), n > 2k + 1 = |V (P )| and H is connected, we have V (H) \
V (P ) 6= ∅ and E(H) \ E(P ) 6= ∅.
Claim 4. For any v ∈ V (H) \ V (P ) and any e ∈ E(H) with v ∈ e, e \ {v} ⊆ V (P ).
Let v ∈ V (H) \ V (P ). We first claim that: (∗) there is no Berge path Q of
length at least two connecting v and some vertex of P such that E(Q) ∩ E(P ) = ∅
and |K(Q) ∩ V (P )| = 1. Suppose to the contrary that there is such a Berge path
Q connecting v and some vertex vj ∈ V (P ). Then |E(Q)| ≥ 2. Set K(Q) =
{x, . . . , vj} such that K(Q) ∩ V (P ) = {vj}. If j ≤ i0, then P ′ with K(P ′) = K(Q) ∪
{vj+1, ..., vi0, v2k, . . . , vi0+2, v0, . . . , vj−1} and E(P ′) = E(Q)∪{ej+1, . . . , ei0 , f0, e2k, . . . ,
ei0+3, e0, e1, . . . , ej−1} is a Berge path of at least 2k+1, a contradiction. If j = i0+1,
then P ′ with K(P ′) = K(Q) ∪ {vi0+2, v0, . . . , vi0 , v2k, . . . , vi0+3} and E(P ′) = E(Q) ∪
{ei0+2, e0, e1, . . . , ei0 , f0, e2k, . . . , ei0+4} is a Berge path of length at least 2k+2, a con-
tradiction. So assume j ≥ i0+2. Then P ′ withK(P ′) = K(Q)∪{vj−1, ..., vi0+2, v0, . . . ,
vi0 , v2k, . . . , vj+1} and E(P ′) = E(Q)∪{ej−1, . . . , ei0+3, e0, e1, . . . , ei0 , f0, e2k, . . . , ej+2}
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is a Berge path of length at least 2k + 1, a contradiction too. (∗) holds. The claim
(∗) also implies that for any edge e ∈ E(H) with v ∈ e, e ∩ V (P ) 6= ∅. Now suppose
that there is a vertex w ∈ e \ {v} with w /∈ V (P ). Choose an edge f with w ∈ f (f
exists since dH(w) ≥ d ≥ 2). So f ∩ V (P ) 6= ∅. Assume vj ∈ f ∩ V (P ). Then Q with
K(Q) = {v, w, vj} and E(Q) = {e, f} is a Berge path of length two connecting v and
vj . Clearly, E(Q) ∩ E(P ) = ∅ and |K(Q) ∩ V (P )| = 1. By (∗), this is impossible.
Now choose v /∈ K(P ). By Claim 4, we have e \ {v} ⊆ Kv(P ) for every e with
v ∈ e. Therefore,
dH(v) ≤
∣∣∣∣
(
Kv(P )
r − 1
)∣∣∣∣ =
(|κv(P )|
r − 1
)
.
Since κv(P ) ∩ (κv(P ) − 1) = ∅ and κv(P ) ⊆ [1, 2k − 1], we get |κv(P )| ≤ k and
the equality holds if and only if κv(P ) = {1, 3, 5, . . . , 2k − 1}, which also implies
that κ0 = κ2k = {1, 3, 5, . . . , 2k − 1} by (1.2) of Proposition 2.5. Since dH(v) ≥
δ1(H) ≥
(
k
r−1
)
, we have |κv(P )| = k. Therefore, NH(v) =
(
Kv(P )
r−1
)
=
(
{v1,v3,...,v2k−1}
r−1
)
for all v ∈ V (H) \ V (P ). For v2i ∈ {v0, v2, . . . , v2k}, choose v ∈ V (H) \ V (P ).
Since NH(v) =
(
{v1,v3,...,v2k−1}
r−1
)
, there are two distinct edges e′, e′′ ∈ E(H) such that
v2i−1, v ∈ e′ and v, v2i+1 ∈ e′′. So, by replacing v2i with v and e2i, e2i+1 with e′, e′′
in P , we get a new Berge path P ′ of length 2k. By the symmetry of v2i and v,
we have NH(v2i) =
(
{v1,v3,...,v2k−1}
r−1
)
. Therefore for all v ∈ V (H) \ {v1, v3, ..., v2k−1},
NH(v) =
(
{v1,v3,...,v2k−1}
r−1
)
. This implies that S ′r(n, k) ⊆ H ⊆ Sr(n, k).
Case 2. For any longest Berge path P in H with E(P ) = {e1, . . . , e2k} and K(P ) =
{v0, v1, . . . , v2k}, max(κ0(P )− 1) < min κ2k(P ).
Fix a longest Berge path P with E(P ) = {e1, . . . , e2k} and K(P ) = {v0, . . . , v2k}
in H . Since (κ0 − 1) ∩ κ2k = ∅, (κ0 − 1) ∪ κ2k = [0, 2k − 1] and |κ0| = |κ2k| = k, we
have κ0 − 1 = [0, k− 1] and κ2k = [k, 2k − 1]. By Claim 3, we have κv ∩ (κv − 1) = ∅
for any v /∈ K(P ) and V (P ) = K(P ).
Since H is connected and n > 2k+1, we have V (H)\V (P ) 6= ∅ and E(H)\E(P ) 6=
∅. We claim that for every edge e ∈ EOv (P ) with v /∈ V (P ), if e ∩ V (P ) 6= ∅ then
e ∩ V (P ) = {vk}. Suppose there is vi ∈ e ∩ V (P ) for some i 6= k. Then i ∈ κv(P ).
If i < k then i ∈ [0, k − 1] = κ0 − 1, a contradiction to κv ∩ (κ0 − 1) = ∅ ((1.2) of
Proposition 2.5). Now assume i > k. Then i− 1 ∈ [k, 2k − 1] = κ2k, a contradiction
to κv ∩ (κ2k + 1) = ∅ ((1.2) of Proposition 2.5). The claim follows.
Since n > 2k + 1, there exists integer s ≥ 3 such that (s− 1)k + 2 ≤ n ≤ sk + 1.
In the following we will show H ∼= S(sK(r)k+1, 1) with vk as the center vertex by
induction on s. For the base case s = 3, denote V (H) = V (P )∪R = {v0, v1, ..., v2k}∪
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R. So |R| = n − 2k − 1 ≤ k. And for any v ∈ R, by the above claim, we have
NH(v) ⊆
(
(R\{v})∪{vk}
r−1
)
. Since dH(v) ≥
(
k
r−1
)
and |(R \ {v}) ∪ {vk}| ≤ k, we have
|R| = k and NH(v) =
(
(R\{v})∪{vk}
r−1
)
. To show H ∼= S(3Krk+1, 1), it is sufficient to
show that H [V (P )] ∼= S(2Krk+1, 1). For i ∈ [0, k − 1] = κ0 − 1, let e ∈ E(H)
with vi ∈ e, we claim that e ⊆ {v0, . . . , vk}. If not, suppose there is vj ∈ e with
j ∈ [k + 1, 2k] = κ2k + 1. If e /∈ E(P ) then e ∈ EOi (P ) ∩ EOj (P ). This is impossible
since by (1.4) of Proposition 2.5, for i+1 ∈ κ0, j−1 ∈ κ2k and i+1 ≤ j−1, we have
EOi (P ) ∩ EOj (P ) = ∅. Now suppose e ∈ E(P ). Let e = eh for some h ∈ [1, 2k]. If
h ∈ [1, k] = κ0, by (1.5) of Proposition 2.5, vs+1 /∈ eh for any s ∈ κ2k, a contradiction
to vj ∈ e since j − 1 ∈ κ2k. If h ∈ [k + 1, 2k] = κ2k + 1, then h− 1 ∈ κ2k. By (1.5) of
Proposition 2.5, vs−1 /∈ eh for any s ∈ κ0, a contradiction to vi ∈ e since i + 1 ∈ κ0.
With similar discussion, we have for i ∈ [k + 1, 2k] = κ2k + 1 and all edges e ∈ E(H)
with vi ∈ e, e ⊆ {vk, . . . , v2k}. Therefore, NH(vi) ⊆
(
{v0,...,vk}\{vi}
r−1
)
for i ∈ [0, k − 1],
and NH(vi) ⊆
(
{vk ,...,v2k}\{vi}
r−1
)
for i ∈ [k+1, 2k]. Since δ1(H) ≥
(
k
r−1
)
, we have all ’⊆’s
are ’=’s. So H [V (P )] ∼= S(2Krk+1, 1) with vk as the center vertex.
Now assume the statement holds for s ≥ 3. For s+1, let H ′ = H−{v0, . . . , vk−1}.
Then |V (H ′)| ∈ [(s− 1)k+ 2, sk+ 1] and δ1(H ′) ≥ d since dH′(vk) >
(
|{vk+1,...,v2k}|
r−1
)
=(
k
r−1
)
and the degrees of the rest vertices remain unchanged in H ′. Since H ′ is the
subgraph of H and ℓ(H) = 2k, we have ℓ(H ′) = 2k and for any longest Berge path Q
in H ′ with K(Q) = {u0, u1, . . . , u2k}, max(κ0(Q)−1) < min κ2k(Q) (in fact, it is easy
to show that uk = vk ∈ K(Q) by the connectivity of H ′). By induction hypothesis,
we have |V (H ′)| = sk + 1 and H ′ ∼= S(sK(r)k+1, 1) with vk as the center, which implies
H ∼= S((s+ 1)K(r)k+1, 1) with the center vk. We are done.
Theorem 1.6 (1) follows from Theorems 3.1 and 3.2 immediately. The following
corollary of Theorem 3.2 will be used in the proof of Theorem 1.6 (2).
Corollary 3.3. For k ≥ r ≥ 2 and n > 2k + 1, let H be a connected n-vertex r-
graph with δ1(H) >
(
k
r−1
)
. If ℓ(H) = 2k then for any longest Berge path P in H,
|κ0(P )| = |κ2k(P )| = k does not hold.
Now it is ready to prove Theorem 1.6 (2). We only need to cope with the cases
k > r = 3 and k = r ≥ 3. The following is a simple observation.
Observation 3.4. Let A be a set of integers. If (A−1)∪{a1, . . . , as} = A∪{b1, . . . , bs}
(resp. (A+1)∪ {a1, . . . , as} = A∪ {b1, . . . , bs}) with a1 < . . . < as and b1 < . . . < bs,
then A = ∪si=1[bi + 1, ai] (resp. A = ∪si=1[ai, bi − 1]).
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3.2 Proof of k>r=3.
Theorem 3.5. Let k > 3 and n > 4k. If H is a connected n-vertex 3-graph with
δ1(H) >
(
k
2
)
, then ℓ(H) ≥ 2k + 1.
Proof. Suppose to the contrary that ℓ(H) ≤ 2k. Let P be a longest Berge path in
H with E(P ) = {e1, . . . , et} and K(P ) = {v0, v1, . . . , vt}. Then t ≤ 2k. Moreover, if
t = 2k then |κ0| 6= |κ2k| by Corollary 3.3. By (2.1) of Proposition 2.5, |εi0| + |εit| =
|(εi0 − 1) ∪ εit| ≤ |[0, t]| ≤ 2k + 1. Without loss of generality, assume |εi0| ≥ |εit|. So
|εit| ≤ k. By Corollary 2.4, we have(
k
2
)
< dH(va) ≤
(|κa|
2
)
+ |εia| (5)
for a ∈ {0, t}. This implies that |κt| ≥ k − 1. By (1.3) of Proposition 2.5,
(εi0 − 1) ∩ κt = εit ∩ κ0 = ∅ and so |κa| ≤ t− |εit−a| for a ∈ {0, t}. (6)
Therefore, we have |εit| ≤ |εi0| ≤ t−k+1 ≤ k+1 and the equality holds if and only if
t = 2k, |κt| = k− 1 and |εit| = k. Again by (5) and |εi0| ≤ k+1, we have |κ0| ≥ k− 1.
By (1.2) of Proposition 2.5,
(κ0 − 1) ∩ κt = ∅ and (κ0 − 1) ∪ κt ⊆ [0, t− 1]. (7)
If |εi0| = k + 1, then we have t = 2k, |κt| = k − 1 and |εit| = k. By (6), we
have εi0 − 1 = [0, 2k − 1] \ κ2k. By (2.2) of Proposition 2.5, (εi0 − 2) ∩ κ2k = ∅. So
εi0−2 ⊆ [−1, 2k−1]\κ2k = (εi0−1)∪{−1}. By Observation 3.4, εi0−1 = [0,max(εi0−1)].
Since |εi0−1| = |εi0| = k+1, we have εi0 = [1, k+1]. Combining with (εi0−1)∪εit = [0, t]
and (εi0− 1)∩ εit = ∅, we have εi2k = [k+1, 2k]. So v0, v2k ∈ ek+1. But H is a 3-graph
means ek+1 = {v0, vk, vk+1} = {v2k, vk, vk+1}, this is impossible.
If |εi0| = k, we claim that |εit| = k. If not, by (5) again, we have |κt| ≥ k. By
(6), we get |κt| = k and t = 2k. Again by (6) and (2.2) of Proposition 2.5 and
Observation 3.4, we have εi0 = [1, k] and κ2k = [k, 2k − 1]. By (7), we have κ0 − 1 ⊆
[0, 2k − 1] \ κ2k = [0, k − 1], i.e. κ0 ⊆ [1, k] = εi0. Since t = 2k, |κ0| 6= |κt| = k. Hence
|κ0| = k−1. By (5), we have NH(v0) =
(
K0
2
)∪(EI0−{v0}) and (K02 )∩(EI0−{v0}) = ∅,
which implies that {v0, vs, vs+1} ∈ EO0 (P ) for some s, s+1 ∈ κ0 ⊆ εi0, a contradiction
to {v0, vs, vs+1} = es+1 ∈ E(P ). Therefore, if |εi0| = k then |εit| = k. Moreover, the
above discussion also implies that the case |εi0| = k, |κt| = k and |κ0| = k − 1 does
not happen. Since |εit| = k, (6) implies |κ0| ≤ k. If |κt| = k, by (6), we have t = 2k.
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So |κ0| 6= |κ2k| = k. This forces |κ0| = k − 1. But this case does not happen by the
above statement. So we assume |κt| = k − 1. Since |εi0| = |εit| = k, by the symmetry
of 0 and t, the case |εit| = k, |κ0| = k and |κt| = k − 1 does not hold too. Thus, we
only need to consider the case |κ0| = |κ2k| = k − 1. By (5), we have
NH(va) =
(
Ka
2
)
∪ (EIa − {va}) and
(
Ka
2
)
∩ (EIa − {va}) = ∅ for a ∈ {0, t}.
By (1.3),(2.2) and (2.1) of Proposition 2.5, we have κ0, κ0 − 1, εi0 − 1 ⊆ [0, t− 1] \ εit.
So |(κ0−1)∩κ0∩(εi0−1)| ≥ |κ0−1|+ |κ0|+ |εi0−1|−2|[0, t−1]\εit| = k−2 ≥ 2. Since
κ0 ⊆ [1, t−1], 0, t−1 6∈ (κ0−1)∩κ0∩(εi0−1). So we can pick s ∈ (κ0−1)∩κ0∩(εi0−1)
with s ∈ [1, t − 2] , i.e. s, s + 1 ∈ κ0 and s + 1 ∈ εi0. Hence {v0, vs, vs+1} ∈ EO0 (P ),
but es+1 = {v0, vs, vs+1} ∈ EI0(P ), a contradiction.
Now we assume |εi0| ≤ k−1, i.e. |εit| ≤ |εi0| ≤ k−1. By (5), we have |κ0|, |κt| ≥ k.
On the other hand, by (7), 2k ≤ |κ0| + |κt| ≤ |(κ0 − 1) ∪ κt| ≤ |[0, t− 1]| = t ≤ 2k.
So we have t = 2k and |κ0| = |κt| = k, this is impossible.
3.3 Proof of k = r ≥ 3.
Theorem 3.6. For r ≥ 3 and n > 2r(r − 1), let H be a connected r-graph on n
vertices. If δ1(H) > r then ℓ(H) ≥ 2r + 1.
Proof. Suppose to the contrary that ℓ(H) ≤ 2r. Let P be a longest Berge path in
H with E(P ) = {e1, . . . , et} and K(P ) = {v0, v1, . . . , vt}. Then t ≤ 2r, and if t = 2r
then |κ0| 6= |κ2r| by Corollary 3.3. Let as(P ) = dH(vs)− |EIs (P )| for s ∈ {0, t}. Then
we have the following observations: If as(P ) = 0 then |κs| = 0 and |EIs | ≥ r + 1; if
as(P ) = 1 then |κs| = r − 1 and |EIs | ≥ r; and if as(P ) ≥ 2 then |κs| ≥ r. Without
loss of generality, assume a0(P ) ≥ at(P ). Note that the corresponding version of (5)
r < dH(va) ≤
( |κa|
r − 1
)
+ |εia|, (8)
for a ∈ {0, t}, (6) and (7) still hold.
Case 0. a0(P ) = at(P ) = 0.
Then |EI0 | + |EIt | ≥ 2r + 2. But, by (2.1) of Proposition 2.5, |EI0 | + |EIt | =
|(εi0 − 1) ∪ εit| ≤ t+ 1 ≤ 2r + 1, a contradiction.
Claim 5. If |κs| = r − 1 then |εit−s| 6= t− r + 1 for s ∈ {0, t}.
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We give the proof for s = 0, the case s = t can be proved similarly. Suppose to the
contrary that |εit| = t−r+1. Then |κ0|+ |εit| = t. By (6) and (2.2) of Proposition 2.5,
εit = [1, t] \ κ0 and εit + 1 ⊆ [1, t + 1] \ κ0 = εit ∪ {t + 1} i.e. (εit + 1) ∪ {min εit} =
εit ∪ {t + 1}. By Observation 3.4, εit = [min εit, t]. Since |εit| = t − r + 1, we have
εit = [r, t] and so κ0 = [1, r − 1]. Thus εi0 = [0, t] \ εit + 1 = [1, r], EO0 (P ) = {e0},
where e0 = {v0} ∪ K0. We claim that for any ei with i ∈ [1, r − 1], ei ⊆ K(P ).
Otherwise, suppose there is v /∈ K(P ) and i ∈ [1, r − 1] such that v ∈ ei. Let
Pi be obtained from P by replacing ei by e0. Note that vi−1, vi ∈ e0. So Pi is
a longest Berge path in H with K(Pi) = K(P ). Since i ∈ εi0(P ), v0 ∈ ei but
ei /∈ E(Pi). Thus v0 ∈ Kv(Pi). So Pi is extendible by Observation 2.3, which is
a contradiction. The claim also implies that for each i ∈ [1, r − 1], there exists a
ji ∈ [r, t] such that vji ∈ ei. But this is impossible. Otherwise, v0 ∈ ei since i ∈ εi0.
Since ji ∈ εit, we have C with E(C) = {ei, eji+1, . . . , et, eji, . . . , ei+1, e0, ei−1, . . . , e1}
and K(C) = {v0, vji, . . . , vt, vji−1, . . . , v1} is a Berge cycle of length t + 1, which is a
contradiction to n > 2r(r − 1) (by Lemma 2.1, we have n = c(H) = t+ 1 ≤ 2r + 1).
Case 1. a0(P ) = 1 and at(P ) = 0.
Then |κ0| = r − 1, |EI0 | ≥ r and |κt| = 0, |EIt | ≥ r + 1. By 2r + 1 ≤ |εi0| + |εit| ≤
t + 1 ≤ 2r + 1, we have |εi0| = r, |εit| = r + 1, and t = 2r. By Claim 5, this is
impossible.
Case 2. a0(P ) = 1 and at(P ) = 1.
Then |εis| ≥ r, |κs| = r − 1 for s ∈ {0, t}, and t ≥ 2r − 1. If t = 2r − 1 then
|εit| ≥ r = t− r + 1. By Claim 5, we get a contradiction.
Now suppose t = 2r. If |εis| ≥ r + 1(= 2r − r + 1) for some s ∈ {0, t}, again by
Claim 5, we have a contradiction. Thus |εi0| = |εi2r| = r. By (2.1) of Proposition 2.5,
there exists an integer z ∈ [1, 2r− 1] such that [0, 2r] = (εi0− 1)∪ εi2r ∪ {z}. Without
loss of generality, we may assume max(εi0−1) < z or min εi2r < z. Otherwise, we have
max(εi0 − 1) > z and min εi2r > z. Then we reverse the order of P , i.e. relabel the
vertices vi by v2r−i for 0 ≤ i ≤ 2r and edges ej by e2r+1−j for 1 ≤ j ≤ 2r, and denote
the reversed path by P ′. Hence εi0(P
′) = 2r + 1 − εi2r(P ), εi2r(P ′) = 2r + 1 − εi0(P ),
and [0, 2r] = (εi0(P
′)− 1) ∪ εi2r(P ′) ∪ {z′}, where z′ = 2r − z. So,
max(εi0(P
′)− 1) = max(2r − εi2r(P )) = 2r −min εi2r(P ) < 2r − z = z′
and
min εi2r(P
′) = min(2r + 1− εi0(P )) = 2r −max(εi0(P )) < 2r − z = z′.
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Therefore, we can reverse the order of P instead if any.
Claim 6. min εi2r < max(ε
i
0 − 1).
If not, then εi2r = [r + 1, 2r] (z ≤ r) or [r, 2r] \ {z} (if z > r).
If εi2r = [r + 1, 2r], then κ0 = [1, r] \ {x} for some 1 ≤ x ≤ r. Let e0 = {v0} ∪K0.
Then e0 /∈ E(P ). Since min εi2r = r + 1 > z, we have max(εi0 − 1) < z, which
implies z = r, εi0 − 1 = [0, r − 1] (or equivalently, εi0 = [1, r]). We claim that for
any ei with i ∈ [1, r − 1] or [1, r] \ {x + 1} (if x < r), ei ⊆ K(P ). Otherwise,
suppose there is v /∈ K(P ) and i ∈ [1, r − 1] or [1, r] \ {x + 1} (if x < r) such that
v ∈ ei. Let Pi be obtained from P by replacing ei by e0 if i 6= x and let Pi be
obtained from P by replacing ei+1 by e0 and reversing the order of e1, . . . , ei and their
corresponding key vertices if i = x. Note that vi−1, vi ∈ e0 if i 6= x and v0, vi+1 ∈ e0
if i = x (since x < r). So Pi is a longest Berge path in H with K(Pi) = K(P )
(remark: the first element of K(Pi) is vi for i = x). Since i ∈ εi0(P ), v0 ∈ ei but
ei /∈ E(Pi). Thus v0 ∈ Kv(Pi) if i 6= x or vi ∈ Kv(Pi) if i = x. So Pi is extendible by
Observation 2.3, which is a contradiction. Next we claim that for each i ∈ [1, r − 1]
or [1, r] \ {x + 1}, ei \ {v0} ⊆ {v1, . . . , vr}. If not, suppose there exists such an i
and a ji ∈ [r + 1, 2r] such that vji ∈ ei. Since i ∈ εi0, we have v0 ∈ ei. Since
ji ∈ εi2r, we have C with E(C) = {ei, eji+1, . . . , e2r, eji, . . . , ei+1, e0, ei−1, . . . , e1} and
K(C) = {v0, vji, . . . , v2r, vji−1, . . . , v1} is a Berge cycle of length 2r + 1, which is a
contradiction to n > 2r(r − 1) (by Lemma 2.1, we have n = c(H) ≤ 2r + 1). Let
A = [1, r − 1] or [1, r] \ {x + 1}. Then |A ∪ {0}| = r and for each i ∈ A ∪ {0}, we
have ei \ {v0} ⊆ {v1, . . . , vr}. Since {v1, . . . , vr} has exactly r subsets of size r− 1, we
have {ei : i ∈ A ∪ {0}} =
(
{v1,...,vr}
r−1
)
. So replacing {e1, . . . , er} by {ei : i ∈ A ∪ {0}}
with suitable order in P , we get another longest Berge path Q with K(Q) = K(P )
in H . Clearly, [r + 1, 2r] ⊆ εi2r(Q). So, κ0(Q) ⊆ [1, r]. Denote {y} = [1, r] \ A. Then
ey /∈ E(Q) and v0 ∈ ey. This forces that ey = K0(Q) ∪ {v0} ⊆ {v0, v1, . . . , vr}. But
this is a contradiction to {ei : i ∈ A ∪ {0}} =
(
{v1,...,vr}
r−1
)
.
So εi2r = [r, 2r] \ {z}. Thus εi0 − 1 = [0, r− 1]. This forces that κ2r ⊆ [r, 2r− 1], a
contradiction to max(εi0 − 1) > min κ2r. The claim follows.
So εi2r (resp. ε
i
0−1) consists of at least two consecutive intervals. Hence |εi2r∪(εi2r+
1)| ≥ r + 2 (resp. |(εi0 − 1) ∪ (εi0 − 2)| ≥ r + 2). By (6) and (2.2) of Proposition 2.5,
|εi2r ∪ (εi2r + 1)| = r + 2 and κ0 ∪ εi2r ∪ (εi2r + 1) = [1, 2r + 1]. Denote min εi2r =
a. By Observation 3.4, εi2r consists of exactly two consecutive intervals. So we
may assume εi2r = [a, a + p] ∪ [r + p + 2, 2r] for some integer p ≥ 0. Thus κ0 =
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[1, a − 1] ∪ [a + p + 2, r + p + 1]. Let e′ = K0 ∪ {v0}. Then e′ /∈ E(P ). Since
|e′| = |κ0 ∪ {0}| = |[0, a − 1] ∪ [a + p + 2, r + p + 1]| = r ≥ 3, there exists i ∈ κ0
such that vi−1, vi ∈ e′. Now let P ′ be obtained from P by replacing ei with e′. Then
P ′ is another longest Berge path with K(P ′) = K(P ) and the same εi2r with P . So
κ0(P
′) = κ0(P ) too. This implies that ei = e
′, a contradiction.
Case 3. a0 ≥ 2.
Then |κ0| ≥ r.
If at = 0 then |εit| ≥ r+1. This is impossible, since, by (6), |κ0|+ |εit| = |κ0∪εit| ≤
t ≤ 2r.
If at = 1 then |κt| = r − 1 and |εit| ≥ r. By (6), we have εit ∩ κ0 = ∅. So
|κ0| = |εit| = r, εit ∪ {2r + 1} = [1, 2r+ 1]\κ0 and t = 2r. By (2.2) of Proposition 2.5,
(εit + 1) ∪ {min εit} = [1, 2r + 1]\κ0. By Observation 3.4, εit = [r + 1, 2r] and so
κ0 = [1, r]. By (7), κt = [r, 2r−1]\{i0} for some i0 ∈ [r, 2r−1]. So EOt = {e0}, where
e0 = {vt} ∪Kt(P ) = {vr, . . . , v2r}\{vi0}.
Now we claim that for any i ∈ [r + 1, 2r], ei ⊂ {vr, ..., v2r}. Else, suppose
j ∈ [r + 1, 2r] is a counterexample, i.e, there exists v /∈ {vr, ..., v2r} with v ∈ ej .
If j 6= i0+1 and v /∈ K(P ), then we get a longer Berge path P ′ of length 2r+1 with
E(P ′) = {e1, ..., ej−1, e0, e2r, ..., ej+1, ej} and K(P ′) = {v0, ..., vj−1, v2r, .., vj, v}, a con-
tradiction. If j 6= i0+1 but v ∈ K(P ), assume v = vs with s ∈ [0, r−1]. Since s+1 ∈
κ0 = [1, r], there is an edge e ∈ E(H) \E(P ) containing v0 and vs+1. Hence we get a
Berge cycle C of length 2r+1 with K(C) = {v0, vs+1, vs+2, ..., vj−1, v2r, ..., vj, vs, ..., v1}
and E(C) = {e, es+2, . . . , ej−1, e0, e2r, . . . , ej , es, . . . , e1}, which is a contradiction by
Lemma 2.1. Let
A =
{
e ∈ E(H) : e = {v2r} ∪X, where X ∈
({vr, ..., v2r−1}
r − 1
)}
.
Note that εi2r = [r + 1, 2r]. So we have, for all i ∈ {0} ∪ [r + 1, 2r]\{i0 + 1},
ei\{v2r} ∈
(
{vr ,...,v2r−1}
r−1
)
. Since |{0} ∪ [r + 1, 2r]\{i0 + 1}| = r = |
(
{vr ,...,v2r−1}
r−1
)|,
we get {e0} ∪ EI2r\{ei0+1} = A. Note that A induces an almost complete r-graph
on {vr, . . . , v2r}, i.e. H [A] ∼= K(r)r+1 − e, where e = {vr, ..., v2r−1}. By the symmetry
of vi’s for i ∈ [r, 2r − 1], it is easy to check that for any order of the vertices in
{vr, . . . , v2r}, there exists a Berge path of length r corresponding to it. Now suppose
j = i0 + 1 ∈ [r + 1, 2r]. If v /∈ K(P ), we have a Berge path P ′ of length 2r + 1
with K(P ′) = {v0, . . . , vj−1, v2r, .., vj, v}, a contradiction. Similarly, if v = vs ∈ K(P )
for some s ∈ [0, r − 1], we get a Berge cycle C of length 2r + 1 with K(C) =
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{v0, vs+1, ..., vj−1, v2r, ..., vj, vs, ..., v1}, also a contradiction by Lemma 2.1. Therefore,
we have the claim. But the claim implies {e0} ∪ EI2r ⊆ A, this is impossible since
|{e0} ∪ EI2r| = r + 1 > r = |A|, a contradiction.
Now assume at ≥ 2. Then |κt| ≥ r. By (7), |κt|+ |κ0| ≤ t ≤ 2r. This forces that
t = 2r and |κt| = |κ0| = r. But this is impossible by Corollary 3.3.
The proof is completed.
4 An application
To prove Theorem 1.8, we first give a lemma.
Lemma 4.1. Suppose r ≥ 2 and H is a connected n-vertex r-graph with ℓ(H) = t.
If δ1(H) >
(
⌊ t
2
⌋
r−1
)
+ ⌈ t
2
⌉, then n = t+ 1 and H contains a Berge Hamiltonian cycle.
Proof. Suppose to the contrary that n > t + 1 or n = t + 1 but H does not contain
a Berge Hamiltonian cycle. Let P be a longest Berge path with E(P ) = {e1, . . . , et}
and K(P ) = {v0, v1, . . . , vt}. By the Remark of Proposition 2.5, (1.1), (1.2) and
(1.3) hold. Now by (1.1) and (1.2) of Proposition 2.5, we have (κ0 − 1) ∩ κt = ∅
and (κ0 − 1) ∪ κt ⊆ [0, t− 1], which implies that |K0| + |Kt| ≤ t. Similarly by (1.3)
of Proposition 2.5, we have |EI0 | ≤ t − |Kt|. Without loss of generality, suppose
|K0| ≤ |Kt|. Then |K0| ≤ ⌊ t2⌋. By (b) of Corollary 2.4,
dH(v0) ≤
( |K0|
r − 1
)
+ |EI0 | ≤
( |K0|
r − 1
)
+ t− |Kt| ≤
( |K0|
r − 1
)
+ t− |K0|.
By the convexity of the function f(x) =
(
x
r−1
)
+ t− x for x ∈ [0, ⌊ t
2
⌋], we have
dH(v0) ≤ max
{
f(0), f
(⌊
t
2
⌋)}
=
( ⌊
t
2
⌋
r − 1
)
+
⌈
t
2
⌉
< δ1(H),
a contradiction.
Now, it is ready to give the proof of Thoerem 1.8.
Proof of Theorem 1.8. First, we claim that H is connected. If not, then there are two
distinct vertices u1, u2 ∈ V (H) such that there is no Berge path connecting them.
For any v ∈ V (H), let
Av := {u ∈ V (H)\{v} : d2({u, v}) ≥ 1}.
20
Then dH(v) ≤
(
|Av|
r−1
)
for any v ∈ V (H). Clearly, u1 /∈ Au2 and u2 /∈ Au1 and
Au1 ∩Au2 = ∅. Therefore, |Au1|+ |Au2| ≤ |V (H) \ {u1, u2}| = n− 2. Without loss of
generality, assume |Au1 | ≤ |Au2|. Then |Au1| ≤ ⌊n−22 ⌋. So dH(u1) ≤
(
⌊n−2
2
⌋
r−1
)
< δ1(H),
a contradiction.
If n ≥ 2r+4 is even, then there exists an integer k > r so that n = 2k+2 > 2k+1.
Since δ1(H) >
(
k
r−1
)
, by Theorem 1.6, we get ℓ(H) ≥ 2k + 1. Since a Berge path
P of length 2k + 1 contains 2k + 2 = n key vertices, P is a longest Berge path, i.e.
ℓ(H) = 2k + 1. Since δ1(H) >
(
k
r−1
)
+ k + 1, by Lemma 4.1, H contains a Berge
Hamiltonian cycle.
If n ≥ 2r+5 is odd, then there exists an integer k > r such that n = 2k+3 > 2k+1.
Similarly, since δ1(H) >
(
k+1
r−1
)
+ k + 1 >
(
k
r−1
)
+ k + 1 and by Theorem 1.6, we have
ℓ(H) ≥ 2k + 1. If ℓ(H) = 2k + 1, by Lemma 4.1, we have n = 2k + 1 + 1 = n − 1,
a contradiction. Thus ℓ(H) = 2k + 2 = n − 1. By Lemma 4.1, H contains a Berge
Hamiltonian cycle.
5 Remarks
In this paper, we give the minimum degree threshold for r-uniform hypergraphs on n
vertices containing no Berge path of length 2k + 1. Furthermore, for k > r ≥ 4 and
n > 2k + 1, we characterize the extremal graphs. However, we know nothing about
k < r, we leave this as a problem.
Recently, Fu¨redi, Kostochka, and Luo [12] gave minimum degree thresholds for
non-uniform hypergraphs containing no long Berge paths and cycles. But as we have
known there is no Dirac-type minimum degree condition for uniform hypergraphs
containing no long cycles so far. It is also an interesting problem to determine the
minimum degree condition for uniform hypergraphs containing no long cycles.
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