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ABSTRACT
We use kinetic hybrid simulations (kinetic ions – fluid electrons) to characterize the fraction of ions
that are accelerated to non-thermal energies at non-relativistic collisionless shocks. We investigate the
properties of the shock discontinuity and show that shocks propagating almost along the background
magnetic field (quasi-parallel shocks) reform quasi-periodically on ion cyclotron scales. Ions that
impinge on the shock when the discontinuity is the steepest are specularly reflected. This is a necessary
condition for being injected, but it is not sufficient. Also by following the trajectories of reflected ions,
we calculate the minimum energy needed for injection into diffusive shock acceleration, as a function
of the shock inclination. We construct a minimal model that accounts for the ion reflection from
quasi-periodic shock barrier, for the fraction of injected ions, and for the ion spectrum throughout
the transition from thermal to non-thermal energies. This model captures the physics relevant for ion
injection at non-relativistic astrophysical shocks with arbitrary strengths and magnetic inclinations,
and represents a crucial ingredient for understanding the diffusive shock acceleration of cosmic rays.
Keywords: acceleration of particles — shock waves — cosmic rays
1. INTRODUCTION
Diffusive shock acceleration (DSA; e.g., Bell 1978;
Blandford & Ostriker 1978) at non-relativistic collision-
less shocks is a prominent mechanism for producing very
energetic particles. It is particularly efficient at super-
nova remnant (SNR) blast waves (e.g., Morlino & Capri-
oli 2012), and is likely responsible for the acceleration of
Galactic cosmic rays (CRs). Nevertheless, determining
the exact fraction of particles that are injected into DSA
is a vexed question in CR physics. A characterization of
particle injection without free parameters requires a self-
consistent calculation of the shock structure on micro-
physical scales, which can be achieved only with kinetic
plasma simulations.
In this paper we develop a simplified predictive model
of injection that matches results from hybrid simula-
tions (kinetic ions–fluid electrons). From simulations
we infer the dynamics of the shock transition (Section
2) and characterize the trajectories of accelerated ions
after their first shock reflection, determining the condi-
tions for injection into DSA as a function of the magnetic
field orientation (Section 3). We then use these relations
to construct a minimal theory of ion injection at DSA-
efficient shocks, which accounts for the fraction of accel-
erated ions, and for the ion spectrum from thermal to
non-thermal energies (Section 4). We discuss our results
in Section 5, and conclude in Section 6.
2. HYBRID SIMULATIONS
Hybrid simulations describe the evolution of a colli-
sionless plasma integrated over the electron scales, fully
retaining the physics of shock formation, ion acceleration,
and magnetic field amplification, as we discussed in a re-
cent series of papers (Caprioli & Spitkovsky 2014a,b,c,
hereafter Paper I, II, III). Here we present 2D simula-
tions performed with the massively-parallel code dHy-
brid (Gargate´ et al. 2007), where a shock is produced by
caprioli@astro.princeton.edu
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Figure 1. Evolution of the density profile for a parallel shock
(ϑ = 0◦, top panel), and a quasi-perpendicular shock (ϑ = 80◦,
bottom) with M = 20. For better readability, profiles at later
times are shown as increasingly shifted up.
sending a supersonic fluid against a reflecting wall (see
Paper I). Lengths are in units of c/ωp, where c is the
speed of light and ωp ≡
√
4pine2/m, with m, e, and n
the ion mass, charge, and number density. Time is in
units of ω−1c ≡ mc/eB0, with B0 ≡ B0b the background
magnetic field; the time step is ∆t = 0.003ω−1c . Veloci-
ties and energies are normalized to vA ≡ B0/
√
4pimn and
Esh ≡ m(MAvA)2/2. Sonic and Alfve´nic Mach numbers
are Ms ≈ MA ≡ vsh/vA ≡ M , with vsh = −vshx the
upstream fluid velocity in the simulation frame. Boxes
measure 30, 000c/ωp × 40c/ωp, with 5 cells per c/ωp and
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Figure 2. Evolution of the x− px phase space distribution for a
parallel shock with M = 20. The discontinuity is almost steady for
∼ 3ω−1c , until the beam of reflected ions induces its reformation.
4 particles per cell. The shock inclination is expressed
by ϑ ≡ arccos(b · x).
Figure 1 shows the evolution of the density profile for
a parallel (ϑ = 0◦) and a quasi-perpendicular (ϑ = 80◦)
shock; in both cases M = 20 and the discontinuity prop-
agates with the same average speed. For ϑ = 0 the den-
sity peak first broadens and then suddenly jumps ahead,
while for ϑ = 80◦ the shock propagation is significantly
smoother (see also Lee et al. 2004). The shock reforma-
tion is revealed in Figure 2, which shows the evolution of
the x−px phase space for ϑ = 0. At t = 166.5ω−1c there is
a sharp transition between the cold upstream beam and
the isotropic downstream distribution, which is associ-
ated with compression and pressure increase, and in turn
with an electric field Ex ∝ −∇Pe directed upstream; the
electron pressure Pe ∝ nγe is taken as polytropic, with an
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Figure 17: Top panel: Energy vs. time for SDA particles. The figure shows a sample of 50 SDA particles
gaining energies between [2 6]Eshock in the first 5!
 1
c after their reflection at the shock. We can easily
distinguish the signature drop in energy at t ⇠ 129.2! 1c when particles reflected at the shock for the first
time after being slowed down by a positive x-component of the electric field (Ex); see §4.1 for more details.
Bottom panel: (x   px ) phase space for SDA particles. The color of each trajectory corresponds to the time
marked in the colorbar at the top of the figure. After reflecting for the first time at the shock (cyan), particles
reflect once in the upstream at a close distance to the shock. At later times, all SDA particles perform a
couple reflections behind the shock, before finally being advected into the downstream, but no SDA particles
return to the upstream (i.e. x > 0) .
non-relativistic shocks is self-regulated and impressively well-ordered.
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Figure 18: Top panel: Energy vs. time for DSA particles. The figure shows a sample of ⇠ 10 DSA
particles which will ultimately gain energies > 10Eshock . We observe that the energy gains happen in
steps corresponding to particles’ reflection times. Once again, we can distinguish the signature drop in
energy at t ⇠ 129.2! 1c when particles reflected at the shock for the first time after being slowed down by
a positive Ex; see §4.1 for more details. Bottom panel: (x   px ) phase space for DSA particles. The color
of each trajectory corresponds to the time marked in the colorbar at the top of the figure. Compared to
the SDA particles depicted in Fig.17, all DSA particles gain a higher px after their first reflection and they
consequently travel a higher distance in front of the shock before their first upstream reflection. A striking
feature is that all particles in a given shell which will eventually enter DSA move along trajectories that are
well-ordered and very similar to each other. As particles gain more energy at each reflection, their gyroradii
increase correspondingly. After an average of ⇠ 3 SDA cycles, these particles will enter the DSA regime.
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Non-thermal ions
Figure 3. Energy evolution and x − px phase space distribu-
tion for typical supra-thermal (top p els) and non-thermal i ns
(bottom panels), for a parallel shock with M = 20. The x-axis is
rescaled such that the shock is at x(t ≈ 130ω−1c ) = 0, and oves
with constant velocity.
effective adiab ic index sati fying the shock jump c n-
ditions with thermal equilibration between downstream
ions and electrons (γe ≈ 4.3 for M = 20)1. Ions imping-
ing on such a barrier are specularly reflected back into
the upstream (beam with positive px at x & 900c/ωp
in Figure 2). Reflected ions gyrate into the upstream,
eventually producing a new discontinuity about one gy-
roradius vsh/ωc ∼ 20c/ωp ahead of the old one. Mean-
while, the first barrier is smoothed out, and ions trapped
between the two discontinuities are rapidly isotropized.
This indicates that a necessary condition for an ion to be
energized is to impinge on the shock when the potential
barrier is at its maximum; therefore, the shock reforma-
tion timescale (∼ pi/ωc, half the gyration time) sets the
duty cycle for ion injection.
By tracking the trajectories of individual ions, we find
that all the ions that eventually achieve energies larger
than Esh are reflected by the potential barrier at their
1 We checked that this parametrization of the electron physics
has little effect on the overall shock structure and on ion injection
(see also Leroy et al. 1982).
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first shock encounter. After reflection, ions perform a
few gyrations around the shock, gaining energy via shock
drift acceleration (SDA, see, e.g., Scholer 1990; Su et al.
2012). At any shock reformation, ∼ 25% of the incoming
ions are reflected, but not all of them enter DSA. More
precisely, ions impinging on the shock turn into:
• thermal ions, which encounter a barrier too weak to
reflect them, and immediately cross downstream;
• supra-thermal ions, which are specularly reflected,
and achieve E . 6Esh via SDA before being ad-
vected downstream (Figure 3, top panels);
• non-thermal ions, which are reflected, energized up
to E & 10Esh, and eventually escape toward up-
stream (Figure 3, bottom panels).
Non-thermal ions are injected into the DSA process: they
later scatter on self-generated magnetic fluctuations and
diffuse back to the shock for further energization. The
existence of supra-thermal ions, instead, demonstrates
that reflection is necessary but not sufficient for DSA
injection2.
Several authors have already pointed out the impor-
tance of shock reformation (e.g., Lee et al. 2004; Su
et al. 2012, and references therein) and specular re-
flection (e.g., Gosling et al. 1982; Burgess & Schwartz
1984; Scholer & Terasawa 1990; Guo & Giacalone 2013)
for the production of energetic ions (see also Leroy &
Winske 1983; Kucharek & Scholer 1991; Giacalone et al.
1992). However, the distinction between supra-thermal
and non-thermal ions (which undergo a similar initial
reflection, but have different fates), has not been fully
characterized. Our goal is to develop a theory able to
predict the spectrum and fractions of thermal, supra-
thermal, and non-thermal ions observed in simulations,
as a function of shock strength and inclination.
3. INJECTION MOMENTUM
We adopt the formalism developed by Schwartz et al.
(1983) and Burgess & Schwartz (1984) for studying ion
reflection off the shock discontinuity, with the important
difference that we account for specular reflection in the
downstream frame (hereafter, DSF) rather than in the
shock frame, since the potential barrier stalls before ref-
ormation (see also Lee et al. 2004). We introduce the de
Hoffmann–Teller frame (hereafter, HTF)3, in which the
shock is at rest and there is no motional electric field (de
Hoffmann & Teller 1950), and the ortho-normal triad
(b, ζ, ξ), such that B0 ≡ B0b and the shock normal
n ≡ (cosϑ, sinϑ, 0). The velocity of the HTF with re-
spect to the DSF is
wHT =
1
cosϑ
b+
(
1
r
− 1
)
n, (1)
where r is the shock compression ratio. In this section,
we normalize velocities to the shock velocity in the up-
stream frame, Vsh = (1 + 1/r)vsh ' 1.25vsh, and indicate
2 Note that supra-thermal ions are present also at oblique shocks,
which do not show DSA tails (Paper I).
3 The HTF is defined only in a time-averaged sense for reforming
shocks, and does not exist for ϑ & arccos(vsh/c).
with v (w) velocities in the DSF (HTF); in general:
v = w +wHT. (2)
In the HTF, any velocity can be decomposed as
w(t) = w‖b+ wg[cos(τ + φ)ζ − sin(τ + φ)ξ], (3)
where τ ≡ tωc, w‖ is the guiding center velocity, wg is
the gyro-speed, and φ is the gyro-phase that gives the
correct v(t = 0). A velocity written in the DSF as
v = vnn+ δv, (4)
can be rewritten in the HTF as (Equations (1)–(3)):
wn = w · n = vn − 1/r;
w‖ = (wn + 1) cosϑ− 1/ cosϑ+ δv‖;
wg =
√
[(wn + 1) sinϑ+ δvζ ]2 + δv2ξ ;
φ = arcsin(δvξ/wg).
(5)
If an ion undergoes a specular reflection in the DSF
(vn → −vn), its final velocity in the HTF reads:
wR,‖ = w‖ − 2vn cosϑ;
wR,g =
√
(wg cosφ− 2vn sinϑ)2 + (wg sinφ)2;
φR = arcsin(wg sinφ/wR,g).
(6)
If wR,‖ < 0, the ion guiding center motion is towards
downstream, and the ion is advected away. If wR,‖ > 0,
the guiding center motion is upstream, but gyration may
still bring it back to the shock. By integrating Equation
(3), with wR given by Equation (6), we obtain the ion’s
displacement along the shock normal:
Xn(τ)ωc = wR,‖τ cosϑ+ wR,g sinϑ(sin τ − sinφR). (7)
For given ϑ and wR, if there exists a τ∗ such that
Xn(τ
∗) = 0, a reflected ion reencounters the shock, im-
pinging with normal velocity
wn(τ∗) = wR,‖ cosϑ+ wR,g cos(τ∗ + φR). (8)
We define the characteristic loss angle ϑloss as the small-
est angle for which Xn(τ) = 0 has a solution, so that, if
ϑ < ϑloss, reflected ions escape upstream and are injected
into DSA.
Let us consider a cold upstream ion with vn = −1+1/r,
and δv = 0, which corresponds to
wR,‖ = 2
(
1− 1
r
)
cosϑ− 1
cosϑ
. (9)
For cold ions ϑloss ≈ 31.6◦ (accounting for a finite-
temperature beam only introduces a small spread in ϑloss,
. 5◦ for Ms = 4), which means that ions can be in-
jected by a single reflection only at shocks with ϑ . 35◦.
However, quasi-parallel shocks isotropize and amplify the
pre-shock magnetic field (Paper II), which implies that
the effective shock inclination is typically ϑ ≈ 45◦; there-
fore, injection at (initially) quasi-parallel shocks cannot
rely just on simple reflection of thermal upstream ions. If
ϑ ≥ ϑloss the ion reencounters the shock, and may either
penetrate downstream, or be reflected again, depending
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Figure 4. Maximum shock inclination allowing a reflected ion to
escape upstream, as a function of the pre-reflection velocity, with
δv = (1, 1/
√
2, 1/
√
2)δv. The modulus of the minimum velocity
necessary to escape from a shock with ϑ ∼ 45◦ (green contour) is
typically vinj & 2.5− 3.5Vsh, corresponding to Einj & 5− 10Esh.
on the ion “normal” energy m2 wn(τ∗)
2V 2sh being sufficient
to overcome the shock potential ∆Φ, estimated as
Ex ' −∆Φ
∆x
' − 1
ne
∆Pe
∆x
→ (10)
e∆Φ ' ∆Pe
n
' Pe,ds
n
'
(
1− 1
r
)
mV 2sh
2
, (11)
if downstream electrons are in equipartition with ions;
the last equality comes from jump conditions for strong
shocks. Ions penetrate the shock barrier if
wn(τ∗) < −
√
Ψ; Ψ ≡ r − 1
r
2e∆Φ
mV 2sh
, (12)
with Ψ = 1 for Rankine-Hugoniot conditions. If condi-
tion (12) is not satisfied, reflected ions reencounter the
shock, being no longer cold because they have experi-
enced SDA, and have been partially isotropized.
We can calculate the velocity that ions need for escap-
ing upstream by looking at the phase space for which
X(τ∗) = 0 has no solutions. Figure 4 shows ϑloss as a
function of the pre-reflection ion velocity, decomposed as
in Equation (4). The green contour indicates the veloc-
ity components that permit reflected ions to escape from
a DSA-efficient shock with ϑ ≈ 45◦; the corresponding
minimum injection velocity is vinj ≡
√
v2n + δv
2|green &
2.5 − 3.5, and the minimum injection energy is Einj &
5 − 10Esh, in good agreement with simulations (Paper
I); different orientations of δv return similar values.
Injection into DSA is suppressed for shocks with ϑ &
45◦ because ions can escape very oblique shocks only
with vinj & 4 (Figure 4). The achievement of such ve-
locities requires a few more SDA cycles, and, since at
every cycle ions have a finite probability to pierce the
shock barrier and to be lost downstream, the fraction of
ions that can achieve larger velocities becomes increas-
ingly smaller. Our results differ from those by Burgess
& Schwartz (1984), who assumed reflection in the shock
frame rather than in the DSF and found that for ϑ . 55◦
all the reflected ions are injected.
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Figure 5. (A) Trajectories of test-particles impinging at random
times on a periodically-reforming shock with M = 10 and ϑ '
45◦ ± 2◦ (Section 4); for each ion, t = 0 corresponds to the first
shock encounter. Ions may either not reflect (“Advected ions”),
or experience SDA before ending up downstream (“SDA ions”), or
escape upstream after a few reflections (“Injected ions”).
(B) Post-shock ion spectrum for a parallel shock with M = 20. Our
minimal model (magenta symbols) perfectly matches the spectrum
obtained in simulations (solid line).
4. A MINIMAL MODEL FOR ION INJECTION
We now construct a minimal model that accounts for
the observed: 1) periodic shock reformation, 2) fraction
and trajectories of reflected ions, and 3) ion spectrum
above thermal energies. Since we are interested in DSA-
efficient shocks, without loss of generality we consider
ϑ ≈ 45◦, and M of a few tens (magnetic field amplifica-
tion effectively reduces MA and Ms in the precursor of
stronger shocks, see Paper II).
Inspired by simulations, we model the periodic shock
reformation by imposing the potential barrier to spend
∼ 25% of the time in a “high” state with Ψos ≡ nos/4 ≈
7/4, defined as the overdensity at the density peak (the
“overshoot”, see Figure 1), and the rest of the time in a
“low state”, with normalization chosen such that 〈Ψ〉 = 1
when averaged over a period4.
We calculate the trajectories of test-particle ions im-
pinging on the shock at random times (Equation (7)),
performing a specular reflection (Equation (6)) when-
ever ions reencounter the shock with normal velocity too
small to penetrate the barrier (Equation (12)). Figure
5A shows the displacement from the barrier of several
ions impinging at t = 0 on a shock with M = 10, and
inclination ϑ = 45◦ ± 2◦. We recover the populations of
Section 2, now labeled as: 1) “advected ions” (∼ 75% of
the total), which impinge on the shock when the barrier
is in the low state, and remain trapped downstream; 2)
4 Note that the barrier’s duty cycle is determined by the gyration
of reflected ions, and not by the exact value of Ψos & 1.
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“SDA ions” (∼ 20%), which end up in the downstream
after having crossed the barrier once or twice, gaining
a factor of a few in energy in the process; 3) “injected
ions” (. 4%), which escape upstream after two to four
reflections, and would enter DSA in a full simulation in
the presence of upstream scattering.
By using the approach put forward by Bell (1978), we
also calculate the ion spectrum in the supra-thermal re-
gion. If the fractional energy gain at each acceleration
cycle is E ≡ Efin/Ein−1, with Ein(Efin) the initial (final)
energy, and the probability of leaving the acceleration re-
gion is P, the expected particle spectrum reads
f(E) ∝ E−1−γ ; γ ≡ − ln(1− P)
ln(1 + E) . (13)
If P, E  1, then γ ' P/E ; for relativistic particles
E ' P ' Vsh/c, and one gets the universal DSA ion
spectrum f(E) ∝ E−2, while for non-relativistic particles
E ' 2Vsh/v and P ' Vsh/v, so that f(E) ∝ E−1.5.
The energy gain E is independent of the acceleration
mechanism (SDA or DSA). Instead, the probability of
leaving the acceleration region is insensitive to the shock
discontinuity for DSA ions, but is regulated by the duty
cycle of the potential barrier in the SDA regime. For non-
thermal ions with E & 10Esh, we assume Pnt ' Vsh/v
as in usual DSA theory, where P is determined by the
advection of an isotropic ion distribution. Simulations
suggest Pst ' 0.75 (independent of energy) for supra-
thermal ions, whose spectrum deviates from a power-
law and is steeper than in the DSA region. Figure 5B
shows the ion spectrum obtained in a hybrid simulation
of a parallel shock with M = 20, compared with the
spectrum obtained by using the full Equation (13), and
the prescriptions above for P and E , plus a cut-off at
Emax ' 180Esh. Our minimal model remarkably re-
produces the simulated spectrum, which deviates from
a Maxwellian above ∼ 2Esh, shows a steep “bridge” in
the supra-thermal region, and matches the standard DSA
prediction above ∼ 10Esh.
The normalization of the non-thermal tail at DSA-
efficient shocks is determined by the number N of SDA
cycles needed to accelerate ions above the injection en-
ergy for a shock with inclination ϑ ≈ 45◦. With the
procedure above, we calculate N ≈ 2.4, and an injec-
tion fraction of η ≡ (1 − Pst)N ∼ 3.6%, in excellent
agreement with simulations. Injection at shocks with
ϑ & 50◦ is strongly suppressed because it requires higher
Einj & 10Esh, corresponding to N & 4, and at each SDA
cycle ions have ∼ 75% probability of being lost down-
stream; for instance, for ϑ = 50◦ we find N ≈ 3.8, and
η ∼ 5×10−3. This explains why DSA efficiency is almost
constant for ϑ . 45◦, and drops rapidly above ϑ ∼ 50◦
(Figure 3 in Paper I); moreover, acceleration efficiency is
almost independent of the shock strength for M & 10,
which suggests that our recipes hold for any strong shock.
5. DISCUSSION
Ion injection is often accounted for with a thermal
leakage model (see, e.g., Ellison et al. 1981; Malkov
1998; Kang et al. 2002; Blasi et al. 2005, and refer-
ences therein); downstream thermal ions of sufficiently
large energy (& Einj) are assumed to be injected because
their gyroradius encompasses the shock thickness, which
is however not resolved in macroscopical approaches to
DSA. Monte Carlo models (e.g., Jones & Ellison 1991)
do not need to specify Einj, and can reproduce the supra-
thermal bridge measured, e.g., at the Earth’s bow shock
(Ellison et al. 1990), but need an a priori parametriza-
tion of the ion mean free path (see Caprioli et al. 2010,
for a comparison of different approaches to DSA). Our
self-consistent picture is intrinsically different, in that
supra-thermal ions have never been thermalized, and
their propagation is never diffusive. The scheme outlined
in Section 3 provides a realistic description of the injec-
tion microphysics, as well as a simple parametrization of
Einj/Esh for phenomenological purposes.
When shocks are not strong, three effects may become
important: 1) for M . 4 the overshoot vanishes (Leroy
et al. 1982), and a larger fraction of ions is advected
downstream; 2) E(r < 4) is smaller, and reaching Einj re-
quires more SDA cycles; 3) magnetic field amplification
is reduced (Paper II), and the effective shock inclination
is ϑ . 45◦, which in principle helps injection (Figure
4). However, the net effect is that the energy fraction in
DSA ions is lower for low-M shocks (Figure 3 in Paper
I). This leads to a crucial feedback: when ∼ 10% of the
ram pressure is in CRs, the development of a shock pre-
cursor reduces Ms at the subshock (Paper I, Section 6),
which suppresses injection and prevents a more promi-
nent shock modification. In simulations we consistently
see the normalization of the non-thermal spectrum to
decrease with time (Figure 2 in Paper II), which keeps
the energy in the non-thermal tail saturated at ∼ 10%
despite the increase of Emax ∝ t (Paper III).
We stress that the dependence of ion injection on
the shock obliquity is not an artifact of 2D simulations
(see 3D runs in Paper I). At real quasi-parallel shocks
(e.g., Burgess et al. 2005), reformation is unlikely co-
herent along the shock surface; also, long-wavelength
waves produced by CR instabilities perturb the shock
front (Caprioli & Spitkovsky 2013), interfering with its
natural cyclotron period. Pre-existing turbulence may
locally affect the shock inclination, possibly providing
patchy ion injection also for shocks with a globally quasi-
perpendicular magnetic field (Giacalone 2005). Never-
theless, our results are still expected to be valid in a
time/space-averaged sense, as injection is a local process.
In this work we did not account for injection of elec-
trons, and of heavy ions, which are preferentially ac-
celerated in Galactic CRs; we defer the generalization
of the presented formalism to particles with different
mass/charge ratios to forthcoming publications.
6. CONCLUSIONS
We investigated ion injection in non-relativistic colli-
sionless shocks with kinetic hybrid simulations, in which
shock structure and ion distribution are calculated self-
consistently. We focused on DSA-efficient quasi-parallel
shocks, and attested to their periodic reformation due
to the collective reflection of ions off the shock potential
barrier. Because of such a time-dependent barrier, on
average ∼ 25% of the ions impinging on the shock are
reflected and energized via SDA; nevertheless, not all of
the reflected ions gain enough energy to enter DSA. For
the effective magnetic inclination of DSA-efficient shocks
(ϑ ∼ 45◦), reflected ions must undergo two to three gy-
rations (SDA cycles) around the shock before escaping
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upstream (Section 4); since at each cycle ∼ 75% of them
are trapped downstream of the oscillatory barrier, only
. 4% of the incoming ions survive after several SDA cy-
cles to be injected into DSA.
We presented a formalism for studying supra-thermal
ions in their multiple reflections, and calculated the min-
imum energy ions need to escape upstream of the shock,
and enter DSA (Figure 4). We also explained the ob-
served dependence of the injection fraction on the shock
inclination (Paper I), providing a general explanation for
the reason why DSA is most prominent at quasi-parallel
shocks. With our minimal shock model, spectrum and
normalization of the ion spectra obtained in simulations
are well reproduced. Our findings provide a theory of
ion injection that is of primary importance for under-
standing ion acceleration in interplanetary shocks, and
in several astrophysical objects, such as SNRs and clus-
ters of galaxies.
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