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La superconductividad de alta temperatura crítica, constituye en la ac­
tualidad una de las principales motivaciones para el estudio de diferentes 
modelos teóricos de fermiones altamente correlacionados. La carencia de 
el modelo para los materiales que exhiben este fenómeno, estimula la in­
vestigación de un número considerable de modelos, de los cuales se supone 
que “algo tienen que ver” con la física de estos materiales, ya sea con algu­
nas propiedades del estado normal o en proporcionar el escenario adecuado 
para que se genere algún mecanismo de apareamiento. En particular, los 
cupratos superconductores son aisladores antiferromagnéticos en el estado 
normal. Este hecho hizo pensar en un primer momento en el modelo de 
Hubbard como candidato a describir estos compuestos, ya que contiene la 
esc.enc.ia de la naturaleza aisladora inducida por efectos de las correlaciones 
antiferromagnétic.as. A pesar de haber sido propuesto en los años ’60, y es­
tudiado desde entonces, el descubrimiento de la superconductividad de alta 
Te sorprendió a los especialistas con un grado considerable de ignorancia 
respecto a muchas propiedades fundamentales de este modelo tan simple, y 
reflotó con mayor énfasis problemas tales como la transición metal-aislante 
inducida por correlación en el marco de este modelo, así como la búsqueda 
de técnicas aproximadas confiables para la solución de estos sistemas.
En realidad, la naturaleza de los compuestos superconductores es más 
complicada e intervienen más de un orbital en los procesos físicos observa­
dos en los mismos. Por este motivo, existen distintas líneas de trabajo desde 
el punto de vista teórico, ya que parte de la investigación está dedicada a 
encontrar modelos efectivos sencillos a partir de reducir los modelos más re­
alistas con varios orbitales, mientras que otra parte de la investigación está 
dedicada a estudiar esos modelos efectivos. La contrastación de estos últimos 
con las propiedades físicas que se pretende describir no es fácil. En general, 
los modelos efectivos, constituyen esc.encialmente extensiones del modelo de 
Hubbard y este último ha sido resuelto en forma exacta solamente en una di­
mensión. Por otro lado, el tratamiento aproximado de la alta correlación es 
complicado, y es usual encontrar predicciones diferentes respecto a la física 
de un dado modelo, dependiendo de la técnica elegida para su solución. En 
este contexto, las versiones unidimensionales de estos modelos constituyen 
una excepción, ya que algunos pueden ser resueltos por la técnica del Ansatz 
de Bethe, y en general pueden ser estudiados en el marco de la teoría de 
los líquidos de Luttinger y con la ayuda de la técnicas numéricas de diag- 
onalización exacta. En particular, tanto la solución del Ansatz de Bethe 
como los estudios numéricos en el modelo de Hubbard unidimensional, han 
sido notablemente esclarecedores para establecer propiedades del modelo 
que exceden el alcance unidimensional. Los resultados de las versiones uni­
dimensionales de estos modelos también tienen interés en sí mismos, ya que 
sirven de base para el estudio de sistemas genuinamente unidimensionales o 
cuasiunidimensionales como por ejemplo el poliacetileno y otros conductores 
orgánicos.
Este trabajo de tesis, consta de cuatro capítulos. El primer capítulo está 
dedicado a proponer una técnica variacional para resolver en forma aproxi­
mada el estado fundamental del modelo de Hubbard en sistemas finitos. El 
segundo capítulo está dedicado a una revisión de la teoría de líquidos de 
Luttinger y a detallar las técnicas numéricas utilizadas para estudiar los sis­
temas unidimensionales. Esta teoría está constituida, por una conjunción de 
resultados de la teoría de campos con resultados exactos en los modelos de 
Tomonaga y Luttinger y del grupo de renormalización. Ha tomado la forma 
de una estructura conceptual bien definida hace relativamente poco tiempo 
y actualmente está siendo abundantemente empleada. Parte de este trabajo 
de tesis está basado en el marco interpretativo que provee esta teoría, y, por 
lo tanto, consideré importante dedicarle unas cuantas páginas de esta tesis 
al esclarecimiento de las hipótesis y propiedades que entran en juego en el 
concepto de líquido de Luttinger. El tercer capítulo está dedicado a estudiar 
un modelo efectivo para los cupratos superconductores, que corresponde a 
una generalización del modelo de Hubbard. Parte del estudio está basado 
en resultados numéricos y en la teoría de los líquidos de Luttinger. La otra 
parte está basada en resultados analíticos exactos para valores particulares 
de los parámetros. La solución analítica en este límite resulta particular­
mente esclarecedor respecto del rol de las correlaciones magnéticas en el 
modelo de Hubbard mismo, en particular, en los que concierne al desarrollo 
del carácter aislador del modelo de Hubbard. En este sentido, existían con­
jeturas al respecto, basados en resultados de aproximaciones variacionales 
y de campo medio, pero no resultados analíticos exactos, como la solución 
que se presenta en el capítulo 3. El análisis de la naturaleza de la transición 
metal-aislante en este límite y la conexión con el límite Hubbard se detalla en 
el capítulo 4. Este análisis se realiza en base a resultados de diagonalización 
numérica y de Monte Cario cuántico.
En cuanto a la estructura de la tesis, cada capítulo tiene una intro­
ducción donde se provee una síntesis del estado de conocimiento actual del 
aspecto que se estudia, así como de las principales motivaciones para el es­
tudio del mismo. Al final de algunos de los capítulos se incluyen apéndices, 
donde se resumen resultados a los que se hace referencia en los análisis o 
argumentaciones desarrollados, o bien se detalla alguna de las técnicas em­
pleadas en esos capítulos. Finalmente, deseo aclarar que, a los efectos de 
una lectura más ágil, he optado por no traducir algunos términos técnicos, 
como por ejemplo “gap”, “tight-binding”, etc. Para no ofender a los puristas 
del idioma, están escritos entre comillas. La excepción es “spin”, que está 
castellanizada como espín.
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Capítulo 1
Aproximación de Gutzwiller 
Extendida para el Estado 
Fundamental del Modelo de 
Hubbard.
1.1 Introducción
El modelo de Hubbard constituye actualmente un prototipo en el estudio de los sis­
temas fermiónic.os con correlaciones fuertes. En 1963, 1964 Hubbard [69] lo propuso 
para estudiar el comportamiento electrónico en bandas angostas, en particular, para 
los metales de transición, que tienen electrones d de conducción. En este tipo de 
sólidos, los electrones están localizados en las posiciones atómicas y la energía cinética 
se debe a procesos de salto o “hopping” posibilitados por un pequeño solapamiento 
entre los orbitales de átomos vecinos. A este tipo de descripción se la denomina 
“tight-binding”. Si no se tiene en cuenta ningún efecto de interacción con la red o 
con algún campo externo y suponiendo que el sólido está compuesto por un solo tipo 
de átomos, un modelo para los electrones de los orbitales externos tiene como únicos 
ingredientes un término cinético y un término de interacción coulombiana entre los 
electrones. La base adecuada en una descripción “tight-binding” es la de las fun­
ciones de Wannier </>(r — R¿) que se caracterizan por estar localizadas en torno a las 
posiciones atómicas Rt- que conforman la red del sólido. Usando esta base, el término
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cinético del hamiltoniano se escribe en segunda cuantificación:
^t JcLCJg > (1-1)
i,jtr
donde a =f,l denota el espín de los electrones, mientras que
tij = Jd3r<t>'(r - R.)[-^V2]¿(r - Ry), (1.2)
En principio, en la suma de (1.1) i,J barren todos los sitios de la red, pero teniendo 
en cuenta que las funciones de Wannier centradas en dos sitios distintos de la red 
tienen solapamientos despreciables si los dos sitios están a distancias superiores a 
un parámetro de red, sólo se retienen los términos con j = i + 6, donde 6 barre 
sobre todos los sitios vecinos al sitio i de la red. El término con j = i sólo agrega 
una constante proporcional al número de partículas, si se considera un sistema con 
simetría de traslación. La interacción coulombiana entre electrones se escribe en 
segunda cuantificación como
Hint = 2 (1’3)
donde
V{jki = íd3r, / dW(r, - R,)¿(n - R.fc)(—---- ,)¿*(r 2- Ry)«i(r2 -R(). (1.4)
J J |ri - r2|
Las contribuciones más importantes son aquellas que involucran a lo sumo dos sitios 
vecinos. Los correspondientes elementos de matriz son
l/ = Kti„ VsVi}{¡, Aí = K-y, X = Kyy¡ = Kyyy, (1.5)
donde í,j son primeros vecinos. Según las estimaciones de Hubbard para los metales 
de transición U ~ 20eV, V ~ 6cV, Al ~ 0.5eV, X ~ 0.025eV. Luego argumentó que 
V se reduce a valores entre 2 a 3cV por efectos del apantallamiento, justificando 
despreciar todos los términos de interacción excepto el de U. El hamiltoniano de 
Hubbard resulta, entonces
H = -t^c^Cja + h.c.^+UY^n^nn, (1.6)
(ü) ‘
con (ij) denotando todos los pares de sitios vecinos cercanos de la red, tij = —t y 
nia = c^c-itr. El hamiltoniano que contiene adicionalmente el término de V define 
el modelo de Hubbard extendido, mientras que el que contiene At define el modelo 
de Hubbard (o de Hubbard extendido) con interacción de carga enlace. En capítulos 
posteriores, se considerarán estas ampliaciones del modelo de Hubbard. Otras exten­
siones resultan de incluir más de un orbital atómico en la descripción “tight- binding”. 
También en tratamientos de compuestos con distintos tipos de átomos surgen general­
izaciones a más de una banda, en particular, en capítulos posteriores se considerará el 
hamiltoniano de Hubbard extendido de tres bandas para los planos de Cu — O de los 
cupratos superconductores. El éxito de las descripciones basadas en estas extensiones 
más realistas depende fuertemente de la correcta comprensión de los ingredientes es- 
cen cíales de la alta, correlación, contenido por la versión más simple (1.6). Aunque 
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debe decirse que lamentablemente se ha progresado muy poco en este sentido. A pesar 
de haber sido propuesto hace más de treinta años, de su apariencia inofensiva y de 
la enorme cantidad de trabajos de investigación dedicados a su estudio, existen sólo 
unos pocos resultados exactos y muchos tratamientos y aproximaciones que frecuente­
mente conducen a resultados diferentes. A continuación se mencionarán algunos de 
los aspectos más importantes. Si bien no se pretende una revisión exhaustiva, vale la 
pena al menos mencionar el tipo de problemas de los sistemas fermiónicos altamente 
correlacionados con los que el modelo guarda una estrecha relación. Algunos de estos 
aspectos se han llegado a entender razonablemente bien, mientras que otros siguen 
constituyendo una fuente de motivación para el estudio del modelo.
Originalmente, las principales motivaciones para el estudio del modelo de Hub- 
bard eran el estudio de la transición metal-aislante (transición de Mott) y del orde­
namiento magnético, inducidos por correlaciones [69], [78], [53], [89]. Su relación con 
la transición metal-aislante se desprende de considerar los dos casos Emites para el 
hamiltoniano (1.6). En el límite no interactuante (U = 0), tiene una forma diagonal 
en el espacio recíproco. Los operadores fermiónicos tranformados son 
donde L denota el numero total de sitios de la red y k son los vectores de la red 
recíproca. Para condiciones de contorno periódicas en 3D k = donde
ka = 27F7ift/(aftLft),a = x,y,z, siendo nQ un entero tal que — La < na < Lai y La la 
longitud de la red en la dirección a. Ht se escribe 
(1-8)
siendo D la dimensión de la red y aa las distintas componentes del vector de red. En 
este Emite se obtiene, entonces, una banda no correlacionada, que define un carácter 
metálico. Por otro lado, en el Emite atómico del modelo (í = 0), el estado fundamen­
tal tiene las partículas localizadas, definiéndose un carácter aislante. Naturalmente, 
el régimen intermedio t ~ U es el que despierta mayor interés, ya que contiene la 
competencia entre los efectos de banda y los de localización inducida por correlación. 
La solución exacta del modelo existe sólo en el caso unidimensional (ID) . Fue hal­
lada por Lieb y Wu en 1968 [89] mediante la técnica del “Ansatz” de Betlie [135], 
y encontraron que la transición metal-aislante tiene lugar para U = 0. El compor­
tamiento magnético está íntimamente relacionado con la transición metal-aislante. 
En ID, Lieb y Mattis mostraron que el estado fundamental contiene fuertes correla­
ciones antiferromagnéticas [90]. El carácter antiferromagnético es fácil de entender 
en el Emite U >> t. En el apéndice A se muestra que en el Emite de acoplamiento 
fuerte, el hamiltoniano de Hubbard para banda semillena, se reduce al hamiltoniano 
de Heisenberg con interacción de intercambio antiferromagnética. Puede concluirse, 
entonces, que el estado fundamental corresponde a un aislante antiferromagnético 
para banda semillena en el límite de acoplamiento fuerte. La aproximación de campo 
medio de Hartree-Fock antiferromagnética [115] que se muestra en el apéndice B, con­
cluye sobre la existencia de un “gap” de carga en la superficie de Fermi del sistema no 
interactuante en banda semillena, para valores de U arbitrariamente pequeños, como 
se muestra en la Fig. 1.1 para el caso de ID. Para D>1, la generalización es obvia. En 
una red bipartita, la imágen simplificada del estado de Neel perfecto provee una idea
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Figura 1.1: (a) Banda en el límite no interactuante del modelo de Hubbard en ID. (b) 
Estructura de bandas de la aproximación de Hartree-Fock antiferromagnética para el 
modelo de Hubbard en ID.
del mecanismo que da lugar a la formación de dos bandas por efectos de la correlación 
antiferromagnética. En ID resulta
(1.9)
Este tipo de ordenamiento tiene la estructura de dos redes ferromagnéticas interpen­
etradas, y produce una duplicación efectiva del vector de la red a, ya que la celda 
unidad pasa a estar constituida por A, con la consecuente modificación de la 
primera zona de Brillouin de la red recíproca, que pasa a reducirse a la mitad de la 
primera zona de Brillouin de la red original: —7t/2 < k < 7r/2, donde 7r/2 define el 
punto de Fermi en banda semillena en ID. Para D>1, el argumento se generaliza, 
teniendo en cuenta que la zona de Brillouin es un cuadrado para D=2 y un cubo 
para D=3, suponiendo una red cúbica simple. Luego, en un esquema perturbativo, la 
estabilidad de una estructura de este tipo está garantizada por la ganancia de energía 
cinética a partir de procesos de segundo orden de la forma
î 1 (II °) Î ! (1.10)
y es consistente con la ganada de energía lograda por la constitución de un “gap” 
como el que se muestra en la Fig. 1.1. En conclusión, la aproximación de Hartree- 
Fock antiferromagnética conduce a una caracterización de aislador antiferromagnético 
para el estado fundamental en banda semillena. Esta predicción es consistente con 
los resultados exactos para ID mencionados anteriormente. Soluciones de campo 
medio más generales y resultados de la aproximación de fases al azar (RPA) predicen 
toda una zoología de estructuras magnéticas, que comprende fases ferromagnéticas, 
ferrimagnéticas, espirales, formación de polarones y paredes de dominio [29] [43], 
[115], [125], [45], aunque, en general, no es clara la real existencia de las mismas. 
En particular, el teorema de Nagaoka [106] establece que el estado fundamental del 
modelo de Hubbard en el límite de U = 00, con un número de partículas N = L — 1, 
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es decir, con una partícula menos que banda semillena, tiene el máximo espín posible. 
Tal estado corresponde a un estado ferromagnético con un hueco que se desplaza 
por la red, ganando energía cinética y corresponde a un estado metálico determinado 
por la movilidad del hueco por la inexistencia de un “gap” de carga. A diferencia 
de lo ocurrido con la mayoría de los resultados exactos, este teorema es válido para 
D>1. Para D=1 el estado fundamental es un singlete [92]. Más recientemente, Lieb 
propuso dos teoremas [91] que definen el valor del espín total para varios tipos de 
redes y densidad de partículas.
En relación con el problema de la transición metal-aislante y el orden antiferro- 
magnético, el descubrimiento de los materiales superconductores de alta temperatura 
crítica renovó el interés por el modelo, a partir de que Anderson [5] lo propuso como 
candidato para explicar el mecanismo superconductor en los óxidos de cobre. En el 
capítulo 3 se profundizará más sobre las propiedades de los cupratos superconduc­
tores, pero la característica más sorprendente es que estos materiales tienen una fase 
normal aislante con fuertes correlaciones antiferromagnéticas. Considerando que la 
física importante para la superconductividad tiene lugar en los planos de Cu — O, 
Anderson propuso que el modelo apropiado para describir esta fase era el modelo 
de Hubbard bi dimensión al en banda semillena en el límite de acoplamiento fuerte, 
o equivalentemente, el modelo de Heisenberg con J ~ t2/U, como se mostró en el 
apéndice A. Luego revivió la idea del estado de enlaces de valencia resonantes (RVB) 
[88] para aproximar el estado fundamental del modelo de Heisenberg, que había sido 
propuesto por él en 1973. El estado RVB consiste de singletes formados por pares 
de partículas con espines opuestos ubicadas en posiciones vecinas de la red. Para 
banda semillena este estado tiene un carácter aislante, ya que se supone U grande y 
doble ocupación nula en banda semillena, de manera que el agregado de una partícula 
supone un costo de energía de ~ Í7, y por lo tanto, la existencia de un “gap” de carga. 
Anderson mostró que el estado RVB tiene proyección no nula sobre un estado BCS. 
La fase superconduc.tora se desarrolla en los cupratos cuando se introducen o extraen 
partículas en los planos Cu —O por medio del “dopaje” del material. Para densidades 
inferiores a banda semillena, la existencia de sitios vacíos permite la mobilidad de los 
singletes “enlazados”, mientras que la ruptura de los enlaces significaría una pérdida 
de energía de ~ J. Por otro lado, tal estado de tipo BCS y por lo tanto superconduc­
tor. A partir de ese momento, tanto el modelo de Hubbard como el modelo (1.A.5), 
también denominado modelo t — J, pasaron a ser las figuras estelares de las publica­
ciones científicas especializadas, aunque la validez de los mismos para la descripción 
del mecanismo superconductor resulta controvertida.
En los últimos años, el desarrollo de las técnicas numéricas han jugado un rol 
muy importante para dilucidar muchos de estos aspectos. En particular, en ID ex­
isten una serie de resultados (que se detallarán en el próximo capítulo) que facilitan 
descripciones muy precisas sobre las propiedades físicas de los modelos de fermiones 
altamente correlacionados. Los sistemas bidimensionales no corren la misma suerte. 
Los cálculos numéricos se realizan en sistemas finitos, y la carencia de un marco in­
terpretativo como el que se detallará en el próximo capítulo dificulta la posibilidad 
de extraer conclusiones precisas. El los estudios numéricos no se han encontrado evi­
dencias a favor de la existencia de una fase superconduc.tora para U > 0 en ID ni en 
2D [104], [60]. También se han realizado numerosos estudios del modelo de Hubbard 
con U < 0 [119]. Una interacción U atractiva da lugar a la conformación de pares 
locales y por lo tanto al surgimiento de correlaciones superconductoras. Para banda 
semillena tales correlaciones coexisten con la formación de una onda de densidad de 
carga. La imagen pictórica de una onda de densidad de carga es
a 0 0 4LH A o A o An- o o (1.11)
y la estabilidad está asociada a la ganancia de energía cinética por medio de procesos 
de segundo orden de la forma
11 o ==*.  (1 i) ==*.  n o- (1.12)
Nótese que efectuando los siguientes reemplazos: 1J—y o —>|, la onda de densidad 
de carga (1.11) se mapea en la onda de densidad de espín (1.9). Poniendo esto último 
en términos más formales, puede verse que la transformación que define este mapeo 
es la llamada transformación de Sliiba [120]
Cíl -> c,|, ctj exp(i7r.R,)ctí. (1.13)
La aplicación de (1.13) al hamiltoniano (1.6) con U > 0 deja invariante el término 
cinético, mientras que el término de interacción se tranforma de manera que U —> —U, 
a menos de un término constante en la energía. Los argumentos de campo medio dados 
anteriormente para el estado antiferromagnétic.o se mapean en los mismos argumentos 
reemplazando orden antifcrromagnctico —»• onda de densidad de carga. En particular, 
existe también un efecto de duplicación de la celda unidad que da lugar a la formación 
de dos bandas y un “gap” espín. Fuera de banda semillena, la estructura de la onda 
de densidad de carga se frustra. Los resultados numéricos sugieren la existencia de 
una fase superconductor [119], y a pesar de su dudosa aplicación inmediata a los 
cupratos superconductores, el caso de U < 0 lia concentrado un gran interés [129].
El interés por el modelo trajo consigo la inquietud por encontrar buenos tratamien­
tos aproximados para el mismo. Además de los tratamientos de campo medio que se 
mencionaron anteriormente, y de los tratamientos perturbativos, existe un tratamiento 
variacional que fue propuesto por Gützwiller en 1963, 1964 [53], especialmente para 
aproximar el estado fundamental del modelo de Hubbard. Este tratamiento consiste 
en la construcción de una función de onda para el sistema interactuante a partir de 
la función de onda del sistema no interactuante, introduciendo el efecto de las cor­
relaciones locales variacionalmente. Se lia denominado función de onda de Gützwiller 
a esta función de onda variacional. El cálculo exacto de la energía correspondiente 
a la función de onda de Gützwiller resulta bastante engorroso. Es más, fue resuelto 
hace relativamente poco tiempo [103] para el caso unidimensional. Por este motivo, 
Gützwiller propuso también una aproximación para el cálculo de la energía que se 
conoce como aproximación de Gützwiller. Se lian propuesto varias generalizaciones 
para la función de onda de Gützwiller [110], [39], [144]. Desde otro punto de vista, se 
lia mostrado [84] que la aproximación de Gützwiller puede ser derivada a partir de una 
representación del modelo de Hubbard por una integral funcional. En [7] liemos prop­
uesto una reinterpretación de la función de onda de la aproximación de Gützwiller, 
que permite aclarar la física involucrada en la misma, y extender el tratamiento para 
incluir más precisamente el efecto de las correlaciones espaciales.
La próxima sección está dedicada a una revisión del método de Gützwiller. En la 
sección 3 se muestra nuestra generalización y su relación con otras generalizaciones 
similares. En la sección 4 se mostrarán nuestros resultados para el estado fundamental 
del modelo de Hubbard en cadenas de longitud finita. Finalmente la sección 5 está 
dedicada a la discusión y el resúmen.
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1.2 La Función de Onda y la Aproximación de Gutzwiller.
Para aproximar la función de onda del estado fundamental del hamiltoniano de Hub- 
bard, Gutzwiller partió del estado fundamental |V7o) del hamiltoniano no interactuante 
Ht (1.1), (1-8) Se denota el número de partículas por N = N] + 7V¡, siendo Na 
el número de partículas con espín ít, y por D al número de sitios doblemente ocupa­
dos. El estado |V;o) constituye el “mar de Fermi” compuesto por todos los niveles con 
energías q. menores que la energía de Fermi (p ocupados. Cuando se conecta la inter­
acción, el número de sitios doblemente ocupados disminuye, ya que impone un costo 
de energía igual a UD. Para obtener un estado |V>) para el sistema correlacionado a 
partir de |V7o), Gutzwiller propuso un proyector P tal que P|V>o) = IV7) tenga como 
efecto la reducción de la cantidad de sitios doblemente ocupados. Explícitamente
7En lo que sigue, se usará la notación correspondiente a 1D.
IV7) = IJI1 ~ (! — <7)™tTTlu]lV>o> = $DlV7o>, (1-14)
t
siendo g un parámetro variacional que se determina a partir de minimizar la energía 
dada por
Para el límite no interactuante U = 0, se tiene <7=1, mientras que <7 = 0 conduce a 
|V>) / 0 sólo si D = 0, correspondiente al Emite U = oo. Por construcción, el término 
de interacción se trata exactamente con este método, a diferencia de los métodos 
perturbativos y de campo medio. En el espacio real, el estado no correlacionado |V7o) 
se escribe
iV7o> = Í52PeZ(e,A'7Hm)iPeí(€,Á’'Bn)ilm’n)’ (1J6)
m,n
donde |m, n) es un estado del espacio real, caracterizado por un conjunto de índices n 
(m) que especifican las posiciones de las N] partículas con espín T (|) en la red, 
mientras que De/.(e,Á|7?n)j son determinantes de Slater correspondientes
los Na vectores k con menor energía (k y a las posiciones de las Na partículas en el 
espacio real, que definen la configuración denotada por m,n. Estos determinantes 
constituyen un punto problemático en el tratamiento. Para evitar estos factores, 
Gutzwiller propuso la aproximación que lleva su nombre, que consiste en reemplazarlos 
por las probabilidades asociadas a tales configuraciones de partículas, suponiendo que 
cualquier configuración es a priori equiprobable, es decir, sin tomar en cuenta ningún 
efecto de correlación espacial. Las probabilidades para una dada configuración n de 
espines | y para una configuración m de espines | son
P(L,1VJ = <’(1-»,)*-"',.  (1.17)
donde na = Na/L son las densidades de partículas con espín a. La evaluación de 
(1.15) se reduce a un mero problema combinatorio. Clasificando las configuraciones 
[7/1,77) por el número de sitios doblemente ocupados D, el número de configuraciones 
diferentes para un dado D resulta
^(£,^1,^1) = _ DyD,(L _Nf_N¡+ Dy (i-iS)
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Para el cálculo de la energía cinética es conveniente realizar una descomposición sim­
ilar a la del apéndice A. Pictóricamente, los diferentes procesos de “hopping” se
(1-19)
Los procesos (a) no modifican el minierò total de sitios doblemente ocupados, mientras 
que en los (b), este minierò cambia en uno. La norma de la función de onda, y los 
valores de expectación de Ht y Hint resultan, con esta aproximación
W) = ^fl2D7VD(£,A'l,^l)P(£,7Vl)P(¿,JV1),
D
WHtW = Y, 92DÍNd(L - 2, jV, - 1, jV_,) + g2ND(L - 2, N, - 1, N-, - 2)
Do
+ 2gND(L - 2,N, - - l)]P(i - 2,N, - l)P(i,
WHintW = Í7L¿<72Í,+2JV£>(£ — 2, JV| — 1, JVj — l)P(i, JV|)P(£, (1.20)
D
donde ?<r = (V’ol^dV’o)/^ = (l/¿) £|á,|<a.Fo. es la energía cinética por sitio de las 
partículas con espín a en el sistema no interactuante. En el cálculo la energía cinética, 
las cuatro contribuciones corresponden a los cuatro procesos del esquema (1.19). El 
primero de los procesos (a), sólo involucra a un espín a en los dos sitios t,j, de manera 
que el miniero de configuraciones para los restantes sitios es Np(L — 2, Na — 1, N_a). 
En el segundo proceso hay un espín a y dos espines —a, de manera que el miniero 
de configuraciones en los restantes sitios es Nd(L — 2,Na — 1, — 2). En forma
similar, el número de configuraciones para los restantes sitios en los procesos (b) es 
Nd(L ~ — l,A_a — 1). Si en las configuraciones de los L — 2 sitios restantes
liay D sitios doblemente ocupados en la configuraciones inicial y final, corresponde 
incorporar un factor gDgD — g2D, común a todos los procesos. En el segundo proceso 
(a), intervine un sitio doblemente ocupado en i,j tanto en el estado final como en el 
inicial, lo cual conduce a un factor adicional para este proceso de p2, mientras que los 
procesos (b) involucran un sitio doblemente ocupado en el estado inicial, pero no en el 
final o viceversa, lo cual conduce a un factor adicional g. Finalmente, la probabilidad 
de encontrar un espín a entre los dos sitios i,j es P(L — 2, - 1) y la de encontrar
un espín —a es P(L, dado que sólo se mueve el espín a.
En el límite termodinámic.o, ¿, N¡ —> oo, y las sumas de (1.20) se aproximan 
por los términos mayores, lo cual conduce a una relación entre D y g [53], [109] 
con d = D¡L. La energía por sitio del estado fundamental resulta
E






resultando una función de d para la energía. Los parámetros qa definen las discon­
tinuidades de los números de ocupación de una partícula (c[.ffc¿.a) en el nivel de Fermi.
Brinkman y Rice [22] se dieron cuenta que la aproximación de Gutzwiller predice 
una transición metal-aislante para banda semillena. En este caso n = 1 y considerando 
n¡ = se encuentra = q¡ = q y Fj = q = Fo/2, siendo Fo la energía cinética total 
por sitio en el sistema no interactuante. Es fácil ver que
q = 8d(l —2d) (1-24)
y minimizando la energía se obtiene
donde Uc = 8|Fo| es el valor crítico de la interacción para el cual d = 0, de manera 
que cada sitio de la red está ocupado por una sola partícula. Para este valor de Í7, 
las partículas se localizan. El valor de la energía cinética se anula (ver (1.24)), indi­
cando una transición metal-aislante. Claramente, cerca de la transición el valor de la 
energía deja de ser correcto. Como se discutió en la sección anterior, en el límite de 
acoplamiento fuerte, los procesos de segundo orden de la forma (1.10) permiten una 
ganancia de energía de ~ Z2/U, mientras que la aproximación de Gutzwiller predice 
un valor nulo para la energía, obteniéndose un estado fundamental paramagnético 
y localizado. Esta deficiencia se debe al hecho de que el efecto de las correlaciones 
espaciales, en particular, las correlaciones antiferromagnéticas que son las que en este 
caso permiten esta ganancia de energía, no está tenido en cuenta en forma eficiente 
en la aproximación de Gutzwiller. En ID, se ha mostrado [79], [103], que la energía 
del estado fundamental para banda semillena es E = —aí2/U para la función de onda 
de Gutzwiller sin aproximación, obteniéndose el comportamiento correcto, si bien a 
es mucho menor que el correspondiente al resultado exacto [57], [103]. Los procesos 
cinéticos de tipo (b) en (1.19) son los responsables de estas correlaciones. En el límite 
de acoplamiento fuerte, en el que la doble ocupación es muy baja, la ganancia de 
energía cinética corre por cuenta de este tipo de procesos, y esto requiere que las 
configuraciones de la forma (1.9) tengan amplitudes importantes en el estado funda­
mental. Para comprender el origen del problema, debe aclarase que la aproximación 
de Gutzwiller consta, en realidad, de dos aproximaciones:
• 1. La sustitución de los determinantes de Slater por la probabilidad de cada 
configuración.
• 2. El cálculo de la energía cinética se realiza en un “cluster” de dos partículas 
sin tomar en cuenta las configuraciones de las restantes.
Normalmente, suele entenderse que la aproximación de Gutzwiller consiste sólo del 
punto (1.), sin embargo la transición de Brinkman-Rice es una consecuencia de la 
aproximación (2.). A modo de ejemplo ilustrativo, considérense dos configuraciones 
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(le partículas con igual número (le sitios doblemente ocupados, iguales Ar¡ y Arj, e 
iguales ocupaciones para los sitios j, primeros vecinos.
(1-26)
Claramente, el segundo estado tiene un mayor número de elementos de matrices de 
Ht no nulos, y por lo tanto una mayor contribución a energía cinética total que el 
primero, mientras que en (1.20) se considera que proporcionan idéntica contribución.
Por otro lado, si se compara el valor de la enegía dado por la aproximación de 
Gutzwiller para banda semillena en el límite de acoplamiento débil {U < i) con el 
correspondiente al de la solución de Hartree-Fock antiferromagnética [109], [144] se 
encuentra
£Ig“'2 lf°l + 4 64|?0|>
ylwr = -|?o| + j - O(e“|r°l/l'), (1.27)
obtebiéndose una mejor estimación para la energía del estado fundamental con la 
aproximación de Gutzwiller.
En la próxima sección se muestra una formulación alternativa para la aproxi­
mación de Gutzwiller. La idea básica es retener la aproximación 1. y descartar la 2.. 
Esto permite, por un lado, esclarecer respecto del efecto de ambas aproximaciones en 
la transición de Brinkman-Rice. Este punto estaba bastante oscuro el la literatura. 
Por otro lado, esta formulación es fácilmente generalizable permitiendo obtener ver­
siones mejoradas de la aproximación de Gutzwiller, incluyendo mejor el efecto de las 
correlaciones espaciales.
1.3 Aproximación de Gutzwiller Extendida.
El “proyector” de Gutzwiller de (1.14) puede escribirse como
(1-28)
con Ap = — log(</). En una. red de longitud L con números fijos N] de partículas con 
espín f y TVj de partículas con espín |, la probabilidad asociada a una configuración 
n) de partículas en el espacio real es P(L, N¡)P(L, y tiene el mismo valor 
para cualquier ¡777, n). La función de onda de Gutzwiller, con la aproximación 1. 




Este planteo permite un descripción unificada para el modelo de Hubbard con U > 0 
y U < 0. Mientras que en el primer caso, se espera Ap > 0, que corresponde a una 
reducción en el número de sitios doblemente ocupados, en el segundo caso se espera 
un aumento de esta cantidad y, por lo tanto, Ap < 0.
Esta construcción es formalmente equivalente a definir el operador densidad de 
la formulación de la mecánica estadística basada en la teoría de la información, p, 
construido a partir del conocimiento de D = ní|ní|)« y de la condición de máxima 
entropía S = —Tr(plogp). Escribiendo p en la base |77i,7z), se obtiene [75], [80] 
(m',7z'|/5|77i,7i) = á(w/>n/)i(„l,n)|a(m,n)l2? con a(m,n) dado en (1.30). Mientras que en la 
mecánica estadística Ap es un multiplicador de Lagrange, cuyo valor se determina 
a partir de calcular D = Tr{p(Y,ini\ni\)}'> en el tratamiento de Gutzwiller es un 
parámetro variacional que se determina a partir de minimizar la energía. Tomando 
como base esta analogía formal, en [26] se utilizaron funciones de ondas variacionales 
similares a (1.29) en otro tipo de problemas cuánticos de muchas partículas. Se adopta 
un punto de vista similar en las técnicas de Monte Cario variacionales [93].
La función de onda de Gutzwiller aproximada de (1.29) contiene sólo el efecto 
de las correlaciones locales. El mecanismo natural para mejorarla es el de incluir 
variacionalmente el efecto de las correlaciones que involucran a más de un sitio. Las 
más importantes son las correlaciones espín- espín y carga-carga. Los valores de 
espec.tación
(1-31)
definen funciones de correlación espín-espín y carga-carga entre sitios separados en 
una distancia ó sobre la red, siendo sf = (n,| — nt|) el doble de la componente z del 
operador de espín en el sitio i, y 77,• = 77,¡ + 77 el operador densidad de carga local. 
La extensión que hemos estudiado, consiste en incluir los operadores de correlación 
de (1.31) en la función de onda (1.29), con parámetros variac.ionales adicionales Afs 
y Estos operadores conmutan con el operador de correlación local y tienen una
representación diagonal en el espacio real. Los nuevos coeficientes para la función de 
Gutzwiller aproximada y extendida resultan
Esta función de onda, tiene una forma similar a la función de onda de Jastrow para 
la representación bosónica del h amil toni ano de Heisenberg [74]. En general, 6 adopta 
valores 1 < ó < L/2. En el caso de sistemas sin orden de largo alcance, como es gen­
eralmente el caso de los sistemas unidimensionales en los que las correlaciones decaen 







6 hasta valores de unos pocos parámetros de red. En particular, es esperable, que 
sea suficiente considerar solamente Ó = 1 para obtener una descripción razonable. 
Los resultados de la próxima sección corroboran esta especulación intuitiva. Los val­
ores de los parámetros vari ación ales se determinan a partir de minimizar la energía, 
resultando el siguiente sistema de ecuaciones
= 22<^n‘ln«l + nunnH) - 2D(H) = 0
i
= ^(ff^+í + ^+íff)-2C6ss(ff) = 0; 6 = 1,...,fct
= ^Hnini^ + nini+(H}-2C¡'N{H) = 0; 6=1,...,*,  (1.33) 
t
donde k denota la máxima distancia 6 incluida en la aproximación. De esta manera, la 
función de onda propuesta depende, en general, de 2k+l parámetros variacionales. En 
este sistema de ecuaciones, los valores medios que involucran al término de interacción 
de H se calculan trivialmente, ya que corresponden a operadores que conmutan con 
todos los operadores de la exponencial en (1.32). Al igual que en la sección anterior, 
el problema consiste en calcular los valores de expectación que involucran al operador 
Ht. En este punto, podría plantearse la posibilidad de realizar la aproximación 2. 
de la sección anterior. En este caso, el mínimo “c.luster” posible para el cálculo de 
Ht, debe contener a un sitio i y a sus vecinos hasta distancias ó de i. El efecto de 
las restantes partículas sería considerado como un “baño” para el “cluster” consider­
ado, promediando sobre todas las configuraciones posibles como en la aproximación 
2. de Gutzwiller. Un procedimiento muy similar fue realizado por Fazekas [39] en 
ID, incluyendo correlaciones locales y entre primeros vecinos. Los resultados que se 
muestran en la próxima sección han sido realizados en cadenas de longitud finita, 
resolviendo numéricamente el sistema (1.33) en forma autoconsistente, sin realizar 
aproxi m ac.i on es adi ci on ales.
El uso de las propiedades de simetría del hamiltoniano de Hubbard permite cal­
cular las propiedades del hamiltoniano con U > 0 y U <0 simultáneamente, con este 
formalismo. La transformación de Shiba (1.13) deja invariante el término cinético 
del hamiltoniano, mientras que transforma U —> —U en el término de interacción. 
El efecto sobre la función de onda vari ación al se obtiene a partir de las leyes de 
transformación de los operadores
52n‘PM — -^7tí|7líl + (¿- N)
i i
-+ 22nini+s + £-(! +
i i
22fw+s -+ 22+ ¿ + (i + *)(^i  - ^), (i-34)
i i
siendo z el número de coordinación de la red. En el caso unidimensional, z = 2. Por 
lo tanto, la función de onda para U < 0 se obtiene de la correspondiente a U > 0, a 
partir de las transformaciones
Ap —> —Af>
Af’-A^, 6=1,...,*
xsN - Afs, 6 = 1,..., (1.35)
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Entre los refinamientos (le la función (le onda de Gutzwiller para el caso de sis­
temas finitos puede citarse el de Stolhoff y Fulde, quienes utilizaron el proyector de 
Gutzwiller P y el proyector extendido con operadores densidad-densidad sobre un 
estado de Hartree-Fock para aproximar el estado fundamental de moléculas [133]. 
También Oles [110] utilizó el proyector de Gutzwiller sobre el estado de Hatree-Fock 
antiferromagnético. En la próxima sección se muestra que la extensión (más sencilla) 
que se acaba de presentar provee buenos resultados no sólo para la energía del estado 
fundamental del modelo de Hubbard, sino también para las funciones de correlación.
1.4 Resultados.
En la sección anterior se mostró el formalismo general para extender la función de 
onda aproximada de Gutzwiller, añadiendo el efecto de las correlaciones relevantes no 
locales. Esta ampliación requiere de la inclusión de nuevos parámetros variacionales 
respecto de los cuales se debe minimizar la energía. Obviamente, desde el punto de 
vista práctico, se busca incluir la menor cantidad posible de parámetros variacionales. 
En esta sección se muestran resultados para el estado fundamental del modelo de 
Hubbard a banda semillena en una cadena de L = 6 sitios con igual número de 
partículas con espines | y | [7]. Siguiendo los lincamientos de la sección anterior, el 
procedimiento llevado a cabo consiste en
• 1. Se propone una función de onda de prueba de la forma (1.29), con los 
coeficientes dados por la forma general (1.32), seleccionando valores nulos para 
los parámetros A que no se desean incluir en la aproximación, y valores iniciales 
para los que se desean incluir.
• 1. Se realiza un proceso iterativo, resolviendo el sistema (1.33) con la función 
de onda propuesta, hasta obtener los valores de los parámetros A para los cuales 
se logra la convergencia.
Se consideraron distintos niveles de aproximación:
• a. Incluyendo el efecto de las correlaciones locales solamente, que corresponde 
a Ap 0 0, y los restantes A = 0. Esta función de onda variacional corresponde 
a la de Gutzwiller aproximada, definida en la sección anterior.
• b. Incluyendo el efecto de las correlaciones locales y las correlaciones carga- 
carga entre primeros vecinos, lo cual corresponde a Ap, 0 0, y los restantes 
A = 0.
• c. Incluyendo el efecto de las correlaciones locales y las correlaciones espín-espín 
entre primeros vecinos, lo cual corresponde a Ap, Af5 0 0, y los restantes A = 0.
• d. Incluyendo el efecto de las correlaciones locales y las correlaciones carga-carga 
y espín-espín entre primeros vecinos, lo cual corresponde a Ap, Af^, Afs 0 0, y 
los restantes A = 0.
• e. Incluyendo correlaciones entre otros vecinos las aproximaciones anteriores.
En todos los casos, se efectuaron comparaciones con los resultados de la aproxi­
mación de Gutzwiller usual y con los resultados exactos, obtenidos mediante la (liago- 
nalización numérica del hamiltoniano. Tanto en la diagonalización como en el cálculo
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Figura 1.2: Energía por unidad de longitud del estado fundamental del modelo de 
Hubbard para banda semillena en una cadena de L = 6 sitios para valores positivos 
de la interacción. La figura insertada muestra el comportamiento global (U > 0 y 
U < 0). La línea de trazo y punto corresponde a la aproximación de Gutzwiller. La 
línea de trazos corresponde al valor exacto. Las curvas (a), (b), (c.) y (d) corresponden 
a las diferentes aproximaciones, descriptas en a., b., c., d. en el texto.
descripto en el item 2., se ha considerado un anillo cerrado, con condiciones de con­
torno periódicas, y se ha utilizado la simetría de traslación en el anillo, lo cual permite 
una reducción efectiva del espacio de Hilbert en un factor ~ \/L. En principio, la 
dimensión del espacio de Hilbert es d = (w()(w(), correspondiente al número total de 
configuraciones de partículas con espín |, veces el número total de configuraciones de 
partículas con espín j. Además, usando la transformación de las distintas funciones 
de correlación frente a la transformación de Shiba, se estudiaron los casos U > 0 y 
U < 0.
En la Fig. 1.2. se muestran los resultados que resultan de los diferentes niveles de 
aproximación, para el caso de la energía en un amplio rango de valores de la interacción 
coulombiana local Í7, junto con el valor exacto. También se muestra el valor que se 
obtiene con la aproximación de Gutzwiller usual, para U > 0. Por construcción, esta 
aproximación reproduce el valor exacto de la energía por unidad de longitud para 
U = 0. A medida que U crece, se va apartando del valor exacto hasta la transición 
a un estado localizado a partir del valor crítico Uc, correspondiente a la transición 
de Brinkman-Rice. En este caso, Uc = 10.67/. Puede observarse que la función 
de onda de Gutzwiller aproximada (a.) no exhibe transición de Brinkman-Rice. Si 
bien cuantitativamente se aparta del valor exacto, tiene el comportamiento cualitativo 
correcto. Una mejor estimación para la energía, se obtiene si se incoparan los efectos 
de las correlaciones carga-carga o espín-espín entre primeros vecinos, correspondiente 
a los ítems b. y c., respectivamnete. Para valores de |Í7| ~ 4í, puede observarse que 
se encuentra aproximadamente el mismo valor para la energía con cualquiera de estas 
dos extensiones, mientras que para |Í7| ~ 4/, la extensión con las correlaciones entre 
espines (b.) provee una mejor estimación para, el caso U > 0 mientras que la extensión
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Figura 1.3: Densidad de sitios doblemente ocupados como función de U. La figura 
insertada muestra el comportamiento global (í/ > Oy U < 0) para banda semillena en 
una cadena de L = 6 sitios. La línea de trazo y punto corresponde a la aproximación 
de Gutzwiller. La línea de trazos corresponde al valor exacto. Las curvas (a), (b), (c) 
y (d) corresponden a las diferentes aproximaciones, descriptas en a., b., c., d. en el 
texto.
con las correlaciones de carga (c.) mejora el valor de la energía para U < 0. La 
extensión correspondiente a d., que incluye ambas correlaciones provee un valor para 
la energía muy cercano al valor exacto en todo el rango de valores de U estudiados. El 
comportamiento de la energía para las distintas aproximaciones es representativo del 
tipo de procesos físicos que dominan las regiones de parámetros estudiadas. Si bien 
las correlaciones que dominan el régimen U > 0 son las correlaciones entre espines, 
(aiín para valores de U arbitrariamente pequeños). Los grados de libertad de carga se 
congelan por la existencia de un “gap”, como se discutió anteriormente, pero el valor 
del “gap” de carga es exponencialmente pequeño en el régimen de acoplamiento débil 
en el Emite termodinámic.o. Por este motivo, no es sorprendente que en el régimen de 
acoplamiento débil no existan diferencias apreciables entre las aproximaciones b. y 
d., mientras que a medida que aumenta U, la estimación c., provea un valor para la 
energía muy cercano al valor correcto. Para el caso de U < 0 puede hacerse un análisis 
análogo para el caso de las correlaciones de carga, recurriendo a la transformación de 
Shiba.
La Fig. 1.3 muéstrala densidad de sitios doblemente ocupados. Para esta magni­
tud la aproximación de Gutzwiller usual predice un comportamiento lineal, anulándose 
a partir de la transición de Brinkman-Rice. Al igual que para el caso de la energía, 
las cuatro aproximaciones a., b., c. y d. proporcionan el comportamiento cualitativo 
correcto y la aproximación d. predice un valor muy cercano al exacto. La extensión 
c., que incluye el efecto de la correlación espín-espín entre primeros vecinos además de 
las correlaciones locales exagera el favorecimiento del orden antiferromagnético para 
valores positivos de la interacción U >> t, prediciendo valores de D inferiores a los 
exactos.
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Figura 1.4: Funciones de correlación espín-espín entre primeros, segundos y terceros 
vecinos para banda semillena en una cadena de L = 6 sitios. La línea de trazo y punto 
corresponde a la aproximación de Gutzwiller. La línea de trazos corresponde al valor 
exacto. Las curvas (a), (b), (c) y (d) corresponden a las diferentes aproximaciones, 
descriptas en a., b., c. y d. respectivamente.
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Figura 1.5: Funciones de correlación carga-carga entre primeros, segundos y terceros 
vecinos para banda semillena en una cadena de L = 6 sitios. La línea de trazos 
corresponde al valor exacto. Las curvas (a), (b), (c) y (d) corresponden alas diferentes 
aproximaciones, descriptas en a., b., c. y d. respectivamente.
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u a b c d
- 0.01 0.899999 0.952068 0.951902 0.995856
- 1.0 0.896400 0.958391 0.941660 0.995432
- 5.01 0.841124 0.947348 0.882148 0.987829
-10.0 0.836939 0.930614 0.860744 0.992648
-18.0 0.847035 0.895141 0.857409 0.996568
0.10 0.899999 0.951902 0.952068 0.995856
2.01 0.885665 0.927583 0.960400 0.993856
6.01 0.835656 0.873507 0.943157 0.988381
9.01 0.835367 0.862206 0.933600 0.991689
15.01 0.844193 0.857941 0.912897 0.995673
Tabla 1.1: Solapamiento de las diferentes funciones de onda variacionales consideradas 
con la función de onda exacta del estado fundamental en un anillo de L = 6 sitios. Las 
columnas (a), (b), (c) y (d) corresponden a las diferentes aproximaciones, descriptas 
en a., b., c. y d. respectivamente.
La mejor aproximación posible para la energía a partir de obtener el menor valor 
posible para la misma, está involucrado en la naturaleza variación al del tratamiento. 
Tampoco es sorprendente obtener buenos resultados parala densidad de sitios doble­
mente ocupados, ya que esta cantidad se trata exacta y además está incluida en el 
liamiltoniano mismo. Un programa más ambicioso que el cálculo aproximado de la 
energía y el número de sitios doblemente ocupados, a partir de tratamientos varia- 
cionales, consiste en lograr una buena aproximación paralas funciones de correlación. 
En la Fig. 1.4 se muestran los resultados de las diferentes aproximaciones para las 
funciones de correlación espín- espín y carga-carga entre primeros, segundos y terceros 
vecinos (en la pequeña cadena considerada para este estudio, la máxima distancia de 
correlación es 6 = 3). Para el caso de las funciones de corel ación espín-espín con 
U > 0, puede observarse que tanto la aproximación local a., como la que incluye el 
efecto de las correlaciones carga-carga entre primeros vecinos b., no proveen mejoras a 
los resultados obtenidos mediante la aproximación de Gutzwiller usual, a pesar de pro­
porcionar estimaciones razonables para la energía y la densidad de sitios doblemente 
ocupados. Tampoco la aproximación c. da una buena estimación para las funciones 
de correlación entre espines para U > 0, ya que exagera el favorecimiento del or­
den antiferromagnético, aunque cualitativamente ofrece una mejor descripción que la 
aproximación b.. Finalmente, al igual que en las otras magnitudes, la aproximación 
d. provee una estimación muy cercana a la correcta. En cuanto a las funciones de 
correlación carga-carga para U < 0, pueden extraerse conclusiones similares, teniendo 
en cuenta la. transformación de Sliiba. Por lo tanto en este caso la aproximación b. 
exagera el favorecimiento de la onda de densidad de espín, mientras que la c. no 
establece mejoras respecto de la a. ni de la aproximación de Gutzwiller usual.
Para estudiar cuán buena resultan las diferentes aproximaciones para el cálculo 
de cualquier otra magnitud física no considerada en el estudio presentado en esta 
sección, se calculó el solapamiento definido como (VVxlV'ap), siendo ¡V’ex) la función de 
onda exacta, que resulta de la diagonalización del hamiltoniano, y |i/’ap) la función de 
onda aproximada. Los resultados se muestran en la tabla 1.1 y puede concluirse que 
la aproximación d. provee una muy buena descripción para el estado fundamental 
exacto para todos los valores de la interacción U.
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Finalmente, resta decir que la inclusión de parámetros variación ales, incorporando 
el efecto de las correlaciones entre vecinos más alejados en cualquiera de las aproxima­
ciones consideradas (ítem e.) no condujo a mejorar los resultados. Probablemente, 
esto se deba al pequeño tamaño de la cadena estudiada y esta posibilidad deba ser 
tenida en cuenta para el caso de d. en cadenas de mayor longitud.
1.5 Resumen y Discusión.
Se propuso un nuevo punto de vista para el planteo de la función de onda de Gutzwiller, 
aproximando solamente los determinantes de Slater. En el caso de sistemas de tamaño 
finito, considerados en este estudio, es posible efectuar el cálculo de la energía sin 
aproximaciones adicionales. Esto implica que se tiene en cuenta el valor de la energía 
cinética total en cada configuración, en vez del valor correspondiente a un “cluster” 
conformado por dos partículas vecinas en el “baño” generado por el promedio de 
las demás. Este procedimiento ha permitido separar los efectos de las dos aproxi­
maciones involucradas en el procedimiento de Gutzwiller usual. Como consecuencia 
de no introducir aproximaciones adicionales en el cálculo de la energía cinética, se 
encuentra que esta función de onda de Gutzwiller aproximada, reproduce cualitativa­
mente el comportamiento de la energía y del número de sitios doblemente ocupados, 
sin la predicción de la transición de Brinkman-Rice. Con este formalismo es fácil re­
alizar extensiones, incluyendo nuevos parámetros vari ación al es, que incluyan el efecto 
de otras correlaciones. Se estudió, en particular, el efecto de las correlaciones espín- 
espín y carga-carga en la función de onda variac.ional propuesta y se analizó cuáles son 
las correlaciones relevantes, en el sentido de aportar un mejor nivel de aproximación 
a distintas cantidades físicas en los diferentes regímenes de parámetros estudiados. 
Se encontró que para el caso de las funciones de correlación, no es fácil lograr una 
buena aproximación y que es necesario introducir tres parámetros variacionales, in­
cluyendo el efecto de las correlaciones locales, así como las de carga y de espín entre 
primeros vecinos. Este último caso parece, representar correctamente a la función de 
onda misma del estado fundamental, como se ha podido verificar a partir del cáculo 
del sol ap amiento con la función de onda exacta.
A pesar de lo ventajoso (en cuanto a la calidad de la aproximación) de no realizar 
aproximaciones adicionales en el cálculo de la energía cinética, desde el punto de vista 
práctico, el tratamiento está restringido a resolver sistemas de tamaño pequeño, ya 
que implica el almacenamiento de toda la base del espacio de Hilbert, cuya dimensión 
es enorme para el modelo de Ilubbard. Por otro lado, para el caso de sistemas finitos, 
el método de Lanczos que se considerará en el próximo capítulo permite obtener el es­
tado fundamental exacto. Aunque desde el punto de vista computacional, este último 
método tiene un mayor requerimiento de memoria (como se expondrá en el próximo 
capítulo deben almacenarse como mínimo tres vectores del tamaño de la base), en 
ID existe la. posibilidad de hacer “escáleos” y utilizar otro tipo de tecnologías que 
se describen en el capítulo siguiente, que permiten extraer conclusiones muy pre­
cisas en el límite termodinámico. El esquema variacional propuesto en este capítulo, 
adecuadamente adaptado, puede ser de utilidad en el caso tridimensional, donde la 
enorme dimensión del espacio de Hilbert, dificulta enormemente la posibilidad de 
realizar “escáleos” con resultados de “clusters” de diferentes tamaños. También el 
tipo de funciones de onda propuestas resultan particularmente adecuadas para una 
formulación en términos de una integral funcional y tratamientos de Monte Garlo 
variacionales.
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l.A Apéndice A. Límite de Acoplamiento Fuerte del 
Modelo de Hubbard.
A continuación se describe la derivación de un hamiltoniano efectivo para el modelo de 
Hubbard en el límite de acoplamiento fuerte a partir una transformación canónica [51]. 
Un procedimiento alternativo es el uso de la teoría de perturbaciones de Brillouin- 
Wigner [43], [4]. El término cinético del hamiltoniano de Hubbard (1.6) admite la 
siguiente descomposición Ht = HtAA + HtBB + HtAB, con
donde los primeros dos términos corresponden a intercambiar una partícula de espín 
a con un hueco situado en un sitio vecino y una partícula de espín a con un par 
local formado por dos partículas con espines opuestos situado en un sitio vecino, re­
spectivamente. Estos dos términos no modifican el número total de sitios doblemente 
ocupados, mientras que el último término corresponde al “hopping” de una partícula 
de espín a cuando un par local tiene un sitio vacío como primer vecino y el proceso 
inverso, modificando el número total de sitios doblemente ocupados. (Una descom­
posición análoga será considerada en el capítulo 3). Si se realiza una transformación 
unitaria de la forma
Z/e/ = ex¡>(íS)Hexp(-.S) = H + ¿[5, - |[S, [5, ff]] + ..., (1.A.2)
eligiendo S tal que cancele HtAB a primer orden, se encuentra que S debe satisfacer 
la condición i[S;HtAA + IItBB + Hu] = —HtAB, donde II u denota el término de 
interacción de (1.6). Equivalentemente, 
(1.A.3)
donde |7?¿) son autoestados de HtAA + UtBB + Hu con autovalores En,Em. Para 
U >> t, En — Em =t U + <9(/), de manera que
•S*  — .. 1 + rr ^2^ ni-<r)CiaCj(rnj-.(r. (1.A.4)
(ij)
Luego, FIef en el límite de U grande está definido sobre el subespacio sin sitios 
doblemente ocupados y resulta
Elef = HtAA + *[•$",  HtAB] = 52 O ~ ni,-a)^aCjOr(l —
1 t2+ J^Si.Sj - -nt-nj) + - J2 (1.A.5)
(ij) <ükl>
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con J = 4í2/U y S, operadores de espín 1/2, Sf = l/2(nt| - n¡j), = c^cíj.
El segundo término de (1.A.5) corresponde a un liamiltoniano de Heisenberg con 
constante de intercambio antiferromagnética J, mientras que el tercero corresponde 
a un término de “liopping” correlacionado, que no contribuye para banda semillena 
(igual número de partículas que de sitios). Para banda semillena tampoco contribuye 
el término cinético de (1.A.5), con lo que resulta el liamiltoniano de Heisenberg como 
modelo efectivo para el Emite de acoplamiento fuerte del modelo de Hubbard a banda 
semillena.
l.B Apéndice B. Solución de Hartree-Fock Antiferro­
magnética para el Modelo de Hubbard.
La aproximación de Hartree Fock antiferromagnética corresponde al siguiente de­
sacoplamiento del témino de interacción
t
Se supone que el orden magnético corresponde a un estado de Neel con una estructura 
de dos subredes como se muestra en (1.9), correspondiendo a una onda de densidad 
de espín con vector de onda k = (íf, 7r, 7r) = ?r, en el caso de una red cúbica en 3D. El 
momento magnético m y la densidad n en el sitio : tienen la forma
(n,¡) - (ntj) = exp(t7r.R¿)7n
(?lt|) + <7l,|) = 71, (l.B.2)
a partir de las cuales de definen las cantidades
UY,(cLck<’')> n = 
k a




siendo L el número de sitios de la red y Aoj = Aoj = Ao y A^j = — A^j = An. 
El hamiltoniano de Hartree-Fock Hhf = Ht + se diagonaliza en el espacio k 
mediante la transformación
7k| + = w+ck|+7,+ ck-Hrp 7k|+ = “7i+ckl + v+ck+7rJ, (1.B.4)
donde
u+ = —------- =------ ==, (1.B.5)
V^ + (<k-^)2
siendo los autovalores
^k = + ^k + €k+?r) t 2\A<k “ ek+7r)2 + (1.B.6)
con 6^ dado en (1.8). Teniendo en cuenta que fk+7r = —
££ = í y/<l + Al. (1.B.7)
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El hamiltoniano de Hartree-Foc.k diagonalizado resulta, entonces,
(1.B.8)
con —tf/2 < k < tt/2, resultando una estructura de dos bandas como se muestra en 
la Fig. 1.1., mientras que el valor de “gap” se obtiene resolviendo la ecuación 
autoconsistente, que en el Emite termodinámico resulta
(1.B.9)
siendo P(c) la densidad de estados con energía c y €p la energía de Fermi.
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Capítulo 2
Teoría de Líquidos de Luttinger 
para Sistemas Fermiónicos 
Unidimensionales
2.1 Introducción
El estudio teórico de los sistemas unidimensionales es interesante por motivos diversos. 
En primera instancia porque un buen número de resultados en esta área han propor­
cionado el marco interpretativo a experimentos en materiales cuasiunidimensionales. 
En particular, los conductores orgánicos, entre los cuales el TTF-TCNQ [77] [48], [21] 
es el más popular, contituyen realizaciones de fenómenos tales como la inestabilidad 
de Peierls [113] y de toda una gama fenómenos cooperativos que comprenden desde 
ondas de densidad de espín hasta superconductividad. En segunda instancia, es bien 
sabido que la mayoría de los escasos resultados exactos de la física de los sistemas al­
tamente correlacionados se restringen a ID. En particular, la técnica del “Ansatz” de 
Bethe [135], permite calcular en forma exacta funciones de onda y energías en algunos 
modelos unidimensionales [89], [135], pero no las funciones de correlación, a pesar de 
que estas últimas contienen gran parte de la información sobre las propiedades físicas 
del sistema. Afortunadamente, para estudiar los sistemas unidimensionales existen, 
además, una serie de técnicas como la de bosonización, el grupo de renormalización y 
la teoría de campos conforme, que tienen un alcance de aplicabilidad más amplio que 
el “Ansatz” de Bethe y que permiten sacar conclusiones respecto del comportamineto 
de las funciones de correlación.
Los métodos numéricos como los de diagonalización exacta en sistemas finitos y 
las técnicas de simulación de Monte Cario constituyen una poderosa herramienta para
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el estudio de modelos de fermiones altamente correlacionados. La dificultad de hallar 
tratamientos aproximados confiables es inherente a éste tipo de sistemas. Los métodos 
numéricos permiten obtener resultados exactos en sistemas finitos y en algunos casos, 
habilitan la extracción de conclusiones sumamente precisas sobre el comportamiento 
del sistema en el límite termodinámico. Por este motivo, han ganado popularidad 
durante los líltimos tiempos, motivada por la necesidad de contrastar la física con­
tenida en los modelos efectivos propuestos para los cupratos superconductores con la 
que realmente acontece en los materiales que estos modelos pretenden describir [141], 
[138]. A pesar de la naturaleza bidimensional de los cupratos superconductores, es 
de esperar que la comprensión de versiones unidimensionales de los modelos que han 
emergido como candidatos a describir las propiedades relevantes de estos materiales, 
proporcione valiosa información sobre el rol de las correlaciones que tienen lugar en 
versiones de mayor dimensión alid ad. El estudio de éstos modelos en ID cuenta con 
la ventaja, respecto de las versiones bidimensionales, de una menor dimensión del 
espacio de Hilbert, lo cual permite la diagonalización de cadenas de diferentes lon­
gitudes con la consecuente posibilidad de realizar “escáleos” y extrapolaciones hacia 
el límite termodinámico. También en el caso de las simulaciones Monte Cario exis­
ten métodos diseñados para ID [68] que tienen la agradable cualidad de no exhibir 
los problemas de signo observados en la mayoría de los casos con los métodos de 
Monte Cario cuánticos en 2D [19]. Pero fundamentalmente, el estudio de los modelos 
unidimensionales cuenta con la ventaja del marco comparativo generado por algunos 
límites exactamente solubles por el Ansatz de Betlie así como el marco interpretativo 
brindado por la estructura conceptual de los líquidos de Luttinger en el estudio de 
las propiedades de baja energía. Esta teoría está fundada en la descripción del gas 
de fermiones interactuantes en ID, en base a la linealización de la relación de dis­
persión del sistema no interactuante en torno a los puntos de Fermi [136], [97]. La 
bosonizac.ión del problema, permite arrivar a límites exactamente solubles [101], [95] 
en los cuales los grados de libertad de carga están dinámicamente desacoplados de los 
de espín. Los resultados del grupo de renormalización permiten delinear un diagrama 
de fases completo [130] y el complemento proporcionado por los resultados de la teoría 
de campos conforme [44] facilita la caraterización de las diferentes fases. La teoría 
de los líquidos de Luttinger, tal como se la entiende actualmente, es el resultado de 
contribuciones dispersas. En sentido estricto, el término liquido de Luttinger, difiere 
de la acepción que le dió Ilaldane [55], que fue quien lo propuso originalmente e in­
cluso de la dada por Schulz [123], quien la generalizó; aunque el concepto preserva 
la escencia de la propuesta original [55]. Los apartamientos de las definiciones dadas 
por estos autores constituyen más bien agregados que fueron introducidos a medida 
que ésta teoría fue utilizada para el estudio numérico de modelos concretos [108], 
[141],[138],[8]. Estos consisten, en primer lugar, en la complementación con los resul­
tados de la teoría de campos conforme, lo cual permite verificar en forma numérica si 
se cumplen las hipótesis básicas que definen el comportamiento de líquido de Luttinger 
en el caso particular del modelo en estudio; y en segundo lugar, en la introducción de 
la caracterización de liquido de Luther-Emery.
La alta correlación origina una rica variedad de fenómenos cooperativos, que dan 
lugar a. transiciones de fase como transiciones metal-ailante y formación de ondas de 
densidad de espín y de carga. Si bien en la mayoría de los casos, el orden de largo 
alcance no puede desarrollarse totalmente en ID [102] debido a que queda inhibido 
por las fluctuaciones cuánticas, un orden incipiente se pone de manifiesto en las diver­
gencias de las funciones de correlación a bajas frecuencias y bajas temperaturas y el 
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verdadero orden de largo alcance puede llegar a realizarse al introducirse acoplamiento 
entre cadenas. Las funciones de correlación de los sistemas unidimensionales tienen un 
decaimiento potencial, con exponentes que dependen de los parámetros de interacción 
del modelo. Estos exponentes determinan varias propiedades físicas: la dependencia 
con temperatura del tiempo de relajación en experimentos de Resonancia Magnética 
Nuclear [21], o el efecto de impurezas [48]. La teoría de los Equidos de Luttinger está 
caracterizada por la relación existente entre estos exponentes y las energías del estado 
fundamental y de los estados excitados de más baja energía [55], [123]. Esto último 
es de fundamental importancia en los estudios numéricos, ya que permite obtener in­
formación áltamente precisa sobre las correlaciones dominantes a bajas energías, sin 
necesidad de un cálculo exph'cito de las funciones de correlación involucradas.
Las secciones 2.2, 2.3 y 2.4 están dedicadas a la revisión de las hipótesis, aproxi­
maciones y conceptos de la teoría del gas de fermiones interactuantes unidimensional. 
El objetivo perseguido es el de remarcar las propiedades fundamentales para la con­
strucción de la estructura conceptual de los Equidos de Luttinger y a lá vez unificar 
la notación usual de la teoría de muchos cuerpos utilizada en los tratamientos tradi­
cionales con la notación de la teoría de campos utilizada en los tratamientos más 
modernos. En la sección 2.5 se expli citan las definiciones de Equidos de Tomonaga- 
Luttingcry de Luther-Emery, a los cuales se ha hecho referencia en párrafos anteriores 
con la denominación genérica de líquidos de Luttinger. En la sección 2.6 se describe 
la técnica de caracterización de un modelo fermiónico unidimensional en el marco de 
ésta teoría tomando como base resultados numéricos y los resultados de la teoría de 
campos conforme. En capítulos posteriores, en los que se estudiará un modelo efectivo 
para los cupratos superconductores, se empleará esta tecnología y se hará referencia 
a resultados de este capítulo.
2.2 g-ología. Modelo de Tomonaga y Modelo de Lut­
tinger.
Uno de los aspectos escenciales que facilitan la obtención de resultados exactos en 
los sistemas unidimensionales es que en ID la “superficie” de Fermi consiste en sólo 
dos puntos. Para estudiar la física que tiene lugar a bajas energías en un sistema 
fermiónico unidimensional arbitrario, la linealización del espectro del sistema libre 
resulta una buena aproximación. Las interacciones del sistema fermiónico son sus­
ceptibles de reformularse en el problema simplificado dando lugar a la denominada 
g-ología. Un gas de fermiones no interactuantes está descripto por el liamiltoniano
Ho = 52 CL (2-1)
k,a
donde en el caso de la aproximación “tight-binding” con “hopping” a primeros vecinos, 
la relación de dispersión correspondiente en ID está dada por
q. — —2t eos k, (2-2)
En general, sólo los electrones con energías cercanas a la energía de Fermi juegan un 
rol importante en las propiedades físicas. La relación de dispersión (2.2) puede ser 
aproximada por rectas en torno a los puntos de Fermi +kp, como se indica en la Fig. 
2.1, resultando
Q- = ^f(IM - ^f)
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Figura 2.1: Relación de dispersión para el sistema “tight-binding” en ID (línea de 
puntos) y su aproximación lineal en torno a los puntos de Fermi (Enea llena).
= I l^k=kF I’ (2‘3)
con kp = 7rp/2, siendo p la densidad de partículas, para el caso de fermiones con 
espín.
En principio, debe esperarse que esta aproximación sea razonable en una región 
finita alrededor de los puntos de Fermi, como se indica en la Fig. 2.1. El uso de 
una relación de dispersión lineal posee muchas ventajas desde el punto de vista del 
cálculo, pero resulta aún más ventajoso considerar una extensión de las ramas como 
la que se indica en la Fig. 2.2., que corresponde a no considerar “cut-off” en el 
ancho de banda. Si los estados alejados de los puntos de Fermi no contribuyen a las 
propiedades físicas (situación correspondiente al estudio de las excitaciones de baja 
energía) puede utilizarse esta relación de dispersión que corresponde a la considerada 
en el modelo de Tomonaga [136]. Es posible efectuar un tratamiento matemático más 
riguroso considerando que las dos ramas de la curva de dispersión se extienden desde 
—oo hasta ¿-oo como se indica en la Fig. 2.2. , y que corresponde a la considerada 
en el modelo de Luttinger [97].
Denotando por «+<,(&) (a+<T(Ar)) a los operadores de creación (destrucción) de 
fermiones con espín a en la rama que contiene a +kp y aj_a(k) (a_a(fc)) a los cor­
respondientes a la rama que contiene a —A’r, la parte libre del hamiltoniano con la 
relación de dispersión linealizada en torno a + kp se escribe [130], [99], [32]:
Ho = E vF(k - kp) a\v(k)a+<,(k) + £ vF(-k - kp) (2.4)
ka k<r
Las sumas sobre k se extienden desde —ko hasta +ko, desde 0 hasta ¿-oo o desde 
— oo hasta 4-00, según se considere un “cut-off” en el ancho de banda, el modelo de 
Tomonaga o el de Luttinger respectivamente. En el caso de considerar un “cut-off”en 
el espectro, se puede pasar al continuo reemplazando ^2k=°- ■k„ l)or 1/(2^) J-i„ dx en 
(2.3) y calculando la transformada inversa de Fourier, puede comprobarse que Hq en
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Figura 2.2: Relación de dispersión en los modelos de Tomonaga (derecha) y de Lut- 
tinger (izquierda) .
el espacio real se escribe
Zf0 = i dx [^(a:) 1, (2.5)J dx
siendo
/ dk exp ikx a+a(& t kp) (2-6)
los transformados inversos de Fourier correspondientes a a+a(k) y a_(7(A:) respectiva­
mente. Nótese que en (2.5) se realizaron traslaciones de los puntos de Fermi k = tkp 
al origen k = 0. Es fácil ver a partir de (2.4) que los campos 4/+fr(x) y ty_a(:r) obe­
decen a las siguientes ecuaciones de movimiento
~dT = -VF ~oT’ (2-7)
que corresponden a fermiones ) moviéndose hacia la derecha (izquierda).
Estas ecuaciones son análogas a las de Dirac. correspondientes a partículas sin masa, 
identificando vp con la velocidad de la luz. Es fácil comprobar, además, que en el 
límite k0 — 00 (modelo de Luttinger) se satisfacen exactamente las relaciones de 
an ti conmutación de los campos fermiónicos
{’»¿(a■•), ’J'zíía:)} = <5(*  - *'), (2-8)
donde o, [i = t.
E11 lo que concierne a los procesos de interacción, estos pueden clasificarse en 
cuatro tipos diferentes, como se indica en la Fig. 2.3. El hamiltoniano de interacción 
correspondiente resulta [130]:
■^ínt = 4*  /71±^a—<rz) ’
klkipfrer'
d- 2kp -f- p)íi—^(A.] 2kp p)
d*  ~j~ (/72||^aa/ d" Í?2±^<t,—<r')
ki k^pcrtr'
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Figura 2.3: Procesos de dispersión de un gas electrónico unidimensional y esquemas de 
los correspondientes procesos de transferencia de partículas en las ramas. Las líneas 
lleqas (de puntos) correpon den a partículas en la rama + ( —). gi denota procesos 
de dispersión hacia atrás, g¿ corresponde a procesos de dispersión hacia adelante, g^ 
denota procesos “Umklapp” y g4 denota procesos de dispersión hacia adelante que 
tienen lugar en la misma rama.
donde G = 27F es un vector de la red recíproca. Los parámetros de acoplamiento 
gi (que en general dependen de k} son los indicados en la Fig. 2.3. En cada caso 
|| corresponde a procesos que involucran partículas con igual espín y ± con espines 
opuestos. El h amil toni ano (2.9) está escrito en la forma más general posible y define 
la denominada g-ología del modelo. Es fácil ver que cuando se trabaja con “cut-off” 
en el ancho de banda, <7i|| y <72|| corresponden al mismo proceso con signos opuestos. 
En este caso tampoco contribuyen los procesos de c/3|| y <74|| dado que cada uno de 
ellos contiene los términos correspondientes a los procesos directos y de intercambio 
que se cancelan exactamente. Estas simplificaciones no son válidas cuando se trabaja 
con “cut-off’ en el momento transferido p, lo cual ocurre en el modelo de Tomonaga.
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En los modelos de Tomonaga y Luttinger se desprecian los procesos con pu. y 
<73, los cuales corresponden a procesos de alto momento transferido. Ambos mode­
los difieren en la extensión de las ramas del término libre y en el tipo de “cut-off”, 
pero están definidos esencialmente por la misma g-ología. Por esto, en lo que sigue 
se empleará el término modelo de Tomonaga-Luttiiiger para esta g-ologia particular, 
al igual que en la mayor parte de la literatura. En principio, éste modelo puede ser 
considerado como un límite mèramente académico, ya que se desprecian procesos de 
interacción que en general son importantes. Sin embargo, resulta de considerable im­
portancia e interés. Por un lado porque se puede resolver exactamente (considerando 
una relación de dispersión tipo Luttinger), siendo su solución completa, es decir, no 
sólo es diagonalizable, sino que también es posible el cálculo explícito de las funciones 
de Green. Por otro lado, como se verá más adelante, los resultados del grupo de 
renormalización indican que existen amplias regiones de parámetros de un modelo 
fermiónico unidimensional arbitrario en las que la descripción de la física de bajas 
energías está dada por un modelo efectivo de Tomonaga-Luttinger. Este modelo pro­
porciona, por lo tanto, la base conceptual parala teoría de Equidos unidimensionales, 
por lo que se dedicará la próxima sección a una revisión de los resultados más rele­
vantes del mismo. Existe, además, otra situación donde es posible obtener la solución 
exacta en caso más general en que incluyen los términos con pu y g^. Esta solución 
exacta fue encontrada por Luther y Emery [95] y es válida para valores particulares 
de <7i_l y </3x que definen la denominada línea de Luther-Emery. Esta es de especial 
interés por los mismos motivos que el caso de Tomonaga-Luttinger. Los resultados 
más importantes se exponen en la sección 2.3.
2.3 Representación Bosónica y Solución Exacta del Mod­
elo de Tomonaga-Luttinger.
Mattis y Lieb (1965) [101] mostraron que el hamiltoniano de Tomonaga-Luttinger 
puede escribirse en términos de operadores de bosones y que es posible su diagonal- 
izac.ión mediante una transformación de Bogoliubov. La representación de H¡nt en 
términos de bosones surge naturalmente observando que los operadores de densidad
P+aW = ^a\a(k + P)a+Ák^ P/Q 
k ~
P+„(p) = #+, = P = o, (2.10)
k
satisfacen las reglas de conmutación: 
[/>+<r(-7>),P+<r'W] = •[/>-<r(7>),P-<r/(—//)] = ¿9^) P^a<r'6p,p' 
Ip+Áp) ,P-<t'(p')] = o, (2.11)
las cuales son exactas sólo en el caso de una relación de dispersión tipo Luttinger. 
En (2.10), sustraer la densidad (infinita) (n+a)o equivale a tomar los operadores de 
fermiones en orden normal [54]. A partir de (2.11) se ve que no hay ningún boson de 
modo q = 0. Es fácil ver que los operadores de densidad de carga y espín
P+W = + P+¡W]
<r+(7>) = ^[P+|(7^ “ P+|W], (2.12) 
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satisfacen reglas de conmutación análogas. En términos de estos últimos
Hint = 7 52(0*11  “ 01II + 021)/>+(7>)Z>-(-p)
L p
+ 7 52(0211 - <71II - <72i)n-+(p)<T_(-7>)
L p
+ 52(0<n+04± )[/>+(?)/>+( - p) + p-(-p)p-(p)]
p
+ 77 52(0411 - 94 ± )k+ (p)a+ (- p) + ct_(-p)ít_(p)]. (2.13)
2L p
La representación del hamiltoniano libre Hq en términos de operadores bosónicos 
se obtiene reemplazando Ho dado en (2.4) por una forma bilineal en operadores 
bosónicos que satisfaga las mismas relaciones de conmutación que satisface Hq con 
p+<r(p) y por lo tanto con Iiint- (Una discusión detallada puede encontrarse en[99], 
[32]). La forma bilineal resulta:
Hq = J2[p+(7^)/>+(-7>) + P-(-7’)P-(7>)]p




Los términos de (2.13) que contienen <74 se incorporan en (2.14) yaque sólo contribuyen 
a renormalizar vp como vpF = up + <741 y vF = vp — (741.
Se definen los campos [123],[48],[124], [43], [31], [143]
donde a es un parámetro introducido para, asegurar convergencia, que luego se hace 
tender a cero [54] y // = p,a. Los campos ^(.t) y np(x) son canónicos conjugados 
y satisfacen reglas de conmutación tipo bosónico [$M(x), II^?/)] = ?'óm>1/ó(.t — y). Los 
operadores Ar+a corresponden al número total de partículas con espín a en las ramas 
+, — respectivamente en términos de los cuales se escriben los operadores número de 
carga y espín y los operadores corrientes de carga y espín:
N„ = + TV.,)],
J„ = ^[(A^-Ar-l)±(tf+|-./V-1)], (2-16)
donde el signo superior corresponde a. 1a. carga y el inferior al espín.
Es fácil ver, después de un poco de álgebra, que el hamiltoniano bosonizado Ho + 
Hint se escribe
H = Ilp + H(r, (2.17)
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con
(2.18)H, = ^- [L dx[ujív(ir II„)2 + ^(¿Wj2],
2 7T Jo h p
donde
«p = IW)2 - 7^-],/2; A’- = ff'”S’ = íiii-S2ii+fl2J-- (2-19)
La transformación de Bogoliubov [101], [130], [32] que diagonaliza el liamiltoniano 
H + Ho + Hint dados en (2.14) y (2.13) es equivalente a absorverlos factores (tt/G)-1/2 
en ^(x) y 114#) mediante la transformación canónica [31]
= y/irK^isíx)
U^„(x)U = -4=n„(a:). (2.20)
V7TÁ p
El hamiltoniano transformado H=HP + Ha corresponde a H„ dado en (2.18) susti- '■w
tuyendo A'u —> 1. Puede verse [32] que HP y Ha corresponden a la representación 
bosónic.a de hamiltonianos de campos de fermiones libres no masivos sin espín de la 
forma (2.5) (eliminando el índice de espín), en los que se practicaron sendas repre­
sentaciones de Mandelstam [58] en los campos fermiónic.os.
En el espacio recíproco resulta [130], [32], [54]
(2-21)
con uv dados en (2.19).
Normalizando convenientemente las densidades z<t(;j), se definen operadores de 
bosones
= a- = P>° (2*22) 
Escribiendo (2.21) en función de estos operadores, se pone de manifiesto que el hamil­
toniano diagonalizado consiste en la suma de dos hamiltonianos de bosones libres 
que describen los grados de libertad de espín y de carga, siendo sus relaciones de 
dispersión lineales:
= UpM (2.23)
El hamiltoniano bosonizado permite calcular todas las cantidades físicas expre­
sadas en términos de operadores densidad v+(p). Sin embargo, este no es el caso 
de las funciones de Creen y de las funciones de correlación. Luther y Peschel [96] 
y Mattis [100] mostraron que es posible usar una identidad operatorial que permite 
calcular los elementos de matriz de los operadores fermiónicos en la representación 
bosónic.a. [32], [130], [99]
(2-24)
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donde el parámetro a se introduce para hacer la suma convergente, las fases [130] 
se introducen para que los campos í/+fT(x) satisfacen las buenas reglas de conmutación 
fermiónicas [130], [32]. La técnica de cálculo de las funciones de Creen y de las 
funciones de correlación a partir de la representación (2.24) se ilustra en el apéndice 
A para el caso de la función de Creen.
(2.25) 
La expresión de su transformada de Fourier es complicada, obteniéndose [130], [96] la 
siguiente distribución de momentos
n(p) = | “ cte\p^kF\2c,<r+2aPsgn(tp - kF), = ^-(v£ “ «*/)• (2.26)
Esta ley de potencias alrededor de los puntos de Fermi con pendiente infinita en 
p =t kF es una de las características de los líquidos unidimensionales. Es importante 
contrastar este comportamiento con el que exhibe un gas de Fermi usual débilmente 
interactuante. Como se demostró en [96], la función de Creen C’(u;,A:) posee un corte 
en vez de la estructura de polos usual de los líquidos de Fermi, mientras que la 
función espectral ImG(w,k) no posee el pico de cu asi partícula característico de estos 
líquidos. La ley (2.26) es una consecuencia del carácter colectivo de las excitaciones 
del modelo, hecho que se pone de manifiesto en la solución explícita (2.22) y (2.23) 
del hamiltoniano (2.21).
Otro aspecto característico de los líquidos unidimensionales es el comportamiento 
de las funciones respuesta a bajas frecuencias. La importancia de estudiar las fun­
ciones respuesta, o susceptibilidades generalizadas, reside en que sus inestabilidades 
son una indicación de la tendencia espontánea hacia algún tipo de ordenamiento que 
puede tener lugar en el sistema. Estas cantidades son las funciones respuesta de 
onda de densidad de carga. (CDW), onda de densidad de espín (SDW), de singletes 
superconductores (SS) y de tripletes superconductores (TS). Son particularmente im­
portantes las susceptibilidades con vector de onda igual a 2kF, ya que describen la 
respuesta del sistema a una perturbación que transfiere un electrón desde un entorno 
de un punto de Fermi al otro, y corresponden a procesos de baja energía. En el caso de 
la respuesta de carga este mecanismo da lugar al efecto Kohn de los Equidos de Fermi 




OcDw(x) = £2 (2.28)
r=+,a
La función respuesta de la onda de densidad de espín con momento 2kF es X$dwx y . 
y corresponde a reemplazar Ocdw en (2.27) por
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Análogamente, las funciones respuesta de singletes y tripletes superconductores 
Xss .V Xts_! o i corresponden a reemplazar Ocdw en (2.27) por
oss(x) =
Ots., = Hl41-!
Orso(^) = ^(H|(a:)4',-l(a:) + í,+|(a:)4'-l(a:))
Ots, = (2.30)
respectivamente. El procedimiento para el cálculo de las funciones respuesta es es- 
cencialmente el mismo que el detallado en el apéndice A para la función de Green, 
resultando [130], [33]
/•-1 -1XaGM) = ~^Zm[F(a: - upt)F*(x  + Upt)]-*-!^# - u<rt)F*(x  + u^)]-^" (2.31)
donde la función F(x,c,/), (c = up,ua) está dada en (2.A.10) y A corresponde a 
CDW, SDW, SS y TS. Las formas asintóticas de las transformadas de Fourier cuando 
y vp(k — 2kp) o vpk son pequeñas y del mismo orden de magnitud son [130], [143]
XcdwÍw ~ vp(k - 2/cf)) ~ Xsdw.(w ~ vp(k - 2kp)) ~
X$dwx(w ~ vp(k - 2kp)) ~ Xsdwv(u ~ vr(k - 2kp)) ~
Xss(w ~ vpk) ~ xts0(w ~ vpk) ~
XTSi(<¿> ~ Vpk) ~ XTS-i^ Vpk) ~
donde uv, Kv son los dados por (2.19). Puede verse en (2.32) el comportamiento segiín 
leyes de potencias que exhiben las funciones respuesta y las posibles divergencias 
para ciertos valores de Kp y A'p (determinados por los valores de los parámetros 
g correspondientes). Estas divergencias deben interpretarse físicamente como una 
tendencia hacia una inestabilidad que sólo puede hacerse efectiva cuando se introduce 
adecuadamente un acoplamiento entre cadenas ya que en ID el orden de largo alcance 
queda inhibido por las fluctuaciones cuánticas cuando las excitaciones de baja energía 
no tienen “gap”.
También el comportamiento asintótic.o de las funciones de correlación en el espacio 
real, exhibe características particulares. Las funciones de c.orrealción se definen como
ó’,\U‘) = (O x(x)O a(0)) , (2.33)
donde O\ corresponde a Ocdw, Osdw, Oss y Ops dados en (2.28) a (2.30). Las fun­
ciones de correlación se obtienen directamente de (2.31) efectuando las modificaciones 
(obvias) que resultan de la no dependencia temporal. En este caso el comportamiento 
de F(.r,cí) dado en (2.A.10) a bajas temperaturas y largas distancias, define el com­
portamiento asintótic.o de 5z\(a:), resultando
ScD\v(x) ~ .$SDH's(®) ~ x-Kp-l\a
SsDWx(x) ~ SsDWy(x) ~ —1\ n— r-F A a




StSí (®) ~ St$_i(x) ~ 2» A p Kcr (2-34)
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donde nuevamente A’p, A\ son los dados por (2.19). El decaimiento algebraico de las 
correlaciones inhibe la posibilidad de orden de largo alcance, ya que la definición de 
alguna longitud característica requeriría una ley de tipo exponencial. También pueden 
ser importantes las correlaciones con vector de onda 4kp. En este caso puede verse 
[130] que el comportamiento a grandes distancias depende sólo de Kp en la forma
Sx ~ x~áKp. (2.35)
Dada la dependencia (2.19) de los exponentes Kv y las leyes (2.34) y (2.35), es posible 
definir regiones de parámetros donde algunas de las funciones de correlación dominen 
(en el sentido de decaer más lentamente a largas distancias) sobre las otras.
2.4 Incorporación de t/n y <73 - La Línea de Luther y 
Emery.
El modelo de Tomonaga-Luttinger posee la agradable particularidad de ser exacta­
mente soluble, sin embargo la factibilidad de su solución exacta es a expensas de 
haber despreciado procesos de interacción que pueden ser importantes. Es esperable 
que el término que acompaña a <71 j_ en (2.9) juegue un rol importante en cualquier 
descripción realista de la física de bajas energías de los sistemas fermiónicos unidimen­
sionales con espín, ya que los procesos de transferencia de fermiones con |A:| ~ kp desde 
una rama a la otra, involucran un costo pequeño de energía. Esto último se argumentó 
para considerar particularmente relevantes las funciones respuesta con l2kp. Por otra 
parte, cuando se estudia al sistema en banda semillena (situación que corresponde a 
kp = 7r/2), los procesos “Umklapp” conectados por <73 también son importantes, ya 
que en este caso 4kp = G. Recordar que el término de <73|| es idénticamente nulo, 
de acuerdo con lo que se discutió en la sección 2.1, de manera que en lo que sigue 
<73 = <731 en (2.9).
Como se ve en (2.9) los términos con <711 y <73 no admiten una representación 
inmediata en términos de los operadores bosónicos <'+(p), de manera que la repre­
sentación bosónic.a debe realizarse describiendo los términos en el espacio real, para 
luego utilizar la representación bosónic.a de los campos ^+^(1). El término de <71 j_ en 
el espacio real resulta
52 / 1711 (a-1, ^2,^3 - ^4)^+<r(-'cl + *3)^1  ,-a(«2 + (2.36)
a ¿
Los modelos que son de interés contienen generalmente interacciones de corto alcance, 
de manera que es razonable considerar una interacción local <7ii¿(.Ti)¿(a>2) ¿(®3~ «4). 
Se procede análogamente con el término de <73. Luego, utilizando la representación 
(2.24) para los campos fermiónicos, el hamiltoniano completo resulta 
(2.37)
donde Iip y Ha están dados por (2.18) con (2.19) mientras que los ^(x) están dados 
por (2.15). Estos dos últimos términos tienen la forma del hamiltoniano de Sine- 
Gordon [27]. Gomo se ve, sigue siendo válida una descomposición en grados de libertad 
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(bosónicos) de espín y de carga. Sin embargo, en este caso los dos últimos términos 
son altamente no lineales. El parámetro a de (2.37) debe ser interpretado en este 
caso como el espaciado de la red A pesar de la complejidad extra introducida por 
los nuevos términos, (2.37) puede resolverse exactamente para valores particulares de 
los parámetros <7n y <73-
En la sección 2.2 se demostró que Ha se diagonaliza mediante la transformación 
canónica (2.20). Si se utiliza esta transformación canónica, el liamiltoniano de espín 
completo resulta:
(2.38)
donde ua y Ka están definidos en (2.19), mientras que <¡)a y na están dados en (2.15). 
Como se mencionó en la sección 2.2, el primer término correponde a la representación 
bosónica de campos fermiónicos sin espín de la siguiente manera 
(2.39)
donde los factores son análogos a los de (2.24), teniendo en cuenta que los campos 
fermiónicos ^+(2:) no tienen espín. El índice 5 se introdujo sólo para indicar que es 
una representación asociada a grados de libertad de espín y no debe confundirse con 
el índice a de (2.24) que fue utilizado para denotar la componente con espín a de los 
campos fermiónicos con espín originales. En (2.38) puede verse que la transformación 
canónica (2.20) afecta de una manera muy simple al término 110 lineal. En particular, 
es fácil ver, comparando la expresión de </><r(z) dada por (2.15) con (2.39), que para 
el caso particular en que
\/87á7 = 2 (2.40)
el término no lineal no es otro que la representación bosónica de
, 2 ;<7i± [ [exp(-2a-F.T)^^(.T)^í(x) + exp(2í'á-ra:)^tt(2:)^5.(.T)], (2.41)
(27ra) Jo
mientras que el primer término, como se dijo en la sección 2.2, corresponde a un 
término libre en los campos fermiónicos, es decir se escribe como
¿ W<T /o dx ~ (2-42)
Luther y Emery [95], formularon el problema en el espacio recíproco y lo resolvieron 
mediante una transformación de Bogoliubov [130]). La transformada de Fourier de
1 Puede verse que espaciado de la red aparece naturalmente en vez de a en los términos asociados 
a procesos de “scattering” hacia adelante (término con £/i _l en (2.37), así como a procesos “Umklapp” 
(términos con <73 en (2.37)), cuando se pasa de un modelo de fermiones discreto a su versión continua. 
Ver por ejemplo [31], [43].
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(2.41) y (2.42) es
donde







<+(fc) = UekF± sgn(k+kF){u2(k+kF)2 + A2}'/2, k~tkF,
- ¿ira
(2-47)
En resumen, fuera de banda semillena (situación en la que los procesos “Umklapp” 
son despreciables en una descripción de bajas energías), el problema es exactamente 
soluble para valores de los parámetros g que satisfacen (2.39). Un aspecto importante 
para remarcar es que, al menos para estos valores particulares de los parámetros, el 
efecto de gy± es el de abrir un “gap” en el espectro de excitaciones, como se ve en
(2.47).  En el caso de banda semillena, cuando se incluyen los términos “Umklapp”, 
puede realizarse un procedimiento idéntico al que se acaba de describir para la parte 
de carga del hamiltoniano (2.37), ya que tiene la misma forma que el de espín. En 
este caso la condición equivalente a (2.39) resulta
(2.48)
mientras que el “gap” en el espectro de las excitaciones de carga está dado por:
(2.49)
la existencia de un “gap” tiene consecuencias importantes en el comportamiento de 
las funciones respuesta y funciones de correlación.
Definiendo las funciones de Creen
Rx(x,t) = -iT Ox(0)), (2.50)
con A = CDW,SDW,SS y TS y O,\ dados en (2.28) a (2.30). Puede verse que en la 
representación bosónica de los operadores Ox(x,t) tas respuestas se escriben [130]
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donde
¿ = (Texp(t<gJexp{^SeXp(-^l-^-)(^(^-W)} 
exp(-¿tg„)exp{-y ^eXP^-^P'\^(p)t>/-(p))})p. (2.52)
Si </3 = 0, la contribución de los grados de libertad de carga a las funciones Rx(x,t), 
+
colectados en Sp(x,t) es idéntica al caso de Tomonaga-Luttinger discutido en la 
sección anterior, es decir:
_+i
Sp(x,t) = [F(x - Upt) F*(x  + upt)]~^~, (2.53)
con F(x — Upt) dado an (2.A.10) Para el caso particular de Luther y Emery la apli­
cación de la transformación canónica en los grados de libertad de espín, en cambio, 
+
conducen a una representación de en términos de fermiones sin espín de la siguiente 
manera:
#(«,/) = 2z«(T{[íV3:(í)4-s_,(3:,í)exp(-2a-F)],/2[*i(0)«í(0)] 1/2})a
^(®,í) = (2xa)2(T{»;(3:,í)4-it(x,í)4-a_(0)4-’.(0)}),. (2.54)
El comportamiento a bajas frecuencias de las funciones respuesta está determiando 
+
por el comportamiento de SF a grandes valores de x y de t. La diferencia más 
importante entre S+ y S~ proviene del hecho de que .9+ corresponde a la propagación 
de un par partícula-agujero en la representación de fermiones sin espín, mientras que 
S~ describe la propagación de un par de partículas. En el limite (z,í) —► oo, cuando 
(A(x,/)/?(0)) ~ (A(.r,Z))(B(0)), .9+(a:,í) se hace constante mientras que S~(x,t) se 
anula, puesto que ([^_(0), ^¿.(O)]1/2) 0 0, mientras que (^(O) ^+(0)) = 0. De esta 
manera el comportamiento a bajas frecuencias de las funciones respuesta de densidad 
de carga y de singletes superconductores está dado por
Rcd\v(w), xcdw(w) ~ Whp~2
Rss(w) ♦ Xss(w) ~ uhp 1-2 (2.55)
Al igual que en el caso del modelo de Tomonaga-Luttinger, las funciones respuesta 
pueden ser divergentes, dependiendo de los valores que tome Kp. El comportamiento 
de las respuestas de densidad de espín y de tripletes superconductores es muy difer­
ente, ya que .$'“(.?:,/) es una función rápidamente oscilante de t que se anula cuando 
(x,t) oo. En la representación de Fourier, tiene, componentes sólo para
|cu|)2Aa, correspondiendo a que la mínima energía para excitar un par de. fermiones 
sin espín es 2A(r. Debido a la existencia de un “gap” en .9”(A:,cu), las divergencias de 
+
Sp(k,w) quedan inhibidas y no hay divergencias en las funciones respuesta Xsdw(u) 
y XTsfa). Para un modelo a banda semillena, donde debe incluirse <73, se puede hacer 
, +
un análisis similar con Sp .
2.5 Diagrama de Fases Completo
Es esperable que un sistema de fermiones en ID en el cual se aproxímala relación de 




Gap Espín Gap Carga Parámetros
Exponentes
(I) I011I < 01c Tom 011 aga- L u 11 i n ge r No No A';, A';
(H)|01±| > 01c Luther-Emery Si No A';
Tabla 2.1: Regímenes de un sistema fermiónico unidimensional fuera de banda semil­
lena.
dos los términos del liamiltoniano (2.9). Sin embargo el problema es exactamente sol­
uble sólo en dos casos particulares: el de Tomonaga-Luttinger discutido en la sección 
2 (<7i± = <73 = 0) y el de Luther-Emery descripto en la sección 3 (03 = 0 y y/SirKa = 2; 
01 j_ = 0 y y/8irKp = 2). La solución para valores arbitrarios de los parámetros de 
acoplamiento requiere de tratamientos aproximados. Existe en la literatura una can­
tidad considerable de contribuciones destinadas a la exploración de las propiedades 
físicas de (2.9) en base a métodos de grupos de renormalización. La idea básica de este 
tipo de tratamientos es que se puede encontrar un conjunto de problemas equivalentes, 
los cuales están descriptos por hamiltonianos que tienen una forma similar al origi­
nal. Los parámetros de acoplamiento de los hamiltonianos equivalentes pueden ser 
diferentes, pero exhiben el mismo comportamiento físico. De esta manera, si dentro 
de los modelos equivalentes se encuentra alguno que sea exactamente soluble, en­
tonces también se habrá encontrado la solución del problema original. Existen varios 
tratamientos dentro del contexto del grupo de renormalización [130], [31], [48], [143]. 
Todos coinciden cualitativamente en los distintos regímenes del modelo, sin embargo, 
existen diferencias en cuanto a los valores de los parámetros que definen las fronteras 
entre los diferentes regímenes. A continuación se provee una descripción resumida de 
estos regímenes, sin entrar en detalle respecto de los valores de los parámetros g\c y 
03C que definen las fronteras.
2.5.1 Fuera de Banda Semillena (¿73 = 0)
Los resultados se resumen en 1a. tabla I.
El diagrama de fases consta de dos regiones:
(I).  Régimen de acoplamiento débil (I01 _l| < 0ic). El modelo se comporta a bajas 
energías como un modelo de Tomonaga-Luttinger con parámetros renormalizados 0*,  
que conducen a valores renormalizados para los parámetros de los exponentes de las 
funciones de correlación 7Í*  y K*.  Notar que la dependencia de las distintas com­
ponentes de las funciones de correlación de espín y de pares de tripletes con estos 
parámetros (ve las expresiones (2.34)) implica que en un modelo invariante frente a 
rotaciones de espín A'*  debe ser = 1. En general, los tratamientos del grupo de renor­
malización [48], [143] proveen también correcciones logarítmicas en el comportamiento 
asintótico de las funciones de correlación. El comportamiento asintótico dado en [48] 
es
Tabla 2.2: Regímenes de un sistema fermiónico unidimensional en banda semillena
Comportamento
Bajas Energías
Gap Espín Gap Carga Parámetros
Exponentes
(I) |<71±l < <71e, 
|<Z3| < 93c Tomonaga-Luttinger No No
(II) |<7ix| > 91c 
l<7s| < 93c Lutlier-Emery Si No a;-
(III) Imi < JU
1ÍZ3I > S.3e Lutlier-Emery No Si k;
(IV) líZnl > Sic 
I<?3| > ff3c Lutlier-Emery Si Si ?
•S'.s'.s' ~ )1+K*p ln 3/2(r/a), (2.56)
T
con A = según corresponda.
(II).  El comportamiento de bajas energias en el régimen de acoplamiento fuerte 
(|<7ijl| > 9ic) se describe por el modelo de Lutlier-Emery con “gap” en el espectro 
de las excitaciones de espín, mientras que el espectro de las excitaciones de carga 
es lineal. Sólo las funciones de correlación de carga y de singletes superconductores 
obedecen leyes de potencias governadas por el valor del parámetro renormalizado A'*.  
Sólo las respuestas de carga o de singletes superconductores pueden ser divergentes en 
este régimen, dependiendo del valor de A’*.  En la transición entre (I) y (II) [143], se 
tiene I\*  — 0, lo cual implica que las componentes .r, y de las funciones de correlación 
de SDW tienden a decaer exponencialmente. La invarianza frente a rotaciones de 
espín requiere, en este caso, que los prefactores Asdw:,Btsq —* 0 simultáneamente.
2.5.2 Banda Semillena (<73 / 0)
Las cuatro regiones posibles se muestran en la tabla II.
(I) . Régimen de acoplamiento débil para los grados de libertad de carga y fuerte 
para los grados de libertad de espín. Puede describirse en términos de un modelo de 
Tomonaga-Luttinger con parámetros renormalizados K*  y A’*,  con A’* = 1, excepto, 
eventualmente en alguna región de transición hacia los regímenes II o IV, en la que 
A\ -*  0, con rlspjv., Bts0 “* 0 simultáneamente.
(II) . Régimen de acoplamiento débil para los grados de libertad de carga y fuerte 
páralos de espín. El comportamiento a bajas energias está descripto por un modelo de 
Lutlier-Emery con “gap” en el espectro de excitaciones de espín. Sólo las respuestas 
de carga y de singletes superconductores pueden ser divergentes en este régimen, 
dependiendo del valor que tome A’*.
(III) . Régimen de acoplamiento débil para los grados de libertad de espín y fuerte 
para, los de carga. El comportamiento a bajas energías está descripto por un modelo de 
Lutlier-Emery con “gap” de carga. Sólo las respuestas de espín pueden ser divergentes.
(IV) .Régimen de acoplamiento fuerte tanto para los grados de libertad de carga 
como los de espín. Hay “gap” de carga y “gap” de espín. En este caso, puede existir 
un orden de carga de largo alcance, aún en ID [143].
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2.6 Líquidos Unidimensionales.
El concepto de líquido de Fermi está basado escenc.iahnente en el comportamiento de 
la función de Green de un gas tridimensional de fermiones débilmente interactuantes
(2-57)
donde es la energía de los fermiones libres, /i la energía de Fermi y E(k,o>) la 
autoenergía. Las excitaciones de baja energía tienen 7ZeS(k,u>) ~ cu, mientras que 
7mE(k,cu) ~ cu2 cuando cu —> 0 [1], de manera que el efecto de la interacción consiste 
en producir un corrimiento de los polos de la función de Green a valores +
#e[E(k,cu)]. Esta renormalización de las energías de las partículas no interactuantes 
da lugar al concepto de cuasipartículas, en términos de las cuales se puede describir 
al sistema de partículas interactuantes original. Como se discutió en la sección 2.2 
(aceptando que la linealización de la relación de dispersión del sistema libre es una 
buena aproximación para una descripción de bajas energías ) el concepto de liquido 
de Fermi se rompe en ID. La función de Green posee en este caso un corte en vez de 
una estructura de polos debido al carácter colectivo de las excitaciones, perdiéndose 
la imagen de las cuasipartículas “vestidas” por efectos de la interacción.
El concepto análogo al de líquido de Fermi para los sistemas unidimensionales es 
de relativamente corta data. Fue propuesto por Haldane [55], [56], [54], originalmente 
para sistemas fermiónicos sin espín. En [55] se lee textualmente: “Las funciones de 
correlación a T = 0 de un modelo de Luttinger de fermiones sin espín están car­
acterizadas por leyes de potencias cuyos exponentes dependen de las constantes de 
acoplamiento del modelo y, dada la estructura del modelo, esto significa que están 
determinadas por un sólo parámetro”. Argumenta que la relación entre el espec­
tro y los exponentes de las funciones de correlación son características de una clase 
de universalidad más amplia, que incluye la mayoría, y probablemente todos, los sis­
temas fermiónicos unidimensionales con un espectro de excitaciones lineales sin “gap”. 
Luego propone el nombre de líquidos de Luttinger para tales sistemas.
Más recientemente (1990) Scliulz generaliza estos argumentos para el caso de 
fermiones con espín 1/2 [123], [124], proponiendo una forma operativa para obtener in­
formación precisa de los exponentes de las funciones de correlación a partir de cálculos 
de energías estrictamente, es decir, sin necesidad de efectuar un cálculo explícito de 
las funciones de correlación. La metodología propuesta por Scliulz fue complemen­
tada con resultados de la teoría de campos conforme por Frahm y Korepin [44], con­
stituyendo una poderosa “tecnología” para el estudio de sistemas unidimensionales 
mediante técnicas numéricas. (Los detalles se proporcionan en la próxima sección). 
En un bu en número de trabajos se lia empleado esta metodología para el estudio 
de distintos modelos de fermiones altamente correlacionados, entre otros [108], [138], 
[141], el que se expondrá en el próximo capítulo [8] y que constituye parte de este 
trabajo de tesis. En estos trabajos surgió la necesidad de introducir adicionalmente 
el término líquido de Luthcr-Evnery. Esta última caracterización se hace en el mismo 
espíritu de la de líquido de Luttinger (o de Tomonaga-Luttinger) en el sentido de rela­
cionar los exponentes de las funciones de correlación con el espectro de bajas energías, 
pero en este último caso se hace referencia a modelos que poseen “gap” en el espectro 
de excitaciones de espín.
Finalmente, resta decir que las ideas de líquidos de Tomonaga-Luttinger y de 
Luther-Emery surgen naturalmente de las observaciones que se enuncian a contin­
uación, las cuales no son otra cosa que un resúmen de resultados expuestos en las 
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secciones anteriores:
• a. La descripción de bajas energías de un sistema fermiónico en ID está definida 
por un li amil toni ano de la forma general (2.9), el cual admite una representación 
bosónica como la expresada en (2.37), con parámetros g dependientes de las con­
stantes de acoplamiento del modelo específico considerado.
• b. Los resultados del grupo de renormalización en el espacio real dados en 
la sección 2.4 indican que para valores cualesquiera de los parámetros <7, las 
propiedades de baja energía se describen ya sea por el modelo de Tomonaga- 
Luttinger o bien por el de Luther-Emery, dependiendo de los valores de g. Con­
siderando el régimen de acoplamiento débil para los procesos “Umklapp”, el 
primer caso corresponde a valores de parámetros de acoplamiento páralos cuales 
no existe “gap” en el espectro de excitaciones de carga ni en el de espín, mien­
tras que el segundo corresponde a la existencia de “gap” en las excitaciones de 
espín, pero no en las de carga..
• c. Tanto en el modelo de Tomonaga-Luttinger como en el de Luther-Emery, el 
comportamiento de las funciones de correlación queda completamente determi­
nado por los valores de sus exponentes, parametrizados por Kp y I(a dados en 
(2.19), (en general, por los valores de Kp y A'*),  para correlaciones con vector 
de onda 2kp y por Kp (o A’*)  para correlaciones con 4kp. En un modelo invari­
ante frente a SU (2) de espín, A'^ = 1 (en general, A'*  = 1). En el régimen de 
acoplamiento débil páralos procesos “Umklapp”, para el caso de Luther-Emery, 
sólo las funciones de correlación de carga y de tripletes superconductores decaen 
con una ley de potencias definida por el valor de Kp.
• d. En las observaciones de b. ye. se omitió el efecto de los procesos “Umklapp”. 
En el régimen de acoplamiento fuerte estos inducen la formación de un “gap” de 
carga y el consecuente desarrollo de una fase aislante, por lo que no se contempla 
esta posibilidad en las definiciones de líquidos de Tomonaga-Luttinger y de 
Luther-Emery, utilizadas para la caracterización de fases metálicas.
En base a estos puntos, se define como liquido de Tomonaga- Luttinger a aquel 
régimen de parámetros de un sistema fermiónico unidimensional con espectros de 
excitaciones de baja energía de carga y de espín lineales y sin “gap”, y como líquido 
de Luther-Emery al régimen con “gap” en el espectro de excitaciones de espín y con 
espectro de excitaciones de baja energía de carga lineal y sin “gap”.
La metodología para definir estas fases, así como para calcular los exponentes de 
las funciones de correlación se expone en la sección siguiente.
2.7 Estudios Numéricos, Resultados de la Teoría de 
Campos Conforme y Comportamiento de las Fun­
ciones de Correlación.
De acuerdo con lo expuesto en las secciones anteriores, dado un modelo de fermiones en 
ID con interacciones de corto rango, es condición necesaria para que sea un líquido de 
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Tomonaga-Luttinger que el espectro de las excitaciones de carga y de espín no exhiban 
“gap”, mientras que es condición necesaria para que sea un líquido de Luther-Emery 
que posea un “gap” en el espectro de las excitaciones de espín, pero no en las de 
carga. El empleo de técnicas numéricas de diagonalizac.ión exacta como la de Lanc- 
zos [112], [28] que se describe en el apéndice B resultan particularmente adecuadas 
para la exploración de las regiones de parámetros en las que el modelo presenta uno 
u otro comportamiento, a partir del cálculo directo de las energías correspondientes. 
Estas técnicas son aplicables en sistemas finitos, por lo que se requiere un tratamiento 
cuidadoso en lo que concierne a las conclusiones que se sacan a partir de ellos. El 
espacio de Hilbert de los modelos estudiados usualmente mediante estas técnicas es 
enorme, típicamente consta de d = (j^XnJ estados para una cadena de longitud L 
con N = N] + partículas, en un modelo sin vínculos en la ocupación. El uso 
de simetrías reduce el número de estados que deben considerarse en el proceso de 
diagonalización; por ejemplo, el uso de la simetría de traslación permite reducir d en 
un factor ~ 1/L. Concretamente, resulta muy difícil, aún en las computadoras más 
potentes que existen en la actualidad y con los programas Lanczos más eficientes, re­
alizar diagonalizac.iones que involucren cadenas de longitudes superiores a los 16 sitios, 
en cuyo caso particular el espacio de Hilbert tiene ~ 107 estados, usando simetrías!. 
Afortunadamente, el cálculo numérico en el estudio de sistemas unidimensionales ha 
devenido en popularidad en los últimos años y existen un gran número de técnicas y 
“trucos” para obtener información altamente precisa del límite termodinámic.o, aún 
en sistemas con un número de sitios tan pequeño como 16 y /o menor aún.
Obviamente, a partir del cálculo directo de las energías del estado fundamental y 
de los estados excitados de más baja energía de carga y de espín en una cadena con 
L < 16 sitios, sería absurdo sacar conclusiones inmediatas respecto a la existencia 
o no existencia de un “gap”, dado que en un sistema finito los niveles de energía 
nunca forman un continuo y por lo tanto siempre hay un “gap”. Sin embargo, pueden 
sí sacarse conclusiones a partir de estudiar la dependencia de estas energías como 
función del tamaño de las cadenas y realizar ajustes numéricos y extrapolaciones 
[41]. El empleo adecuado de diferentes condiciones de contorno también fácilita la 
posibilidad de extrapolaciones. Esto último puede ilustrarse fácilmente en el caso de 
un sistema “tight-binding” no interactuante descripto por 
(2.58)
donde (tj) denota un par de sitios vecinos y = — 2/cos(fc). En la Fig. 2.4 pueden 
observarse las configuraciones de partículas en el espacio k para banda semillena 
en dos cadenas de diferente, longitud con condiciones de contorno periódicas y an­
tiperiódicas. En el caso de cadenas con longitudes de la forma L = 21 + 2, con l 
entero, se ve fácilmente que la configuración de “capa cerrada” que se muestra en 
la Fig. 2.4a corresponde a condiciones de contorno periódicas y provee una subes­
timación del valor de la energía por unidad de longitud en el límite termodinámico.
Por otro lado, en este mismo caso, las condiciones de contorno antiperiódicas que 
corresponden a configuraciones (degeneradas) de “capa abierta” como se muestra en 
la Fig. 2.4b, proporcionan una sobreestimación del valor de la energía energía por 
unidad de longitud en el límite termodinámico. En el caso de cadenas con longitud 
L = 41, con l entero, la situación es a la inversa: la configuración de capa cerrada 
corresponde a las condiciones de contorno antiperiódicas, mientras que la de capa 
abierta a las periódicas. Para una densidad arbitraria N/L de partículas, con N par
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Figura 2.4: Configuraciones para banda semillena en el límite no interactuante, (a) 
Corresponde a condiciones de contorno periódicas y (b) a antiperiódicas en cadenas 
con N = 2/ + 2 partículas, mientras que (c) a condiciones de contorno antiperiódicas 
y (d) a periódicas en cadenas con N = 4/ partículas.
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1/L
Figura 2.5: Energía del estado fundamental por unidad de longitud en el límite no 
interactuante como función de 1/L para varias longitudes L de cadena y diferentes 
condiciones de contorno. La flecha en el eje vertical indica el valor de la densidad 
de energía en el límite termodinámico. Las flechas en el eje horizontal indican dos 
longitudes de cadena particulares L = 10 (derecha) y L = 16 (izquierda).
y TVj = TVj = Ar/2, la configuración de capa cerrada corresponde a condiciones de 
contorno periódicas para N de la forma N = 21 + 2 y antiperiódicas para N = 41, 
con l entero. También en el caso de las Figs. 2.4c y 2.4d, la configuración de capa 
cerrada provee una cota inferior para la energía por unidad de longitud en el límite 
termodinámico, mientras que la de capa abierta, una superior. Es obvio que a medida 
que se auméntala longitud de la cadena, ambas estimaciones tienden a coincidir con 
el valor correspondiente al límite termodinámico, pero de todas maneras se ilustra 
este comportamiento en la Fig. 2.5 a los efectos de hacer notar que para longitudes 
de cadenas del orden típico aceptable para cálculos de diagonalización numérica, el 
promedio de las energías correspondientes a distintas condiciones de contorno, resulta 
una buena estimación del valor de la energía del estado fundamental. Generalmente, 
se observa un comportamiento similar cuando se conecta una interacción, aunque 
pueden presentarse también situaciones patológicas por efectos de alta correlación 
[87] [10],
Los valores de los “gaps” de carga y espín respectivamente para cadenas finitas, 
corresponden a las siguientes diferencias de energía:
AP(L) = EO(A' + 1) + Eo(AT-l) - 2E0(AT), (2.59)
Aa(L) = E0(S= l,L = 0) - Eo(S = 0,L = 0), (2.60)
donde Eq(S = 0,k = 0) es la energía del estado fundamental, la cual en los modelos 
que se estudiarán en próximas secciones (en general hay que verificarlo) corresponden 
al subespacio con espín total S = 0 y perteneciente a la representación irreducible con 
k = 0 del grupo de traslaciones en el anillo; Eo(N 4- l),£o(Ar — 1) y Eo(AQ son las 




partículas respectivamente; mientras que Eq(S = l,fc = 0) es la excitación de espín 
de más baja energía y pertenece al subespacio con espín total 5 = 1. En todos los 
casos, debe verificarse que la selección de números cuánticos en (2.60) sea la correcta. 
Esto se comprueba fácilmente en el límite no interactuante dado por (2.58) pero 
en general debe comprobarse en forma numérica, dada la excasez de teoremas aún 
para el caso del estado fundamental. La metodología a seguir consiste en un estudio 
del comportamiento de Ap(¿) y Aff(L) a medida que L aumenta. Un buen criterio 
de extrapolación (que se complementa con el uso adecuado de distintas condiciones 
de contorno) permite concluir respecto del valor finito o nulo de los “gaps” de las 
excitaciones de carga y de espín, permitiendo reconocer las regiones de parámetros en 
las que el modelo podría ser un líquido de Tomonaga-Luttinger o de Luther-Emery. 
Sin embargo, la no existencia o existencia de “gap”, dependiendo del caso, no es una 
condición suficiente para que lo sea, ya que en el régimen de Tomonaga-Luttinger debe 
verificarse, además, que los espectros de excitaciones de carga y de espín sean lineales 
a baja energía, mientras que en el de Luther-Emery deberá verificarse la linealidad en 
el espectro de las excitaciones de carga de baja energía. La comprobación numérica 
directa de esta hipótesis es prácticamente imposible, pero es factible si se utilizan 
resultados de la teoría de campos conforme [72],[44] [15],[49],[20]. Como se vió en las 
secciones 2.2 y 2.3, las excitaciones sin “gap”, ya sea de carga o de espín admiten 
en los modelos de Tomonaga-Luttinger y de Luther-Emery, una representación en 
términos de campos bosónicos no interactuantes con masa nula, descriptos por una 
densidades lagrangianas de la forma
(2-61)
donde u = p,a se usa para denotar carga y espín y no debe confundirse con el índice 
covariante p = 0,1; las unidades son tales que u„ dados en (2.19 son iguales al)y 
son los campos transformados según (2.20) de (2.15). La teoría definida por (2.61) 
constituye el ejemplo más sencillo de teoría invariante frente al grupo conforme. En 
el apéndice C se muestra que a partir de la ley de transformación del tensor energía- 
impulso de la teoría cuántica frente al grupo conforme, puede obtenerse la siguiente 
relación entre el valor de la energía en el límite termodinámico y el correspondiente a 
una cadena finita de longitud L 
(2.62)
(2.63)
donde la primera ecuación corresponde al caso de Tomonaga-Luttinger, mientras que 
la segunda al de Luther-Emery; fo(oo) es la energía por unidad de longitud del estado 
fundamental en el límite termodinámico, Eo(L) es la energía del estado fundamental 
de un anillo de longitud ¿, up y son las velocidades de las excitaciones de carga y 
espín respectivamente y están definidas en (2.19), mientras que c es la carga central de 
la teoría. Los factores adicionales uu respecto de (2.C.24) aparecen debido al cambio 
de unidades en el tensor energía impulso en (2.C.9) cuando se considera Up / 1. Para 
el caso del campo escalar con masa nula c = 1. La expresión (2.62), válida para 
el caso en que coexistan dos tipos de excitaciones sin “gap”, fue comprobada por 
Fralim y Korepin [44] en el modelo de Hubbard para el cual es posible una solución 
analítica exacta, por medio del “Ansatz” de Bethe [89]. El resultado (2.63), que en otro 
contexto provee una. explicación del efecto Casimir, es muy útil en el estudio numérico 
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de los modelos unidimensionales. Considerando la energía del estado fundamental 
por unidad de longitud en cadenas con distinta longitud como función de (1/L)2, es 
posible verificar si los valores correspondientes pueden ser ajustados por una recta con 
ordenada al origen igual a eo(oo) (este valor puede ser calculado independientemente 
a partir de cálculos con diferentes condiciones de contorno y extrapolaciones, como se 
discutió anteriormente). La pendiente de la recta es proporcional a la carga central. 
El factor de proporcionalidad depende de las velocidades de las excitaciones sin “gap”. 
Estas no son otra cosa que
2En general, el comportamiento de las funciones de correlación depende de los parámetros renor­
malizados I\p y A’ff. La notación sin * es por simplicidad.
E1'
= -j^\k=kF, (2.64)
por lo tanto son susceptibles de ser calculadas mediante diagonalización numérica. 
En los sistemas finitos, se utilizan las versiones discretas de (2.64):
(2.65)
donde Eo(S = Q,k = 2ir/L) (Eq(S = l,Ar = 2tt/L)) es la energía más baja para 
las excitaciones de carga (espín) y pertenece generalmente al subespacio con espín 
total S = 0 (.9 = 1) y a la representación irreducible con k = 27r/Z del grupo de 
traslaciones del anillo. (Como se mencionó anteriormente, debe controlarse que la 
selección de números cuánticos en (2.65) sea la correcta). La extrapolación de las 
velocidades obtenidas según (2.65), obviamente tiene sentido siempre que no existan 
“gaps”. Dados los valores de up, es posible, entonces, calcular el valor de la carga 
central y verificar si el mismo es consistente con una descripción efectiva en términos 
de campos escalares libres con masa nula para las excitaciones sin gap. La obtención 
del valor c = 1 en alguna región de parámetros equivaldría a medir mediante ex­
perimentos numéricos que el modelo unidimensional estudiado se comporta a bajas 
energías como un líquido de Tomonaga-Luttinger o de Lutlier-Emery, dependiendo 
del caso, en esa región de parámetros.
Delimitadas las regiones en las que el modelo es un líquido de Tomonaga-Luttinger 
o de Lutlier-Emery es sabido, de acuerdo con las discusiones de secciones previas, 
que el comportamiento a grandes distancias de las funciones de correlación queda 
determinado por los parámetros Kp y Á'a2 , dados en (2.19). En la sección anterior se 
mencionó la metodología, propuesta en [123] para determinar estos parámetros a partir 
de cálculos de energía. Veamos en que consiste. Es fácil ver a partir del liamiltoniano 
(2.18), con <pp(.r) y np(.?:) dados en (2.15) y N» y dados en (2.16) que el coeficiente 
up/Kp puede relacionarse con derivadas de la energía del estado fundamental respecto 
del número de partículas, obteniéndose 
(2.66)
siendo n = N/L, la densidad de partículas. De esta manera queda definida una 
relación entre el coeficiente up/Kp y la compresibilidad del sistema k, siendo esta 
última una cantidad macroscópica. En los regímenes de Tomonaga-Luttinger o de 
Lutlier-Emery k adopta valores finitos, mientras que « —> oo indica que el sistema
46
Figura 2.6: Configuración de corriente nula (izquierda) y configuración con corriente 
(derecha) en el modelo de Tomonaga-Luttinger. Los círculos negros corresponden a 
estados físicos ocupados.
es inestable respecto de la segregación de fases, que consiste en una separación del 
sistema en una fase rica en partículas y otra rica en huecos.
Por otro lado, considérese el efecto de una redistribución de partículas de la rama 
— a la rama + a partir de un estado con corriente Jp nula como se indica en la Fig. 
2.6. Esta redistribución de partículas tiene asociado los siguientes corrimientos en los
+
puntos de Fermi del sistema sin corriente kp ¿7?:
(2-67)
Dado que el número de partículas en las distintas ramas está dado por Ar+ 
(£/7r)^í,
(2.68)
Resulta fácil comprobar, entonces, que la variación de la energía del estado funda­
mental respecto de 4», dado en (2.67) es proporcional a xlpKp, obteniéndose
(2.69)
donde D es el peso de Drude, que también es una cantidad macroscópica. La relación 
con el peso de Drude es evidente si se considera el efecto de un flujo magnético 
externo sobre las partículas cargadas confinadas en un anillo de longitud L que rodea 
la superficie atravesada por el campo magnético con flujo 4*.  En el apéndice D se 
muestra que el peso de Drude corresponde a la intensidad del pico de frecuencia cero 
de la conductividad óptica,
a(cu) = Dó(cu) + a'(uj). (2.70)
Las relaciones (2.66) y (2.69) permiten tres estimaciones independientes de Kp, 
conociendo los valores de up,k y D. Estos valores pueden obtenerse a partir de 
cálculos de energía mediante métodos de diagonalizac.ión numérica. El cálculo de up 
ya se discutió en párrafos anteriores. El cálculo de la compresibilidad requiere de la 
discretización de la derivada segunda de la energía respecto del número de partículas 
(2-71)
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donde Eo(M) es la energía del estado fundamental del anillo con longitud L y M 
partículas. Los incrementos se efectúan de a dos partículas para poder realizar cálculos 
en cadenas con el mismo valor del espín total. Además, en los regímenes con correla­
ciones superconductoras dominantes, las configuraciones con un número impar de 
partículas tienen un apareamiento frustrado y son, por lo tanto, energéticamente 
desfavorables y poco respresentativas del comportamiento del sistema en el límite 
termodinámico.
Para el cálculo del peso de Drude se utiliza
(2.72)
donde <b/L ~ 0.01, Eq($) es la energía de la cadena con un “campo” $ y Eo es 
la energía del estado fundamental del sistema sin corriente (notar que esto último 
requiere de configuraciones de capa cerrada para el cálculo de la energía).
Para el cálculo de Kff nótese que el hamiltoniano de los grados de libertad de espín, 
Ha en (2.18), tiene la misma forma que Hp. Considerando variaciones de la energía 
del estado fundamental respecto a cambios en el espín total S en vez de respecto de 
la carga se obtiene la ecuación análoga a (2.66), resultando
(2.73)
La ecuación análoga a (2.69) se obtiene induciendo corrientes de espín por medio de 
un “flujo” $ tal que
= tkF^, (2.74)
donde s = +, — 1 para espín f , 1, respectivamente. Resulta
(2-75)
De este modo, también es posible estimar Ka a partir de cálculos de energía por medio 
de métodos de diagonalización numérica.
Concluyendo, a partir de cálculos en cadenas finitas es posible obtener un detalle 
minucioso del comportamiento de un modelo unidimensional en forma autoconsis- 
tente. Primero calculando la existencia, de “gaps” de energía, luego calculando el 
valor de la carga central y constatando el carácter de líquido de Tomonaga-Luttinger 
o de Luther-Emery. Finalmente, calculando los parámetros de los exponentes de las 
funciones de correlación en las regiones de parámetros donde se verifique este compor­
tamiento. Las tres maneras independientes de estimar Kp y Ka ofrecen un control de 
autoconsistenc.ia adicional. El conocimiento de estos parámetros permite determinar 
cuales son las correlaciones dominantes del modelo estudiado, considerando la depen­
dencia explícita con los mismos en los exponentes de las funciones de correlación y 
respuesta como se indica en (2.32), (2.34), (2.35) y (2.56).
2.A Apéndice A. Cálculo de la Función de Green en la 
Representación Bosónica.
La función de Green retardada de una partícula es
<•’?,(*>  0 = -í0(t)([>M.1:,i)X(O,O)]+), (2.A.1)
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donde a = ],]. Definiendo la función de correlación C’t>(z,/) = (’5/+(x,í)^+(0,0)) 
con i = 4-, — y usando la representación bosónica (2.24) para los campos fermiónicos, 
C’t>(®,t) = yí-(exp(¿$t>GM)) exp(-¿$t>(0)). (2.A.2)
¿ira
Los operadores densidad Pi,a(p) se escribem en términos de
"í(7>) = ^(Píd(p)±Pt,l(p))> (2.A.3)
donde + corresponde a //,• = pt- y — a pt- = at-. Escribiendo la transformación de 
Bogoliubov equivalente a (2.20) [130]
exp(iS)v+(p)exp(iS) = i'+(p) cosli(V^(p)) 4- sinli(V^(p)), (2.A.4)
con
tanh(2tf>„(p)) = ^^-expí-rp), (2.A.5)
F
donde están dados en (2.19) y r se introduce por razones de convergencia [32]. 
Resulta entonces
donde s = 4-, — para a = [, ] respectivamente. Luego de un poco de álgebra y haciendo 
uso de
exp(A + B) = exp(A) exp(B) exp(—[A, B]/2), (2.A.7)
con [A, B] que conmuta con A y B, y
(exp(/)) = exp(^), (2.A.8)
(válida para f lineal en operadores de creación y destrucción de bosones), puede 
escribirse [96], [130], [32]
G’J(a:,/) = R.e{[Fp(:r - upt,0)Fa(x - urZ,0)]1/2
7T
[r2Fp(.T - upt,r)Fp(x -upt., r)]a‘>\r2F(r(x - uat,r)F*(x  - uat,r)]aa(2.A.9) 
con a'tz dados en (2.15) y
(2.A.10)
El procedimiento para calcular 6’?(®,t) es análogo. Puede verse [32], [96] que a T = 0
Este mismo resultado fue obtenido perturbad vamen te por Dzyalosliinsky y Larkin 
[30], [130]. La expresión analítica de la función de Green en (cj,A:) es complicada. 
La característica interesante es que posee un corte en vez de la estructura de polos 
de los líquidos de Fermi, mientras que el comportamiento de la función espectral 
ImG(w,kF) para w —+ 0 no presenta pico de cu asi partícula [96].
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2.B Apéndice B. Método de Diagonalización de Lanc- 
zos.
La idea básica del método de Lanczos [112] consiste en construir una base especial en 
la cual el hamiltoniano a diagonalizar tenga una representación tridiagonal. Se parte 
de un estado arbitrario |</>o) del espacio de Hilbert del modelo estudiado. Si se quiere 
obtener el estado fundamental |0o), el estado inicial |0o) debe tener una componente 
no nula sobre |0o). En caso de no contarse con información “a-priori” respecto de 
este líltimo, se elige con componentes al azar sobre todos los estados del espacio 
de Hilbert. Luego, se inicia un proceso iterativo que comienza con la construcción 
de un segundo estado [</>«), ortogonal a mediante la aplicación del hamiltoniano 
sobre |0o), sustrayendo la proyección del nuevo estado sobre el inicial, es decir
|0i) = #|0o) — ao|0o), (2.B.1)
donde «o = (0o|#|0o)/(0o|0o)- El proceso se generaliza para obtener los estados de 
la base tridiagonal, resultando la siguiente expresión para el (n + 1) -ésimo estado:
(2.B.2)
donde an = (0n|#|0n)/(0n|0n) y ¿n = (0n|0n)/(0n-i |0n-i). En la base {|0n),n = 
1,... M} así generada, la matriz del hamiltoniano tiene elementos an en la diagonal y 
bn en las subdiagonales principales superior e inferior. La diagonalización exacta de la 
matriz hamiltoniana equivale a tomar un número M de estados igual a la dimensión 
del espacio de Hilbert del modelo estudiado. Sin embargo, la ventaja del método 
consiste en que se puede obtener una buena información del estado fundamental con 
un número relativamente pequeño (típicamente del orden de 100) de estados [112]. 
El procedimiento que se sigue en la práctica consiste, entonces, en diagonalizar paso 
a paso la matriz tridiagonal, haciendo uso de rutinas especiales para este tipo de 
matrices disponibles en las bibliotecas matemáticas, incluyendo iterativamente más 
estados hasta que el proceso converge. El criterio de convergencia se define a partir de 
estimar el autovalor más bajo con la precisión deseada (típicamente del orden de 10-8 
), definiendo el error como el valor absoluto de la diferencia entre las estimaciones 
de dos iteraciones consecutivas. Desde el punto de vista de la programación, en cada 
iteración el método requiere el almacenamiento de los coeficientes de los tres vectores 
|0n+i), |0n), |0n-1) en la base completa del espacio de Hilbert además de los elementos 
no nulos de la matriz del hamiltoniano, cuyo número aumenta en cada iteración. En 
algunos casos, la demanda de memoria hace imposible la utilización del método.
Un algoritmo alternativo para calcular el autovalor más bajo y el autovector cor­
respondiente es el de Lanczos modificado [28]. Partiendo de un estado inicial nor­
malizado |0o) como en el método de Lanczos tradicional, se aplica el hamiltoniano 
obteniéndose
(2.B.3)
con (0i |0i > = 1 y <0i|0O> = 0 y
(2.B.4)
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La matriz de H en la base {|</>o), es de 2 x 2. El autovalor de más baja energía 




y el autovector correspondiente
(2.B.7)
Los pasos descriptos en las ecuaciones (2.B.3) a (2.B.6) se repiten a partir de
en vez de |</>o), quedando asi definido el proceso iterativo que se repite hasta lograr 
convergencia. Este algoritmo requiere sólo del almacenamiento de los tres vectores 
ü^2|0q^) en cada paso y permite el cálculo directo del estado funda­
mental, pero posee la desventaja de converger más lentamente que el algoritmo de 
Lanczos tradicional.
2.C Apéndice C. Invarianza Conforme en D=1+1. Trans­
formación del Tensor Energía-Impulso.
El grupo conforme global , tanto para D = 2 como para D > 2, está constituido por el 
grupo de Poincaré al que se le unen las dilataciones y las transformaciones conformes 
especiales [49]. En D=2 es usual trabajar con las combinaciones complejas z = x + iy 
y z = x — iy, en vez de las coordenadas reales a:, y. En las nuevas coordenadas
siendo las componentes del tensor métrico en la nueva base
El tensor energía-impulso debe ser simétrico y de traza nula para que la teoría sea 
invariante frente al grupo global [49] y en la nueva base se escribe
En D=2 el grupo conforme local se denota por Q = r®r, donde r,(T) es el grupo 
de las sustituciones analíticas de z, (?). Las transformaciones infinitesimales de T son
siendo este último el desarrollo de Laurent de c(^).
Dada una función de correlación arbitraria de la forma
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donde X¿(fí) son campos locales, si se considera una transformación de coordenadas 
de la forma + *“(£), es válida la siguiente relación [72], [49]
N
k=1
+ y ¿W(ÍXW) = 0, (2.C.6)
la cual es conocida como identidad de Ward. Debido a la localidad de los campos, 
las variaciones de los mismos son combinaciones lineales de un número finito de 
derivadas de c(f) tomadas en el punto ¿ = £¿., siendo los coeficientes ciertos campos 
locales y puede verse de (2.C.6) y del hecho de que la función (TX) sea analítica que 
[15]
^(T„(j,7).¥) = 0; ds{T~(z,z)X) = 0, (2.C.7)
por lo tanto J) = T(z) depende sólo de z y 7y=-(s, J) = T(z) depende sólo de z.
Luego, puede verse que a partir de (2.C.6) puede escribirse la identidad [49]
S<Ak(z,z) = jd^(^)T(f,)Ak(z,z), (2.C.8)
donde C rodea al punto z. Tomando en cuenta la naturaleza tensorial del campo 
T(z) y la condición de localidad, su variación en la teoría cuántica frente a un cambio 
infinitesimal de coordenadas se escribe [15]
6,T(z) = ((z)d;T(z) + -¿d:((z)T(z) + ^cdh(z), (2.C.9)
donde el último término es un término de Schwinger que resulta de la naturaleza 
cuántica de la teoría y c es la carga central [72], [15]. Se satisface una relación 
análoga para T(c).
Introduciendo las cooredenadas reales z = expr + úr; ~z — exp r — ¿cr, con 0 < 
cr < 7r, pueden representarse las funciones de correlación como
(A') = ( 7'[74](a1,Ti)...4Ar(íTAr,T7v)] ), (2.C.10)
donde T denota orden cronológico respecto de t. En el formalismo operatorial [49], 
[15]
ó(4j(<r,r) = [T<,4j(<r,r)]) (2.C.11)
donde
T( = Z dz^z)T(z). (2.C.12)
^log|z| = T
En particular f>(T(z) = [Tf,T(z)], con fi(T(z) dado por 2.C.9. Como consecuencia, 
considerando los desarrollos de Laurent
oo r oo y
= E 7(?) = E (2-c.i3)
n= —oo n= — oo
se ve que
[Lji, L,n] — (íí ni)Ln^.m -}■ ^)^n+m,o» (2.C.14)
satisfaciéndose relaciones análogas para los ¿n, y además [¿n,¿,n] = 0. Los oper­
adores Ln son los generadores del álgebra de Virasoro (2.C.14) [142], mientras que 
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L+p Lo generan 1a. subálgebra 5/(2, C) asociada al grupo global. En particular, L_i y 
T-i generan las traslaciones, mientras que Lo y Lo generan las dilataciones infinites­
imales en c, z. En el sistema de coordenadas a, r, el operador
H = Lo + Lo (2.C.15)
es el generador de cambios en el tiempo y por lo tanto el hamiltoniano. Si |0) es el 
estado fundamental de 77, debe satisfacerse
¿n|0) = 0, n>-l; (0|¿„ = 0, n < 1. (2.C.16)
para que T(z) sea regular en z = 0 (r —► —oo) y z = oo (r —* oo), de manera que 
(o|T(z)|o> = o.
Si se efectúa la transformación conforme
,2i7ru. L .z - exp(-y-); u - — log^, (2.C.17)
que mapea el plano complejo en una banda periódica de ancho L y longitud infinita 
[72], de (2.C.9) resulta
ThmU«) = -(y)2 [Tplano(z)z2 - ^c], (2.C.18)
y dado que (Tpiano(u)) = 0 se encuentra
= ¿(y)2«- (2.C.19)
Este resultado es la base de la comprensión del efecto Casimir.
Notando que la variación de la energía libre obedece una relación análoga a (2.C.6) 
[20]
A 'il.
¿111Z = - / — (2.C.20)
Jp ¿ir
siendo el dominio de integración T> la banda infinita d eanclio L . Puede considerarse 
una dilatación en el ancho de la banda úc1 = «i, óc2 = 0. El único término no nulo 
en (2.C.20) es el de T\\ = T(u) 4- T(ü). Usando el resultado (2.C.19) y definiendo la 
energía libre por unidad de longitud de la banda
F(L) = lim -J-lnZ(£,M), (2.C.21)
donde la distancia M se toma en la dirección longitudinal de la banda. Resulta
¿F(£) = (2.C.22)
de manera que
F(¿) = Lfo(oo) + ¿c (2.C.23)
donde fo(<x>) es la energía libre por unidad de área de la banda, si se considera la 
inversa de la temperatura en la dirección de la longitud de la banda, se obtiene la 
siguiente relación en el límite /3 —► oo
Leoíoo) = £(£) - ¿e, (2.C.24)
donde co(°°) es la energía por unidad de ancho del estado fundamental en la banda 
de ancho oo y E(L) la correspondiente a la banda de ancho finito L.
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2.D Apéndice D. Efecto de un Flujo Magnético. El 
Peso de Drude.
Considérese un sistema fermiónico en una red un di men si on al en forma de anillo en la 
descripción “tight-binding” dada por un hamiltoniano de la forma H = Hq 4- Hint, 
con Ho dado en (2.58). Si se aplica un campo magnético constante atravesando el 
área rodeada por el anillo, el flujo magnético correspondiente es
(2.D.1)
El hamiltoniano perturbado por efectos del campo magnético constante se obtiene 
mediante la sustitución de Peierls [82],
(2.D.2)
donde Ax es la componente del potencial vector a lo largo del anillo. Para un modelo 
con “hopping” a primeros vecinos, |x, — Zj| = a, siendo a la constante de red, de 
manera que
Ho — -i 52 4- exp(-7’0)0^cí<y), (2.D.3)
(O).*
donde (ij) denota un par de sitios primeros vecinos. Es fácil ver, calculando la 
transformada de Fourier, que los factores exp(t¿</>) trasladan los vectores de la red 
recíproca en k —* k 4- </> y pueden ser por lo tanto asimilados por las condiciones 
de contorno. También puede verse a partir de la expansión de (2.D.2), reteniendo 
términos hasta de segundo orden, que el hamiltoniano total puede escribirse
II = Ho + (2.D.4)
donde
A' = -t(a)2 c^cJ(T. (2.D.5)
El operador corriente total J = —cdH/‘dAx tiene una contribución paramagnética y 
otra diamgnétic.a, J = jp 4- con
>p = 52 " ¿¡aCia), jd = (^)2y-A'. (2.D.6)
Luego, usando teoría de perturbaciones usual, el cambio en la energía por efectos de 
la interacción con el campo externo estático es
(2.D.7)
donde |0) es el estado fundamental del Ho + Hint y son autoestados de Ho + Hint.
Por otro lado [29], [121], puede verse que la conductividad óptica en la teoría de 
la respuesta lineal se escribe como




y se satisface la regla de suma [11]
(2.D.10)
Comparando con (2.D.7), se ve fácilmente que el peso de Drude resulta
De esta manera, se establece una relación entre la intensidad del pico de frecuencia cero 
de la conductividad óptica y la derivada segunda de la energía del estado fundamental 
respecto de un campo externo de intesidad pequeña, que modifica la configuración 
inicial de corriente nula del estado fundamental.
Capítulo 3
Modelo de Hubbard Extendido 
con “Hopping” Correlacionado.
3.1 Introducción
A partir del descubrimiento de la superconductividad de alta temperatura crítica [14] 
se ha dedicado un enorme esfuerzo tanto desde el punto de vista teórico como ex­
perimental para estudiar el tipo de materiales en los cuales se observa este fenómeno 
[116]. Sin embargo, a pesar de los avances logrados en la determinación de la es­
tructura electrónica y química de estos compuestos, resulta aún ignoto el mecan­
ismo que origina la superconductividad de alta Te- Los superconductores de alta 
Te más estudiados son los c.upratos, y en particular, aquellos en base a La^CuOi 
(Te = 30/f) y a Y Bc^Cu^Os (Te = 90A'). Estos compuestos son aisladores en 
el estado estequiométrico, mientras que los compuestos “dopados” L(i2-xSrxCuO4 y 
Y Bci2Cu3O7-.fi tienen una fase superconductora. El diagrama de fases se esquematiza 
en la Fig. 3.1. Actualmente existe un amplio consenso en el hecho de que el elemento 
estructural básico, común a todos los cupratos superconductores, es el plano de Cu02-
En el compuesto sin dopar, cada celda unidad contiene un hueco, situado prefer­
entemente en el orbital dx2_y2 del ión cobre en el plano Cu02, el cual está consider­
ablemente hibridizado con los orbitales per de los oxígenos vecinos (Ver Fig. 3.2). En 
este caso, que corresponde al estado normal, los datos de espectroscopia electrónica 
indican que son aisladores de transferencia de carga. Los electrones agregados por 
dopaje “n” ocupan orbitales de carácter predominantemente de cobre, mientras que 
los huecos agregados por dopaje “p” se ubican en estados con grandes amplitudes 
en los oxígenos de los planos [86], [107]. Esta es la evidencia más directa de la alta 
correlación inducida por la fuerte repulsión coulombiana (U = 8 — 10eV) entre dos 
huecos situados en un mismo sitio de cobre. Este aspecto constituye uno de los may­
ores obstáculos en el tratamiento teórico. En particular, las correlaciones fuertes son 
las responsables del poco éxito que han tenido los resultados de cálculos de bandas 
[70], [98], [50] en la obtención del carácter aislante de la fase normal (no “dopada”). 
Dada la complejidad del problema, es deseable plantear un modelo teórico lo más 
simple posible pero sin despreciar ningún ingrediente que pueda ser fundamental en 
el mecanismo de la superconductividad. Para esto es importante notar que la escala 
de energía relevante para este mecanismo es relativamente pequeña (Ver Fig. 3.3). 
Tomando en cuenta las distintas escalas de energía, los ingredientes mínimos en la 
construcción de un modelo para los planos de CuO¿ son la energía de tranferencia de 
carga (A = energía del estado (C’u3rf10,O2p5) — energía del estado (C'u3d9, (?2p6)),
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Figura 3.1: Diagrama de fases de los cupratos superconductores, (a) [Birgeneau y 
Shirane (1989)], (b) [Tranquada (1988)].
Figura 3.2: Representación esquemática de 
oxígenos en los planos de CuO}. Los signos 
onda.
los orbitales relevantes de cobres y 
indican las fases de las funciones de
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Figura 3.3: Representación esquemática de las distintas escalas de energía asociadas 
a diferentes interacciones de los óxidos de cobre.
el “hopping” entre cobres y oxígenos (íp</), las repulsiones coulombianas en los co­
bres (í/¿), en los oxígenos (í/p) y entre cobres y oxígenos vecinos (Í7p¿). El modelo 
así construido es el hamiltoniano de Hubbard extendido de tres bandas y contiene las 
correlaciones locales fuertes a la vez que la fuerte hibridizac.ión entre cobres y oxígenos 
vecinos existentes en los planos. El hamiltoniano se lee [94], [34]




+ Up<l 52 ^icr^Pt+Sfr'Pi+Scr1 • (3*1)
¡Sera1
H está escrito en la representación de huecos en la cual el vacío está dado por las 
configuraciones 3¿10 para el cobre y 2p6 para el oxígeno, crea un hueco en el orbital 
3íZx.2_3/2 de un cobre en el sitio í, pja crea un hueco en los orbitales 2px o 2py de un 
oxígeno situado en el sitio j. ó denota los cuatro vectores tax/‘2,t ay/2, mientras que 
i+6 denota, las posiciones de los cuatro oxígenos vecinos más próximos al cobre situado 
en el sitio i. El “gap” de transferencia de carga desnudo (para tpd = 0) está dado por 
A = €p — td, siendo q y cp los niveles atómicos. En el marco de esta descripción existen 
diferentes vertientes de interpretación del mecanismo de apareamiento responsable de 
la superconductividad de alta Te- Por un lado el superintercambio mediado por 
los oxígenos habilita el antiferromagnetismo entre los cobres, lo cual apoya la idea 
de un mecanismo de apareamiento de origen magnético propuesta originalmente por 
Anderson [5]. Por otro lado, una repulsión coulombiana entre primeros vecinos Upd 
lo suficientemente fuerte da lugar a excitaciones de transferencia de carga, lo cual se 
ha propuesto como un mecanismo alternativo [13], [140].
En relación con la discusión respecto del mecanismo que da lugar a la supercon­
ductividad, existe otra discusión en torno del aspecto más elemental que concierne a 
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la reducción o ampliación del modelo definido por (3.1). La propuesta de Anderson 
([5]) está basada en una descripción efectiva en términos de un modelo de Hubbard 
de una banda en el límite de alta correlación. En este límite, este modelo puede re­
ducirse a su vez en el modelo t — J. Los pioneros en obtener la reducción al modelo 
t — J a partir del modelo de tres bandas fueron Zhang y Rice [148], quienes señalaron 
que como consecuencia de la hibridización, un hueco situado en uno de los cuadrados 
definidos por los oxígenos se liga al hueco del Cu+2 central para formar un singlete. 
Luego, el singlete puede propagarse por la red de los iones C’u+2, dado que el hueco 
de los oxígenos puede formar un nuevo singlete con el Cu+2 de una de las celdas 
vecinas. De esta manera, el singlete adquiere energía cinética en un manera similar a 
la de un hueco en un hamiltoniano efectivo de una banda. Para derivar el hamiltoni- 
ano efectivo de una banda, Zhang y Rice utilizaron una representación de funciones 
ortogonales de Wannier de la forma
<?>,r = -7== Y exp(ík.R,),
VA-’ k
Pk, = ^^kE^’expí-tk.R,-), (3.2)
siendo N,$ el número de cuadrados, mientras que
/f’ = 5 ¿W- (3-3)
/.=1
es la combinación simétrica de estados de cuatro oxígenos que forman el cuadrado en 
torno al i-ésimo ión de cobre y el factor de normalización es
Ac = [1 “ |(cosfcx + cos/v’y)]“1/2. (3.4)
A partir de un tratamiento perturbativo sobre el hamiltoniano (3.1), con Up = Upd = 
0, estos autores derivaron el famoso modelo t — J
H = Y - ’<>.-») + JYS‘SP (3.5)
(ü)
donde puede despreciarse para ij 0 (¿J), con (ij) denotando pares de vecinos 
cercanos, St- son operadores de espín 1/2 de huecos de cobre. El término cinético 
describe el proceso de creación de un hueco en el sitio i del cobre asociado con la 
destrucción de un singlete en ese sitio, mientras que el término de interacción anti- 
ferromagnético conectado por J es un término de superinterc.ambio. La correlación 
antiferromagnétic.a descripta por este término es consistente con las evidencias ex­
perimentales del La¿CuO4 no dopado [139], [131]. Estudios más detallados muestran 
que los singletes de Zhang y Rice son suficientemente estables para parámetros real­
istas [36], [37], [132], [3]. Sin embargo, también se ha argumentado que el espín del 
oxígeno constituye otro grado de. libertad relevante [35], de manera que la reducción a 
una descripción en términos de. una banda es incorrecta. Tal discusión persiste hasta 
el presente [116], aunque diferentes tratamientos más cuidadosos del modelo de tres 
bandas [3] [127], [128] y aún tomando en cuenta los orbitales de los oxígenos apicales 
[40], convergen a una descripción en términos de modelos efectivos de tipo t — J (in­
cluyendo eventualmente términos adicionales). De esta manera., se acumula cada vez 
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más evidencia a favor de una descripción efectiva en términos de un modelo de una 
banda.
El modelo que se estudia en este trabajo de tesis fue derivado en forma indepen­
diente en [126] y [127] a partir del modelo de tres bandas. El hamiltoniano (3.1) se 
escribe en la base de estados de Wannier centrados en los cobres (3.2), despreciando, 
al igual que en el caso de Zhang y Rice, los términos de “hopping” que involucran 
distancias superiores a la de sitios primeros vecinos. Luego se diagonaliza en forma ex­
acta un solo sitio de cobre y se desprecian las proyecciones fuera del subespacio de más 
baja energía. Este subespacio está generado por estados que pueden mapearse a los 
cuatro estados posibles de un sitio en un modelo de una banda (|¿0), |i f), |i j), |i fj)) 
resultando el hamiltoniano efectivo
H 1 nt 1 ~ (c5ac:a 4" cí<tcj<7){^>1>1(1 ~ nt-cr)(l ~ Wj-<r)
i <ij><r
"W.4b[^í—a(l TlJ—<r) 4" 7lt_a)] -|- ifíBlli—a^lj—<7}
4" lljfr lljff { VAA( 1 Hi—<r)(l <7) 4” 4 V^BB^t—<7
(Ü)
4_2Iz4b[( 1 <r 4” <7(1 £7)]}, (3«6)
el cual se reduce al hamiltoniano de Hubbard usual para íaa — íab = ¿bb> con 
Vaa = Vab = Vbb = 0 y al de Hubbard extendido para íaa = íab = íbb, con Vaa = 
Vab = Vbb 0 0. A diferencia de los modelos de Hubbard y de Hubbard extendido, los 
términos de “hopping” y de repulsión coulombiana a primeros vecinos en (3.6), adop­
tan distintos valores, dependiendo de cual sea la ocupación de los sitios involucrados 
en el proceso correspondiente. Los parámetros de (3.6) están relacionados con todos 
los parámetros del modelo original (3.1) [127], [128], [76], [16]. Para valores “realistas” 
[71], [126] A ~ 3cV, U(i ~ 9.6cV, Up ~ 4.5cV, Upd ~ 1.2cV,tpd ~ 1.2eV, ípp ~ 0.6eV, se 
obtiene íaa ~ 0.30eVyÍAB ~ 0.38eV,Zjg/? ~ 0.37eV, U = 2.8eV, Vaa = 0.1 leV, Vab = 
0.16cV, Vbb — 0.17elz. Las diferencias relativas entre los distintos parámetros de 
“hopping” no excede el 20%; lo mismo puede decirse respecto de los parámetros de 
repulsión coulombiana. a primeros vecinos. Por otro lado, despreciando los términos 
de repulsión a primeros vecinos, el valor de la repulsión coulombiana local es lo su­
ficientemente grande como para justificar una posterior reducción del hamiltoniano 
efectivo (3.6) a un hamiltoniano de tipo t — J, siguiendo el procedimiento expuesto en 
el capítulo 1. En general, puede obtenerse una reducción al modelo t — J con términos 
adicionales [3]. En este capítulo se considerará Vaa — Vab — Vbb — 0. El efecto de 
la repulsión coulombiana a primeros vecinos se estudiará en el próximo capítulo.
El modelo descripto por (3.6) tiene una segunda conexión con la superconductivi­
dad de alta temperatura crítica ya que en el caso particular en que Iaa+íbb~^ab — 0 
(3.6) se reduce al hamiltoniano propuesto por Hirsch en su teoría de la superconduc­
tividad de huecos [61], [62]. Esta líltima posee un enfoque diferente a la de Zhang 
y Rice, sugiriendo un mecanismo de apareamiento no magnético, partiendo de una 
descripción centrada en los oxígenos del plano. Los cobres no juegan ningún rol funda­
mental en esta teoría, sustentada escencialmente en el efecto producido por los huecos 
agregados por dopaje en las configuraciones electrónicas de los iones O2~. Este punto 
de vista contiene 1a. ventaja de incluir en sus fundamentos la asimetría observada 
cuando se dopa con electrones o con huecos [59], a la vez que provee una descripción 
unificada para los superconductores que contienen cobre y para el Bay_xKxBiOs. Sin 
embargo también posee el inconveniente de no proveer una descripción para el caso 
del Nd2_xCexCuO4 que superconduce por dopaje con electrones. Con el tiempo, se 
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ha ido acordando que el mecanismo en el caso del Bai_xKxBiO3 tiene una naturaleza 
diferente a la de los cupratos y la teoría de Hirsch ha ido perdiendo popularidad, pero 
vale la pena mencionar algunos aspectos de 1a. derivación del hamiltoniano propuesto 
por Hirsch, ya que la estructura del mismo puede tener interés en la modelación 
de otro tipo de sistemas electrónicos altamente correlacionados como es el caso de 
algunas moléculas [63], [134], [81], [12], [47], y probablemente el de los compuestos 
orgánicos. Dicha derivación puede efectuarse llevando a cabo un tratamiento idéntico 
al realizado por Hubbard en la derivación de su famoso modelo [69], el cual ha sido 
previamente descripto en el capítulo 1 de este trabajo de tesis. La estimación de los 
elementos de matriz del término de interacción realizada por Hubbard para el caso 
de los metales de transición justifican despreciar todos los términos de interacción 
excepto el de repulsión coulombiana local [7, sin embargo para el caso del benceno 
se estima U = 17elz, V = 9cV, Ai = 3.3elz, X = 0.9cV [81], [12], [47] en vez de los 
valores mencionados en el capítulo 1 para el caso de los metales de transición. Hirsch 
despreció la contribución del término de A', pero retuvo los otros tres, resultando el 
siguiente hamiltoniano
H = -t £2 + cji(rcja) + At(ctac,a + ctacJ<T)(7?,t_a + nj_a)
+ u 12 n«i n»i + v 52 (3-7)
‘ (ü)
Los términos de interacción escritos en el segundo renglón describen procesos de re­
pulsión coulombiana en un mismo sitio y entre dos sitios vecinos, mientras que el 
término de Ai, denominado término de interacción carga-enlace, puede interpretarse 
como un término cinético en el cual el parámetro de “hopping” efectivo está determi­
nado por la ocupación de los dos sitios involucrados en este proceso. En la próxima 
sección se dará un análisis detallado de todas las propiedades de simetrías de este 
hamiltoniano así como (3.6), pero por el momento vale la pena hacer notar que el 
término con A/ no es simétrico frente a una transformación partícula - hueco. Esta 
falta de simetría también se pone de manifiesto notando que el signo del término de 
Ai depende de las fases de la función de onda. En el fondo de la banda (k = 0) la 
interacción es repulsiva, mientras que en el techo de la banda (k = 7r) la interacción es 
atractiva (en secciones posteriores se hará un análisis más detallado sobre la inciden­
cia de este aspecto en la superconductividad). Como consecuencia, el término con Ai 
constituye una repulsión para electrones, mientras que una atracción para huecos la 
cual fue propuesta por Hirsch [61] como mecanismo de apareamiento en los cupratos.
Es inmediato mostrar que (3.7) con V = Va a = ^BB = Vab constituye un caso 
particular de (3.6), ya que este último puede escribirse como
H ~~ ~ d- <'taí'J<r){71 d*  Í2(^t—d- <r) d" Í3^t—<7a}
<Ú>r
d- U ^n{]nn d- v £ (3.8)
« <Íj>
donde
71=7.4/1, 7-2 = t-AB - íaa, h = *aa + íbb -'¿íab, (3.9)
haciendo las identificaciones ij —*•  i, i2 —> Ai de (3.7), y eligiendo los parámetros de 
“hopping” de manera que i3 = 0. En la sección 3.3. se analizan las posibles fases 
de (3.6) en su versión unidimensional para Vaa = Vbb = Vab = 0, sobre la base de 
61
estudios numéricos en sistemas finitos [8], empleando la teoría de líquidos de Luttinger 
dada en el capítulo anterior.
El caso particular de t = —A/ en (3.7) fue analizado por Strac.k y Volliardt [134]. 
En [134] encontraron que el estado fundamental en banda semillena (igual número 
de sitios que de partículas) en dos regiones: (a) Para U — (4t 4- V)z > 0, siendo z el 
número de coordinación y L el número de sitios de la red, corresponde a un aislador 
paramagnético con una partícula localizada con espín arbitrario en cada sitio, (b) 
Para U + (4/ — V)z < 0 en redes bipartitas, corresponde a una onda de densidad 
de carga en la que todos los sitios de una subred están ocupados por un par de 
partículas de espines opuestos y todos los de la otra están vacíos. En [2] hemos 
delimitado con mayor precisión estas regiones, extendiendo resultados obtenidos por 
Ovchinikov [111]. (En el próximo capítulo se presentarán los resultados en detalle). 
En la sección 3.4 se analiza el b'mite estudiado por Strack y Volliardt para V = 0 en 
una dimensión y se muestra la solución analítica exacta que hallamos [9] para todo 
el rango de densidades de partículas y de valores del parámetro U. Esta solución 
exacta es igualmente válida para t = 4-Aí y es fácil ver a partir de la traducción 
(3.9) que corresponde a considerar íaa — -ÍbbJab = 0- Es interesante notar que 
en el modelo de Hubbard usual (para el cual los tres parámetros de hopping tinen el 
mismo valor), el parámetro Iab es el que induce las correlaciones antiferromagnéticas. 
En particular, para U grande, el modelo toma una forma similar a la de (3.5), con 
./ = t¿B/U. Este aspecto se analizará con más detalle más adelante, pero vale la 
pena remarcar que el orden antiferromagnético en el modelo de Hubbard usual es el 
responsable de la existencia de un “gap” de carga (y por lo tanto de la naturaleza 
aisladora) a banda semillena para valores de positivos U arbitrariamente pequeños. 
La transición metal-aislante pura (transición de Mott [105]) en el modelo de Hubbard, 
para valores de U > 0 finitos, enmascarada por las correlaciones antiferromagnéticas, 
ha sido motivo de numerosos análisis. En particular, esta transición ha sido informada 
en estudios realizados sobre el modelo de Hubbard en condiciones inhibitorias de este 
tipo de correlaciones, como por ejemplo en el caso de redes no bipartitas [85]. También 
es observada cuando se impone un carácter paramagnético a un estado fundamenta] 
aproximado, como en el caso de la transición de Brinkman-Rice en la aproximación 
de Gutzwiller, mencionada en el capítulo 1 o en el de soluciones paramagnéticas de 
bosones esclavos [84], así como en el límite de número de coordinación infinito [118]. 
El límite exactamente soluble que se estudia en la sección 3.4 corresponde a inhibir 
las correlaciones antiferromagnéticas a partir de anular explícitamente el término de 
Iab- A pesar de que 1a. solución exacta [9] es válida sólo en ID y de que este límite 
exhibe ciertas patologías que se analizarán posteriormente, puede concluirse sobre 
la existencia de una. transición de Mott para D > 1. Esto último se corrobora con 
estudios numéricos realizados sobre sistemas bidimensionales [45] que se muestran en 
la sección 3.4 y con los resultados analíticos que se expondrán en el próximo capítulo. 
Otro punto de interés es el comportamiento del modelo cuando se conecta el término 
de íab, en particular, la evolución del magnetismo hacia el límite Hubbard puro que 
se analizará en el próximo capítulo.
Resumiendo, este capítulo está dedicado al estudio del hamiltoniano (3.6) con 
Va A — Vbb — Vab = 0 o su equivalente (3.8) con V = 0. En la sección 3.2 se detallan 
las propiedades de simetría que hemos tenido en cuenta para el estudio numérico en 
ID [8] que se detalla en la sección 3.3 y en la solución analítica exacta [9] para íab = 0 
que se detalla, en la sección 3.4. En la. sección 3.4 se analiza la transición de Mott 
para, el límite íab = 0- Finalmente, la sección 3.5 contiene un resúmen y discusión 
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del capítulo.
3.2 Propiedades de Simetría del Modelo.
En lo que sigue, se considerará el hamiltoniano escrito en las dos maneras equivalentes 
dadas en (3.6) y (3.8), con las traducciones (3.9), adoptando una u otra según resulte 
conveniente. La notación (3.6) pone énfasis en los distintos pesos que tiene los procesos 
de transferencia de partículas que se esquematizan a continuación:
J J 1
1 0 0 1
1 11 11 1
11 0 1 1
1 1 0 11
(3.10) 
donde se indican las modificaciones en la configuración de dos sitios vecinos debido 
al “hopping”. a =],downarrow indica la ocupación del sitio por una partícula con 
espín a, mientras que o (] |) indica que el sitio está vacío (doblemente ocupado) re­
spectivamente. Como puede apreciarse, el proceso de íaa corresponde a intercambiar 
las posiciones de una partícula y de un hueco situados en sitios vecinos, mientras que 
el de íbb corresponde a hacer lo propio con una partícula y un par local formado 
por partículas de espines opuestos. El proceso de íab, en cambio corresponde a la 
destrucción de un par de partículas con distinto espín ubicadas en sitios vecinos par 
luego crear un hueco y un par local. En todos los casos, también existe el proceso 
inverso al indicado en (3.10), que corresponde al término hermítico conjugado. Esta 
lectura del hamiltoniano es transparente al rol que juegan los diferentes procesos, y 
por lo tanto resulta particularmente útil para el estudio que se hace en las secciones 
3.4 y 3.5.
Por otro lado, la notación utilizada en (3.8) pone de manifiesto que el hamiltoniano 
con “hopping” correlacionado contiene en general términos de un cuerpo (<i), de 
dos cuerpos (t-z) y de tres cuerpos (Z.j). Esta forma del hamiltoniano resulta útil 
para estudiar los efectos del término de (equivalente al A/ de (3.7) ) respecto 
del límite Hubbard y particularmente las propiedades superc.onductoras del modelo 
propuesto por Kirsch. Nótese que un desacoplamiento pedestre de campo medio, que 
corresponde a reemplazar n^njir —* {n¡(r)nj(r 4- {nja}nia en el término de Z3, conduce 
a una renormalización del término de t-¿.
Las propiedades de simetría [8] se analizan a continuación.
3.2.1 Transformaciones Partícula-hueco.
La transformación partícula-hueco definida por
c¡a = CL’ (3.11)
donde ~ denota las cantidades transformadas, intercambia t^A con íbb, a Ia vez que 
cambia el signo de los tres parámetros de “hopping”. El cambio de signo simultáneo 
de todos los parámetros de “hopping”
cí<T= (-l)’cí<r (3.12) 
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es una simetría del modelo en el caso en que esté definido sobre una red bipartita, 
como es el caso de la red unidimensional. La transformación combinada
(3.13)
equivale a realizar las siguientes transformaciones en los parámetros:
ÍAA=ÍBB, tBB=ÍAAi (3-14)
o en la notación de (3.8):
<1= + 2/-2 + ^3, ¿2——^2~ t?, <3—^3, (3.15)
mientras que el término de U permanece invariante a menos de la constante U(L — N}, 
siendo L el número de sitios y N el número de partículas. En (3.15) se pone de 
manifiesto el argumento que inspiró a Hirsch en su teoría: si se considera = 0, 
como resulta de la derivación de (3.7), es evidente que el término de ¿2 > 0 en una 
descripción para los electrones, resulta negativo para los huecos.
También puede verse que si / 0 y <3 / 0 puede definirse la transformación
ct<r— (1 )ct<r, (3.16)
la cual equivale a cambiar las fases | 0 > en un factor -1. El efecto de esta
transformación sobre los parámetros es
tAB= ~ÍAB, (3.17)
dejando invariante los demás, o en la notación de (3.8),
(3.18)
Es fácil ver, a partir de las leyes de transformación de los parámetros dadas por (3.14, 
3.15) y (3.17, 3.18), que el modelo es invariante frente a la transformación (3.11) 
combinada adecuadamente con (3.12) y (3.16) sólo en el caso en que t^A = -ÍBB-> 
con t^B arbitrario. En particular, tanto el límite Hubbard puro íaa — ÍAB = íbb 
(equivalente a t2 = <3 = 0), como en el límite exactamente soluble t^A = +’, —ÍBB 
(equivalente a t2 = —ti,t3 = 2,Oti respectivamente) que se analizará en la sección 
3.4, son simétricos frente a una transformación partícula-hueco.
3.2.2 Simetrías Continuas del Modelo.
Es fácil comprobar que el hamiltoniano es invariante frente a una rotación en el espacio 
de espín así como frente a una transformación de Í7( 1) correspondiente a un cambio 
de fase global de ctír.
En adición a la simetría SU(2) asociada al spin total, existe otra transformación 
del grupo SU(2) de pseudoespín [9], [8], [45], cuya álgebra de Lie está generada por
’/ = E(-1)"'c*i cu’ 7¡+ = (*'  7>z = j Eu - n>)- (3.19)
El parámetro a puede definirse como a = 0 o a = 1. Puede comprobarse que (3.6) 
exhibe esta simetría SU(2) en dos casos:
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• a- ÎAB — O, ^.44 = —ÍBB c°U o = 0.
• b. t¿A — ^BBi ¡AB arbitrario, con a = 1.
Este último caso incluye al modelo de Hubbard, en cuyo caso la simetría SU(2) ha sido 




que deja invariante el término cinético del hamiltoniano a la vez que transforma 
í/ —* —í/, intercambíalos generadores (3.19) con los generadores
= S+= ($’)♦, ■?' = (3-21)
i i
del álgebra del espín total ordinario.
3.2.3 Conservación de
En la representación esquemática dada en (3.10) puede verse que solamente el proceso 
de íab modifica el nlimero de sitios doblemente ocupados
N,¡ = (3-22)
i
Es fácil ver que esta cantidad conmuta con el hamiltoniano cuando t^B = 0, de 
manera sus autovalores son buenos números cuánticos en este caso.
3.3 Estudio Numérico del Modelo en ID.
Los resultados que se exponen en esta sección [8] están basados en cálculos de diag- 
onalización numérica con la técnica de Lanc.zos descripta en el capítulo anterior en 
cadenas con L sitios, con L variando entre 8 y 12. Este estudio está principalmente 
orientado a estudiar las propiedades superconductoras en la versión unidimensional 
del modelo.
Para este fin se han desarrollado diferentes estrategias. El valor de la energía de 
ligadura de un par de partículas (electrones o huecos, según corresponda) definida 
por
Eb = (E(7V + 2)-E(^ + l))-(E(^+l)-E(^)) = jE(^ + 2) + E(^)-2E(^ + 1),
(3.23) 
donde E(M) indica la energía del estado fundamental del sistema de M partículas 
puede tomarse como criterio para localizar las regiones de parámetros favorables a la 
superconductividad, ya que un valor negativo de la misma constituye una indicación 
de que la formación de pares es favorable energéticamente, aunque esto no indica 
necesariamente la existencia de una fase superconductora. Como se mencionó en el 
capitulo anterior, los resultados para la. energía en el sistema finito, tienen general­
mente sentido en la medida en que se utilice algún criterio para extraer información 
del sistema en el límite termodinámico. En este caso, se utilizó la metodología de 
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extrapolación basada en la modificación de las condiciones de contorno que se detalló 
en el capítulo anterior, realizándose verificaciones con el criterio de extrapolación 
utilizada en [41].
Otra forma de estudiar la propensión al apareamiento de partículas es analizar la 
dependencia de la energía del estado fundamental como función de un flujo magnético 
externo Considerando una geometría anular para el sistema de L sitios, un
flujo magnético 4> a través del área confinada por el anillo corresponde a la apli­
cación de un potencial vector constante de magnitud A = (hc/e)$/L a lo largo de 
la circunferencia. El efecto de A se incorpora mediane una transformación de cali­
bre [82] (tomando hc/e = 1), c,na -*  cw<T exp(i7íw$/£), donde Rm = ma denota la 
posición del m-ésimo sitio de la red y se considera el valor a = 1 para la constante 
de red; 4> se mide en unidades de 27r. Como se discutió en el apéndice D del capitulo 
anterior, desde el punto de vista operativo, esta transformación de calibre puede 
asimilarse en las condiciones de contorno del anillo. A partir del comportamiento de 
E(4>) puede obtenerse información respecto de la cuantización del flujo y del eventual 
apareamiento de partículas: En un anillo unidimensional normal, la energía es una 
función periódica par del 4> con un período 4>o = hc/e, de manera que si el flujo 4» se 
mide en unidades del cuanto de flujo 4>o, se tiene E(4>) = E($ + 7¿); n = 0,t l,t 2,.... 
Por lo tanto, en una fase metálica normal, se encuentran fases estables para valores 
particulares del flujo, 4> = 0,t 1¿2,..., que corresponden a los mínimos de £(4*)  y 
que equivalen a la cuantización del flujo en unidades de hc/e [23], [145], [82]. En 
un estado superconductor, se tiene E($) = E(4> 4- n/2), de manera que aparecen 
nuevos estados estables para 4» =t 1 /2,t 3/2,... en adición a los del estado metálico 
normal, correspondiendo a una cuantización del flujo en unidades de 4>o/2 = hc/2c a 
la cual se hace referencia en la literatura con el nombre se cuantización anómala [23], 
[145]. Este último análisis, referido al estado superconductor, es válido para el caso 
de un anillo de ancho mayor que la longitud de penetración A del campo magnético, 
en cuyo interior el efecto Meisner es perfecto [23], [145], o en el caso de un anillo 
unidimensional con correlaciones superconductoras de largo alcance en el límite ter- 
modinámico [147]. Como se discutió en el capítulo anterior, en un sistema metálico 
estrictamente unidimensional sin “gap”, las correlaciones tienen un comportamiento 
algebraico (decaen según leyes de potencias) y el orden de largo alcance resulta in­
hibido por las fluctuaciones cuánticas. En cadenas de pequeña longitud, como las 
que se estudiarán en la próxima sección, puede esperarse que si existen correlaciones 
superconductoras dominantes, éstas decaigan a valores despreciables para distancias 
que superen la longitud de la cadena. En este caso, la modificación de las condiciones 
de contorno por efecto de un flujo magnético externo puede dar lugar a la observación 
de una tendencia hacia la cuantización anómala [147]. Tanto en el estudio de Eq 
como de E(4>), podría llegar a observarse una tendencia hacia el apareamiento en el 
caso de una segregación de fases, que corresponde a una separación del sistema en 
una. fase rica en partículas y otra rica en sitios vacíos. Semejante fase es aisladora 
y se caracteriza por d2E(N)/dN2 < 0, siendo N el número de partículas. Se han 
realizado, por lo tanto, cálculos de compresibilidad para examinar esta inestabilidad.
Finalmente, empleando la metodología descripta en el capítulo anterior, se han 
delimitado las regiones de parámetros donde el modelo exhibe un comportamiento de 
líquido de Tomonaga-Luttinger o de Luther-Emery. Como se mostró detalladamente 
en el capítulo anterior, dentro de estos regímenes, el exponente de las funciones de 
correlación depende del parámetro A'p, y el valor del mismo puede obtenerse a partir 
de cálculos de energía (ver (2.65) a (2.72)). Un valor Kp > 1 es una indicación de que
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EU/t
Figura 3.4: ( 'otas inferiores y superiores para la energía de ligadura Ep como función 
de U para L = 1*2  sitios y N = S partículas. V: íj = l,í2 = A? = 0 (modelo de 
Hubbard). o: í.j = /2 = Ma = 0.
dominan las correlaciones superconduc.toras, mientras que Iip < 1 indica un régimen 
dominado por las correlaciones de carga y/o espín (ver expresiones (2.56)).
3.3.1 Resultados para /3 = 0.
En este caso, el apartamiento respecto del límite Ilubbard puro está dado por el 
término de í2 en (3.8), y el hamiltonia.no tiene la forma del propuesto por Hirsch (3.7). 
El efecto del término de í2 es más transparente cuando se escribe el hamiltonia.no en 
el espacio de Fourier. E11 dimensión D resulta




(k — —2/] 5^ eos kja
i=1
Vkk'q = -y [U + “(a*  + í'k + €k+q + Q-'-g)], (3.25)
donde se muestra explícitamente que la. interacción es atractiva para valores de U infe­
riores a. algún valor crítico Í7C, (a) para valores de íjZ2 > 0 con densidades de partículas 
n = N/L < 1 y (b) para /2 < 0 con n > 1. La descripción de Hirsch para los huecos 
agregados por dopaje en los oxígenos corresponde al caso (a). También puede obser­
varse que (3.24) contiene una contribución de la forma ^áA'cl|ct¿qc-A-'|cA.-'b
que corresponde a una interacción de pares de Cooper y que por lo tanto admite un 
tratamiento similar al de la teoría BCS [61].
En la Fig. 3.4 se muestra el comportamiento de la energía de ligadura definida 
en (3.23) como función de U, correspondiente a. una cadena de L = 12 sitios con
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AE
Figura 3.5: Energía. AE = E(i>) — £(0) en función del flujo magnético 4>/27r, medida 
respecto de la energía del estado fundamental con corriente nula E(0), para un anillo 
de L = 10 sitios y N = S partículas, con Z2 = t2 = 1, t3 = 0 y Í7 = 0 (menor AE) a 
U = 3 (mayor AE).
N = 8 partículas (n = *2/3)  para t¿ = ti y se compara con el límite Hubbard puro 
(t2 = 0). Como se mencionó al comienzo de esta sección, se han realizado estimaciones 
utilizando diferentes condiciones de contorno para poder extraer conclusiones respecto 
del valor de E& lo menos distorsionadas posible por efectos del tamaño finito del 
sistema estudiado. De acuerdo con lo discutido en el capítulo anterior, deben tomarse 
condiciones de contorno correspondientes a configuraciones de capa cerrada en las 
cadenas con un número par de partículas para obtener una cota inferior del valor 
de la energía en el límite termodinámico, y de capa cerrada para obtener una cota 
superior. En el caso de las cadenas con un mímero impar de partículas, no es obvio que 
criterio adoptar, de manera que se lian realizado cálculos con condiciones de contorno 
periódicas y antiperiódicas y se ha elegido en cada caso la que posee una energía 
menor. En la figura se muestran las cotas inferiores y superiores correspondientes 
a Eb en cada caso y puede observarse que mientras que en el modelo de Hubbard 
el valor medio entre ambas cotas es aproximadamente nulo, en el caso del modelo 
estudiado existe un región de valores de U para los cuales el valor medio de E& es 
negativo.
En forma consistente con este resultado, también se observa para í2 = ti y n < 1 
que el comportamiento de la energía como función de un flujo magnético externo 
presenta una estructura que sugiere una tendencia hacia la cuantización anómala del 
flujo. En la Fig. 3.5 se muestran resultados para el caso de un anillo de L = 10 
sitios con N = 8 partículas. No se han encontrado indicaciones de separación de fases 
en esta región de parámetros. En la Fig. 3.6 puede observarse que la energía como 
función del número de partículas es siempre cóncava hacia arriba, y por lo tanto la 
compresibilidad es siempre finita y positiva (ver (2.66) y (2.71) ).
En las Figs. 3.7 a 3.9 se muestran los resultados del cálculo de Kp como función 
de U también para el caso ti = t-¿ = 1, con n = 0.4,0.5,0.6, respectivamente usando 
las expresiones (2.65) a. (2.72) dadas en el capítulo anterior. Como se discutió en
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NFigura 3.6: Energía en función del número de partículas N para L = 12 sitios,con 
ti = t-2 = 1,Z3 = 0 y U = 0 (menor E) a U = 9 (mayor E).
ese capitulo, es posible efectuar tres estimaciones independientes del parámetro Kp, 
posibilitando un análisis de consistencia con una descripción en términos de un líquido 
de Tomonaga-Luttinger o de Lutlier-Emery. En cada caso, se indica en la figura las 
ecuaciones utilizadas para, el cálculo y puede verse que son coincidentes dentro de 
un 10% de error (considerado aceptable). En el caso de n = 1/2, que se muestra 
en la Fig. 3.8, los resultados sugieren que las correlaciones superconductor son 
dominantes (Kp >1) para valores de U < Uc, con Uc ~ 8/-2. Los resultados indican 
que esta región se expande para límites más diluidos (Fig. 3.7), mientras que se 
estrecha para n -+ 1 (Fig. 3.9), obteniéndose un comportamiento cualitativo similar 
al encontrado en tratamientos en el límite de acoplamiento débil ([73]):
(3.26)
También se realizaron cálculos para en caso L = 10, = 0.8, ti = 1 y í2 = 0-5,
encontrando Uc ~ 1.6 = 3.2í2.
Para definir si el sistema es un líquido de Tomonaga-Luttinger o de Lutlier-Emery 
se realizaron cálculos del “gap” de espín definido en (2.60) y de la carga central c 
definida en (2.63), con las velocidades de carga up y de espín ua dadas en (2.65) y el 
valor de la de energía en el límite termodinàmico calculado a partir de extrapolaciones 
con la técnica de [41] y a partir de promediar sobre valores de energía en cadenas 
con condiciones de contorno periódicas y antiperiódicas, obteniéndose un muy buen 
acuerdo entre ambas estimaciones. En el caso de n = 1/2 los resultados que se 
muestran en la Fig. 3.10 sugieren la existencia de un gap de espín dentro de la 
fase de Kp > 1. También el cálculo de la carga central conduce a c < 1 para estos 
valores cuando se realiza un ajuste sobre la base de excitaciones de carga y espín con 
“gap” nulo. Esta fase corresponde, por lo tanto a un líquido de Lutlier-Emery con 
correlaciones dominantes de singletes superconductores.
El caso de banda semillena (n = 1) es particularmente interesante. Los resultados 
de la Fig. 3.11 muestran el comportamiento del “gap” de espín para varios valores de
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Figura 3.7: Distintas estimaciones del parámetro Kp para una cadena de L = 10 sitios 
y una densidad de partículas n = 0.4 para = í2 = IJ3 = 0. o: Ecs. (2.66), (2.69),
(2.71) y (2.72). □: Ecs. (2.66), (2.71) y (2.65). V: Ecs. (2.69), (2.72) y (2.65).
Figura 3.<8: Distintas estimaciones del parámetro Kp para una cadena de L = 12 
sitios y una densidad de partículas n = 0.5 para = t2 = 1, <3 = 0. Los detalles son 
idénticos a los de la Fig. anterior.
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Figura 3.9: Distintas estimaciones del parámetro Kp para una cadena de L = 10 sitios 
y una densidad de partículas n = 0.6 para íj = Z2 = l,/3 = 0. o: Ecs. (2.66), (2.69),
(2.71) y (2.72). □: Ecs. (2.66), (2.71) y (2.65). V: Ecs. (2.69), (2.72) y (2.65).
1/N
Figura 3.10: "Gap” de espín, como función de la inversa de longitud 1/L para = 




Figura 3.11: “Gap” de espín, como función de la inversa de longitud 1/L para fj = 
= 1,7.3 = 0 y densidad n = 1, y U = 0 (mayor valor de A) a U = 5 (menor valor 
de A).
U. Las extrapolaciones basadas en la técnica ([41]) conducen a un valor A<0.2. Los 
cálculos de la carga central que se muestran en la Fig. 3.12 indican un apartamiento 
del valor c = 1 considerablemente superior al error numérico (~ 10% del promedio 
entre diferentes estimaciones) para valores de U>t-2, cuando se realiza un ajuste sobre 
la base de una descripción efectiva en términos de un modelo de Tomonaga-Luttinger 
(excitaciones de carga y espín sin gap). Comparando este resultado con el correspon­
diente a n = 1/2, puede esperarse una disminución del valor del “gap” de espín a 
medida que n 1. En el caso de banda semillena., los procesos “Umklapp” inducen 
la formación de un “gap” de carga, de acuerdo con lo discutido en el capítulo ante­
rior. En el caso de este modelo, el “gap” de carga para n = 1 se genera debido a 
las correlaciones antiferromagnéticas (con J ~ 7^fí/í7), en forma análoga al modelo 
de Hubbard. La existencia de un régimen metálico (c = 1) para valores de U finitos 
a banda semillena constituye un aspecto novedoso, ya que no se predice a partir de 
tratamientos en el límite de acoplamiento débil [73] (ver (3.26)). También la inter­
acción efectiva, de pares V^iq se anula para n = 1, sin embargo las correcciones de 
segundo orden son negativas [99].
» Los c.áculos de Kp que se muestran en la Fig. 3.13 indican que la fase metálica 
es dominada por correlaciones superconductoras. También puede observarse en esta 
figura que las diferentes estimaciones de Kp difieren numéricamente en cantidades 
importantes a partir de valores de U ~ 7-2, en forma consistente con las conclusiones 
basadas en el comportamiento de c. El mismo comportamiento se observa en la Fig. 
3.14, considerando un valor de 7-2 = 27] para magnificar el efecto. Una transición 
metal-aislante con estas características, es decir, con la fase metálica dominada por 
correlaciones superconductoras, no había sido informada previamente en la literatura 
[S],
De acuerdo con el análisis expuesto en el comienzo de esta sección, para valores 
negativos de 72 no se esperan indicios de superconductividad para n < 1. Esto es
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Figura 3.12: Carga central como función de U para cadenas de diferentes longitudes 
£, con Zj = = 1,/.} = 0 y densidad de partículas n = 1. □: L = 10. V: L = 8. o:
¿ = 6.
Figura 3.13: Distintas estimaciones del parámetro Kp para una cadena de L = 10 
sitios y una. densidad de partículas n = 1 para tA = t2 = 1,Z3 = 0. o: Ecs. (2.66), 
(2.69), (2.71) y (2.72). □: Ecs. (2.66), (2.71) y (2.65). V: Ecs. (2.69), (2.72) y (2.65).
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UFigura 3.14: Distintas estimaciones del parámetro Kp para una cadena de L = 10 
sitios y una densidad de partículas n = 1 para = 2/j,Í3 = 0. o: Ecs. (2.66), (2.69),
(2.71) y (2.72). □: Ecs. (2.66), (2.71) y (2.65). V: Ecs. (2.69), (2.72) y (2.65).
confirmado por los resultados numéricos de la Fig. 3.15. Los parámetros usados 
ti = 3,= —l,7i < 1, equivalen (usando 1a. transformación partícula-hueco dada en 
(3.18)) a/] = 1-2 = 1,7?. > 1.
3.3.2 El Efecto de /.3.
En 1a. Fig. 3.16 se muéstrala dependencia de Kp con U para valores de <3 >> ¿2- Como 
sugiere el desacoplamiento pedestre de campo medio mencionado al comienzo de esta 
sección, el efecto de aumentar Í3 en una cantidad ó es aproximadamente equivalente 
al de aumentar ¿2 en un /ó, con f ~ n/2. El mismo efecto se observa para valores 
de parámetros | íab |>| íaa IJ íbb |, que coresponde a pequeños valores de tp¿ en 
el modelo de tres bandas [127]. Esta situación se analizó tomando valores exagerados 
de los parámetros Z44 = tgg = 1,íab = 3 (<1 = IJ2 = 2,Z3 = -4). Los resultados 
se muestran en la Fig. 3.17, donde se ve que no hay evidencia de correlaciones 
superconduc.toras fuertes. Un comportamiento similar, que se muestra en la Fig. 3.18, 
se observa para una. relación de los parámetros similar al caso “realista” [126] [127]. En 
este caso también se exageró la diferencia <45—<44, tomando ¿44 = 1,<bb = íab = 2, 
sin encontrar indicios a favor de una fase superconduc.tora.
3.4 Límite Exactamente Soluble.
En esta sección se considerará el límite íab — \t-AAI — |<bb| = 0 y se describirá la 
solución exacta [9]. La. posibilidad de obtener esta solución en ID en el caso de una 
cadena con condiciones de contorno abiertas está enormemente facilitada por la rica 
estructura de simetría que posee este límite (ver Sección 3.2).
Es conveniente emplear la. representación de bosones esclavos, que corresponde a 
representar los cuatro estados posibles de un sitio i: |0),c^jO),ctjctjO), por c||0),
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uFigura. 3.15: Valor promedio entre las diferentes estimaciones del parámetro Kp para 
/i = 3,Í2 = ~ Mb = 0 y distintas densidades de partículas n. o: n = 0.8. V: n — 0.4.
U
Figura 3.16: Distintas estimaciones del parámetro Kp para una cadena de L = 10 
sitios y una densidad de partículas n = 0.8 para f] = l,Z-¿ = 0.2,= 2.8. o: Ecs. 
(2.66), (2.69), (2.71) y (2.72). □: Ecs. (2.66), (2.71) y (2.65). V: Ecs. (2.69), (2.72) 
y (2.65)
Figura 3.17: Distintas estimaciones del parámetro Kp para una cadena de L = 10 
sitios y una densidad de partículas n = 0.8 para íj = l,í¿ = 2,t3 = —4. o: Ecs. 
(2.66), (2.69), (2.71) y (2.72). □: Ecs. (2.66), (2.71) y (2.65). V: Ecs. (2.69), (2.72) 
y (2.65).
U
Figura 3.18: Parámetro de los exponentes de las funciones de correlación Kp para 
una cadena de L = 10 sitios y una densidad de partículas n = 0.8 para Z] = l,í2 = 
l,/.3 = —1- Los detalles son idénticos a los de la Fig. anterior.
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/ÍJomM para los cuales se adopta la representación pictórica: o, •respec­
tivamente. o y • son bosones que representan el sitio vacío y doblemente ocupado 
respectivamente, y serán denominados holán y doblón respectivamente, mientras que 
f y 1 denotan la ocupación del sitio por una sola partícula con spin a =|, J y debe 
satisfacerse la siguiente condición de vínculo:
e?et + d¿d¿ + 52/2r/»'g = (3.27)
a
En esta representación, el hamiltoniano (3.6) se escribe
# = F 52 d"idi ~ ÍAA 52 /ja/faetej + t.SB 52
i (Íj)ff (Íj)ff
- iab 52í¿-i (c«íZj + eJ¿«) + /kc-l- (3-28)
(ü)
Además de la conservación de N(¡ = Y^id]dii (Iue se verifica para íab = 0, también 
se verifica la conservación de Ne = ctc» -7 /t> fia, como consecuencia
de la condición de vínculo (3.27) y de la conservación del número total de partículas 
Ar = Nj + 2Ar(/. Eligiendo arbi tari amente el signo de íaa, el término cinético del 
hamiltoniano adopta la. forma
= -< E+ (-iHrfy) + h.c], (3.29)
(ú>
donde t = p^l = |/bb|, y a = 0,1 para íaa = —tBB,+tBB, respectivamente. En 
una cadena con condiciones de contorno abiertas, también el orden de los bosones y 
de los fermiones se conserva en forma separada: Ht permuta un fermión con un bosón 
ubicados en sitios vecinos, pero no permuta dos fermiones o dos bosones entre sí. Para 
un dado número de fermiones Nj = Ar¡ + y de bosones Ar¿ = Nc + = L — Nj,
siendo L el número de sitios de la cadena, es posible enumerar los sitios, los fermiones y 
los bosones en una secuencia similar (de izquierda a derecha, por ejemplo) con índices 
j y m respectivamente. Entonces, un estado cualquiera con un número definido de 
partículas puede escribirse como
Ar6 Nj
711=1 j=l
Las “ amplitudes” pueden escribirse como
B(m) = i + F(j) = | + .5’f(i), (3.31)
donde son los valores de la componente z de pseudoespín del bosón m
y de espín del fermión j, con las definiciones (3.21) y (3.19), respectivamente. De 
esta manera, = 1 si el ?n.-ésimo bosón es o y B(m) = 0 si es •, mientras que
F(j) = 1,0 si el j-ésimo fermión es 1, |, respectivamente. Por ejemplo, el estado 
IV;/) = o 1| o. |1| .... tiene B(l) = B(2) = 1,B(3) = B(4) = 0, F(l) = F(3) = 
F(4) = 1,F(2) = F(5) = 0, y debido a las propiedades de simetría, lo mismo puede 
decirse respecto de cualquier otro estado |V>/'), tal que (V’/'1-^/1^/) / 0.
En la cadena con condiciones de contorno abiertas, además de las simetrías SU(2) 
globales definidas en (3.19) y (3.21), el modelo tiene 2L simetrías SU(2), constituidas 
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por las versiones locales de (3.19) y (3.11). Es fácil ver que el h aiuil toni ano conmuta 
con los generadores del álgebra local:
[Zfí,(-l)ftc!(?n)dt(?n)]|'0/) = = 0, (3.32)
con a = 0,1 para t^A = íbb- De esta manera, es posible efectuar la diagonal- 
ización de IIt en el subespacio que corresponde a la representación de mayor peso de 
las dos álgebras SU(2) globales. Para un número de fermiones fijo Nj este subespacio 
está conformado por estados |V’/) con todos los B(m) = F(j) = 1; concretamente, este 
subespac.io está constituido por todos los estados con un número Nj de fermiones j 
y ningún bosón •. El problema de Nj fermiones con igual espín es equivalente al 
problema de Nj fermiones sin espín y es fácilmente soluble. Los autoestados en la 
representación original tienen la forma
IV’?) = IÍcmI°)’ c*i  = (¿^r¡')1/2I2sill(Á;¿k’|. (3-33)
j=l i
donde k = mir/(L +1), con m entero, son los puntos del espacio recíproco corre­
spondientes a una cadena con condiciones de contorno abiertas. Cada uno de estos 
autoestados tiene una degeneración 2L que resulta de la aplicación de los operadores 
y sobre |V’?>, resultando
Itf’e) = + t1 “ F(Í«)lct-icJ|}
í=i
+ (1 - ”/t){B(mt) 4- [1 - B(7??.,)]ct|ct1})|^?), (3.34)
donde nji = 77,(2 - 77,), 77,- = = £/=i nJi y mi = 1 -Jí- Estos estados son
también autoestados del hamiltonia.no completo II = IIt + Hy. El efecto de II u es el 
de adicionar U al valor de la energía., a la vez que remover parte de la degeneración, 
reduciéndola a 2jV/(jy').
Dada. una. densidad de partículas 77, la energía del estado fundamental de H se 
obtiene minimizando la energía con respecto a la densidad de sitios doblemente ocu­
pados d = Nd/L y considerando en (3.33) los Nj valores de k más bajos, con el 
vínculo nL = 2dL + Nj. En el Emite termodinámica se distinguen tres regímenes, 
dependiendo de los valores de U/t y de la densidad de partículas n. En la Fig. 3.18 
se muestran estos regímenes y se esquematiza el tipo de configuraciones de partículas 
en cada caso:
• a. U > 4/., 77 = 1. Corresponde a la línea de puntos de la figura. El minierò de 
sitios doblemente ocupados es nulo, y por lo tanto el sistema con una partícula 
por sitio es un aislador de Mott con un “gap” U — 4L El estado fundamental 
tiene una degeneración 2L y {IIt) = {Hu) — 0-
b. U > 4t,n 1. Corresponde a la región I de la figura. Para n < 1, el estado 
fundamental tiene también {Hu) = 0, pero la energía cinética es no nula en este 
caso. La física es la. misma que la de Ln fermiones sin espín. La energía por 
unidad de longitud vale
(3.35)
El caso 77 > 1 se obtiene a partir de éste recurriendo a la simetría partícula- 
hueco, que conduce a d = n — l,c{n) = U(n — 1) + c(2 — 77).
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Figura 3.19: Esquema de los diferentes regímenes del estado fundamental.--------:
Régimen de aislador de Mott.
• c. U < —41. Corresponde a la región III de la figura. El estado fundamental 
tiene todas la partículas formando pares. Estos pares son estáticos (Ht) = 0. y 
la energía vale
c(n) = í±. (3.36)
• d. —4/ < U < 4t. Corresponde a la Región II de la figura. En este caso, 
existen dos densidades críticas y 112, con 7¿j = (1/tt) arcc.os(—U/4t) y 112 = 
2 — 7?.], que definen las fronteras con la región I. El estado fundamental dentro 
de éste régimen, exhibe una competencia entre los dos términos Ht y Hy del 
hamiltoniano. La densidad de sitios doblemente ocupados y la densidad de 
energía están dados por
d = c(„) = ±(16? _ (3.37)
2 27r
En los regímenes II y III el sistema está en el borde de la separación de fases 
(observar que d2e/dn2 = 0 en estos regímenes), así como en el borde de la supercon­
ductividad. Esto último se debe a la propiedad del orden de largo alcance no diagonal 
[147], que en este caso es una consecuencia de la simetría SU(2) de pseudoespín. La 
existencia de un orden de largo alcance no diagonal significa que la función de cor­
relación de pares (c[.jcl|c/|cn), Para 1 << 1^’ “ H tiene un valor no nulo en el límite 
termodinámico. Para probar esto último primero se considera un autoestado [i/>g) de 
H de la forma (3.33), con N(¡ sitios doblemente ocupados, perteneciente al subespa­
cio de más baja energía. El estado |V;) = ()7V</1 V±/) pertenece a la representación 




Ht con el mismo autovalor que |V’S). Similarmente, el estado |Vwd) = (T)N(W es 
también autoestado de H y pertenece al mismo subespac.io que el estado de partida 
|V’5). A continuación se prueba que los estados de la forma |V;Ard), pertenecientes al 
subespacio del estado fundamental del hamiltoniano tienen orden de largo alcance no 
diagonal con densidades de pares Nd/L y de fermi on es en estado normal Nf/L fijas 
a medida que L —•» oo: considerando
(3.38)
con k / l. Es fácil comprobar, usando las relaciones de conmutación de los generadores 
del álgebra SU(2) de pseudoespín que la matriz densidad de dos partículas (3.38) 
resulta
P2 = (3-39)
En el límite |k - /| — oo, (V’|( 1 - n/)(l - n¿.)|V>) -* (1 - Nf/LJ2, y por lo tanto (3.38) 
es no nulo en el límite termodinámico. La existencia del orden de largo alcance rio 
diagonal es de fundamental importancia para la existencia de una fase superconduc- 
tora [147], y es considerado como la condición necesaria y suficiente para la existencia 
del efecto Meissner, y por lo tanto, la superconductividad [6], [83]. Por este motivo, 
se han estudiado recientemente modelos que poseen esta propiedad por construcción 
explícita del hamiltoniano [38]. En estos casos, al igual que en el caso aquí estudiado, 
la aplicación directa a los materiales superconductores del alta temperatura crítica es 
dudosa, pero pueden entenderse como laboratorios válidos para el estudio del tipo de 
procesos que pueden dar lugar a mecanismos superconductores. Sin embargo, como se 
discutirá en breve, en el caso unidimensional en el que es posible la solución exacta y 
la verificación del valor no nulo de la matriz densidad de dos partículas (3.38), puede 
también mostrarse que el modelo no es conductor. La obtención de la solución exacta 
general en sistemas de mayor dimensionalidad no ha sido posible hasta el momento, 
salvo en la región de parámetros que corresponden a la fase aisladora. En [2] hemos 
demostrado que en el caso de redes bipartitas de dimensión arbitraria con número 
de coordinación z, el estado fundamental para U > Uc = 2(|Cu| + |7bb|) y banda 
semillena, corresponde al de un aislador de Mott con una degeneración de espín de 2L. 
En [122] se generalizó el tratamiento expuesto en esta sección para el caso de cade­
nas cerradas, aunque es claro que el comportamiento en el Emite termodinámico será 
idéntico al de la cadena abierta. A los efectos de comparar, se han realizado cálculos 
de diagonalización numérica en un “c.luster” bidimensional con condiciones de con­
torno periódicas [45]. En la Fig. 3.21 se muestran los resultados correspondientes aun 
“cluster” de 10 sitios. En la Fig. 3.20 se muestran los resultados correpondientes ala 
cadena con condiciones abiertas en el límite termodinámico. La alta degeneración del 
estado fundamental en el Emite termodinámico se rompe parcialmente para U < Uc 
en ID para sistemas finitos [122], y aún más en 2D, como puede observarse en la 
fig. 3.21, en la cual están indicados los números cuánticos correspondientes a las dos 
álgebras SU(2). En las Figs. se muestran también las evoluciones de la densidad de 
sitios doblemente ocupados y del valor medio de la energía cinética. En la Fig. 3.21 se 
muestra, además, el valor del peso de Drude Dw, definido en (2.69). El valor no nulo 
de Dw indica que el sistema es un conductor. En el caso de un anillo unidimensional,
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Figura 3.20: Solución exacta para la energía por unidad de longitud e(í7) y la densidad 
de sitios doblemente ocupados d por unidad de longitud correspondientes al estado 
fundamental en el límite termodinàmico para n = 1.
u . u
Figura 3.21: Densidad de energía e(í7), densidad de sitios doblemente ocupados d, 
peso de Drude Dw y energía cinética K para el estado fundamental de un “cluster” 
bidimensional con L = 10 sitios y densidad de partículas n = 1. En la energía, se 
indica el valor del espín total del estado fundamental.
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Dw = O,VÍ7. En general, puede demostrarse que la energía del estado fundamental 
no varía cuando se aplica un flujo externo. Como se detalló en el apéndice D del 
capítulo anterior, el liamiltoniano de interacción con un flujo magnético externo $ se 
obtiene mediante la sustitución de Peierls. El término de interacción U de (3.28) no 
se modifica, mientras que (3.29) resulta
L-i
#<(</>) = -t{ 52 [/í+ia/:<r(exp(-i</>)etet+i + (-l)oexp(^)dX+1) + /i.c]
t=l<7
+ [//a/Laíexpí-t^e^ei 4- (-1)°exp^jdjd]) + M, (3.40)
donde (f> = <b/L y se usó la condición de cierre del anillo £ + 1 = 1. Pueden definirse 
nuevos operadores fermiónicos de la siguiente manera
fia = ffia exp(ii/)i</>), i/>i = 52(4f¿j - + (3-41)
j>í j>i
Los operadores g^gia satisfacen reglas de conmutación fermiónicas, dado que que V’í 
es un operador de bosones y debido a las condición de vínculo (3.27). En función de 
los nuevos operadores fermiónicos, los términos de (3.40) se escriben
= 9i+y<r9ia exp[i<f>((l]di - et€t )]¿tf/t.+1 = e-i<f,g]i+lagiad]di+1
L—i
f\afLad\di = I/i^Laexp^^íí/t^. _ctej.)]¿tdi =
J=1
L
= 9\a9La ^p[id>^(d]dj - etej] exp(-¿0)4¿i, (3.42)
j=i
donde se hizo uso de exp(-¿</>¿Jí/t)¿t = exp(—i<¡))d\ y exp(—i<j>e]ei)d] = c/t, como con­
secuencia de (3.27). En el caso particular de banda semillena £j=i(djdj — Cjej) = 0, 
de manera que Ht no depende de cuando se lo escribe en términos de los operadores 
9ia^9ia‘ Este resultado es en primera instancia sorprendente. Sin embargo tiene una 
interpretación sencilla: para U < Uc el valor de la energía cinética es no nulo, las 
partículas tienen una movilidad considerable ya que existe un número finito de o y • 
con los cuales los fermiones intercambian posiciones cuando ocupan sitios vecinos. Sin 
embargo, debido a que t^B — 0, no existe proceso alguno que permita el intercambio 
entre las dos especies de bosones, y por lo tanto no existe posibilidad de transporte 
neto de carga, a pesar de que el valor del “gap” es nulo y a pesar de tener orden 
de largo alcance no diagonal. Esto es una patología de la naturaleza estrictamente 
unidimensional, que desaparece cuando se considera D > 1.
3.5 Resumen y Conclusiones.
En este capítulo se presentaron las motivaciones para el estudio de una extensión del 
modelo de Hubbard, en la que el “liopping” depende de la ocupación de los sitios 
involucrados en el proceso. Se realizó un estudio detallado de las propiedades de 
simetría del modelo y se expusieron los resultados basados en cálculos de diagonal- 
ización numérica para la versión unidimensional en una región amplia de parámetros. 
Se utilizó el marco interpretativo de la teoría de líquidos de Luttinger detallada en el
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capítulo anterior para delimitar las regiones de parámetros favorables a la supercon­
ductividad. En particular, se encontró que para t¿ = 0,<2 ~ para densidades de 
partículas n < 1, las correlaciones superconductoras son dominantes para valores de la 
repulsión c.oulombiana menores que un valor crítico Uc, que depende de la densidad. 
El valor Uc disminuye a medida que n aumenta, en un buen acuerdo con los resultados 
perturbativos y de campo medio. Para tí = 1 se encontraron evidencias de un régimen 
con correlaciones superconductoras dominantes hasta valores de Uc ~ ti y de una 
transición superconductor-aislante. Este resultado es novedoso para los sistemas al­
tamente correlacionados. Para n > 1 las correlaciones superconductoras desvanecen. 
Los resultados para ¿3 0, con ¿2 < ti, sugieren una renormalización de <2- Se es­
tudiaron, además, regiones de parámetros similares a los parámetros “realistas” para 
los cupratos superconductores, encontrando evidencias a favor de la superconductivi­
dad sólo para valores muy pequeños de U, que resultan poco representativos de los 
“realistas”.
Finalmente, se presentó la solución analítica exacta para t¿s = 1^441 — \tBB| = 0 
en una cadena con condiciones de contorno abiertas. En este caso, la física subyacente 
es la supresión de las correlaciones antiferromagnéticas y la transición de Mott. La 
fase metálica está inhibida en ID como consecuencia de la topología, mientras los 
resultados numéricos para *2D  muestran la existencia de la misma. Para Í44 = íbb, 
queda pendiente cuál es la evolución hacia el límite Hubbard puro, a medida que 
se conecta íab- En particular, queda pendiente la investigación de la existencia 
o no existencia una fase metálica en ID para íab / 0 y banda semillena. Esto 
se debe a que para t^B / 0 se permite el intercambio entre las dos especies de 
bosones, favoreciendo el carácter metálico, a la vez que introduciendo el efecto de 
las correlaciones antiferromagnéticas, que tienden a favorecer el carácter aislante. 
Finalmente, queda por analizar el efecto de la interacción c.oulombiana entre primeros 
vecinos. Estos aspectos serán analizados en el próximo capítulo.
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Capítulo 4
Desde el Modelo de Hubbard 
Extendido con “Hopping” 
Correlacionado hacia el Límite 
Hubbard.
4.1 Introducción.
En el capítulo anterior se presentó un modelo efectivo para los cupratos superconduc­
tores y se realizó un estudio general para el caso unidimensional. Se puso énfasis en el 
estudio de las regiones favorables a la superconductividad, particularmente para val­
ores de parámetros representativos de situaciones “realistas”, tanto en el marco de la 
teoría de Hirsc.li, como en el esquema de traducción a partir del modelo de tres bandas 
para los planos de Cu-O. También se mostró que el modelo es exactamente soluble 
en ID para valores particulares de los parámetros, apartados de los “realistas” para 
los cupratos superconductores. Este caso resulta particularmente interesante debido 
a que es esclarecedor respecto del rol del magnetisno en la transición metal-aislante 
(transición de Mott). Este límite corresponde a anular el parámetro de “hopping” 
Iab, que da lugar a las correlaciones antiferromagnéticas, las cuales inhiben la tran­
sición de Mott en el modelo de Hubbard usual para banda semillena. Como se mostró 
en el capítulo anterior, el caso unidimensional resulta patológico y la topología de la 
red en ID no permite el desarrollo de un verdadero estado metálico. Para valores no 
nulos de este parámetro de “hopping”, no resulta obvio el comportamiento que deba 
esperarse.
Para banda semillena, corresponden plantearse dos situaciones distintas, depen­
diendo de los valores de U. Por un lado, desde el punto de vista magnético, para 
valores grandes de la repulsión c.oulombiana U, el límite íab = 0 es singular. En 
particular, la solución exacta en ID muestra que el estado fundamental es totalmente 
degenerado en espín en el límite termodinàmico y por lo tanto paramagnético. La 
solución exacta en D>1 no lia sido posible en general, pero sí es posible en aquellas 
regiones donde el estado fundamental es aislante. La delimitación de estas regiones 
se detallarán próximamente, pero es evidente que para valores de U lo suficiente­
mente grandes, la doble ocupación no es conveniente energéticamente y el estado 
fundamental consiste en un estado en el que cada sitio de la red está ocupado por 
una partícula. Este estado de partículas localizadas, con energía nula, no depende 
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(le la orientación del espín en cada sitio y corresponde a un aislador de Mott, car­
acterizado por la localización de las partículas y la naturaleza paramagnética. Por 
el contrario, para valores no nulos de íab-, se conecta una interacción de intercambio 
antiferromagnético J = 4/Jfi/í/, aún para valores de t^B arbitrariamente pequeños 
y U » íab- Esta introduce correlaciones antiferromagnéticas, que en el Emite de 
acoplamiento fuerte, favorecen la formación de una onda de densidad de espín con 
vector de onda 7r. Esquemáticamente para valores de U lo suficientemente grandes, y 
suponiendo “hoppings” 0 < íab < íaa = *BB,  Ia situación es
*Se utiliza el término metálico, aunque en 1D no es metálico en el sentido estricto.
ÍAB = ÍBB = ÍAA —* Mott — Hubbard
ÍT
*4B = 0 ~► Mott, (4.1)
donde Z \ denota un estado paramagnético y el esquema del medio una especulación 
acertada.
Por otro lado, cuando se conecta íab a partir de la fase metálica1 en banda 
semilena, no queda claro qué tipo de escenario magnético debe esperarse. Tampoco 
queda claro si existe una. fase metálica para valores de íab inferiores a los correspondi­
entes al Emite Hubbard. Como se discutió en el capítulo 1, en el modelo de Hubbard, 
el favorec.imiento del orden antiferromagnético induce la formación de un “gap” de 
carga, aún para valores de U arbitrariamente pequeños, resultando un aislador de 
Mott-Hubbard. A diferencia, del aislador de Mott, las partículas no están totalmente 
localizadas en el aislador de Mott-Hubbard, y la naturaleza antiferromagnética se debe 
justamente a la ganancia de energía cinética que permite este tipo de ordenamiento. 
Para valores de íab inferiores al correspondiente al límite Hubbard, la formación de 
un “gap” no es evidente, a pesar de la existencia de correlaciones antiferromagnéticas. 
Como se mencionó en el capítulo anterior, el proceso de íab permite el intercambio 
entre un doblón (• =] |) y un bolón (o) cuando están en sitios vecinos. En particu­
lar, podría constituir un mecanismo por el cual la fase metálica llegue a desarrollarse 
plenamente en ID, para valores pequeños de 1aB‘ La situación esquemática en este 
caso es
I J 1 1 11 1 J 1 1 ÍAB = ÍBB = ÍAA
? ír
0 \ Z • Z \ Z • Z o íab = o, (4.2)
donde el paramagnetismo representado por Z \ es estricto sólo para ID en el 
Emite termodinàmico, en el que la solución exacta para la cadena abierta es válida 
y se pudo verificar que el estado fundamental es totalmente degenerado. Como se 
mencionó en el capítulo anterior, para sistemas de mayor dimensionalidad y aún para 
sistema finitos en ID, no puede decirse nada respecto del valor del espín total del 
estado fundamental, aunque los cálculos de diagonalización numérica sugieren una 
cu asi degeneración en 2D.
Otro aspecto de interés, resulta el estudio del efecto de una repulsión c.oulonibiana 
entre primeros vecinos. Esto corresponde a considerar el hamiltoniano completo (3.6). 
El caso más simple, que se considerará en este capítulo corresponde a Va a — Vbb = 
Vab = lz- El modelo pariente, que resulta de considerar todos los parámetros de 
“hopping” iguales (íaa = ¡ab = íbb = <), es el de Hubbard extendido
H = -t^c^Cja + h.c^ + U^n^nn + V^ninj. (4.3)
(ú‘> «
Aún antes del descubrimiento de los superconductores de alta temperatura crítica, 
el modelo de Hubbard extendido había despertado gran interés, en relación con los 
conductores orgánicos, [64]. Por este motivo, ha sido extensamente estudiado [64], 
[65] , [33], [41], [42] [24], [25], [143], [67] particularmente en ID y para banda semil­
lena. Fuera de banda semillena, continúa siendo motivo de estudio [87], [114] en la 
actualidad. Se ha encontrado que el modelo exhibe una rica estructura de fases. Para 
Í7, V > 0 y banda semillena, existen dos fases ordenadas. Como ya se discutió ex­
tensamente a lo largo de esta tesis, en el límite de acoplamiento fuerte para Í7, con 
V = 0, se forma una onda de densidad de espín antiferromagnética. Por otro lado en 
el Emite de acoplamiento fuerte para V, con U = 0 se forma una onda de densidad de 
carga. Intuitivamente, es fácil ver que para V lo suficientemente grande y U = 0, la 
forma más eficiente para evadir el pago de la repulsión coulombiana entre dos sitios 
vecinos, es mediante una disposición alternada de un sitio doblemente ocupado y otro 
vacío. En ID, las dos fases ordenadas (onda de densidad de espín y onda de densidad 
de carga) tienen características diferentes. La fase de onda de densidad de espín tiene 
una simetría continua, no hay “gap” en las excitaciones de espín y no corresponde a un 
estado estrictamente ordenado en virtud de la validez del teorema de Mermin-Wagner 
para esta situación. Tiene, en cambio, un decaimiento algebraico de las correlaciones, 
como ya se discutió, también, en capítulos anteriores. La fase de onda de densidad 
de carga, por el contrario, tiene una simetría discreta, y exhibe “gap” tanto en las 
excitaciones de carga como de espín. Esta fase tiene un verdadero orden de largo 
alcance, a pesar de ser un sistema unidimensional. En base a resultados de campo 
medio de Hartree-Fock [117], se encontró que ambas fases están separadas por la recta 
U = 2V, en un diagrama (íf, V), con U > 0, V > 0. Esta delimitación de las dos 
fases fue corroborada por cálculos de grupo de renormalización de acoplamiento débil 
[33]. Luego, en [41], [42], [66], [67], encontraron mediante técnicas de grupo de renor­
malización en el espacio real y numéricas, que el diagrama de fases difiere levemente 
del predic.ho por la teoría de campo medio. El diagrama de fases completo, es decir, 
incluyendo también la región U,V < 0, contiene además fases superconduc.toras de 
tripletes y de singletes y un región de separación de fases, como se muestra en la Fig.
4.1. La parte que interesa para comparaciones futuras es el cuadrante U > 0, V > 0. 
La línea de transición entre la fase de onda de densidad de espín y de carga pre­
senta peculiaridades. Usando simulaciones Monte Cario, Hirsch [67] encontró que que 
Uc ~ 2V ~ 3/ es un punto tricrítico, tal que para U ~ 2V > Uc la transición entre 
las dos fases es de segundo orden, mientras que para U ~ 2V < Uc, la transición es 
de primer orden. El punto tricrítico Uc ~ 2V se caracteriza, además, por tener “gap” 
de carga nulo. Esta evidencia fue confirmada por Fourcade y Spronken [41], [42]. Más 
recientemente Cannon y Fradkin también encontaron evidencias sobre la existencia 
del punto tricrítico para U ~ 2V ~ 1.5t. en base a teoría de campos y simulación 
Monte Cario. Luego Cannon, Scalettar y Fradkin determinaron la posición del punto 
tricrítico para U ~ 2V ~ (4 — 5)í mediante un estudio de diagonalización numérica.
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Figura 4.1: Diagrama de fases en el modelo de Hubbard extendido usual para ID y 
banda semillena, (SDW) denota onda de densidad de espin; (CDW), onda de densidad 
de carga; (TS), tripletes superconductores; (SS) singletes superconductores y (PS), 
separación de fases [Camión y Fradkin (1990)].
Finalmente, Voit determinó mediante teoría de campos y grupo de renormalización, 
la posición del punto tricrítico en Uc ~ 4.76/.
En la sección siguiente se muestran nuestros resutados para el diagrama de fases 
para el modelo de Hubbard extendido con í/, V > 0 y íab — 0 [2]. En este caso 
particular, el modelo tiene una rica estructura de simetría, y en una amplia región de 
los parámetros, es posible obtener la solución exacta del estado fundamental. En la 
sección 4.3 se analízala evolución hacia el límite Hubbard puro (V=0), y en particular, 
los puntos planteados en esta introducción, en base a nuestros resultados numéricos 
para ‘2D y ID [45], [10]. Como se verá más adelante, el diagrama de fases planteado en 
la sección 4.2, contiene apartamientos del diagrama de fases del Hubbard extendido 
usual dado en la Fig. 4.1, lo cual da lugar a planteos similares a los dados en esta 
sección, en cuanto a cuál es la evolución hacia el límite Hubbard extendido. Este 
aspecto se analizará en la sección 4.4, en base nuestros resultados numéricos en ID 
[10]. Finalmente, la sección 4.5 está dedicada a realizar un resúmen y discusión.
4.2 Resultados Exactos para el Diagrama de Fases en 
el Límite íab — 0.
En esta sección se estudiará el modelo definido por el hamiltoniano (3.6) con íab = 
0 y Vaa = ^BB = Vab = y para banda semillena [2]. Este caso fue estudiado 
por Strack y Volhardt [134] quienes, reescribiendo el hamiltoniano en términos de 
nuevos operadores, encontraron cotas mínimas para el valor de la energía en dos 
regiones de parámetros en las que además pudieron enc.ontarse autoestados exactos 
del hamiltoniano, con energías coincidentes con los valores de las cotas mínimas. A 
partir de este procedimiento, encontraron que el estado fundamental para dimensión 
arbitraria en los siguientes casos:
87
Figura 4.2: Diagrama de fases del estado fundamental para i ab = 0 y banda semillena. 
(AM), (ODC) y (M) indican fases de aislador de aislador de Mott, de onda de densidad 
de carga y metálica, respectivamente, (esta líltima denominación es un abuso de 
lenguaje en ID). 7= + tmax = A/«abitui, |íbb|), tmin - Min(\tAAitBB\)-
• a. Para U - (4/ + V)z> 0, siendo z el minierò de coordinación y L el mimero 
de sitios de la red, corresponde a un aislador paramagnético con una partícula 
localizada con espín arbitrario en cada sitio.
• b. Para U + (4í — V)z < 0 en redes bipartitas, corresponde a una onda de 
densidad de carga en la que todos los sitios de una subred están ocupados por 
doblones y todos los de la otra, por bolones.
Un procedimiento similar, fue llevado a cabo por Ovc.hinikov [111] quien encontró que 
las dos zonas descriptas arriba tienen, en realidad, una mayor extensión en el diagrama 
(Í7, V). Luego en [2] definimos varias fronteras exactamente, que se resúmen en la Fig.
4.2. Para definir la extensión de las fases de aislador de Mott y de onda de densidad 
de carga, se definen las cantidades Ni, para denotar el número de sitios con ocupación 
i y Mij = Mji, para denotar el número de pares de primeros vecinos con ocupación i 
en un sitio y j en el otro. Por ejemplo, la configuración
1 I o • (4-4)
tiene Ari = 2, No = N¿ = 1, Afn = 1, A/jo = 1, A/oa = 1 y ^12 = Moo = M22 = 0, 
suponiendo condiciones de contorno abiertas. Estas cantidades están relacionadas por 
zN¡ = M;í + Y,Mív L = ^tNi = Ni+2N2, (4.5)
j i
donde L es el número de sitios, y z el número de coordinación de la red. Los elementos 
de matriz de los términos de interacción con U y V pueden expresarse directamente
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en términos de estas cantidades, mientras que el término cinético puede acotarse 
usando el teorema de Gerschgorin [146], segiín el cual cada autovalor de la matriz Ht 
pertenece a al menos uno de los intervalos [j4„ — Bn, ?4n + Bn], con An = (tí|Ht|tí) y 
Bn = l(7íl#tl m)|. En la base de las configuraciones en el espacio real con un
mhnero definido de partículas, puede escribirse
E > Emin = UN2 + V(4M22 + 2M12 + Mn) - |^4|M10 - \Ibb\Mu- (4.6) 
Usando (4.5), para (4.6)
Emin = ^ + (U-zt)N2 + (t -V)M02 4- [(V + 2\tAA\)M00
+ (V + 2|íBb|)M22]>Í^ + ((/-íí)JV2 + (í-V)Mo2, (4.7)
con t = 4- |/bb|- El problema se reduce a resolver desigualdades para encontrar
cotas por debajo de la dada en (4.7). Para t —V > 0 y U — z t > 0, la cota inferior 
resulta zLV/2, y corresponde a tomar Mq2 = N2 = 0 en (4.7). Dado que el valor 
encontrado para la cota inferior es igual al valor de la energía en el aislador de Mott, se 
concluye que en esta región de parámetros, el estado fundamental exacto es el aislador 
de Mott. Para t. — V < 0, la cota inferior se obtiene tomando el máximo valor posible 
para Mq2. Este es Mq2 = zN2. Resulta el valor (U — zV)N2 + zLV/2 para la cota 
inferior. Para U — zV < 0, esta cota puede mejorarse eligiendo N2 = L/2. Dado 
que este es el valor que corresponde a la energía de un estado de onda de densidad 
de carga, siendo este autoestado del hamiltoniano, se concluye que en esta región del 
plano (Í7, V), el estado fundamental exacto es una onda de densidad de carga. Por 
otro lado, para. U — zV > 0, la cota puede mejorarse eligiendo N2 = 0, obteniédose la 
energía correspondiente al aislador de Mott.
Para estudiar la estabilidad de la onda de densidad de carga, se puede escribir 
Emin en la forma equivalente
Emin = U^ + (zV-j-zj)N, + (t-V)Mu
4- [(‘2V 4- - |/bb|)Moo 4- (2V - 4- |7bb|)M22], (4.8)
donde para 2IZ — - PbbII > 0, obtiene una cota inferior anulando el término
entre corchetes. Procediendo en forma análoga se encuentra que para t —V < 0, la 
frontera que separa la fase de aislador de Mott de la fase de onda de densidad de 
carga es la línea ¿7 = zV, mientras que para t —V > 0, la onda de densidad de carga 
es estable para V > U/2z+ t /2. Para estudiar el caso 2V — ||Í4a| — |/bb|| < 0, 
conviene plantear
Emin = + s|íbbI W + (2V - |i44| + |íbb|)M01
+ [4VMoo + 2(V + |ÍBBl)Mn], (4.9)
y procediendo en forma análoga, se encuentra que la fase de onda de densidad de carga 
es estable para 2zV — U/2 — -I/.-mI > 0. Usando la transformación partícula-hueco, 
puede analizarse la estabilidad de la onda de densidad de carga para |íbb| — |Cu| > 
2V.
Las extensiones de las fases de aislador de Mott y de onda de densidad de carga, 
halladas mediante este procedimiento, se resiímen en la Fig. 4.2. En el capítulo 
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anterior se mostró que en ID (z = 2), para t^A = ¿BB — t /%■> el punto (U,V) = (z t 
,0) delimita exactamente la fase de aislador de Mott para banda semillena. Puede 
mostrarse que en sistemas de mayor dimensionalidad, este punto también corresponde 
a una forntera exacta. Para D>1, el teorema de Nagaoka es válido, según el cual, el 
estado fundamental con un hueco tiene el máximo espín posible. La frontera entre 
la fase metálica y la fase de aislador de Mott, queda definida a partir del máximo 
valor de U para el cual sobrevive un estado de Nagaoka con un doblón y un holón. 
Mediante la transformación de Shiba, (3.20), el problema del doblón y el holón en el 
fondo ferromagnètico, puede formularse en términos de un problema de dos partículas 
con espines opuestos, con una repulsión infinita cuando se encuentran en un mismo 
sitio, y una atracción —V cuando están a una distancia de un parámetro de red. 
El problema de dos partículas, puede formularse en términos de un problema de 
“scattering” de una partícula respecto de la otra y, por lo tanto, en términos de un 
problema efectivo de una partícula. En una red cúbica simple, es fácil ver que el 
estado fundamental pertenece al sector K = 0, siendo K el vector de onda total y a 
la representación irreducible Ti del grupo puntual (funciones de onda pertenecientes 
a otras representaciones irreducibles, aprovechan menos los términos de “liopping”). 
La ecuación de Scródinger para el problema efectivo de una partícula resulta
«k(*k  + ^ - A) + y £2 «k' “ T S 53 ak' cos(ki “ k¡) = °’ (4-10)
L k' L k' t=i
donde lo —* oo es la repulsión local entre las dos partículas, k es el vector de onda 
relativo en la. función de onda del estado fundamental, = —2 t J2&1 c°skb y A es 
la energía medida respecto de la energía del aislador de Mott. Luego de un poco de 
álgebra, se llega a
(A'+Sp-)Go(A')=l, (4.11)
donde G’o(cu) = E^kí^í^ — 6k)]~1, y Az = A — Í7. Si existe un estado ligado, debe 
tener una energía más baja que el estado disponible de menor energía de la banda, 
es decir Az < — z t, lo cual conduce a que V >t [1 + l/(z t G’o(—z t — *))]  , con
c —0+. Pero para estos valores de V los argumentos dados anteriormente indican 
que el estado fundamental sólo puede ser un aislador de Mott o una onda de densidad 
de carga. Por lo tanto, en el límite termodinàmico, el estado de más baja energía 
corresponde al estado del fondo de la banda, para el cual Az = -z i. El valor crítico 
de U, para la transición hacia el estado de aislador de Mott (A' = 0) es Uc — z t. En 
los sistemas finitos, la existencia de una repulsión efectiva entre un doblón y un holón, 
debido a la pérdida de energía cinética cuando se ubican en sitios vecinos, conduce 
a un valor Uc < z t„ que se encuentra de resolver (4.11) para el sistema finito en 
cuestión.
Haciendo una comparación entre las figuras 4.1 y 4.2, pueden plantearse preguntas 
análogas a las planteadas en la introducción de este capítulo, respecto de la evolución 
del diagrama de fases desde el límite i ab = 0 expuesto en la Fig. 4.2 hacia el límite 
Hubbard extendido usual de la Fig. 4.1. Nuevamente, la región de mayor interés, y 
la que plantea el mayor número de incógnitas respecto de su evolución, es la región 
metálica. Otro aspecto en cuestión es si existe alguna relación entre la fase metálica 
para t^B = 0 y el punto tricrítico del modelo de Hubbard extendido usual. En las 
próximas secciones se intentarán dar algunas respuestas a estas preguntas, o bien, 
generar más preguntas.
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Figura 4.3: Vectores permitidos de la primera zona de Brillouin para el ’’cluster” de 10 
partículas con condiciones de contorno periódicas. El cuadrado indicado corresponde 
a la superficie de Fermi del sistema no interactuante en el límite termodinàmico.
4.3 Estudio Numérico de la Evolución hacia el Límite 
Hubbard Puro.
Esta sección está dedicada al estudio de la evolución desde el límite íaa = IbBìIab = 
0 hacia el límite Hubbard íaa = ÍBB — ^AB = * para V = 0, en particular, el análisis 
del comportamiento magnético en ID y en 2D. Es esperable encontrar diferencias 
severas entre el tipo de escenarios magnéticos en ID y en sistemas de mayor dimen- 
sionalidad, ya que en estos liltimos, el teorema de Nagaoka [106] es aplicable y por lo 
tanto existe la posibilidad de un estado ferromagnètico, mientras que en los sistemas 
unidimensionales, el teorema no es aplicable, y por lo tanto, se espera un singlete 
para el estado fundamental. Se analizará, también en esta sección la existencia o no 
existencia de una verdadera fase metálica en ID.
4.3.1 Resultados en 2D.
Los resultados de esta sección [45] están basados en cálculos numéricos realizados en 
una red bi dimensión al de 10 sitios con condiciones de contorno periódicas. Se ha 
considerado el término de interacción en la forma U(ni¡ — l/2)(7itj — 1/2) para que 
frente a la tran forni ación partícula-hueco, no se genere la constante aditiva U(L — 
iV), siendo L, el minierò total de sitios y N el miniero de partículas. La Fig. 4.3 
muestra la primera zona de Brillouin para este caso y los puntos de la red recíproca 
correspondientes al “cluster” estudiado.
La metodología empleada consiste en el cálculo de la función espectral de una 
partícula, = D+(cu) + P“(w), siendo las densidades de estados que
resultan de agregar o extraer un partícula con espili a en el estado fundamental |V7o) 
del sistema de N partículas, es decir,
D¿ (tu) = --Im + £o)4a|V>o)
* k
D7(cu) = --Í7» ^(V’olc^Tíf-iu + ZÍ+Eo)ckalV?o), (4.12)
* k
siendo Eq la enegía del estado fundamental del sistema de N partículas y R(x) = (x — 
H)-1, el operador resolvente. En un sistema finito, las densidades de estados (4.12)
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Figura 4.4: Densidad espectral de una partícula para íab = O y banda semillena. 
U = 10 corresponde a la fase aisladora, y í/ = 6 y Í7 = 3 corresponden a la fase 
metálica.
pueden ser calculadas a partir del método de Lanc.zos, como se indica en el apéndice 
A de este capítulo. Los espectros así generados informan sobre todas las excitaciones 
de una partícula que tienen proyección no nula sobre el estado fundamental.
En el límite termodinámic.o, los resultados de la sección anterior para íab — 0 
indican que la transición metal-aislante tiene lugar para Uc = 4(íaa + ¿bb) = 8/44. 
La solución de (4.11) para este “c.luster” conduce a Uc (Iaa + *bb)x/13. La 
energía del estado fundamental como función de U, así como la densidad de sitios 
doblemente ocupados y el valor del espín total, están dados en la Fig. 3.22 del 
capítulo anterior. Para 0 < ÍA52Í/M, el estado fundamental tiene dos doblones y 
dos bolones y espín total S = 0, mientras que para 2í<í/ < Uc, tiene un doblón 
y un bolón y espín total S = 4. En 1a. Fig. 4.4 se muestran espectros dentro de 
las fases metálica y aisladora. En los dos primeros gráficos de la Fis. 4.4, w = 0 
corresponde a la energía, del estado fundamental del sistema de N partículas, la parte 
de cu < 0 corresponde a. la contribución de D~(w) y la parte de cu > 0 a la de Z)+(cu). 
Ambas contribuciones son idénticas debido a que para estos valores de los parámetros 
de “bopping”, el bamiltonia.no es simétrico respecto de una tranformación partícula- 
hueco. En el gráfico correspondiente a U — 10, pueden distinguirse dos bandas de 
ancho z(íaa + íbb) y un “gap” igual a U, característicos de un aislador de Mott. 
La rica estructura, de picos se debe a la alta degeneración de espín que exhibe este 
caso. En los dos últimos gráficos de. la Fig. 4.4 se muestran sólo las contribuciones de 
D“(cu), y se ha selecionado cu = 0 de manera que quede centrado en el pico señalado 
como A en el dibujo, a los efectos de distiguir las contribuciones de los dos subespacios 
con distinto número de doblones que intervienen en este caso. El estado fundamental
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U=6.
Figura 4.5: Da (u>) para varios valores de íab y U = 6.
de N partículas, contiene, para este valor de Í7, un doblón y un bolón, de manera que 
la partícula que se extrae en el cálculo de D~(w), puede provenir de la destrucción 
del doblón o de extraer cualquiera de las restantes partículas no apareadas. Las 
excitaciones en cada caso íab — 0 tienen lugar en dos subespacios desacoplados del 
sistema de N — 1 partículas, definidos por Nd = 0 y Nd = 1 respectivamente, siendo 
el número cuántico correspondiente a la doble ocupación. El subespacio de Nd = 0 
es el indicado por C en las figuras, mientras que el de Nd = 1 está indicado por 
A, y son identificables debido a que el último se mueve en U respecto del primero, 
cuando U varía. Los estados de C pueden identificarse como las “señales” del estado 
fundamental (k = (0,0)) y las exitaciones del estado de Nagaoka correpondientes al 
único hueco moviéndose en el fondo ferromagnético.
Tomando la Fig. 4.4 como referencia, las Figs. 4.5 y 4.6 muestran la evolución 
del espectro hacia el límite Hubbard a partir de la fase metálica para íab = 0 con 
un doblón y un bolón. En la Fig. 4.5 puede observarse el desarrollo de un “gap” 
en el espectro a -medida que íab ¡aa — íbb^ y Ia formación de un pico de 
cüasípartícula., característico del aislador de Mott-hubbard. La Fig. 4.6 da un detalle 
de la evolución de la estructura de picos de más baja energía, y puede observarse un 
cambio de comportamiento en este sector:
• Para 0 < íab < 0-4 la excitación de más baja energía tiene momento total 
k = (0,0), y corresponde al estado de Nagaoka, en el cual todos los estados 
del espacio recíproco indicados en la Fig, 4.3 están ocupados con partículas con 
idéntico espín, excepto el k = (7r,7r).
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Figura 4.6: Detalle de la evolución del sector de más baja energía del espectro de la 
Fig. 4.5 para varios valores de íab- Los momentos de las excitaciones indicados en 
los picos están en unidades de 7r/5.
• Para 0.4 < i ab < L en cambio, la excitación de menor energía tiene momento 
total k = (37r/5,7r/5). Este cambio está asociado con un cambio en el valor 
del espín total del estado fundamental. Para estos valores de Iab, el estado 
fun chimen tal tiene espín total S = 0. En el límite no interactuante (Í7 = 0,tAA = 
tus — Iab), el estado fundamental de N partículas con espín total S = 0, 
corresponde al “mar de Fermi” conformado por todos los estados k contenidos 
dentro del cuadrado de la Fig. 4.3, doblemente ocupados2. La configuración de 
menor energía con una partícula menos corresponde a ocupar los mismos estados 
con dos partículas, excepto el de k = (3tt/5, tt/5) o alguno de sus simétricos, 
que se ocupa con una sola partícula.
2En el caso interactuante, la superficie ele Fermi se desdibuja, pero la imagen no interactuante, 
sirve para fijar ideas respecto del momento de las excitaciones.
En sintesis, el cambio de comportamiento en el espectro refleja el cambio de espín 
del estado fundamental, con el consecuente cambio del comportamiento magnético. 
Mientras que para valores pequeños de Iab, el estado fundamental es un “doble Na- 
gaoka”, en el que un doblón y un bolón se mueven en un fondo ferromagnètico, el 
estado fundamental para mayores valores de íab está dominado por las correlaciones 
antiferromagnéticas. Existe un argumento sencillo para estimar el valor crítico de 
íab para el cual el estado de “doble Nagaoka” es inestable frente a las correlaciones 
antiferromagnéticas, y consiste en comparar la energía del problema efectivo de dos 
partículas mencionado previamente con la energía de un modelo de Heisenberg con 
J = 4t2AB/U en una. red bi dimension al del mismo tamaño. Esto conduce a un valor 
crítico = 0.49, en bu en acuerdo con el análisis numérico. Efectuando la com-
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paración de energías entre un estado de Nagaoka usual, con un doblón o un bolón, 
con 1a. de un estado antiferromagnético para el caso de un “c.luster” genérico de di­
mensiones >/L x \/¿, se encuentra que el tamaño crítico del “c.luster” para el cual el 
estado de Nagaoka es inestable corresponde a L = — 2co) [22], siendo co la-
energía por sitio del antiferromagneto de Heisenberg. Para el valor de J correspon­
diente a t^B — 0-4, esta estimación conduce a L ~ 12 sitios. Para este valor de Iab, 
puede esperarse, entonces, que en “clusters” de mayor tamaño que el estudiado, con 
igual densidad de doblones y bolones, se formen polarones, constituidos por una nube 
ferromagnètica de ~ 12 sitios rodeando a cada doblón y a cada bolón, que se mueven 
en un fondo antiferromagnético.
4.3.2 Resultados en 1D.
Los resutados de esta sección están basados en cálculos de diagonalización numérica 
con el método de Lanczos y la teoría de los líquidos de Luttinger descripta en el 
capítulo 1, complementados con cálculos de algunas funciones de correlación realizados 
con el método de Monte Cario de líneas de mundo, que se describe en el apéndice 
B de este capítulo. Este último posee la ventaja respecto del método de Lanczos de 
poder hacer cálculos en sistemas de mayor longitud, pero tiene el inconveniente de 
estar definido para temperatura finita, lo cual requiere un tratamiento cuidadoso de 
las conclusiones que se extraigan para el estado fundamental.
('orno se mencionó anteriormente, el teorema de Nagaoka no es aplicable a los 
sistemas unidimensionales, por lo cual se espera que el estado fundamental tenga 
espín total S = 0 para valores de Iab / 0 arbitrariamente pequeños. Al igual que en 
el caso bidimensional, el límite í.4B << |Cm| = \íbb|, posee fuertes reminiscencias del 
límite Iab = 0. A pesar de que el número de sitios doblemente ocupados deja de ser 
una cantidad conservada a t^B finito, para valores suficientemente pequeños de esta 
cantidad, las propiedades físicas del sistema para valores de U inferiores al valor crítico 
Uc = ^aa, exhiben comportamientos que pueden interpretarse en forma efectiva, en 
términos de bolones, doblones y espines. La fig. 4.7 se muéstrala evolución con íab, 
del factor de estructura magnético, definido como la transformada de Fourier de la 
función de correlación espín-espín en el espacio real,
•$'(<?) = ];52exl)í-7'<//XV’o|-5';5j+/|V’o), (4.13)
donde |V’o) es el estado fundamental del sistema finito, calculado mediante el método 
de Lanczos. En la figura se observa, para valores de t¿s < 0-6, tina estructura de 
picos “in conmensurad os” para U < Uc, mientras que para valores íaa > 0-6, se 
observa el desarrollo de un pico en q = 7T, característico de las correlaciones antifer- 
romagnéticas a banda semillena (típicamente, se.observa el desarrollo de un pico en 
2/cp). Para fijar ideas, considérese el factor de estructura S(q) para un sistema con 
orden antiferromagnético de largo alcance en banda semillena (un estado de Neel).
11111111 (4.14)
Es inmediato comprobar que S(q) consiste en un único pico en <? = 7r y vale cero en 
el resto de la primera zona de Brillouin, mientras que apartamientos del estado de 
Neel perfecto dan lugar a. la contribución de otras componentes de Fourier, con el 
consecuente ensanchamiento del pico de ir del factor de estructura. Por otro lado,
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qFigura 4.7: Factor de estructura magnético en una cadena de L = 12 sitios para varios 
valores de U tres valores distintos de Iab-
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Figura. 4.<8: Factor de estructura magnético para 1¿b — 0-2 en una cadena de L = 12 
sitios (izquierda), número de sitios doblemente ocupados D y contribuciones de los 
distintos términos de la energía cinética (derecha).
considérese un estado con orden de largo alcance de la forma
I I 1 O 1 1 1 . (4.15)
donde también puede comprobarse que el factor de estructura observa picos “incon­
mensurados” en q = (1 — 2íZ)tt, siendo d la densidad de doblones en la cadena. Los 
picos estarán más o menos ensanchados, dependiendo del grado de localización de los 
o y •, respecto de las posiciones indicadas en el esquema (4.15). El mismo argumento 
vale si se reemplaza en (4.15) • por o. En la Fig. 4.8 se muestra la relación existente 
entre el número de sitios doblemente ocupados y los picos “inconmensurados” en el 
factor de estructura para t^B = 0-2. Para valores pequeños de t^B, existe una re­
pulsión efectiva entre un doblón y un bolón, dado que la ganancia de energía cinética 
es mayor cuando están alejados en una distancia mayor que un parámetro de red. 
Un estado ordenado como en (4.15), en el cual los doblones y bolones permanecen 
estáticos formando paredes de dominio, tendría una naturaleza aislante y no aprovecha 
la ganancia de energía cinética producida por los movimientos de doblones y bolones, 
resultando energéticamente favorable una deslocalizac.ión de los mismos. Esto es con­
sistente con los resultados de la Fig. 4.8. En particular, el gráfico correspondiente a 
U = 3, corresponde a aproximadamente un doblón y un bolón y puede apreciarse la 
respuesta de varias componentes de Fourier en el factor de estructura, además del los 
picos dominantes de q = 7rÍ27r/L. Un efecto similar se observa en la solución exacta 
del ansatz de Bethe en el modelo de Hubbard unidimensional con U >> t fuera de 
banda semillena [108]. Se intentaron cálculos con el método de Monte Cario cuántico 
para estos valores particulares de los parámetros, en sistemas de mayor longitud, con 
igual densidad de doblones y de bolones, con el objeto de estudiar con más detalle el 
comportamiento del factor de estructura. Esto no fue posible debido a la alta densi­
dad de estados excitados de baja energía con doble ocupación nula, lo cual requería 
de temperaturas impracticablemente bajas, para obtener una descripción significativa
97
q q
Figura 4.9: Izquierda: Factor de estructura magnético para una cadena de L = 8 
sitios para = 0.2 y U = 2.5, (a) corresponde a Ar = 8 partículas (un doblón y 
un bolón) y (b) corresponde a N = 6 partículas (dos huecos). Derecha: Factor de 
estructura magnético para cadenas de distintas longitudes y densidad de partículas 
n = 3/4.
del estado fundamental. Lo mejor que se pudo hacer en este sentido, fue analizar la 
situación correspondiente a reemplazar los doblones por huecos. Desde el punto de 
vista magnético, esta situación difiere levemente de la anterior. Si bien en un estado 
ordenado rígido como el que se muestra en (4.15) serían equivalentes, en un estado con 
doblones y bolones deslocalizados, esta equivalencia no es estricta, ya que el proceso 
de “hopping” con Iab í 0, permite un cruce efectivo entre un doblón y un bolón, 
resultando una repulsión efectiva entre los mismos de menor magnitud que en el caso 
de dos huecos. En la. Fig. 4.9 se comparan las dos situaciones en una cadena de 
L = 8 sitios, y se analiza el comportamiento del factor de estructura a densidad fija 
de partículas cuando aumenta el tamaño del sistema. Los cálculos se realizaron con 
el método de Monte Cario de líneas de mundo para valores de la inversa de la tem­
peratura ft = 20, con una discretización del tiempo imaginario Ar = 0.125. Puede 
observarse el ancho finito del pico “inconmensurado” del factor de estructura a me­
dida que aumenta el tamaño del sistema, consistente con el movimiento de los huecos 
en el fondo antiferromagnético. Para completar el análisis, se realizaron cálculos del 
“gap” de carga y del parámetro Kp con diagonalización de Lanc.zos para cadenas de 
L = 8,10,12 sitios. Los resultados se muestran en la Fig. 4.10. En la estimación del 
“gap” de carga y el peso de Drude, pueden observarse oscilaciones en la región de U 
en los cuales el número de doblones es finito. Tales oscilaciones pueden entenderse 
como una consecuencia de la diferente densidad de doblones en las distintas cadenas 
para un mismo valor de U. Por ejemplo, para U = 2.5, la cadena con L = 8 tiene 
D ~ 1, la. de ¿ = 10 tiene D ~ 1.5 y la de L = 12 tiene D ~ 1.9 sitios doblemente 
ocupados. En un sistema con las características estudiadas, el análisis en función 
de la longitud debiera, realizarse en sistemas con igual densidad de doblones, pero 
resulta prácticamente inaccesible. A pesar de los efectos de tamaño, el valor finito del
Figura 4.10: “Gap” de carga como función de la inversa de la longitud para varios 
valores de U y íab = 0-2, peso de Drude Dw en cadenas de distinta longitud como 
función de U para cadenas de L = 8,10,12 sitios, y las tres estimaciones diferentes 
de Kp para L = 10 sitios, (a) corresponde a ecs. (2.65) y (2.69), (b) a ecs. (2.65) y 
(2.66) y (c.) a (2.66) y (2.69).
peso de Drude y el pequeño valor del “gap” de carga para valores de U ~ 3.5 pare­
cen indicar características metálicas, sin embargo la dispersión entre las diferentes 
maneras de estimar Kp podrían poner en duda la validez de un comportamiento de 
líquido de Tomonaga-Luttinger. Por motivos análogos, tampoco fue posible realizar 
un “escaleo” de las energías para calcular el valor de la carga central en este caso, lo 
cual constituiría un examen independiente. Para valores de U ~ 3.5, la naturaleza 
aislante se pone de manifiesto en el rápido descenso del peso de Drude, así como en el 
aumento del valor del “gap” de carga. Esto líltimo es consistente con el valor despre­
ciable del número de sitios doblemente ocupados y con el desarrollo de correlaciones 
an tiferrom agüé ti cas importan tes.
Para. Iab = 0.4,1a. imagen de los doblones y bolones está más desdibujada, aunque 
siguen observándose picos “inconmensurados” en el factor de estructura magnético. 
Esto significa que la función de onda del estado fundamental tiene una proyección 
importante sobre los estados pertenecientes al subespacio con un número óptimo de 
doblones y bolones, en una “mezcla” de estados con diferente número de doblones 
y bolones. Los efectos de tamaño finito no son tan serios en este caso, como puede 
apreciarse en la Fig. 4.11. También en este caso, los resultados del “gap” de carga y 
del peso de Drude sugieren la existencia de un régimen con características metálicas 
para valores de U ~ 3. La estimaciones de Kp sugieren que las correlaciones super- 
conductoras son dominantes, aunque la dispersión entre las distintas estimaciones es 
de ~ 15%. El cálculo de la. carga central, que se indica, también en la Fig. 4.11 
conduce a c ~ 1 dentro de un error inferior a 10%, en este caso, lo cual es consistente 
con un comportamiento de líquido de Tomonaga-Luttinger. Apartamientos impor-
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Figura 4.11: “Gap” de carga como función de la inversa de la longitud para varios 
valores de U y t^B = 0-4, peso de Drude Dw para cadenas de L = 8,10,12 sitios, 
y las tres estimaciones diferentes de Kp para L = 12 sitios, (a) corresponde a ecs.
(2.65) y (2.69), (b) a ecs. (2.65) y (2.66) y (c.) a (2.66) y (2.69).
tantes de este valor se observan para U ~ 3, en forma consistente con el incremento 
del “gap” de carga, el decaimiento del peso de Drude y el desarrollo de correlaciones 
antiferromagnéticas dominantes.
En las Figs. 4.12 y 4.13 se muestran los resultados correspondientes a t^B — 
0.6,0.8. Para estos valores, la imagen de doblones y bolones está totalmente desdibu­
jada en este caso, no observándose picos “inconmensurados” en el factor de estructura 
magnético. En estos casos, se encuentran efectos de tamaño despreciables en el cálculo 
de las distintas cantidades calculadas para la estimación de Kp. Los resultados indi­
can una fase de líquido de Tomonaga-Luttinger con correlaciones superconductoras 
dominantes para valores de U inferiores a un valor crítico Uc que disminuye a medida 
que t-AB se acerca, al límite Hubbard puro (Iab = 1)-
4.4 El Efecto de la Repulsión Coulombiana a Primeros 
Vecinos.
En el límite Hubbard extendido, el efecto de la repulsión entre partículas situadas 
en sitios primeros vecinos, es el de inducir la formación de una onda de densidad de 
carga consistente en dos redes intercaladas, una de las cuales contiene todos los sitios 
doblemente ocupados y la otra, todos vacíos. Como se mostró anteriormente, esta es 
también la situación en una región de parámetros del límite íab = 0- Para- U = 0 
y Iab — 0, existe un valor crítico de V a partir del cual se forma completamente la 
onda de densidad de carga. Para valores inferiores a ese valor crítico, la existencia 
de un número finito de espines no apareados es energéticamente favorable, ya que 
esta situación permite que el sistema gane energía cinética por el movimiento de los
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Figura. 4.12: “Gap” de carga como función de la inversa de la longitud para varios 
valores de U y íab = 0-6, peso de Drude Dw para cadenas de L = 8,10,12 sitios, 
y las tres estimaciones diferentes de Kp para L = 12 sitios, (a) corresponde a ecs.
(2.65) y (2.69), (b) a ecs. (2.65) y (2.66) y (c) a (2.66) y (2.69).
Figura 4.13: “Gap” de carga como función de la inversa de la longitud para varios 
valores de U y íab = 0.8, peso de Drude Dw para cadenas de L = 8,10,12 sitios, 
y las tres estimaciones diferentes de Kp para L = 12 sitios, (a) corresponde a ecs.
(2.65) y (2.69), (b) a ecs. (2.65) y (2.66) y (c) a. (2.66) y (2.69).
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mismos en un fondo de onda de densidad de carga incompleta. En el caso del modelo 
de Hubbard extendido, la onda de densidad de carga se forma, en cambio, para valores 
de V arbitrariamente pequeños en el caso de U = 0, como se muestra en la Fig. 4.1
[24] , [25]. Para íab pequeños, se observan, por lo tanto picos “inconmensurados” en 
el factor de estructura de carga
C’(<z) = y J2exp(“^0(Vío|»i»j+/|V’o)*  (4.16)
En forma análoga al factor de estructura magnético, el factor de estructura de carga 
correspondiente a una onda de densidad de carga presenta un pico en q = tt. De 
manera que los picos “inconmensurados”, en este caso están asociados a la distorsión 
producida por el movimiento de los espines no apareados en el fondo de onda de 
densidad de carga, en forma análoga a la presentada en la sección anterior para el 
caso de los doblones y bolones moviéndose en el fondo de espines con correlaciones 
antiferromagnétic.as. En la Fig. 4.14 puede observarse que el desarrollo del pico en 7r 
corresponde a la saturación en el número de sitios doblemente ocupados. A diferencia 
del caso estudiado en la sección anterior, se observa el desarrollo de un “gap” de carga 
importante para valores de V pequeños y un brusco decaimiento del peso de Drude, 
aún en el régimen de í-ab < 0-6, en el cual existen partículas con movilidad, como 
puede apreciarse en la Fig. 4.15.
Finalmente, se realizaron cálculos de Monte Cario para estudiar el valor de V para 
el cual se forma la onda de densidad de carga a U finito. Se analizó el caso particular 
de íab — 0-6 y V = 1. Los resultados de la sección anterior muestran que para 
V = 0, esta situación corresponde a un régimen de líquido de Tomonaga-Luttinger 
con correlaciones su percon ductoras dominantes, mientras que los resultados de [24],
[25] en el límite Hubbard extendido, que se muestran en la Fig. 4.1 indican que la 
formación de la onda de densidad de carga tiene lugar a V ~ 0.5. En la Fig. 4.16 
puede apreciarse la evolución de los factores de estructura de carga y de espín. Como 
se mencionó anteriormente, el ensanchamiento del pico de S(q) en torno a q = 7r está 
asociado con la distorsión del fondo antiferromagnético generado por el movimiento 
de partículas. Los resultados de las Figs. 4.16 y 4.17 sugieren que la formación de 
la onda de densidad de carga tiene lugar para Ve ~ 0.5, al igual que en el límite 
Hubbard extendido. Los resultados de la Fig. 4.18 son consistentes con la existencia 
de una fase de líquido de Tomonaga-Luttinger con correlaciones superconductoras 
dominantes, dentro de 1a. región de valores de V < Ve-
4.5 Resumen y Discusión.
En este capítulo se ha analizado el efecto de la repulsión coulombiana a primeros ve­
cinos en el límite exactamente soluble íab — 0 del modelo con diferentes amplitudes 
de “liopping” presentado en el capítulo anterior. Ha sido posible definir regiones de 
parámetros donde el estado fundamental exacto es un aislador de Mott o una onda de 
densidad de carga. También se delimitó una línea en la que el sistema tiene un com­
portamiento metálico. Esta líltima denominación no es estrictamente válida para el 
caso unidimensional, pero los restantes rasgos del diagrama de la Fig. 4.2 son válidos 
para, redes bipartitas de dimensionalidad arbitraria. Luego se analizó la evolución 
hacia el límite Hubbard puro a partir del límite íab — 0- Se mostraron las diferencias 
en el comportamiento magnético para el caso bidimensional y unidimensional. En 
el primero, la fase metálica contiene polarones magnéticos en el estado fundamental
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Figura 4.14: Factor de estructura de carga en una cadena de L = 12 sitios para 
varios valores de V y Iab, y U = 0, número de sitios doblemente ocupados D y las 
contribuciones a la energía cinética para 1-ab — 0.2.
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Figura 4.15: “Gap” de carga como función de la inversa de la longitud y peso de 
Drude en cadenas de L = <8,10,12 sitios, para t^B = 0.2, U = 0 y varios valores de 
V.
formados por configuraciones de Nagaoka correspondientes a un doblón o un bolón 
rodeados por una nube ferromagnètica. Para valores de t^B superiores al valor crítico 
~ 0.5, el espín total del estado fundamental es S = 0 y el espectro de excitaciones 
adquire características similares alas del modelo de Ilubbard. En el caso unidimen­
sional, valores de t^B finitos parecen facilitar el desarrollo de propiedades metálicas. 
En el estado fundamental se observan, al igual que en el caso bidimensional, efectos 
asociados a la existencia de doblones y bolones para pequeños, aunque en este 
caso no existe la nube ferromagnètica de Nagaoka. Los doblones y bolones se de­
splazan en un fondo antiferromagnètico introduciendo distorsiones que se manifiestan 
el factor de estructura magnètico. A medida que aumenta los estados con un 
número determinado de doblones y bolones se “mezclan” cada vez más en la función 
de onda del estado fundamental con otros estados que contienen diferente número 
de doblones y bolones. Sin embargo, para íab í t-AA = IbBi el estado fundamental 
tendrá una proyección mayor sobre el subespacio que tiene algún número óptimo de 
doblones, ya que para valores diferentes de los parámetros de “bopping”, esta es la 
situación que permite la mayor ganancia de energía cinética. Finalmente, la existencia 
de estas entidades tiene asociadas correlaciones superconductoras, y la posibilidad de 
“bopping” efectivo de pares formados por partículas situadas en sitios vecinos dentro 
de este subespacio, esquemáticamente:
1 I (I I I I o I Hj, I) I J 1 1 o- (4.17)
• •
Esta interpretación daría cuenta de las correlaciones superconductoras dominantes 
observadas en el marco de la teoría de líquidos de Luttinger. Y es interesante que una 
pequeño apartamiento respecto del límite Hubbard puro es suficiente parala aparición 
de una fase con correlaciones superconductoras en banda semillena!. Finalmente, se 
consideró el efecto de la repulsión coulombianas a primeros vecinos y se comparó con 




Figura 4.16: Evolución del factor de estructura de espín en cadenas de L = 16,32 





Figura 4.17: Evolución del factor de estructura de carga en cadenas de L = 16,32 
sitios para U = 1, íab — 0.6 y varios valores de V.
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Figura 4.18: Peso de Drude Dw para cadenas de L = 8,10,12 sitios, y las tres 
estimaciones diferentes de I<p para L = 12 sitios, (a) corresponde a ec.s. (2.65) y 
(2.69), (b) a ecs. (2.65) y (2.66) y (c) a (2.66) y (2.69).
^ab ~ 0.6 la fase de onda de densidad de carga eS similar a la del límite Hubbard 
extendido usual. Por debajo de este valor de t^B y = 0, la total realización 
del orden de largo alcance de 1a. onda de densidad de carga no es energéticamente 
favorable, existiendo espines no apareados que se mueven en un fondo de onda de 
densidad de carga, sin embargo se encuentra la existencia de un “gap” de carga y por 
lo tanto un comportamiento aislante del sistema. Para U finito, la formación de la 
onda de densidad de carga tiene lugar aproximadamente páralos mismos valores de V 
que en el límite Hubbard. Sin embargo, en este caso, existe una región de parámetros 
para la cual la transición a la onda de densidad de carga no tiene lugar desde una 
fase de onda de densidad de espín, como en el Emite Hubbard extendido puro, sino 
desde una fase con características metálicas y correlaciones superconductoras. Estos 
resultados indican un fase metálica emergente cuando se consideran apartamientos 
respecto del límite Hubbard extendido. Esto daría lugar a especulaciones sobre la 
relación entre esta fase y la existencia del punto tricrítico, y con el cambio en el orden 
de la transición entre la. onda de densidad de espín y de carga, en el modelo de Hubbard 
extendido. Concretamente, podría, sospecharse que el punto tricrítico consiste en el 
confinamiento a un tínico punto de una. fase metálica que se abre cuando t¿B < 1, 
aunque por el momento, esto no deja de ser una. mera conjetura.
4.A Apéndice A. Método de Lanczos para las Propiedades 
Dinámicas.
Se supone que se quiere calcular una función espectral con la forma general
(4.A.1)
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donde O es un operador que depende de la función de Creen que se analiza, |V’o) 
es el estado fundamental del h amil toni ano H, Eq es la correspondiente energía, es 
la frecuencia y c es un número real pequeño, introducido para correr los polos de la 
función de Creen en cuestión fuera del eje real. Introduciendo la base completa de 
autovectores de H, = L y usando que
2 • = ^(“) ~ Í7F¿(z)), (4.A.2)X + 76 X
se llega a
/(u>) = ElW’-‘l°IV’o)l2«(“ - (£„ - £»)), (4.A.3)
n
donde En son los auto valores correspondientes a los |i/)n}. En la práctica, se considera 
ó(x) (1/7T)€/(x2 + €2).
La función espectral (4.A.3) puede ser evaluada a partir de la técnica de Lanczos 
[46], partiendo del estado inicial
]<Ao> = - °IV’0> ■ (4.A.4)
y (V>o|CW|V’o>
Considérese la identidad matricial (z - II)(z — 77)_1 = /, con z = cu + Eo + ü 
y con las matrices escritas en la base (2.B.2), construida a partir de dado en 
(4.A.4). Se obtiene Y,n(z ~ - H)ñp = hip- En particular, para p = 0,
resulta £„(- - II]mnx0 = Óm0, donde xn = (z - Esto representa un sistema
de ecuaciones para los xn, siendo .ro = (0o|(^ — Z7)-1 |</>o), la cantidad que interesa 
estudiar. El sistema se resuelve usando la regla de Cramer. En la base considerada, 
la matriz z — II tiene el montos diagonales (z — II)n,n — an y los elementos de las 
subdiagonales principales inferiores y superiores son (z — = (z — II)n+i,n =
—6n, con an y bn definidos en el apéndice C. del capítulo 2, mientras que los restantes 
elementos de matriz son nulos. De esta manera, resulta x.q = detS^/det^z — H) siendo 
Bq la matriz que resulta de reemplazar la primera columna de z — II por la columna 
que tiene primer elemento 1 y los restantes 0. El determinante de (z — H) puede 
desarrollarse como dct(z — II) = (z — ao)detDy — bydctD^, con detDi = detBo, siendo 
Dn la matriz que resulta de remover las n primeras filas y las n primeras columnas 
de (z — II). Luego, puede escribirse
(4.A.5)
El cociente entre determinantes también admite un desarrollo similar, de manera que 
y continuando el procedimiento, se obtiene la fracción continua
De esta manera, es posible calcular la función espectral para un sistema de tamaño 
finito, a partir de iteraciones sucesivas con el método de Lanczos, obteniéndose tantos 
polos como iteraciones (no necesariamente se busca explorar el subespacio completo).
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4.B Apéndice B. Método de Monte Cario de Líneas de 
Mundo.
El método de Monte Cario cuántico de líneas de mundo [68] está especialmente 
diseñado para tratar modelos unidimensionales de tipo Hubbard, cuyos liamiltoni- 
anos están definidos en el espacio real y admiten una decomposición de la forma 
H = Himp + Hpar, donde H{mp = £<tJ> con Ia suma sobre los sitios i im­
pares, y Hpar = 52<tj> con Ia suma, sobre los sitios i pares, mientras que < ij >
denota el par formado por el sitio ¿, y su vecino a la derecha. Además el hamiltoniano 
tiene la forma Hpar/imp = Kpar/imp + W2» donde K es el término cinético y V el de 
interacción.
La idea básica, común a todos los métodos de Monte Cario, es es la de calcular 
un valor medio clásico de la forma
(0) = ^P(n)O(n), (4.B.1)
n
en forma estocástica. Dado un conjunto de números aleatorios, 7¿i, 77-2, • • •, wl, dis­
tribuidos según la ley P(n) = lim¿_oo(l/^) Se aproxima el valor medio
(4.B.1) por el promedio calculado en el conjunto reducido de L estados,
1 L
(O) = tY,OM. (4.B.2)
L Í=1
Dado que (4.B.2) es una suma sobre variables aleatorias, está distribuido normal­
mente, y el error estadístico está determinado por la varianza de O(tí),
(0> = a2 = (4.B.3)
v L n
Desde el punto de vista práctico, una forma de generar los L estados, de acuerdo a 
la distribución P(7¿), puede ser la fuerza bruta, generando números r al azar en el 
intervalo 0 < r < 1, y eligiendo un estado cualquiera, ht- El estado correspondiente 
es aceptado si P(iit) > r. De acuerdo con lo que ocurre generalmente, la fuerza 
bruta resulta un proceso poco eficiente. En este caso, implica demasiados intentos 
hasta aceptar un cambio. Una alternativa más eficiente es el algoritmo de Metrópolis 
[17], que consiste en partir de l estados, etiquetados con índices 77,, í = 1,...,/ luego 
seleccionar un nuevo estado, etiquetado por 7/7, “apenas apartado” del estado ni. 
Se calcula, el cociente /?. = P(ht)/P(^l) y se compara con un número al azar r. 
Si R, > r, el nuevo estado es aceptado y se incorpora al conjunto, 77/+i = 777. En 
problemas en los que los cambios son tan pequeños que R ~ 1, es conveniente usar el 
algoritmo del “baño térmico”, en el que la probabilidad de transición se define como 
7?./(l + R). En la. práctica, se seleccionan estados iniciales cualesquiera para iniciar el 
proceso. Esto implica la necesidad de aplicar el procedimiento descripto varias veces 
hasta llegar a una situación de equilibrio, a partir de la cual se considera el inicio del 
algoritmo propiamente dicho. Debe tenerse en cuenta, además, que los cambios que 
se. proponen para generar el estado ut “apenas apartado” del estado debe ser tal 
que se satisfaga el balance detallado: p(ni —* 7íj) = p(nj —*■ 77,).
El punto de partida para, formular el método de Monte Cario de líneas de mundo, es 
el valor de expectación cuántico en el conjunto canónico de un operador que admita 
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una descomposición similar a la del término cinético, es decir, en la forma O = 
Oimp 4“ Opart
(0) = |Tr(exp(-/)/f)O), Z = Trexp(-fiH). (4.B.4)
Se utiliza un procedimiento similar al de la integral funcional para tratar Z. El 
intervalo de tiempo imaginario O < r < (i se divide en m intervalos de ancho Ar = 
fi/m (pasos de Trotter), aproximando la función de partición por
Z = Tr(exp(—ArHimp} exp( ArHpar} • • • exp( ArHímp} ®xp( Hpar}}
----------------------------------------------------------'
+ 0(l/m)2, (4.B.5)
luego se introduce 1 = '¡Tr | A.)(A| entre los 2m factores exponenciales, siendo \R) con­
figuraciones de partículas en el espacio real, y se utiliza la fórmula de Suzuki-Trotter 
exp(?4 + B} = [exp(i4/27») exp(B/m) exp(j4/27n)]"1 + 0(1 /m2} para descomponer las 
exponenciales con K y V, resultando
m 




¿ CY = 1
con A.2,n+i = Ai. Puede utilizarse una descomposición similar para el valor medio 
(4.B.4). El método de Monte Cario, que se explicó anteriormente puede utilizarse iden­
tificando la probabilidad clásica P(7?) —> A(R.i,..., A.2m)/Z, donde 4(A],..., R2m) 
denota uno de los sumandos de (4.B.6).
El término entre llaves se factoriza, además, entre las dos componentes de espín. 
Los elementos de matriz de (An| exp(-ArA't„ip/par)|An+i) pueden descomponerse en 
productos de elementos de matriz entre estados de dos sitios,
(A| exp(-ArA;wp/par)|A') = J] (AíAí+i| exp(-ATA’íwp/por)|A<A<+1), 
i=imp/pttr
(4.B.7) 
donde |A, Al+i), |A.¡A¡+1) denota configuraciones de dos sitios vecinos, de la forma 
l?tl 7t+il)l x llíi 7í+i|)b con 7ja = 1,0 indicando que el sitio está ocupado o vacío, 
respectivamente, para cada componente de espín. El producto secuencia! de config­
uraciones, se esquematiza en gráficos [52] como los que se muestran en la Fig. 4.19, 
correspondiendo un “damero” para cada espín. Los cuadrados con doble recuadro del 
tablero señalan las plaquetas sobre las cuales “actúa” el hamiltonia.no. Los cuadros 
inferiores dentro de una “rebanada” de tiempo imaginario Ar, están asociados a Hpar 
y los superiores a Himpar. El cálculo de 1a. traza en forma exacta implica la suma sobre 
todas la líneas de mundo posibles, que satisfagan condiciones de contorno periódicas 
en el tiempo. El procedimiento de Monte Cario, en cambio, supone la suma sobre 
unas pocas, elegidas adecuadamente. En la práctica se parte de una configuración 
arbitraria de líneas en cada, damero, luego se proponen deformaciones de estas líneas. 
El tipo de deformación es local, como la que se muestra en la Fig 4.19., y genera un 
nuevo estado que resulta un “apartamiento pequeño” respecto del anterior. El cambio 
propuesto se acepta o no, dependiendo del valor de R. o de A./(l 4- A), (dependiendo 
si se considera el algoritmo de Metrópolis o del baño térmico), en comparación con 
un número al azar r.
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Figura. 4.19: Líneas de mundo para tres fermiones en una red de L = 6 sitios 
(izquierda). El eje horizontal corresponde al espacio y el vertical al tiempo imagi­




En la primera parte de esta tesis, se propuso una extensión de la aproximación de 
Gutzwiller para aproximar el estado fundamental del liamiltoniano de Hubbard. Se 
reformuló la técnica de Gutzwiller tradicional para el caso unidimensional y sistemas 
finitos, de manera de tomar en cuenta el efecto de las correlaciones espaciales, sin re­
alizar aproximaciones adicionales. Esto permitió, por un lado, estudiar las deficiencias 
introducidas por las aproximaciones adicionales que se realizan en los tratamientos 
usuales, y por otro lado, incluir en el formalismo, nuevos parámetros vari ación ales que 
incorporan el efecto de las correlaciones entre cargas y espines situados en posiciones 
vecinas de 1a. red. Se obtuvieron resultados muy precisos en el cálculo de la energía 
del estado fundamental, sin la predicción de resultados patológicos como la transición 
de Brinkman-Rice que se encuentra, con el tratamiento usual, así como también en el 
cálculo de las funciones de correlación.
Luego se realizó un estudio exhaustivo de un modelo efectivo para los cupratos 
superconductores de alta temperatura crítica. Este modelo constituye una general­
ización del modelo de Hubbard y consiste en considerar parámetros de “liopping” 
que dependen de la ocupación de los sitios involucrados en el proceso cinético. Se 
realizó un estudio numérico de la. versión unidimensional del modelo, tomando como 
base interpretativa la teoría de líquidos de Luttinger. Se analizó el comportamiento a 
grandes distancias de las funciones de correlación para, un amplio rango de valores de 
los parámetros del modelo y se delimitaron las regiones en las que las correlaciones 
superconductoras son dominantes. En particular, se analizaron aquellas regiones de 
parámetros que pueden ser representativas de situaciones “realistas” páralos cupratos 
superc.ond u ctores.
También fue posible resolver analíticamente el modelo para valores particulares 
de los parámetros de “hopping”, D=1 y condiciones de contorno abiertas. Este caso 
particular, corresponde al hamiltonia.no de Hubbard usual, en el cual se suprime el 
proceso de “hopping” que no conserva, la doble ocupación, el cual es el responsable 
de las correlaciones antiferromagnéticas. El estado fundamental es altamente degen­
erado, existiendo regímenes en los cuales existen estados con orden de largo alcance 
no diagonal en este subespacio. Para el caso particular de banda semillena, el sis­
tema exhibe una “transición de Mott” para un valor de U > O finito. Sin embargo, 
puede demostrarse que como consecuencia de la topología estrictamente unidimen­
sional, la fase metálica queda inhibida. En sistemas con mayor dimensionalidad, no 
fue posible hallar la solución exacta en general, pero si fue posible definir regiones 
de parámetros en los que el estado fundamental es una onda de densidad de carga o 
un aislador de Mott. Considerando, además el efecto de la repulsión coulombiana a 
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primeros vecinos en límite exactamente soluble mencionado previamente, fue posible 
determinar exactamente algunas de las fronteras que delimitan a estas regiones. La 
existencia de la transición de Mott fue confirmada para el caso bidimmensional en 
base a resultados numéricos. A partir de un estudio numérico de las funciones es­
pectrales, se analizó la evolución del modelo hacia el límite Hubbard puro, en el cual 
todos los parámetros de “hopping” toman el mismo valor. Para banda semillena, se 
encontraron estructuras de polarones conformados por doblones o bolones rodeados 
por nubes ferromagnéticas. Estas estructuras evolucionan hacia estados dominados 
por correlaciones antiferromagnétic.as a medida que se tiende al límite Hubbard puro. 
Finalmente, se estudió la evolución hacia el límite Hubbard en el caso unidimensional. 
Se encuentra un comportamiento bastante diferente al correspondiente a 2D, escen- 
cialmente por la no validez del teorema de Nagaokaen los sistemas unidimensionales. 
En este caso se realizaron cálculos de las funciones de correlación con el método de 
Monte Cario de líneas de mundo. Se encontró la formación de estructuras inconmen­
suradas en el factor de estructura magnético para banda semillena. Estas estructuras 
son similares a las observadas fuera de banda semillena y, en el caso estudiado, están 
asociadas a la existencia de un número finito de bolones y doblones. Se complementó 
el estudio con el análisis del comportamiento de líquido de Luttinger y de las fun­
ciones de correlación a grandes distancias. Se encontró la existencia de una región 
con características metálicas y con correlaciones superconduc.toras dominantes, aún en 
situaciones cercanas al límite Hubbard. Esta región metálica se extiende para valores 
finitos de la repulsión coulombiana a primeros vecinos, y su naturaleza puede estar 
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