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nr. qual icon sins rhem index legis dicent symbol rule
0 a man (am) i
1 entered(e) am i,c
2 who(wh) e am i,c,c
recursion
3 was covered (wcd) wh i,c
4 with mud (wm) wcd wh i,c,c
5 wm wh wcd c, c
6 wh wm wcd c
7 wm wcd wh c
8 wh wcd­wm b
return
9 who­..­mud(wcm) e am i
10 wcm am e c,c
11 am wcm e c
12 e ahm­wcm b













nr. qual icon sins rhem index legis dicent symbol rule
0 Mary(M) i
1 is(i) M i,c
2 a  democrat (ad) i M i,c,c
3 and(&) ad M i i,c,c
4 ad i M c,c
save
5 proud(p) i
6 of it(oi) p i,c





10 ad&p/oi i M
21
11 M i­ad&p/oi b
SUMMARY
An advantage of our model of knowledge representation presented in this chapter lies in its 
potential for generating information by the computer, that the human user may directly 
process naturally. The essence of such processing can be explained by means of the metaphor 
of apparent motion perception. If the snapshots of a series are presented correctly, we may 
easily experience the meaning of the series, as a whole. If the presentation is not correct, as 
for example when the snapshots are in the wrong order or the difference between the 
consecutive pictures is too large, an adequate interpretation may still be possible, but it can 
be difficult.
The idea behind our theory is that an analogous “correct” presentation of information in 
knowledge modelling, may entail an immediate ‘natural’ interpretation of the computations 
yielded by the cognitive model (cf. frames), as different representations of a single 
interaction between some state and effect. More specifically, the hypothesis of this work is 
that information processing that does respect the 9 types of relations of cognitive processing 
and their ordering, may enhance the interpretation of the full meaning of such computations 
as a whole (through the mediation of proto­signs).
This relation between the cognitive and semiotic concepts of meaning production is the 
key to the natural definition of the combinatory properties of qualia in language as a habit. 
Additionally, the processual interpretation of the Peircean classification is the key to the 
understanding of sign recognition, generating increasingly better approximations of the final 
meaning of the observed phenomenon. It can be shown that there exists a correspondence 
between the types of relations generated by cognitive processing on the one hand, and the 
interactions between sign aspects that are each other's neighbors,20 according to Peirce's 
classification, on the other. From the isomorphism of the representation of knowledge in 
different domains it follows that different interpretational viewpoints (like syntactic, logical, 
etc.) can be merged to a single whole through coordination (in a broad sense). 
What is `natural' in natural language? In our view the natural aspect of language involves 
the types of distinctions that can be made cognitively; the organization of such events in a 
process; and the appearance or ‘feeling’ of such a process as knowledge (the last lies beyond 
the scope of our model). This is the basis, in our opinion, for the understanding of 
computational semiotics as a cognitively based semiotic and, therefore, as natural 
computation. 
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1 We acknowledge that a distinction can be made between natural and designed languages like Esperanto. The origin of the 
language however is of no consequence for our present concerns.
2  A reference to Peirce (1931) is given by volume and paragraph, separated by a point.
3 Peircean scholars also use the term semeiotic.
4 The three concepts of X­bar theory, which are denoted by X, X' and X", are a representation of a lexical category, a 
relation and a phrase, respectively.
5 The importance of similarity (comparison) in cognitive theory is also emphasized by Goldstone & Barsalou, (1998).
6 This whole process is beyond our direct conscious control. 
7 Here and in later diagrams a ‘¬’ is denoted by a ‘~’ symbol.
8 A and ¬A (but also B and ¬B) arise due to the same input trigger, indicating that the two signs are not independent.
9 As A and B are commonly considered as logical variables, the separate representation of the input qualia contains both 
variables. The difference between their meaning as co­existent and co­occurrent is expressed by means of the ‘+’ and ‘*’ 
operators respectively.
10 For a detailed treatment see Liszka 1996.
11 We gladly acknowledge that the term proto­sign has been suggested by Gary Richmond.
12 Conform our assumption that all interaction is between state and effect, the constituents of a type (3) relation show an 
analogous difference.
13 Notice that (1) allows only a single interpretation, (2) provides two and (3) can be expanded in three meanings, that differ 
from each other in the question which one of the qualia has a dominant function in the relation (either the one, or the other, 
or both).
14 Both models depart from a triadic definition of signs, but the difference in goals served puts a different emphasis on the 
properties of signs. We maintain that full understanding of semiosis is only possible when the different perspectives are 
combined.
15 Cf. the phenomenon of embedding in sect. ‘Towards a formal model’.
16 Please note that in this analysis the Peircean terms are used as pointers to the status of a language symbol in the process of 
parsing.
17 We assume non­determinism is implemented by backtracking.
18 In virtue of the sequential character of language processing, also adjectives, adverbs, etc. are considered as appearing 
effects and treated as B­type qualia.
19 Essentially such a grammar consists of rules, which are instances of the syntactic relations ­ sorting, abstraction, 
complementation and predication ­ as rule schemas. Schema instantiation is lexically driven by the defined combinatory 
properties of the syntactic qualia.
20 The neighborhood relation is indicated by horizontal lines in fig. 3, sect. ‘Logical analysis’.
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