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Abstract. Image segmentation is considered a crucial step in automatic
dermoscopic image analysis as it affects the accuracy of subsequent steps.
The huge progress in deep learning has recently revolutionized the im-
age recognition and computer vision domains. In this paper, we com-
pare a supervised deep learning based approach with an unsupervised
deep learning based approach for the task of skin lesion segmentation in
dermoscopy images. Results show that, by using the default parameter
settings and network configurations proposed in the original approaches,
although the unsupervised approach could detect fine structures of skin
lesions in some occasions, the supervised approach shows much higher
accuracy in terms of Dice coefficient and Jaccard index compared to
the unsupervised approach, resulting in 77.7% vs. 40% and 67.2% vs.
30.4%, respectively. With a proposed modification to the unsupervised
approach, the Dice and Jaccard values improved to 54.3% and 44%, re-
spectively.
Keywords: deep learning · dermoscopy · melanoma.
1 Introduction
Skin cancer is considered the most common cancer worldwide such that one in
every three cancers diagnosed is a skin cancer. In Canada more than 80,000
skin cancer cases are diagnosed each year, of which more than 5,000 cases are
melanoma, the deadliest form of skin cancer [1]. In the UK around 100,000 cases
are diagnosed each year, accounting for 20% of all cancer cases. In recent years,
there have been great advances of fully and semi-automated Computer Aided
Diagnosis (CAD) methods [2]. These CAD methods can assist dermatologists in
different steps of analysis, such as detection of the lesion boundary, quantification
of diagnostic features, classification into different lesion types (tumor staging),
and visualization [3]. Essentially, the standard pipeline in automatic dermoscopic
image analysis consists of three stages: image segmentation, feature extraction
and selection, and lesion classification. Image segmentation is considered a crucial
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stage since it affects the accuracy of subsequent stages. However, segmentation
is difficult due to great variety of lesion shapes, sizes, textures and colors. Other
difficulties are related to the presence of dark hair covering the lesions and the
existence of specular reflections [4].
Different skin lesion segmentation methods have been proposed in the litera-
ture, which can be classified as [5] low-level based image processing methods [6,
7], active contour based methods [8], and supervised learning based methods [9].
The huge progress in machine learning, specifically in the area of deep learning,
has recently revolutionized the image recognition and computer vision domains.
Numerous studies have subsequently emerged employing machine learning in
skin cancer and melanoma detection. The ultimate goal of applying machine
learning to medical images is to recognize patterns in a better and quicker way
than humans can, and thus to increase the productivity of doctors and the pa-
tient healthcare outcomes. One such application is skin lesion segmentation.
Some related work is highlighted in Section 2, U-Net is described in Section
3 as a supervised deep learning based method, the unsupervised deep learning
based method is described in Section 4, results are depicted and discussed in
Section 5, and the paper is concluded in Section 6.
2 Related work
Jafari et al. [10] used a Convolutional Neural Network (CNN) that accepts input
images (pre-processed for reducing the artefacts) and combines both local and
global contextual information, eventually producing a label for each pixel which
results in a segmentation mask that represents the skin lesion. The results have
been further refined by some post-processing operations, and comparisons to
state-of-the-art algorithms have shown to outperform such methods in terms of
segmentation accuracy and sensitivity, which are 98.5% and 95%, respectively.
A hybrid approach that uses convolutional and recurrent neural networks
was proposed by Attia et al. [11]. The approach was tested on the ISIC 2016
challenge (International Skin Imaging Collaboration) including 900 training im-
ages and 375 test images, without making any pre-processing. This method has
achieved a segmentation average accuracy of 98% and Jaccard index of 93%, and
has demonstrated to be robust against different artificats with high sensitivity.
Compared to other state-of-the-art methods including those using CNNs only,
the approach shows outperformance.
Yuan et al. [12] proposed a fully automatic method that uses a 19-layer
convolutional neural network for skin lesion segmentation. Moreover, the authors
used a novel loss-function based on Jaccard distance which eliminates the need
for sample re-weighting that is utilized when cross entropy is used as the loss-
function. The approach is tested on the ISIC 2016 3 challenge and the PH2 4
database, and has shown to outperform other state-of-the-art methods.
3 https://www.isic-archive.com
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Al-Masni et al. [13] proposed a segmentation method that uses Full resolution
Convolutional Networks (FrCN) that learn the full resolution features of each in-
dividual pixel of the input image to achieve better pixel-wise segmentation of the
skin lesions. Such task is performed by eliminating the subsampling layers in the
networks and enabling the convolutional layers in order to extract and learn full
spatial features of the skin lesions, resulting in finely segmented contours of the
lesions. No pre-processing or post-processing operations are used. The approach
has been tested on the ISIC 2017 challenge and on the PH2 database. The pro-
posed method has achieved an average Jaccard index and overall segmentation
accuracy of 77.11% and 94.03% on the ISIC 2017 dataset, respectively. On the
PH2 datbase, the results were 84.79% and 95.08%, respectively. Compared with
FCN [15], U-Net [16] and SegNet [17], the proposed method outperforms those
networks by 4.94%, 15.47% and 7.48% for Jaccard index and 1.31%, 3.89% and
2.27% for the segmentation accuracy, respectively.
A deep learning architecture based on U-Net that uses multi-scale residual
connections (Multiscale Residual UNet) to maximize the learning capability and
performance of the network was proposed in [14]. The residual connections pre-
serve the information lost in the encoder stages due to max-pooling. A layer
with binary cross-entropy loss function based on Jaccard index is included for
the purpose of pixel classification. The method was applied on the ISIC 2017
challenge dataset and showed to have better performance compared to other
methods in literature, in addition to producing results were the boundaries of
lesion regions and the background are well separated. Many other deep learn-
ing based skin lesion segmentation methods have been proposed. Some of those
methods can be referred to in [15]-[28].
Unlike most of the studies mentioned above which are considered supervised
deep learning based methods, we utilize a commonly used architecture in the
medical image domain for the supervised part of the paper (i.e. U-Net). Taking
that further, we also employ an unsupervised deep learning based approach for
skin lesion segmentation, which could be considered a good approach when a
shortage of data and its ground truth is faced, which is a common challenge in
the medical image domain. No pre-processing or post-processing operations are
carried out.
3 Supervised deep learning based segmentation
In this section we are going to discuss U-Net as a supervised deep learning based
network architecture. U-Net is an end-to-end encoder-decoder network for se-
mantic segmentation which was firstly used in medical image segmentation. The
architecture is composed of left (down) and right (up) sides. The down part,
which follows the typical convolutional network architecture, is the encoder part
where convolution blocks are applied followed by maxpooling in order to encode
the input image into feature representations at multiple levels. The number of
feature channels are doubled at each downsampling step. On the other hand, the
up part consists of upsampling the feature map followed by a convolution oper-
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ation that brings the number of feature channels to half. A concatenation with
the corresponding cropped feature map from the down part occurs, followed by
two 3× 3 convolutions which are also followed by two ReLU operations and one
2× 2 max-pooling operation with stride 2 used for downsampling. The cropping
process is essential as border pixels are lost at each convolution. Thus, while up-
sampling we concatenate the higher resolution features obtained from the down
part with the upsampled features in order to localize and learn representations
better. The resulting architecture is that the expansive path is symmetric to the
concatenating path, yielding a u-shaped architecture (Fig. 1). The final layer of
U-Net uses a 1 × 1 convolution to map each 64 feature vector to the desired
number of classes. The network is composed of 23 convolutional layers in total,
provided that it does not have any fully connected layers and uses only the valid
part of each convolution. For the border region of the image, the pixels are pre-
dicted by an overlap-tile strategy such that the missing context is extrapolated
by mirroring the input image, thus allowing the U-Net network to be applied
on large images. The outcome of this stage is the segmented image, where the
foreground (in white) represents the skin lesion and the background (in black)
represents the skin.
Fig. 1. U-Net architecture: blue boxes correspond to a multi-chanel feature map with
the number of channels shown on the top of the box. The value on the lower left edge
of the box is the x-y-size. The copied feature maps are shown in white boxes, and the
arrows refer to different operations [16]
4 Unsupervised deep learning based segmentation
CNNs have recently been used in semantic segmentation [15, 17, 29]. However,
as pixel-level annotations are considered difficult to get for image segmentation,
weakly supervised learning approaches that utilize object bounding boxes [30,
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31] or image-level class labels [32]-[35] are widely used in the training process
[36]. In this study, we use a CNN for image segmentation in a fully unsupervised
manner as proposed by Kanezaki [36]. No training data and labels thus need
to be prepared beforehand. This unsupervised setting could be crucial when it
comes to skin lesion images that suffer from shortage in sufficient amount of data
with defined ground truth that can be used for training a CNN.
Let {in ∈ Rp}Nn=1 be a set of p-dimensional feature vectors of image pixels,
such that N refers to the number of pixels in the input image. Cluster labels
{cn ∈ Z}Nn=1 are assigned to all pixels by cn = f (in), where f : Rp → Z is a
mapping function. The parameters f and {in} are trained in a fully unsupervised
manner, predicting an unknown {cn}.
Three constraints need to be met for the prediction of {cn}: (i) feature sim-
ilarity, (ii) spatial continuity, and (iii) number of unique cluster labels. In the
feature similarity constraint, pixels with similar features are assigned the same
label. A p-dimensional feature map {in} (feature extraction) is computed from
the input image through M convolutional components that are composed of a
2D convolution, p filters of size 3× 3, ReLU activation function, and a batch
normalization function (the batch is the N pixels in the input image). A lin-
ear classifier is applied to obtain a response map {yn = Wcin + bc}Nn=1, where
Wc ∈ Rq×p and bc ∈ Rq, which is eventually normalized to
{
y
′
n
}N
n=1
with zero
mean and unit variance. The cluster label cn for each pixel is obtained by select-
ing the dimension that has the maximum value in
{
y
′
n
}
(argmax classification).
Thus, the process clusters the feature vectors into q clusters and each pixel is as-
signed to the closest point amongst the q representative points, grouping similar
pixels into clusters.
Based on the second constraint, the clusters of image pixels have to be spa-
tially continuous (cluster labels of neighboring pixels are identical). Here, K
superpixels (a group of connected pixels with similar colors) {Sk ∈ Rn}Kk=1 are
extracted from the input image using SLIC [37], where Sk refers to the set of
pixel indices that belong to the kth superpixel, and each pixel belonging to some
superpixel will have the same cluster label. The most frequent cluster label cmax
for all cn ∈ {1, ..., q} is then selected.
While the first two criteria aid in the grouping of pixels, the third criterion
poses a constraint on the number of unique cluster labels, avoiding by that any
undersegmentation (i.e. only one cluster) as this criterion gives preference to a
large number of clusters.
The network starts by predicting the cluster labels with fixed network pa-
rameters (forward process of a network followed by superpixel refinement), and
then training the network parameters with the fixed predicted cluster labels
(backward process of a network based on gradient descent). Similar to super-
vised learning, the softmax loss is calculated between the responses
{
y
′
n
}
and
the refined cluster labels
{
c
′
n
}
, and error signals are backpropagated in order
to update the parameters of both the classifiers and convolutional filters. This
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forward-backward process is iterated T times to obtain the final prediction of
cluster labels {cn}. Fig.2 illustrates the unsupervised deep learning approach.
Fig. 2. Unsupervised deep learning based approach [38]: the network starts by predict-
ing the cluster labels with fixed parameters in the forward process, such that in feature
extraction a p-dimensional feature map is computed through M convolutional compo-
nents. A linear classifier (argmax classification) is then applied to obtain a response
map, eventually resulting in a cluster label for each pixel. The superpixel refinement
step makes sure that the cluster labels of neighboring pixels are identical. The network
parameters are then trained with the fixed predicted cluster labels, and the softmax
loss is calculated between the response and refined cluster labels (resembles supervised
learning). The process is repeated T times to obtain the final cluster labels predictions
5 Results and discussion
The U-Net architecture is trained on 2344 dermoscopy images along with their
corresponding ground truth response masks from the ”ISIC 2018: Skin Lesion
Analysis Towards Melanoma Detection” grand challenge datasets [38, 39]. Fig.
3 depicts some examples on the training dataset and the corresponding ground
truth.
Fig. 3. Training data examples
To make the most out of the training data, augmentation using some transfor-
mations has been applied (such as rotation, shifting horizontally and vertically,
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shearing, zooming, horizontal flip, and filling in newly created pixels which can
appear after a rotation or a horizontal/vertical shift). This avoids the model from
over-fitting and leads to better generalization. Images used have been resized to
512 × 512. The U-Net model was trained for 20 epochs on a Tesla P100 GPU.
Fig. 4 shows how accuracy has improved across the epochs.
Fig. 4. Accuracy improvement across different epochs
Different parameters have been set to the unsupervised deep learning ap-
proach (number of channels 100, iterations 1000, clusters 2, learning rate 0.1,
convolutional layers 2, super-pixels 10000, and compactness of superpixels 100),
and the approach has also been run on a Tesla P100 GPU.
The approaches were tested on 250 images for segmentation. Fig. 5 shows
some examples on the tested images, ground truth, and the results of both
approaches. Results show that the unsupervised approach shows less quality
results than those of the U-Net. However, this is not the case with some other
test images where the unsupervised approach could be better in detecting the
fine structure of the skin lesion. Fig. 6 highlights some examples on such cases.
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Fig. 5. The unsupervised deep learning based approach shows less quality results than
U-Net
Fig. 6. The unsupervised deep learning based approach can be better in detecting fine
structures than U-Net in some cases
To quantitatively evaluate the two approaches against the ground truth, we
use two metrics (Dice coefficient [40] and Jaccard Index [41]) to measure the
similarity between two images. The Dice coefficient is a measure that finds the
spatial overlap between two binary images, resulting in a value that lies between
0 (no overlap) and 1 (agree perfectly). The Dice coefficient can be defined as:
D =
2 |A ∩G|
|A + G| × 100% (1)
where A is the algorithm output and G is the ground truth.
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Jaccard index is popular and frequently used as a similarity index. The area
of overlap J is calculated between the segmented binary image A and its ground
truth G as shown in the following equation [42]:
J =
|A ∩G|
|A ∪G| × 100% (2)
Table 1 shows the Dice coefficient values for the U-Net and unsupervised
results shown in Fig. 5, where image numbers reflect the order of the images
from left to right. This applies to Table 2 that depicts the Jaccard index values
of Fig. 5. Results of Fig. 6 are shown in Table 3 and Table 4, respectively.
Table 1.Dice coefficienthttps://www.overleaf.com/project/5c17bd05cc3926770b513e37
values for the U-Net and unsupervised results shown in Fig. 5. The numbers represent
the ordering of the images as read from left to right
Method Image-1 Image-2 Image-3 Image-4 Image-5 Image-6 Image-7
U-Net 83.2% 86.2% 86.7% 77.5% 90.7% 78.5% 88.4%
Unsupervised 7.3% 13.1% 19.6% 33% 0% 18.3% 0.3%
Table 2. Jaccard index values for the U-Net and unsupervised results shown in Fig. 5
Method Image-1 Image-2 Image-3 Image-4 Image-5 Image-6 Image-7
U-Net 71.2% 75.7% 76.5% 63.3% 83% 64.6% 79.2%
Unsupervised 3.8% 7% 10.8% 19.7% 0% 10% 0.2%
Table 3. Dice coefficient values for the U-Net and unsupervised results shown in Fig.
6
Method Image-1 Image-2 Image-3 Image-4 Image-5 Image-6 Image-7
U-Net 94.7% 68.6% 89.8% 96.9% 91.4% 92.4% 85%
Unsupervised 75.5% 85.4% 94.4% 97% 89.8% 37.4% 52.4%
Table 4. Jaccard index values for the U-Net and unsupervised results shown in Fig. 6
Method Image-1 Image-2 Image-3 Image-4 Image-5 Image-6 Image-7
U-Net 89.9% 52.2% 81.4% 94% 84.2% 85.8% 74%
Unsupervised 60.6% 74.5% 89.4% 94.3% 81.5% 23% 35.5%
The average Dice coefficient and Jaccard index values for the two approaches
when applied on 250 test images are summarized in Table 5, which shows that
U-Net performs much better than the unsupervised approach in skin lesion seg-
mentation.
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Table 5. Average Dice and Jaccard values for U-Net and the unsupervised deep learn-
ing based approach
Method Dice Jaccard
U-Net 77.7% 67.2%
Unsupervised 40% 30.4%
We have tried different variations of the two approaches, for which the eval-
uations are depicted in Table 6. For the unsupervised based approach, two varia-
tions have been made. The first variation consists of: (i) sigmoid is used instead
of ReLU as an activation function in the convolutional components; (ii) quick
shift clustering [43] has been used instead of SLIC; (iii) adam has been used as
an optimization function instead of the stochastic gradient descent. The second
variation consists of: (i) SELU (Scaled Exponential Linear Unit) [45] is used
instead of ReLU; (ii) using Felzenszwalb’s efficient graph based image segmen-
tation method [44] instead of SLIC.
For U-Net, two variations have been made. The first variation is using tanh
instead of ReLU as the activation function in the convolutional layers on both
sides of the architecture (i.e. down and up). The second variation is using SELU
the an activation functions instead of ReLU on both sides of the architecture.
Results show that the default setting of U-Net performs better on the test images
(in Tables 1-4), and that the unsupervised approach could be improved using
some variations.
Table 6. Average Dice and Jaccard values for diiferent variations of U-Net and the
unsupervised deep learning based approach
Method Dice Jaccard
Unsupervised (sigmoid-quickshift-adam) 52.3% 41.8%
Unsupervised (selu-felzenszwalb-sgd) 54.3% 44%
U-Net(tanh) 68% 57.4%
U-Net(selu) 67.2% 55%
6 Conclusion
In this paper we compare a supervised deep learning based approach (U-Net)
with an unsupervised deep learning based approach for skin lesion segmentation
in dermoscopy images. The unsupervised approach is able to detect fine struc-
tures in skin lesions better than U-Net in some test samples. However, U-Net
shows to provide much better accuracy in terms of Dice coefficient and Jaccard
index (77.7% vs. 40% and 67.2% vs. 30.4%, respectively). A proposed modifica-
tion to the unsupervised approach causes the Dice and Jaccard values to improve
to 54.3% and 44%, respectively. As a future work, we plan to combine both su-
pervised and unsupervised deep learning based approaches (ensemble) for skin
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lesion segmentation, such that the output of one approach could be used as an
input to the other approach.
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