Abstract. This paper addresses the problem of appearance matching across disjoint camera views. Signicant appearance changes, caused by variations in view angle, illumination and object pose, make the problem challenging. We propose to formulate the appearance matching problem as the task of learning a model that selects the most descriptive features for a specic class of objects. Learning is performed in a covariance metric space using an entropy-driven criterion. Our main idea is that dierent regions of the object appearance ought to be matched using various strategies to obtain a distinctive representation. The proposed technique has been successfully applied to the person re-identication problem, in which a human appearance has to be matched across nonoverlapping cameras. We demonstrate that our approach improves state of the art performance in the context of pedestrian recognition.
Introduction
Appearance matching of the same object registered in disjoint camera views is one of the most challenging issues in every video surveillance system. The present work addresses the problem of appearance matching, in which non-rigid objects change their pose and orientation. The changes in object appearance together with inter-camera variations in lighting conditions, dierent color responses, different camera viewpoints and dierent camera parameters make the appearance matching task extremely dicult.
Recent studies tackle this topic in the context of pedestrian recognition. Human recognition is of primary importance not only for people behavior analysis in large area networks but also in security applications for people tracking. Determining whether a given person of interest has already been observed over a network of cameras is referred to as person re-identication. Our approach is focused on, but not limited to, this application.
Appearance-based recognition is of particular interest in video surveillance, where biometrics such as iris, face or gait might not be available, e.g . due to sensors' scarce resolution or low frame-rate. Thus, appearance-based techniques rely on clothing assuming that individuals wear the same clothes between dierent sightings.
In this paper, we propose a novel method, which learns how to match appearance of a specic object class (e.g. class of humans). Our main idea is that dierent regions of the object appearance ought to be matched using dierent strategies to obtain a distinctive representation. Extracting region-dependent features allows us to characterize the appearance of a given object class in a more ecient and informative way. Dierent kinds of features characterizing various regions of an object is fundamental to our appearance matching method.
We propose to model the object appearance using covariance descriptor [1] yielding rotation and illumination invariance. Covariance descriptor has already been successfully used in the literature for appearance matching [2, 3] . In contrast to these approaches, we do not dene a priori feature vector for extracting covariance, but we learn which features are the most descriptive and distinctive depending on their localization in the object appearance. Characterizing a specic class of objects (e.g. humans), we select only essential features for this class, removing irrelevant redundancy from covariance feature vectors and ensuring low computational cost. The output model is used for extracting the appearance of an object from a set of images, while producing a descriptive and distinctive representation.
In this paper, we make the following contributions:
• We formulate the appearance matching problem as the task of learning a model that selects the most descriptive features for a specic class of objects (Section 3).
• By using a combination of small covariance matrices (4 × 4) between few relevant features, we oer an ecient and distinctive representation of the object appearance (Section 3.1).
• We propose to learn a general model for appearance matching in a covariance metric space using correlation-based feature selection (CFS) technique (Section 3.2).
We evaluate our approach in Section 4 before discussing future work and concluding.
Related Work
Recent studies have focused on the appearance matching problem in the context of pedestrian recognition. Person re-identication approaches concentrate either on distance learning regardless of the representation choice [4, 5] , or on feature modeling, while producing a distinctive and invariant representation for appearance matching [6, 7] . Learning approaches use training data to search for strategies that combine given features maximizing inter-class variation whilst minimizing intra-class variation. Instead, feature-oriented approaches concentrate on an invariant representation, which should handle view point and camera changes. Further classication of appearance-based techniques distinguishes the single-shot and the multiple-shot approaches. The former class extracts appearance using a single image [8, 9] , while the latter employs multiple images of the same object to obtain a robust representation [6, 7, 10] .
Single-shot approaches: In [9] , a model for shape and appearance of the object is presented. A pedestrian image is segmented into regions and their color spatial information is registered into a co-occurrence matrix. This method works well if the system considers only a frontal viewpoint. For more challenging cases, where viewpoint invariance is necessary, an ensemble of localized features (ELF ) [11] is selected by a boosting scheme. Instead of designing a specic feature for characterizing people appearance, a machine learning algorithm constructs a model that provides maximum discriminability by ltering a set of simple features. In [12] , pairwise dissimilarity proles between individuals are learned and adapted for nearest neighbor classication. Similarly, in [13] , a rich set of feature descriptors based on color, textures and edges is used to reduce the amount of ambiguity among human class. The high-dimensional signature is transformed into a low-dimensional discriminant latent space using a statistical tool called Partial Least Squares (PLS) in a one-against-all scheme. However, both methods demand an extensive learning phase based on the pedestrians to re-identify, extracting discriminative proles, which makes the approaches non-scalable. The person re-identication problem is reformulated as a ranking problem in [14] . The authors present extensive evaluation of learning approaches and show that a ranking-based model can improve the reliability and accuracy. Distance learning is also the main topic of [5] . A probabilistic model maximizes the probability of true match pair having a smaller distance than that of a wrong match pair. This approach focuses on maximizing matching accuracy regardless of the representation choice.
Multiple-shot approaches: In [15] , every individual is represented by two models: descriptive and discriminative. The discriminative model is learned using the descriptive model as an assistance. In [10] , a spatiotemporal graph is generated for ten consecutive frames to group spatiotemporally similar regions. Then, a clustering method is applied to capture the local descriptions over time and to improve matching accuracy. In [7] , the authors propose the feature-oriented approach which combines three features: (1) chromatic content (HSV histogram); (2) maximally stable color regions (MSCR) and (3) recurrent highly structured patches (RHSP). The extracted features are weighted using the idea that features closer to the bodies' axes of symmetry are more robust against scene clutter. Recurrent patches are presented in [6] . Using epitome analysis, highly informative patches are extracted from a set of images. In [16] , the authors show that features are not as important as precise body parts detection, looking for part-to-part correspondences.
Learning approaches concentrate on distance metrics regardless of the representation choice. In the end, those approaches use very simple features such as color histograms to perform recognition. Instead of learning, feature-oriented approaches concentrate on the representation without taking into account discriminative analysis. In fact, learning using a sophisticated feature representa-tion is very hard or even unattainable. In [15] , the authors deteriorate covariance feature to apply learning. As covariances do not live on Euclidean space, it is dicult to perform learning on an unknown manifold without a suitable metric.
This work overcomes learning issues by considering a covariance metric space using an entropy-driven technique. We combine advantages of a strong descriptor with the ecient selection method, thus producing a robust representation for appearance matching.
The approach
Our appearance matching requires two operations. The st stage overcomes color dissimilarities caused by variations in lighting conditions. We apply the histogram equalization [17] technique to the color channels (RGB) to maximize the entropy in each of these channels and to obtain camera-independent color representation. The second step is responsible for appearance extraction (Section 3.3) using a general model learned for a specic class of objects (e.g. humans). The following sections describe our feature space and the learning, by which the appearance model for matching is generated.
Feature Space
Our object appearance is characterized using the covariance descriptor [1] . This descriptor encodes information on feature variances inside an image region, their correlations with each other and their spatial layout. The performance of the covariance features is found to be superior to other methods, as rotation and illumination changes are absorbed by the covariance matrix.
In contrast to [1, 2, 15], we do not limit our covariance descriptor to a single feature vector. Instead of dening a priori feature vector, we use a machine learning technique to select features that provide the most descriptive representation of the appearance of an object.
Let L = {R, G, B, I, ∇ I , θ I , . . . } be a set of feature layers, in which each layer is a mapping such as color, intensity, gradients and lter responses (texture lters, i.e . Gabor, Laplacian or Gaussian). Instead of using covariance between all of these layers, which would be computationally expensive, we compute covariance matrices of a few relevant feature layers. These relevant layers are selected depending on the region of an object (see Section 3.2). In addition, let layer D be a distance between the center of an object and the current location. Covariance of distance layer D and three other layers l (l ∈ L) form our descriptor, which is represented by a 4 × 4 covariance matrix. By using distance D in every covariance, we keep a spatial layout of feature variances, which is rotation invariant. State of the art techniques very often use pixel location (x, y) instead of distance D, yielding better description of an image region. Conversely, among our detail experimentation, using D rather than (x, y), we did not decrease the recognition accuracy in the general case, while decreasing the number of features in the covariance matrix. This discrepancy may be due to the fact that we hold spatial Every covariance is extracted from a region (P ), distance layer (D) and three channel functions (e.g. bottom covariance feature is extracted from region P3 using layers: D, I-intensity, ∇I -gradient magnitude and θI -gradient orientation).
information twofold, (1) by location of a rectangular sub-region from which the covariance is extracted and (2) by D in covariance matrix. We constraint our covariances to combination of 4 features, ensuring computational eciency. Also, bigger covariance matrices tend to include superuous features which can clutter the appearance matching. 4 × 4 matrices provide suciently descriptive correlations while keeping low computational time needed for calculating generalized eigenvalues during distance computation.
Dierent combinations of three feature layers produce dierent kinds of covariance descriptor. By using dierent covariance descriptors, assigned to dierent locations in an object, we are able to select the most discriminative covariances according to their positions. The idea is to characterize dierent regions of an object by extracting dierent kinds of features (e.g. when comparing human appearances, edges coming from shapes of arms and legs are not discriminative enough in most cases as every instance posses similar features). Taking into account this phenomenon, we minimize redundancy in an appearance representation by an entropy-driven selection method.
Let us dene index space Z = {(P, l i , l j , l k ) : P ∈ P; l i , l j , l k ∈ L}, of our meta covariance feature space C, where P is a set of rectangular sub-regions of the object; and l i , l j , l k are color/intensity or lter layers. Meta covariance feature space C is obtained by mapping Fig. 1 shows dierent feature layers as well as examples of three dierent types of covariance descriptor. The dimension n = |Z| = |C| of our meta covariance feature space is the product of the number of possible rectangular regions by the number of dierent combinations of feature layers. as follows
where ρ is the geodesic distance between covariance matrices [18] , and a
are the corresponding covariance matrices (the same region P and the same combination of layers). The index z is an iterator of C.
We cast the appearance matching problem into the following distance learning problem. Let δ as training data, our task is to nd a general model of appearance to maximize matching accuracy by selecting relevant covariances and thus dening a distance. Riemannian geometry: Covariance descriptors as positive denite symmetric matrices lie on a manifold that is not a vector space (they do not lie on Euclidean space). Specifying the covariance manifold as Riemannian we can apply dierential geometry [19] to perform usual operations such as mean or distance. However, learning on a manifold space is a dicult and unsolved challenge. Methods [2, 20] perform classication by regression over the mappings from the training data to a suitable tangent plane. Dening tangent plane over the Karcher mean of the positive training data points, we can preserve a local structure of the points. Unfortunately, the models extracted using means of the positive training data points tend to overt. These models concentrate on tangent planes obtained from training data and do not have generalization properties. In [15] , authors avoid this problem by casting covariance matrices into Sigma Points that lie on an approximate covariance space.
Neither using tangent planes over the Karcher means extracted from training data, nor casting covariances into Sigma Points satises our matching model. As we want to take full advantage of the covariance manifold space, we propose to extract a general model for appearance matching by identifying the most salient features. Based on the hypothesis: A good feature subset is one that contains features highly correlated with (predictive of ) the class, yet uncorrelated with (not predictive of ) each other [21] , we build our appearance model using covariance features f z (f z ∈ C) chosen by a correlation-based feature selection technique.
Correlation-based Feature Selection (CFS): Correlation-based feature selection (CFS) [21] is a lter algorithm that ranks feature subsets according to a correlation-based evaluation function. This evaluation function favors feature subsets which contain features highly correlated with the class and uncorrelated with each other. In our distance learning problem, we dene positive and negative class by δ . The feature-class correlation and the feature-feature inter-correlation is measured using a symmetrical uncertainty model [21] . As this model requires nominal valued features, we discretize f z using the method of Fayyad and Irani [22] . Let X be a nominal valued feature obtained by discretization of f z .
We assume that a probabilistic model of X can be formed by estimating the probabilities of the values x ∈ X from the training data. The uncertainty can be measured by entropy H(X) = − x∈X p(x) log 2 p(x). A relationship between features X and Y can be given by H(X|Y ) = − y∈Y p(y) x∈X p(x|y) log 2 p(x|y). The amount by which the entropy of X decreases reects additional information on X provided by Y and is called the information gain ( 
mutual information ) dened as Gain = H(X)−H(X|Y ) = H(Y )−H(Y |X) = H(X)+H(Y )−H(X, Y ).
Even if the information gain is a symmetrical measure, it is biased in favor of features with more discrete values. Thus, the symmetrical uncertainty r XY is used to overcome this problem r XY = 2 × Gain/ H(X) + H(Y ) .
Having the correlation measure, subset of features S is evaluated using function M(S) dened as
where k is the number of features in subset S, r cf is the average feature-class correlation and r f f is the average feature-feature inter-correlation
where c is the class, or relevance feature, which is +1 on δ + and −1 on δ − . The numerator in Eq. 2 indicates predictive ability of subset S and the denominator stands for redundancy among the features. Equation 2 is the core of CFS, which ranks feature subsets in the search space of all possible feature subsets. Since exhaustive enumeration of all possible feature subsets is prohibitive in most cases, a heuristic search strategy has to be applied. We have investigated dierent search strategies, among which best rst search [23] performs the best.
Best rst search is an AI search strategy that allows backtracking along the search path. Our best rst starts with no feature and progresses forward through the search space adding single features. The search terminates if T consecutive subsets show no improvement over the current best subset (we set T = 5 in experiments). By using this stopping criterion we prevent the best rst search from exploring the entire feature subset search space. Fig. 2 illustrates CFS method. Let Π be the output of CFS that is the feature subset of C. This feature subset Π forms a model that is used for appearance extraction and matching.
Appearance Extraction
Having the general model Π for a specic object class (e.g. humans), we compute the appearance representation using a set of frames (see Fig. 3 ). In the context of person re-identication, our method belongs to the group of multiple-shot approaches, where multiple images of the same person are used to extract a compact representation. This representation can be seen as a signature of the multiple instances.
Using our model Π, a more straightforward way to extract appearance would be to compute covariance matrices of a video volume directly for every f z ∈ Π. However, using volume covariance we loose information on real feature distribution (time feature characteristics are merged). Thus, similarly to [2] we compute Karcher means using a Riemannian manifold. The mean covariance matrix as an intrinsic average blends appearance information from multiple images. For every feature f z ∈ Π we compute the mean covariance matrix. The set of mean covariance matrices stands for an appearance representation of an object (signature ).
Appearance Matching
Let A and B be the object signatures. The signature consists of mean covariance matrices extracted using set Π. The similarity between two signatures A and B is dened as where ρ is a geodesic distances [18] , µ A,i and µ B,i are mean covariance matrices extracted using covariance feature i ∈ Π and = 0.1 is introduced to avoid the denominator approaching to zero. Using the average of similarities computed on feature set Π the appearance matching becomes robust to noise.
Experimental Results
We carry out experiments on 3 i-LIDS datasets 1 : i-LIDS-MA [2] , i-LIDS-AA [2] and i-LIDS-119 [24] . These datasets have been extracted from the 2008 i-LIDS Multiple-Camera Tracking Scenario (MCTS) dataset with multiple nonoverlapping camera views. These datasets tackle the person re-identication problem, where appearances of the same person acquired by dierent cameras, has to be matched. The results are analyzed in terms of recognition rate, using the cumulative matching characteristic (CMC) [25] curve. The CMC curve represents the expectation of nding the correct match in the top n matches (see Fig. 4 ).
Experimental setup
Feature space: We scale every human image into a xed size window of 64×192 pixels. The set of rectangular sub-regions P is produced by shifting 32×8 and 16× 16 pixel regions with 8 pixels step (up and down). It gives |P| = 281 overlapping rectangular sub-regions. We set L = {(l, ∇ l , θ l ) l=I,R,G,B , G i=1... 4 , N , L}, where I, R, G, B refer to intensity, red, green and blue channel, respectively; ∇ is the gradient magnitude; θ corresponds to the gradient orientation; G i are Gabor's lters with parameters γ, θ, λ, σ and (0.8, 3π 2 , 8, 2), respectively; N is a gaussian and L is a laplacian lter. A learning process involving all possible combinations of three layers would not be computationally tractable (229296 covariances to consider in section 3.2). Thus instead, we experimented with dierent subsets of combinations and selected a 1 The Image Library for Intelligent Detection Systems (i-LIDS) is the UK government's benchmark for Video Analytics (VA) systems reasonably ecient one. Among all possible combinations of the three layers, we choose 10 combinations (C i=1...10 ) to ensure inexpensive computation. We set
, respectively, separating color and texture features. Similar idea was already proposed in [11] . Note that we add to every combination C i layer D, thus generating our nal 4 × 4 covariance descriptors. The dimension of our meta covariance feature space is n = |C| = 10 × |P| = 2810.
Learning and testing: Let us assume that we have (p + q) individuals seen from two dierent cameras. For every individual, m images from each camera are given. We take q individuals to learn our model, while p individuals are used to set up the gallery set. We generate positive training examples by comparing m images of the same individual from one camera with m images from the second camera. Thus, we produce |δ
positive samples. Pairs of images coming from dierent individuals stand for negative training examples, thus producing
We name our approach COrrelation-based Selection of covariance MATrIces (COSMATI).
Results
i-LIDS-MA [2] : This dataset consists of 40 individuals extracted from two non-overlapping camera views. For each individual a set of 46 images is given. The dataset contains in total 40 × 2 × 46 = 3680 images. For each individual we randomly select m = 10 images. Then, we randomly select q = 10 individuals to learn a model. The evaluation is performed on the remaining p = 30 individuals. Every signature is used as a query to the gallery set of signatures from the other camera. This procedure has been repeated 10 times to obtain averaged CMC curves. COSMATI vs. C i : We rst evaluate the improvement in using dierent combinations of features for the appearance matching. We compare models based on a single combination of features with the model, which employs several combinations of features. From Fig. 5(a) it is apparent that using dierent kinds of covariance features we improve matching accuracy. COSMATI w.r.t. the number of shots: We carry out experiments to show the evolution of the performance with the number of given frames per individual (Fig. 5(b) ). The results indicate that the larger number of frames, the better performance is achieved. It clearly shows that averaging covariance matrices on a Riemannian manifold using multiple shots leads to a much better recognition accuracy. It is worth noting that N ∼ 50 is usually aordable in practice as it corresponds to only 2 seconds of a standard 25 framerate camera. COSMATI vs. LCP: We compare our results with LCP [2] method. This method employs a priori 11 × 11 covariance descriptor. Discriminative characteristics of an appearance are enhanced using one-against-all boosting scheme. Both methods are evaluated on the same subsets (p = 30) of the original data. Our method achieves slightly better results than LCP as shown in Fig. 6(a) . It shows that using specic descriptors for dierent regions of the object, we are able to obtain equally distinctive representation as LCP, which uses an exhaustive one-against-all learning scheme. i-LIDS-AA [2] : This dataset contains 100 individuals automatically detected and tracked in two cameras. Cropped images are noisy, which makes the dataset more challenging (e.g. detected bounding boxes are not accurately centered around the people, only part of the people is detected due to occlusion). COSMATI vs. LCP: Using the models learned on i-LIDS-MA, we evaluate our approach on 100 individuals. Results are illustrated in Fig. 6(b) . Our method again performs better than LCP. It is relevant to mention that once our model is learned oine, it does not need any additional discriminative analysis. Specifying informative regions and their characteristics (features) we obtain a distinctive representation of the object appearance. In contrast to [2] our oine learning is scalable and do not require any reference dataset. i-LIDS-119 [24] : i-LIDS-119 does not t very well for multiple-shot case, because the number of images per individual is very low (in average 4). However, this dataset was extensively used in the literature for evaluating the person reidentication approaches. Thus, we also use this dataset to compare with state of the art results. The dataset consist of 119 individuals with 476 images. This dataset is very challenging since there are many occlusions and often only the top part of the person is visible. As only few images are given, we extract our signatures using maximally N = 2 images. Performance comparison using CMC curves, p is the size of the gallery set (larger p means smaller training set): (a),(b) our vs . PRDC [5] ; (c) our vs . LCP [2] , CPS [16] , SDALF [7] , HPE [6] , Group Context [13] COSMATI vs. PRDC [5] : We compare our approach with PRDC method. This method also requires oine learning. PRDC focuses on distance learning that can maximize matching accuracy regardless of the representation choice. We reproduce the same experimental settings as [5] . All images of p randomly selected individuals are used to set up the test set. The remaining images form the training data. Each test set is composed of a gallery set and a probe set. In contrast to [5] , we use multiple images (maximally N = 2) to create the gallery and the probe set. The procedure is repeated 10 times to obtain reliable statistics. Our results (Fig. 7(a,b) ) show clearly that COSMATI outperforms PRDC. The results indicate that using strong descriptors, we can signicantly increase matching accuracy.
COSMATI vs. LCP [2] , CPS [16] , SDALF [7] , HPE [6] and Group Context [13] : We have used models learned on i-LIDS-MA to evaluate our approach on the full dataset of 119 individuals. Our CMC curve is generated by averaged CMC over 10 trials. Results are presented in Fig. 7 (c) . Our approach performs the best among all considered methods. We believe that it is due to the informative appearance representation obtained by CFS technique. It clearly shows that a combination of the strong covariance descriptor with the ecient selection method produces distinctive models for the appearance matching problem. Model Analysis: The strength of our approach is the combination of many different kinds of features into one similarity function. Table 1 shows the percentage of dierent kinds of covariance features embedded in all our models, which were used during the evaluation. Unlike [11] , our method concentrates more on texture lters than on color features. It appears that the higher the resolution of images, the more frequent the usage of texture lters is. Figure 8 illustrates that models extracted on higher resolution employ more texture features.
Using multiple images, a straightforward way to extract an appearance would be to use a background subtraction algorithm to obtain foreground regions. Unfortunately in many real scenarios, consecutive frames are not available due to gaps in tracking results. Having a still image, we could apply the extended graph-cut approach: GrabCut [26] to obtain a human silhouette. This approach can be driven by cues coming from detection result (a rectangle around the desired object). Surprisingly, employing GrabCut in our framework did not increase matching accuracy. The main reason for this is that GrabCut often mis-segments signicant part of foreground region. Further, by learning a model, our approach already focuses on features corresponding to foreground. The model is composed of 150 covariance features in average. The calculation of generalized eigenvalues of 4 × 4 covariance matrices (distance computation) takes ∼ 2µs without applying any hardware-dependent optimization routines (e.g. LAPACK library can perform faster using block operations optimized for architecture).
Conclusion
We proposed to formulate the appearance matching problem as the task of learning a model that selects the most descriptive features for a specic class of objects. Our strategy is based on the idea that dierent regions of the object appearance ought to be matched using various strategies. Our experiments demonstrate that: (1) by using dierent kinds of covariance features w.r.t. the region of an object, we obtain clear improvement in appearance matching performance; (2) our method outperforms state of the art methods in the context of pedestrian recognition. In the future, we plan to integrate the notion of motion in our recognition framework. This would allow to distinguish individuals using their behavioral characteristics and to extract only the features which surely belong to foreground region.
