Sea state data are of major importance for climate studies, marine engineering, safety at sea, and coastal management.
Seas and the Gulf of Mexico. The main data providers are the US, via the National Data Buoy Center (NDBC) and Scripps, Canada, the UK, France, Ireland, Norway, Iceland, Germany, Spain, Brazil, South Korea, and India. This dataset was supplemented by buoy data obtained from the web sites from the UK Centre for Environment, Fisheries and Aquaculture Science (CEFAS) and the Faeroe Islands network. In addition, buoy data from Denmark, New-Zealand and Japan obtained as part of ECMWF wave forecast validation project were also used. A basic quality control was applied to each hourly time series for 5 each location to remove spurious outliers. Wave in-situ measurements were compared to altimeter data at every altimeter-insitu match-up. An altimeter-insitu matchup occurs each time the altimeter ground track is less than 50 km from a in-situ location and the in-situ measurement is available within 30-min (following Queffeulou, 2004) . For each match-up, the altimeter SWH is averaged over the alongtrack records lying within a 50-km-radius-circle centered on the in-situ location and the in-situ time-series is filtered with a 1-hr moving window. The nearest (in time) record is then stored for comparisons with the averaged altimeter SWH. The 5 metrics used for validations are the bias, the root mean square error (RMSE), the RMSE normalized by the mean of the buoy observations (NRMSE), the scatter index (SI) and the correlation coefficient (R). Comparisons between altimeter data and in-situ measurements showed much better agreement when coastal buoys (<200 km) were discarded from the analysis. This can be seen, for instance, on the scatter diagram and error metrics computed between SARAL and in-situ SWH measurements
during the year 2017 ( Figure 2 ), when all wave buoys are considered (left panel), and when only offshore wave buoys 200 10 km away from the coast are considered (right panel). Poorer performances in the comparison with coastal buoys have at least three reasons: firstly, land shading and refraction can modify SWH at much shorter distances than in the open ocean, affecting the validity of the 50-km-radius assumption and jeopardising the number of sites that can be effectively used for the comparison; secondly, coastal backscatter inhomogeneities in the satellite footprint affects the retrievals particularly in the last 20 km from the coastline (see section 6.2); finally, the stronger variability of the wave field in the coastal zone due to tidal 15 currents, bathymetric refraction, coastal wind in-homogeneity invalidates the assumption of wave field homogeneity within the altimeter footprint. Therefore, the validation of altimeter SWH was performed on a reduced data set including only offshore buoys located more than 200 km from the coast. 
Numerical wave model
The wave hindcasts used to compare model results with altimeter data were produced with the spectral wave model WAVE-WATCH III © (WW3, The WAVEWATCH III Development Group, 2016) . The model is forced by wind fields from the ERA5 (Hersbach et al., 2018) , by geostrophic and Ekman current components from Globcurrent products (Rio et al., 2014) , with an ice mask applied from SSMI radiometer (Wentz et al., 2012) and iceberg distribution from Altiberg (Tournadre et al., 2016) .
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The coverage is global and extends from 78 • S to 80 • N at 0.5 • resolution with a spectral discretization of 24 directions and 36 frequencies with lowest frequency at 0.0339Hz. Output fields are generated at 3-hourly intervals. (Piollé et al., 2020c) .
The following sections provide more details on the processing steps of L2P products, from which L3 and L4 are derived. Preprint. Discussion started: 6 February 2020 c Author(s) 2020. CC BY 4.0 License.
Data editing
This first step consists in the identification of bad or suspect measurements, in order to build a quality level flag (quality_level)
providing users with a way to only retain the valid measurements in their analysis. This is achieved through a series of tests applied to each measurement, the result of which are summarized into an additional rejection flag (swh_rejection_flags), where each bit documents a specific test's failure or success. Table 2 lists the four levels of the variable quality_level.
5 When SWH measurements were rejected as bad, the reason (quality test) for which they were rejected is reported in the related swh_rejection_flags variable. The eight rejection flags are the following:
-not_water: The surface type is not water. It may be land, continental ice,.... We try to keep lake and inner seas measurements (when the discrimination is possible from the GDR information). This test only uses the internal flags provided in the input product by the producer.
10
-sea_ice: The measurement has possible ice contamination. The sea ice fraction is taken from an external source (such as the CCI Sea Ice microwave based daily maps). Sea ice contamination is defined as areas where the sea ice fraction is greater than a minimal threshold (corresponding to 10% of ice in the current configuration). SWH measurements where the sea ice fraction is greater than 0% but lower than 10% are classified as acceptable.
-swh_validity: The SWH measurements were considered as invalid (for instance because of the possible range or some 15 internal flag provided in the original product used as input).
-sigma0_validity: The sigma0 measurements were considered as invalid for water surface type.
-waveform_validity: The measurements were considered as invalid as there are indications of unsuitable waveforms (as indicated in some internal flag provided in the original product used as input) for a proper SWH calculation.
-ssh_validity: The SWH measurements were considered as invalid as there were issues on SSH (as indicated in some 20 internal flag provided in the original product used as input) which was considered as an indication of problematic quality for SWH too. -swh_outlier: The measurements were considered as invalid when performing the SWH outlier test: this test considers all the measurements within a 100km window centered on the screened measurement; measurements that deviate from the 100-km mean (excluding the two most extreme values in the mean calculation) by more than 3.9 standard deviation 5 or by more than 5 meters are discarded. This step is iterated three times over the same window.
The editing criteria which leads to setting the SWH quality level and rejection flags are specific to each mission and are detailed in the Sea State CCI dataset product user guide.
Cross-calibration
The Sea State CCI project builds on the GlobWave project, for which SWH altimeter measurements over the period 1985-2016 10 were carefully calibrated against in-situ data (GlobWaveTeam, 2013) . In the Sea State CCI dataset v1, three additional altimeter missions, namely JASON-3, CRYOSAT-2 and SARAL, have been included and we describe here the methodology used to cross-calibrate these SWH records against a common reference dataset. Moreover, a new version (version E) of the JASON-1 GDR has been released since the GlobWave project and the calibration formula derived for JASON-1 has also been updated.
According to the GlobWave Annual Quality Control Report (GlobWaveTeam, 2012) , there is no specific quality problem in 15 JASON-2 and the variability in terms of data quality is lower than for JASON-1 and ENVISAT. Therefore, the calibrations of JASON-1, JASON-3, CRYOSAT-2 and SARAL are performed against the JASON-2 data, as calibrated by Queffeulou and Croizé-Fillon (2017) . Altimeter SWH cross-calibration is carried out by comparing SWH measurements at cross-over locations between the altimeter to be calibrated and the reference mission JASON-2. A cross-over data pair is defined each time the two satellite ground tracks intersect within a 60-min time window ( Fig. 3) . In order to attenuate the impact of along-track noise 20 (instrumental and retracking-induced noise) in the comparison, SWH is averaged along n consecutive measurements 25-km apart of the intersection points (7 ≤ n ≤ 9 depending on altimeter orbital velocity, shown as blue and red dots on Figure 3 ). the SWH data. Note that the fitting was only applied for SWH values larger than 1 m. Below this value, the linearity of the relationship is lost, mostly due to differences in the instrumental correction applied to account for the fact that the point target response in the model used to is approximated by a Gaussian function (Thibaut et al., 2010) . Moreover, it is known that SWH retrieval at low sea states and particularly below 0.75 m is less accurate and noisier due the inadequate sampling of the signal (Smith and Scharroo, 2015) . For CRYOSAT-2 the relationship is no longer linear ( Figure 7 ) and we use a second-30 order polynomial function to correct this mission. In order to avoid discontinuous and unrealistic corrections at high sea state, we apply this second-order polynomial corrections until an upper threshold, corresponding to the SWH values at which the polynomial intersects the zero residual y-axis (in this case 7.67 m). Table 3 lists the equations used to calibrate the altimeter SWH measurements in the Sea State CCI dataset v1. 
Data denoising
Altimeter measurements are characterized by a low signal-to-noise ratio (SNR) at spatial scales below about 100 km, blurring geophysical signals in this scale range, such as those resulting from wave-current interactions. The use of altimeter data therefore often requires preliminary noise filtering, and low-pass or smoothing filters are frequently applied. Such operation quite systematically results in the loss of small-scale (< 100 km) geophysical information, in the creation of artifacts in the 5 geophysical variability analyzed (e.g. spectral ringing), and requires setting of a cut-off wavelength or filter window length that is difficult to determine adequately for a global data set. As for approaches that infer a correction to eliminate correlated errors from other aspects of the waveform data (Quartly, 2019; Tran et al., 2019) , it also leaves a substantial amount of low-and medium-frequency noise in the data. To overcome these difficulties, an adaptive noise elimination method is used, based on the non-parametric Empirical Mode Decomposition (EMD) method developed to analyze non-stationary and non-linear signals 10 (Huang et al., 1998) . EMD is a scale decomposition into a limited number of amplitude and frequency modulated functions (AM/FM) -called Intrinsic Mode Functions (IMF) -among which the Gaussian noise distribution is predictable (Flandrin et al., 2004) . It therefore provides the basis for a noise elimination approach with results often superior to those of waveletbased techniques (Kopsinis and McLaughlin, 2009) . Recently, EMD analysis has been successfully applied to altimeter data to analyze wave-current interactions known to predominate at scales below 100 km (Quilfen et al., 2018; Quilfen and Chapron, 15 2019). For reference the method is fully described in (Quilfen and Chapron, 2020) .
The EMD principles
EMD adaptively decomposes a signal x(t) into a small number L of IMFs h n (t), 1 ≤ n ≤ L, so that:
The IMF number, L, depends on the length of the record and typically varies from 1 to 10 for the lengths analyzed in the 20 altimeter dataset. By construction, IMFs have the following properties: they are zero mean, all their maxima and minima are respectively positive and negative, and they have the same number (or + / -1) of zero-crossings and local extrema. The IMFs are calculated successively, the first containing the shortest scales by the construction of the algorithm. Each IMF is estimated using an iterative process called sifting that determines the AM/FM high-frequency part of any input signal. For a given data segment, the sifting operates in a few steps: 1) find the local maxima and minima; 2) interpolate along the maxima and minima 25 to form an upper and a lower envelope; 3) calculate the average of the two envelopes and subtract it from the analyzed segment; 4) repeat the process from step 1 to 3 unless a stopping criterion has been met (see Huang et al., 1998; Quilfen and Chapron, 2020 , for details). An example is shown in Figure 8 for a JASON-2 measurements record of about 1060-km length, for which the EMD method determined six IMFs to represent the full signal. The figure also shows other aspects of the denoising process to be discussed in the next section. As shown, the high-frequency noise is projected in the first IMF, and the scale range of 30 each IMF is increasing with the IMF increasing rank. Notably, the very large geophysical gradients such as observed in this example are also captured by IMF1. IMF1 therefore requires a particular processing to separate noise from useful information. Once the signal is broken down into a set of IMFs, a denoising strategy inspired by those used for wavelet techniques can be applied. The analysis to be carried out takes advantage of 1) the well-behaved and predictable distribution of Gaussian noise energy with the IMF basis, 2) the legacy of decades of wavelet-based denoising techniques, and 3) an ensemble average approach to estimate a robust noise-free signal.
3.3.2 EMD-based data denoising 5 Flandrin et al. (2004) showed that in the case of pure fractional Gaussian noise, the first IMF possesses the characteristics of a high-pass filter while the higher order modes behave similarly to a dyadic filter bank for which as descending the frequency scale, the successive frequency bands have half the width of their predecessors. This is illustrated in Figure 9 . It implies that the Gaussian noise variance projected onto the IMF basis can be modeled, for IMFs of rank n > 1, as follows:
α depends on the autocorrelation function of the fractional Gaussian noise (i.e., α = 0.5 for an uncorrelated noise, e.g., white noise;α = 0.5 for an autocorrelated noise). For a white noise, the expected noise energy level of each IMF of rank n > 1 is then 
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given by:
where E 1 is computed using the Median Absolute Deviation (MAD) from zero:
where n 1 (t) is the IMF1 noise estimated from a wavelet analysis (as example see Figure 8 , top panel). Eq. 3 and 4 then give the 5 expected noise energy in each IMF to determine the different thresholds below which signal fluctuations are associated with noise, as illustrated in Figure 8 . For each IMF, the threshold is T n = A √ E n . A is a constant that can be adjusted as a global tuning parameter.
With the EMD basis, noise energy decreases rapidly with the increasing IMF rank: 59%, 20.5%, 10.3%, 5.2% of total energy for the first four IMFs, respectively, which represents 95% of the total noise energy. For a given noisy input signal, the 10 SNR and robustness of the denoised signal (e.g. to mitigate for result uncertainties associated with signal fluctuations close to the applied thresholds) are increased by estimating the final result as an ensemble average of several denoised signals. For that, the noise n 1 (t) is first removed from the noisy signal x(t), then a set of k new noisy signals is generated by adding random realizations of n 1 (t), providing after denoising a set of k denoised signals whose average gives the resulting denoised SWH and whose standard deviation gives the uncertainty attached to the denoised SWH. The uncertainty parameter therefore accounts 15 for the noise characteristics of the noisy signal (function of the altimeter sensor, SWH etc) as well as for the local SNR (which is scale-dependent) and for uncertainties attached to the denoising process. Figure 9 illustrates the different points discussed above. It shows how the EMD filter bank distributes a white noise signal and the JASON-2 altimeter SWH signal in the Agulhas Current region. The standard deviation of noise was adjusted to fit the SWH background noise at scales < 20 km. As shown, the EMD filter bank is composed of a high-pass filter, IMF1, and 20 a dyadic filter bank for higher ranking IMFs. A similar structure is observed when EMD is applied to the SWH along-track signal, confirming that IMF1 contains mainly the high-frequency noise, and showing that pure noise and SWH higher ranking IMFs share the same frequency ranges. It highlights the practical rule for denoising that compares the signal modulation in each IMF with the noise energy expected for the same IMF rank. The proposed method is free of systematic artifacts, preserves the amplitude of spatial gradients and extreme values, and eliminates the noise over the whole frequency range. Signals down 25 to scales of nearly 30 km can be recovered, provided that the local signal-to-noise ratio is sufficient.
4 Quality control
Validation against in-situ data and model results
Statistical metrics (bias, RMSE, NRMSE, SI and R) between altimeter measurements and in-situ data were computed for each mission, and each year, and the overall scores are provided in Table 4 for the denoised (and calibrated) SWH. With a number bias lower than 10 cm. The RMSE is below 26 cm for all missions, corresponding to a mean value lower than 11% once normalized by the mean of the observations. Moreover the scatter index is lower than 9% and the correlation coefficient higher than 0.98 for all missions. Comparison of the altimeter SWH against wave model hindcast was also performed as a complementary validation with an independent dataset. Figure 10 shows the globally-averaged bias and normalized RMSE between model and altimeter measurements for each mission of the Sea State CCI dataset v1. The bias between model and altimeter calibrated SWH is lower than 10 cm for all missions. The NRMSE for calibrated SWH is lower than 20% for ERS-1 and ERS-2 and lower than 15% for all other missions. In addition, we see that the denoised SWH parameter decreases the NRMSE between model results 10 and hindcast respectively by up to 20% and by 10% on average. Figure 11 presents the time-series of the mean global bias and mean global NRMSE for each altimeter mission over the period 1994-2018. In order to allow consistent comparisons between altimeters, only comparisons at latitudes lower than 60°w ere considered. We can see that the bias is comprised generally between 0-0.12 m, and increases significantly during the most recent years 2017 and 2018. The NRMSE is comprised between 11-14% over the period 1994-2007 for the missions ERS-1, 15 ERS-2, ENVISAT, GFO and TOPEX, and between 10-12% over the period 2002-2018 for the remaining missions. These lower errors may be attributed to improvements in instruments and processing techniques.
Cross-consistency analysis
In order to ensure that the calibrated altimeter SWH are consistent over the whole time period covered by altimeter measurements, we computed the monthly global mean of calibrated SWH for each mission, within 60°S and 60°N. Figure 12 Focusing now on the middle panel in Figure 13 , we see the normalised climatological difference (expressed as a percentage of Hs) between the CCI product and the climatological mean obtained from the calibrated multi-mission altimeter data published by Ribal and Young (2019) . The overall agreement between the two altimeter-based datasets is generally good, with differences 15 typically less than ±2.5%, although some spatially coherent differences (both positive and negative) are clearly visible, most noticeably on either side of the Equator.
Finally, Figure 13 bottom panel presents a similar comparison this time between the CCI and ERA5. ERA5 (Hersbach et al., 2018) is the most recent of the reanalysis products developed and distributed by ECMWF, that features a number of innovations, including higher spatial and temporal resolution and hourly assimilation of altimeter significant wave height data.
In these results, the comparisons indicate that, even though ERA5 assimilates altimeter data, the ERA5 climatological mean Hs is substantially lower than CCI almost everywhere, except the eastern tropical Pacific and south tropical Atlantic where ERA5 clearly overestimates the wave climate. Once again, as for the comparison against , strong signatures are observed either side of the Equator, which are unexplained at this stage. 5 5.2 Spectral variability at regional scales
The Sea State CCI dataset v1 provides a unique opportunity to analyze global and regional sea sate variability in the scale range below about 150 km. Indeed, the wave field in this scale range is strongly modulated by wave -current interactions (Ardhuin et al., 2017; Quilfen et al., 2018) , hitherto neglected in the analysis of altimeter signals due to noise contamination.
For illustration purpose, left panel in Figure 14 shows the three-year 2014-2016 mean surface current vorticity computed 10 from altimeter-derived geostrophic surface currents (Rio et al., 2014) and a few regions of interest are displayed as coloured rectangles.
For these four regions, the right panel in Figure 14 shows the spectra of AltiKa 1-Hz along-track denoised measurements, with those corresponding to the global ocean for 1-Hz raw (dashed blue line) and denoised (solid blue line) SWH measurements. The differences in the spectra shown for the global ocean illustrate the noise filtering of meso-scale signals below about 15 150 km wavelength as explained in section 3.3. It enables a preliminary analysis of the sea state variability in the four regions highlighted. The spectra for the Drake Passage and the Agulhas Current regions are very similar in shape with higher energy levels down to 30 km. These are also regions for which the mean vorticity is very large as a consequence of the presence of very strong current gradients and eddies, and for which the wave climate is very similar. Conversely, Figure 14 also shows that spectra for the Gulf Stream and the Equator regions are very different as a consequence of different wave climates. 20 
Current limitations and future developments
This section discusses the current status of the Sea State CCI dataset v1, the main limitations of the data and the perspectives for the future release of the dataset.
Definition of a reference in-situ dataset for improving altimeter calibration
Routine observations from moored buoys now exceed 40 years for several locations worldwide which make them practical a result, reported trends from buoy records produce inconsistent results, with changes in magnitude and even sign between buoys separated by a few hundred kilometres (Allan and Komar, 2000; Gower, 2002; Ruggiero et al., 2010; Young et al., 2011) . These inconsistencies mean that, at present, very few long-term buoy datasets exit which can be used reliably for trend estimation. This is a major shortcoming as no agreed "ground truth" exists to compare satellite or model estimates of trend.
There is a pressing need to produce long-term buoy datasets which include both the measured quantities of interest (significant 5 wave height, wind speed) but also metadata documenting information such as: buoy hull type, sampling details, instrument package, processing details etc. With such metadata, it is potentially possible to correct for changes to such quantities over time and hence produce a harmonized dataset, in a similar manner to the careful reprocessing of of sea surface temperature records (Merchant et al., 2019) .
Assessment and implementation of new retracking algorithms 10
In order to accurately estimate physical variables of relevance in satellite altimetry, average waveforms (usually at a rate of 20-Hz) are fitted to a mathematical model and an optimization algorithm, in a process called "Retracking". For conventional (low rate mode) altimetry, all the information on SWH is encrypted in the few bins on the leading edge of the waveform (Figure   15a ), which will be affected by both fading noise and, in the coastal zone, by unwanted reflections from nearby land or sheltered bays (Gomez-Enri et al., 2010) ; this affects the quantity of SWH estimations within 20 km of the coast (Passaro et al., 2015) . 15 The uncertainty in estimates due to fading noise typically increases with SWH, but is much more pronounced in the near-shore region (Figure 15b ) potential for improved SWH accuracy near land (Nencioli and Quartly, 2019) and reduced sensitivity to fading noise through "multi-looking" (Raney, 1998) .
There is now a strong demand to improve the quality of altimetric wave height data through improved retracking methods in order to: 1) enhance the precision (i.e. short scale repeatability of 20 Hz estimates); 2) increase robustness and accuracy in the coastal zone and ice-affected areas; 3) observe the true spectra of waves unencumbered by retracker resolving issues 5 such as the "spectral hump" (Dibarboure et al., 2014); 4) record accurately the extreme waves despite uncertainty increasing ( Figure 15b ); and 5) improve estimation at low SWH where the slope of the leading edge is inadequately resolved (Smith and Scharroo, 2015) . DDA shows promise for these aspects although it is worth noting that the much narrower footprint with DDA may be leading to an underestimation bias associated with wave direction (Moreau et al., 2018) .
To address these limitations, new retracking techniques have been developed, which generally involve one or more of the 10 following features: numerical solution of the radar equation (as opposed to using an analytical model), fitting of a selected portion of the waveform (Passaro et al., 2014; Thibaut et al., 2017; Peng and Deng, 2018) , simultaneous multi-waveform processing (Roscher et al., 2017) , and post-processing aimed at reducing correlated errors among consecutive estimations (Quilfen and Chapron, 2020; Quartly et al., 2019; Quartly, 2019) . On top of this, several flavours exist of an analytical model to describe the viewing geometry of the DDA acquisitions (Moreau et al., 2018; Buchhaupt et al., 2018; Ray et al., 2015) . 15 In the framework of the Sea State CCI, a set of rules and statistics for a so-called Round Robin exercise have been defined, which is common in such projects (e.g. Brewin et al., 2015) , but to date has never been applied to altimetry. The aim is to ensure that these new algorithms can be evaluated in a rigorous and transparent way, taking into account all the different applications.
The procedure (Schlembach et al.) involves comparison with external datasets (buoys and models), internal analysis of outlier rejection, quality flags, precision and spectral properties. The statistics are assessed both for different distances from the coast 20 and varying values of SWH. The Climate Change Initiative program launched by ESA in 2010 has fostered the production of climate-quality long-term global datasets of Essential Climate Variables, whose analysis is needed for understanding the mechanisms of climate change and associated societal impact. In this context, the Sea State CCI project is in charge of reprocessing and developing dedicated algorithms for historical and current EO missions dedicated to the observations of sea state (radar altimeters and SAR missions) 5 in order to produce a continuous, consistent and robust long-term dataset of sea state parameters. The first version of the Sea State CCI dataset, presented in this study, covers the period 1991-2018 and includes observations from 10 altimeter missions.
The implementation of quality flags and auxiliary parameters in a systematic way, the update of calibration formula for the most recent missions, the development of an EMD-based denoising method and the validation against an extensive network of in-situ data buoys as well as state-of-the art model results, resulted in a unique dataset designed for the study of wave 10 climate variability. This dataset has already proved really useful to investigate sea state variability at global and regional scales, in terms of wave climatology and spectral variability. Future releases of the Sea State CCI dataset will extend even further the capacity of this dataset, through 1) the implementation of dedicated retracking algorithms for estimating the SWH with improved accuracy; 2) the revision of calibration formula based on a high-quality and consistent data set of in-situ buoys measurements; and 3) the inclusion of spectral wave parameters derived from SAR missions. 15 
Data availability
The Sea State CCI dataset v1 is freely available on the ESA CCI website (http://cci.esa.int/data) at ftp://anon-ftp.ceda.ac.uk/neodc/esacci/sea_state/data/v1.1_release/. Three products are available: a multi-mission along-track L2P product (http://dx.doi.org/10.5285/f91cd3ee7b6243d5b7d41b9beaf397e1, Piollé et al., 2020a) , a daily merged multi mission along-track L3 product (http://dx.doi.org/10.5285/3ef6a5a66e9947d39b356251909dc12b, Piollé et al., 2020b ) and a multi-20 mission monthly gridded L4 product (http://dx.doi.org/10.5285/47140d618dcc40309e1edbca7e773478, Piollé et al., 2020c) .
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