The adjustment of estuarine circulation and density to changes in river flow and tidal mixing is investigated using analytical and numerical models. Tidally averaged momentum and salinity equations in a rectangular estuary are vertically averaged over two levels, resulting in equations that are analytically tractable while retaining a broad range of time-dependent behavior.
Introduction
The competing influences of river flow and turbulent mixing in an estuary typically create a time-mean circulation with fresher outflow near the surface and saltier inflow at depth (e.g., Pritchard 1952) . The river flow, spreading over denser ocean water, sets the basic stratification, which is then mixed vertically either by growth of the tidal bottom boundary layer (Jay and Smith 1990b; Nunes Vaz et al. 1989) or by shear instability within the water column (Geyer and Farmer 1989; Jay and Smith 1990a; Monismith and Fong 1996) . Vertical mixing increases the potential energy of the system, which is converted to kinetic energy by the gravitational slumping of the tilted isopycnals, causing the familiar ''exchange flow'' shown in Fig. 1a . The volume transport of the exchange flow may greatly exceed the river flow in magnitude (e.g., Cokelet et al. 1991) and flush the estuary with relatively unpolluted ocean water. Other mechanisms of transporting ocean water up-estuary may be important in specific cases, such as the advance of a salt wedge on flood tide (Jay and Smith 1990b) or horizontal stirring by tide-or wind-driven eddies, as in northern San Francisco Bay (Fischer et al. 1979) .
Several analytical theories of tidally averaged estuarine circulation have been developed in the past century. Primarily these are the Knudsen relation, the Hansen and Rattray (1965) solution (HR65 hereafter), the Chatwin (1976) solution, and a ''diffusive'' solution (e.g., Fischer et al. 1979) . All these are steady, and each makes different simplifying assumptions to make tractable a problem whose salt balance is inherently nonlinear. More recently, theories have been developed treating the time-dependent flow on tidal timescales. Ianniello (1977 Ianniello ( , 1979 developed solutions for tidal currents with dissipation in homogenous estuaries. With strong tidal forcing the resulting residual (time-averaged) flows, such as the Stokes drift, may be as important to Lagrangian transport as is the density-driven exchange flow. Jay and Smith (1990a,b) developed analytical models of the Columbia River in highly stratified and well-mixed limits, which explicitly included tidal variability. An important result was their recognition that with strong tidal forcing the time-averaged view can be misleading. For example, during low-flow neap conditions the Columbia River estuary may appear as a salt wedge on flood but becomes well mixed by the end of ebb: the tidally averaged picture is ''partially mixed'' but this is not a representative state. Building on the work of Jay and Smith, McCarthy (1993) developed analytical solutions for vertically well-mixed estuaries that again included tidal currents explicitly. He was also able to solve for the overall salinity structure, an important advance. His solutions illustrate the importance of tidal residual flow, particularly near the mouth of the estuary where tidal currents may be strongest.
One important aspect of estuarine circulation that has been less studied is the response of the flow to forcing changes at longer-than-tidal timescales. River flow rates are known to vary by an order of magnitude or more over just a few days due to storms, snowmelt, and dam releases (e.g., Conomos et al. 1985) . In addition, the strength of tidally driven mixing may vary significantly between spring and neap tides (Jay and Smith 1990a,b) . Both river flow and mixing are crucial in setting up the estuarine circulation, so the question arises of how quickly an estuary responds to such changes. Wind forcing, both in the momentum equation and in forcing turbulent mixing, is also important at various timescales, but will not be treated in this paper. Kranenburg (1986) developed a theory for the adjustment time of wellmixed estuaries to slow variations in river flow, finding that the adjustment could be as short as a day in some cases or much longer than a year, particularly under low river flow conditions (see also Largier et al. 1996) . Here Kranenburg's theory is extended to include changes in tidal mixing as well and is used to derive analytical predictions of the adjustment time in stratified and wellmixed limits. Predictions are compared with the results of a related numerical model. A number of authors (e.g., Nunes Vaz et al. 1989) have considered the local effect of time-dependent tidal mixing upon the vertical stratification and exchange flow. Such changes occur in simplified form in the model presented here, and we emphasize their eventual effect on the overall salinity and circulation structure of the estuary. Park and Kuo (1996) made an important contribution, recognizing the feedback between forcing and overall salinity structure in a series of numerical simulations of the Rappahannock River estuary. They found that increased tidal mixing initially decreased the upestuary salt flux but that over much longer timescales, at least four months, the longitudinal salinity gradient increased enough to reinstate some of the density driven exchange flow. In this paper we seek to quantify the timescale of this feedback process.
Several observational, numerical, and laboratory studies have addressed subtidal response in specific estuaries. In San Francisco Bay Jassby et al. (1995) found that the salt intrusion distance varied with the river flow but filtered out variations shorter than about two weeks. Wang and Kravitz (1980) made numerical experiments on the Potomac River in which the river flow was changed, but these were not run out long enough to determine an adjustment time (the salinity was still dropping rapidly 2.5 days after the river flow was increased). Granat and Richards (1986) and Richards and Granat (1986) made time-dependent experiments in a large laboratory model of Chesapeake Bay. In general they found that increased tidal amplitude decreased stratification, while increased river flow increased the stratification and pushed the salt intrusion seaward. Deepening channels increased stratification and allowed greater salt intrusion. Time lags were not calculated. Uncles et al. (1986) analyzed time series of salinity and currents in the Severn River estuary. Tidally averaged currents responded quickly to changes in tidal range. Salinity lagged tidal range by about 5 days and appeared to respond even more slowly to changes in river flow. Hibiya and LeBlond (1993) used a numerical model of fjordlike flow to explore the effect of changes in tidal mixing at a sill. Part of the response that they observed was internal waves radiating from the sill, similar to some of the numerical results presented below.
In this paper we explore the means by which an estuary responds to changes in forcing. We are concerned with the physics of the adjustment, the rate of adjust-
, and the sensitivity. If an estuary responds very slowly to changes in forcing and if the response is large, then diagnosis based on a steady theory will give poor results. For example, prediction of the exchange flow based on the Knudsen relation and some tidally averaged salinity profiles presumes that the exchange flow and stratification reflect existing river flow conditions and not those of the previous six months. To get at the basics of estuarine adjustment, we simplify the governing equations as much as possible, while retaining the most important processes. This leads to a system that is simple enough to allow analytical solutions and many numerical experiments.
In section 2 we develop a two-level system of equations that describe the laterally averaged circulation and salinity at timescales longer than tidal. The numerical solution scheme is presented in section 3, with steady results for a variety of estuaries. Analytical solutions for the steady flow are developed in section 4. A theory for adjustment to step changes in river flow is developed in section 5, following Kranenburg (1986) . An expression for adjustment to changes in tidal mixing is also developed, along with a measure of the sensitivity to changes. Adjustment times and sensitivity are evaluated analytically using the solutions of section 4, and compare well with results from numerical experiments. The results indicate that steady theories may have the most trouble with intermediate-stratification estuaries (those in which both the exchange flow and tidal stirring contribute to the upestuary salt flux) because these combine slow adjustment times with relatively high sensitivity.
Development of the equations
We begin with equations of momentum, mass, and salt conservation, averaged in space across an estuary of constant width and in time over several tidal cycles. The estuary has rectangular cross section, with total depth H and width B. The effects of tidal mixing will be expressed through eddy viscosity and diffusivity coefficients.
The tidal averaging of the equations must account for tidal frequency processes in a sensible way, including the rise and fall of the free surface. Hughes and Rattray (1980) provide a useful conceptual framework, also used by Geyer and Nepf (1996) . Consider the timeaveraged along-estuary advective flux of salt through a segment dA of a cross section of an estuary:
where for the purposes of this equation u, s, and dA are fully time dependent. Angle brackets represent timeaveraging over tidal timescales, subscript T represents quantities at the tidal frequency, and turbulence is anything of higher frequency. The area and position of the segment dA may change as the surface rises and falls with the tide, as in a ''sigma coordinate'' model; correlations of the changing area with u T cause the Stokes drift (ii). The mean horizontal advection term ‫(ץ‬us)/‫ץ‬x, used below in (2.8), corresponds to the sum of terms (i) and (ii). Hughes and Rattray (1980) found that the last three terms, (iv), (v), and (vi), were negligible in a section across the Colombia River, which leaves the tidal correlation term ͗u T s T ͘ to be accounted for. In our formulation, (2.8), this is parameterized through the eddy diffusivity K H , which is presumed to act on the timemean longitudinal salinity gradient. The longitudinal eddy diffusivity was used by Hansen and Rattray (1965) in just this way: as a catch-all for up-estuary salt flux not associated with the time-mean exchange flow. A problem has been determining what value to use for K H ; in HR65 it is determined for a given estuary by knowledge of the mean salinity and circulation. Hansen and Rattray (1966) attempted to relate their solutions (and K H ) to ''external'' forcing values: the river flow, tidal velocity, and maximum internal wave speed by fitting to observed values. Fischer et al. (1979) review the physics of ''tidal dispersion,'' which can provide the physical motivation for a given diffusivity. Effective alongchannel diffusivities may be large because tidal velocities and excursions are often substantial.
We will use eddy diffusivity parameterizations that include the effects of changing tidal amplitude. For a tidal amplitude of o and a total depth of H, the nonlinearity of the tidal flow is ϵ o /H, and the scale of the tidal velocity will be U T ϵ C T , where C T , gH ͙ is the speed of external long waves. In typical estuaries the tidal velocity may decrease toward the head (e.g., McCarthy 1993) because of dissipation or wave reflection off the head, which may give rise to the type of along-estuary change of longitudinal eddy diffusivity assumed in HR65. For our model we assume that tidal amplitude and the resulting diffusivities are constant throughout the estuary in order to simplify the system enough to allow analytical solutions. For vertical mixing we will assume that the diffusivity increases linearly with the tidal velocity and with the total depth, as is typical of unstratified flows (i.e., the ''neutral'' scaling in Jay and Smith 1990b). We will scale our parameterization to give K V ϭ 50 cm 2 s Ϫ1 for an estuary of total depth 20 m and tidal amplitude o ϭ 1 m. This gives
The scaling is chosen to correspond roughly to observed values but is by no means a full turbulence closure; in particular, it ignores the damping effect of stratification on the vertical mixing. We find, however, that, as one increases H in the simulations, the gravitational circulation is always able to overcome the vertical mixing to establish substantial stratification.
For the longitudinal diffusivity we assume that the eddies responsible for the horizontal mixing are tidally driven and have size that scales as the estuary width. For an estuary depth of 20 m total, width 2000 m, and tidal amplitude o ϭ 1 m, we assume K H ϭ 1000 m 2 s Ϫ1 , which gives the parameterization: C T Physically this is the Stokes drift velocity times the tidal wavelength (alternately, the tidal excursion squared divided by the tidal period). Our parameterization (2.3) focuses on lateral eddies as a mixing mechanism, while McCarthy's is physically motivated by shear dispersion due to vertical shear. Geyer and Nepf (1996) discuss this distinction for a partially stratified estuary. Both versions of K H have the property that they increase with the tidal amplitude and decrease with total depth. For our purposes it is convenient to have K V and K H both vary linearly as o because it makes the analysis of the numerical experiments more coherent. There are many disparate processes that go into actual longitudinal fluxes, as reviewed by Jay et al. (1997) , so any simple parameterization can at best hope to achieve the order of magnitude correctly, and (2.3) should be taken in that spirit. The variation of (2.2) and (2.3) with total depth is plotted in Fig. 2 for three different values of the tidal amplitude.
The tidally averaged along-estuary momentum equation may then be written as Figure 1b shows a sketch of the coordinate system. One difference between (2.4) and the x-momentum equation used in HR65 is our retention of the longitudinal diffusivity. This is important only at the head and mouth of the estuary where velocities may change rapidly. The nonlinear terms on the left side of (2.4) have been put in ''flux form'' using the conservation of mass:
The vertical momentum equation is assumed to be hydrostatic:
where is the density and o is the density of freshwater. The density may be related to the salinity by an approximate equation of state:
where s is salinity in psu, and k ഠ 7.7 ϫ 10 Ϫ4 psu Ϫ1 . The final equation describing this system is, for salt conservation;
where again the nonlinear advection terms have been
put in flux form, which will simplify the vertical integration below.
The above set of equations represents essentially the same system as that of HR65 and is similar to that used by Chatwin (1976) . The primary goal of this paper is to explore time-dependent estuarine behavior. To get most directly to this, we simplify the system as much as possible while still allowing R time dependence, R alongchannel variation of salinity and velocity, R two-way exchange flow, and R a solution in the full estuary (not just the central region).
The technique we choose is to average the equations over two levels vertically, both of equal, constant thickness h, where h ϭ H/2. We ignore changes in bathymetry or coastline shape. Begin by defining level-averaged variables:
which are shown in Fig. 1c . Before forming the levelaveraged x-momentum equation, note that the hydrostatic equation (2.6) may be rewritten using (2.7) and differentiated in x to find
We assume that the horizontal gradient of s may be approximated throughout the upper level by the horizontal gradient of s 1 , so (2.10) may be integrated vertically through the upper-level to find
We have taken the free surface to be approximately at z ϭ 0. The effect of the free surface tilt is retained by allowing the surface to carry a pressure gradient, p o (x, t), the ''rigid lid'' approximation. This filters out long gravity waves from the solution, causing the barotropic pressure gradient to respond instantaneously to changes in river forcing instead of over the time it takes long waves to propagate through the system. Since this time is typically on the order of the tidal period, it is consistent with the time averaging already done. The upper-level momentum equation is found by taking the level average of (2.4):
where we have assumed that the vertical average of u 2 is equal to . The vertical velocity at the interface is 2 u 1 denoted by w i , and u u is the ''upwind'' velocity, which is u 2 if w i is positive and u 1 if w i is negative. Using the upwind velocity leads to a more stable system when a forward time step is used in the numerical solutions. In formulating our level equations we are already in effect implementing a finite difference scheme, so we need to make sure we are using a stable one. The third and fourth terms on the right side come from the vertical average of (2.11). The horizontal eddy viscosity has been assumed to be constant throughout the level, and the vertical shear in u at z ϭ Ϫh has been approximated by (u 1 Ϫ u 2 )/h. The free surface carries no stress. For the lower level a velocity-squared drag law with drag coefficient C d ϭ 3 ϫ 10 Ϫ3 is used to estimate the bottom stress. HR65 used constant A V and a no-slip condition, which tends to overestimate the bottom stress, although the effect on the solution is slight. The drag law will be written and linearized using a Rayleigh friction,
where U is allowed to vary with the tidal amplitude 
The vertical advection term has been written with the ''upwind salinity'' s u , which is s 2 if w i is positive and s 1 if w i is negative. It has been assumed that there is no flux of salt through the upper and lower boundaries (at z ϭ 0 and z ϭ ϪH).
Thus we have six equations [(2.12), (2.14)-(2.17)] in six unknowns: u 1 , u 2 , s 1 , s 2 , p o , and w i . We may simplify this to a system of three equations in three unknowns by some manipulation. First, define the combinations of the variables:
The sectional average of a quantity is denoted by an overbar, while the deviation from the sectional average is denoted by a prime (see Fig. 1c ). From (2.15) we find that u is constant in x, although it may still be a function of time. The surface pressure may be eliminated from the problem by forming [(2.12)-(2.14)]/2, which is the uЈ equation:
A similar procedure for the salinity allows us to write equations for s and sЈ:
The first three terms on the rhs of (2.22) may be unfamiliar. They represent, respectively, mean horizontal advection of the stratification, vertical advection of salt from one level to the other, and the creation of stratification by the exchange flow acting on the longitudinal gradient of s.
The system now has been reduced to three equations in uЈ, s, and sЈ, each requiring an initial condition and two boundary conditions. The initial conditions are rather arbitrary; in our numerical solutions we assume that the entire estuary has oceanic salinity and upper-level outflow caused only by the river volume flux. The boundary conditions are more crucial, and may be expressed as Head:
(ii) no salt flux in the x-direction in the upper level (iii) no salt flux in the x-direction in the lower level
Salinity versus x for steady numerical solutions in estuaries of five different depths. The depth averaged salinity s is shown as a thick solid line, while the nearby thin solid lines are s 2 and s 1 . Analytical solutions are plotted using * for s and ϩ for s 2 and s 1 . The exchange-dominated analytical solution (4.7), (4.9) is plotted for the deeper two cases, and the diffusion-dominated analytical solution [(4.12), which has s only] for the shallower three cases. The analytical solutions diverge from the numerical results for estuaries of intermediate depth.
Mouth: (iv) ‫ץ‬u 1 /‫ץ‬x ϭ ‫ץ‬u 2 /‫ץ‬x ϭ 0
(2.23)
The salt flux conditions at the head (ii and iii), while physically obvious, must be implemented by allowing a balance of the longitudinal advection of salt with the longitudinal diffusion of salt. One's first guess about the head boundary conditions would be to set the salinity to zero there; however, this can lead to large salinity gradients, which have an up-river diffusive salt flux at the head, which is not physically correct. In the numerical study of Wang and Kravitz (1980) the same boundary condition is used (p. 442: ''Near the head of the estuary . . . the horizontal salt flux is set to zero.''). McCarthy (1993) also uses such a boundary condition in his ''reflecting wall'' solution (his Eq. 34), which leads to nonzero density at the head in one of his examples (his Fig. 10 ). In a real estuary two factors contribute to the decrease of salinity near the head: first the shoaling of the depth inevitably decreases the effectiveness of the exchange flow as a means for up-estuary salt flux. Second, the tidal excursion is decreased either because the tidal energy has dissipated in an estuarine river such as the Columbia (Jay and Smith 1990a,b) , or because the tides are being reflected at the head, as would occur in an estuary whose natural length scale was shorter than the dissipation distance of the tide, for example Puget Sound (Mofjeld and Larsen 1984; Lavelle et al. 1988 ).
In the remaining boundary conditions, (i) we push all the river flow through the upper level at the head, and allow no flow in the lower level there; the mouth boundary conditions ensure that the solution blends smoothly (iv and v) into the ''ocean'' and that the water pulled into the estuary has oceanic salinity (vi).
The boundary conditions may be rewritten in terms of uЈ, s, and sЈ, by suitable addition and subtraction according to (2.19). One relation that will prove useful below is for the s boundary condition at the head. Conditions (ii) and (iii) may be written as ‫ץ‬s ‫ץ‬s
which may be summed and rewritten as
In the numerical solutions of the following section the channel length is set to 100 km. In cases where the natural length scale of the salinity intrusion is greater than this, we find significant salinity at the head. However, by increasing channel length sufficiently one always arrives at zero salinity in both layers at the head. In this situation (2.25) stipulates that there is zero salinity gradient as well, much like McCarthy's ''long tidal river'' case.
Steady-state numerical solutions
The numerical solution to the system of equations (2.20)-(2.22) subject to boundary conditions (2.23) is straightforward. Variables are represented on a staggered grid with salinity grid points midway in x between velocity grid points. The end points of the domain, at x ϭ ϪL and x ϭ 0, are at velocity grid points.
The time step is forward differencing, and x-derivatives are evaluated by standard centered differencing. If both salinity and velocity are involved, as in the term ‫(ץ‬uЈsЈ)/‫ץ‬x in (2.21), then we average nearby salinity values onto two neighboring velocity points and take the gradient of the product of velocity and averaged salinity to arrive at the gradient at a salinity grid point. The main constraint on the time step size comes from the diffusive terms, with von Neumann stability requiring 2K H ⌬t/(⌬x) 2 Յ 1, where ⌬t is the time step and ⌬x is the horizontal space step. The same requirement applies to A H . Details of the implementation of the boundary conditions are given in the appendix.
Numerical solutions were initialized with outflow only in the upper level, a stationary lower level, and oceanic salinity throughout the estuary. In Fig. 3 we plot the salinity fields from runs for five different depths after 200 days, when all have achieved a steady state, with parameters: In these the salinity gradient is nearly linear, as assumed in the HR65 solution, and the up-estuary salt flux is dominated by the exchange flow instead of diffusion. The greater exchange flow in the deeper runs is caused by both the greater stratification, sЈ, and an increase in uЈ. Any of the cases, when run in a much longer domain, eventually become all freshwater at the head. For example, in a long domain the 40-m case gradually decreases in mean salinity, longitudinal salinity gradient, and stratification, reaching zero about 500 km from the mouth. The level of penetration of seawater into the estuary may be characterized by the fraction of seawater averaged over the whole, which is plotted versus depth in Fig. 4a , for steady numerical solutions with total depths from 5 to 100 m.
Following HR65, we may characterize the estuary by the dominant balance in the sectional-mean salinity equation. Consider the integral of (2.21) from the head of the estuary to some location x within the estuary:
where x is a dummy variable of integration, and we have made use of the ''no salt flux at the head'' condition (2.25). All terms on the right side of (3.2) are evaluated at position x. Physically (3.2) states that the time rate of change of the total salt up-estuary of some point x is governed by three fluxes, due to R the mean flow (down-estuary), R the exchange flow (up-estuary), and R longitudinal diffusion (up-estuary).
At steady state the left side of (3.2) vanishes, and we may characterize the estuarine salt flux regime by the fraction of up-estuary salt flux accomplished by diffusion (K H ‫ץ‬s/‫ץ‬x)/(u s), which is the parameter '''' in HR65. 1 The complement of this is the fraction of upestuary salt flux accomplished by the exchange flow: Ϫ(uЈsЈ)/(us). Both fractions are evaluated at x ϭ ϪL/5 (20 km from the mouth) and plotted versus total depth for a range of steady numerical solutions in Fig. 4b . In both the fraction of seawater and the process responsible for up-estuary salt flux there is a rapid change in character between 20 and 40 m. Shallow, well-mixed estuaries (5-20 m for our parameters) are mostly freshwater and have diffusive up-estuary salt flux. Deep, highly stratified estuaries (Ͼ40 m for our parameters) are mostly salt water and have exchange flow dominating the up-estuary salt flux. ''Intermediate'' depth estuaries span the two, and we find below that they are the most intractable analytically, the slowest to adjust, and most sensitive to changes in forcing.
What is the full parameter space?
Hansen and Rattray (1966, HR66 hereafter) classified estuaries in well-known categories (salt wedge, wellmixed, etc.) using two parameters, which reflected the stratification and the strength of the exchange flow. These parameters are part of the solution, though, prompting HR66 to recast their classification scheme in terms of two external parameters; the ''densimetric Froude number'' and the ''flow ratio.'' We may do the same for our two-level model results to ensure that our solutions are calculated over a representative range of parameter space. Fundamentally there are four param- eters that may be varied in the model: Q R /B , H, gks ocn , and o which are river flow, depth, maximum density contrast, and tidal amplitude, respectively. We could also have included the length of the estuary, which we find has an effect on the adjustment time, but here we will take it as a constant. With only dimensions of length and time among these four, we may form two independent dimensionless quantities, exactly as in HR66. Following HR66 we write the fundamental parameters as three velocities:
the river velocity, tidal velocity, and maximum internal wave speed. 2 HR66 formed the dimensionless ratios: F m ϭ u/C o , the ''densimetric Froude number,'' and P ϭ u/ u T , the flow ratio. They then developed an empirical 2 The internal wave speed defined by HR66 was twice our definition. This has been accounted for in the comparisons that follow. relation between these and their analytical solution, but the relationships have not come into common use. To this day the idea of being able to predict estuarine structure from a few simple external parameters remains elusive.
For our purposes, which involve changing the river flow and tidal mixing, a different pair of dimensionless quantities is appropriate:
These increase linearly, and independently, as we increase the river flow or the tidal amplitude. In Fig. 5 we plot the diffusive fraction of up-estuary salt transport, , for 40 different numerical experiments run out to steady state. These include the runs plotted in Fig.  3 , but we also include runs with the river flow increased and decreased by a factor of 10, and the tidal amplitude increased and decreased by a factor of 2 (the case with strongest river flow and smallest tidal amplitude was not used because the numerical model could not run stably in that extreme). For each combination of river In much of what follows we will vary H as a way of spanning a useful range of parameter space and will refer to different solutions as ''shallow'' or ''deep,'' which are diffusion-dominated or exchange-dominated, respectively. But keep in mind that it is, at least, a two-dimensional parameter space and that what may be an exchangedominated estuary under one river flow or tidal amplitude may be diffusion-dominated under another.
Steady analytical solutions
To understand the adjustment of an estuary to changed forcing, it is helpful to be able to predict the steady states before and after the change occurs. To do this we develop approximate, steady, analytical solutions in the limits of exchange-dominated and diffusiondominated up-estuary salt flux.
a. Steady solution for exchange-dominated estuaries
In the exchange-dominated limit, the steady numerical results of Fig. 2 suggest a solution similar to that of HR65's central region. Hence we seek a solution where ‫ץ‬s/‫ץ‬x, sЈ, and uЈ are all nearly constant. We also assume that u K uЈ and R ϭ 8A V /H 2 , equivalent to applying a no-slip bottom boundary condition. The momentum and salt conservation equations under these conditions are then
The first term on the rhs of (4.3) is the only remaining term of the three advective fluxes in (2.22). The balance in (4.3) is between the creation of stratification via shear acting on the longitudinal salinity gradient and the destruction of stratification by vertical mixing. In (4.2), which came from the x-integrated s equation (3.2), we have made two important approximations. First, we have assumed that all the up-estuary salt flux is accomplished by the exchange flow, which is true to within about 7% in the deepest estuaries from Fig. 4b We find in the next section that internal waves play a role in the adjustment process. With this in mind we will use the internal wave speed when writing the exchange-dominated solution. Internal shallow water waves with two layers of equal thickness and total depth H travel at speed (Gill 1982, p. 128) C ϭ (ϪgksЈH/2) 1/2 , (4.4) so the maximum internal wave speed will be determined by the oceanic salinity, The head boundary conditions of no salt flux have already been satisfied in (4.2), and given the order of Eq. (4.8) we may only have one further condition on s, which will be that s 2 (x ϭ 0) ϭ s ocn , noting again that sЈ and uЈ are constant in x. We may then integrate (4.8) in x to solve for s, finding
The second term within the brackets is due to the required x gradient of s, while the final term within the brackets is due to sЈ. This analytical solution is plotted in Fig. 3 for the two deeper cases. For H ϭ 80 m the correspondence with the numerical solution is quite good but is less good for H ϭ 40 m, as is expected since the simplifying assumptions are less well satisfied VOLUME 29
in that case. We always assume that the length scale of the salinity intrusion in (4.9) is greater than the channel length L. The opposite could also occur, but we do not consider this case in the analysis.
The steady solution always pushes uЈ to be close to the internal wave speed C, as may be seen by manipulating (4.4) and (4.6, 7), to show C ϭ 3uЈ. ͙ (4.10)
The exact constant of proportionality in (4.10) is dependent on the choice of the ratio of A to K . What (4.10) tells us is that the estuary likely maintains itself in a condition near criticality in terms of internal shear instability. This is consistent with what Jay and Smith (1990a) saw in the Colombia River with vertical mixing by instability at the interface during ebb tides during neap conditions.
b. Steady solution for diffusion-dominated estuaries
In this limit the up-estuary salt flux is entirely diffusive, uЈ and sЈ become negligibly small over most of the domain, and the governing equation is (3.2) without the exchange term:
This may be solved with the boundary condition s(x ϭ 0) ϭ s ocn to find
(e.g., Fischer et al. 1979) . This is plotted for the three shallower cases in Fig. 3 , and compares well with the numerical solution for the shallower two of these. The intermediate case, H ϭ 20 m, is not well described by the diffusive solution because it has significant stratification and exchange flow. These deep and shallow analytical solutions do not model the behavior of the intermediate depth cases at all well, but between them they span the expected behavior and they are simple enough to be used to derive analytical expressions for the adjustment time and sensitivity, as is done in the next section.
Adjustment to step changes in forcing
From the analytical solutions above it is apparent that the circulation and density structure is readily cast in terms of s. Since s is set to about s ocn at the mouth and decreases monotonically toward the head, its x integral (essentially the fraction seawater) is a useful bulk quantity to assess the response to changed forcing. The primary equation will be the x integral of the s equation (3.2), taken from the head of the estuary to the mouth:
a. Change in river flow
In steady state both sides of (5.1) equal zero. Then at some time we impose a small step change in river flow u → u ϩ ⌬u. Right after the change all the terms on the right hand side of (5.1) still sum to zero, except for that due to the change in river flow, which is This may be rearranged to find the adjustment time:
which may be evaluated with the analytical solutions. Physically (5.4) expresses the concept that R for the estuary to adjust it must change its total amount of salt R that change is accomplished initially through the extra mean flux Ϫ⌬us ocn at the ocean end of the region of interest R the time for adjustment depends on both the extra salt flux and on the change in total salt in the estuary going from the initial state to a new steady state, as expressed by the integral term in (5.4).
Similarly, the time required to fill a glass of water is just the volume of the glass divided by the flow rate from the tap. Kranenburg (1986) first derived (5.4) to analyze the adjustment of estuaries to slow changes in u. As he noted, the adjustment time is identical whether one considers slow variation or, as we consider, step changes. He primarily treated well-mixed cases but provided for an exchange flow contribution through an empirically determined factor. He also allowed for exponential changes in cross-sectional area with x, which are not considered here. He states in passing that the adjustment time is the same for changes in tidal mixing, a conclusion roughly consistent with our results below. He predicts a range of adjustment times for parameters typical of three estuaries and finds qualitative agreement with observed adjustment times. In this paper we hope to improve upon his analysis by using more explicit physics to model the estuary and by using numerical simulations. In the process, some of the physical processes controlling the adjustment are brought to light.
Evaluating (5.4) with our analytical solutions, we find for the exchange-dominated (''deep'') case that
The first term on the rhs is due to required changes in ‫ץ‬s/‫ץ‬x. For shallower or longer estuaries this term may clearly be quite important. The second term on the rhs is due to required changes in sЈ. The second term may be rewritten as (2/ 3)LC Ϫ1 and is thus close to the time ͙ it takes an internal wave to propagate up the estuary. Both the gradient of s and the stratification sЈ contribute to the net salt in the estuary, and hence both contribute to the adjustment time.
The predicted adjustment time (5.5) is plotted versus total depth in Fig. 6a (the solid line extending to the right). The symbols in Fig. 6 are from a series of numerical experiments with total depth ranging from 5 to 80 m in steps of 5 m. In each experiment the ''forcing,'' u in this case, was multiplied by some factor (0.5, 0.9, 1.1, or 2.0) at day 200, when the estuary was in steady state. Each run was carried on until a new steady state was reached (day 300), and the time to e-fold toward the new total salt was defined as the adjustment time. The adjustments do not in general follow perfect exponential decay since there are several separate physical processes involved, particularly when we consider changes in tidal mixing. Nevertheless the e-folding time does give a reasonable sense of the adjustment. The agreement between the analytical expression (5.5) and the numerical experiments is fairly good for H Ͼ 30 m. Increased river flow adjusts somewhat faster than predicted, and decreased river flow somewhat slower.
For deeper cases the final term on the rhs of (5.5) becomes increasingly important, indicating that much of the change in total salt is due to the changing level of stratification, sЈ, and not changes in the mean gradient ‫ץ‬s/‫ץ‬x, which is apparent in Fig. 7a . Most of the change is accomplished by a single internal wave ''front'' moving from the head to the mouth, as is apparent in the uЈ field, Fig. 8 . The natural speed of internal waves (4.4) varies from about 0.44 m s Ϫ1 before the change in river flow to 0.56 m s Ϫ1 afterward because of changes in sЈ. The zone of rapid change in uЈ (Fig. 8) propagates downestuary at about the slower of these speeds.
Results from a numerical experiment with H ϭ 80 m with river flow doubled at day 200. The initial (day 200) and final (day 215) salinity fields (s, s 2 and s 1 ) are plotted in (a). The change in total salt is due about equally to the increase in sЈ and the increase in ‫ץ‬s /‫ץ‬x. The initial (dashed) and final (solid) uЈ profiles are plotted as thick lines in (b), with the corresponding profiles of u plotted as thin lines. The time evolution of the total fraction of seawater in the estuary is plotted in (c). The adjustment is not perfectly exponential: there is a conspicuous bend in the curve at day 203, near the time when the internal wave arrives at the mouth. The longitudinal salt flux terms (20 km from the mouth) are plotted versus time in (d). The mean flow term is Ϫu s, the exchange flow term is ϪuЈsЈ, and the diffusive term is K H ‫ץ‬s/‫ץ‬x. The mean term changes immediately, but the exchange flow only jumps up to balance it after 2.5 days have passed, approximately the time it takes an internal wave to travel from the head to x ϭ ϪL/5.
FIG. 8.
Contour plot of the uЈ-anomaly (uЈ minus uЈ just before the change in river flow), for the experiment shown in Fig. 7 (H ϭ 80 m, double river flow at day 200). The internal wave front is apparent, and travels at about the predicted internal wave speed (44 cm s Ϫ1 takes 2.6 days to travel 100 km).
The balance of salt flux terms is shown in Fig. 7d . Immediately after the change in u the mean flux term doubles and the estuary starts losing salt. At about day 202.5 the wave front passes through x ϭ Ϫ20 km, increasing the up-estuary exchange flux (ϪuЈsЈ) and nearly balancing the increased mean flow flux.
Turning now to the diffusion-dominated limit, the analytical prediction of adjustment time from (5.4) in this case is
which is plotted as a solid line extending to the left in Fig. 6a . The final expression is for the long-estuary limit, in which salinity does not extend to the head. The adjustment time in this limit is physically the time it takes u to move a distance K H / u, which is the e-folding distance of the salt intrusion. This is exactly the result
one would get from the scaling of an advective-diffusive balance. The shallow estuary adjustment time is decreased as u increases, which occurs for our parameters as H decreases because Q R is held constant. The numerical experiments, which gave increasing adjustment time as H decreased for the deep cases, switch behavior around 20-m total depth, becoming short again as predicted by (5.6). The adjustment time is only really of interest if the changes are significant. With this in mind, we define the ''sensitivity,'' ⌺, as change in fraction seawater ⌺ ϵ , (5.7) (change in forcing/forcing) where the forcing is the parameter to be changed. For small changes in river flow,
This may be evaluated in the exchange-dominated limit, and is found to be
And in the diffusion-dominated limit the sensitivity to river flow changes is
[ ]
For both cases the predicted river flow adjustment times are equivalent to ϭ Ϫ⌺ R (L/ u), which is (minus) R T adj the sensitivity times the ''filling time.'' This highlights a physical reason why adjustment should be slower under low river flow conditions: any required decrease in average salinity depends upon the river flow to achieve it.
These predicted sensitivities are plotted as solid lines in Fig. 6b , along with symbols from the set of numerical experiments (as in Fig. 6a ). All cases lose salt as u increases, and intermediate depth estuaries appear to be much more sensitive to this change. The agreement of theory and experiment is fairly good, except for the 0.5 and 2.0 changes in shallower cases. The relatively small sensitivity of the deeper cases should not be interpreted as insignificance, since river flow can have large variation: factors of 10 to 100 are common.
b. Changes in tidal mixing
We may predict adjustment time and sensitivity to changes in tidal amplitude using the same techniques. Starting again from the x-integrated s balance (5.1), small changes in tidal mixing ⌬K will be governed by
where we have used K to represent any of the diffusive terms: A H , A V , R, K H , and K V , all of which vary linearly with tidal amplitude o in our parameterizations. The superscript T is for tides. In the exchange-dominated limit with a step change in tidal amplitude we assume that right after the change the s-field and ‫ץ‬s/‫ץ‬x are unaffected. Nothing in the salt balance (5.11) is immediately affected, because K H ‫ץ‬s/ ‫ץ‬x is negligible in this limit. Soon, however, uЈ and sЈ are changed by vertical diffusion, both decreasing in magnitude for an increase in vertical mixing strength. Their initial rates of change will be governed by 
The amount that uЈsЈ would change if ‫ץ‬s/‫ץ‬x were to remain constant is given by change in
where the expression on the right of (5.14) was calculated based on the relation which is essentially the vertical diffusive timescale. Now, the change in (uЈsЈ) implies an imbalance in the net longitudinal salt flux: if, for example, the magnitude of (uЈsЈ) were decreased (by increasing K V ), then the estuary would begin to lose salt, and eventually the loss VOLUME 29
of salt would tend to increase ‫ץ‬s/‫ץ‬x. It is apparent in (5.15) that the eventual increase in salt gradient implies an increase in the magnitude of (uЈsЈ), and in the exchange-dominated analytical solution (4.7, 9) the increase is exactly that required to cancel out the initial decrease in magnitude of (uЈsЈ).
Having considered the initial adjustment of uЈsЈ we may now proceed to an estimate of the total adjustment time for the exchange-dominated, tidal forcing case. We assume that initially (uЈsЈ) ϭ Ϫus ocn . Then, when K V is changed, (uЈsЈ) will be assumed to change linearly in time according to (5.13) until time . At that point we will assume (uЈsЈ) maintains a constant value given by
which comes from (5.14). How long (uЈsЈ) maintains this value depends upon how much salt the estuary must lose to reach its new steady state. Expressing this through a time integral of the salt balance (5.1) we find
where T is the adjustment time that we seek. In (5.18) we have assumed that the adjustment begins at t ϭ 0. The left side of (5.18) is easily evaluated from the exchange-dominated, steady analytical solution (4.9). Then using our approximation for the time-dependent behavior of (uЈsЈ) to obtain the rhs, we may write (5.18) as
in the case where T Ͼ . If instead T Ͻ , then (5.18) becomes
These yield two expressions for the adjustment time:
Only the first applies to the runs plotted in Fig. 6c ; that is, the diffusive vertical timescale is shorter than the rest of the adjustment process for these cases. The predicted adjustment times are typically somewhat shorter than those from the numerical experiments but still reflect the overall trends and scales of the numerical results. Summarizing this subsection, the adjustment to changes of tidal amplitude in an exchange-dominated estuary has two steps in the derivation above, as put forward by Park and Kuo (1996) . First, the increased vertical mixing acts to decrease uЈ due to the increased eddy viscosity, and it decreases sЈ due to the increased vertical eddy diffusivity. As both decrease, the up-estuary salt flux also decreases, so the estuary loses salt. Since the estuary is tied to oceanic salinity at the mouth, the overall loss of salinity decreases the salinity preferentially at the head, so the mean salinity gradient ‫ץ‬s/ ‫ץ‬x must increase. As this gradient increases, the longitudinal pressure gradient driving uЈ increases and, as the exchange flow increases, it also boosts the stratification by advecting the mean salinity gradient. The process continues until the (now-increasing) exchange flow contribution to up-estuary salt flux is again in balance with the down-estuary salt flux due to the river flow. Looking at the first form of the adjustment time (5.21), the first term on the rhs is due to the time it takes for the initial decrease of uЈsЈ, and the second term on the rhs is due to the time it takes ‫ץ‬s/‫ץ‬x to adjust once uЈsЈ gets to the value to which the increased mixing drives it. In deeper estuaries the timescale of vertical diffusion can become relatively long, and in this case the estuary loses the requisite amount of total salt during the time it takes for uЈsЈ to adjust to the initial change in tidal amplitude. This is the scenario that gives rise to the second form of (5.21).
Turning now to the tidal mixing adjustment time in the diffusion-dominated limit, in this case the analytical expression (5.11) may be written as 0 ⌬K ‫ץ‬s ‫ץ‬s
which yields the adjustment time
In this case the change in total salt results from the change in e-folding scale of the salt intrusion, which is K H / u in (4.12). For an increase in K H the estuary begins to gain salt through the increased diffusive flux at the mouth. As the estuary gains salt, ‫ץ‬s/‫ץ‬x decreases at the mouth, and over timescale (5.23) the diffusive flux ϪK H ‫ץ‬s/‫ץ‬x at the mouth goes back to its original value, even though K H is bigger. Expression (5.23) is plotted as the solid line on the left of Fig. 6c , and compares well with the numerical experiments for H Ͻ 20 m. The general expression for sensitivity to changes in tidal mixing is given by
The exchange-dominated sensitivity is readily calculated, using K V as the forcing term that is changed:
This sensitivity is only related to changing ‫ץ‬s/‫ץ‬x, since in the exchange-dominated analytical solution sЈ is independent of K V . For the diffusion-dominated solution the sensitivity from (5.24) and (4.12) is
It is reasonable that the sensitivity to river flow and tidal mixing should be similar since K H and u always appear in the combination u/K H in the diffusion-dominated solution. Both the above sensitivities are plotted as solid lines in Fig. 6d and compare well with numerical experiments in the deep and shallow limits. Shallow cases tend to gain salt when the tidal mixing is increased because the increased K H extends the ocean influence landward. Deeper cases, however, tend to lose salt as mixing and friction are increased. The reason is that, while uЈ and sЈ are not altered by tidal mixing changes in the exchange-dominated limit [after the adjustment has taken place, see Eqs. (4.6) and (4.7)], ‫ץ‬s/‫ץ‬x is altered (see 4.8) because, for example, a greater pressure gradient is required to produce the same uЈ when A V is increased. Increasing ‫ץ‬s/‫ץ‬x in the deep solution decreases the total salt (when sЈ is held constant), leading to the negative sensitivity.
It has been noted in numerical and observational studies (e.g., Geyer and Cannon 1982; Nunes Vaz et al. 1989 ) that the exchange flow is more effective during neap tides. Yet our results, and those of Park and Kuo (1996) , indicate that the exchange flow is mainly decreased by increased tidal mixing only during the initial adjustment in exchange-dominated cases. This suggests that the observation of enhanced exchange during neap tides may represent a fundamentally transient response of the estuarine salt flux mechanisms. That is, the longitudinal salt gradient does not have time to adjust fully to the spring or neap mixing conditions if the adjustment time is longer than the spring to neap half-period.
Results from one of the numerical experiments are plotted in Figs. 9 and 10 , where H ϭ 80 m and the tidal amplitude was doubled at day 200. The main change in the salinity structure is a 65% increase in ‫ץ‬s/‫ץ‬x after 15 days, with much less change in sЈ (Fig. 9a) or uЈ (Fig.  9b) . The only immediate change in the salt flux terms at midestuary (Fig. 9d) is a doubling of the rather small diffusive flux. Then the exchange flow flux begins to decrease rapidly as uЈ and ϪsЈ are decreased by vertical friction and diffusion. The exchange flux begins to rebound around day 202 as some change in ‫ץ‬s/‫ץ‬x occurs, and eventually the exchange flow settles out at about 60% of its original value, with the diffusive flux now accounting for about 38% of the up-estuary salt flux. This follows the general outline of our derivation of , but clearly there are modifications.
T,deep
T adj
Discussion and conclusions
Overall, the analytical and numerical results may be summarized as follows. Adjustment times and sensitivities are similar for changes in river flow and changes in tidal mixing. Adjustment times can be rapid for shallow and deep estuaries, but those of intermediate depth (ϳ20 m for the parameters used) can take significant time to adjust (two weeks or longer would be considered significant). The deeper estuaries (Ͼ50 m) are relatively insensitive to changes in forcing of the sort considered, although one must keep in mind that river flow changes can be very large.
Changes in shallow, diffusion-dominated estuaries are easily understood as modifications of the advectivediffusive balance. For the deeper, exchange-dominated cases changes in river flow are felt as an internal wave front passing down the estuary and changing uЈ, sЈ, and s. Changes in tidal mixing for the deep cases have a two part process: initially uЈ and sЈ change everywhere through vertical mixing, and then the altered exchange flow salt flux brings in (or removes) the salt required to change ‫ץ‬s/‫ץ‬x. The change in ‫ץ‬s/‫ץ‬x eventually pushes uЈ and sЈ back toward their original values.
A remaining issue of interest is the intermediate depth estuaries. These are poorly represented by either the exchange-or diffusion-dominated analytical solutions, but often they have the longest adjustment times and sensitivities on the order of Ϯ0.2. Looking at this from the deep side, as H decreases changes in ‫ץ‬s/‫ץ‬x are most responsible for increasing adjustment times [see Eq. (Fig. 7c) , and instead takes about half a day to develop a rapid loss of salt. The longitudinal salt flux terms 20 km from the mouth are plotted versus time in (d) The exchange term begins to drop at the moment of the change in mixing, and then rebounds as the estuary loses salt and ‫ץ‬s /‫ץ‬x increases.
FIG. 10. Contour plot of the uЈ-anomaly (uЈ minus uЈ just before the change in tidal amplitude) for the experiment shown in Fig. 9 (H ϭ 80 m, double tidal amplitude at day 200). The exchange flow begins decreasing along the whole length of the estuary as soon as the eddy viscosity terms are increased, but after a few days the exchange flow rebounds due to the increase in ‫ץ‬s/‫ץ‬x. for the exchange-dominated analytical solution. This tells us that the changes in total salt will be proportionally larger for smaller H (until K H becomes important). Consider the results from an experiment with H ϭ 20 m, plotted in Fig 11. For this case the tidal mixing was cut in half at day 200, and over the next day the estuary changed rapidly from being diffusion-dominated in its up-estuary salt flux to being exchange-dominated (Fig. 11d ). This was followed by a much slower adjustment of the longitudinal s structure. The change in character is also evident in the salinity and velocity profiles (Figs. 11a,b) . The change in total salt is relatively large, about 8% (Fig. 11c ) compared with the 3% or so evident in the deeper case (Fig. 9c) . It is the greater relative change in total salt that is chiefly responsible for the longer adjustment time in intermediate cases. Kawase provided invaluable assistance with the numerical model development.
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s 2 (note that both the advective and diffusive flux terms go to zero independently in the lower level at x ϭ ϪL), and we may then use these to form the new values of s and sЈ at the head.
This procedure was checked by comparing the time rate of change of integrated salt upstream of some section in the estuary to the flux of salt (mean, exchange, and diffusive) longitudinally through that section. The balance was exact, indicating that indeed there was no salt flux through the river end.
