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Image Databases: 
The First Decade, the Present, and the Future 
We have seen an explosion of image database developments in the decade 
since work began on the first multi-user networked system. This paper 
explores the state of technology a decade ago, revisits one of the earliest 
systems, identifies curren t interesting projects, discusses the major issues 
that are being faced today, and forecasts issues and trends that will emerge 
in the future. This paper reflects the biases of the author, zuhose primary 
interests lie in building image databases of cultural heritage materials, 
and who was involved in the development of the Berkeley Image Data-
base System (ImageQuery). 
TECHNICAL CAPABILITIES IN 1986 
In 1986, the idea of large-scale image databases seemed quite far-
fetched. By today's standards, storage capacity was minuscule, networks 
were unbearably slow, and visual display devices were poor. The market 
penetration was very low for most of the tools needed for image database 
development. 
In the past several years, we have seen a spurt in the growth of image 
databases. It is now possible to overcome the once insurmountable tech-
nological impediments. Recent increases in storage capacity, network 
bandwidth, processing power, and display resolution have enabled a tre-
mendous growth in image database development. Literally hundreds of 
such projects have begun in the last few years. 
Technical capabilities in 1986 look primitive when viewed from our 
current perspective. Future forecasters a decade ago wrote about how 
technological change would eventually make digital image databases vi-
able (Besser, 1987a, 1987b, 1987c; Lynch 8c Brownrigg, 1986), but few 
people (even those forecasters) were certain that this would happen within 
their lifetimes. 
In this section, we will examine the technological capabilities of a 
decade ago, both to try to understand the impediments that were faced at 
that time and to provide insight into how we might plan today for changes 
m the coming decade. 
Storage 
Hard disks had just recently been introduced in personal computers 
(such as the IBM XT) and were a fairly new idea for desktop machines. A 
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30 megabyte disk was considered very large for a personal computer. Large 
disks for mainframe computers (such as the one hosting the University o: 
California's Melvyl system) each had a capacity of about 600 megabyte* 
and were the size of a washing machine. In an environment like this 
proposing the development of collections of one megabyte image file* 
sounded impractical, and the advocacy of 50 megabyte files sounded ri 
diculous. Today it is hard to find a new personal computer with a hare 
drive much smaller than 100 megabytes, and multi-gigabyte drives are 
commonplace, and smaller than the floppy drives of a decade ago. 
Processors 
The IBM AT was the newest personal computer a decade ago. IB1V 
XTs and Apple Macintosh Plus machines had the widest use and the mos 
common processor at the time was the 8086. PCs had an internal memor 
(RAM) limit of 640K. Mainframe computers, such as the IBM 4300, hac 
16M-32M of RAM, executed 2 million instructions/second (MIPS), anc 
cost around $1 million. Image processing (which is unbearably slow i 
one cannot have quick and easy random access to the entire image) wa: 
impractical and generally was confined to specialized machines. 
Today most computers come with a minimum of 8M of RAM, anc 
desktop machines with more power than the mainframes of a decade age 
are cheap and commonplace. Today's machines are fast enough anc 
have enough RAM to hold and manipulate an image without the pur 
chase of specialized hardware. 
Networks 
Networking within a site was not very common. Wiring to the desk 
top was usually twisted-pair wires carrying signals for terminals or termi 
nal-emulation. Ethernet wiring had come out just a few years before am 
was still rare. Wide area networks had not really penetrated beyond tin 
defense industry and large universities. Sites were connected to the pre 
decessor of the Internet (the Arpanet) at approximately 56 Kilobits/sec 
Today, most wiring is designed to carry full-scale networking, Interne 
access is commonplace, and large to mid-sized organizations tend to b< 
connected to it at speeds of T-l to T-3 (1.5 Megabits to 45 Megabits/sec.) 
Display Devices 
Few display devices could handle a wide range of colors. Eight-bi 
display devices (256 colors) were considered high-end in the PC marke 
and required a special card and monitor. In public lectures, people wer< 
surprised to see images of works of art displayed on a computer screen. 
Today, 24-bit displays (16 million colors) come as a standard featur 
on new PCs, and no special cards or monitors are required. Onscreei 
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graphic images are frequently used to promote computer and software 
sales. 
Scanners 
A decade ago, scanners were expensive and rare. The only advertise-
ments for scanners appeared in catalogs of instrumentation devices. Scan-
ning software had poor user interfaces, and most scanners required pro-
gramming skills in order to make use of them. Most software did not 
permit immediate onscreen viewing of the image, and frequently the user 
had to scan on one workstation, run programs on the scanned file, and 
move it to another workstation to view it. Even when attached to a power-
ful CPU, scanners were slow (a 45 minute scan was not out of the ques-
tion) and frequently required so much light and accompanying heat that 
scanning of delicate objects, such as works of art, was impossible. 
Today, very good scanners sell for under $500 and are available 
through most sources that sell computer peripherals. Virtually all scan-
ners come with point-and-click software that quickly displays images on 
the screen. Today, a scan that takes more than a few minutes is consid-
ered unbearably slow, and light and heat exposure are within tolerance 
levels for most objects. 
Compression 
The only image compression scheme with wide implementation was 
the CCITT Group III standard employed in fax machines. Work on de-
fining compression standards for color images was just beginning. With 
this lack of sophisticated compression standards, individuals developed 
their own compression schemes, and images compressed using these 
schemes could not be decompressed by others. 
Today compression schemes such as JPEG and LZW are widely ac-
cepted standards, and the capability to decompress these files is included 
in a wide variety of image display and processing software, as well as in 
generic viewing and browsing tools, such as Web browsers. 
Client-Server Architecture 
X-Windows was the only client-server architecture with a significant 
installed base, but its deployment at the time was very small (limited pri-
marily to a small percentage of UNIX-based workstations on major uni-
versity campuses). Because image database designers could not rely upon 
distributing processing to the client, most designs had to assume all im-
age processing would be done at the server, and that high bandwidth 
would be required in order to send compressed files to the client. 
Today the widespread deployment of Web browsers permits image 
display and processing functionality to be off-loaded to the client. This 
puts less strain on the server and on the use of network bandwidth. 
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I M A G E Q U E R Y R E V I S I T E D 
How well did we really understand the problems in 1986, and what 
functions are still important today? In 1986, UC Berkeley's office of In-
formation Systems and Technology began work on a project to deliver 
high quality digital images from its Art Museum, Architecture Slide Li-
brary, and Geography Department. The developers believe that this soft-
ware (eventually called ImageQuery) was the first deployed multi-user 
networked digital image database system. The software was first shown 
publicly at the conferences of the American Association of Museums and 
the American Library Association in June 1987. 
ImageQuery was an X-Windows-based system with a number of fea-
tures that were relatively new for the time: a graphic user interface (GUI), 
point-and-click searching, thumbnail images to permit browsing and sort-
ing, tools for annotation of images, and the linking of images to locations 
on maps. In addition, ImageQuery was designed for networked accessi-
bility, had client-server features, and permitted Boolean searches. 
ImageQuery design and features have been described in more detail else-
where (Besser, 1991b, 1990, 1988a, 1988b; Besser 8c Snow, 1990). Here 
we will focus on some key elements from ImageQuery and analyze them 
with the benefit of a decade of hindsight. 
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Figure 1. ImageQuery Screendump 
(images courtesy of Phoebe Hearst Museum of Anthropology, UC Berkeley) 
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ImageQuery featured thumbnail images linked to a list of brief 
records for each image (see the lower-right and lower-left windows in 
figure 1). Clicking on an image highlighted that image as well as the 
related text record. Clicking on a text record highlighted the related 
image. This proved to be a powerful method both for finding the correct 
image off a list of hits and for quickly identifying an image displayed on 
the screen. 
Each displayed thumbnail image was linked to both a full-text record 
and a larger version of that image. A pulldown menu (triggered by point-
ing to a thumbnail image and holding down a mouse button) would give 
the user the choice of displaying the full image or text (see menu below 
thumbnail of jacket in figure 1). Again this proved to be a powerful tool 
to link browsing to fuller information, though in today's environment, 
small on-screen buttons appear to be more effective than pulldown menus. 
ImageQuery's architecture was modular (see figure 2). The user in-
terface sent queries to a database that resided separately, so different da-
tabases and structures could serve as the "back-end." For a number of 
years, ImageQuery could only support back-end structures that had been 
collapsed into flat files, but eventually capabilities were added to support 
SQL-type queries. Another limitation of ImageQuery was that the text 
database structure had to be pre-identified and coded into a short prefer-
ences file rather than dynamically discovered. 
ImageQuery's design incorporating a separate module for text stor-
age and retrieval is still a very powerful idea (see the author's generalized 
model in figure 3). This allows image database developers to leverage off 
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technical developments in the much larger text-database market which 
have realized great efficiencies in indexing and retrieval. The modular-
ity also permits external applications to easily access the text portion of 
the database. The ImageQuery design is part of a movement away from 
closed nonmodular systems toward the modularization of user interface, 
query structure, search and retrieval, storage, and the linking of these 
modules through a set of standards and protocols. This currently popu-
lar trend is apparent in the library world with the focus on the Z39.50 
standard. 
Figure 3. Generalized structural model for Image Database 
ImageQuery also employed modularization to link sets of tools for 
users to view and process images. By pointing to an onscreen image, a 
user could pull down a menu and choose a variety of image processing 
tools that could be applied to that image. ImageQuery would then in-
voke software (such as paint programs for annotation or color-map pro-
grams for balancing and altering colors, or processing programs for zoom-
ing) that would allow them to analyze or alter the current image. 
This idea of linking to external tools is still very important. One can 
expect that a variety of tools will emerge for image manipulation, for 
image organization, and for classroom presentation. Image database 
developers cannot hope to keep up with the latest developments in all 
these areas (particularly in areas like image processing and display which 
will respond quickly to software and hardware developments). By 
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providing modular links to external software, image database developers 
can instead leverage off of the large image processing and consumer 
markets and the continuous upgrading of functionality that is likely to 
take place within those markets. But in order to do this effectively, the 
image database community needs to define standard links it will use to 
invoke these programs. 
The ImageQuery team's idea of links to external tools was part of a 
broader view of what an image database should be. The team's philoso-
phy was that (particularly in an academic environment) simply providing 
access to a database was not enough; developers had the responsibility to 
provide the user with tools to integrate the results of database retrieval 
into their normal work processes. This was part of a general notion then 
beginning to emerge within the academic community that libraries, com-
puter centers, instructional designers, and users should be working to-
gether to build "scholars' workstations" (Rosenberg, 1985; Moran, 1987). 
Over the years, these ideas have been implemented in a variety of areas 
including the capability of downloading records from an online public 
access catalog into software for handling personal bibliographies and foot-
notes (Stigleman, 1996), or the development of templates to help in-
structors build instructional material incorporating images from a data-
base (Stephenson & Ashmore, 1996). A key factor that has enabled the 
joining of tools to databases is the adoption of standards (Phillips, 1992). 
The ImageQuery developers recognized the importance of a client-
server architecture, both to assure that the image database could be ac-
cessed from a wide variety of platforms, and to put less of a strain on the 
server and network by off-loading some of the functionality onto client 
workstations. But the ImageQuery team expected that environment to 
be an X-Windows based environment. For many years, they waited pa-
tiently for a variety of developments over which they had no control— 
i.e., the porting of X-Windows onto Intel and Macintosh platforms, an 
increase in the installed base of X-Windows machines, and the develop-
ment of the X Imaging Extensions (MIT X Consortium, 1993). No one 
on the ImageQuery development team anticipated the phenomenal 
growth in World Wide Web browsers that would clearly make this the 
delivery platform of choice. Web browsers not only solved the 
multiplatform and central database load problems, but they implemented 
client functionality in a much more sophisticated way than ImageQuery. 
Web browser helper applications recognize a variety of image file for-
mats, handle decompression, and can spawn external viewing software 
(all of which combine to lessen the load on the network and the server 
and to increase the number of file storage options). 
Another key philosophy behind ImageQuery was the implementa-
tion of a user interface that would provide a common "look and feel" 
across all image collections. Prior to ImageQuery, each campus object 
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collection had its own idiosyncratic retrieval system and user interface 
(Besser & Snow, 1990). Users had to make a substantial investment of 
time to learn to use one of these retrieval systems, and most appeared 
reluctant to invest the time to learn a second. The ImageQuery team 
believed that a common user interface would encourage cross-disciplin-
ary use of these collections, so they designed a system that, on the sur-
face, always appeared the same to the user. Only the names and contents 
of fields differed from database to database, and an "authority preview" 
function was developed to permit users (particularly those unfamiliar with 
valid terms associated with a field name) to view a list of terms that had 
been assigned within a given field. It is likely that much of the appeal of 
World Wide Web browsers lies in the fact that they act as a universal inter-
face, providing a common "look and feel" to anything they access. Though 
a function to preview the actual contents of a field within a database still 
appears powerful, this has not yet been widely implemented. 
There are a number of areas in which the designs for ImageQuery 
look naive in retrospect. Though the notion of interoperability still ap-
pears important, the functionality to allow searching across image data-
bases of different objects (each having different field names and con-
tents) is vastly more complex than the ImageQuery team anticipated 
(Besser & Snow, 1990; Besser, 1994b; Beauregard et al., 1994). The 
ImageQuery team was also naive in dealing with the issue of scaling up. 
Though some thought was put into methods for decreasing storage cost 
and topologies which would limit the impact on a particular server or a 
particular segment of a network, very little thought was put into issues of 
how to handle queries that might retrieve thousands of initial hits. 
ImageQuery did provide for important functionality like visual browsing 
to narrow query sets (by clicking on the thumbnail images that the user 
wanted to save), but by itself this would not help the user whose initial 
query retrieved more than 100 hits. In retrospect, functions like relevancy 
feedback look critical to dealing with large image databases (see the sec-
tion on "Retrieval" under the heading "Where Do We Need to Go from 
Here?"). 
I M P O R T A N T R E C E N T P R O J E C T S A N D D E V E L O P M E N T S 
The landscape today is far different from that of a decade ago. A 
combination of technological developments and adventurous pioneer-
ing projects has paved the way for serious image database development. 
In recent years, there has been such a rapid explosion in image database 
projects and developments that any attempt to publish an article compil-
ing these would be outdated before it was printed. Here the author will 
just make brief mention of the most recent important developments; he 




Important issues facing image databases in the recent past have been 
outlined elsewhere (Besser, 1995a, 1995b, 1992, 1991a; Cawkell, 1993). 
Guides to building image databases in environments such as cultural re-
positories have begun to appear (Besser 8c Trant, 1995). A listserv is now 
devoted to image database issues (ImageLib Listserv), and the same group 
at the University of Arizona's Library also provides a clearinghouse of 
image database products (ImageLib Clearinghouse, 1995). An online im-
age database bibliography is also available (Besser, 1996c). 
Many hundreds (probably thousands) of collections are at least par-
tially accessible on the WorldWide Web. Photographic stock houses have 
begun digitizing their images, and there are now well over a dozen com-
mercial vendors with collections of over 100,000 digital images. New 
competitors (such as Bill Gates's Corbis, Kodak's KPX, and Picture Net-
work Inc's Seymour) are trying to market digital images to a wide variety of 
markets. 
The Museum Educational Site Licensing Project (MESL) has given 
us the first serious testbed for image databases in a multisite academic 
environment. Images from seven museums are being distributed and 
deployed on seven university campuses (Museum Educational Site Licens-
ing Project, 1996). This project is already helping to identify intellectual 
property issues (see Trant's paper in these Proceedings), standards and 
issues needed for image distribution (Besser 8c Stephenson, 1996), and 
the infrastructure and tools needed to deploy an image database in an 
environment with many users (Besser 8c Stephenson, 1996). This project 
will also help us understand what we will need in order to incorporate 
the use of image databases into the instructional environment. 
The Computerized Interchange of Museum Information (CIMI) 
project is designed to define interchange issues for the museum environ-
ment (CIMI, 1996). Most of the work thus far has taken unstructured 
and database-generated textual information, that in some way relates to 
museum objects, and inserted SGML tags into this text so that it con-
forms to the structured text standard developed by the project team. 
CIMI's work is likely to provide keen insight into interchange issues in-
volving images and accompanying text. 
W H E R E D O W E N E E D T O G O F R O M H E R E ? 
A number of impediments to the widespread deployment of image 
databases still remain. Some of these will be solved whether or not the 
library and information science (LIS) communities1 choose to partici-
pate, while others can only be solved by the LIS communities. 
Impediments due to the limitations of storage capacity and cost, band-
width, client-server functionality, and scanner capabilities will be solved 
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without LIS participation. Storage capacity will continue to increase, 
storage costs will fall, network speeds will accelerate, and client-server 
functionality will continue to grow. Scanner throughput and reliability 
will increase, image capture quality (in terms of resolution, bit-depth, 
and fidelity) will improve, and scanner software will develop even better 
user interfaces and increased interoperability with image processing and 
other software. The driving forces behind these changes are a constitu-
ent market that is so large that the LIS community probably couldn't 
have much of an impact even if it tried to. 
The LIS community needs to focus attention where it can play a criti-
cal role. One such key area is around issues of image longevity. The LIS 
community has begun to identify issues of long-term preservation and 
access to digital information in general. The author has participated in a 
task force on digital preservation issues co-sponsored by the Commission 
on Preservation and Access and the Research Libraries Group. This task 
force has put forward the notion of data migration as far superior to data 
refreshing and has made a variety of recommendations to assure long-
term preservation and access of materials in digital form. These include 
the creation of certified storehouses for cultural heritage materials, de-
velopment of metadata standards, and development of migration strate-
gies (Waters et al., 1996). 
The LIS community also needs to work on ensuring integrity and 
authenticity of digital information. The widespread use of image pro-
cessing tools has led to widespread dissemination of "altered" images, 
particularly over the WorldWide Web. Our community needs to find ways 
to assure users that an image is truly what it purports to be. This is an 
area where it might be most promising to intervene in industry discus-
sions about security and control over access to digital information. Secu-
rity tools like digital signatures, encapsulation, and cryptography might 
also be adapted to ensure integrity and authenticity. Because publishers 
and technologists are currently experimenting and developing standards 
for security, it is critical that the LIS community becomes immediately 
involved in shaping these standards so that the standards adopted do not 
preclude extensions which will ensure integrity and authenticity. 
Developing Standards for Images 
The LIS community must also be deeply involved in development of 
metadata2 standards for digital images. In March 1995, this author joined 
a group of other librarians and computer professionals at a meeting that 
began to define a core set of metadata elements for digital objects in 
general. Over the past year, significant work has been done on this Dublin 
Core (Weibel & Miller, 1996), and, a week after this Data Processing Clinic, 
a second meeting will be held in Warwick, England, to further identify 
and define metadata elements essential for networked digital information 
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(United Kingdom..., 1996). Building on this metadata work, the Coali-
tion for Networked Information and OCLC will sponsor a meeting in 
September 1996 to identify metadata elements specifically relevant to 
images (for a report of the meeting, see Weibel & Miller, 1997). 
Metadata standards for digital images are critical. Current practices 
for image header information are sufficient to provide most of today's 
applications with enough information (about file format and compres-
sion) to successfully view the image, but it is doubtful that these will be 
sufficient to view these images a decade from now (let alone view them a 
century later). Today it is difficult for applications to recognize or view 
documents created with the most widely used word processing program 
of a decade ago (Wordstar). We must take the steps necessary to ensure 
that digital images produced today will be viewable well into the future, 
and a key step in making that happen is the provision of adequate 
metadata. 
The first set of metadata we need to define is technical imaging infor-
mation. This is the information that applications will need in order to 
open the image and view it appropriately. For this we will need to in-
clude basic information about the image (dimensions and dynamic range), 
the scheme used to encode the image (file formats such as TIFF, GIF, 
JFIF, SPIFF, PICT, PCD, Photoshop, EPS, CGM, TGA, etc.), and the method 
used to compress it (JPEG, LZW, Quicktime, etc.). We will also need to 
note information about color, including the color lookup table and color 
metric (such as RGB or CMYK). 
A second area for which we need to develop metadata standards is 
information about the capture process. We need to store information 
about what was scanned (a slide, a transparency, a photographic print, an 
original object), some type of scale to relate the size of the scanned im-
age to the dimensions of the original object and/or the item scanned, 
and the type of light source (full spectrum or infrared). For quality con-
trol and accurate viewing, processing information (such as scanner make 
and model, date of scan, scanning personnel, audit trail of cropping and 
color adjustments, etc.) is likely to prove helpful. 3 When color manage-
ment systems improve their handling of onscreen display, having infor-
mation about the model of scanner used to create an image will be criti-
cal in order to view that image with appropriate color correction. 
We also need to consider information about the quality and veracity 
of the image. Who was responsible for scanning (for certain purposes, 
we might need to distinguish between an image scanned by the Metro-
politan Museum of Art and an image of the same object scanned by a 
teenager on her home scanner)? What source image was scanned (the 
original, a high quality transparency, or a page out of an art book)? It 
would also be useful to be able to recursively track the source of the im-
age. Our communities have not yet reached a consensus on whether 
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digital copies are equivalent to other digital copies, particularly if they 
differ in compression scheme, file format, resolution or bit-depth, or if 
one is a close-up derived from a portion of the other. We have just begun 
to identify the issues in image equivalency (Besser & Weise, 1995) and 
need to come to common agreement on vocabulary with which to discuss 
this (such as versions and editions). This kind of identification is also 
critical for us to be able to enter a new stage of networked information 
where we begin to identify digital information as distinct works (which 
may reside in multiple locations in the same or different versions) rather 
than the (very dangerous) current situation where we identify networked 
information as a particular location in the form of a URL. Separating a 
work from its location (though URNs and URCs) will be a critical devel-
opment for networked access to information in the next few years. 
Another critical factor involving veracity is to develop ways of assur-
ing that the image is indeed what the metadata contends that it is. Today 
many images on the World Wide Web purport to be what they are not 
(Besser, 1996a). As mentioned earlier, systems for data encryption, en-
capsulation, and digital signatures need to be adapted so that they can 
help assure authenticity and veracity of images. 
The final area that will be important is information about rights and 
reproduction of the image. It would be advantageous for metadata to 
note basic information such as use restrictions related to viewing, print-
ing, reproducing, etc. Contact information for the rights holder should 
also be included. Some of this information should be stored where it 
cannot be separated from the image (i.e., in the header or footer), while 
some of the information should be stored where it can easily be accessed 
by a retrieval program (i.e., in an external database). Because each de-
rivative of an image inherits rights restrictions from its parent but may 
also convey certain rights to the derivative creator, the rights metadata 
for a given image might be complex (including a separate set of restric-
tions on the original, a photographic copy, and a scan of that photographic 
copy). 
Much work still needs to be done in refining each of these areas of 
image standards. The constituent communities (LIS, commercial imag-
ing, networked information) need to come to some common agreement 
about these standards. They need to agree on what types of information 
must be placed in the image header (where it is less likely to become 
disassociated with the image), what types of information should be placed 
in an accompanying text record, and what information should be dupli-
cated in both. For each piece of this metadata, these communities must 
identify a field in which to house it and define a set of controlled vocabu-
lary or rules for filling in that field. Wherever possible, these communi-
ties should adapt existing standards to incorporate the needs of images. 
In some areas, we will have to work with other bodies to make sure the 
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standards they adopt will incorporate our needs, and in other areas we 
will have to set the standards ourselves. And in many cases we will have to 
follow the standard-adoption cycle with a strong public relations cam-
paign in order to convince application vendors to implement the stan-
dard we adopt. 
Image Quality 
Because we are still constrained by the technological limitations of 
storage and bandwidth, we clearly have to separate the issue of the qual-
ity of image we capture and save versus the quality of image we choose to 
deliver today. It is certainly possible (and perhaps preferable) to capture 
an image at a higher quality than we can afford to deliver, and derive a 
lower-quality image that we will deliver today. Then, as our technological 
capabilities improve, we can go back to those stored images and derive 
better-quality ones (without having to repeat the more costly step of im-
age capture). 
We still know very little about image quality needs. In the area of 
cultural heritage, there has only been one set of serious studies examin-
ing the quality of image we need to provide to users (Ester, 1990, 1994). 
This set of studies (by the Getty Art History Information Program [AHIP]) 
had a small population, studied a small set of images, and did not exam-
ine the effects of compression. But the methodology of this set of studies 
(identification of the points at which users could not discern differences 
in image quality, plotting these on discernability/cost axis, and suggest-
ing that delivery systems should choose the quality at the beginning of 
the various flat points on the curve) is very sound and should prove use-
ful for further studies. 
We must be careful not to let the perceptions of our current users 
affect our long-term custodianship over digital images. We know that 
users' perception of image quality changes over time and is shaped by 
the quality of the images they see in their daily lives. In the early 1950s, a 
grainy 6-bit image on a screen would have looked excellent to a viewer 
accustomed to black and white television. A decade ago, 8-bit images 
were really impressive; today they look inferior to people who have 24-bit 
display capabilities. If high-definition television (HDTV) comes into wide-
spread use, the average person's idea of what constitutes a quality image 
will again change significantly. 
It is perhaps more relevant to seriously explore the use that is made 
of images in particular domains. In some domains, it will be important 
for digital images to preserve some of the artifactual nature of the object 
(such as the paper grain on a manuscript page), while in other domains 
it will only be important to preserve the information content of the ob-




We need many more studies like those done at the Getty Art History 
Information Program, stratified by user type (undergraduate student, fac-
ulty researcher, curator, research scientist), domain (art history, archeol-
ogy, coronary medicine, astronomy), and type of object represented by 
the image (painting, pottery, X-ray). This will give us some guidance as 
to the level of image quality we need to deliver to current users. And we 
need to use what we learn from such studies to distinguish among differ-
ent classes of purposes for image digitization (preservation, scholarly re-
search, consumer access, etc.). 
Retrieval 
Because most collections of images have very little textual informa-
tion already accompanying them, our traditional means of retrieval can-
not easily be applied to images (Besser & Snow, 1990). Museums, which 
collectively house one of the largest bodies of images that do have accom-
panying text, often assign terms to an image which are not at all helpful 
to the average layperson. Vocabulary for scientists, art historians, and 
doctors appears foreign to the average user searching for images. 
Few collections anywhere in the world provide item-level access to 
images using terminology that is useful to the average person or to any-
one outside the very narrow domain for which access was designed. While 
most collections wish to expand their usefulness to other "markets," very 
few will be able to afford the cost of assigning terms to each individual 
image within their collections. Two methods for dealing with this appear 
to hold promise: user-assigned terminology and content-based retrieval. 
If we can develop systems for user-assigned terminology, collection 
managers can rely upon users to assign terms or keywords to individual 
images. Under such a system, when a user finds an image, the system 
would ask them what words they might have used to search for this im-
age. Those words are then entered into the retrieval system, and subse-
quent users searching on these words will find the image. As the number 
of people using such a system grows, so do the number of access points 
for many of the images. 
It is essential that such systems allow searches against officially-as-
signed terms both independently of user-contributed terms and in con-
junction with them. We can expect two types of searches: one that only 
looks at terms assigned by catalogers, and the other that looks at both 
cataloger-assigned terms and at user-assigned terms.4 Systems like this 
will also be able to serve as aids to catalogers. One can envision a system 
where periodically user-contributed terms will be "upgraded" to officially 
assigned terms by a cataloger (and will then be retrievable by both meth-
ods). 
As systems like this grow, future users may want to limit their searches 
to terms assigned by people who they trust (perhaps because they come 
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from the same field, or because they assign terms more reliably). So 
these systems will likely develop both a searchable "ownership" feature 
for each term assigned and a "confidence level" that a user can set which 
applies to a group of owners. Design of systems like this will also have to 
be sensitive to the privacy of term contributors. Users setting confidence 
levels for term-assigners may locate these people through basic profiles 
of their subject expertise and position (but not name), or they may locate 
them by finding correlations between other term-assigners and how the 
user him/herself assigns terms to other images (as incorporated in cur-
rent systems such as Firefly). 
User-assigned terms are likely to be part of a broader trend that will 
affect collection access. As resources for cataloging diminish while digi-
tally based material becomes more available, collection managers will 
begin to rely more heavily upon input from their users. Recently, a pro-
fessor at the University of Virginia5 has been contributing information to 
the Fowler Museum in Los Angeles about the objects pictured in the digi-
tal image he is using through the Museum Educational Site Licensing 
Project. We will have to develop feedback mechanisms to channel infor-
mation from scholars back into the collections and collection records. 
In the past, we have maintained that image-browsing functions will 
help overcome some of the problems associated with the paucity of asso-
ciated text (Besser, 1990). But recent breakthroughs in content-based 
retrieval hold the promise of even more far-reaching effects. Content-
based retrieval systems such as Virage, UC Berkeley's Cypress (see discus-
sions of both systems in other papers in these Proceedings), and IBM's 
QBIC offer users the opportunity to ask the system to "find more images 
like this one." The two critical pieces to content-based retrieval are image 
extraction (the system's capability of automatically finding colors, shapes, 
texture, or objects within an image) and relevance (the capability to re-
trieve images in a ranked order in relation to attributes identified [usu-
ally as part of the extraction process]). 
Currently, some content-based retrieval systems are extending rel-
evance feedback functions to incorporate existing text records in addi-
tion to image features, and this will prove to be a very powerful tool for 
image retrieval. In the coming years, these systems will also need to adapt 
their measures of similarity to work differently for various user popula-
tions (e.g., the meaning of similarity in color or texture may be different 
for a graphic designer than for an art historian). 
Other Issues 
In the future, we can expect the emergence of new types of user in-
terfaces. Virtual reality techniques will provide new ways of seeing and 
navigating through a body of information and provide us with new meta-
phors for relating to that information. 
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Another key issue will be the development of analytical tools to view, 
recombine, and manipulate images. As was explained in the earlier sec-
tion on ImageQuery, software and learning materials to manipulate im-
ages are critical parts in building a Scholar's Workstation. Tools like Mark 
Handel's (1996) CLens (which lets a user move a digital magnifying glass 
over an image and move through different registered images [such as 
infrared or radiograph versions]) and Christie Stephenson and Lara 
Ashmore's (1996) templates (to help instructors create instructional ex-
ercises using images) are critical parts in making image databases useful 
as more than mere retrieval tools. 
A final critical issue is that of scalability. No one has yet built a very 
large highly used image database. Though we can identify key issues that 
we know will cause problems (such as how to handle queries that retrieve 
thousands of hits, or how to migrate images between primary, secondary, 
and tertiary storage), we really don't know how various architectures and 
functions will scale up. 
C O N C L U S I O N 
From reviewing the past, it should be clear that what seem like insur-
mountable technological impediments can disappear in just a decade. 
From this we should learn not to let current impediments distract us from 
seriously moving toward the implementation of image databases for the 
future. Thinking about how today's impediments might be viewed a de-
cade from now might help us move toward that future without being 
saddled with the limitations imposed by today's technologies. 
This paper has outlined some immediate steps that must be taken in 
order to move forward. We must move from constructing a collection of 
discrete images to building a library of material that inter-relates and 
inter-operates. The digital library of the future will not simply be a col-
lection of discrete objects but will also provide the tools for analyzing, 
combining, and repurposing the objects. Digital objects housed in a li-
brary will become the raw material used to shape still newer information 
objects. Builders of image databases must develop a broad vision that 
goes beyond merely capturing and storing a discrete set of digital images. 
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N O T E S 
1 For the purpose of this discussion, what we call the "LIS community" consists of a number 
of different traditional communities: library, information science, cultural heritage, and 
the general academic communities. 
o 
Metadata are "data about data." A cataloging record and a bibliographic citation are 
both metadata for a book. 3 
At some point in the future, a repository may discover that a particular scanning staff 
member was color blind to orange or that a scanning device lost its blue sensitivity. This 
information will help identify (and possibly even restore) problem images. 
4 This is similar to many OPACs today which permit subject searches against cataloger-
assigned subject terms but also allow keyword searches which run against words in a 
number of fields (including Subject). 
Benjamin C. Ray of the Religious Studies department. The Fowler Museum does not 
currently have a curator to cover this domain, and in some ways Ray is effectively acting 
as a remote curator for them. 
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