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Abstract 
Computational investigations into four metal-centred polymerisation catalysts are 
presented. The work investigates how and why the catalysts behave as they do, 
focusing on specific interactions within the catalyst structure itself and also on the 
transition states involved in the polymerisation reactions. Density functional theory 
has been used to examine the effect of the metal, the role of the ligand and the 
interplay between the two. Each study addresses particular mechanistic and structural 
questions that have been raised during experimental investigations and that are 
difficult to answer experimentally. 
Chapter one provides a general overview of computational techniques used in 
chemical modelling. The specific methods used in this work are presented as well as a 
brief review of modern trends. 
Chapter two investigates an unusual pair of metal-hydrogen interactions in a tin 
bis(triazenide) complex. We have termed this double M-H interaction “bifurcated” 
and compared other systems in which this interaction is present (and often 
unidentified). A variety of computational techniques are used to analyse the nature of 
the interactions both in qualitative and quantitative terms. 
The third chapter investigates the mechanism of alkyl transfer in a magnesium 
bis(imino)pyridine complex. A number of mechanistic pathways are explored to 
explain the original report of non-electrophilic alkylation at a pyridine nitrogen. We 
consider in particular how the solvent and the role of other species in the reaction 
mixture may influence the mechanism. 
Chapter four describes the inversion of configuration occurring in a pseudo-C3-
symmetric zirconium tris(phenolate) complex. Variable temperature NMR spectra and 
simulations complement DFT calculations to explore the mechanism of inversion. We 
question the long-held assumption that the inversion process is concerted. 
In chapter five, the polymerisation of rac-lactide by an aluminium salen-type system 
is investigated in detail through characterisation of the transition state structures. 
Specifically, we have aimed to explain the different behaviour of two structurally 
similar catalytic species’ which produce polymer of different tacticity. 
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Application of a variety of additional computational techniques in a number of these 
studies supplements the density functional calculations. They provide insight into 
specific interactions in both starting materials and transition states and detailed 
information about the reaction mechanisms. 
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Abbreviations 
HF Hartree-Fock 
DFT Density Functional Theory 
TS Transition State 
CPCM COSMO in the PCM (polarisable conductor continuum 
model) framework. 
IRC Intrinsic Reaction Coordinate 
NBO Natural Bond Orbital 
AIM Atoms-in-Molecules 
BCP Bond Critical Point 
∇ 2ρ Laplacian of the electron density 
ELF Electron Localisation Function 
LA Lactic acid 
PLA Poly lactic(acid) 
BDI Deprotonated 2-(2,6-diisopropyl-phenylamino)-4-(2,6-
diisopropylphenyl-imino)-2-pentene=HC[CMeN-2,6-iPr2C6H3]2 
ROP Ring opening polymerisation 
THF Tetrahydrofuran 
Ar Aryl 
R Alkyl group 
Et Ethyl 
Me Methyl 
iPr Isopropyl 
Bz Benzyl 
DIPP Diisopropylphenyl 
ε Dielectric constant 
SET Single electron transfer 
EPR Electron paramagnetic resonance 
D Debye 
OTf Triflate, OSO2CF3 
M Metal 
∆S Entropy 
∆G Free energy 
∆H Enthalpy 
K Equilibrium constant 
k Rate constant 
kB Boltzman constant 
h Planck’s constant 
T Temperature 
r2 Square of the correlation coefficient 
tBu Tertiary butyl 
J NMR coupling constant 
Hz Hertz 
ppm Parts per million 
R Gas constant 
Tc Coalescence temperature 
NMR Nuclear magnetic resonance 
GIAO method Gauge-including atomic orbitals 
Salen Ethylenediamine-N,N’-bis(salicylaldimine) 
Pyca 2-pyridinecarboxaldimine 
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1. Methods in Computational Chemistry 
1.1 Introduction 
This chapter presents a brief overview of the methods currently available for 
generating molecular wavefunctions. The procedures and programs used in this work 
are described in section 1.3. Section 1.4 introduces the additional techniques used here 
for analysing wavefunctions. 
1.2 Generating Molecular Wavefunctions 
1.2.1 Computational Methods 
The early 1920s saw the introduction of the wave theory of matter and the associated 
quantum mechanics. Heisenberg formulated matrix mechanics later that decade. Thus, 
theoretically, the solution to the non-relativistic Schrödinger equation (also published 
at that time) was within reach. However, although it was possible to solve the 
equation for the hydrogen atom, producing results in agreement with experimental 
data (when relativistic corrections by Dirac were included), it was not possible to 
solve it for any other system. Subsequent work thus aimed to develop approximate 
methods for solving the Schrödinger equation.  
To be useful to chemists, any approximate theoretical method must necessarily help in 
the interpretation of chemical observations, and have predictive power. 
A potential model must be an approximate but well defined mathematical procedure. 
Essential features of any model include: adequate precision; generality (i.e. 
applicability to all (or at least a wide variety) of chemical systems); and reasonable 
cost (in terms of computational time and resources). Preferable models have been 
extensively tested (so that any failings are at least known and perhaps can also be 
quantified). This requires a large amount of high quality test and experimental data. 
The model also should have good predictive power, at least for the type of system 
under investigation. 
The Hartree-Fock (HF) method employs the self-consistent field procedure to solve 
the Schrödinger equation. If the wavefunction, Ψ, is taken to be a Slater determinant, 
the molecular orbitals ψi are varied to minimise the energy: 
Chapter I 
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Ψ = (n!)-1/2 |(ψ1α)(ψ1β)(ψ2α)...| 
The molecular orbitals are orthonormal and α and β denote spin functions. The 
energy, E, is the expectation value of the Hamiltonian, H: 
E = < Ψ |H| Ψ >, 
and by the variational principle, is an upper bound for the true energy of the system. 
The use of a Slater Determinant imposes the symmetry requirement of the Pauli 
Principle (that the wavefunction is antisymmetric with respect to the interchange of 
any two electrons). The HF method is thus a single determinant method. 
The introduction by Roothaan and Hall (around 1951) of the use of a linear 
combination of (non-orthogonal) 1-electron functions to represent molecular orbitals 
enabled solution of the HF equations. 
ψi = ∑
=
N
1µ
cµiχµ 
The energy, E, is then varied with respect to the coefficients, cµi. 
At this time the bottleneck in solution of the HF equations was the time and 
computational cost of integration. A more important problem though, is that the mean 
field approximation employed in the HF method means that the effects of electron 
correlation are not accounted for.  
The earliest semi-empirical models aimed primarily to reduce the time required for 
solving the HF equations (but include some correlation effects through 
parameterisation). Conversely, ab initio post-HF methods are designed to include the 
‘missing’ correlation by describing the electron correlation more accurately (and are 
thus computationally more expensive). 
The time constraints imposed by solving the HF equations prompted the development 
of semi-empirical models such as “complete neglect of differential overlap” (CNDO), 
“intermediate neglect of differential overlap” (INDO) and “neglect of diatomic 
differential overlap” (NDDO) formalisms and variants of these. These models 
estimate numerical values for some of the integrals in the HF calculation. The number 
of integrals that must actually be calculated with the CNDO model is reduced from N4 
to N2 (where N is the number of atoms). Semi-empirical methods account for electron 
Chapter I 
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correlation implicitly through the inclusion of empirical parameters. For example, 
electron correlation is manifested particularly for heats of formation: if these values 
are used in the construction of the method, (a certain amount of) electron correlation 
will be included. Additionally, early semi-empirical methods suffered from the use of 
small basis sets. More recent methods have added d orbitals to aid description of 
systems such as hypervalent sulphur and transition metals. One example of this is 
MNDO/d which is an extension of the NDDO formalism.1 Reference 2 describes the 
general state of semi-empirical methods in 2000 and a more recent paper lists the 
developments in this area up to 2007.3 It is clear that although work is progressing in 
the area, data for calculating transition metals are severely lacking for the vast 
majority of semi-empirical methods. The Parametric Method 6 (PM6) method has 
been parameterised for 70 elements, including transition metals.3 However, the 
method has not yet been widely tested. Additionally, where errors do occur, it is not 
always clear how they have arisen, and thus how best to eliminate them. 
The Post-Hartree-Fock methods (Configuration Interaction (CI); Coupled Cluster 
(CC); and Quadratic configuration interaction (QCI)) include electron correlation by 
employing more than one determinant to describe the wavefunction. They are thus 
termed multi-determinant methods. 
Configuration Interaction (CI) involves construction of a linear combination of 
determinants. The first is usually the HF ground state wavefunction and the others are 
determinants in which 2 (CI doubles, (CID)), 3, 4, … etc electrons have been excited 
into virtual HF orbitals. Including determinants where more than two electrons have 
been excited usually becomes prohibitively expensive. The CI method does suffer 
from a lack of size consistency: the result of adding the energies of two molecular (or 
atomic) fragments calculated separately does not equal the energy calculated for the 
total system where the fragments are separated and non-interacting. This is because 
double excitations in the single fragments correspond to quadruple excitations in the 
non-interacting total system (so they are not counted in the latter case). Quadratic 
configuration interaction (QCI), is an extension of CI and is size consistent. 
Coupled Cluster (CC) theory takes the fact that the full-CI wavefunction can be 
described as: 
Ψ = eT Ψ HF 
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where T is the cluster operator. T is a summation of the operators which generate all 
the excited determinants and is truncated at some point. The formulation means that 
CC is size-consistent (although non-variational, so the energy is no longer an upper 
bound). Including single and double excitations defines CCSD and when triples are 
included, the procedure is termed CCSDT. However, CCSDT scales as N8. There 
have been modifications which approximate the more expensive parts of CCSDT 
calculations, the most commonly used being CCSD(T). CCSD(T) is probably the 
most sophisticated correlation method used currently. 
An alternative method developed to include correlation is termed perturbation theory. 
This theory uses a power series expansion of the Hamiltonian operator (for which the 
exact solution is known) to include the effects of another, weakly perturbing operator. 
Moeller-Plesset perturbation theory, devised in the 1970s, (termed MPn where n=1, 2, 
3 etc) is the formulation most commonly employed. MP3 includes contributions from 
double excitations and MP4 recovers correlation due to the most important triples and 
some quadruples. However, MP4 scales as N7 (compared with HF which scales as 
N4). Perturbation theory’s main drawbacks are the increasing complexity of the 
algebra as n increases and its cost. In practice, MP4 is the highest level that can be 
achieved. 
The General Energy models focus specifically on reproducing chemical energies to 
within the accuracy measured by experiment. The most recent of these is G3, in which 
a geometry optimisation is performed at the highest practical level (MP2/6-31g(d)) 
followed by single point energy calculations at higher level methods and with larger 
basis sets. Corrections for zero-point vibrational energy are made using HF 
frequencies multiplied by a scaling factor (to account for the fact that HF frequencies 
are systematically too large). Other (small) corrections to account for the inadequacies 
of the basis sets are also added. 
In Density Functional Theory (DFT) the energy depends only on the electron density. 
Thus it depends on only three coordinates, independent of the number of electrons. 
This is its greatest advantage over wavefunction methods, since wavefunction 
methods depend on four coordinates (if spin is included) for each electron. Although 
the theory was first proposed in the 1920s (by Thomas and Fermi) it was not until the 
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1960s that Hohenburg and Kohn published the formal proof that the electron density 
is sufficient to provide the ground state energies and electronic properties.4 
In 2000, Perdew proposed a Jacob’s ladder of density functionals (Figure 1), 
stretching from the local density approximation (LDA) at the bottom (Earth) to fully 
non-local functionals at the top (Heaven). In fact, recent developments in the field 
have led to double hybrid functionals which should probably sit on the fifth rung, 
below fully non-local functionals (which have not yet been achieved).  
Fully Non-Local
Hybrid Meta GGA
Hybrid GGA
Meta GGA
GGA
LDA
Double Hybrid
 
Figure 1, Modified 'Jacob's Ladder' originally proposed by Perdew.5 
The simplest class of functionals are those that employ the local density 
approximation (LDA).6 In these functionals the energy depends only on the electron 
density. An improvement on LDA functionals results in the generalized gradient 
approximation (GGA) functionals. In these functionals the energy depends not only 
on the density but also on its gradient. On the third rung are the meta-GGA 
functionals. These depend also on the Laplacian of the density and/or the orbital 
kinetic energy. Addition of a portion of HF exchange gives the hybrid density 
functionals which sit on the fourth rung. The best evaluated of these is B3LYP6-9, 
which has been found to produce (surprisingly) accurate results for transition metal 
containing systems. This functional is one of the most popular functionals for 
calculations on inorganic systems. Hybrid functionals are general purpose functionals 
which, although not always performing better than other functionals for specific 
properties, usually present useful results for a range of properties. Work is ongoing to 
develop hybrid functionals that predict properties more accurately while retaining the 
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generality that this formulation seems to provide. One such recent example is the local 
hybrid functional.10, 11 These functionals include a portion of exact exchange, which 
varies with position. Another recently developed class of functional is the double 
hybrid functional.12-14 It builds on the BLYP functional by adding a perturbative 
second-order correlation part (PT2) as well as a portion of HF exchange. These 
functionals, named B2-PLYP and mPW2-PLYP are claimed to be the best general 
purpose density functionals for molecules. The authors state that good results are 
obtained for transition state barriers and that this improved accuracy does not come at 
the expense of other equilibrium properties (as is often the case for the established 
functionals). It is suggested that the double hybrid functional will also perform well in 
evaluating bond lengths and harmonic vibrational frequencies for transition metal 
complexes. Thus this type of functional appears to be a promising method for 
transition metal calculations in the future. 
In general, accuracy of the functionals and the associated computational cost increases 
ascending the ladder. However, results vary from functional to functional. 
Improvement is not uniform and depends on the functional and on the system under 
investigation. 
1.2.2 Basis Sets 
The set of functions chosen to construct the wavefunction are termed basis sets.  
Each orbital is represented by one or more functions, usually centred at the nuclei. 
Slater-type orbitals (STOs) (which resemble hydrogen atomic orbitals) may be used 
but some of the integrals required in the HF procedure cannot be solved analytically. 
To reduce computational complexity, gaussian functions are often used. Linear 
combinations of primitive gaussians can be used either to mimic STOs or optimised to 
lower the energy. A linear combination of gaussians may be optimised to represent a 
particular orbital and then the coefficients of the primitive gaussians within the set 
frozen. These sets are then treated as a single basis function within a calculation 
thereby reducing the number of basis functions to be optimised. The set of functions is 
described as contracted. 
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Minimal basis sets use only enough orbitals to contain all the electrons and are known 
as single-ζ. As the number of basis functions describing each atomic orbital is 
increased to two and three, the basis sets become double- or triple-ζ quality.  
The valence electrons are of greatest interest in chemistry while the core electrons 
often play little part in chemical transformations. To minimise computational cost the 
valence electrons may be assigned a greater number of basis functions than the core 
electrons. Basis sets that employ this technique are termed split-valence. Examples are 
the Pople; Dunning-Huzinaga; and MINI, MIDI and MAXI basis sets. 
Extra sets of functions may be added to improve the description of the wavefunction. 
These functions are termed polarisation and diffuse functions and are essential for 
producing a good description of anions and molecules containing polar bonds. 
The Pople basis sets are split-valence basis sets generally labelled I-JKG. I denotes 
the number of primitive Gaussians used to construct the single core function and J and 
K describe the contraction pattern of the primitive Gaussians used to describe the 
inner and outer valence electrons. The simplest general Pople basis set, STO-3G, was 
developed in the late 1960s, closely followed by larger variations such as 4-31G and 
6-31G. The Pople basis sets have been extensively used in the literature and their 
shortcomings are well known. (E.g. a tendency to favour geometries of high 
symmetry and an overestimation of dipole moments.) These inadequacies are mainly 
due to lone pairs of electrons being constrained to pure p orbitals. The addition of 
higher order functions to the basis set (polarisation and diffuse functions) helps to 
alleviate this failing. 
In correlation consistent basis sets, sets of polarisation functions are defined, grouped 
according to the amount of correlation energy that a particular function recovers: 
functions that lower the energy by a similar amount are collected together in the same 
set, those which recover the most correlation energy being incorporated first. The cc-
pCV D/T/Q Z (correlation consistent polarised Core and Valence 
Double/Triple/Quadruple etc Zeta) basis sets developed by Dunning and co-workers15 
are of this type.  
Basis sets that have been developed more recently (such as the correlation consistent 
sets described above) are often constructed as series’. The double/triple/quadruple etc. 
correlation consistent basis sets were developed co
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systematically converge towards the complete basis set limit. This is generally 
preferable so that the overall accuracy of a calculation can be assessed. Older basis 
sets (e.g. the 6-31G(d) described above) have not been developed in this manner. 
1.2.2.1 Effective Core Potentials (ECPs) 
ECPs (or pseudo potentials) can (and, arguably, should) be used when describing 
elements in the lower half of the periodic table. The use of ECPs resolves, to a 
significant extent, the two main problems that arise when considering these elements. 
First, the necessity of very large numbers of basis functions to describe the core 
electrons (which are not usually chemically significant): if the core electrons are not 
described accurately enough, the description of the valence electrons will suffer 
because electron-electron repulsions are not fully described. Secondly, ECPs can 
include part of the relativistic effect experienced by core electrons in these atoms. The 
ECP is a single function that describes the core electrons. Only the remaining 
(valence) electrons are treated explicitly. 
1.3 Methods and Basis Sets Used in this Work  
1.3.1 DFT for Transition Metals 
The systems described here are too large to be described by post-HF methods. Thus 
the only practical computational methods that might be used are semi-empirical 
methods or DFT.  
The use of semi-empirical methods for calculations involving transition metals is a 
relatively new technique. Work on transition metals began in the 1990s. Even the 
recently developed PM6 has focussed only on main group element parameterisation.3 
There exist so far only a modest number of studies employing these techniques for 
transition metal systems. In addition, parameterisation for transition metals has 
commenced with the investigation of specific phenomena, rather than general 
implementation for a range of metals.3 Thus, it is not always possible to use semi-
empirical methods in investigations into metal-containing systems. 
In contrast, DFT (especially particular functionals) has been widely used for both 
metal-containing and purely organic systems for over a decade. It is less expensive 
than comparative methods of similar accuracy and includes electron correlation at 
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much lower cost than post-Hartree Fock methods. Although semi-empirical methods 
may prove to be a good choice for the investigation of extended biological systems, 
the systems investigated in this work are small enough that DFT is a viable option. 
The properties examined here (relative energies of products and transition states; 
molecular geometries; electronic structure etc.) can, in general, be well described by 
DFT. Even where DFT does not provide the best measure of these properties, its 
failings are well documented.The fact that DFT has been widely used is another 
incentive for its use in this work: there exist many comparative studies comparing its 
performance for different classes of molecule and relative to other methods (see 16 and 
references therein).  
1.3.2 The B3LYP Functional 
The B3LYP functional is one of the most widely used density functionals, popular for 
its general applicability to a wide variety of different chemical systems. B3LYP is a 
hybrid functional of the form devised by Becke in 1993.7 The non-local correlation is 
provided by the LYP correlation functional of Lee, Yang, and Parr8, and VWN 
functional III for local correlation.6 
Although in recent years new functionals have been developed that have been shown 
to give more accurate results (see for example, references 16-19) for many molecular 
properties, B3LYP was, for a long time, considered to be the most appropriate 
functional for transition metal systems.16, 20-24 
A recent, thorough review of density functionals16 indicates that B3LYP accounts for 
around 80% of the DFT functionals used in the literature from 1996-2006. Other 
popular functionals are BLYP (5%), B3PW91 (4%), BP86 (3%), B3P86 (2%). The 
authors of the review conclude that B3LYP is a good choice of functional for the 
“average” chemical problem and it is an efficient functional for geometry 
optimisation. The review shows that some of the more recently developed functionals 
do show better performance for barrier heights, with B3LYP tending to underestimate 
these. Nevertheless, it has been the researcher’s choice of functional for the last ten 
years or so and thus is a reasonable choice for a problem where the calculation of 
many properties may be required or when it is not known exactly in what direction an 
investigation may proceed. At the very least it will provide a good general idea of 
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what might be expected when calculations are performed with a more specific 
functional. The extensive use of B3LYP in the literature has meant that its limitations 
are well documented. For example, it does not describe correct long-range 
behaviour25, 26; and cannot consistently predict relative stabilities of metal complexes 
of different spin states (reference 27 is a recent investigation of iron systems). B3LYP 
tends also to underestimate barrier heights for certain reactions (see for example 
references 28, 29 and references within 30). 
1.3.3 Other Functionals 
However, as mentioned previously, work is progressing on the improvement of DFT 
functionals for describing transition metal systems.16, 19, 31-40 
It is likely that the failings of the B3LYP and related functionals for inorganic systems 
are partly due to the fact that the test set of molecules (i.e. the systems with which the 
functional has been parameterised) did not contain metal atoms. 
The M05 functional devised by Zhao, Schultz and Truhlar41 has been constructed 
especially for transition metals. The group state that it has  
“a broad accuracy across the four properties ... nonmetallic and metallic 
thermochemistry of molecules, chemical reaction barriers, and noncovalent interaction 
energies”. 
It is recommended for use for systems involving transition metal bonding. Where we 
have wished to validate the results obtained from B3LYP calculations in this work, 
we have used the M05 functional for the reasons listed above. Also, we hope to add 
the M05 results presented here to the growing body of work employing this functional 
in order that its strengths and any weaknesses be documented. 
1.3.4 Restricted and Unrestricted DFT 
The restricted formalism constrains the two electrons in each orbital to occupy 
identical spatial orbitals. For closed shell systems this is a sensible and physically 
realistic constraint. However, for open shell systems, the restricted open-shell 
formalism does not account properly for spin polarisation. Thus the unrestricted 
formulation may be used. However, the unrestricted wavefunction is not an 
eigenfunction of the S2 operator. When employing the unrestricted formalism it is 
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necessary to verify that the spin contamination introduced is not too large (>5% of the 
expected value is usually considered too large) to prevent the wavefunction containing 
higher spin states. Inclusion of higher spin states will skew expectation values by 
differences between the property for the desired state and those for contaminating 
states. 
All calculations on singlet molecules presented in this work have employed the 
restricted formulation of the relevant density functional (almost exclusively RB3LYP 
but also others where described). This is the default in Gaussian03. Where triplet 
states have been calculated (see chapter III), unrestricted-B3LYP (UB3LYP) was used 
(rather than restricted-open shell-B3LYP (ROB3LYP)). This was because the 
investigation required calculation of transition state structures (which in turn require 
the calculation of vibrational frequencies). In Gaussian03, analytic vibrational 
frequencies cannot be calculated with ROB3LYP (and the size of the systems 
prohibits frequency calculation by numerical methods). In all cases the spin 
contamination arising from the use of the unrestricted functional was verified to be 
less than is commonly considered problematic (1.9 > <S2> > 2.1). 
1.3.5 Basis Sets Used in This Work 
The quality of a basis set can dramatically affect the accuracy of electronic structure 
calculations. However, of course, there is a balance to be struck between accuracy and 
computational expense.  
The majority of the work presented in this report was performed with the 6-31G(d) 
basis set on the carbon and hydrogen portions of the molecules. The core orbitals are 
described by a single contracted gaussian (6 gaussians contracted to one basis 
function in 6-31G) and the valence shells by two sets of gaussians (a set of 3 
contracted gaussians and a single outer primitive gaussian in 6-31G). The 6-31G(d) 
basis set is arguably one of the most popular basis sets. It is a basis set that is practical 
for evaluating many transition metal catalysts and their reactions with reasonable 
accuracy at reasonable expense. The elements for which 6-31G(d) is available include 
the first two rows of the periodic table, K, Ca and the first row of the transition metals 
and it is thus available for most atom types required. Another advantage of the 6-
31G(d) basis set is that since it is so widely used in the literature (in combination with 
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the B3LYP functional), calculations are often directly comparable to those of other 
authors. The smaller split valence basis sets (for example STO-3G and 3-21G give 
limited accuracy. They are generally useful for performing preliminary calculations. 
They are also useful for describing bulky alkyl and aryl substituents in large systems. 
This approach is sensible (or necessary) for reducing computational cost in systems 
where substituents play primarily a steric role. Thus in chapter IV, the STO-3G basis 
set was used for non-interacting substituents. 
The cc-PVDZ and cc-PV5Z basis sets (with ECPs, see section 1.2.2.1) have been used 
throughout this work for metal atoms (their use for the entire system would be 
prohibitively expensive). It is crucial that the metal atom is well described in a metal 
catalyst since it is at the metal centre that most of the chemistry takes place. The cc-
PVDZ and 5Z basis sets are available for all second row metals and the metals in 
groups 13-17 (including germanium). For the systems in which the effect of varying 
the metal centre was measured (see chapter II), it was important to have consistency 
in the basis set over all the metals considered. Thus that the ccPVxZ basis sets are 
available for many metals was important. As well as this, the ECPs associated with 
these basis sets are of the small core type. Atoms-in-Molecules (AIM) and the 
Electron Localisation Function (ELF) analyses (see sections 1.4.5 and 1.4.6) have not 
been specifically formulated for use with ECPs but the use of small cores helps to 
eliminate errors associated with this. 
The basis sets and ECPs described here and used in this work can be obtained from 
the Environmental Molecular Sciences Laboratory (EMSL) Basis Set Library 
accessed at http://gnode2.pnl.gov/bse/portal. 
1.4 Computational Techniques Used in this Work 
Gaussian0342 was used for all ground state and transition state optimisations; IRC 
calculations; CPCM calculations; and NBO analyses (see below).  
Ground state structures were characterised by calculation of the Hessian, which 
contains no negative roots.  
The input file for a typical geometry optimisation is shown below. The first three lines 
relate to the storage of internal data; memory allocation; and numbers of processors 
required. The line commencing # contains the keywords. In this case, the keyword 
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specified is opt. The geometry is specified (in this example) in cartesian coordinates 
with a line above it listing the charge and multiplicity of the system (in this case 
charge=0 and multiplicity=1 (i.e. the molecule is a singlet)). 
%chk=jobname.chk 
%mem=5800MB 
%nprocshared=4 
# rb3lyp/6-31G(d) opt 
 
title 
 
0 1 
 C                 -2.40279590   -2.71341762    0.00119900 
 C                 -1.00763590   -2.71341762    0.00119900 
 C                 -0.31009790   -1.50566662    0.00119900 
 C                 -1.00775190   -0.29715762    0.00000000 
 C                 -2.40257690   -0.29723562   -0.00047900 
 C                 -3.10017790   -1.50544162    0.00051700 
 H                 -2.95255490   -3.66573462    0.00164900 
 H                 -0.45812790   -3.66593062    0.00251400 
 H                 -0.45755190    0.65498538   -0.00005900 
 H                 -2.95269890    0.65504538   -0.00143200 
 H                 -4.19978190   -1.50525862    0.00033700 
 N                  1.15990185   -1.50555968    0.00204650 
 H                  1.49279825   -1.97658948    0.81893751 
 H                  1.49373977   -1.97729022   -0.81405554 
Figure 2, Example Gaussian03 input file for geometry optimisation. 
The energy of the resulting optimised structure appears in the output file as (for 
example): 
SCF Done:  E(RB+HF-LYP) =  -75.3197099428     A.U. after     5 cycles 
Where freq is specified in addition to opt, the vibrational frequencies are calculated 
(analytically for all calculations reported here). In this case the energy (free energy) is 
reported as (for example): 
Sum of electronic and thermal Free Energies=-527.463147 
1.4.1 Transition State Optimisation 
A transition state is defined as a first-order saddle point on the potential energy 
surface (PES). It is the highest energy point along a reaction pathway. The energy 
difference between a transition state and the reactant is thus a crucial factor in 
predicting how likely a particular reaction is to occur.  
The keywords used in this work to perform a transition state optimisation are 
opt=(ts,noeigentest,calcfc). The items in parentheses qualify the precise nature 
of the optimisation. The program is commanded to look for a saddle point on the 
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potential energy surface. Before it can do this, it must be provided with the force 
constants (a Hessian). In this case, calcfc instructs the program to calculate this in 
the first step. Noeigentest prevents the calculation from aborting if the approximate 
second derivative matrix (calculated at each step of the transition state optimisation) 
has the wrong number of negative eigenvalues (1 for a transition state). 
Transition states were identified from the form of the single negative root in the 
Hessian matrix. 
1.4.2 Intrinsic Reaction Coordinate (IRC) 
An IRC calculation is used to follow a reaction path from the transition state. In cases 
where the product is not easily recognisable from inspection of the transition state the 
program is instructed to follow the imaginary vibrational mode “downhill”. The 
product can then be identified. This technique was especially useful in chapter III 
where it was not clear whether a particular transition state led to formation of the C2- 
or C3i-alkylated products. 
The keywords for an IRC calculation are: 
IRC=(forward,readcartesianFC,StepSize=20,MaxPoints=40) 
geom=checkpoint guess=read 
iop(1/8=30) 
geom=checkpoint and guess=read instruct the program to use the output from a 
previous calculation for the geometry and orbitals for the current calculation. The 
keyword forward instructs the program to follow only the forward direction of the 
imaginary frequency. (A separate calculation with the keyword reverse is then 
performed to follow it in the opposite direction. Both directions may be computed at 
the same time but problems with convergence seem to be minimised by performing 
the two calculations separately). The program requires force constants to proceed: in 
this case (readcartesianfc) these are provided from the output (checkpoint) file 
from the (previously computed) transition state optimisation. Alternatively they can 
be calculated using the keyword calcfc. The IOp (Internal Option), and keywords 
stepsize and maxpoints were set at values that were found to improve convergence 
and ensure the calculation reached completion. 
Chapter I 
Methods in Computational Chemistry 
26 
1.4.3 Continuum Solvent Model 
The model used was the CPCM polarisable conductor calculation model43. This is an 
implementation of COSMO44 in the PCM45 framework. This model, like other 
continuum solvation methods, evaluates the molecular free energy in solution by 
calculating the electrostatic interactions between the molecule and a solvent. 
The keyword SCRF=(CPCM,solvent=toluene) specifies a CPCM calculation in 
toluene solvent. It is important to note that even though Gaussian03 allows the user to 
modify some parameters relating to the specification of solvents (as well as the 
specification of solvents that are not default options), the program contains a number 
of internal parameters. All these extra parameters must be specified if the user wishes 
to modify any part of the solvent calculation. Many of the default parameters used 
seem to be “values that work” and there is little documentation available defining 
them or to aid the user who wishes to modify them. Thus the default values were used 
throughout this work.  
1.4.4 Natural Bond Order (NBO) Analysis 
Natural Bond Order analyses give quantitative information about bonding. The 
analysis is used to define localised bonds within a molecule. From an NBO 
calculation, therefore, the relative strengths of bonds can be determined. The 
keywords pop=(nbo,savenbos) were used.  
1.4.5 Atoms in Molecules (AIM)46 
An AIM analysis is an analysis of the topology of the electron density. Stationary 
points, where the gradient of the electron density is 0, are classified according to the 
signs of the eigenvalues of the electron density Hessian matrix. At a maximum all 
three matrix eigenvalues are negative and the point is labelled (3,-3). These points are 
termed attractors or nuclear critical points (NCP) and essentially coincide with the 
nuclei. A (3,-1) stationary point occurs where two of the eigenvalues are negative. 
This is a saddle point in the electron density and is termed a bond critical point (BCP). 
Crucially, these points correspond to an accumulation of electron density between the 
two nuclei. When one eigenvalue is negative ((3,+1)), the point is a ring critical point 
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(RCP). A point at which all eigenvalues are positive corresponds to a cage critical 
point (CCP) and is labelled (3,+3).  
The Poincaré-Hopf rule states that the numbers of critical points located for a system 
are related by the formula: NCP - BCP + RCP - CCP = 1.  
The Laplacian of the electron density, ∇ 2ρ, describes where the electron density is 
locally concentrated or depleted. A positive value of ∇ 2ρ indicates depletion of 
charge density and a negative value a concentration of the density. 
The Atoms-in-Molecules analysis has been used in a number of the investigations 
presented in this work. It has proved useful for identifying and classifying bonding 
interactions in a tin bis(triazenide) complex and for identifying stabilising interactions 
between lactide monomers and aluminium catalysts in the polymerisation of lactide 
by aluminium salen-type ligand complexes. Calculations were performed using the 
AIM200047 program and the AimAll48 program. 
1.4.6 The Electron Localisation Function (ELF)49, 50 
The ELF is a measure of the Pauli repulsion between two electrons. It is a function of 
the conditional same-spin pair probability density. This is the probability that, given 
an electron at position r, another electron of like spin is located at r’. The lower the 
probability of finding this second electron at point r’ the more localized is the first 
electron. This original definition of ELF has been necessarily reformulated for DFT 
due to the fact that in DFT the conditional same-spin pair probability density is not 
defined. Thus in DFT the ELF is calculated using the Pauli kinetic energy density. 
The ELF provides information relating to localized electron pairs and therefore gives 
a direct insight into chemical bonding. The consequence of the Pauli principle is that 
the probability of finding two electrons of opposite spin in the same region of space is 
increased. This leads to greater coulomb repulsion between these two electrons. This 
results in a larger kinetic energy (than if the Pauli principle had been ignored). It is 
this excess electronic kinetic energy value, relative to a homogeneous electron gas (of 
the same density) that defines the ELF in DFT. The ELF is formulated to take values 
between 0 and 1. The greater the excess kinetic energy (and therefore the greater the 
Pauli repulsion and the greater the likelihood of finding pairs of electrons of opposite 
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spin), the closer the ELF is to 1. An ELF value of 0.5 indicates that effect of Pauli 
repulsion is equal to that of a uniform electron gas of the same density.  
A volume of space enclosed by a particular ELF isosurface (the contour on which the 
value of ELF is constant) is termed a localization domain. These localization domains 
may be attractors (denoting nuclei) or basins. Basins may be either; core (labelled 
C(X), containing a single nucleus (except H, which is always incorporated into a 
valence basin); valence bonding (labelled V(X,X…) where X denotes the atom types, 
found between two or more core basins); or non bonding. Valence basins may be 
disynaptic (located between two atoms) or trisynaptic (located between three atoms). 
Non-bonding basins are necessarily monosynaptic (associated with only one nucleus). 
Electronic populations of basins can be calculated by integrating the electron density 
over the ELF basins.  
A localization domain reduction tree (LDRT)51-53 describes the evolution of 
localization domains as ELF is varied from 0 to 1. The thresholds at which a bonding 
ELF basin appears (bifurcates) and then vanishes are useful indications of the nature 
of the chemical bonding there. The order in which adjacent ELF basins bifurcate may 
reveal weak interactions that do not result in a specific valence bonding basin. 
In this work ELF analyses have been performed on a tin bis(triazenide) complex and 
related systems. 
ELF calculations were performed with the TopMoD54 and DGrid55 programs. 
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2. Exploring the interactions in a Tin 
Bis(triazenide) Complex 
2.1 Introduction 
Amongst the ways of modifying polymer properties, that of controlling polymer 
tacticity (the distribution/homogeneity of chiral centres within the polymer chain) is 
an area of intense interest. The greater the stereoregularity, the better adjacent 
polymer chains can approach and the greater the intermolecular forces between 
chains. Polymers are commonly classified as atactic, isotactic or syndiotactic. Atactic 
indicates that a polymer has its stereocentres randomly distributed along the chain; 
isotactic polymers have the same absolute conformation at each stereogenic centre, 
and are formed by polymerisation of either entirely (S)- or entirely (R)-monomers; 
and syndiotactic polymers are characterised by chains containing alternating (R) and 
(S) stereocentres. 
There are a variety of ways in which control of tacticity can be achieved. Chiral 
catalysts are frequently used in order to introduce a particular tacticity to a polymer 
chain. These catalysts are often expensive and complicated to synthesise. 
Consequently there is much interest in achiral catalysts that can produce polymers of 
controlled tacticity. Where the substrate itself is a mixture of stereoisomers, addition 
of the first monomer can create an asymmetric active site. One stereoisomer might 
then be accepted preferentially over another. This is the basis on which the (BDI)M 
(BDI=ethylenediamine-N,N’-bis(salicylaldimine)=HC[CMeN-2,6-iPr2C6H3]2) 
catalysts can produce heterotactic polymer 56. 
Polylactide [poly(lactic acid), (PLA)] is a non-toxic, biocompatible, biodegradable 
polymer made from renewable resources. Interest in PLA has increased in recent 
years due to its potential as a biorenewable replacement for petrochemical-derived 
products. In the PLA-forming process, lactic acid (LA) (Figure 3) is first produced by 
biological fermentation. This is then converted to lactide which is used as the 
monomer in a ring-opening polymerisation (ROP) process.  
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Figure 3, Lactic acid 
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Figure 4, Racemic- and meso-lactide 
Since lactic acid is a chiral carboxylic acid, the dimer formed when two molecules 
combine can be one of three stereoisomers (see Figure 4). Depending on the particular 
monomer or combination of monomers used, a different poly(lactide) may be formed. 
When rac-lactide units are linked alternately, the polymer contains stereocentres in 
the sequence [R,R], [S,S], [R,R], [S,S] etc. This pattern results from incorporation of 
two stereocentres of the same absolute configuration from each lactide unit (Figure 5). 
Heterotactic PLA is produced. 
Single-site metal catalysts have proved extremely effective for the polymerisation of 
lactide to give PLA. Amongst these, complexes of both magnesium2-5 and zinc57, 58 
with the BDI ligand have proven to be highly active. Crucially, they give good control 
in the polymerisation of rac-lactide (a racemic mixture of L (S,S) and D (R,R) 
lactides), forming heterotactic polylactide (Figure 5). 
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Figure 5, Polymerisation of rac-lactide to give heterotactic polylactide 
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Marshall et al56, in their investigation into single-site catalysts for the polymerisation 
of lactones (lactide specifically), have reported a number of active tin compounds. 
These were β-diketiminate, salicylaldiminate and amidinate alkoxides and amides of 
tin. They found that the size of the ligand was a critical feature in the production of 
the catalysts. The ligand, (L), must not be so large as to hinder monomer approach. If 
the ligand is too small, disproportionation occurs with loss of the OR or NR2 groups. 
The inactive bis(chelate) L2Sn is formed.  
The complexes [tBuC(NAr)2]SnOR, [tBuC(NAr)2]SnNR2 (Ar=2,6-iPr2C6H3) and 
(BDI)Mg(OMe)(THF) can be prepared with no interference from the formation of 
bis(chelate)s. However, in reactions targeting species with L=[MeC(NAr)2] or 
L=[N(NAr)2], only the bis(chelate)s are formed. These ligands are shown in Figure 6. 
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Figure 6, (a): Ligands with which alkoxide and amide metal catalysts can be formed and (b): 
ligands with which only the inactive bis(chelates) are formed 
These findings highlight the importance of exploring and quantifying any interactions, 
however small, which might be present in a catalyst system. Accordingly, on noticing 
some unusual structural features in the tin(II)bis(chelate) [N(NAr)2]2Sn (Ar=2,6-
iPr2C6H3) (1), we decided that further investigation was worthwhile.  
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The crystal structure of [N(NAr)2]2Sn (Ar=2,6-iPr2C6H3) (Figure 7) showed that the 
methine hydrogens on each of the aryl groups were directed towards the tin atom. The 
Sn...H distances were unusually short. 
 
Sn NN
N N
N N
DiPP
DiPPDiPP
DiPP
Sn
N N
N N NN
DiPP DiPP
DiPPDiPP
 
Figure 7, Crystal structure and schematic diagrams of the tin bis(triazenide) complex showing 
the short Sn...H distances 
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The sum of the van der Waals radii* for tin and hydrogen is 3.47Å (2.36+1.11)59 †. 
The distances measured in the crystal structure are between 2.75 and 3.17Å. This 
suggested that there could be interactions between these hydrogens and the metal. The 
precise nature of these interactions remains to be established.  
2.2 Aims 
The calculations presented here describe the initial investigations into the nature of 
the Sn...H interactions in the tin bis(triazenide) system described above. The first goal 
was to classify the nature of the interactions. The two most likely possibilities are 
hydrogen bonding or agostic interactions (see section 2.3 for a full description and 
discussion of these interactions). This would confirm that they were indeed attractive 
interactions and not simply the result of steric compression. It ought then to be 
possible to control them, constructing systems in which they are strengthened or 
weakened. Finally this would enable us to quantify the interactions occurring in the 
real system. We could then predict to what extent they may control the structure and 
catalytic properties (or lack of them). The objective in this research is to address these 
questions using a variety of computational techniques.  
Section 2.3 introduces the key features of these two types of interaction and presents 
examples of Sn...H interactions in the literature. Section 2.3.3 addresses the 
phenomenon of double simultaneous hydrogen bonding (inverse bifurcation). Our 
results are presented in section 2.5.  
Small changes to a system’s substituents can provide information on the precise role 
of an atom (or group of atoms) in a system. Comparisons with the original structure 
will highlight the specific effect of that substituent. Thus section 2.5.1 describes the 
result of reducing the size of the aryl groups; section 2.5.2 the effect of varying the 
central metal atom; and section 2.5.3 the effect of modifying the aryl substituents.  
                                                 
*
 The use of van der Waals radii to assess bond strength is controversial. Section 2.3 includes a more 
detailed discussion on this. 
†
 Other authors tend to use the Van der Waals radii reported by A. Bondi, (J. Phys. Chem., 1964, 68, 
441). However, this source does not report a value for Ge and so was not useful for present purposes 
(see later). 
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The strength of a bond can also be assessed by comparing the total energy of the 
molecule with the same system in which that bond is absent. In the system discussed 
here, this type of comparison is made possible by rotation of the aryl substituents by 
180°. This prevents any metal/hydrogen interaction. The results of the strategy are 
discussed within section 2.5.3. 
The second part of this investigation (Section 2.5.4) focuses on the analysis of a 
number of model systems. The models were constructed to try to eliminate the 
competing effects observed within the full bis(triazenide) complex. These simplified 
systems have provided fundamental insights into the interactions in the full system. 
Natural Bond Order (NBO) analyses give quantitative information about bonding and 
are a key tool in this investigation. The analysis is used to define localised bonds 
within a molecule. From an NBO calculation, therefore, the relative strengths of 
bonds can be determined. NBO analyses have been performed on the majority of the 
structures presented here. 
Four additional techniques for assessing the bonding are introduced: 119Sn NMR 
(section 2.5.6.1); Vibrational Frequencies (section 2.5.6.2); Atoms-in-Molecules 
analysis (section 2.5.6.3); and the Electron Localisation Function (section 2.5.6.4). 
2.3 Metal Hydrogen Interactions 
2.3.1 Weak Bonds: Hydrogen Bonding and Agostic Bonding 
In a typical hydrogen bond, the hydrogen acceptor (in this case, the metal), donates 
electron density into the empty X-H σ* orbital. In an agostic bond, electron density is 
donated by the filled X-H σ orbital into an empty orbital on the hydrogen acceptor 
atom (see Figure 8). 
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Figure 8, (a): hydrogen bonding and (b): agostic interaction 
Hydrogen bonding was originally thought to occur only when :A was an 
electronegative atom. However it is now accepted that hydrogen bonding can take 
place even when :A is as electropositive as carbon60-63. 
Desiraju et al64 outlined the main features and differences between C-H…M hydrogen 
bonds and agostic bonds in intermolecular systems. They stressed, as have Yao et al65, 
that weak C-H…M interactions are not always easy to categorise. Nonetheless they 
have set out some basic criteria to aid assignment. These criteria are based on past 
literature dating from the 1960s to the present day and are summarised in Table 1. 
Hydrogen Bonds Agostic Bonds 
3 centre, 4 electron 
Hyperconjugative delocalisation of C-M over metal-
alkyl fragment (rather than 3 centre, 2 electron)66 
Electropositive H is a bridge between two electronegative 
centres 
H is hydridic (electron deficient) 
d(M...H) < d(M-C) d(M...H) ≈ d(M-C) 
M...H-C > 100° M...H-C < 100° 
 M has an empty orbital 
 d(C-H) = 1.1-1.2Å 
Table 1, Criteria for hydrogen and agostic bonds from the literature. 
Given these criteria, identification of C-H…M interactions should be much 
simplified. However, the focus of both Yao et al’s and Desiraju et al’s papers is on 
intermolecular interactions: in an intramolecular interaction, it is possible that certain 
of the above requirements could be unfulfilled due to steric constraints on the system. 
Classification then becomes more difficult. In fact, it is also necessary in the 
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intramolecular case to determine whether there are genuine attractive interactions 
between the two atoms. It may be simply that their proximity is the most favourable 
arrangement given steric constraints. It is conceivable that there might in fact be 
repulsion between the two atoms but that other forces override these repulsions. 
Hydrogen bond strengths are often assessed by measuring the ‘bond’ distance 
between the hydrogen and acceptor atom: this is then compared with the sum of the 
van der Waals radii for the two atoms. Consideration of these values, in this case, 
however, has caused us to question the validity of this technique. Most authors now 
recognise that this is not a particularly rational way of identifying hydrogen bonds. 
Steiner67 notes that the definition of a hydrogen bond as a ‘contact with a bond 
distance shorter than the sum of the van der Waals radii’ is simply a historical 
tradition with no real experimental proof or theoretical evidence to support it. Dunitz68 
claims that the van der Waals radius is a rather ill-defined quantity. Our research has 
in fact failed to identify any one set of values over which everyone agrees. Most 
authors reference Bondi69 but we have been forced to consult other sources (e.g. 
Chauvin59 or Rowland70) since Bondi’s data are incomplete. Steiner recognises that 
hydrogen bonds can in fact be longer than the sum of the van der Waals radii. He 
suggests, in fact, that no cut-off value should be used (see reference 67 and references 
therein). Meanwhile, it has been suggested that some atoms should rather be 
considered ellipsoidal than spherical71, 72, thus further complicating the problem. 
Having considered these arguments, we consider NBO analyses to be a more robust 
way of assessing hydrogen and agostic bonds. This report will place a greater weight 
on the results of NBO analyses than atom-atom distances for bonding implications. 
Although there appear to be no existing examples of C-H…Sn interactions in the 
literature, Izod et al73 recently reported a B-H…Sn agostic interaction in a 
dialkylstannylene. The two compounds they reported were diastereoisomers. One had 
a single Sn…H-B distance of 2.03Å and the other with two slightly longer Sn…H-B 
distances of 2.31 and 2.37Å (well within the sum of the van der Waals radii for H and 
Sn no matter which values are used). The IR, NMR and UV/visible spectra for their 
complexes all displayed features consistent with the presence of Sn…H interactions. 
An NBO analysis confirmed that the interactions were agostic: donation of electron 
density from the B-H σ bond into the 5p orbital on Sn was observed. In addition, a 
Mulliken population analysis on the calculated optimised structures showed increased 
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negative charge on the Sn…H hydrogen atoms. The Sn in this case is electron poor. 
Izod et al suggest that the extra electron density gained by the metal through these 
unusual interactions is a key feature of their stability. An especially interesting feature 
of this work was that one of the compounds described showed two simultaneous 
H…M interactions (see section 2.3.2).  
There are currently 28 structures listed in the Cambridge Structural Database which 
show Sn…H(-B) distances of between 2.0 and 2.5Å. (Only one74 shows a distance 
comparable to those in Izod et al’s paper and the tin atom in this species is 4-
coordinate. Thus it may not even be the same type of interaction.) This phenomenon 
may have already been found, although is, as yet, unexplored. 
2.3.2 X-H…E…H-X: Double E…H Interactions 
In the tin bis(triazenide) complex, the tin centre accepts two hydrogen atoms 
simultaneously. Hydrogen bonds and agostic interactions between single acceptors 
and single hydrogens are widely dicussed in the literature. This is not the case for 
interactions involving two hydrogens. It seems that neither double hydrogen bonding 
nor double agostic bonding have been extensively examined (or even identified). 
2.3.3 Double Hydrogen Bonds: Inverse Bifurcation 
Bifurcation is a term found frequently in the literature to describe double hydrogen 
bonding. It refers to the case where one hydrogen is shared between two acceptors 
(see Figure 9). 
X:
H
Y:
H
:X
H
(a) (b)
 
Figure 9, (a): bifurcation and (b): inverse bifurcation 
In the present case, one accepter atom accepts two hydrogen atoms in the double 
hydrogen bond. It seems appropriate, then, to call this interaction inverse bifurcation 
(defined as the bonding of two hydrogen atoms in hydrogen bonding-type 
interactions, to a single electronegative centre/lone pair). 
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A crystal structure search for the motif X-H…E…H-X where X=N,O and E=group 
14, V, VI or VII* gave a number of examples where inverse bifurcation might be 
occurring. No examples of inverse bifurcation to group 14 elements could be found. 
The search results did produce a wide variety of structures where the acceptor atom 
was N or O and a single example where X=Cl. (NB for the structures identified, the 
interaction occurring is more likely to be hydrogen bonding than agostic due to the 
relative electronegativities of the atoms involved. Where the electronegativity of the 
atom, E, is significantly less than that of the hydrogen-donating atom, X, agostic 
interactions could also be envisaged. For group 14 elements (with a lone pair of 
electrons) it is not immediately obvious whether the interaction will be agostic or 
hydrogen bonded.) Structures in which inverse bifurcation was unlikely or impossible 
were removed from the hitlist. For example, where the two hydrogens were on 
opposite sides of E, it would not be possible for them both to be interacting with a 
single lone pair of electrons. These, of course, might be examples of double agostic 
bonding. In many cases the two short contact distances between the acceptor atoms 
and hydrogen atoms were noted by the authors. They were often even identified as 
hydrogen bonds, although no author chose to investigate the phenomenon further.  
For intramolecular examples it could be argued that in some cases the ‘interactions’ 
might be driven by (or be unavoidable due to) sterics. However, there exist examples 
for nitrogen where the interaction is intermolecular, thus demonstrating that a 
H…N…H interaction is possible. Two examples are shown in Figure 1075 and Figure 
1176 below. 
                                                 
*
 Group (III) elements do not have the required lone pair of electrons to act as an acceptor atom in 
inverse bifurcation. However, there are a number of published species which exhibit inverse bifurcation 
to a hydride bound to a group (III) element. This will not be discussed here. 
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Figure 10, Short H-N-H contacts are intermolecular between the nitrogen atoms from the 
phenylcyanamido ligands, and water ligands in neighbouring complexes. Each nitrogen forms a 
hydrogen bond to two hydrogens. 
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Figure 11, Short H-N-H intermolecular contacts create the crystal lattice in 9-aminoacridine 
hemihydrate. Hydrogen bonding occurs between the acridine nitrogens and hydrogen atoms 
donated by two other 9-aminoacridine molecules. The tetramers thus formed are then linked by 
more, water-bridged, 'double' hydrogen bonds. One tetramer is shown. 
For oxygen, many examples of systems exhibiting inverse bifurcation have been 
identified, especially in biological systems. However, when oxygen is the acceptor 
atom there are two lone pairs of electrons available for interactions with hydrogen 
atoms. This means that the geometry of the hydrogens with respect to the oxygen lone 
pairs is critical: if both hydrogens are directed towards the same lone pair on the 
oxygen, the interaction could be considered inverse bifurcation. If, however, each 
hydrogen is directed at a separate lone pair then this is clearly the more usual, well-
defined hydrogen bond: one electron-rich centre accepts one positive hydrogen. In the 
majority of the oxygen cases, it is almost certain that both hydrogens are interacting 
with a different lone pair of electrons on the oxygen. Even after this has been taken 
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into account, unambiguous examples are difficult to find: in both the examples 
identified, the systems included intramolecular interactions and the interactions were 
confirmed by nothing more than the O…H proximity. Nonetheless, it is not possible 
to rule out the possibility of inverse bifurcation to oxygen. One of the examples found 
is shown in Figure 1277. 
 
Figure 12, Short H-O-H contacts are intramolecular, connecting the G(anti).O8A(syn) base pairs. 
Each pair of hydrogens (donated by two nitrogen atoms) are directed at a single lone pair on the 
carbonyl oxygen. The other lone pair is available for hydrogen bonding to solvent molecules. 
Although the (only) example of a group VII element participating in inverse 
bifurcation displays an intramolecular interaction, the complex was designed with this 
interaction in mind78 (see Figure 13). In this case, the Cl- ion must use two lone pairs 
each to hydrogen bond with two H-N groups. 
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Figure 13, One of the NH groups on each urea serves as a hydrogen bond donor to the central Cl 
atom. Each lone pair of electrons on the Cl is involved in a bifurcated hydrogen bond. 
2.3.4 Double Agostic Bonds 
Despite the proliferation of articles regarding agostic bonding, there has been 
relatively little discussion in the literature of multiple agostic bonding. Reports of 
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multiple agostic interactions with metal centres appear as early as 1986. The examples 
discovered report multiple agostic bonding to transition metals (Ti79, 80, Nb81, Mo82, 83 
and Ru84-86), actinides (Th87) and lanthanides (Nd88, Sm88).  A number of authors have 
claimed to report the ‘first’ set of multiple agostic bonds. None, though, analyse the 
interaction further (in terms of, for example, the orbitals involved or the incidence of 
these interactions generally). No reports of multiple agostic bonding to main group 
metals have been found. The role of the interaction in terms of the properties of the 
metal complex has not been addressed by any author. Neither is there any 
comprehensive review collating the isolated instances. 
2.4 Computational Approach for Investigation of Sn...H 
Interactions 
B3LYP6-9 is one of the most popular functionals for calculations on inorganic systems 
and was chosen to evaluate this molecule.  
A five ζ correlation consistent basis set89 constructed recently along with the 
appropriate pseudo-potential was used to describe the central tin atom. Other metals 
are also described using cc-pV5Z-PP basis sets90. All non-metal atoms were described 
with a 6-31G(d) basis set. In the model systems described in section 2.5.4, a 6-
311G(d) basis set was used in order that no pseudo-potential was required for 
calculations involving bromine and iodine. (It was thought that the use of all-electron 
basis sets throughout would make the calculations more comparable.)  
2.5 Results and Discussion 
2.5.1 Assessing the Contribution of Steric Compression: Reducing 
the Size of the Aryl Groups   
The method and basis set chosen for the calculations reproduced the crystal structure 
well: the optimised tin bis(triazenide) structure exhibited two  distances of 2.87Å and 
two of 3.11Å. 
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Figure 14, superposition of tin bis(triazenide) (1) crystal structure and calculated optimised 
structure (B3LYP, cc-pV5Z-PP) showing good overlap between the two geometries. 
To determine whether the short H-Sn distances were simply a result of steric 
compression, calculations were performed on a less sterically hindered tin 
bis(triazenide) (2, R1=Me). The bulky isopropyl groups (R) were simply replaced by a 
methyl group. 
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2 
The less bulky system also exhibited short Sn...H distances. However, the structure 
became less symmetric: the two shorter Sn...H distances lengthened slightly to 3.07Å 
(from 2.87Å) and the two longer ones lengthened more, to 3.31Å (from 3.11Å). The 
two shorter contacts are thus still significantly shorter than the sum of the van der 
Waals radii for tin and hydrogen (3.47Å). This supported the hypothesis that at least 
two of the close contacts were not driven purely by steric compression.  When iPr 
groups are reintroduced in only the two relevant positions (R1, closest to the tin), the 
two close Sn...H distances are shortened to 2.91Å. This again suggests that the short 
Sn...H distances are not caused by steric crowding alone. Based on these observations, 
further calculations concentrated on investigating the two shortest interactions, and 
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the ‘reduced bulk’ structure (2) was used in most of the following structural variations 
to save time and comuputational cost. 
2.5.2 Effect of Lone Pair 
If the  interaction is (at least predominantly) a hydrogen bonding-type interaction, the 
lone pair of electrons on the tin atom must play a key role. If, on the other hand, the 
interaction is agostic, the lone pair of electrons most likely takes no part in the 
bonding. Thus, determination of the extent of involvement of the lone pair of 
electrons in the  interaction will indicate which type of interaction is present. 
2.5.2.1 Comparisons with Group 14 
In the first set of structures the central atom (Sn in 1) was varied from Si to Pb. This 
was to determine the role of the lone pair of electrons on the metal. Due to relativistic 
effects, the lone pair orbital on lead is lowered in energy. It ought not, therefore, to be 
of the correct energy to interact with the relevant C-H σ* orbital. The interactions in 
analogous complexes going down group 14 should become weaker as the lone pair of 
electrons becomes less ‘available’. This will indicate whether or not the lone pair of 
electrons on the metal plays any significant role in the M…H interactions. In all 
complexes, the M...H distance was significantly (between 0.4 and 0.7Å) shorter than 
the sum of the van der Waals radii for the two elements (see Table 2). 
Central Atom in  1 Average M..H1 Distance (Å) 
Contraction with respect to Sum 
of van der Waals Radii for M and 
H (Å) 
Si 2.75 -0.40 
Ge 2.73 -0.55 
Sn 2.87 -0.60 
Pb 2.93 -0.70 
Sn Crystal Structure 2.83 -0.65 
Table 2, M...H distances in group 14 bis(triazenide)s. 
However, the contraction of E...H distances with respect to the sum of the van der 
Waals radii actually increases going down the group (Figure 15). 
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Contraction of M-H Distance in Optimised Structures With Respect to Sum of Van der 
Waals Radii 
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Figure 15, Contraction of M...H distance in optimised structures of 1 (with the central metal 
varied) with respect to sum of van der Waals radii. 
This suggests that the bonding becomes stronger descending the group. Since this was 
unexpected, an NBO analysis was performed on the group 14 optimised structures. 
These showed a decrease in donation of electron density from the lone pair to the 
relevant C-H bonds as the group is descended (see Figure 16).  
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Figure 16, NBO energy of lone pair donation into C-H bonds in optimised structures of 1 with the 
central metal varied. 
Thus the NBO analysis is consistent with the interpretation that M…H ‘bonding’ 
weakens descending the group.  
The Sn...H distances suggest that the lone pair is not involved in the Sn...H interactions 
whereas the NBO analyses indicate that it does play a role. Further investigation was 
thus deemed necessary. 
2.5.2.2 Comparisons with Group 12 
The structures of the analogous complexes containing group 12 elements were also 
calculated and optimised. The group 12 elements have the same number of electrons 
but lack the lone pair of electrons. Consequently, any effect involving this lone pair 
should disappear. The group 12 optimised geometries were strikingly different from 
those of group 14: the central metal is tetrahedral rather than square 
pyramidal/distorted square planar. The crystal structures of these complexes also 
display this geometry (Figure 17).  
Chapter II 
Exploring the interactions in a Tin Bis(triazenide) Complex 
46 
Cd
N
N
HN
DiPP
DiPP N
N
N
DiPP
DiPP
   
Sn
N N
N N NHHN
DiPP DiPP
DiPPDiPP
   
Figure 17, Diagrams and 3D optimised geometries of one group 12 (Cd) and one group 14 (Sn) 
bis(triazenide) complex showing the difference in geometries. 
The geometries of the zinc and cadmium complexes are qualitatively similar, the 
metal having a near tetrahedral geometry. The two complexes each exhibit four 
shorter M...H distances and four longer M...H distances. However, even these ‘short’ 
M...H distances are not shorter than the sum of the van der Waals radii for the two 
atoms (see Table 3). 
Central Atom in 1 Average ‘short’ M..H Distance (Å) 
Contraction with respect to Sum 
of van der Waals Radii for M and 
H (Å) 
Zn 3.16 +0.66 
Cd 3.21 +0.52 
Sn Crystal Structure 2.83 -0.65 
Table 3, Contraction of M...H distance with respect to the van der Waals radii in metal 
bis(triazenide)s as the metal is varied. 
No M...H interactions are present in the group 12 complexes. This suggests that the 
lone pair of electrons on the metal is involved in the interactions.  
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However, it is possible that the lone pair might have a role simply in terms of 
controlling the general structure of the complex. In their study of a tin β-diketiminate 
complex, Gibson et al56 found that although the tin lone pair was not directly involved 
in the polymerisation mechanism it did have a significant impact on the 
stereoselectivity of the reaction. Repulsion between the lone pair on the tin and lone 
pairs elsewhere in the molecule was responsible for the transition state geometry and 
likely therefore had a strong influence on the stereoselectivity of the polymerisation. 
Thus, in the case of the tin bis(triazenide), the particular geometry (which is 
determined by the presence of the lone pair) might allow/promote the observed Sn...H 
interactions. In the group 12 species, the lack of the lone pair causes the complex to 
adopt a significantly different geometry. In this structure the Sn...H interactions might 
be disfavoured or simply impossible.  
It is not possible to tell, on the evidence so far presented, whether or not the lone pair 
of electrons is directly, indirectly or completely un-involved with the short metal-H 
distances. 
2.5.3 Varying the Aryl Group, R1: Controlling/Modifying the M…H 
Interactions 
The third approach to investigating the nature of the tin/hydrogen interactions was to 
construct complexes with modified substituents. The two methyl groups of the iPr 
groups which showed the short H-Sn distances were replaced with other groups (R1 in 
2). Electron-withdrawing cyano, fluoro and hydroxy groups would be expected to 
withdraw electron density from the C-H bond. This should strengthen any hydrogen 
bond-type interactions by lowering the energy of the C-H σ* orbital. Electron 
donating amino groups should donate electron density into the C-H bond. This should 
encourage donation into empty Sn orbitals and therefore strengthen any agostic 
interactions present. 
The optimised geometries of hydroxy-, fluoro-, and cyano-substituted structures also 
displayed significant hydrogen-metal ‘bond’ length contractions (see Table 4).  
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Structure Average Sn...H
 1 Distance (Å) 
Contraction with respect to Sum of van der 
Waals Radii for Sn and H (3.47Å) 
1 
(optimised) 
2.87 -0.60 
1 
(crystal structure) 
2.83 -0.65 
2, R1= iPr 2.91 -0.56 
2, R1=HC(CN)2 2.94 -0.53 
2, R1=HC(OH)2 3.02 -0.45 
2, R1=HCF2 3.11 -0.37 
Table 4, Contraction of Sn...H distance with respect to the van der Waals radii in tin 
bis(triazenide)s as the substituent R1 is varied. 
The newly functionalised groups were then rotated by 180° to face away from the 
central tin atom and the energy recalculated. The effect was that the energy of the 
whole system was lowered by between 0.4 and 6.0 kcal mol-1 (see Table 5). This 
revealed that despite the observed contractions in bond length, the electron-
withdrawing substituents were destabilising the system rather than strengthening the 
Sn...H interactions. Rotating the relevant groups on the full structure (1) and the 
reduced bulk structure (2) increased the total energy of the molecule. Therefore the 
short Sn...H distances did appear to be stabilising the system (proving again that they 
are more than just a steric effect). 
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Structure 
Difference in Energy when R1 is Rotated 
180° (kcal mol -1) 
1 
(optimised) 
-11.4 
2, R1= iPr -7.9 
2, R1=HC(CN)2 0.5 
2, R1=HC(OH)2 5.9 
2, R1=HCF2 3.5 
Table 5, Energy differences between bis(triazenide) systems in which the functional groups at R1 
(in 2) have been rotated 180°. 
Conversely, when the R1 groups were replaced by (H)C(NH2)2 groups, the resulting 
optimised structure displayed extremely short tin/hydrogen interactions (2.66Å). The 
average Sn...H distances are shown in Table 6. (In this case, it was not possible to 
compare the energies of this system and that in which the (H)C(NH2)2 groups were 
rotated by 180°: the amino groups became involved in other competing interactions 
within the molecule.)  
Structure Average Sn...H
 1 Distance (Å) 
Contraction with respect to Sum 
of van der Waals Radii for Sn and 
H (3.47Å) 
2, R1=HC(NH2)2 2.66 -0.81 
2, R1=HBH2- 2.65 -0.82 
2, R1=HBMe 2.61 -0.86 
2, R1=HBMe2- 2.53 -0.94 
Table 6, Contraction of Sn...H distance with respect to the van der Waals radii in tin 
bis(triazenide)s as the substituuent R1 is varied. 
This implies the presence of agostic-type interactions where the C-H σ bond is 
donating electron density into an empty metal orbital. The presence of amino groups 
serves to raise the energy of the C-H σ orbital: it is now of a comparable energy to an 
empty orbital on the metal thereby enhancing the Sn...H interactions. Further to 
investigate this possibility, the R1 groups in 2 were replaced with [B(H)Me2]-; [BH3]-; 
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and then with B(H)Me. The B-H bond is more electron-rich than the C-H bond (and 
the C-H bond in the (H)C(NH2)2 system). Therefore, if the interaction is donation of 
electron density from the C-H σ bond to an empty tin orbital, the Sn...H distances in 
the B-substituted system should be shorter. This is indeed what was observed. The 
(B)H…Sn distances are significantly shorter (2.53 Å) than the (C)H…Sn distances in 
2, R1=iPr (2.91 Å). They are also shorter than those in the amino-substituted system 
(2, R1=HC(NH2)2) (2.66 Å) see Table 6. 
2.5.4 Model Systems 
2.5.4.1 Model A: A Single M...H Interaction 
To explore further what was happening in the system, a series of smaller model 
systems consisting of [Z2Sn…H-XH3] (Z=H, X=C or B-) was constructed. 
Preliminary calculations were performed on the model system where X=B- because 
the interactions were stronger and therefore easier to distinguish than for X=C. 
M
Z Z
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H H
H H
 
Figure 18, Model A 
An NBO analysis of this less complex system showed a significant donation of 
electron density from the bonding X-H orbital into an anti-bonding orbital (labelled 
LP* in the NBO analysis output) on Sn. This orbital is in fact almost entirely ‘p’ in 
character (see Figure 19, below). 
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Figure 19, The p orbital on Sn that accepts electron density from the X-H bond 
This clear picture of the bonding in the model system allowed us to identify the 
analogous interaction in the NBO analyses of the full systems. Indeed, there is a 
donation of electron density from the relevant C-H σ bonding orbitals into a p orbital 
on the central metal atom.  
The X-H to M p donation is extremely strong compared to other interactions within 
the model system (For example, the Sn/B-H interaction has a value of 103.59 kcal 
mol-1 and no other interaction within that system is greater than 5.32 kcal mol-1.) 
Figure 20 shows the absolute NBO bond energy values. Also illustrated is the 
variation in donation from X-H to the metal p orbital as the central group 14 atom is 
varied. The metal/hydrogen bond strength clearly decreases descending the group. 
This can be attributed to the raising of the energy of the relevant p orbital on the 
central atom going down the group (due to relativistic contraction). The energy 
difference between the X-H σ and metal p orbital increases, reducing the extent of 
interaction. 
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Figure 20, NBO energy of M...H interaction (Model A). 
However, in the real bis(triazenide) system the interaction is extremely small (relative 
to other interactions), explaining why it is less easy to identify than in the simpler 
systems. In fact, in the full system, the predominant donation into this p orbital is 
actually from the nitrogen atoms of the triazenide ligands. Key NBO interactions are 
shown in Table 7. 
M NBO donation from C-H Bond NBO donation from N Lone Pair 
Si -* - 
Ge 2.17 34.51 
Sn 1.98 16.31 
Pb 1.60 11.53 
Table 7, NBO donations from bonding orbitals into the relevant empty p orbital on M 
                                                 
*
 In the silicon system, the atoms were partitioned in an unexpected way (the interaction between the 
relevant hydrogen atoms and the silicon atom was not defined). For this reason it was not possible to 
make comparisons with the other complexes. 
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The N lone pair donations are huge in comparison to the C-H donations. Table 7 also 
shows how donations into the particular p orbital on the metal from both the C-H 
bond and N lone pair decrease going down the group. This once more confirms that 
the energy gap between the p orbitals on the metal and the donating orbitals on the 
ligand is increasing.  
This suggested that perhaps competition for the p orbitals on tin was the reason the 
Sn...H interactions were significantly weaker in the real system compared with the 
model. To evaluate this and to investigate whether the model system was reproducing 
this interaction, atom Z (Figure 18) was varied from H to I, Br, Cl and then F 
(increasing electron donating power). As the electron donating power of Z (which 
represents the triazenide nitrogens in the original system) increases, the p orbital on 
Sn accepts more electron density from Z. It becomes less able to accept electron 
density from the B--H hydrogens. Any Sn...H interactions are thus weakened. This is 
indeed what is observed: the energy of the Sn...H interaction is reduced as the ligand 
on Sn becomes a better electron donor (see Figure 21). The Sn...H distance also 
increases, further indicating a weakening bond. 
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B-H σ Bond Donation into Sn(p) Decreases as Electron Donating Power of Z (in SnZ2) 
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Figure 21*, B-H σ bond donation into Sn(p) decreases as electron donating power of Z (in SnZ2) 
increases. 
In the model system, donation of electron density from the halogen is, for the most 
part, into the same p orbital involved in the Sn-(HB-) interaction. Thus, the halogens 
in the model system do seem to replicate the effects of the nitrogens in the full system 
even though the geometry in the full system is constrained by the sterically 
demanding triazenide ligands. 
The analogous halogen-substituted Si, Ge and Pb complexes were also constructed. 
We expected to see a trend descending the group attributable to the greater energy gap 
between the C-H σ and M p orbitals (caused by relativistic contraction). In general, 
the NBO energy of M-Z interactions does decrease descending the group (see Figure 
22). Likewise, as the electron-donating power of Z increases, the M...H interactions 
are weakened. 
                                                 
*
 In some of the model systems, the atoms were partitioned in an unexpected way. In these cases, no 
meaningful results could be extracted. We have not been able to interpret meaningful results where the 
system was fragmented in any other way than into a MZ2 fragment and a XH4 fragment (as shown in 
Figure 18).  
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B-H σ Bond Donation into M(p) Increases as Electron Donating Power of Z (in MZ2) 
Decreases 
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Figure 22, B-H σ bond donation into M(p) increases as electron donating power of Z (in MZ2) 
decreases. 
The results in this section suggest that the interactions are predominantly agostic-type 
interactions and that the lone pair of electrons on the metal plays little or no part. This 
is consistent with the results presented earlier in section 2.5.2. 
2.5.4.2 Model B: A Double M...H Interaction 
Model A mimicked well the agostic bonding between the C-H σ bond and the tin 
atom. The important difference is that the full bis(triazenide) system shows two of 
these interactions simultaneously. To try to model this in a simpler way, an extra BH4- 
ion was added to model A. The new model is shown in Figure 23. (Again, BH4- was 
used in preference to CH4: the M...H interactions would be stronger and easier to 
analyse than those in the analogous H2M…Me2 models.) Optimising the geometry of 
the complex produced a symmetrical species exhibiting two agostic bonds.  
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H H
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Figure 23, model B 
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An NBO analysis confirms that each BH4- species donates electron density into the 
same p orbital on the metal atom. As was the case in model A, the bond M...H 
strength decreases descending the group. This is due to the increasing energy of the 
metal p orbital. The trend in bond strengths is shown in Table 8. 
Central 
Group 4 
Element 
Ligand Z 
Average NBO 
Energy of MH 
Bond (kcal mol-1) 
Average M…H 
Bond length (Å) 
Average C-H 
Bond length (Å) 
Average M…H-C 
Bond Angle 
(degrees) 
Si 2(BH4-) H 37.58 2.09 1.27 176.6 
Ge 2(BH4-) H 31.30 2.21 1.27 172.2 
Sn 2(BH4-) H 25.93 2.37 1.26 167.8 
Pb 2(BH4-) H 23.56 2.43 1.26 159.6 
Table 8, NBO analyses of model B as the central group 4 atom is varied. 
However, this species was found to be a transition state. A vibrational analysis 
revealed a negative frequency corresponding to dissociation of the second BH4- 
moiety. All attempts to isolate a minimum optimised geometry resulted in dissociation 
of one of the BH4- ions. The model was therefore abandoned. This discovery 
confirmed that the bifurcating agostic interactions were a result of a combination of 
effects and that steric compression within the molecule does have an important part to 
play. 
2.5.4.3 Model C: A More Realistic Picture 
Models A and B appeared to be representing the general bonding picture within the 
tin bis(triazenide) system. However a third model system was designed to try to 
mimic the full system more accurately. Model C aimed to introduce some of the other 
more realistic features while still retaining relative ease of interpretation. The three 
nitrogen atoms, which have an important role in the bonding picture, are introduced. 
The steric bulk of the aryl groups is removed. The BH4-/CH4 motif is simply tethered 
directly to the triazenide portion (see Figure 24(a)). 
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Figure 24, Model C 
Interestingly, while model B displayed strong C-H σ/M p interactions, optimisation of 
the structure shown in Figure 24 (a) resulted in the dissociation of the two Y groups. 
Thus structure (b) was constructed, where the X groups are tethered to the nitrogen 
framework. The optimised structures show Sn…H distances far longer than those 
found in the real or other model systems (see Table 9). 
Metal Ligand R1 
Average M…H Bond 
length (Å) 
Average C-H Bond 
length (Å) 
Average M…H-C Bond 
Angle (degrees) 
Sn iPr H 3.10 1.10 150.6 
Sn iPr Me 3.11 1.10 149.3 
Sn BH4- H 3.32 1.23 134.7 
Sn BH4- Me 3.27 1.23 135.7 
Table 9, Bond lengths in model C. 
It appears that the C-H σ/M p dominant interactions in models A and B are almost 
completely suppressed in the more realistic model C(b). This is consistent with the 
findings in section 2.5.4.2, that steric compression plays a role in the bifurcating 
interactions. Since these structures were not providing useful insight into the full 
system, the model approach was not investigated further. 
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2.5.5 Similar Species from the Literature 
2.5.5.1 Izod et al’s Dialkylstannylene 
As has been mentioned previously, few examples of H...Sn short contacts have been 
reported and only a single example of a H... Sn...H motif can be found in the literature. 
This was reported by Izod et al73. This is a tin dialkylstannylene with two short B-
H...Sn distances of 2.31 and 2.37Å. The structure is shown in Figure 25. 
Sn
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SiMe3
Me3Si
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Pr
Pr
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H2
Pr
Pr
H
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3 
Figure 25, 3 which exhibits two short B-H...Sn distances of 2.31 and 2.37Å reported by Izod73. 
This compound was prepared as a 1:1 mixture with its meso counterpart (illustrated in Figure 
26). 
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4 
Figure 26, 4 which exhibits a single short B-H...Sn distance of 2.03Å reported by Izod73 
The Izod group analysed these unusual short interactions by comparison of: proton 
vibrational frequencies; bond distances; UV/visible spectra; 119Sn NMR; and NBO 
analyses. They identified donations from the B-H bonds into an empty p orbital on the 
metal, exactly analogous with our tin bis(triazenide) complex. However, in 3 and 4 
these interactions are much stronger, partly because of the fact that the electron 
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donation is provided by a B-H rather than a C-H bond and also probably because the 
sterics of the system are less restrictive. 3 and 4 are attractive examples of this type of 
bonding not simply because of the strength of the interactions but also because the 
species are significantly smaller than the tin bis(triazenide). This makes data analysis 
much more tractable. 
The crystal structures were used as starting points to optimise the geometries of  3 and 
4 with the same basis sets as had been used for our systems. In this way we hoped to 
obtain more data with which our results could be compared and which could perhaps 
help us to construct a quantitative measure to describe these Sn...H interactions. 
Bond 
3 
(crystal structure) 
3 
(B3LYP/6-31g(d)/cc-PV5Z) 
4 
(crystal 
structure) 
4 
(B3LYP/6-31g(d)/cc-
PV5Z) 
Sn...H
 1 2.31(2) 2.317 2.03(5) 2.141 
Sn...H
 2 2.37(2) 2.328 - - 
B1-H1 1.12(2) 1.240 1.27(5) 1.255 
B2-H2 1.12(2) 1.240 - - 
Table 10, Comparison of Selected Bond Lengths (Å) for 3 and 3 (optimised) and for 4 and 4 
(optimised). 
Our calculated geometries reproduced the short Sn...H distances and the corresponding 
B-H bond lengthening exhibited by the crystal structures and expected for agostic 
interactions.  
Izod et al reported that the NBO analysis of the DFT optimised geometries of 3 and 4 
defined donations from the B-H bonding orbitals into an empty p orbital on tin of 40 
(2x20) and 30 kcal mol-1 respectively. This confirmed the increased strength of the 
interactions compared to the tin bis(triazenide). 
In an effort to test how strong these interactions could get, we constructed a modified 
version of 3 and 4 (5 and 6 respectively). The other hydrogens on the boron were 
replaced by electron donating OMe groups.  
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6 
As expected, the increased electron density on the boron caused stronger donation 
from the B-H bond into the empty p orbital on the metal. This was evidenced by even 
shorter H...Sn distances and increased NBO donations from the remaining B-H bond 
into the empty p orbital on tin (see Table 11). 
Species Average Sn…H Bond length (Å) Average NBO Energy of MH Bond (kcal/mol) 
5 2.272 24.56 
6 2.028 48.98 
Table 11, Sn...H bond lengths and NBO energies in 5 and 6. 
In fact, the NBO donations are extremely strong: they are, in both cases, the strongest 
donations in the molecule. The next largest donations are 13.94 in 5 and 14.85 in 6.  
2.5.5.2 Other Systems Exhibiting Short M...H Distances 
As described previously, a search of the Cambridge Structural Database did reveal 
some other examples of H...X...H motifs where the X...H distances were shorter than 
the sum of the van der Waals radii. Any scheme that aims to quantify and ultimately 
classify a particular interaction must be able to return negative results where 
appropriate. Thus a number of small (for ease of computation and analysis of results) 
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molecules were identified which, we predicted, only exhibited the short X...H 
interactions as a result of steric restrictions - i.e. the short H...X...H distances might not 
contribute to any energetic stabilisation; rather, the molecule might have no 
alternative conformation. These molecules are described below and are included in 
the analysis in the following sections. Each was optimised using the same 
combinations of basis sets as for the tin bis(triazenide) (except LEBCAWH which 
was small enough that a larger basis set could be used). 
LEBCAWH (7) 
The original crystal structure (LEBCAW) was slightly modified to simplify and 
reduce the size of the molecule (LEBCAWH is C3-symmetric). The molecule was of a 
size where a cc-PVTZ basis set on all atoms was feasible. The N...H distances are 
2.376, 2.423 and 2.376Å and 2.377, 2.379 and 2.374Å in the crystal structure and 
optimised geometry respectively. 
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NAYHIE (8) 
The Sn...H distances are 2.687 and 2.670Å and 2.788 and 2.788Å in the crystal 
structure and optimised geometry respectively. 
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HEBXOB (9) 
The Sn...H distances are 2.697 and 2.501Å and 2.589 and 2.577Å in the crystal 
structure and optimised geometry respectively. 
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POJGIE (10) 
The Sn...H distances are 2.637 and 2.649Å and 2.609 and 2.609Å in the crystal 
structure and optimised geometry respectively. 
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A structure suggested by Izod et al as one that does not contain any Sn...H interactions 
is  
(Me3Si)2HC
Sn
(Me3Si)2HC
..
 
11 
This molecule was also optimised using as a starting point the structure RAGZII from 
the Cambridge Structural Database (with some substituents deleted). Izod et al claim 
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that this species does not contain any Sn...H interactions on the basis of the 119Sn NMR 
spectrum (see later). 
Izod et al also point out that the complex: 
Sn
SiMe3Me3Si
Me3Si SiMe3
..
 
12 
probably does not contain any  Sn...H interactions, again on the basis of the 119Sn 
NMR spectrum. 
Izod et al identified a third complex exhibiting a 119Sn NMR spectrum consistent with 
no accumulation of negative charge at tin (i.e. where it is unlikely that there are any 
Sn...H agostic interactions).  
Si
Me2
Sn
Me2
Si
SiMe3
SiMe3
SiMe3
SiMe3
..
 
13 
Some of the structures listed above were used to test the methods of analysis 
presented in the following sections further. Surprisingly, some of the data were 
consistent with certain of the molecules having some kind of Sn...H interactions. 
Where this was the case, those molecules were removed from the test set since in 
subsequent analyses they were not useful for comparative purposes. 
2.5.6 Further Analysis 
At this point in the investigation it was becoming clear that none of the methods used 
to assess the Sn...H interactions was completely satisfactory. One method of analysis 
might produce results which made chemical and intuitive sense for one measurement 
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but could also produce unexplainable sets of data for another parameter. Although this 
produced interesting problems, it was with a view to fully understanding the Sn...H 
interactions in the system that we decided to turn to other methods of analysis. 
2.5.6.1 119Sn NMR 
Izod et al reported that the 119Sn NMR chemical shifts could be diagnostic for the 
presence of Sn...H agostic interactions. They compared the values of 587 and 787ppm 
(relative to Me4Sn) measured for 3 and 4 (respectively) to shifts measured for similar 
complexes where no agostic bonding is present. The shifts for the non-agostically 
bonded species (11, 12 and 13) are all significantly higher than those for 3 and 4. The 
third and fourth species listed in Table 12 show close (although not as close as in our 
tin bis(triazenide)) contacts between two C-H bonds and the tin centre and two 
fluorine atoms and the tin centre respectively. The 119Sn shifts for these species are of 
the order of 3 and 4. Thus Izod et al proposed that the shift was highly dependent on 
the electron density at the metal centre and could be used as further evidence that 
there was significant B-H electron density donation to the metal centre.  
Species 
Experimental 119Sn NMR shift 
(ppm) Reference 
3 587 73
 
4 787 73
 
{2,6-(2,4,6-Me3C6H2)2C6H3}2Sn 635 91
 
{2,4,6-(CF3)3C6H2}2Sn 723 92
 
11 2315 93-95
 
12 2323 96, 97
 
13 2299 97
 
Table 12, 119Sn NMR chemical shifts of some tin complexes. 
Thus we calculated the 119Sn NMR spectra of the tin bis(triazenide) and the species 
{(Me3Si)2HC}2Sn (first optimised with the same method and basis sets), since it was 
the smallest of the tin species to show a 119Sn chemical shift that Izod et al attributed 
to non-bonding Sn/H. Chemical shifts were calculated relative to SnMe4 (optimised at 
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the same level) since this was the reference used in the experiments. 119Sn NMR 
spectra have not been widely calculated with DFT so the functional and basis set 
combination chosen for the NMR calculation was that more usually employed for the 
calculation of 13C NMR spectra*. The mPW1PW91 functional combined with the 6-
31G(d,p) basis set (on all atoms except tin, for which this basis set is not available). 
The same basis set as used in the optimisations (cc-PV5Z-PP) was used for the tin 
atom. The GIAO-method (the default in Gaussian03) was used. 
Species 
Calculated 119Sn NMR shift 
(ppm) (relative to SnMe4) 
3 -22 (gas phase) 
4 -18 (gas phase) 
11 
17 (in toluene) 
17 (gas phase) 
Table 13,  Calculated 119Sn NMR chemical shifts of selected species. 
The calculated spectra do not reflect the experimental spectra. This is likely due to the 
fact that the functional and basis set combination have not been optimised for 119Sn 
NMR. There are currently no functionals/basis sets that have been used extensively 
for this purpose and it is not the focus of this work to identify any. We therefore 
turned our attention to other methods by which the Sn/H interactions in the tin 
bis(triazenide) complex could be described. 
2.5.6.2 Vibrational Frequencies 
In the assessment of weak agostic bonds, C-H vibrational stretching frequencies can 
give an indication of the extent of interaction between a metal and a X-H bond. 
Solans-Montfort et al have used this method successfully in the evaluation of weak 
agostic interactions in metal alkylidene complexes98, 99. The stretching frequency of 
the C-H bond decreases if the bond is involved in an agostic interaction (the more 
electron density that resides in a bond, the more energy is required to deform it). The 
NMR JC–H coupling constants are also altered, being reduced where the C-H bond is 
                                                 
*
 This strategy was first proposed by Bilfulco et al (Magnetic Resonance in Chemistry, 2004, 42, S26) 
but has recently been re-evaluated by Rzepa and Braddock (J. Nat. Prod., 2008, 71, 728). 
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agostic.100-102 (It is the JC–H values that can be directly compared with experiment.) 
The systems for which the technique has previously been used are, however, 
significantly smaller than the one presented here. They contain only a small number 
of C-H bonds. Given the much greater number of C-H bonds in the tin bis(triazenide) 
complex, we were forced to use a slightly different approach. This made use of 
isotopic shifts: the relevant hydrogens were replaced by tritium. (Preliminary 
calculations suggested that if deuterium is used, there is still mixing with other 
vibrational modes. Tritium, however, gives rise to well isolated frequencies with 
almost no coupling to the other modes.) Comparison of the C-H stretching frequencies 
gives an indication of the relative strengths of any agostic interactions.  
The difference in frequency has been calculated by subtracting the vibrational 
frequency of the hydrogen that is ‘bound’ to the tin atom from that of a hydrogen 
directed away from it i.e. one that is definitely not interacting with the metal. 
Therefore a positive difference in frequency should imply agostic-type interactions.  
Species Sn...H distance (Å) Difference in Frequency (cm-1) 
1 2.872 24.3 
2, R1=iPr 2.907 -37.6 
2, R1=HC(CN)2 2.935 16.5 
2, R1=HBMe 2.609 27.3 
3 2.317 262.0 
4 2.141 343.1 
5 2.272 306.9 
6 2.028 567.8 
LEBCAWH (7) 2.377 -5.5 
NAYHIE (8) 2.788 -21.2 
HEBXOB (9) 2.577 16.7 
POJGIE (10) 2.609 35.7 
Table 14, Frequency diffrerences and Sn...H distances for selected species. 
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In the species where a Sn...H interaction has been shown to exist by other methods e.g. 
3 and 4, the magnitude of the frequency difference is large and also varies with the 
interatomic distance. However, this variation does not extend throughout the test 
molecules. (This confirms our earlier assertion that the bond length is not necessarily 
a good descriptor of the Sn...H interaction.) Also, in the species with well defined 
Sn...H interactions, the frequency differences are large (of the order of hundreds of 
wavenumbers) whereas in the more ambiguous cases they range from -37.6 to 35.7 
cm-1. The work of Solans-Montfort et al99 and Poater et al98 describes differences of 
about 200 cm-1 suggesting that either the interactions here are significantly weaker 
than in the metal alkylidenes that they studied or that there is in fact no interaction at 
all. 
The only complexes that show a negative frequency difference (corresponding to no 
agostic interaction) are: 2 (R1=Me); LEBCAWH (7); and NAYHIE (8). These three 
species exhibit Sn...H distances of 2.907, 2.377 and 2.788Å respectively. Thus they 
fall right across the range of distances measured. We had expected that LEBCAWH 
(7), NAYHIE (8), HEBXOB (9) and POJGIE (10) might not contain any Sn...H 
interactions and that the proximity of the two atoms would be driven by sterics alone. 
Thus we had expected that they would all show a negative difference in vibrational 
frequency. As Table 14 shows, this was not the case.  
For 2 (R1=iPr), which, according to the Sn...H distances, has weaker Sn...H bonds than 
the full tin bis(triazenide) (1) but should show some interaction, the negative 
difference in frequencies was again unexpected. Conversely, 2 (R1=HC(CN)2), which 
ought not to show any agostic interactions (since the cyano groups should draw 
electron density away from the C-H bond making it less available for donation to Sn) 
displays a positive frequency difference. This would indicate that the C-H bond has a 
higher electron density where it is ‘bound’ to the tin, suggestive of agostic bonding. 
The tin bis(triazenide) result alone does suggest a very small Sn...H interaction due to 
the small positive difference in C-H stretching frequency between the ‘bound and 
‘unbound’ hydrogens. However, since the results here display no obvious trend it is 
not possible to draw firm conclusions. It is plausible that where the interaction is very 
weak, vibrational frequency analysis is simply not sensitive enough to identify the 
bond. Thus, further analysis was required. 
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2.5.6.3 Atoms in Molecules (AIM) 
An AIM analysis is an analysis of the topology of the electron density. Stationary 
points, where the gradient of the electron density is 0, are classified according to the 
signs of the eigenvalues of the electron density Hessian matrix. At a maximum all 
three matrix eigenvalues are negative and the point is labelled (3,-3). These points are 
termed attractors or nuclear critical points (NCP) and essentially coincide with the 
nuclei. A (3,-1) stationary point occurs where two of the eigenvalues are negative. 
This is a saddle point in the electron density and is termed a bond critical point (BCP). 
Crucially, these points correspond to an accumulation of electron density between the 
two nuclei. The Laplacian of the electron density, ∇ 2ρ, describes where the electron 
density is locally concentrated or depleted. A positive value of ∇ 2ρ indicates 
depletion of charge density and a negative value a concentration of the density. 
The pioneer of the AIM analysis, R.W.F Bader claims that the presence of a BCP 
between two atoms is: 
“necessary and sufficient for the two atoms to be bonded to one another in the usual 
chemical sense of the word”103  
This definition includes weak bonds such as Van der Waals bonds, hydrogen bonds 
and the bonds in molecular crystals.  
However Russo et al104 point out that a bond path does not necessarily imply a bond 
in the conventional sense. It has been noted also that AIM BCPs are found between 
atoms which have been previously described as exhibiting nonbonded repulsive 
interactions (e.g. see Cioslowski105, 106). The satisfaction of the Poincaré-Hopf 
condition imposes constraints on the existence of critical points. For example, a BCP 
is found between two noble gas atoms at any interatomic distance.  
Nevertheless, BCPs can be further classified by the sign of the Laplacian of the 
electron density ( ∇ 2ρ). This secondary classification appears to divide BCPs into 
what chemists more usually think of as attractive bonding interactions and 
nonbonding/repulsive interactions. A negative value of ∇ 2ρ corresponds to 
concentration of charge in the bonding region. Covalent and polar interactions in 
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which electrons are shared between the two attractors fall into this category*. In the 
case of a nonbonding/repulsive BCP, the value of ∇ 2ρ is positive and the electron 
density at the BCP is low103. A positive value of ∇ 2ρ indicates depletion of charge 
away from the interatomic surface and occurs for ionic, closed shell, van der Waals 
and hydrogen bonding interactions.  
It is important to note that the AIM theory cannot describe a 3-centre-2-electron bond 
because by construction a BCP links only two attractors. Nevertheless, the presence of 
a BCP does indicate that the atoms in question share an interatomic surface and are in 
contact. Conversely, if no BCP is found, there is no contact (repulsive or attractive) 
between the two atoms and there is therefore no interaction. Where a BCP does exist, 
evaluation of the values of the electron density and its Laplacian may clarify the type 
of interaction.  
Both the characterisation of agostic and hydrogen bonds using the AIM theory have 
been addressed previously. A limited investigation into the characterisation of agostic 
bonds was carried out by Popelier et al107 in which they listed five AIM criteria that 
characterise an agostic bond. These are reproduced in Table 15. They note that with 
the exception of point 1, these criteria are in violation of the required AIM parameters 
recorded for hydrogen bonds (see column 2 in Table 15).  
                                                 
*
 This is usually, but not always the case. E.g. the bond in F2 exhibits a positive value of ∇ 2ρ (Cremer 
and Kraka, Angew. Chem. - Int. Edit. Engl., 1984, 23, 627).  
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 AIM parameters characterising agostic bonds AIM parameters characterising hydrogen bonds 
1 
Topological pattern indicating the presence of a 
bond: a BCP, IAS (Interatomic Surface) and BP 
(Bond Path) for H...M 
Topological pattern indicating the presence of a 
bond: a BCP, IAS (Interatomic Surface) and BP 
(Bond Path) for H...M 
2 
The electron density at the bond critical point: 0.04-
0.05 a.u. 
The electron density at the bond critical point: 
0.002-0.035 a.u.108  
3 
The Laplacian of the charge density at the bond 
critical point: range 0.15-0.25 a.u. 
The Laplacian of the charge density at the bond 
critical point: range 0.024-0.139 a.u.108 
4 
Increased electron population (slightly negative net 
charge)  
5 Energetic stabilisation (lower energy than normal) Energetic destabilisation (higher energy than 
normal)108 
6 Increase of dipolar polarisation Decrease of dipolar polarisation108 
7 Slight increase in atomic volume Often exhibits a decrease in volume108 
Table 15, Summary of features of an agostic bond and an agostic hydrogen atom (reproduced 
from reference 107) 
Conversely, Mosquera et al109 performed a study on intramolecular hydrogen bonds 
and found BCP densities between 0.0008 and 0.0052 a.u. These are rather lower than 
those discussed by Popelier et al and even overlap with the criteria for agostic 
interactions that that group define. Thus it appears that even within the AIM analysis, 
there remains no completely definitive criteria on which to classify agostic bonds. 
Nonetheless we thought it instructive to compare the results obtained here with the 
‘rules’ laid out by Popelier et al. 
BCPs between the tin and hydrogen atoms were located in all species except the full 
tin bis(triazenide). The density and the Laplacian of the density at these BCPs are 
recorded in Table 16.  
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Species 
Electron Density (ρ) at Sn…H AIM Bond 
Critical Point (a.u.) 
-4 * Laplacian of Electron 
Density ( ∇ 2ρ) at Sn…H AIM 
Bond Critical Point (a.u.)* 
1 No Sn…H BCP No Sn…H BCP 
2, R1= iPr 0.0070 0.0170 
2, R1=HC(NH2)2 0.0122 0.0318 
2, R1=HBMe 0.0157 0.0352 
Model A 
(M=Sn, Z=H, X=C) 
0.0082 0.0245 
Model A 
(M=Sn, Z=H, X=B) 
0.0495 0.1352 
3 0.0258 0.0555 
4 0.0345 0.0807 
5 0.0295 0.0597 
6 0.0457 0.0979 
LEBCAWH (7) 0.0154 0.0630 
NAYHIE (8) 0.0110 0.0287 
{(Me3Si)2HC}2Sn (11) No Sn…H BCP No Sn…H BCP 
Table 16, Electron density values at Sn...H AIM bond critical points for selected species. 
The Izod group’s molecules 3 and 4 display the largest electron densities at the bond 
critical points (BCPs). This is as expected since the bonds in those complexes are well 
defined with very short Sn...H distances. Unsurprisingly, the values of 0.0345 and 
0.0258 a.u. are significantly smaller than those expected for conventional Sn...H 
bonds. For example, the value of ρ at the BCP between the tin and hydrogen atoms 
within the SnH2 moiety of model A (Z=H, X=C) is two to three times greater at 
                                                 
*
 The values of ∇ 2ρ produced by the AIM2000 program are multiplied by -0.25 (for conceptual 
reasons). Thus here they have been converted so as to be compatible with Popelier et al’s analysis. 
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0.0789 a.u.. This is approximately eleven times larger than the density at the relevant 
BCP in the reduced bulk tin bis(triazenide) complex.  
Some representative AIM results are shown in Figure 27. BCPs are shown in red. 
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Figure 27, AIM analyses showing BCPs in (a) model A; (b) 4; and (c) the reduced bulk tin 
bis(triazenide). 
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The densities at the BCPs in the calculated molecules range from 0.0070 to 0.0457 
a.u.. Thus only the strongest measured here (6) is actually within the range suggested 
by Popelier et al to denote agostic bonds107 (0.04-0.05 a.u.). In fact they almost all fall 
into the range that Popelier and Koch108 class as typical of hydrogen bonds (0.002-
0.035 a.u.). 
In all cases the Laplacian of the density is positive. This fulfils Popelier et al’s AIM 
criteria for ∇ 2ρ for agostic bonds, indicating a depletion of charge in the bonding 
region. However, the values range from 0.017 to 0.0979 and are therefore 
significantly lower than those obtained by Popelier et al for agostic interactions. 
Again, they (almost all) fall within the range for hydrogen bonds (0.024-0.139 a.u.). 
Nevertheless, the ‘evidence’ presented in this work strongly suggests that the 
interactions in the tin bis(triazenide) are much more likely agostic interactions than 
hydrogen bonds. That the values of ρ at the BCPs are lower than expected for strong, 
conventional agostic interactions simply serves to show that these interactions are 
weaker than any previously examined. The observation that the Laplacian of the 
density displays the expected sign serves to support the theory that the interactions are 
of the same general type as those described by Popelier et al. 
Nevertheless, as has been stated previously, a BCP does indicate the meeting of two 
interatomic surfaces. Thus it could be argued that an interaction (albeit a very weak 
one) is present in all species listed here except 11 and the full tin bis(triazenide). This 
hypothesis is supported by the observation that the structures of and the bonding 
interactions in 3 and 4 are very similar to those in 6 (which, even by Popelier et al’s 
criteria displays an agostic interaction). Moreover, the only one of these species for 
which any experimental evidence has so far been presented suggesting that there are 
no Sn...H interactions is 11 (see section 2.5.5.2). This species exhibits no AIM BCP, 
thus supporting the experimental evidence. This reasoning suggests that all species in 
Table 16 contain Sn...H interactions except 11 and our tin bis(triazenide). 
Contrary to the suggestion of the vibrational frequency data (section 2.5.6.2), the three 
species 2 (R1= iPr); LEBCAWH (7); and NAYHIE (8) all exhibit Sn...H BCPs. In 
terms of the AIM analysis (and Popelier et al’s definition of agostic bonds), the full 
tin bis(triazenide) complex does not contain any kind of Sn...H interaction. This is also 
in contrast to the vibrational frequency data. Thus the eveidence is still not conclusive, 
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although, as has been noted previously, it is not known if the vibrational frequency 
data is sensitive enough to identify these interactions. 
2.5.6.4 The Electron Localisation Function (ELF) 
The ELF provides information relating to localised electron pairs and therefore gives 
a direct insight into chemical bonding. The ELF is formulated to take values between 
0 and 1. The greater the likelihood of finding pairs of electrons of opposite spin, the 
closer the ELF is to 1. Electronic populations of basins can be calculated by 
integrating the electron density over the ELF basins. (The theory of ELF has been 
discussed in more depth in chapter 1.)  
Thus an ELF analysis should provide a quantitative measure of the bonding in the tin 
bis(triazenide) complex. Unfortunately the majority of the molecules described here 
are larger than can be handled by the programs written to calculate the ELF 
populations. The two programs considered were TopMod54 and Dgrid55. Gaussian03 
.fchk files are used as input for Dgrid. TopMod uses a .wfn file as input: this file is 
created using the usual optimisation output and contains the molecular orbital 
wavefunction in a suitable format. That the creation of this file is possible as a 
separate step in the procedure is important (see later). 
The analysis is performed in a number of steps: the ELF basins are calculated first and 
the populations of those basins are calculated in a subsequent separate step. The 
population analysis is the most time-consuming calculation. Thus, only the basins for 
some of the molecules could be found. The presence or absence of a Sn...H ELF basin 
can at least be used as complementary evidence for the existence of Sn...H 
interactions. The results are presented in Table 17. 
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Species ELF result ELF Population (e-) 
2, R1= iPr No Sn…H basin* Too large  
Model A 
(M=Sn, Z=H, X=C) 
No Sn…H basin - 
Model A 
(M=Sn, Z=H, X=B) 
V(H,Sn,B) trisynaptic basin 1.83 
2, R1=HC(NH2)2  No Sn…H basin*  - 
7 No N…H basin - 
3 Two V(H,Sn,B) trisynaptic basins  Too large 
4 V(H,Sn,B) trisynaptic basin 1.87 
6 V(H,Sn,B) trisynaptic basin Too large 
{(Me3Si)2HC}2Sn (11) No Sn…H basin*  - 
Table 17, results of ELF analyses on selected molecules 
Some of the smaller systems do show well defined basins with populations just under 
2 electrons. Figure 28 shows the ELF basins in model A (M=Sn, Z=H, X=B). In these 
cases the analysis works well and is in line with the theories and other evidence 
presented elsewhere in this work. Ideally, the populations of basins could be 
compared to quantify the strength of the bonds. 
                                                 
*
 The TopMod ELF output identified a very large number of basins, many of which were labelled with 
odd or unexpected synapticities. Moreover the labelling of basins was not symmetric. It is difficult to 
tell how much weight should be placed on this result in the absence of further investigation.  
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Figure 28, ELF basins for Model A: H2Sn...HBH3. The trisynaptic V(Sn,H,C) valence basin is 
clearly visible. 
For most of the molecules under consideration here, the ELF results are rather 
unsatisfactory. For the larger systems, the analysis is more complex: many basins 
were located and the labelling was neither chemically intuitive nor symmetric across 
symmetric systems. Even in structures where the trisynaptic basins were clearly 
defined and correctly labelled, some anomalous basins/labels were present. Shown 
below is the location of the ELF basins in 3. The trisynaptic Sn...H -B valence basins 
are labelled as well as the unexpected basins (1-4). 
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Figure 29, the structure of 3 and the positions of ELF basins (shown as points). The trisynaptic 
V(B,H,Sn) valence basins are clearly visible. Labels 1-4 indicate anomalies in the ELF analysis.  
Tin core basins are shown in dark grey; silicon core basins in mid grey; carbon core basins in 
light grey; phosphorous core basins in orange; boron core basins in pink; and hydrogens in 
white. Disynaptic valence basins are shown in purple and trisynaptic in yellow. 
Basin 1 is labelled as a core H ELF basin* although it would be more intuitively 
labelled as a valence B-H basin. Basin 2 is supposedly a disynaptic basin between 
boron and phosphorous. Basin 3 is labelled as a trisynaptic C-H-C basin but would be 
more intuitively labelled as a C-H valence basin. Basin 4 appears as a trisynaptic B-C-
C basin.  
A possible reason for these discrepancies (and the more numerous and serious 
discrepancies in the larger species) are that the mesh used was too coarse. A 0.2 mesh 
was used, which is the coarsest recommended grid. It was prohibitively expensive to 
use a finer grid on the larger systems.  
                                                 
*
 This type of basin is not even defined within the ELF framework. 
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It is also possible that the the use of a pseudo-potential on the tin atom may be causing 
some of the strange behaviour. Gaussian03 cannot write .wfn files which include a 
pseudo-potential. Thus the .wfn files were produced using an all-electron basis set on 
tin (on the optimised geometries using the cc-PVDZ-PP basis). However, if these are 
the reasons for the unexpected results, it is not clear why the smaller systems (which 
were treated in the same way) produced sensible output.  
The symmetry option in TopMod was not used in any of the calculations. This option 
does not appear to be compulsory but might be necessary on larger systems.  
The TopMod documentation available is limited. Further analysis/investigation into 
some of the strange results would necessitate contact with the authors. 
In an effort to try to obtain the ELF for some of the larger systems we tested an 
approach in which the size of the molecules was reduced but the electronic properties 
of the original system were preserved. All parts of the molecules that were probably 
not taking any part in the Sn...H interactions were deleted from the original optimised 
geometry. The resulting structures were not re-optimised (as re-optimisation would 
cause complete deformation of the geometry and of any Sn...H interactions). However, 
the .wfn input file (as described earlier) was recalculated using the smaller molecule, 
thus reducing the size of the ELF calculation. ELF analysis was performed on this 
reduced species. This approach did not produce sensible output. This is confirmed by 
comparison of the full ELF result for 3 and the reduced form of 3 (14). 
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Figure 30, positions of ELF basins in 14. Tin core basins are shown in dark grey; silicon core 
basins in mid grey; carbon core basins in light grey; phosphorous core basins in orange; boron 
core basins in pink; and hydrogens in white. Disynaptic valence basins are shown in purple and 
trisynaptic in yellow. Shown in red is a basin labelled as asynaptic. 
Comparison of the ELF analysis of 3 and 14 reveals significant differences. This is 
perhaps not surprising since in 14 many atoms to which certain basins are attributed in 
3 have been deleted. However the electron density in these areas has not been 
removed. Thus the correct labelling of basins and their synapticities becomes 
impossible. Nevertheless, the two trisynaptic Sn...H -B basins in 3 remain in 14. They 
are now labelled simply as H valence basins, implying that the electron density in 
them is associated only with the hydrogen and boron atoms, and no longer with the tin 
atom. The populations of these V(B,H) basins are slightly higher than for the adjacent 
B-H bonding basins (0.67 electrons and 0.55 electrons respectively). Their volumes 
are also slightly smaller. However, it is not obvious how these observations should be 
interpreted. 
Since the reduced and full systems produced such different results we decided not to 
pursue this strategy further. It is not known how meaningful the results from the 
reduced systems might be. Thus we were not able to gather conclusive ELF results 
from most of the molecules investigated in this work. However, familiarisation with 
the ELF analysis has persuaded us that it should be an important tool for studying 
interactions such as those presented here. 
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2.5.7 The Effect of DFT Functional 
The work of McGrady et al110 has shown that the B3LYP functional is not actually the 
best functional for the description of this type of bond. They suggest instead the use of 
a functional that obeys the uniform electron gas limit, e.g. the PBE1PBE111 functional. 
Of course, at the outset of this project it was not known that the observed interactions 
were agostic. The B3LYP functional was adopted as a good, all-purpose functional 
for describing metal systems. This work shows that the interactions under 
investigation are agostic. We therefore re-optimised selected species to evaluate how 
the PBE1PBE functional described these Sn...H interactions. The Sn...H distances in 
the re-optimised structures are shown in Table 18 along with the values obtained for 
the B3LYP optimised geometries. Also shown for comparison are the same Sn...H 
distances calculated with the newly developed M05 functional. 41 
Species 
Sn...H distance (Å) 
B3LYP 
Sn...H distance (Å) 
M05 
Sn...H distance (Å) 
PBE1PBE 
Difference in Sn...H 
distance (B3LYP-
PBE1PBE) 
1 2.83 2.84* 2.82 0.01 
2, R1= iPr 2.91 2.94 2.87 0.04 
2, R1=HC(NH2)2 2.66 -† 2.60 0.06 
2, R1=HBMe 2.61 2.67 2.51 0.10 
3 2.33 2.36 2.28 0.04/0.10 
{(SiMe3)2HC}2Sn (11) 3.12 3.13 3.08 0.04 
Table 18, the effect of density functional on the Sn...H distances in selected species. 
Indeed, the Sn...H distances in the PBE1PBE optimised geometries are shorter than for 
either B3LYP or the M05 functional. Moreover this difference is greater for the 
                                                 
*
 It was not possible to complete the calculation of vibrational frequencies in this case. Nevertheless it 
is extremely likely that the optimisation resulted in a true minimum on the potential energy surface 
given that the starting geometry was probably very close to the minimum (it was the minimum with 
B3LYP). 
†
 Optimisation with RM05 resulted in deformation of the structure. The NH2 groups rotated until they 
were donating their lone pairs of electrons into the empty Sn orbital. This type of deformation had been 
experienced in other systems (see section 2.5.3). 
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systems which would be expected to have stronger Sn...H interactions. Thus we can 
conclude that where the B3LYP optimised geometries exhibit Sn...H interactions, 
these interactions are probably, in reality, slightly stronger.  
The M05 functional in fact predicts rather longer Sn...H distances even than B3LYP. 
We propose that the M05 is probably not a sensible choice of functional for 
evaluating agostic interactions.  
2.6 Conclusions 
The results presented here have so far shown not only that inverse bifurcation between 
tin and hydrogen is possible but that it takes the form of a three-centre, two electron 
bond. The X-H σ bond donates electron density into an empty p* orbital on the metal 
in an agostic bond. This type of interaction involving tin has, up until now, been 
observed only once (73, see previously). In the tin bis(triazenide) (Figure 7) a complex 
combination of effects serves to significantly weaken the interactions. These include 
electron donation by the nitrogen ligand and geometry constraints imposed by the 
large DIPP groups. 
The particular Sn...H -C interaction observed here may in fact only occur in the few 
molecules in which particular geometry constraints are imposed. The interactions are 
so weak that they will not usually impart significant stabilisation to the molecule.  
Four methods of analysis have been employed to qualify the observed interactions: 
119Sn NMR; vibrational frequencies; AIM; and ELF. 
We show that although Izod has identified that 119Sn NMR is a useful experimental 
tool for detecting these interactions, current methods of calculating 119Sn NMR 
spectra are not yet accurate enough for this purpose. 
The differences in vibrational frequencies for the “bound” hydrogens compared with 
those of equivalent “unbound” hydrogens in the molecule predicts that most of the 
molecules calculated do exhibit some weak Sn...H agostic interactions. However it 
must be noted that in most of the cases where the interaction has not yet been proven, 
the differences in frequencies are extremely small. It is possible that this method of 
analysis is not sensitive enough to identify these interactions. 
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The ELF has been investigated as a tool for quantifying weak Sn...H interactions. The 
size of the systems in this work prevents its use for most of the species in this work. 
Nevertheless, we suggest that in smaller systems, ELF results will be of fundamental 
importance in quantifying this type of bond through calculation of the populations of 
ELF basins. 
Results of AIM analyses are in line with chemical intuition, despite not falling within 
the limits set out in the literature defining agostic bonds. An increase in electron 
density in the bonding region proves that the interactions identified by the BCPs are 
of the same type as those described in the literature. It is possible that the interactions 
described here are simply much weaker than any previously reported. We suggest that 
this is indeed the case and that although the tin bis(triazenide) under investigation here 
does not exhibit any Sn...H interactions, we have identified a number of other systems 
that do. 
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3. A Magnesium Bis(imino)pyridine Complex: Unusual 
Reactions of a Non-Innocent Ligand 
3.1 Introduction 
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N NMg
Ar ArR2 R1
 
15, R=alkyl group, Ar=aryl group 
That the iron and cobalt complexes of the bis(imino)pyridine ligand (15) are 
extremely active polymerisation catalysts was discovered by Gibson and Brookhardt 
in the late nineties. Since these first reports, much effort has been invested in trying to 
describe and understand this non-innocent ligand and its behaviour/role in catalytic 
reactions. Not only can its metal complexes catalyse a wide variety of processes 
including polymerisation and hydrogenation, but the ligand itself undergoes some 
unusual transformations. Many researchers have identified products resulting from 
alkyl addition/migration to all positions of the ligand (see 112 for a recent review). 
Work by the Gibson group aimed to investigate the bis(imino)pyridine ligand with a 
view to understanding better its capacity for stabilising metal centres of low oxidation 
state. Their particular interest was in an iron bis(imino)pyridine which was found to 
be a highly active ethene polymerisation catalyst.113 They found that, depending on 
the metal used and the aryl substituents, the ligand itself could undergo a number of 
transformations. Of surprise to both them and the group led by Gambarrotta114 was 
that the reaction of MeLi and the bis(imino)pyridine ligand produced a product 
alkylated at nitrogen.113 Subsequent work aimed to explore further this 
(unprecedented) nonelectrophilic alkylation at a pyridine nitrogen (shown in Figure 
31).  
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Figure 31, Alkyl transfer from the magnesium centre to the pyridine nitrogen of the ligand. 
The transformation occurred for a variety of different R and Ar substituents. When 
R=ethyl (Et) or isopropyl (iPr), migration of R to the pyridine nitrogen was observed 
but when Ar was very bulky, further rearrangement occurred to give the product 
alkylated at C2. An interesting feature of the reaction was the propensity of the 
diisopropyl/ethyl substituted species (Ar=2,6-diisopropylphenyl (DIPP), R=Et) to 
perform the N to C2 migration in contrast to the R=Me species in which Me remained 
at the N-alkylated position. 
Detection by Electron Paramagnetic Resonance (EPR) spectroscopy of a 
paramagnetic species suggested the presence of (unquantified amounts of) a radical 
intermediate. On the basis of this (and of other transformations involving nitrogen 
heterocycles as ligands), Blackmore et al115 proposed a single electron transfer (SET) 
mechanism involving formation of a triplet biradical intermediate (17). (A SET 
process has been suggested to explain the mechanism of alkyl addition to α-diimine 
and Pyca (2-pyridinecarboxaldimine) systems.116-119 120, 121 
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A review by Knijnenburg et al112 suggests a number of other possible mechanisms for 
alkyl transfer from the metal to the bis(imino)pyridine ligand in an aluminium system. 
Alkyl transfer from metal to nitrogen or other ring positions is discounted as unlikely 
due to steric constraints. They also argue against stepwise migration around the ligand 
backbone. The remaining possibilities, then, are free radical transfer reactions and 
mechanisms in which the MRx species is not yet κ3-coordinated to the ligand 
(presumably to avoid steric crowding).*  
3.2 Aims 
This project aims to investigate the mechanism(s) of the alkylation reactions occurring 
in the magnesium bis(imino)pyridine species: why and how is the N-alkylated product 
formed; why when Ar=DIPP, does migration from N to C2 occur when R=Et, but not 
when R=Me? 
Secondly, the experiments detailed here aim to confirm the identity of the 
paramagnetic intermediate observed by EPR. 
Questions arising from the results of the above calculations are also addressed. 
Products resulting from further migration round the ligand system are evaluated and 
mechanisms for their formation explored. 
3.3 Computational Approach for Investigation of Alkyl 
Transfer Mechanisms 
A transition state is defined as a first-order saddle point on the potential energy 
surface. It is the highest energy point along a reaction pathway. The energy difference 
between a transition state and the reactant is thus a crucial factor in predicting how 
likely a particular reaction is to occur. 
DFT was used to calculate the relative stabilities of possible reactants and products as 
well as the relevant transition states. Both diamagnetic and paramagnetic pathways 
have been considered. Single molecules having two unpaired electrons will hereafter 
                                                 
*
 Curiously, in their previous work on the bis(imino)pyridine aluminium system the group suggested a 
mechanism involving an ion pair. They proposed that the alkyl group was transferred from an 
[AlEt3Cl]- counter-anion to the cationic metal bis(imino)pyridine. In our case the counter-ion 
mechanism is of course impossible as there is no chlorine present. 
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be referred to as “triplets” in contrast to pairs of molecules each having one unpaired 
electron (which will be described as “separated doublets”). 
As discussed previously (see chapter I), the density functional chosen was B3LYP6-9. 
Comparison of the B3LYP results were made with a newer, less extensively tested 
functional, M05 (see section 3.4.4.3) and found to be similar.  
The ligand was considered to be equally important as the metal centre in this study 
and so the basis set chosen for the entire system was 6-31g(d)  (see chapter I). This 
was deemed to provide sufficient accuracy while preventing calculation times 
escalating. Comparison was made with the more recently developed cc-pVDZ basis 
set15, 122, 123 and again, results did not differ significantly. 
The calculations on the initial migration of the alkyl group from magnesium to 
nitrogen showed that the reactant had a dipole moment close to 8D. As the migration 
proceeded to transition state and then N-alkylated product, the dipole moment 
decreased to ~5D and ~4D respectively. This suggested that the polarity of the solvent 
might have an important effect on the reaction. Indeed, even a relatively non-polar 
solvent such as toluene can significantly alter the potential energy surface when the 
species in question have dipole moments as large as 8D. Consequently most 
calculations in this project have been corrected for solvent effects using a continuum 
solvent model. The model used was the CPCM polarisable conductor calculation 
model43. This is an implementation of COSMO44 in the PCM45 framework. This 
model, like other continuum solvation methods, evaluates the molecular free energy in 
solution by calculating the electrostatic interactions between the molecule and a 
solvent. Preliminary calculations demonstrated that re-optimising structures with a 
solvent correction was costly and resulted in very little change in geometry. A 
comparison of the result of a solvent-corrected single point energy calculation on the 
gas-phase optimised structure with that of the fully re-optimised structure in test cases 
persuaded us that re-optimisation was not necessary. However, since the structures 
were not re-optimised in toluene, the vibrational frequencies (and thus the total free 
energy) of each species could not be re-evaluated*. Most of the processes considered 
                                                 
*
 Vibrational frequencies should only be calculated at minimum on the potential energy surface. The 
structures calculated in toluene will be close to but not actually at the true minimum. 
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here are unimolecular reactions. Thus contributions of entropy to the free energy are 
not significant. However, in cases where the reaction involves the addition of two 
molecules to a single molecule (see later), the entropy contribution is no longer 
negligible. Therefore an “entropy correction” has been added to account for this. A 
previous study by Rzepa124, 125 comparing reactions in which one molecule is 
converted into two calculated that the entropy change for that process was 
approximately +12 kcal mol-1. Test calculations (calculation of entropy changes in the 
gas phase for certain of the reactions in which two molecules become one) in this case 
indicated that this was probably a conservative estimate.  
3.4 Results and Discussion 
3.4.1 Analysis of the Starting Materials: the Effect of R 
3.4.1.1 Singlet Species 
On optimising the structures of the di-alkyl magnesium starting materials (15, R=Me, 
R=Et), striking differences in their geometries became apparent. 
Importantly, and in all cases, the R1 group is orientated upwards, the Mg- R1 bond 
being perpendicular to the plane of the ligand. The R2 group however, is positioned so 
that the Mg- R2 bond is approximately in the plane of the ligand. Thus the R2 
substituent is situated between the benzyl rings of the aryl groups. However the 
orientation of the aryl groups is altered significantly as R is varied. 
N1
C2
C3p
C4
C3i
N NMg
DIPP C(a)R2 R1
C(b)
iPr
Pri
 
Figure 32, Dihedral angle C3i-N-C(a)-C(b). 
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In the methyl species (shown in Figure 33), the DIPP groups are orientated at 84.2° 
from the plane of the ligand (dihedral angle C3i-N-C(a)-C(b) (as shown in Figure 32)).  
 
Figure 33, A magnesium dimethyl bis(imino)pyridine. The Ar groups are angled symmetrically 
with respect to the plane of the ligand. Hydrogen atoms not shown for clarity. 
In the ethyl species (Figure 34), one is at 92.9° (left hand side) and the other at 107.3° 
(right hand side).  
 
Figure 34, A magnesium diethyl bis(imino)pyridine. The Ar groups are angled unsymmetrically 
with respect to the plane of the ligand. Hydrogen atoms not shown for clarity. 
The angle of 107.3° may occur for a number of reasons. The upper (in the above 
picture) ethyl group points towards this aryl substituent, so the extra twist may be in 
order to reduce steric hindrance between Et and the upper isopropyl group on the right 
hand side (as shown). 
The theoretical structure of the complex in which R=benzyl (Bz) and R= iPr were also 
calculated to evaluate this theory. However, in these systems, this twist (which ought, 
by the above reasoning, to have increased) actually decreases, with this group now 
angled at 87.3° (R=Bz) and 98.5° (R= iPr) to the plane of the ligand. This might be 
because R2 is now also larger, and further twisting would cause the upper isopropyl 
group on the ligand to come too close to the R1 substituent. 
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Figure 35, A magnesium dibenzyl bis(imino)pyridine. The Ar groups are angled symmetrically 
with respect to the plane of the ligand. Hydrogen atoms not shown for clarity. 
 
Figure 36, A magnesium di-isopropyl bis(imino)pyridine. Hydrogen atoms not shown for clarity. 
An AIM (Atoms-in-Molecules) analysis (see chapter I) was performed on the ethyl-, 
methyl- and benzyl-substituted molecules. This identified many weak interactions 
between the R groups and the aryl substituents. Although each of these is very small 
(ρ=ca. 0.005), it seems that they may add up to a small but significant value, 
conferring extra stabilisation to the structure. It could be supposed that the twist of the 
aryl rings maximises these interactions. 
It is clear from the above observations that the R substituents have an important effect 
on the geometry of the complexes. Gibson et al noted that significant changes to the 
ligand backbone had a severe effect on catalyst productivity.115 In contrast to the 
majority of the DFT calculations performed by Knijnenburg et al126 on the analogous 
aluminium system, all the calculations presented here include the aryl group in full. 
We believe, given the above observations, that it has non-negligible effects. 
3.4.1.2 Triplet Species 
The bis(imino)pyridine ligand can accept (up to three) electrons from a coordinated 
metal with ease (see reference 112 and references therein). Consequently we decided 
that it was worthwhile also investigating the triplet biradical form of the complex. 
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There are dramatic differences between the singlet ground state geometries and the 
triplet biradical geometries. The Mg- R2 bond increases in length as R is varied (see 
Table 19). In fact, in all species except R=Me, the R2 group is essentially dissociated.  
Starting Material 
Variation in Mg- R2 Bond Length with R (Å) 
R Singlet Triplet 
Me 2.19 2.29 
Et 2.27 4.40 
iPr 2.29 4.83 
Bz 2.27 4.74  
Table 19, Variation in Mg- R2 bond length in 15 as R2 is varied. 
Further confirmation of this comes from inspection of the geometries of the 
complexes: the CH2 portion of the R2 substituent is almost completely planar 
(suggesting sp2-like hybridisation). This can be seen in Figure 37 and Figure 38.  Also 
shown are the two singly occupied molecular orbitals of the ethylated species: one 
electron is in an orbital located entirely on the Et portion of the molecule (Figure 37) 
and the other is located on the ligand (Figure 38). 
MgN N
Et
C
DIPP DIPP
CH3H H
    
Figure 37, Singly occupied molecular orbital, located on the ethyl group, in triplet magnesium 
bis(imino)pyridine (R=Et). 
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Figure 38, Two views of the singly occupied molecular orbital, located on the ligand, in triplet 
magnesium bis(imino)pyridine (R=Et). 
This is a reflection of the greater stability of the ethyl, isopropyl and benzyl radicals 
over methyl. The instability of the triplet biradical is partially compensated for when 
R is a more stable radical: the Mg- R2 bond becomes much longer and the molecule is 
intermediate between the bound species and the separated doublet pair. Therefore the 
singlet-triplet energy gap is reduced as R is varied from Me to Et to iPr. Relative 
stabilities of the singlet and triplet molecules in the gas phase are shown in Figure 39. 
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Relative Stabilities of Separated Radical Pairs and Triplet Biradicals as R is 
Varied
Gas Phase, relative to Starting Material
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Figure 39, Relative stabilities of separated radical pairs and triplet biradicals as R is varied. Gas 
phase. 
Also shown in Figure 39 are the relative stabilities of the RMg[bis(imino)pyridine] 
radical with a dissociated R radical. In the same way as for the triplets, the stabilities 
of the separated radical pairs vary with the stability of R·. The free energies of the 
separated doublet species (1.4 kcal mol-1 higher than the starting material for R=Me, 
9.3 kcal mol-1 lower than the starting material for R=Et, 16.4 kcal mol-1 lower than the 
starting material for R=iPr and 9.1 kcal mol-1 lower than the starting material for 
R=Bz (all in the gas phase)) are such that their formation certainly seems possible.  
When the system is solvated in toluene, these trends persist (see Figure 40). The 
separated radical pairs* are more stable than the equivalent triplet biradicals (which 
are all less stable than the singlet starting materials). 
                                                 
*
 The sum of the free energies for the two radicals has been further corrected by -12 kcal mol-1. As 
previously described, this is an estimate for the free energy gained due to the increase in entropy going 
from one molecule to two. 
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Relative Stabilities of Separated Radical Pairs and Triplet Biradicals as R is 
Varied
In Toluene, relative to Starting Material
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Figure 40, Relative stabilities of separated radical pairs and triplet biradicals as R is varied. In 
toluene. 
As would be expected, the more stable R· moieties lead to more stable separated pairs 
of radicals.  
For the experimentally examined species (R=Me, R=Et) the lowest energy species is 
the singlet molecule (as Figure 40 suggests). This strongly suggests that even if some 
(separated or caged) radicals are formed, the predominant species in toluene solution 
is the singlet. 
If complete dissociation of R1 to give two separated biradicals was the main 
mechanism of rearrangement, R-R species resulting from coupling of the R radicals 
ought to have been detected. Coupling products R-R, although formed in the reactions 
of related species116-119, 127 are not observed for reactions of 15.115 It therefore seems 
unlikely that significant quantities of the dissociated, doublet species are formed in 
this case. Moreover, as will be shown later, the experimentally detected product is not 
the most thermally stable molecule. If a separated biradical mechanism was in 
operation, some of the most thermodynamically favoured products (see section 3.4.3) 
ought to have been formed. Only the C2-alkylated product was detected 
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experimentally. Accordingly, it seems unlikely that the separated radical pairs play a 
significant role in the reactions under consideration here. 
It is not possible using the computational methods described here to calculate the 
barriers to singlet-doublet or singlet-triplet conversion. One must assume though, that 
the barriers to formation of the separated radical pairs are large given the evidence 
above. For these reasons, the separated radical pairs are not discussed in detail 
hereafter. 
3.4.2 Migration of R from Mg to N: a simple 1,2-shift 
The simplest possible mechanism for formation of the N-alkylated product is a 1,2-
shift. The results presented here suggest that an ethyl or methyl could easily migrate 
from the magnesium to the pyridine nitrogen on the singlet pathway. The analogous 
transformation on a triplet pathway is shown to be higher in energy and therefore less 
likely to occur. Thus the triplet species observed experimentally is unlikely to be a 
paramagnetic transition state. In fact, we show here that it is more likely to be excited 
starting material. 
3.4.2.1 Singlet Pathway 
The N-alkylated singlet products for R=Et and Me are significantly more stable than 
the di-alkyl magnesium starting materials despite the loss of aromaticity that 
accompanies this transformation. Figure 41 and Figure 42 show the free energies of 
the N-alkylated products relative to the starting material for R=Me, R=Et, R=iPr and 
R=Bz. Also shown are the relative free energy barrier heights for this transformation. 
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Mg-N Migration via a 1,2-shift as R is Varied
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Figure 41, Mg-N migration via a 1,2-shift as R is varied. Gas phase. (No transition state could be 
located for R=iPr.) 
When R is an alkyl group, the N-alkylated product is lower in free energy than the 
starting material. Thus the N-alkylated products where R=Me, Et or iPr are 
thermodynamically favourable. 
When Ar is very bulky, the molecule undergoes further rearrangement to the C2-
alkylated product. This observation could be attributed to destabilisation of the 
starting material as the size of Ar increases: the steric congestion should be 
comparatively less in the corresponding N-alkylated product. This is supported by the 
calculated relative stabilities of the alkyl-substituted N-products (which are 
increasingly more stable than the starting species as the size of R increases). 
However, in the case where R= Bz, the starting complex is lower in free energy by 
1.7kcal mol-1. The Bz substituent could be considered to be at least as bulky as an iPr 
group. Thus, following the above reasoning, one might expect the benzyl N-
substituted system to be at least as low in free energy relative to its starting material as 
the iPr-substituted system. For the benzyl substituted system it may be that specific 
stabilising interactions in the starting material (such as pi-HC(CH3)2 close contacts) 
are lost in the N-product. Thus, rather than the benzyl substituted N product being less 
stable than the corresponding N-alkylated species, it is that the benzyl substituted 
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starting material is much more stable than the corresponding Me, Et or iPr substituted 
starting materials. The driving force for reaction (or lack of it) is controlled now by 
electronic effects rather than simple sterics. If the reaction was carried out with R=Bz, 
calculation predicts that the N-alkylation might not occur at all.  
The gas-phase calculated barrier heights for formation of the N-products for R=Me, Et 
and Bz are all below 15 kcal mol-1 (see Figure 41). This indicates that the 
transformation could easily occur at room temperature (as found experimentally). 
Adding a solvent correction to the system modifies the barrier heights for R=Me and 
R=Bz. When R=Me, the barrier is raised from 14.3 to 16.8 kcal mol-1 and when R=Bz 
from 14.3 to 18.2 kcal mol-1 (see Figure 42). In the case where R=Et the barrier of 9.4 
kcal mol-1 is barely changed at 9.2 kcal mol-1. Thus solvation enhances the differences 
between the ethyl-substituted system and the others (reflecting the experimental 
results). 
3.4.2.1.1 Effect of Continuum Solvent  
Mg-N Migration via a 1,2-shift as R is Varied
In Toluene
-18
-16
-14
-12
-10
-8
-6
-4
-2
0
2
4
6
8
10
12
14
16
18
20
Starting Material Transition State N-alkylated Product
Fr
e
e
 
En
e
rg
y 
(kc
a
l/m
o
l) R=MeR=Et
R=Bz
R=iPr
 
Figure 42, Mg-N migration via a 1,2-shift, in toluene. (No transition state could be located for 
R=iPr.) 
As mentioned previously, the dipole moments of the starting material and N-alkylated 
products are significantly different. For R=Me, the starting material has a dipole 
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moment of 8.4D. This drops to 4.7D in the transition state and finally to close to 4D in 
the product. Increasing the polarity of the solvent would be expected to stabilise the 
reactants, destabilise the products and therefore slow the reaction. Figure 43 and 
Figure 44 show how the reaction pathway changes as the solvent is varied from 
toluene (ε=2.38) to tetrahydrofuran (THF, ε=7.58).* 
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Figure 43, Effect of continuum solvent on migration of Me from Mg to N. 
                                                 
*
 Where ε is the dielectric constant. The greater the value of ε, the greater the polarity of the solvent. 
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Et Migration Mg-N: Effect of Solvent
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Figure 44, Effect of continuum solvent on migration of Et from Mg to N. 
Increasing the polarity of the solvent increases the barrier to migration by 3.0 (Me) 
and 3.8 kcal mol-1 (Et). This brings the absolute barrier height to 18.1 and 14.2 kcal 
mol-1 respectively (from 16.8 and 12.5 kcal mol-1). This arises due to stabilisation of 
the polar reactant and/or destabilisation of the less polar transition states and products. 
That the experimentalists could only achieve clean N-alkylation reactions in toluene* 
(and not in THF) is consistent with the above calculations: the more polar solvent 
destabilises the product and increases the barrier to migration. 
3.4.2.2 Paramagnetic Pathway 
Formation of the N-alkylated species occurs for many combinations of R and Ar. 
Blackmore et al suggested a single electron transfer mechanism to account for this 
transformation and for the detection of a paramagnetic intermediate. Although the 1,2 
alkyl shift singlet mechanism has been shown to be a plausible mechanism for the 
Mg-N transition (see above), we calculated the equivalent transition states for this 
migration for the triplet biradical starting material to test the SET hypothesis. The free 
                                                 
*
 In the case of the analogous lithium complex, competing reactions dominated.  
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energy barriers for Mg-N transfer for R=Me and R=Et are shown in Figure 45 and 
Figure 46. 
Triplet Biradical Mg-N Transformation (Relative to Singlet starting Material)
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Figure 45, Triplet biradical Mg-N transformation (relative to singlet starting material). Gas 
phase. 
In the gas phase, the main difference between the R=Me and R=Et results is the 
stability of the triplet starting material. In the case of R=Me, the triplet biradical is 
13.5 kcal mol-1 less stable than its singlet counterpart. When R=Et, however, the 
triplet starting material is more stable than the singlet by 0.6 kcal mol-1. Thus one 
might expect to find a higher concentration of the triplet species when R=Et than 
when R=Me. If the migration reaction pathway involves the triplet species this could 
have important effects on the reaction speed and/or outcome. It is not possible, using 
this set of calculations to comment on the barrier heights for singlet-triplet conversion. 
When the calculation is performed with solvent correction the important difference 
(see Figure 46 compared with Figure 45) is that the stability of the ethyl-substituted 
starting material is greatly reduced relative to the singlet starting material. 
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Triplet Biradical Mg-N Transformation (Relative to Singlet starting Material)
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Figure 46, Triplet biradical Mg-N transformation (relative to singlet starting material). In 
toluene. 
This confirms that the singlet species is in fact the ground state (as would be 
expected) but that at 14.3 kcal mol-1 higher in energy, the triplet state is accessible and 
could account for the presence of paramagnetic species observed. The paramagnetic 
species observed are more likely to be the magnesium di-alkyls given that they are 
lower in energy than the biradical N-alkylated products. 
Although Blackmore et al postulated a SET mechanism proceeding through the triplet 
biradical starting material for the Mg-N ethyl transfer, the triplet transition state is 
extremely high in energy (34.8 kcal mol-1 relative to the singlet starting material, see 
Figure 46). Therefore while the triplet starting material is of a low enough energy to 
form (and be detected by EPR), a triplet reaction pathway seems unlikely. 
The N-alkylated triplet biradical products are higher in free energy than the singlet or 
triplet starting materials suggesting that the process is not thermodynamically 
favourable (although this in itself is not surprising: the product detected 
experimentally is diamagnetic so we would expect the singlet product to be lower in 
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free energy than the triplet. If the triplet were formed, it must then somehow decay to 
the more stable singlet product*).  
The triplet biradical transition states are both above 25 kcal mol-1 in the gas phase and 
above 30 kcal mol-1 when recalculated in toluene. This suggests that a triplet biradical 
pathway is unlikely to proceed at room temperature.  
3.4.2.2.1 Effect of adding substituents to the backbone: can the triplet 
pathway be enhanced? 
Assuming that the magnesium di-alkyl is present as a singlet species and a triplet 
biradical, adding substituents to the pyridyl backbone may affect the speed of the 
reaction. The presence of electron withdrawing groups would be expected to favour 
the triplet biradical state, reducing the concentration of singlets and inhibiting any 
pathway that proceeds through the singlet.  In contrast, electron donating groups on 
the ligand backbone should destabilise the triplet biradical and accelerate any singlet 
reaction pathway occurring. Figure 47 shows the relative stabilities of some 
theoretical species which have had substituents added to the ligand backbone. Three 
sets of electron withdrawing substituents were tested: tri-cyano; mono-para-cyano and 
mono-para-CF3. A tri-amino system was also constructed and optimised at both spin 
states to demonstrate the effect of adding electron donating substituents. In the 
original system, the energy difference between the triplet and singlet magnesium di-
alkyls was 13.5 kcal mol-1 (for R=Me). As predicted, the energy gap widens to 16.0 
kcal mol-1 when the electron donating NH2 groups are added and shrinks to as low as 
0.7 kcal mol-1 when three cyano groups are present.  
                                                 
*
 As has already been noted, this triplet-singlet transformation cannot be modelled with the methods 
used here. 
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Substituent Effects on Stabilities of Singlet Magnesium Dialkyls and Triplet 
Biradicals
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Figure 47, Substituent effects on stabilities of singlet magnesium dialkyls and triplet biradicals. 
Unsurprisingly, the presence of electron donating groups destabilises the doublet 
radical pair while separated radicals are preferred in structures bearing electron 
withdrawing groups. 
The other possibility of course, is that the reaction takes place on the triplet surface 
and then relaxes back to the singlet product after migration has taken place. This 
avenue remains to be explored (although the barrier to migration from Mg to N for 
R=Et has been calculated to be 34.8 kcal mol-1, suggesting that other triplet pathways 
are also likely to be high in energy). Synthesising a substituted species could give an 
indication of which pathway is occurring. Adding, for example, electron donating 
substituents to the ligand backbone ought to promote a singlet pathway and increased 
rates would be observed. If rates decreased, this would indicate that the reaction might 
be proceeding by a triplet pathway. Likewise, if R is chosen to be a more stable 
radical, the triplet biradical species (and separated doublet species) will in turn be 
more stable (see section 3.4.1 previously). Thus a singlet pathway should be inhibited 
and a triplet pathway enhanced. 
We have assumed throughout this project that the singlet biradical would be similar in 
energy to the triplet biradical and therefore no attempt has been made to calculate 
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singlet biradicals since all the triplet species calculated are higher in energy than the 
singlet closed shell species. 
3.4.3 Migration to C2 and Beyond 
On standing at room temperature, the ethyl-substituted N-alkylated species was 
gradually transformed into a product alkylated at the adjacent carbon (C2). This 
transformation did not occur for the methyl-substituted species.  
Preliminary calculations of possible transition states between the magnesium and C2 
positions produced a transition state for the migration of Me from C3i to C3p (Figure 
31). This caused us to consider the possibility of multiple migrations around the rings 
(as opposed necessarily to direct transfer from N to C2). Hence we attempted to 
calculate as many 1,2 and 1,3 migrations as could be envisaged so that the barrier 
heights could be compared and the possibility of multiple migrations be evaluated.  
The free energies of all possible products arising from these migrations were also 
determined. 
As already mentioned, the review by Knijnenburg et al considers unlikely a stepwise 
transfer of the alkyl group round the ligand skeleton. However, it is clear that there are 
important differences between the magnesium system and the aluminium system on 
which that group have concentrated. Moreover, the calculations in section 3.4.2.1 
support a mechanism in which the alkyl group migrates directly from magnesium to 
the pyridine nitrogen. Therefore we considered it worthwhile to investigate a stepwise 
migration of the alkyl group around the ligand backbone for 15. 
Both the gas phase and toluene-solvated results for the Mg-N transformation indicate 
that the (bound and separated) radicals are higher in free energy than the singlet 
starting material (see section3.4.2.2). Also, since experiment detects no products 
formed from radical coupling processes it is unlikely that the transformations occur 
via a radical mechanism. Nonetheless, calculations of the certain triplet products and 
transition states have been performed for completeness. 
3.4.3.1 Simple 1,2- and 1,3-shifts 
3.4.3.1.1 Singlet Pathways 
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Figure 48 shows the free energies (relative to the di-alkyl magnesium starting 
materials) of the products arising from migration of R (R=Me, Et) to different 
positions on the ligand backbone.  
Thermal Stabilities of Singlet Migration Products in R2Mgbis(imino)pyridine (R=Me,Et)
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Figure 48, Thermal stabilities of singlet migration products in R2Mgbis(imino)pyridine (R=Me, 
Et). Gas Phase. 
Thermal Stabilities of Singlet Migration Products in R2Mgbis(imino)pyridine in 
Toluene (R=Me,Et)
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Figure 49, Thermal stabilities of singlet migration products in R2Mgbis(imino)pyridine (R=Me, 
Et).  In toluene.  
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Given the high dipole moments of the starting materials and transition states in the 
Mg-N alkyl migration, we thought it important to calculate the thermal stabilities of 
all products including a solvent correction. The results are shown in Figure 49. These 
can be compared with the gas phase results shown in Figure 48. 
The trend in product stability for R=Me is followed for R=Et except that the Et 
substituted species are consistently more stable than the corresponding Me substituted 
species.  
As has already been discussed, the N-alkylated products are more stable than the 
starting material. This remains the case when the energies are recalculated in the 
presence of toluene solvent. Conversely the C2-alkylated product is marginally less 
stable than the N-alkylated product. For the methyl-substituted system this result 
corroborates experiment since the C2-product is not observed. For the ethyl-
substituted system however, it is somewhat surprising that the N-alkylated product is 
1.5 kcal mol-1 lower in energy (than the C2-product) since it is known to convert to the 
C2-alkylated product on standing.  
It is important to reiterate here that although in the non-solvated systems the energetic 
comparisons have been made with free energy values corrected for entropy using 
vibrational frequencies, the solvent corrected values are derived with no vibrational 
contributions. A difference of 1.5 kcal mol-1 is small enough to be attributed to errors 
introduced by this difference in calculation method. Thus it seems likely that the 
reaction is kinetically controlled, and that the barrier to the formation of the C2-
product is higher than that for the N product. 
The other singlet products are also more thermally stable than the singlet starting 
materials. The C3p- and C4-substituted singlet products are the most stable, being 20.2 
and 19.1 kcal mol-1 more stable (respectively) when R=Me, and 26.4 and 25.5 kcal 
mol-1 more stable than the singlet starting material for R=Et. That neither of these 
products have been observed experimentally for either R=Et or R=Me, is consistent 
with the assumption that the reaction is kinetically controlled, and that migration 
onwards from the C2 position must be prevented by large barriers to alkyl transfer. 
The barrier heights for the transition states located in the gas phase and in toluene are 
shown in Figure 50 and Figure 51. 
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Figure 50, Kinetic barriers for 1,2- and 1,3-migrations relative to LMgR2. Gas Phase. (ret) and 
(inv) denote migration with retention and inversion of stereochemistry at R respectively. 
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Figure 51, Kinetic barriers for 1,2- and 1,3-migrations relative to LMgR2. In toluene. (ret) and 
(inv) denote migration with retention and inversion of stereochemistry at R respectively. 
The relative barriers to each transformation are not altered on solvation in toluene. 
However the actual free energies of the transition states are systematically raised. 
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Barriers are higher where R=Me. The discussion will focus on the calculations 
performed with solvent correction for reasons presented earlier.  
As discussed previously, the barrier to migration from Mg to N1 is one of the lowest at 
16.8 and 9.2 kcal mol-1 for R=Me and R=Et respectively. This was expected in view 
of the fact that the first product observed is that where the migrating R group occupies 
the N1 position.  
The transition state for migration from Mg to C2 is higher than that for the Mg to N1 
migration, as the experimental findings suggest. Interestingly, we were unable to 
locate transition states for migration of ethyl or methyl directly from N to C2. 
Nonetheless the data above do suggest that migration from Mg to C2 might be 
possible for R=Et (where the barrier is 24.3 kcal mol-1). For R=Me however, the Mg- 
C2 barrier is greater than 30 kcal mol-1, making this migration unlikely at room 
temperature. The possibility of a two-step process where the methyl group migrates 
from Mg to C3i and then on to C2 is slightly lower, however the rate limiting step 
(Mg- C3i) has a barrier of 29.0 kcal mol-1. This would also be too high for the reaction 
to proceed at room temperature.  
These figures give a clear explanation of why migration further than the N-alkylated 
product is not observed for the methyl-substituted system even though other products 
are all thermodynamically favoured. All transition states are significantly more than 
25 kcal mol-1 (except the migration of Me from Mg to N which remains accessible at 
16.8 kcal mol-1).  
For the ethyl system however, all barriers (except that for Mg to N migration) are of a 
similar height to that for the formation of the C2-product. This is somewhat surprising 
given that the C3i-, C3p- and C4-products are all thermodynamically favoured 
compared to this species and yet are not observed experimentally. Large kinetic 
barriers to formation had been expected to explain the absence of these species. 
Figure 51 suggests though, that formation of these products is as likely as formation 
of the C2-product. Hence, if formation of the C2-product is possible (which, 
experimentally, it has been shown to be) then formation of the C3i-, C3p- and C4-
products ought also to occur. What can be inferred from this plot is that the barriers to 
the C3i, C3p and C4-products are too high to lead to their formation, and that, since the 
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barrier to formation of the C2-product is similar, it is unlikely that the C2-product is 
formed by this mechanism.  
3.4.3.1.1.1 Geometry of the Transition States 
Some of the transition states located for the magnesium bis(imino)pyridine were 
rather unusual. Those leading to the C2- and C3i-products appear, on visual inspection, 
to be very similar. In fact, the minimum reached in a particular optimisation was 
highly dependent on the starting geometry.  Clearly the potential energy surface in the 
region between the Mg, C2 and C3i atoms is very complex. It is also extremely 
sensitive to changes elsewhere in the system (see later, where only one of either the 
Mg- C2 or the Mg- C3i transition states exists, depending on the substituent R).  
In the case of R=Et, two transition states for the Mg- C2 transformation were found. In 
the first, the alkyl group performs the 1,3-shift with retention of stereochemistry. In 
the second, inversion of the migrating alkyl group occurs. (For R=Me, the only 
transition state found for migration to C2 was for Mg-C2 transfer.) Figure 52 shows 
examples of the Mg- C2 retention (shown for R-Et) and inversion (shown for Me) 
transition states. 
(a) (b)  
Figure 52, (a) Transition state for ethyl transfer from Mg to C2 with retention of stereochemistry 
at Et; (b) Transition state for methyl transfer from Mg to C2 with inversion of stereochemistry at 
Me. 
In fact it should not be surprising that the 1,3 shift can proceed with inversion of the 
alkyl group. A suprafacial 1,3 shift is symmetry forbidden (so the transition state 
(with retention of stereochemistry) might be expected to be high in energy). 
Conversely, even though an antarafacial 1,3 shift is symmetry allowed, the necessary 
geometry is rather strained. This should cause the inversion transition state to be 
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relatively high in energy also. It seems that these effects cause the two transition states 
to be of similar relative free energies (at least in the case where R=Et and both 
transition states were located).  
The transition states leading to the ethylated C3p- and C4-products (one of which is 
shown in Figure 53) also have rather unusual geometries. The ethyl group distorts to 
an almost ethene-like geometry with the distorted CH2 group positioned 3Å above the 
pyridine ring. The C-C bond in the migrating ethyl group is unusually short for an sp3 
carbon (1.46 Å). One of the C-H bonds on the other carbon in the ethyl moiety is 
longer than expected at 1.14Å. It hovers over the (slightly positively charged) C2/ C3i 
positions. The structure is suggestive of agostic interactions. 
 
Figure 53, Transition state for ethyl transfer from N to C4. The ethyl  group adopts an almost 
ethene-like geometry with the distorted CH2 group. 
3.4.3.1.2 Triplet Pathways 
Blackmore et al had suggested the presence of a triplet biradical form of the starting 
material to explain the EPR spectrum they had observed. The relative energies of the 
singlet and triplet starting materials, the N-alkylated products and the transition states 
leading to these products have already been discussed (see section 3.4.2.2). Despite 
the findings presented earlier suggesting that the Mg-N triplet transition state is 
extremely high in free energy (much higher that the analogous singlet transition state), 
a search for selected triplet transition states for other transformations was also 
attempted. 
The relative free energies of all triplet biradical products are shown in Figure 54 and 
Figure 55. 
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Thermal Stabilities of Triplet Migration Products in R2Mgbis(imino)pyridine (R=Me,Et)
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Figure 54, Thermal stabilities of triplet migration products in R2Mgbis(imino)pyridine,  relative 
to singlet starting material. Gas phase. 
In the gas phase the N- and C2-substituted triplet products are thermodynamically less 
favourable than the equivalent singlet species (the experimentally observed final 
products) (see Figure 48 and Figure 49). Figure 54 shows that all triplet species 
(except the C3p-product) are higher in free energy than the singlet starting material. 
This agrees with experiment in that the final products of the reaction are diamagnetic.   
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Thermal Stabilities of Triplet Migration Products in R2Mgbis(imino)pyridine in 
Toluene (R=Me,Et)
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Figure 55, Thermal stabilities of triplet migration products in R2Mgbis(imino)pyridine,  relative 
to singlet starting material. In toluene. 
The results corrected for solvation in toluene suggest that the C2-, C3i-, C3p- and C4-
products should be accessible for the species in which R=Et. However, although these 
species are more stable (or as stable) as the singlet starting material, comparison with 
the thermal stabilities of the singlet products (Figure 49) again reveals that the singlet 
species should be favoured (as all are lower than their triplet counterparts). For R=Me 
the singlet species are also all lower in free energy. 
No further triplet transition states for alkyl migration were located: all attempts to 
locate them resulted in dissociation of the alkyl group during the optimisation.  
These results are consistent with the hypothesis that the paramagnetic species 
observed is the triplet starting material. This is further supported by the experimental 
observation that the strongest EPR signal is detected for N-alkylated species in which 
the N-alkylation has been shown to be reversible (R=Me). For species in which N-
alkylation is irreversible, no EPR signal is observed. In the case of R=Et, it is also 
plausible that the paramagnetic species is the triplet C2-product as it is even lower in 
free energy than the singlet starting material. 
The triplet starting material is more stable than the N-alkylated triplet product and the 
only triplet transition state found (for the Mg-N migration) is extremely high in free 
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energy (relative to the singlet starting material). The calculations presented here 
strongly suggest that the Mg-N transfer does not take place on the triplet pathway. 
3.4.4 Other Considerations 
3.4.4.1 Comparison of Calculated 1H NMR Spectra with Experimental 
Spectra 
The results presented in the previous section suggest that the C3i-, C3p- or C4-products 
ought to have been detected in the experimental NMR data. Instead, Blackmore et al 
claimed only to have observed the C2-alkylated product. Since NMR was the only 
analysis performed on the ethylated, C2-product we decided to verify the NMR 
assignment by calculating the NMR spectra of the other (unobserved) products. In this 
way we hoped to confirm that it was indeed the C2-product that had been formed. 
In fact, no NMR data for the C2-ethylated product has been reported. The 
identification of the C2-ethylated product was made by comparison to a similar 
molecule in which Ar=2,6-ethyl-phenyl and R1= R2=iPr. Thus the corresponding C2-, 
C3i-, C3p- and C4-products were optimised at the mPW1PW91 level with a 6-31G(d,p) 
basis set*. That each point was a minimum on the potential energy surface was 
confirmed by calculation of the vibrational frequencies. The deviations of the 
optimised C2-, C3i-, C3p- and C4-products from the experimental 13C NMR shifts for 
the C2-alkylated product are shown in Figure 56. 
                                                 
*
 This combination of basis set and functional has been shown to provide 13C NMR shift values to 
within 2.5ppm of experiment (J. Nat. Prod., 2008, 71, 728). Here, the key carbon atoms are located 
relatively far away from the Mg atom so this procedure should, therefore, also be expected to predict 
13C NMR shifts to good accuracy. 
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Figure 56, Deviation of calculated 13C NMR shifts for C2-, C3i - C3p and C4-alkylated products 
from experimental 13C NMR shifts for C2-alkylated product. 
The C3i, C3p and C2 carbons are carbons 1, 17 and 19 respectively. Carbon 18 is the 
C3p carbon on the opposite side of the ligand to that which is alkylated. Inspection of 
the shift values of these carbons reveal significant differences. The C2 calculated 
values deviate no more than +4.8 ppm from the experimental values. The other 
products all show significant differences at the key carbon atoms (C3i, C3p, opposite 
C3p and C2). This confirms that it is indeed the C2-product that is observed, rather than 
the C3i-, C3p- or C4-products. 
3.4.4.2 Effect of basis set 
It is possible that a larger basis set could have some effect on the energies of the 
transition states. The correlation consistent valence polarisation basis set cc-pVDZ 
was chosen for a comparative study to ensure the relative product stabilities were 
being accurately determined. Results are shown in Figure 57. Shown for comparison 
are the results using the 6-31G(d) basis set presented earlier. 
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Thermal Stabilities of Substituted Et2Mgbis(imino)pyridine System
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(b) 
Figure 57, Thermal stabilities of migration products: basis set comparison: (a) R=Me; (b) R=Et. 
Re-optimisation of the geometries obtained with the 6-31g(d) basis set with the cc-
pVDZ basis set results in little change. The structures are very similar and the relative 
free energies of the complexes are preserved. This 
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provides an adequate description of the system and that the unexpected stabilities of 
the C3i-, C3p- and C4-products is not an artefact of the basis set. 
3.4.4.3 Effect of method 
The newly developed M05 functional128 was chosen to evaluate the effect of changing 
the method (see chapter I for a discussion on the reasons for this choice). The basis set 
used was 6-31G(d). There are no significant differences (in the either phase) in the 
relative free energies of the products on changing the functional from B3LYP to M05. 
This is true for both R=Me and R=Et. Results are shown in Figure 58 and Figure 59.  
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Figure 58, Thermal stabilities of substituted Me2Mgbis(imino)pyridine: comparison of functional. 
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Figure 59, Thermal stabilities of substituted Et2Mgbis(imino)pyridine: comparison of functional. 
Thus the B3LYP functional is probably describing the system as well as any other 
density functional (and is certainly far more extensively tested). 
A key feature of this work is the energy differences between singlet and triplet 
species. Thus it is important to verify that the chosen method, B3LYP/UB3LYP (or 
RM05/UM05), is accurately reproducing the energy gap. (In previous work using the 
restricted Hartree-Fock (RHF) method the energy gap calculated was so inaccurate 
that quartet and hextet energies could not be compared.) The accuracy of the method 
was tested using small molecules for which the singlet and triplet energy difference is 
known very accurately. It is known that triplet methylene (:CH2) is about 9 kcal mol-1 
higher in free energy than singlet methylene.129 B3LYP predicts a singlet/triplet 
energy gap of 13.6 kcal mol-1for methylene while M05 predicts 12.4 kcal mol-1. These 
are respectively 4.6 and 3.4 kcal mol-1 higher than the true value. Thus B3LYP and 
M05 calculations probably overestimate the energy difference between equivalent 
molecules in the two states. However the calculations presented here predict such 
large differences in free energy between the singlet and triplet molecules that an error 
of 3-5 kcal mol-1 will not change the conclusions reached. For this reason the results 
have not been corrected for this error. 
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3.4.4.4 Effect of continuum solvent method 
As has already been mentioned, consideration of the dipole moments of the various 
migration products revealed that they differed significantly. The dipole moments of 
singlet products are shown in Figure 60. 
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Figure 60, Dipole moments of singlet magnesium bis(imino)pyridine products. 
It could be supposed that (even in a relatively non-polar solvent such as toluene), 
species with a high dipole moment will be stabilised to a greater degree by solvation 
than those with a lower dipole moment. Thus solvation should stabilise the starting 
material and the C3i-products most; the N- and C3p-products significantly less, and the 
C2- and C3p-products least. However, this did not prove to be the case. 
It is difficult to identify any particular trend on going from gas phase to toluene results 
(Figure 48 and Figure 49). The C3i-product is indeed stabilised most. The C3p- and C4-
products (which all exhibit similar dipole moments) are systematically destabilised on 
solvation. However the methylated N product is barely changed in energy while the 
ethylated N-product (which has a similar dipole moment) is stabilised substantially. 
Alternative solvation methods were investigated to try to understand why the results 
did not follow our predictions. However, all solvation methods in the Gaussian 
program are based on the same methodology. Thus no comparisons could be made. 
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Changing the internal parameters of the model was also investigated but there is little 
information available describing what the parameters are and how they are chosen. 
The investigation was abandoned due to time constraints. It is possible that a useful 
comparison could be made with the newly developed SM8 model130 (Solvation Model 
8) from the Truhlar group (which appears to differ in approach from the PCM models 
in Gaussian). This has not been investigated. 
3.4.5 Addition via a Second Magnesium Species 
A mechanism involving separated radicals has already been discounted (see section 
3.4.2.2). The experiment is carried out in toluene, with added dioxane and a small 
amount of diethyl ether (in which the original Grignard reagent was dissolved). The 
experimental details list the Grignard reagent as having been in slight excess. The 
magnesium is introduced as RMgCl and addition of dioxane precipitates out MgCl2. 
Thus the Schlenk equilibrium: 
2 R-Mg-Cl R-Mg-R + MgCl2 
Equation 1, The Schlenk Equilibrium 
is shifted to the right and it can be supposed that the form of any excess magnesium in 
the system will be MgR2. This MgR2 is likely to be solvated by the diethyl ether in the 
mixture. Therefore we considered it possible that a second, solvated MgR2 species 
might take part in the reaction. This second magnesium species could directly attack 
the pyridine ring of the R2MgL species. Simultaneous loss of one of the R groups 
from the metal would give the ligand-alkylated product. The process is shown in 
Figure 61. 
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Figure 61, Alkylation of the magnesium bis(imino)pyridine by a second magnesium species. 
We decided that an appropriate model would be a four-coordinate magnesium di-alkyl 
explicitly solvated with two molecules of di-methyl ether. 
In the same way as the previous analysis, transition states leading to possible 
migration products were located.* An unexpected “bridging” transition state was also 
found. The (Me2O)2MgR2 species is stabilised by interactions with the R group bound 
to the magnesium in R2MgL. Thus the ‘new’ R group is delivered to the ligand whilst 
R1 is simultaneously extracted.  
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Figure 62, Alkylation of the magnesium bis(imino)pyridine by a second magnesium species via a 
“bridging” transition state. 
Most interestingly, the bridging transition states where R=Me and where R=Et were 
significantly different. Visual inspection cannot distinguish whether the new alkyl 
                                                 
*
 Reactants and products will have the same relative free energies as previously (see Figure 48 and 
Figure 49), with the addition of  the free energy of one molecule of (Me2O)2MgR2. Consequently they 
are not discussed again here. 
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group is being delivered to the C2 or C3i positions. Intrinsic Reaction Coordinate 
(IRC) calculations (see chapter I) show that in the case of R=Me, delivery to the C3i 
position occurs but that when R=Et, the ligand is alkylated at C2. The other bridging 
transition states could not be located in either case, illustrating the sensitivity of the 
potential energy surface to small changes to the system. 
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Figure 63, Bridging transition states for R=Me and R=Et. 
The relative free energies of all transition states located are shown (in the gas phase 
and in toluene) in Figure 64 and Figure 65. As has been stated previously, in the 
toluene solvated systems, the enthalpies obtained have been corrected by +12 kcal 
mol-1 to account for the loss in entropy when the two reactant molecules are combined 
in the transition state. This correction increases the barrier heights for all 
transformations to over 30 kcal mol-1. Thus none of these reactions should be possible 
at room temperature. 
Chapter III 
A Magnesium Bis(imino)pyridine Complex: Unusual Reactions of a Non-Innocent Ligand 
121 
0
5
10
15
20
25
30
35
40
45
50
C2 C3i bridge C3i C3p C4
Position at Which (Me2O)2MgMe2 Attacks
Fr
e
e
 
En
e
rg
y 
(kc
a
l/m
o
l)
R=Me, gas phase
R=Me, toluene
 
Figure 64, Barrier heights for addition of Me by (Me2O)2MgMe2 at different positions of the 
ligand.  
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Figure 65, Barrier heights for addition of Et by (Me2O)2MgEt2 at different positions of the ligand. 
It is worth noting, however, the relative differences in the barriers involved in this 
mechanism. All species are significantly stabilised on solvation. There are also 
significant differences between the case where R=Me and R=Et. When R=Me the 
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barriers are much higher than the corresponding R=Et transformations, especially for 
the formation of the C2-product (which is only formed when R=Et). For R=Et the 
bridging transition state for delivery of Et to C2 is considerably lower than for any 
other transformation. In fact, if the extra entropy correction is ignored, this transition 
state has a free energy of only 17.0 kcal mol-1 relative to the starting material. A 
barrier of less than 20 kcal mol-1 would certainly be accessible under the reaction 
conditions. All other transformations would, in this case, be above 22 kcal mol-1 and 
much less likely to occur. 
3.4.6 Explicit Solvent 
As stated previously, the reaction mixture contained a number of other species 
including diethyl ether and dioxane. We thus also thought it possible that one of the 
dioxane molecules could bind to the chelated magnesium, altering the potential 
energy surface.  To model this, a molecule of tetrahydrofuran (THF) was added to the 
starting material, transition states and products and all species were re-optimised. 
Only the R=Et species were considered.  
Multiple geometries of each species were calculated, corresponding to different 
orientations of the THF molecule. The THF can be found either on the opposite side 
of the ligand with respect to the new ethyl group (down), in the plane of the ligand 
(forward) or on the same side of the ligand that ethylation has occurred (up). The 
three possible structures are illustrated in Figure 67 for the C2-ethylated product. 
MgArN NAr
Forward position
Up position
Down position
 
Figure 66, Possible positions that R and THF can adopt in the magnesium bis(imino)pyridine.  
Alkyl substituents on the ligand are on the side labelled "up". 
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Figure 67, 3D images of possible positions of THF molecule when bound to C2-product: up; 
forwards; and down. 
The thermal stabilities of the alkylated products relative to the sum of the free 
energies of the starting material and a molecule of THF are shown below (Figure 68 
and Figure 69). As described previously (section 3.3), in the toluene solvated results, a 
correction of +12 kcal mol-1 has been included to account for entropy. 
Themal Stabilitities of Ethylated Products with One Explicit THF Relative to Starting 
Material + THF (separated)
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Figure 68, Free energies of ethylated products relative to LMgEt2 + THF. Gas Phase. 
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Themal Stabilitities of Ethylated Products with One Explicit THF Relative to Starting 
Material + THF (separated)
In Toluene
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Figure 69, Free energies of ethylated products relative to LMgEt2 + THF. In Toluene. Corrected 
by +12 kcal mol-1 to account for entropy. 
The starting material itself is less thermally stable when bound to a molecule of THF. 
Although the ethylated products are all more stable than the starting material and a 
separate molecule of THF, the species without an explicit THF molecule are still 
lowest in free energy. However, even if the THF-solvated products are not the final 
products of the reaction (since the non-THF-solvated products are more stable), they 
could be intermediates in the reaction pathway (they are more stable than the starting 
material with or without the THF). Thus the barrier heights for their formation must 
be examined also. Again, the relative orientation of the THF to the rest of the 
molecule has an effect on the free energy so all possible orientations were computed. 
The lowest energy conformations are shown in Figure 70. 
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Kinetic Barriers to Ethylated Products with One Explicit THF 
Relative to Starting Material + THF (separated) 
In Toluene
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Figure 70, Kinetic barriers (relative to starting material + THF (separated)) to ethylated 
products with explicit THF. In Toluene. 
Some interesting effects were observed. Firstly, a transition state for the migration of 
Et directly from N to C2 was located, both with retention of the stereochemistry of the 
ethyl group and with inversion (shown in Figure 71) (as discussed previously, see 
section 3.4.3.1.1.1). This transformation bears some resemblance to the Stevens 
rearrangement131 which describes the transfer of a group, R, from a quaternary 
ammonium nitrogen to the adjacent carbon, producing a rearranged tertiary amine.  
Z
H2
C N
R3
R2
R1
NaNH2
Z
H
C N
R3
R2
R1
 
Equation 2, The Stevens rearrangement131. Z is an electron withdrawing group. 
The main difference here is that the carbon atom onto which R1 (the ethyl group) 
migrates, is quaternary and there is therefore no acidic hydrogen to be extracted. Also, 
Z (in Equation 2) corresponds to either the pyridine ring or the imino arm of the 
ligand. These could be considered to be “electron withdrawing” given the propensity 
of the ligand to accept electrons from the metal centre (mentioned earlier). However, 
since there is no acidic hydrogen to remove, the necessity of Z being electron 
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withdrawing could be debated. There remains some debate over the precise 
mechanism of the Stevens rearrangement, with radical, ionic and 1,2-shift 
mechanisms all having been suggested (see 132 and references therein). The 1,2 shift is 
discounted for a typical Stevens rearrangement since the orbital symmetry principle 
requires that it should take place with inversion of the stereochemistry R1. The 
reaction is known to proceed with retention of the stereochemistry at R1. No such 
assumption can be made in the case of the magnesium bis(imino)pyridine (since the 
necessary experiments have not been performed). The orbital symmetry for the 1,2-
shift suggests that the transition state for retention should be high in energy and that 
inversion should be allowed. Presumably the reason the inversion transition state is 
higher in free energy (than that for retention) is related to the steric strain involved in 
this three-membered transition state.  
(a)  (b)  
Figure 71, N- C2 Transition state (a) with retention of configuration at Et; and (b) with inversion 
of configuration at Et. 
When the barrier heights are compared to the free energy of 1 plus a free molecule of 
THF, most are above 30 kcal mol-1 (more barriers than shown in Figure 70 were 
located). This is much higher than would be expected for a reaction that proceeds at 
room temperature. Thus these findings are in agreement with the mechanistic 
assumption for the Stevens rearrangement: that the reaction does not proceed via a 
1,2-shift. The Mg-N transition ought to be accessible at 17.9 kcal mol-1. The only 
other one of these transformations that might be expected to occur is the C2- C3p 
which is 23.0 kcal mol-1. This barrier is lower than the barrier for the formation of the 
C2-product. Thus, even if the C2 was formed, it would be expected to convert to the 
C3p-product which is more thermally stable (Figure 69).  
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No transition state linking the starting material with the C2-product could be found. 
All attempts to find a Mg- C2 transition state deformed into Mg-C3i. Again the 
potential energy surface around the Mg, C2 and C3i positions is demonstrated to be 
extremely sensitive to any change to the system. 
3.4.6.1 Paramagnetic Pathways 
A selection of alkylation products with explicit THF were re-optimised as triplet 
molecules (shown in Figure 72). All paramagnetic species (except the C3p-product) 
were higher in free energy than the starting material plus a separate molecule of THF 
(both in the gas phase and with solvent correction). Consequently no transition states 
for formation of these products were calculated since they must necessarily be even 
higher in free energy.  
Thermal Stabilities of Ethylated Triplet Products with Bound THF 
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Figure 72, Thermal stabilities of ethylated triplet biradical products with explicit THF (relative 
to starting material + THF (separated)). Gas phase and in toluene. 
3.4.7 Extension of the Bridging Transition State Model 
None of the pathways examined had provided a complete description of the processes 
occurring in the magnesium bis(imino)pyridine system. In terms of the relative 
heights of the barriers to formation of the different products, the bridging transition 
states in which an alkyl group is delivered by a second magnesium species was the 
most attractive. For this mechanism, there were clear differences between the cases 
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where R=Me and R=Et and the barrier to formation of the C2-product for R=Et was 
lower than for other transformations. 
3.4.7.1 Combining Bridging Transition States and Explicit Solvent 
Another possibility not yet considered is the combination of the bridging transition 
state with explicit THF solvation. The starting material is taken to be the THF 
solvated molecule and a (Me2O)2MgR2 molecule delivers R to the ligand. The process 
is shown in Figure 73. 
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Figure 73, mechanism involving coordinated THF and the bridging transition state. Relative free 
energies in kcal mol-1. 
During the transformation the THF is extruded (due to steric constraints) and there are 
therefore two separate molecules throughout the process. There is thus no need to add 
the entropy correction and the “low” barrier to the bridging transition state remains 
accessible at room temperature (+12.7 kcal mol-1). To calculate the barrier, the only 
extra calculations needed were those of a single THF molecule in toluene and the 
(Me2O)2MgR2 species in toluene. 
This process is plausible because the bridging transition state is not able to coordinate 
the THF molecule. The aryl groups are angled in such a way that there is no longer 
room for it. It must therefore dissociate from the transition state. Visual inspection of 
the starting material and transition state molecules confirms this. In the starting 
material with THF coordinated, one of the aryl groups is angled quite sharply 
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(compared with the same molecule without the THF (see previous discussion in 
3.4.1)). This is necessary to make room for the extra molecule (see Figure 74). 
C3i
MgN N
EtC(a)
C(b)
iPr Pri
PriiPr
Et
THF
 
Figure 74, Three views of the magnesium bis(imino)pyridine with THF coordinated. The upper 
Et group directs most of its steric bulk to the right and the THF directs most of its steric bulk to 
the left. Thus the C3i-N-C(a)-C(b) angle is -113.2° on the left hand side compared to 93.7° on the 
right hand side and the THF molecule can be accommodated.  
In the transition state the (Me2O)2MgEt2 group occupies the top face of the molecule 
and the two ethyl substituents are forced out between the two aryl groups. It is not 
possible for either of the aryl groups to twist round and make room for the THF to 
coordinate (Figure 75). 
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Figure 75, Three views of the magnesium bis(imino)pyridine bridging transition state for Et 
transfer to C2. Both Et groups are directed out between the aryl groups. Neither aryl group is 
able to twist to allow coordination of THF (the C3i -N-C(a)-C(b) angles are -91.3° and 97.3°). 
As was asserted previously (section 3.4.1), the large aryl groups are essential in this 
process. The same conclusions may not have been reached if they had been modelled 
with smaller moieties (as other authors have done). 
However, although the necessity of adding a large entropy correction is removed 
(because there are now two molecules at each step in the reaction process), there must 
still be an entropy factor for extracting a THF molecule from the bulk solvent. This 
might be less than the +12 kcal mol-1 correction used for binding two of the solute 
molecules but still must be considered. In addition, it has already been shown (see 
Figure 69) that the starting material with coordinated THF is 4.3 kcal mol-1 higher in 
free energy than the two separated molecules (before entropy is taken into account). 
Thus the process illustrated in Figure 73 will have an overall free energy barrier of 
greater than 17.0 kcal mol-1. The overall process is shown in Figure 76. 
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Figure 76, Overall reaction barrier for addition of Et to the THF adduct 
The extra quantity to be added is not known exactly (that of extracting THF from the 
bulk solvent) but if it is greater than 7 or 8 kcal mol-1 this may take the barrier to 
above what would be expected to occur at room temperature. 
It is plausible that the mechanism in operation for alkyl transfer is that shown in 
Figure 76. The total free energy barrier cannot be calculated exactly. 
3.4.7.2 Bridging Transition States with Loss of OMe2 
Closer inspection of the bridging transition state revealed that of the bonds from the 
second magnesium to the “solvent” (the OMe2 groups), one was much longer than the 
other. Thus the possibility that one of these groups actually dissociates during the 
transition state was considered. If dissociation of the second OMe2 group did occur, 
the barrier to the transformation would be significantly lowered because it would no 
longer be necessary to include the +12 kcal mol-1 entropy correction. There would 
again be two molecules in the starting material, transition state and product (shown in 
Figure 77). 
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Figure 77, Alkylation of the magnesium bis(imino)pyridine by a second magnesium species via a 
bridging transition state with loss of an OMe2 moiety. 
A new bridging transition state with only a single OMe2 group coordinated to the 
magnesium was located (shown in Figure 78). 
 
Figure 78, Bridging transition state for delivery of Et to C2 by Mg(OMe2)2Et2 with loss of OMe2. 
Selected hydrogens shown only. 
In this case there are no other corrections to be added: the separated singlet starting 
material is the lowest energy species (compared with the THF adduct or triplet 
biradical). When solvated in toluene, the free energy of this transition state (plus that 
of a molecule of OMe2) is 22.9 kcal mol-1 compared with the starting material and a 
free molecule of Mg(OMe2)2Et2. Thus this process should be possible at room 
temperature. Moreover, it has been shown that the bridging Mg- C2 transition state 
does not exist where R=Me, consistent with experimental findings. Neither can it exist 
for delivery of R to other positions on the ligand, explaining why none of those 
products are observed. 
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3.5 Conclusions 
The alkyl transfer from the magnesium to the pyridine nitrogen most likely proceeds 
via a simple 1,2-shift. The free energy barrier to this process is 9.2 and 16.8 kcal mol-1 
when the alkyl group is ethyl and methyl respectively. This should be accessible 
under the reaction conditions. The analogous process on the triplet biradical pathway 
is much higher in free energy. Thus it is unlikely that Mg-N alkyl transfer proceeds 
via a paramagnetic intermediate. Calculation suggests that the most likely identity of 
the paramagnetic species detected experimentally is either excited starting material, 
or, in the case of R=ethyl, excited C2-ethylated product. 
Three general mechanisms were proposed: a simple 1,2- or 1,3 shift; delivery of the 
alkyl group via a second magnesium moiety; and an explicit solvent model with a 
THF molecule coordinated to the metal. The feasibility of these mechanisms 
occurring on the triplet pathway was also evaluated. In fact, the processes shown to 
have the lowest barriers to formation of the C2-product were those which combined 
elements of the above mechanisms. Where an extra THF is coordinated to the metal, 
the transition state for the process is not defined exactly but is shown to be between 
17 kcal mol-1 and ca. 29 kcal mol-1. If, during the reaction, the second magnesium 
species dissociates one of its explicit solvent molecules and forms a “bridging” 
transition state, the barrier to alkylation is 22.9kcal mol-1. These processes are 
plausible models for the reaction: not only do they predict barriers that could be 
overcome at room temperature (i.e. under the reaction conditions), but the process is 
shown only to occur when R=Et (and not when R=Me). The other mechanisms 
explored are not consistent with these two criteria: either the barriers to alkylation 
were much higher than would be possible at room temperature; or other processes 
were shown to have lower barriers and would therefore compete, resulting in other 
(experimentally unobserved) products. 
All the calculations presented here include the full bis(imino)pyridine ligand 
including the bulky aryl groups. This is an approach not used by other authors (who 
have generally modelled them with smaller substituents (assuming that they are not 
crucial to the reactions under investigation). We show that not only is their inclusion 
necessary, but that their presence is key to understanding the reaction mechanisms 
proposed. 
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This work also demonstrates the importance of evaluating the effect of solvent. A 
solvent correction (even for a non-polar solvent such as toluene) has a dramatic effect 
on the relative free energies of potential products and barriers to alkylation. Moreover, 
inclusion of explicit solvent has been shown to be critical in a correct description of 
the reaction. The results presented here consider both these approaches and the 
calculated lowest energy mechanism includes both explicit solvent and continuum 
solvent effects.
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4. Zirconium Amine Tris(phenolate) Complexes for 
Lactide Polymerisation: Dynamic Processes of the 
Ligands 
4.1 Introduction 
4.1.1 Unsubstituted Amine Tris(phenolate) Complexes 
Amine tris(phenolate) ligands (18) can be complexed with a wide variety of metal and 
non-metal centres* producing well-defined monomeric species (see Figure 79).  
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Figure 79, Amine tris(phenolate) ligand complexed round a metal, M. 
                                                 
*
 A search of the Cambridge Structural Database reveals complexes of aluminium, bismuth, iron, 
germanium, indium, molybdenum, phosphorus, antimony, silicon, tantalum, titanium, vanadium, 
tungsten and zirconium. 
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Complexes of the ligand in which R=tBu have been synthesised with zirconium, 
tungsten, titanium, vanadium, bismuth, antimony and tantalum. Most of these are 
monomeric although some dimers have also been characterised. Some examples are 
shown in Figure 80. 
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Figure 80, Examples of metal amino tris(phenolate) monomers ((a)) and dimers ((b) and (c)). 
Structures taken from the Cambridge Crystal Structure Database133: (a) PEMREF, (b) ISOFEB 
and (c) CIJLIR. 
This class of ligand is attractive from a catalytic standpoint not only due to its ease of 
synthesis but also for the resistance of many of its complexes to hydrolysis134-136. 
Complexes of this ligand have been evaluated for use as catalysts in the 
polymerisation of lactide137-140; formal aza-Diels Alder reactions134; the epoxidation of 
olefins by tBuOOH141; and ethylene polymerisation142.  
The amine tris(phenolate) ligand is a tetradentate ligand. Although the ligand itself is 
achiral, its metal complexes are C3-symmetric (or pseudo-C3-symmetric where the 
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second ligand, R1, is present). The chirality results from the bend in the ligand arm at 
the methylene group linking the phenyl rings to the central nitrogen. Viewed from 
above, the complex appears as either a left-handed (P) or right-handed (M) propeller.  
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Figure 81, Three representations of the P isomer of a metal amine tris(phenolate) complex. 
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Figure 82, Three representations of the M isomer of a metal amine tris(phenolate) complex. 
The metal complex thus occurs as a racemic mixture of P and M isomers which may 
interconvert at room temperature (depending on the metal). The temperature at which 
interconversion occurs can be determined by NMR spectroscopy. Where the complex 
is a rigid structure, 1H NMR analysis shows an AB spin system resulting from the 
distinct axial and equatorial protons of the linking methylene groups. Raising the 
temperature will cause coalescence of these two sets of peaks and the coalescence 
temperature has been shown to be highly dependent on the metal. For example, where 
M=Ge (R=Me, R1=OiPr), the room temperature spectrum shows a broad singlet with 
the pair of doublets appearing only after cooling to -30°C.138 The spectrum of the 
analogous titanium complex, on the other hand (R=Me, R1=OiPr), shows the AB 1H 
NMR motif at room temperature. Thus the titanium complex is supposed to be a 
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‘rigid’ molecule at room temperature and the barrier to inversion must be higher than 
that in the germanium complex.  
The discovery by Davidson et al138 that an amine tris(phenolate) complex of 
germanium (R=Me, R1= OiPr)138 produced heterotactic poly(lactide) led them to 
question how this stereospecificity came about. They considered three possible 
mechanisms: chain end control; dynamic enantiomorphic site control; and enhanced 
chain end control. The first of these is a well known mode of propagation in which the 
selectivity of the catalyst is governed by the chirality of the growing polymer chain. 
This mode is not significantly affected by the chirality of the metal centre and is 
responsible for stereospecific reactions catalysed by achiral catalysts. Dynamic 
enantiomorphic site control can occur when the metal complex is able to invert its 
chirality. Insertion is governed by the chirality at the metal centre but this is controlled 
by the chirality of the growing polymer chain. Inversion at the metal is slow on the 
timescale of insertion so that only a single diastereoisomer is present at one time. The 
third mode, enhanced chain end control is a special case of dynamic enantiomorphic 
site control: this time, inversion at the metal may be fast on the insertion timescale. 
However, one diastereomer reacts preferentially with the new monomer leading to 
overall stereospecificity. The Davidson group stated that detailed mechanistic studies 
would be required to distinguish between the three mechanisms.  
The inversion process observed in these complexes is not specific to this ligand. Two 
non-dissociative racemisation mechanisms (named Bailer143 and Ray-Dutt144) have 
been shown to occur in metal tris chelates. The Bailar transition state describes the 
concerted “flipping” of all three chelate rings via a transition state of  D3h symmetry, 
whereas the Ray-Dutt transition state involves inversion of only one of the rings via a 
transition state of  C2v symmetry. A recent study describes these processes in metal 
tris(chelates) with ligands based on acetylacetonate145. 
4.1.2 Substituted Amine Tris(phenolate) Complexes 
Until 2007, all catalysts derived from the amine tris(phenolate) ligands had employed 
achiral ligands, generating, as described above, racemic mixtures of products. The 
first example of the use of a chiral ligand to prepare preferentially one enantiomer was 
reported by Axe et al137 and separately by Bernardinelli et al146. The former group 
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suggested that if the catalyst could be prepared in an enantiopure form it would have 
applications in chiral recognition or asymmetric catalysis. They noted that 
introduction of three stereocentres to give a C3-symmetric ligand (Figure 83, 
R2=R3=Me) would be effective but synthetically challenging. They envisaged that the 
introduction of one methyl group was feasible. Thus a single chiral centre was 
introduced into the ligand structure (Figure 83, R2=H, R3=Me). 
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Figure 83, A methyl group added to an amine tris(phenolate) ligand at R3 (R2=H) creates a chiral 
ligand. 
It was supposed that unfavourable steric interactions between a pseudo-equatorial 
methyl group and the proximal phenyl ring of the adjacent ligand arm would 
disfavour one enantiomer. Indeed, an NOE experiment showed close proximity of the 
methyl group at R3 and two inequivalent pseudo-axial benzylic protons. This is 
consistent with the formation of the (R,M) product (see Figure 84). 
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Figure 84, Proposed equilibrium between enantiomers of a titanium complex of a chiral amine 
tris(phenolate) ligand. 
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4.2 Aims 
The Davidson group had suggested that the polymerisation of lactide by racemic 
amine tris(phenolate) metal complexes might be governed by enhanced chain end 
control138, 147 (the stereospecificity of the reaction is defined both by the chirality at 
the metal and of the growing polymer chain). Thus an understanding of the dynamic 
processes occurring within the catalyst itself is required before the polymerisation 
mechanism can be fully described. DFT calculations were performed to provide 
information to complement the experimental data to help elucidate the processes 
occurring and their mechanisms. 
It had been assumed that inversion of the ligand was a synchronous process, justified 
by the high barrier measured for the titanium complex (R=tBu) as 17.8 kcal mol-1.148  
The first goal then was to confirm the mechanism of inversion of these amine 
tris(phenolate) metal complexes and justify the measured barrier.  
Secondly, we aimed to explore the differences in catalytic behaviour between the 
different group IV metal complexes: the titanium complex (Figure 79, M=Ti, R=tBu, 
R1= OiPr) produces atactic polylactide while the analogous zirconium and hafnium 
complexes give heterotactic polymer.  
If the polymerisation of lactide is indeed controlled by an enhanced chain end control 
mechanism, the barrier to inversion of the catalyst must be accessible under the 
reaction conditions. To understand how that barrier is affected by coordination of a 
molecule of lactide; the identity of the R1 group; the addition of a methyl group at 
position R3; and the identity of the metal is crucial in order to understand fully the 
reaction mechanism. 
Preliminary studies have explored the effect that a coordinated molecule (e.g. lactide) 
can have on the inversion process.  
The Davidson group had also observed that when the OiPr group (R1) on the titanium 
catalyst was replaced by a triflate group (triflate=OTf=OSO2CF3), the catalyst showed 
increased activity. It was thought that DFT calculations might be used to explain this.  
Given the unexpected complexity of the inversion process, each of these aspects were 
investigated in terms of their effect on the inversion process. Consideration of their 
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effect on intermediates and transition states in the polymerisation mechanism itself 
has not yet been addressed. 
4.3 Computational Approach for Investigation of the 
Tris(phenolate) Inversion Mechanism 
It was thought necessary to include the full tBu aryl substituents in the model since the 
effect of the steric bulk was not known and could not therefore be assumed to be 
unimportant.  
The cc-pVDZ149, 150 basis set was used on the metal atoms, with the appropriate 
pseudo-potential on Zr. The largest system to be studied had 127 atoms and 990 basis 
functions at this basis set level (referred to hereafter as the full basis set level). Full 
optimisations and frequency calculations at this level were prohibitively expensive 
and we therefore tested a layered model: cc-pVDZ(-pp):6-31G(d):STO-3G. This basis 
set combination employs cc-pVDZ(-pp) on the metal; 6-31G(d) on atoms directly 
bonded to the metal or likely to be electronically involved in the transition states; and 
STO-3G on: the four carbons of the aryl rings not part of the main ligand ring; the aryl 
group substituents; and the C and H atoms of the OiPr group (see Figure 85 for a 
visual description). This combination of basis sets is termed the mixed basis set level.  
 
Figure 85, Visual description of mixed basis sets: cc-pVDZ atoms shown as ball and stick; 6-
31g(d) atoms shown as tube; and STO-3G atoms shown as wireframe. 
This combination of basis sets produced results that deviated by not more than 1.8 
kcal mol-1 from the full basis set calculations for selected test systems. It was 
therefore adopted for the remainder of the project. Where the OiPr group was replaced 
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by triflate, the whole triflate group was assigned the 6-31G(d) basis.  When a 
formaldehyde molecule was introduced, the oxygen coordinated to the metal was 
assigned 6-31G(d) while the C and H atoms were assigned STO-3G.  
All transition states and optimised minimum geometries were located and 
characterised by the standard procedures described in chapter I. 
4.4 Results and Discussion 
4.4.1 Unsubstituted Zirconium, Hafnium and Titanium Amino 
Tris(phenolate) Complexes 
The zirconium and hafnium amine tris(phenolate) complexes where R=tBu, R1=OiPr 
and R2=R3=H (see Figure 86) show similar catalytic behaviour in the polymerisation 
of rac-lactide. Both species show high activity and stereospecificity under solvent-
free conditions, producing heterotactic poly(lactide).139 Poly(lactide) generated by the 
analogous germanium complex has also been found to be heterotactic but the activity 
of this complex is lower.138 The equivalent titanium complex displays good activity 
but produces only atactic polymer under the same conditions.139, 140 
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Figure 86, The unsubstituted amine tris(phenolate) complex used in this work. 
Kol et al148 had suggested that the inversion process was likely synchronous (all three 
ligand arms inverting simultaneously), to “account for the  high barrier to rotations in 
these complexes”. They presented no further evidence to support this claim. 
Chandrasekaran et al also hold this view, though their work was based on a silicon 
complex in which R=Me.136 This group further suggests that the height of the 
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inversion barrier might be related to the Si-N (=M-N) bond length. However they 
present no experimental evidence to support this hypothesis.  
Kol et al suggested that the high barrier to inversion was not a function of the size of 
the R groups attached to the aryl ring. If the size of R was reduced from the very 
bulky tBu to Me, the barrier for inversion in their Ti complex was reduced by only 2.1 
kcal mol-1. 
4.4.1.1 Asynchronous Inversion Mechanism 
No transition state (i.e, a first order saddle point with a single negative force constant 
in the Hessian matrix) for a concerted inversion process of the zirconium amino 
tris(phenolate) complex could be located (see section 4.4.1.2 below). However four 
possible transition states corresponding to separate inversion of each ligand 'arm' were 
found (when R2=R3=H). Thus the inversion is shown to be a stepwise process*. TS1 
and TS3 are enantiomers, corresponding to inversion of a single arm with both 
'resting' arms in the same configuration (either both P or both M). TS2 (where one 
arm is inverting and of the other arms one is in the P configuration and one is in the M 
configuration) is found to be the rate limiting step. The reaction passes through two 
intermediates which are also enantiomers. The possible reaction pathways are shown 
schematically in Figure 87. 
1u TS1 2u
TS2b
TS2a
3u TS1=TS3 4u=1u
 
Figure 87, Schematic diagram illustrating possible inversion pathways for complexes of amine 
tris(phenolate) ligands. Complexes viewed along the M-N axis. 
                                                 
*
 This assertion is supported by the suggestion by Fortner et al (Inorg. Chem, 2005, 44, 2803) that the 
inversion mechanism for inversion of their titanium 6-coordiate amino tris(phenolate) species (see 
later) was a stepwise process. 
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Two possible TS2s exist (Figure 88 and Figure 89), the first being significantly higher 
in free energy than the second. 
(a) (b)  (c)  
Figure 88, TS2a (Zr complex), hydrogens omitted: (a) schematic illustration of negative 
vibrational mode (b) side view (c) view from above. 
(a) (b)  (c)  
Figure 89, TS2b (Zr complex), hydrogens omitted: (a) schematic illustration of negative 
vibrational mode (b) side view (c) view from above. 
A reaction profile for the unsubstituted zirconium complex is shown in Figure 90. 
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Figure 90, Calculated reaction pathway for asynchronous inversion of the unsubstituted Zr 
complex. Free energies (kcal mol-1) are shown at the full and mixed basis set levels for 
comparison. 
Comparison of the free energies of the zirconium species along the inversion pathway 
reveals that reducing the size of the basis sets on some atoms has little overall effect. 
There are no significant changes to the relative free energies. 
4.4.1.2 Synchronous Inversion Mechanism 
As previously stated, a transition state for concerted inversion could not be found. 
Instead, a 4th order saddle point (1s) was located, for which four roots of the  Hessian 
matrix were computed as negative. In order to facilitate location of this species, these 
calculations were performed on the C3v symmetric molecule in which R1=OMe. The 
free energy of the molecule was 49.0 kcal mol-1 with respect to the corresponding 
starting material. Thus it is significantly higher in free energy than the (true) transition 
states for the stepwise process. 
(a) (b) (c) 
A2
E E
A2
 
Figure 91, Species 1s, (a) side view, hydrogens omitted (b) view from above (c) schematic 
diagrams illustrating negative vibrational modes. 
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The four negative modes correspond to: an A2-symmetric synchronous inversion of all 
three ligand arms; a degenerate (E) mode corresponding to two equivalent modes and 
a second A2 mode. The two degenerate E modes correspond to transformation into the 
two transition states TS2a or TS2b. The other A2 mode describes a synchronous 
twisting of all three ligand arms.  
Characterisation of this high energy 4th order saddle point clearly eliminates a 
synchronous inversion mechanism. 
4.4.1.3 Effect of Varying the Metal 
4.4.1.3.1 Geometries 
Consideration of the geometries of the three complexes reveals some interesting 
differences. All the parameters measured are similar for the zirconium and hafnium 
species (see Table 20). In the titanium complex, all bond lengths are shorter (probably 
due to the smaller size of the titanium atom). The dihedral angle measuring the extent 
to which the 6-membered M-O-C-C-C-N ring is deformed was measured (shown in 
Figure 92). Chandrasekaran et al136 had suggested that the extent of distortion from 
planarity of this ring might be related to the “difficulty” of ligand inversion.  
O
N
M
R1
O
R
R
R
R
R
R
O
 
Figure 92, Diagram showing the O-M-N-C dihedral angle used to assess ligand arm distortion. 
In this case however, the dihedral angle in the titanium complex is not significantly 
larger than in the hafnium or zirconium complexes. The M-O-iPr angle is larger for 
the Ti complex but it is not clear how this would affect the inversion process (the OiPr 
group is not close enough to the ligand arms to hinder inversion). The data in Table 20 
suggest that the main reason that the barrier to inversion in the titanium complex is 
higher than in the zirconium or hafnium complexes is due to the shorter M-ligand 
bonds. 
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Metal Zr Ti Zr Hf Ti  
Basis set Mixed Mixed Full Full Full 
M-O (Å) 2.00 1.84 2.01 2.00 1.79 
M- OiPr (Å) 1.95 1.79 1.95 1.94  1.85 
M-N (Å) 2.52 2.44 2.48 2.46  2.38 
M-O-iPr (°) 178.4 156.8 179.7 173.6  160.5 
O-M-N-C (°) 24.2 28.9 32.8 32.8  34.0 
Table 20, Selected bond lengths and angles for zirconium, hafnium and titanium amine 
tris(phenolate) complexes. 
4.4.1.3.2 Free Energy Barrier to Inversion 
Key species on the asynchronous pathway were calculated for M=Ti and M=Hf. The 
two sets of calculations were performed at different basis set combinations and so 
should not be compared directly. They can however be compared with the equivalent 
zirconium pathway at equivalent basis sets. The reaction pathway for stepwise 
inversion of the titanium complex (with that for the zirconium complex shown for 
comparison) is shown in Figure 93. The equivalent pathway for the hafnium species is 
shown in Figure 94. 
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Figure 93, Reaction pathway for stepwise inversion of zirconium and titanium complexes.  
Calculations performed with mixed basis sets, free energies in kcal mol-1. 
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Figure 94, Reaction pathway for stepwise inversion of zirconium and hafnium complexes.  
Calculations performed with full basis sets, free energies in kcal mol-1. 
Figure 93 and Figure 94 demonstrate that changing the metal centre has little effect on 
the energetics of inversion. This is of particular interest because the catalytic 
behaviour of the complexes can vary significantly with the metal: the zirconium and 
hafnium complexes produce heterotactic polymer while the titanium complex 
produces atactic PLA. These findings confirm the hypothesis that catalyst inversion 
cannot be the sole factor governing stereospecificity in the polymerisation process. 
Full thermodynamic results for possible species in the reaction pathway for the 
zirconium, hafnium and titanium complexes are listed in Table 21, Table 22 and Table 
23. The rate limiting step is highlighted in red. 
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Metal R R1 R2 Species 
∆G‡ 
 (kcal mol-1) 
∆S‡ 
(cal mol-1) 
∆H‡ 
(kcal mol-1) 
Basis Set 
Zr tBu H OiPr 1u 0.0 0.0 0.0 Full 
Zr tBu H OiPr TS1u 11.7 -5.5 10.1 Full 
Zr tBu H OiPr 2u 8.6 0.5 8.7 Full 
Zr tBu H OiPr TS2a 22.2 -6.3 20.3 Full 
Zr tBu H OiPr TS2b 16.6 -1.3 16.2 Full 
Zr tBu H OMe 1s 49.0 -10.1 52.0 Full 
Zr tBu H OiPr 1u 0.0 0.0 0.0 Mixed 
Zr tBu H OiPr TS1u 11.5 -4.1 10.2 Mixed 
Zr tBu H OiPr 2u 6.9 -0.9 6.6 Mixed 
Zr tBu H OiPr TS2a 21.9 -6.6 19.9 Mixed 
Zr tBu H OiPr TS2b 14.9 -2.7 14.1 Mixed 
Table 21, Free energies, entropies and enthalpies of species along the reaction path for inversion 
of the zirconium amine tris(phenolate). (Pathway illustrated in Figure 90.) 
Metal R R1 R2 Species 
∆G‡ 
(kcal mol-1) 
∆S‡ 
(cal mol-1) 
∆H‡ 
(kcal mol-1) 
Basis Set 
Ti tBu H OiPr 1u  0.0 0.0 0.0 Mixed/Full 
Ti tBu H OiPr TS1u 11.5 -4.4 10.2 Mixed 
Ti tBu H OiPr 2u 9.1 -2.7 8.3 Mixed 
Ti tBu H OiPr TS2a Not calculated Mixed 
Ti tBu H OiPr TS2b 15.8 -8.1 13.4 Mixed 
Ti tBu H OiPr TS2b 18.6 -8.9 16.0 Full 
Table 22, Free energies, entropies and enthalpies of species along the reaction path for inversion 
of the titanium amine tris(phenolate). (Pathway illustrated in Figure 93.) 
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Metal R R1 R2 Species 
∆G‡ 
(kcal mol-1) 
∆S‡ 
(cal mol-1) 
∆H‡ 
(kcal mol-1) 
Basis Set 
Hf tBu H OiPr 1u  0.0 0.0 0.0 Full 
Hf tBu H OiPr TS1u 12.2  -7.3  10.0  Full 
Hf tBu H OiPr 2u Not calculated  Full 
Hf tBu H OiPr TS2a 22.9  -8.5 20.4  Full 
Hf tBu H OiPr TS2b 17.6  -4.3  16.3  Full 
Table 23, Free energies, entropies and enthalpies of species along the reaction path for inversion 
of the hafnium amine tris(phenolate). (Pathway illustrated in Figure 94.) 
A number of reports of such data found for other similar complexes are collected in 
Table 24. * For species in which the ligand at R1 (Figure 79) is monodentate, the 
values of ∆G‡ range from 9.7 to 17.8 kcal mol-1. Thus these previously reported 
results are consistent with our predicted barriers. In cases where R1 is a bidentate 
ligand (i.e. the metal is 6-coordinate), the barriers reported are lower, ranging from 
8.6 to 11.5 kcal mol-1 (see section 4.4.4 for further discussion). 
                                                 
*
 Given the large number of metal (and non-metal) amine tris(phenolate)s that have been reported, this 
list is not exhaustive. 
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Metal R R1 R2 
∆G‡ 
(kcal mol-1) 
∆S‡ 
(cal mol-1) 
∆H‡ 
 (kcal mol-1) 
Ref 
Ti Me H 
2,6-di-isopropyl 
phenolate 
14.9     151
 
Ti Me H OiPr 15.7     148
 
Ti tBu H OiPr 17.8 at 386K     148
 
Si Me H Me 10.3     136
 
Si Me H OMe 10.4     136
 
Si Me H Ph 9.7     136
 
Zr tBu H tBu 13.0 at 298K   152
 
V Me H =O 14.0 at 296K   141
 
V tBu H =O 15.9 at 346K   141
 
Ti tBu H tropolonate (bidentate) 8.6(11) 7(3) 10.7(6) 153
 
Ti tBu H 
8-hydroxyquinoinate 
(bidentate) 11.5(3) -10.2(8) 8.46(17) 
153
 
Ti tBu H 
salicylaldehyde 
(bidentate) 10.5(3) -11.3(9) 7.14(18) 
153
 
Ti tBu H 
diformylcresolate 
(bidentate) 10.1(4) -9.4(12) 7.29(23) 
153
 
Ti tBu H 
di-p-tolyoylmethane 
(bidentate) 10.9(6) -12.4(16) 7.1(3) 
153
 
Table 24, Free energies, entropies and enthalpies (where available) of amine tris(phenolate) 
complexes in the literature. 
To enable us to identify whether or not there was a trend in the barrier heights for the 
three species with different metal centres, TS2b for the titanium complex was re-
calculated at the full basis set level. The resulting trend in barrier heights is: 
Zr (16.6 kcal mol-1) < Hf (17.6 kcal mol-1) < Ti (18.6 kcal mol-1) 
These findings are not inconsistent with observed catalytic behaviour. If the inversion 
process plays a role in the catalytic process it is possible that in the case of titanium, 
the barrier has been raised just above the level required for the reaction to occur. Thus 
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the polymerisation might proceed via an altered mechanism, producing polymer of a 
different tacticity. 
4.4.2 Methylated Zirconium, Hafnium and Titanium Amino 
Tris(phenolate) Complexes 
As previously discussed, it had been assumed that the mono-methylated amine 
tris(phenolate) ligand (Figure 83, R=H) would form complexes of both enantiomers, 
but that one enantiomer would be favoured on steric grounds. The two enantiomers 
were both calculated and the (R,M) (or (S,P)) isomer was found to be 1.3 kcal mol-1 
higher in free energy than the (S,M) (or R,P). The species in which the methyl group 
is equatorial is higher in free energy than the axial isomer. 
There are six possible unique pathways via which the stepwise inversion can be 
envisaged to proceed. It was necessary to calculate all transition states along each 
pathway to be sure that the route of overall lowest free energy had been correctly 
identified. Twelve unique transition states were located: three TS1s; six TS2s and 
three TS3s. These are linked by six unique intermediates, all of which were also 
located. 
Each structure (intermediates and transition states) in each path is labelled in terms of 
the order in which the arms invert. (Arms are labelled a, b or c and the label “TS3ca” 
denotes the transition state corresponding to the third transition state in a pathway in 
which arm c inverted first, followed by arm a (hence in TS3ca, arm b is inverting). 
The six pathways are shown schematically in Figure 95. 
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Figure 95, Schematic showing the six unique pathways for stepwise inversion of the methylated 
zirconium amine tris(phenolate). 
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The lowest energy pathway is found to be that in which the order of inversion of the 
ligand arms is c, a and finally b. (Path = 1, TS1c, 2c, TS2ca, 3ca, TS3ca, 4.)  Within 
this pathway, the highest energy species is TS2ca. This pathway of lowest energy is 
illustrated Figure 96. Shown also for comparison is the lowest energy pathway for the 
unsubstituted complex. 
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Figure 96, Free energy pathway for stepwise inversion of Zr complex: unsubstituted and 
methylated. (Full basis set, free energies in kcal mol-1.) 
The most interesting feature of Figure 96 is that the overall barrier to inversion, that of 
TS2, is very little changed on methylation of the ligand. This confirms that the 
detection of only one isomer in the experimental NMR spectrum is explained not by a 
high barrier to inversion but by the energy difference between the “equatorial” and 
“axial” isomers. A difference in free energy of 1.3 kcal mol-1 corresponds to ~90% of 
the molecules having the lower energy axial conformation. 
The key species on the reaction path were calculated for the titanium complex also. 
The results are shown schematically in Figure 97.  
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Figure 97, Free energy pathway for stepwise inversion of Ti complex: unsubstituted and 
methylated. (Mixed basis sets, free energies in kcal mol-1.) 
As for the zirconium complex, the overall barrier to inversion (assumed to be the 
same species as in the zirconium complex) is not significantly changed by the addition 
of a methyl group. The equatorial isomer is 2.4 kcal mol-1 higher in free energy than 
the axial isomer. It should be noted that although this is a greater difference than in 
the case for zirconium (above), the titanium species calculations employed the mixed 
basis set combination whereas the zirconium species were calculated at the full basis 
set level. Thus it can be assumed that there is little difference in the inversion 
mechanism or barrier on changing the metal from Zr to Ti. This could have important 
implications for catalysis. If ligand inversion is shown to play a role in the 
polymerisation process, it will be crucial that the barrier to inversion is not raised 
significantly on introduction of the methyl group. The aim of introducing the methyl 
group was to “lock” the configuration of the system. This aim is achieved in that the 
majority of the molecules exist in one conformation. However, if inversion can still 
occur during the polymerisation process, any mechanism that depends on this 
inversion will not be inhibited significantly on methylation. Thus, that methylation 
does not significantly raise the barrier to inversion is an interesting and important 
result. 
Chapter IV 
Zirconium Amine Tris(phenolate) Complexes for Lactide Polymerisation: Dynamic Processes of the Ligands 
156 
4.4.3 Effect of Varying the OiPr Ligand 
The complex shown in Figure 79 where M=Ti, R=tBu, and R1=OiPr, although 
displaying high activity in the polymerisation of lactide produces only atactic 
polymer.139, 140 Additionally, the titanium complex in which the OiPr group is replaced 
by a triflate group has been shown to be a good catalyst in formal aza-Diels-Alder 
reactions.134 Analysis of this and the analogous methylated species (Figure 83: 
R2=Me, R3=H, R4=H) was undertaken to determine how the inversion process was 
affected by altering the OiPr ligand. During the polymerisation reaction, the catalyst 
will support a variety of different types of ligand at this position: the growing polymer 
chain; a coordinated lactide molecule; and the intermediates linking the two transition 
states. Thus an indication of how the inversion mechanism changes as the extra ligand 
is altered is essential for a complete description of the lactide polymerisation process. 
The calculations were performed on the zirconium species with mixed basis sets. The 
unsubstituted pathway is shown in Figure 98 and that for the methylated system in 
Figure 99.  
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Figure 98, Pathway for inversion of unsubstituted Zr tris(phenolate) complex with R1=OTf. The 
pathway for inversion with R2= OiPr is shown for comparison. Free energies in kcal mol-1. 
Replacing the isopropyl group with a triflate group in the unsubstituted system has the 
effect of raising the free energy of the rate-determining transition state by 2.4 kcal 
mol-1. The overall barrier is now comparable to that for the methylated system where 
R2=OiPr (17.1kcal mol-1 at the same basis set level). This is interesting because it 
implies that the OTf group hinders inversion approximately as much as the methyl 
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substituent. However, the reasons for this hindrance must be very different since the 
two groups are attached at very different positions in the molecule. 
Comparison of the optimised geometries of the TS2b-OiPr and TS2b-OTf reveal that 
the transition state is barely altered on replacing the isopropyl group with triflate. 
Thus the increase in energy of the rate determining transition state cannot be 
explained by a significant structural change. The starting material also is barely 
distorted on variation of the R1 ligand. 
The geometries of the unsubstituted and the methylated OTf substituted TS2s were 
compared to try to understand why the barrier to inversion in the unsubstituted species 
should be greater than in the methylated species. The geometries were found to be 
essentially the same. It is not clear why the barrier should be higher in the 
unsubstituted case. 
In the methylated system, the presence of the OTf group in place of the OiPr group 
barely affects the relative free energies of either the rate determining step (TS2ca) or 
the second intermediate (3ca). The relative free energy of TS1c is slightly lowered 
(12.1 compared with 13.6 kcal mol-1) and that of the first intermediate 2ca is slightly 
raised (10.9 compared with 9.7 kcal mol-1). Nonetheless the general topology of the 
reaction pathway is not altered. 
Reactant
0.0
0.0
Product
1.8
-
TS1c
13.6
12.1
2ca
9.7
10.9
TS2ca
17.1
17.1
TS3ca
9.4
-
3ca
7.3
7.1
Methylated Zr Complex
Methylated Zr Complex with Coordinated Triflate
Me
Me
Me
Me
Me
Me
Me
Me
= axial Me
Me
= equatorial Me
OTf
OTf
TfO
TfO
TfO
TfO
TfO
 
Figure 99, Pathway for inversion of methylated Zr tris(phenolate) complex with R1=OTf. The 
pathway for inversion with R2= OiPr is shown for comparison. Free energies in kcal mol-1. 
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These calculations demonstrate that the inversion process is little affected by changes 
in the R1 ligand. Thus, the inversion process is likely to be unaffected as this ligand 
changes throughout the polymerisation cycle. This means that the findings presented 
in this work may plausibly be extended to species in which the ligand R1 is quite 
different (i.e. other species in the polymerisation mechanism). 
4.4.4 Effect of Additional Ligands: 6-Coordinate Zirconium Amine 
Tris(phenolate)s 
Although a full investigation into the mechanism of lactide polymerisation could not 
be completed, a study into the first step of the reaction was undertaken. The first step 
in the polymerisation is the coordination of a molecule of lactide to the metal centre. 
To reduce calculation time, a model system was chosen in which the lactide molecule 
was represented by a formaldehyde molecule. The molecules were calculated at the 
mixed basis set level. The resulting reaction pathway is shown in Figure 100. 
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Figure 100, Pathway for inversion of Zr amine tris(phenolate) complex with a coordinated 
molecule of formaldehyde. The pathway for inversion with no formaldehyde is shown for 
comparison. Free energies in kcal mol-1. 
The most striking feature of the pathway in which a formaldehyde molecule is 
coordinated to the zirconium centre is that the relative free energy of TS2 is greatly 
reduced. It is now only 0.6 kcal mol-1 higher in free energy than TS1.  
It was noted that the close approach of one the hydrogens of the formaldehyde 
molecule might be interacting with the oxygen atoms of the ligand. 
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(a) (b)  
Figure 101, Zr amine tris(phenolate) with formaldehyde coordinated showing possible 
interactions between formaldehyde H and the ligand. (a) Starting material and (b) TS1 (with 
different formaldehyde orientation). Selected hydrogens omitted for clarity. 
To prevent this (and determine whether that interaction had any effect, since it would 
not occur in the system where the coordinated molecule was lactide) the unsubstituted 
species were re-computed with coordinated acetone, rather than formaldehyde. As 
Figure 102 demonstrates, the effect of changing the sixth ligand to acetone rather than 
formaldehyde is negligible. 
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Figure 102, Comparison of changing the sixth ligand from formaldehyde to acetone. 
It can be concluded that any interactions between the methylene protons of the 
formaldehyde and the rest of the catalyst structure do not add significant stabilisation 
to the molecule. Any such interactions can therefore be ignored and formaldehyde 
used as a suitable model for the coordinating molecule. 
Where the molecule is methylated, the free energy barrier to TS2b is again lowered 
with respect to the starting material (see Figure 103). This lowering is so pronounced 
that TS1 becomes the rate limiting step by 1.1 kcal mol-1. 
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Figure 103, Pathway for inversion of the methylated Zr amine tris(phenolate) complex with a 
coordinated molecule of formaldehyde. The pathway for inversion with no formaldehyde is 
shown for comparison. Free Energies in kcal mol-1. 
This could have important implications for the polymerisation mechanism (at least 
with regards to the inversion process). Thus the transition states (and, necessarily the 
starting material) of the methylated complex were recomputed with the full basis set 
combination. With the full basis set the relative energies of the transition states retain 
their original order: the free energy barriers for TS1 and TS2b are 12.8 and 13.1 kcal 
mol-1 respectively (compared with 11.6 and 17.3 kcal mol-1 for the methylated 
complex at the full basis set level with no formaldehyde coordinated). Thus the 
switching of the relative energies of the transition states is simply a basis set effect. 
However, the higher level calculation does confirm that the reaction profile is changed 
significantly on coordination of a formaldehyde molecule. The free energy of TS2ca 
is lowered (by 4.2 kcal mol-1) almost to the same as that of TS1c (which changes by 
only 1.2 kcal mol-1).  
These results are in accordance with the findings of Fortner et al153, who calculated 
rates of inversion for a 6-coordinate titanium complex similar to the unsubstituted 
complex described here (see Figure 104). They performed variable temperature NMR 
lineshape analysis to determine values of ∆H‡,∆S‡ and ∆G‡ from Eyring plots (see 
section 4.4.5.1). They noted that the free energy for inversion was substantially lower 
for the 6-coordinate complex than the 5-coordinate species reported in the literature 
(reference 148 and previous discussion in this work). The values of ∆G‡ for the 
complex shown in Figure 104 varied between 8.6(11) and 11.5(3) kcal mol-1 (for 
different bidentate chelates, shown as O-O)153. These are not inconsistent with our 
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prediction for the barrier to inversion for the zirconium-formaldehyde complex of 
13.1 kcal mol-1 (bearing in mind that our complex has two separate O- ligands 
(formaldehyde and OiPr) whereas that of Fortner et al had a bidentate ligand. 
O
N
Ti
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O
tBu
tBu
tBu
But
But
tBu
OO
 
Figure 104, amine tris(phenolate) complex analysed by Fortner et al153. The bidentate chelate O-
O was varied. 
Fortner et al also suggest a stepwise mechanism on the basis of 1H NMR spectra in 
which they observe intermediate species*. In our calculations, the relative free energy 
of the intermediate (5.0 kcal mol-1) indicates that it should be present in such low 
concentrations that it should not be observed in the NMR spectrum.  
The group also propose that steric effects will induce stronger binding between the 
sixth ligand and the metal in TS2 than in the starting material (consider Figure 100, 
TS2b and Reactant). In fact, on inspection of the optimised geometries of our 6-
coordinate species, the Zr-OCH2 distance actually increases from 2.48Å in the 
reactant to 2.52Å in TS1. In the intermediate it is exactly the same as in the reactant 
(not shorter, as would have been expected from steric considerations). The bond 
length then again increases in the transition state (TS2) to 2.54Å. This suggests that 
the binding of the sixth ligand is influenced more by electronic than steric factors. 
The important differences between the 5- and 6-coordinate species in this study are 
(for both the unsubstituted and methylated systems) that the presence of the sixth 
ligand appears to stabilise both the first intermediate and the rate-determining 
transition state (Figure 100 and Figure 103). Alternatively its presence could serve to 
destabilise the starting material and the first transition state (leading to the same 
                                                 
*
 A similar analysis of the 1H NMR spectra is undertaken here (see section 4.4.5) but in our case we 
were unable to observe the intermediates. 
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alteration of the reaction paths). In fact, the latter explanation appears more likely: 
inspection of the optimised geometries and bond lengths for 2u/Int1c and TS2 reveal 
no obvious differences to which a raising in energy could be attributed. However, it is 
clear even by inspection of the schematic diagrams in Figure 100 and Figure 103 that 
the presence of this extra species ought to perturb the equilibrium geometry of the 
starting material and TS1u/TS1c. Thus they will be higher in energy when a sixth 
ligand is coordinated. Consequently, the lowered barrier to inversion for the 6-
coordinate system is due not to a stabilisation of TS2 but more a destabilisation of the 
reactant. Indeed, comparison of the 5-coordinate species with a free molecule of 
formaldehyde and the 6-coordinate species demonstrates that the bound species 
should be disfavoured. The 5-coordinate complex is preferred by 5.4 kcal mol-1 in the 
unsubstituted system and 5.7 kcal mol-1 in the methylated system.  
Our results also suggest that TS2 remains (by a small margin) the rate limiting step. 
However, if the metal can be forced to coordinate a sixth ligand, the barrier to 
inversion should be reduced. This has important implications for the polymerisation 
process. Inversion is likely to be significantly easier for the 6-coordinate species in the 
reaction mixture than for the 5-coordinate complex. It is thus even more likely that 
ligand inversion is happening (and might have some effect on the mechanism) than 
has been previously supposed. Crucially, this also applies to the methylated system: 
the axial isomer will be in excess but the barrier to inversion is still accessible. 
Methylation of the ligand will not affect any process which requires ligand inversion. 
This is consistent with a polymerisation mechanism in which ligand inversion plays a 
key role.  
4.4.5 Analysis of the Experimental 1H NMR Spectra 
The prochiral nature of the N(CH2) methylene protons means that the experimental 1H 
NMR spectrum for the complex shown in Figure 86 shows two anisochronous peaks: 
one for the protons Ha, Hb and Hc and another for Hx, Hy and Hz. At low temperatures 
each peak is a doublet due to mutual coupling to the other proton attached to the same 
carbon. As the temperature is increased, the two doublets merge to give two singlets. 
Finally at the coalescence temperature (Tc) the two singlets proceed to merge to give 
one singlet due to exchange of the three pairs of protons on the NMR timescale. The 
NMR spectrum can thus be used to determine whether or not the complex is rigid or 
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inverting on the NMR timescale at room temperature. The anisochronicity is 
measured in terms of the ∆ν: the difference in chemical shift between the sets of 
peaks. This ∆ν is reproduced in GIAO-calculated H1 NMR spectra. The calculated 
spectra were also used to confirm the axial and equatorial proton assignments.  
GIAO-NMR calculations employed the mPW1PW91 functional and the 6-31G(d,p) 
basis set on all atoms. This combination of basis set and functional has been shown to 
reproduce 13C NMR spectra to high precision154. As suggested,154 the CPCM43 
polarisable conductor calculation model* was used to add a solvent correction 
(although in this case the solvent chosen was benzene, to match the experimental 
data). The geometry used was that calculated in the gas phase at the mixed basis set 
level. Although the calculations performed by Braddock and Rzepa154 used 
geometries optimised at the mPW1PW91/6-31G(d,p) level, we suggest that in this 
case, the geometries that had already been calculated at the B3LYP/6-31G(d) level 
were adequate. Indeed, the results show that the ∆ν value is adequately reproduced for 
our purposes. The corresponding spectra for the zirconium and hafnium complexes 
(not shown) were calculated in the same way. (Although the geometries used were the 
gas phase geometries at the full basis set level and the cc-pVDZ basis was used on the 
metal because there is no available 6-31g(d,p) basis for zirconium or hafnium.) 
The calculated spectrum for the Ti complex (in C6D6) is shown in Figure 105. The 
relevant experimental results for this complex are reported as: 1H NMR (C6D6), 360 
MHz): δ4.05 (d, J=13 Hz, 3H, AX system), 2.67 (d, J=13Hz, 3H, AX system).148 (The 
anisochronicity is therefore: ∆δ =4.05-2.67=1.38 ppm.)  
                                                 
*
 This is an implementation of COSMO (Klamt et al, Journal of the Chemical Society – Perkin 
Transactions 2, 1993, 799) in the PCM (Miertus et al, Chemical Physics, 1981, 55, 117) framework. 
This model, like other continuum solvation methods, evaluates the molecular free energy in solution by 
calculating the electrostatic interactions between the molecule and a solvent. 
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Figure 105, Calculated NMR spectrum of titanium amine tris(phenolate)  in benzene. Equatorial 
protons are 7-H, 11-H and 20-H and axial protons are 6-H, 10-H and 19-H. 
The calculated spectrum shows the three equatorial protons at 4.03ppm and the three 
axial protons at 2.77ppm. ∆δ =4.03-2.77=1.26 ppm. For Zr and Hf the ∆δ values were 
1.23 (at 298K in toluene) and 1.20 (at 298K in toluene) compared with the 
experimental values of 1.27 ppm (in toluene, 400MHz at 298K) and 1.07 ppm (in 
toluene, 400MHz at 298K) respectively. 
This provides confirmation of the axial and equatorial proton assignments. It also 
confirms that calculation can reproduce the proton chemical shifts to within sufficient 
accuracy for our analysis. (Calculation of the chemical shift values for the starting 
materials and intermediates along the reaction pathway was necessary for input into 
gNMR, the lineshape fitting program (see following sections).) 
Many examples of propeller-like amine tris(phenolate)s have been synthesised, but 
few authors appear to have considered the inversion kinetics in great detail. Kol et al 
report an inversion barrier ∆G, calculated from the coalescence temperature, Tc. A 
handful of other authors have followed suit and used the equation155:  
∆G‡ = 4.57 Tc[10.32 – log(k/Tc)] 
Equation 3 
to determine the free energy barrier to inversion.  
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However, Equation 3 is valid only for simple exchange processes155. As mentioned 
previously, Kol et al148 state that they assume a concerted mechanism. Other authors 
have also assumed this. Since the calculations presented in this work suggest that the 
process is most likely asynchronous, we decided that a full lineshape analysis was 
necessary. We initially hoped that a complete analysis might be able to differentiate 
between a synchronous and asynchronous process. 
4.4.5.1 Lineshape analysis 
The Eyring equation states that: 
k = (kBT/h) e (-∆G‡/RT) 
and when rearranged: 
ln (k/T) = (-∆H‡/R)*(1/T) + ln (kB/h) + (∆S‡/R) 
By fitting calculated lineshapes to experimental data at varying temperatures, the 
observed rate, k, is found at each temperature. A plot of (1/T) vs ln (k/T) gives values 
for ∆H‡ (slope) and ∆S‡ (intercept). ∆G‡ can then be calculated using: 
∆G‡ = ∆H‡ - T∆S‡ 
4.4.5.1.1 Practical Considerations 
Lineshape analysis was performed using the program gNMR156 for the complexes 
where M=Zr, Ti and Hf. (The program iNMR was also explored but gave similar 
results to gNMR. In later experiments iNMR was not able to handle the larger spin 
system so gNMR was used throughout.) Experimental spectra were obtained from the 
Davidson group at respectively fifteen (M=Zr), fourteen (M=Hf) and seven (M=Ti) 
temperatures. The spectra were recorded at a low temperature limit (214K) and at 
roughly 10K intervals up to 392, 379 and 298K respectively. The line width, W, 
measured at the low temperature limit, was found to be 3.6Hz for M=Zr, 1.1 for M=Ti 
and 6.5 for M=Hf. These values were adopted for all spectra of each metal complex. 
The spectra were converted into a format suitable for gNMR by the program gCVT. 
All experimental spectra were used as received. (A small number of the spectra, when 
expanded, were of too poor a quality to enable good fitting and were therefore 
omitted. It can be seen however that these omissions were unlikely to change the 
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Eyring plots significantly so no attempt was made to re-record or manipulate these 
spectra in any way.)  
At lower temperatures where there are two distinct peaks in the spectrum the chemical 
shifts of both sets of protons were varied in the fitting procedure. As the peaks 
coalesced however, gNMR did not produce sensible values for the two shifts. 
Inspection of both the experimental data and the fitting at lower temperature values 
revealed that the chemical shift of one of the peaks (that of the axial protons at 
ca2.7ppm) changed significantly (and consistently) as the temperature was varied. 
The other peak (due to the equatorial protons at ca 4.0 ppm) fluctuated less. The 
values of the higher field peak obtained through lineshape fitting (where reasonable 
results were obtained) were plotted, producing a curved plot (r2=0.9996).* In the cases 
where gNMR was unable to optimise both chemical shift values, values for the higher 
field peak were obtained from this plot and held at this value. It was then possible to 
optimise the lineshape varying only the chemical shift of the high field peak. This 
gave sensible results and consistently good fits to the experimental data. 
4.4.5.1.2 Synchronous Exchange 
To model the synchronous exchange process, the three axial hydrogens (Ha, Hb and 
Hc) and the three equatorial protons (Hx, Hy and Hz) were each represented as a single 
proton (H1 and H2) within one molecule.† Input specified exchange between the two 
protons and the concentration was set to 1. 
                                                 
*
 Although a straight line was expected, the r2 value obtained on fitting a straight line was 0.9873. 
Additionally, the shift values obtained using this fitting did not provide good fits to the NMR 
lineshapes. 
†
 They could not be described as two sets of three equivalent protons because the couplings could then 
not be properly described. 
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Figure 106, Schematic diagram showing synchronous inversion as modelled in gNMR. 
Figure 107 shows three examples of the fitting obtained for the zirconium complex. 
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Figure 107, Examples of lineshape fitting in gNMR for the zirconium amine tris(phenolate). 
Experimental spectra are shown in black, fitted lines are shown in red. 
Rates obtained from the fitting procedures were used to produce Eyring plots (shown 
in Figure 108). Near the low temperature limit (before the rate begins to vary) some 
results have been omitted (as described in section 4.4.5.1.1). 
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Figure 108, Eyring plots produced from gNMR lineshape analysis: rate of inversion of Zr, Hf and 
Ti amine tris(phenolate)s in a synchronous process. 
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The equations for the lines of best fit are shown on each plot. Using the equations 
described above, values of ∆S‡, ∆H‡ and ∆G‡ were obtained for each system. These 
are recorded in Table 25. The DFT calculated results for the rate limiting step (TS2b) 
(presented previously in Table 21) are also listed for comparison. 
Metal 
∆G‡ (kcal mol-1) 
(298K) ∆S
‡
 (cal mol-1) ∆H‡ (kcal mol-1 ) Calculation Details 
Zr 14.1 -21.2 7.9 Eyring Plot 
Zr 14.9 -2.7 14.1 DFT, TS2b, mixed basis sets 
Zr 16.6 -1.3 16.2 DFT, TS2b, full basis sets 
Zr 14.6 at Tc - - k=1060s-1 at Tc=326K 
Hf 13.3 -19.4 7.6 Eyring Plot 
Hf 17.6  -4.3  16.3  DFT, TS2b, full basis sets 
Hf 13.2 at Tc - - k=1180s-1 at Tc=298K 
Ti 16.7 -21.8 10.2 Eyring Plot 
Ti 15.8 [18.6] -8.1 13.4 DFT, TS2b, mixed basis sets [full 
basis sets] 
Table 25, ∆H‡, ∆S‡ and ∆G‡ results obtained from Eyring plots for synchronous inversion of 
group 4 metal amine tris(phenolate)s. 
As has been stated previously, some authors have used the equation  
∆G‡ = 4.57 Tc[10.32 – log(k/Tc)] 
to calculate ∆G‡ for the inversion process. For the zirconium and hafnium complexes 
the experimental spectra gave Tc so the value of ∆G‡ was calculated with this method 
also.* These results are also shown in Table 25 and are very close to those found with 
the full lineshape analysis. 
In consideration of ∆G‡, the VT NMR lineshape analysis and the DFT calculations 
agree satisfactorily. For the zirconium complex the ∆G‡ value obtained from the 
                                                 
*
 The experimental spectra for the titanium species were not recorded at the coalescence temperature so 
this method could not be used for this complex. 
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Eyring plot is similar to that obtained by the equation involving Tc. These are also 
very close to the value obtained from the DFT calculation with the mixed basis sets. 
These differ slightly (by ca. 2 kcal mol-1) from the value obtained with the larger basis 
set in a DFT calculation. In the case of hafnium the discrepancy is larger (the 
difference is now ca 4 kcal mol-1), the DFT calculations predicting rather higher 
barriers to inversion than experiment. For titanium the DFT values of ∆G‡ are again 
within ±2 kcal mol-1 of the experimentally determined figure.  
However, when the Eyring plot results are considered more closely, the values of ∆S‡ 
(and consequently the values of ∆H‡) are rather surprising. The DFT calculations 
predict a change in entropy of close to zero (see Table 21, Table 22 and Table 23). 
This is expected for a unimolecular process. The ∆S‡ values obtained from the Eyring 
plots are all ca -20 kcal mol-1 . This suggests a significant loss of entropy during the 
reaction and would be expected in a process in which another molecule is taken up in 
the transition state. This seems rather unlikely because it would involve either a dimer 
being formed in the transition state or a molecule of solvent coordinating to the 
transition state. It is not immediately clear why either of these processes might occur 
in the transition state but not in the ground state (given the similarity of the geometries 
of both species). 
Thus we decided to repeat the lineshape analysis with a more complex model to see if 
the surprising results obtained above were due to application of an incorrect model 
(the correct ∆G‡ values being simply a coincidence). 
4.4.5.1.3 Asynchronous Exchange 
Modelling the asynchronous process required some manipulation of the features in 
gNMR. Definition of four molecules and exchange between hydrogens on each 
resulted in too large a system for the program to handle. By defining two geometries 
(one for product/reactant and one for intermediate1/intermediate2) and describing 
three exchange processes. The second exchange process can be formally described as 
an intramolecular exchange because the geometry of the two intermediates (between 
which TS2 occurs) is the same by symmetry (although the position of the hydrogens 
is different). This model therefore has three rate constants, two of which are identical 
by symmetry (see Figure 109). 
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Figure 109, Schematic diagram showing asynchronous inversion as modelled in gNMR. 
Despite reducing the size of the system to a level compatible with gNMR, the least 
squares lineshape fitting algorithm procedure became prohibitively expensive. Thus 
the fitting had to be performed by eye. Interestingly, although TS2 ought to be the rate 
limiting step, the very small concentration of the intermediates meant that the k value 
obtained was independent of k23. The lineshape is entirely dependent on k12 (=k34). 
In all three cases, after the fitting of several points it became clear that the resulting 
values of k were very similar to those obtained with the simpler model (see Figure 
110). It can therefore be assumed that the two models give the same result and that 
NMR cannot be used to distinguish between concerted and stepwise inversion. 
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Figure 110, Examples of lineshape fitting in gNMR with a complex, asynchronous mechanism for 
the zirconium amine tris(phenolate). Experimental spectra are shown in black, fitted lines are 
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shown in red.  The same rates as obtained using the simpler, synchronous mechanism produce 
good fits. 
4.4.5.2 Kinetic Analysis 
The unexpected results for ∆S‡ prompted us to reconsider the applicability of the 
Eyring equation for this reaction. If the process is asynchronous and each arm of the 
ligand inverts in a stepwise process, k is in fact a compound rate constant. The process 
as presented in Figure 109 is in equilibrium and is symmetric (i.e. k12=k43, k21=k34 and 
k23=k32). Thus to obtain meaningful results only half the process must be considered 
(see Figure 111). Additionally, since calculation shows the second of these processes 
(k23) to be the rate limiting step, the first can be considered as an equilibrium. 
1u
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k21
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Figure 111, Portion of the asynchronous inversion mechanism required for kinetic analysis. 
The rate of inversion can then be described as: 
k12[1u] – k21[2u] + k23[2u] 
and since K= [2u]/[1u] = k12/k21  
i.e. [2u] = K[1u]
 
and d[3u]/dt = k23[2u] 
it follows that d[3u]/dt = kobs[1u] where kobs = Kk23 =  k12k23/k21 
kobs is a product of the rate of  transformation of starting material to intermediate 1 and 
of intermediate 1 to intermediate 2. 
The Eyring equation becomes 
ln (Kk23/T) = (-∆H‡/R)*(1/T) + ln (kB/h) + (∆S‡/R) 
ln K + ln (k23/T) = (-∆H‡/R)*(1/T) + ln (kB/h) + (∆S‡/R) 
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Instead of using simply the rate obtained from the lineshape analysis in the Eyring 
equation, the equilibrium constant K should also be incorporated. Although K cannot 
be obtained from the experimental data, both K and k23 can be calculated from the 
DFT calculations to test the theory. There is now an extra term in the equation: lnK. It 
was assumed that this would cause an increase in ∆S‡ (bringing its surprisingly 
negative value closer to zero). However, since K will always be less than 1, lnK will 
always be a negative number. Thus modification of the Eyring equation in this way 
will actually cause ∆S‡ to become more negative. 
We are forced to conclude that an Eyring plot analysis is not fully consistent with the 
results already presented describing the process of inversion in these tris(phenolate) 
complexes. One of two possible conclusions can be reached: either the Eyring plot 
method of analysis is not valid in this case and should not be used; or the value of ∆S‡ 
is in fact genuinely negative and the mechanism must be re-evaluated. 
The Eyring plot analysis is valid only for simple exchange processes155. Thus, if the 
inversion process is actually stepwise (as the calculation suggests) it might be 
expected to fail. In addition, the value of ∆S‡ obtained is not consistent with 
calculation (or intuition) further suggesting that the analysis is simply not applicable 
in this case. However, other authors had employed the technique for these types of 
system with success. As shown in section 4.4.1.3, the values of ∆G‡ obtained are 
similar with those obtained in this work. These authors had assumed that the process 
was concerted. Even in cases where the authors did suggest a stepwise process, 
treatment of the results in this way produces ∆G‡ not dissimilar to those calculated 
here, and ∆S‡ values close to zero (or only slightly negative). 153 
Alternatively, the negative value of ∆S‡ is consistent with a mechanism wherein the 
transition state takes up another molecule during the reaction. This could involve 
extraction of a solvent molecule from the bulk solvent or formation of a dimer. The 
solvent used in most of the experimental work was non-coordinating (toluene). It is 
difficult to envisage the starting material being able to effectively coordinate a solvent 
molecule of this type and even less easy to see how (or why) the transition state could 
(or would) take up extra solvent. Although dimers have been reported in some 
tris(phenolate) complexes, the species analysed in this work have been shown to be 
monomeric137, 139, 157. Thus this possibility had not hitherto been considered by us (or 
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indeed any other group). Moreover, it had at first (in considering a synchronous 
pathway with a single transition state) seemed unlikely that the transition state should 
exist as a dimer when the reactant (which is of a similar geometry) does not dimerize. 
However, if the process is in fact asynchronous, it is possible to envisage that the 
intermediate (rather than starting) species might dimerize.* This would explain the 
negative ∆S‡ value. Unfortunately, due to the large size of the molecules, it is not 
possible to investigate these dimers with DFT calculations.  
To test this theory might however be possible experimentally. In order to do this, the 
intermediate species (2u in Figure 87) would need to be isolated and analysed to see if 
it was a monomer or a dimer. Of course 2u cannot be isolated because in the system 
described here it is too high in energy. However, it might be possible to stabilise the 
species by methylation (of appropriate stereochemistry) at two (or all three) of the 
methylene groups. If two of the ligand arms were methylated to create two chiral 
centres of opposite stereochemistry, this would force those two arms to adopt the 
positions in 2u (assuming the methyl groups to position themselves axially). This 
structure is illustrated in Figure 112. 
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Figure 112, Doubly methylated 2u intermediate. 
Analysis of the structure of this doubly methylated species would indicate the 
feasibility of a dimeric mechanism. 
                                                 
*
 Bernardinelli et al (Dalton Transactions, 2007, 1573) report a titanium dimer which is shown (unlike 
the equivalent monomer) not to invert. In their case however, the aryl substituents (R, Figure 79) were 
phenyl rings. The phenyl substituents have been shown to intercalate. Thus it is plausible that in their 
system, inversion is prevented by this intercalation. 
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4.5 Conclusions 
The work presented here has identified a number of important features of the 
inversion and polymerisation mechanisms of group 4 amine tris(phenolate)s. We 
show that (contrary to previous assumption) the inversion process occurs in three 
steps: the rate-determining step being the second of the three transition states. The key 
transition states have been characterised for the zirconium, titanium and hafnium 
amine tris(phenolate)s. The trend in free energy barriers for the inversion process 
suggests that the titanium complex (which produces atactic polymer) has the highest 
barrier. This is consistent with a hypothesis in which inversion of the ligand plays a 
key role in the stereospecificity of the polymerisation mechanism.  
Mono-methylation of the ligand raises the energy of one of the enantiomers such that 
the axially methylated complex is in ca 90% excess. Methylation does not affect the 
free energy barrier to inversion. Thus any process involving ligand inversion is as 
“easy” whether or not the complex is methylated: we would expect the same 
mechanism to occur in both cases. We therefore confirm that the mechanism can be 
accurately probed and controlled using the analogous methylated complexes. 
The calculations investigating the ancillary ligand in the 5-coordinate species 
demonstrate that the nature of the ligand trans to the N of the amine tris(phenolate) 
does not greatly affect the kinetics of the inversion process. Thus the findings 
regarding those complexes can be reasonably applied to other 5-coordinate species in 
the polymerisation process. 
We confirm in this investigation the observation that the barrier to inversion of the 6-
coordinate species is substantially lower than in the 5-coordinate species. This has 
important implications for the polymerisation mechanism since most of the key 
species will in fact be 6-coordinate (the amine tris(phenolate) complex plus two 
lactide units). 
A thorough investigation of the applicability of the Eyring analysis on variable 
temperature NMR spectra has been performed. We have assessed the validity of the 
technique for this system. The results suggest that although it has been used 
successfully in the past, it is not clear that it should always produce correct results for 
this system. Indeed, in the analysis presented here, the results of the Eyring analyses 
have caused us to consider the possibility of a dimeric mechanism. Evaluation of this 
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mechanism by computational means is, unfortunately, not currently possible due to 
the large size of the dimer. However, it presents a fascinating challenge which will 
build on the work presented here. 
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5. Aluminium Salen-type Complexes for Lactide 
Polymerisation 
5.1 Introduction 
5.1.1 Polylactide  
Polylactide (poly(lactic acid), (PLA)) is a non-toxic, biocompatible, biodegradable 
polymer made from renewable resources (such as corn or sugar beet)159. Interest in 
PLA has increased in recent years due to its potential as a biorenewable replacement 
for petrochemical-derived products. It is a material that can be subjected to practical 
processing methods (e.g. injection moulding, fibre spinning and thermoforming)160 
and its properties (good barrier properties to aromas, heat sealability, good oil 
resistance) make it useful for a range of diverse applications. It has environmental, 
biomedical and pharmaceutical applications (some examples are described in 
references 161-164). These include, for example, for packaging and commodity 
applications160, 165, 166; fibres167; as resorbable medical implants and bone fracture 
internal devices in surgery (e.g. references 168-172); and controlled drug delivery 
(e.g. references 173-175). 
PLA degradation products (CO2 and water, produced from hydrolysis of the ester 
bond) are non-toxic and degradation time may be from several months to a year at 
temperatures below 50°C. The rate of degradation depends on pH; temperature;  
composition176 (lactide is often co-polymerised with glycolide or may contain 
impurities); molecular weight; polydispersity; tacticity; and the identity of the chain 
ends (see 176 and references within 177). 
The stereochemical microstructure of PLA determines its mechanical properties and 
biodegradability. Thus different molecular weights are used for different applications. 
Polylactide can be formed either by condensation of lactic acid (LA, shown in Figure 
3) or by ring-opening polymerisation (ROP) of lactide (lactide is shown in Figure 4).  
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Figure 114, Racemic- and meso-lactide 
Since lactic acid is a chiral carboxylic acid, the dimer formed when two molecules 
combine can be one of three stereoisomers (see Figure 4). Depending on the particular 
dimer or combination of dimers used, a different poly(lactide) may be formed.  
Clearly, control of the polymer architecture can be achieved by polymerising pure L 
(S,S) or pure D (R,R) lactide. It is possible to remove meso-lactide from a mixture of 
the three isomers but separation of L (S,S) and D (R,R) lactide is more difficult. Thus 
catalysts that can stereospecifically polymerise rac-lactide are desirable. 
When rac-lactide (a racemic mixture of L (S,S) and D (R,R) lactides) units are linked 
alternately, the polymer contains stereocentres in the sequence [R,R], [S,S], [R,R], 
[S,S] etc. Heterotactic PLA is produced. Isotactic stereoblock PLA arises when large 
sections of the polymer contain only a single isomer of rac-lactide (see Figure 5). 
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Figure 115, Polymerisation of rac-lactide to give heterotactic polylactide 
The ROP process allows for much higher control than the condensation of LA. Also 
the condensation process requires the use of coupling agents and other additives. Thus 
it is ROP that is used industrially.  
The widely accepted mechanism (reference 178 and references within 179) of ROP is 
coordination-insertion and is detailed schematically in Figure 116, below. 
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Figure 116, Mechanism of ring opening polymerisation of lactide. M=metal, Ln=n ligands 
attached to the metal, Pn=n monomers in the growing polymer chain.  
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There is necessarily also a transition state that links the two intermediates. It describes 
the rotation of the LnM fragment (or, equivalently, the polymer chain) to coordinate to 
the other oxygen on the opening lactide unit. It is likely that this transition state is low 
in energy in comparison to TS1 and TS2 (simple rotations such as this are usually 
facile). 
Many metal catalysts have been identified to catalyse the ROP of lactide. Probably the 
most commonly used (both in research and industrially) is tin(II) bis(2-
ethylhexanoate) (tin octanoate). However, in light of the recent high interest in 
poly(lactide) and similar bio- and environmentally compatible plastics, much effort 
has been directed toward identification of other metal catalysts. This is mainly due to 
the fact that even after more than 20 years of research, the nature of the active species 
in the tin octanoate polymerisation mixture is not known. This means that it is 
extremely difficult to make rational improvements to the system. Additionally, the 
rate of reaction of the tin octanoate system is rather slow compared with other metals. 
The reaction is further complicated because the catalyst also catalyses 
transesterification side reactions. 
There are a number of extensive recent reviews describing catalysts of tin, zinc, iron, 
aluminium, yttrium, lithium, calcium, potassium, magnesium, copper, cobalt, nickel, 
zirconium, lead, antimony, bismuth, gold, samarium, strontium, germanium, 
scandium, lanthanum, europium, cerium, praseodymium, phosphorus and titanium for 
ROP180, 181. Much work has focussed on aluminium catalysts for lactide 
polymerisation. In general, aluminium catalysts display high levels of control and 
transesterification reactions are minimal. They are less active than other metals, but 
this feature makes them excellent species to use as models because the reactions are 
easy to monitor. They produce PLA of varying microstructures. 
5.1.2 Salen-type Ligands for Lactide Polymerisation  
The discovery that a number of aluminium salen-type ligand systems (variations of 19 
and 20) are able to mediate isoselective polymerisations182-184 has led to much interest 
in these species. The ligands are stable and straightforward to synthesise and may be 
prepared with systematic structural variations. 
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Aluminium salen-type complex: X=H, R, halogen; Y=OR, R; N-N backbone=chiral/achiral C2-
C4 chain with/without alkyl, aryl substituents. 
Both chiral and achiral salen-type ligands have been used to polymerise rac-lactide.  
Investigations into the polymerisation mechanism of complexes formed from chiral 
ligands have invoked chain end control or exchange mechanisms to account for the 
observed polymer tacticity (see, for example, 185, 186 and subsequent work by these 
groups).  
In other cases, no conclusive mechanism governing stereocontrol has been defined, 
even where the ligand is chiral. In one example, Chisholm et al187 note that 
polymerisations catalysed by aluminium complexes of the chiral ligand 21 cannot be 
easily understood in terms of the chirality of the alkoxide group (Y in 20); the 
chirality of the N-N backbone; or helicity of the ligand (see section 5.4.1.1).  
N N
OH HO
But
tBu But
tBu
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They also noticed that the solvent could have a marked effect on the chirality of the 
polymer, with reversal of tacticity on introduction of a hydrogen bonding solvent in 
some cases. More recent work188 has confirmed that for 21, the mechanism is most 
likely chain transfer. Nevertheless, there is a great deal still to be learned about the 
mode of operation of these catalysts. 
This investigation focuses on achiral salen-type aluminium catalysts which 
polymerise rac-lactide in a stereospecific fashion. The mechanism in operation is 
likely to be quite different from that at work in the reactions of catalysts with chiral 
ligands. Thus chiral ligands and their complexes will not be discussed further. 
Achiral species are simpler and less costly to synthesise than those formed from chiral 
ligands. Thus much work has involved the study of the mechanisms by which the 
achiral species can exert stereospecificity180, 183, 184, 189-195. The mechanism is not well 
understood but some general observations have been made. In many cases, 
lengthening of the carbon backbone has caused an increase in stereoselectivity and 
activity. The incorporation of electron withdrawing groups on the ortho/para phenoxy 
positions also leads to increased activity. Stereoselectivity can also be enhanced by 
adding bulky substituents to the ortho-phenoxy substituents180, 184, 191, 194. 
Although the ligands themselves are not chiral, the way the ligand arranges itself 
round a metal centre imparts a certain chirality to the complex. A full discussion of 
possible isomers is given in section 5.4.1. 
Davidson et al139, in discussing the possible modes of stereocontrol in lactide 
polymerisation describe three possibilities. Their catalyst was in fact a germanium 
amine tris(phenolate) but (as they themselves point out), the same reasoning applies 
generally to metal complexes that posses dynamic chirality.  
Where the ligand is achiral and coordination at the metal is also not chiral, any 
stereospecificity in the polymerisation must be ascribed to chain end control. In this 
case, the local chirality of the growing polymer chain (i.e. the chirality of the last 
monomer added to the chain) is the only factor that can affect the stereospecificity of 
insertion.  
Where either the ligand itself, its mode of coordination, or the initiator is chiral, the 
chirality of the polymer is a result of any one or more of these factors. In this case, the 
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chirality at the metal is controlled by the growing polymer chain such that only one 
diastereomer is present (on the timescale of insertion). For example, the catalyst might 
favour a ∆ conformation (see section 5.4.1 for a full explanation) when the last added 
monomer was (R,R). (And if the last added monomer were (S,S) the catalyst would 
adopt the Λ configuration.) Selective insertion of a particular monomer (e.g. an (S,S) 
monomer to the (R,R)-∆ diastereomer and vice versa) would lead to a particular 
polymer tacticity (heterotacticity in this example). It is the chirality at the metal that 
controls polymer structure. This situation has been termed dynamic enantiomorphic 
site control. When dynamic enantiomorphic site control is occurring, one 
diastereomer dominates (e.g. only (R,R)-∆ or (R,R)-Λ is present in the reaction 
mixture) and thus the polymerisation can only produce a certain polymer tacticity. 
Schrock et al196, 197 have termed the intermediate case enhanced chain end control. In 
this mechanism both polymer chain chirality and catalyst chirality combine to 
determine tacticity. Both diastereomers ((R,R)-∆ and (R,R)-Λ) exist but one reacts 
preferentially with the (S,S) monomer.  
Few other authors have speculated about this type of mechanism. 
Ma et al198 found that a related, scandium 1,ω-dithia-alkanediyl-bridged 
bis(phenolato) (OSSO)-type complex produced heterotactic polylactide. They 
proposed a dynamic monomer recognition process where the complex converts 
between the ∆ and Λ conformations depending on the chirality of the lactide 
monomer that is coordinated. The complex actually exists as a dimer (either (∆,∆)  or 
(Λ,Λ)) with two catalyst species and two opened lactide units. The complex is then 
best configured to accept a lactide unit of opposite chirality. On addition of this 
second monomer, the complex switches configuration to minimise steric repulsion 
and enhance attractive interactions between ligand and new monomer. Thus the 
process reverses and heterotactic polymer is produced. This hypothesis was supported 
by the observation that ligands with a longer, more flexible carbon backbone (which 
show high fluxionality in solution) have high heterotactic selectivity. Other authors 
have also made this observation.199 The authors have assumed a cis-α coordination of 
the ligand. 
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Although a vast amount of work has been published on lactide polymerisation with 
these aluminium salen-type catalysts and others, the exact mechanism by which 
polymerisation takes place is not well defined.  
5.2 Aims 
The work of Gibson et al191, identified a group of aluminium catalysts formed with 
variants of ligand 22.  
N N
OH HO
X
X X
X
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Interestingly, the tacticity of the polymer produced varied significantly with the 
identity of the substituent X. When X=H the catalyst produced isotactic polymer but 
when X=Cl the polymer was heterotactic. This project aims specifically to establish 
the molecular basis of why the H-substituted and Cl-substituted Al catalysts (22, X=H 
and 22, X=Cl) produce polymers of differing tacticities given the similarity of the two 
catalysts. 
By understanding in such detail this specific example, we are hoping to establish more 
general principles for understanding the principles of catalyst stereospecificities. 
To do this it was first necessary to clarify the precise mechanism by which the 
polymerisation occurs. Assuming that the mechanism detailed in Figure 116 operates 
here, the polymerisation consists of two transition states linked by two intermediates. 
A study200 of the mechanism of lactide polymerisation by a single-site β-diketiminate 
magnesium complex suggested that TS2 was the rate-determining step in that case. 
Preliminary calculations201 on an aluminium system with a salen-type ligand with a 
two-carbon backbone had suggested that this might also be true for aluminium salen-
type complexes. However, the longer, more flexible backbone of ligand 22 means that 
its complexes will have different steric properties to those already examined. It could 
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therefore not be assumed that the rate-determining transition state was necessarily 
TS2. In fact, as the project progressed, it became clear that at least some of the TS2 
structures calculated were as low in free energy as some of the TS1s and that therefore 
a mechanism in which TS1 was the rate-determining step could not be ruled out.  
We hoped to determine how the two catalysts (or reaction pathways) differed and thus 
to explain how the two catalysts produce polymer of different tacticity. An 
understanding of how and why these catalysts behave so differently will give an 
insight into what features of the catalyst are necessary for production of polymer of a 
particular tacticity. In this way it was hoped that new catalysts to produce specific 
polymers might be predicted. 
5.3 Computational Approach for Modelling Lactide Insertion 
Rzepa et al showed that lactide polymerisation could be effectively modelled by 
studying the addition of two successive lactide units at a β-diketiminate metal 
centre200. Thus the same approach was adopted here. 
All calculations were performed with the B3LYP functional and the 6-31G(d) basis 
set. This results in a system with 90 atoms and approximately 900 basis functions 
(depending on substituents). Although Rzepa et al200 used a combination of three 
different basis sets to describe their 127 atom system, the computing resources now 
available are much increased. Thus it is not necessary to use minimal basis sets to 
describe bulky substituents. The 6-31G(d) basis set is adequate for describing the 
metal (since Al is not a transition metal) and is a significant improvement in terms of 
the description of the bulky ligand. 
The strategy adopted was to calculate all possible transition states for the 
polymerisation process with the H-substituted ligand (22 in which X=H). We 
envisaged then using these optimised geometries as templates for the optimisation of 
the Cl-substituted transition states*. Finally, it was hoped that comparison of the two 
sets of rate-determining transition states might lead to a better understanding of the 
differing stereospecificities of the two catalysts. 
                                                 
*
 Even where the geometries in the final structures differ, this a commonly used and effective method 
for characterising transition states (which can often be difficult to locate). (Indeed, even using this 
method transition state geometry optimisations frequently failed.) 
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5.4 Results and Discussion 
5.4.1 Discussion of possible isomers  
The ligand system under investigation immediately introduces far greater complexity 
than the magnesium β-diketiminate system studied previously200. This work is likely 
the most conformationally complex catalytic system studied computationally for this 
reaction. Indeed, relatively few computational investigations into the mechanism of 
lactide polymerisation exist (in contrast to the vast amount of experimental work). 
5.4.1.1 Geometric Isomers: Helicity of the Ligand 
The way a multidentate ligand arranges itself around a metal centre may impart an 
intrinsic chirality to the metal complex even before asymmetric monomers are 
introduced. Linear tetradentate ligands may bind to a metal centre in a trans, cis-α or 
cis-β arrangement (see Figure 117). 
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Figure 117, Possible geometric isomers for a tetradentate ligand in an octahedral metal complex. 
The cis isomers are chiral at the metal centre and so will be one of two isomers: Λ or 
∆. In a catalytic process where the monomers X react to form the polymer chain they 
must necessarily occupy sites cis to one another. Therefore only the cis-α and cis-β 
conformers need be considered here. When the two X species are not the same, there 
are further possible isomers corresponding to interchange of X1 and X2. Complexes 
of N2O2 type ligands with various metals (and X ligands) have been reported with 
trans, cis-α and cis-β geometries.  
As shown in Figure 116, the active species passes through two 5-coordinate 
intermediates during the insertion process. Thus it seems possible that the complex 
could change its configuration between TS1 and TS2. Formation of the 5-coordinate 
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species might allow switching between ∆ and Λ* or between cis-α and cis-β 
conformations. Switching between ∆ and Λ isomers inverts the chirality of the ligand. 
Thus, in this work, this process is referred to as ligand inversion. 
5.4.1.2 Ligand Isomers 
The particular salen-type ligand in question (22, X=H or X=Cl) can also coordinate 
round the metal in two different ways in the cis-β isomer. As shown in Figure 118, the 
flexibility of the ligand backbone means that two conformations are possible. 
Al
O
N O
N Lactide
Lactide
cis- β isomer
  
(a) (b)  
Figure 118, Two examples of the cis-β Isomer of TS2: (a) conformation “O”; (b) conformation 
“N” (lactides shown in wireframe, hydrogens not shown) 
There is no reason to assume that either isomer should be more stable than the other 
(especially once the lactides are coordinated). Therefore transition states for both 
                                                 
*
 As in the case of the scandium 1,ω-dithia-alkanediyl-bridged bis(phenolato) (OSSO)-type complex 
synthesised by Ma et al (Angewandte Chemie-International Edition, 2006, 45, 7818) (mentioned 
previously, see section 5.1.2). 
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conformations were considered. Each of these two possibilities is chiral and the 
enantiomers of each must therefore also be considered. 
5.4.1.3 Approach Isomers 
A third form of isomerism is introduced into the transition state with the orientation of 
the second lactide unit. (This is unrelated to the chirality of either lactide.) The second 
lactide may approach the metal with one of two faces and can then adopt one of two 
conformations. This leads to four possible “approach isomers” shown in Figure 119. 
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Figure 119, "Approach Isomers" for addition of SS lactide in TS1. There are four possible ways a 
second lactide can approach the metal centre when the first lactide is already bound. 1 and 2 
show approach by one face and 3 and 4 show approach by the opposite face. 
All four of the approach isomers were calculated for each transition state. Some of 
these (e.g. 2) appear less likely in terms of undesirable steric interactions. However, 
when bound to the metal complex stabilising interactions between the lactide(s) and 
the ligand mean that relative stabilities are not easy to predict. 
Further complications are introduced by the observation that only certain isomers of 
TS2 can follow particular isomers of TS1. With respect to the possible geometric and 
ligand isomerism (above) there is no restriction: the 5-coordinate intermediates could 
easily allow fluctuation of the ligand. However the approach isomers 1 and 2 can only 
lead to TS2 geometries in which the second lactide has the same orientation with 
respect to the first. This is caused by the creation of a chiral centre within the 
intermediates (which is lost during TS2). Likewise approach isomers 3 and 4 can only 
lead to TS2 species containing the two lactide species in the same relative 
orientations. An example showing TS1 and TS2 for approach isomers 1 and 3 is 
shown in Figure 120. The TS2 species generated are not identical and cannot 
interconvert. They may have significantly different free energies due not least from 
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interactions between the growing polymer chain (-O-R) and the Me groups in (a) or H 
groups in (b). 
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Figure 120, Example showing how different approach isomers of TS1 lead to different TS2s:  the 
two TS2s shown are not the same due to the presence of the (transient) chiral centre labelled "*". 
5.4.1.4 Notation 
The notation scheme adopted hereafter uses the lower case letters a and b to 
differentiate between the two isomers of the cis-β geometry (in which the lactide units 
are interchanged). The upper case letters O and N will be used to classify the ligand 
isomer and the numbers 1-4 to distinguish between approach isomers. The identity of 
X (in 22) will be described by the symbols H or Cl. Thus each transition state will 
have associated with it a combination of letters and numbers combined with the four 
stereocentres of the two lactide units to which it is attached. For example OCla1SSRR 
refers to the transition state where the ligand has the “O” conformation (Figure 
118(a), above); where X in 22 is chlorine; where the first lactide has configuration SS 
and is bound opposite the nitrogen of the ligand (as in Figure 125(a), below); and 
where the second lactide (with configuration RR) is in conformation 1 (Figure 119). 
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5.4.2 Transition States of the Aluminium Complex of 22, X=H 
5.4.2.1 O and N Isomers 
A result of the complexity of the mechanism is that it is difficult to predict which 
transition state is the rate-limiting step. It was necessary to calculate all possible 
isomers for both TS1 and TS2 to determine which combination controls the 
stereospecific insertion. Calculations began with both ligand isomers. It quickly 
became apparent that all the “O” species found were significantly higher in free 
energy than those with “N” conformations. All the “O” isomers calculated are shown 
in Table 26 (TS1) and Table 27 (TS2). The equivalent “N” isomers are shown (where 
calculated) and all the “N” isomers are higher in free energy. 
TS1, O conformation Equivalent TS1, N conformation 
Species 
Imaginary 
Frequency (cm-1) 
∆G (relative 
to R1) (kcal 
mol-1) 
Species 
Imaginary 
Frequency (cm-1) 
∆G (relative 
to R1) (kcal 
mol-1) 
OHa3SSSS -99 45.1 NHa3SSSS -151 26.9 
OHa3RRRR -133 45.6 NHa3RRRR -148 20.1 
OHb4SSSS -168 54.3 NHb4SSSS -146 31.6 
OHb3RRRR -118 54.9 NHb3RRRR -167 30.0 
OCla1SSSS -145 44.1 Not calculated 
OCla4SSRR -158 44.4 Not calculated 
Table 26, Comparison of relative energies of "O" and "N" isomers of TS1 showing that all "O" 
isomers are significantly higher in free energy. 
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TS2, O conformation Equivalent TS2, N conformation 
Species 
Imaginary 
Frequency (cm-1) 
∆G (relative to 
R1) (kcal mol-1) Species 
Imaginary 
Frequency (cm-1) 
∆G (relative 
to R1) (kcal 
mol-1) 
OHa1SSSS -54 49.5 NHa1SSSS -130 31.4 
OHa4RRRR -70 50.4 NHa4RRRR -84 32.3 
OHb1SSSS -162 59.0 NHb1SSSS -166 28.3 
OHb1RRRR -141 58.2 NHb1RRRR -164 34.6 
OHa1RRSS -60 46.8 NHa1RRSS -80 31.6 
OHa4SSRR -87 53.0 NHa4SSRR -85 34.3 
OCla1SSSS -69 47.9 NCla1SSSS -144 30.3 
OCla1RRSS -68 44.6 Not calculated 
OCla4RRRR -71 50.6 Not calculated 
OCla4SSRR -63 53.9 Not calculated 
OClb1SSSS -172 57.3 NClb1SSSS -164 27.5 
OClb1RRRR -140 55.9 NClb1RRRR -162 34.0 
OCla1RRRR -106 53.3 NCla1RRRR -99 23.4 
Table 27, Comparison of relative energies of "O" and "N" isomers of TS2 showing that all "O" 
isomers are significantly higher in free energy. 
The largest difference was for Hb1SSSS. The two isomers are shown in Figure 121. 
(a) (b)  
Figure 121, Conformers of Hb1SSSS.  (a): "O" and (b): "N". 
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It is likely that the “O” isomer is simply more sterically strained than the “N” 
conformation. The “N” isomer allows a larger twist in the ligand backbone and 
reduces steric clashes between H substituents on the phenyl rings.  
Consequently, further calculations were performed only for the “N” conformers. 
5.4.2.2 Cis-β Transition States 
Given the vast number of possible conformations, the initial search for transition 
states began with consideration of the cis-β conformation only. This choice was based 
on the fact that the only aluminium salen-type 6-coordinate complexes for which a 
crystal structure had been determined exhibited the cis-β geometry. A search of the 
Cambridge Structural Database134 resulted in only seven hits. The motif used for the 
search is shown in Figure 122. 
N
Al
N
O O
 
Figure 122, motif used to search the Cambridge Structural Database to find common 
conformations of ligand 22. All bonds are “ANY” bond type.  
Three of these are 5-coordinate species and one is 4-coordinate. The three remaining 
molecules all have the cis-β configuration.  
In the list of structures mentioned by Scott and Knight202 in their review on chirality at 
octahedral centres with tetradentate ligands the vast majority of cis- complexes 
described are cis-β.  
Additionally, previous calculations performed by Rzepa201 on the chlorine-substituted 
aluminium complex of ligand 22 (X=Cl) had located (only) cis-β transition states.* In 
these, the second lactide was coordinated opposite the oxygen of the ligand.  
                                                 
*
 These calculations had resulted from a previous study of an aluminium complex of ligand 19. That 
first study had located structures of TS1 and TS2 for Al-19 and identified TS2 as the rate-determining 
step. It had then been assumed that TS2 would be the rate-determining step for the aluminium 
complexes of 22 (X=Cl) and that the transition state geometries would be similar. Geometries of 
Chapter V 
Aluminium Salen-type Complexes for Lactide Polymerisation 
197 
Thus it was decided in the current study (at least initially) to calculate the cis-β 
isomer. However, we decided to expand the search from only isomers in which the 
second lactide was coordinated opposite the oxygen of the ligand to include those in 
which the lactide units were interchanged (lactide 1 = X1 and lactide 2 = X2 in Figure 
117). 
It was assumed that the cis-α conformation of the aluminium complexes of 22 was not 
observed and could therefore be ignored (since it would be too high in energy to take 
part in the rate-determining path). 
As has already been discussed, we decided to calculate the H-substituted (Al-22, 
X=H) transition states first.  
5.4.2.2.1 Cis-β H-substituted Ligand 
In the first instance transition states for the aluminium complex of 22, X=H were 
calculated. 32 conformations of TS1 and 32 conformations of TS2 were optimised. 
The first 16 of these correspond to the four approach isomers for each combination of 
lactides: SSSS, RRRR, RRSS and SSRR (where the first two letters describe the 
stereocentres of the first (open) lactide unit and the final two the chirality of the 
second lactide). Since the ligand itself is chiral it was necessary to calculate both 
SSSS and RRRR transition states: likewise for the SSRR and RRSS species. (If the 
ligand were not chiral, the RRRR and SSSS transition states would be enantiomers, as 
would the RRSS and SSRR transition states.) The second 16 are accounted for by the 
isomers corresponding to interchange of the two lactides (Figure 125(a) and (b)). The 
relative free energies of all 64 cis-β transition states are listed in Table 28. As 
described in section 5.4.1.3, not all TS2s can follow from all TS1s: thus the lowest 
energy pathway is not necessarily (and not in this case) a combination of the lowest 
energy TS1 and the lowest energy TS2. 
                                                                                                                                            
transition states of Al-19 had then been used as templates for the transition states of Al-22 (X=Cl). 
Thus only the transition states that were lowest in free energy for the Al-19 complexes had been 
calculated for Al-22 (X=Cl). These assumptions seemed reasonable and thus suggested that the cis-β 
conformation would likely be the most stable conformation. 
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TS1 TS2 
Isomer 
Imaginary 
Frequency 
(cm-1) 
∆G 
(relative to R1) 
(kcal mol-1) 
Isomer 
Imaginary 
Frequency 
(cm-1) 
∆G 
(relative to R1) 
(kcal mol-1) 
NHa3RRRR -147.7 20.1 NHa1SSRR -98.5 20.6 
NHa3RRSS -153.0 21.7 NHb1RRSS -173.1 23.8 
NHa3SSRR -132.1 23.2 NHa1RRRR -79.9 24.9 
NHb3SSSS -170.2 23.8 NHa2RRSS -74.6 26.4 
NHa1RRSS -152.4 25.4 NHb2SSRR -142.7 27.5 
NHb3SSRR -182.4 26.5 NHa4SSSS -46.8 28.0 
NHa3SSSS -150.7 26.9 NHb1SSSS -166.1 28.3 
NHb4RRSS -181.0 26.9 NHa2SSRR -114.2 29.7 
NHb4SSRR -184.1 27.4 NHa3SSSS -65.1 30.6 
NHa1RRRR -170.0 27.6 NHb3RRRR -147.2 31.1 
NHa4RRRR -169.2 27.8 NHa1SSSS -130.0 31.4 
NHb1RRRR -154.6 27.8 NHa1RRSS -79.6 31.6 
NHa4RRSS -163.6 28.0 NHb1SSRR -162.5 32.1 
NHa4SSRR -152.0 28.1 NHa4RRRR -84.3 32.3 
NHa1SSSS -130.6 28.7 NHa2SSSS -35.0 32.4 
NHa4SSSS -162.3 29.9 NHb2SSSS -172.7 32.7 
NHb3RRRR -166.7 30.0 NHa4RRSS -131.9 32.9 
NHa2RRRR -169.5 30.9 NHb2RRRR -157.0 33.4 
NHb3RRSS -28.0 31.1 NHb4RRRR -160.5 33.7 
NHb4SSSS -146.2 31.6 NHa2RRRR -87.1 34.0 
NHa2SSRR -118.0 32.9 NHa4SSRR -85.1 34.3 
NHa2SSSS -96.0 33.1 NHb1RRRR -163.7 34.6 
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NHb1SSRR -189.4 33.6 NHb3SSRR -161.9 35.3 
NHb4RRRR -172.3 33.6 NHb3SSSS -176.9 37.5 
NHb1RRSS -193.9 33.7 NHb4SSRR -147.9 37.8 
NHa2RRSS -120.3 33.8 NHa3SSRR -173.5 38.0 
NHa1SSRR -182.9 34.4 NHb3RRSS -191.9 38.8 
NHb2SSSS -153.1 38.2 NHb2RRSS -144.4 38.8 
NHb2SSRR -121.1 38.3 NHb4SSSS -136.9 39.3 
NHb2RRSS -134.8 39.4 NHa3RRSS -77.9 40.5 
NHb2RRRR -110.3 40.4 NHa3RRRR -175.7 42.0 
NHb1SSSS -202.1 40.9 NHb4RRSS -150.7 42.4 
Table 28, Computational data for H-substituted cis-β transition states. To find pairs of transition 
states that could combine to complete the mechanistic pathway: RRRR and SSSS can be 
combined (since the enantiomer has the same free energy). Likewise RRSS and SSRR can be 
combined; 1 and 2 can be combined (since they are conformational isomers and could therefore 
interconvert). Likewise 3 and 4 can be combined; the a and b labels can be ignored (since in the 
5-coordinate intermediate rotation could occur to transform a to b and vice versa). 
The lowest energy pathway for the insertion of a second lactide adjacent to a lactide 
of opposite stereochemistry (heterotactic insertion) is described by the sequence of 
transition states TS1-NHa1RRSS, TS2-NHa1SSRR. The rate-determining step is TS1 
with a barrier of 25.4 kcal mol-1. Note that the change from RRSS to SSRR indicates 
that the ligand must invert (i.e. the configuration switches between Λ and ∆ (or ∆ and 
Λ) between TS1 and TS2). It seems entirely possible that this inversion could happen 
since the complex passes through two 5-coordinate intermediates during the insertion 
process. The sixth “ligand” might re-coordinate with the salen ligand in the opposite 
configuration in TS2 to that in TS1 (consider the two intermediates in Figure 116).  
The lowest energy pathway for the insertion of a second lactide adjacent to a lactide 
of the same stereochemistry (isotactic insertion) is described by the sequence of 
transition states TS1-NHa1RRRR, TS2-NHa1RRRR. Again the rate-determining step 
is TS1; this time with a barrier of 27.6 kcal mol-1. No ligand inversion is necessary in 
this process. 
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Figure 123, Reaction pathway for H-substituted ligand Al catalyst. The heterotactic pathway has 
a lower barrier, contrary to experimental findings. 
In contrast to the experimental findings, these computational results suggest that the 
process proceeding by this particular mechanism ought to be heterotactic. At this 
stage, we can conclude that either the computational prediction is wrong or the 
mechanism is. This aspect will be revisited later (sections 5.4.2.3 and 5.4.2.4).  
In their analysis of the insertion mechanism for the magnesium β-diketiminate, Rzepa 
et al200 note that TS1 adopts a conformation in which nucleophilic attack occurs in an 
antiperiplanar manner to the α-methyl of the bound carbonyl of the second lactide. 
(“thus allowing build-up of charge at the carbonyl carbon to be delocalised into the 
C-Cmethyl σ* orbital in accordance with the Felkin/Anh/Eisenstein modification of 
Cram’s rule203, 204”) In this analysis that corresponds to approach isomer 3 (see Figure 
119). Interestingly, it is clear from Table 28 that the most stable cis-β TS1 
conformations do indeed display this geometry. If the same reasoning is applied to 
TS2, the α-methyl group of the second lactide is antiperiplanar to the forming bond 
conformations 1 and 4. The lowest energy TS2 species are also (although to a lesser 
extent) mostly either conformation 1 or 4. As has already been discussed, a TS2 with 
conformation 1 cannot follow a TS1 with conformation 3. Thus this observation alone 
is not enough to identify either the TS1 or TS2 species that will take part in the lowest 
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overall pathway. In fact, as will be shown in the following sections, this observation 
does not hold for the cis-α isomers. 
5.4.2.2.2 Cis-β Cl-substituted Ligand 
The aluminium complex of the chlorinated ligand 22 (X=Cl) produces heterotactic 
polymer. Since the non-chlorinated species produces isotactic polymer it might be 
supposed that the transition states for insertion ought to be quite different. The 
transition states involved in the lowest free energy pathways for the hydrogen-
substituted species (22, X=H) were re-optimised with X=Cl. Surprisingly, the relative 
barriers and optimised geometries were very similar. Shown in Table 29 are the four 
species which make up the lowest energy heterotactic and isotactic pathways shown 
in Figure 123. Also listed are the equivalent species where X (in 22) is changed to Cl. 
Species 
Imaginary 
Frequency 
(cm-1) 
∆G 
(kcal mol-1) 
Species 
Imaginary 
Frequency 
(cm-1) 
∆G 
(kcal mol-1) 
TS1-NHa1RRRR 170.0 27.6 TS1-NCla1RRRR 168.0 26.3 
TS2-NHa1RRRR 79.9 24.9 TS2-NCla1RRRR 99.1 23.4 
TS1-NHa1RRSS -152.4 25.4 TS1-NCla1RRSS 152.5 24.3 
TS2-NHa1SSRR -98.5 20.6 TS2-NCla1SSRR 104.9 19.1 
Table 29, Computational data for the four H-substituted species which make up the lowest 
energy heterotactic and isotactic cis-β pathways. Comparison with their Cl-substituted 
counterparts. 
The relative free energies of the Cl-substituted species differ by no more than 1.5 kcal 
mol-1 from their H-substituted counterparts. A selection of the other Cl-substituted 
complexes were calculated. They and the H-substituted equivalents are listed in Table 
30. The relative free energies differ by no more than 1.9 kcal mol-1. The average 
difference in free energy on going from the H-substituted to the Cl-substituted species 
is -1.1 kcal mol-1. 
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Species 
Imaginary 
Frequency 
(cm-1) 
∆G 
(kcal mol-1) 
Species 
Imaginary 
Frequency 
(cm-1) 
∆G 
(kcal mol-1) 
TS1-NHa3RRRR -148 20.1 TS1-NCla3RRRR -145 18.8 
TS1-NHa4SSSS -162 29.9 TS1-NCla4SSSS -158 30.1 
TS1-NHa2SSRR -118 32.9 TS1-NCla2SSRR -137 31.9 
TS1-NHa3RRSS -153 21.7 TS1-NCla3RRSS -149 19.8 
TS2-NHa1SSSS -130 31.4 TS2-NCla1SSSS -144 30.3 
TS2-NHb1RRRR -164 34.6 TS2-NClb1RRRR -162 34.0 
TS2-NHb1SSSS -166 28.3 TS2-NClb1SSSS -164 27.5 
Table 30, Computational data for selected Cl-substituted and H-substituted cis-β transition 
states. 
As stated, the geometries of the H- and Cl-substituted species were almost identical. 
Shown in Figure 124 are the structures of TS1-Na1RRRR (H- and Cl-substituted) and 
TS2-Na1RRRR (H- and Cl-substituted) overlaid to illustrate their similarities. 
(a) (b)  
Figure 124, Structures of (a): TS1-Na1RRRR (H- and Cl-substituted) and (b): TS2-Na1RRRR 
(H- and Cl-substituted) overlaid to illustrate their similarities. 
The results above convinced us that there was little difference between the geometries 
and free energies of the Cl-substituted molecules and their H-substituted equivalents. 
The lowest energy combination of TS1 and TS2 for the Cl-substituted cis-β geometry 
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is the same as for the H-substituted complex: TS1-Na1RRSS and TS2-Na1SSRR. The 
rate-determining step is TS1 with a barrier of 24.3 kcal mol-1. And, as for the H-
substituted complex, the ligand must invert between TS1 and TS2. The relative 
energies of H-substituted species predicted a heterotactic mechanism (section 
5.4.2.2.1), in contrast to the experimental results. However, for the Cl-substituted 
complexes, which produce heterotactic polymer, the calculations support the 
experimental findings.  
The pathway along which the reaction passes is dictated by the lowest energy 
combination of compatible TS1 and TS2 species. The lowest four cis-β TS1 species 
all lead to cis-β TS2 species that are high in free energy. Compromising the lowest 
TS1 species leads to a slightly higher TS1 but this species has a conformation more 
suited to a lower energy TS2. The resulting TS2 species is then energetically 
accessible and the overall barrier is lower (than that where the lowest energy TS1 is 
incorporated). The higher (on average) free energies of the TS2 species force a higher 
energy, rate-determining TS1. 
Attempts were made to verify that all of the transition states found were truly the 
lowest energy conformation of each isomer. If a lower TS1 could be found, for 
example, the rate-determining step of the reaction would become TS2. This might 
alter the selectivity. The lowest energy TS1s were re-calculated with modified 
geometries but no lower energy conformations could be found. A search was also 
made for a lower energy TS2 of a conformation that could follow one of the low 
energy TS1s already located. This too would lead to a pathway in which TS2 was the 
rate-determining step and perhaps alter the selectivity. This approach did not result in 
any new structures of lower free energy than those already found either. 
5.4.2.3 Cis-α Transition States 
We had originally assumed that the cis-β conformation would be lower in energy than 
any cis-α structure. However, the cis-β transition states did not adequately describe 
the mechanism in the case of the H-substituted aluminium complexes. Thus we 
considered the possibility that the transition states could be of the cis-α geometry. 
To evaluate the relative stabilities of the cis-α and cis-β conformations, the 6-
coordinate aluminium complexes of 22, X=H with X1 = formaldehyde and X2 = 
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methanol were calculated. (The small molecules were chosen to loosely represent one 
opened lactide molecule (bound by a covalent A-O-C linkage) and one associated, 
unopened lactide (bound by an Al...O=C interaction)). Figure 125 shows the three 
possible conformations. 
Al
O
N O
N OMe
O=CH2
cis- β isomer
Al
O
NMeO
NH2C=O
O
cis- isomer
Al
O
N O
N O=CH2
OMe
cis- β isomer α
 
(a) (b) (c)  
Figure 125, (a) Cis-β conformation (b) cis-β conformation (X1 and X2 interchanged) (c) cis-α 
conformation. The cis-β ligand conformation has two possible isomers whereas the cis-α ligand 
conformation has only one (the two possibilities are enantiomers). 
The lowest energy conformer is the cis-β isomer where the OMe group is trans- to the 
O of the ligand (Figure 125(b), above). The other cis-β isomer and the cis-α isomer 
are both 1.7 kcal mol-1 higher in free energy. This suggested that the cis-α species 
might well be of similar energies to take part in the rate-limiting pathway.  
Of course neither the particular electronic effects nor the steric requirements of two 
lactide units are properly represented here. These species are also minima on the 
potential energy surface. The bulk of the project is in fact the location and comparison 
of transition states along the reaction pathway. Thus the findings for the minima 
might not extend through to transition states. Indeed, comparison of the relative 
stabilities of the two cis-β model species with the cis-β transition states already 
presented reveals a significant difference. In most of the full transition states, the 
lower energy cis-β TS1 is that in which the first lactide (bound by a covalent A-O-C 
linkage) is trans- to the O of the ligand. As stated above, for these model systems, that 
Chapter V 
Aluminium Salen-type Complexes for Lactide Polymerisation 
205 
isomer is 1.7 kcal mol-1 higher in free energy. This observation simply corroborated 
the idea that the cis-α isomers should also be computed.  
5.4.2.3.1 Cis-α H-substituted Ligand 
For the cis-α geometry, only half the number of conformations exist compared with 
the cis-β geometry. This is because switching the two lactide units in one cis-α 
transition state does not change the molecule. Thus the a and b labels are redundant 
for the cis-α structures. Almost all the possible H-substituted cis-α TS1s and nine of 
the sixteen possible cis-α TS2s were calculated. The free energies of these transition 
states are listed in Table 31. 
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TS1 TS2 
Isomer 
Imaginary 
Frequency  
(cm-1) 
∆G  
(relative to R1)   
(kcal mol-1) 
Isomer 
Imaginary 
Frequency  
(cm-1) 
∆G  
(relative to R1) 
 (kcalmol-1) 
NH4SSRR -173.0 25.1 NH4RRRR -147.2 20.4 
NH1SSSS -170.5 25.2 NH4SSRR -143.9 22.5 
NH1RRSS -181.6 26.0 NH2RRSS -152.0 24.4 
NH4RRRR -178.8 26.4 NH2SSSS -151.9 26.1 
NH4RRSS -174.4 29.6 NH1RRSS -153.4 27.2 
NH1RRRR -174.3 30.1 NH1SSRR -153.8 28.4 
NH3SSSS -64.1 30.7 NH4SSSS -114.8 28.7 
NH3SSRR -108.1 31.2 NH1SSSS -143.1 29.5 
NH1SSRR -184.1 31.7 NH4RRSS -91.8 30.1 
NH4SSSS -163.2 31.9 NH3SSSS   
NH2RRSS -170.6 33.0 NH1RRRR   
NH2SSSS -163.7 33.6 NH3RRRR   
NH2RRRR -168.7 36.6 NH2RRRR   
NH3RRRR   NH3SSRR   
NH2SSRR   NH2SSRR   
NH3RRSS   NH3RRSS   
Table 31, Relative free energies of H-substituted cis-α transition states 
The transition states can be combined using the same “rules” as described for the cis-β 
transition states. 
The lowest energy pathway for the insertion of a second lactide adjacent to a lactide 
of opposite stereochemistry (heterotactic insertion) is described by the sequence of 
transition states TS1-NH4SSRR, TS2-NH4SSRR. The rate-determining step is TS1 
with a barrier of 25.1kcalmol-1. No ligand inversion is necessary in this process. 
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The lowest energy pathway for the insertion of a second lactide adjacent to a lactide 
of the same stereochemistry (isotactic insertion) is described by the sequence of 
transition states TS1-NH1SSSS, TS2-NH4RRRR. Again the rate-determining step is 
TS1; this time with a barrier of 25.2kcalmol-1. In this case the ligand must invert 
between TS1 and TS2. 
Thus the cis-α results suggest (as did the cis-β results) that the process ought to be 
heterotactic whereas experiment shows it to be isotactic. 
5.4.2.3.2 Cis-α Cl-substituted Ligand 
Preliminary attempts at optimisations of the Cl-substituted cis-α transtion states using 
the H-substituted cis-α transition states as templates all failed. This implies that the H-
substituted and Cl-substituted cis-α transition states have very different geometries in 
the cis- α conformation. This is in striking contrast to the cis-β transition states (see 
section 5.4.2.2.2) where both structures and relative free energies were almost 
identical. Thus, as many as possible of the Cl-substituted cis-α transition states were 
calculated. These are shown in Table 32. 
TS1 TS2 
Isomer 
Imaginary 
Frequency 
(cm-1) 
∆G 
(relative to R1) 
(kcalmol-1) 
Isomer 
Imaginary 
Frequency 
(cm-1) 
∆G 
(relative to R1) 
 (kcalmol-1) 
NCl4SSRR -169 24.8 NCl4RRRR -139 24.5 
NCl4RRRR -180 26.2 NCl1RRSS -149 25.2 
NCl3SSSS -67 30.4 NCl4SSRR -135 27.1 
NCl4SSSS -162 32.6 NCl3RRSS -144 27.1 
NCl2RRRR -171 35.5 NCl1SSRR -160 28.2 
   NCl1SSSS -84 29.0 
   NCl2SSSS -142 29.5 
   NCl4RRSS -107 29.5 
Table 32, Relative free energies of Cl-substituted cis-α transition states 
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Although not many of the Cl-substituted transition states have been calculated, none 
are lower in free energy than the rate-determining step in the cis-β pathway. The 
barrier for heterotactic insertion via a cis-β TS1 and a cis-β TS2 was 24.3 kcal mol-1 
(section 5.4.2.2.2). None of the species listed in Table 32 have free energies lower 
than 24.5 kcal mol-1. 
5.4.2.4 Combining Cis-β and Cis-α Transition States 
Neither a purely cis-α or a purely cis-β mechanism predict the observed isotactic 
pathway for the aluminium complex of the H-substituted ligand 22. However, it is not 
unreasonable to assume that the ligand conformation can convert between the two 
conformations. A pathway made up of the lowest energy species of all the transition 
states found is drastically different from those discussed in the previous sections. In 
this case, the lowest energy pathway is made up of the low energy TS1-NHa3RRRR 
(cis-β) 20.1 kcal mol-1) and the rate-determining TS2-NH4RRRR (cis-α) (20.4 kcal 
mol-1). Thus the lowest energy pathway predicts isotacticity. The lowest energy 
heterotactic combination of transition states is made up of TS1-NHa3RRSS (21.7 kcal 
mol-1) and TS2-NH4SSRR (22.5 kcal mol-1). Thus the heterotactic pathway is higher 
by 2.1 kcal mol-1. The rate-determining step is again TS2.  
Reactant
0.0
TS1 NHa3RRRR
20.1
TS2 NH4RRRR
20.4
Intermediate 1
11.2
Intermediate 2
13.6
Intermediate 3
-
 
Figure 126, Lowest energy overall pathway for H-substituted complex. A cis-β TS1 followed by a 
cis-α TS2 leads to isotactic insertion.  Energies are free energies in kcal mol-1. 
The two transition states are shown in Figure 127 and Figure 128. 
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Figure 127, TS1-NHa3RRRR: TS1 in the lowest energy overall pathway for H-substituted 
complex. Selected hydrogens shown only. 
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Figure 128, TS2-NH4RRRR: TS2 in the lowest energy overall pathway for H-substituted 
complex. Selected hydrogens shown only. 
As has already been stated, from the transition states calculated for the Cl-substituted 
species, the cis-β pathway remains the path with the lowest barrier to insertion. This 
pathway, in agreement with experiment, predicts heterotactic insertion with a barrier 
of 24.3 kcal mol-1, TS1 being the rate-limiting step. The reaction pathway is shown in 
Figure 129 and the two transition states are shown in Figure 130 and Figure 131. 
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Reactant
0.0
TS1 NCla1RRSS
24.3
TS2 NCla1SSRR
19.1
Intermediate 1
-
Intermediate 2
-
Intermediate 3
-
 
Figure 129, Lowest energy overall pathway for Cl-substituted complex. Cis-β transition states 
throughout lead to heterotactic insertion. 
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Figure 130, TS1-NCla1RRSS: TS1 in the lowest energy overall pathway for Cl-substituted 
complex. Selected hydrogens shown only. 
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Figure 131, TS2-NCla1SSRR: TS2 in the lowest energy overall pathway for Cl-substituted 
complex. Selected hydrogens shown only. 
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5.4.2.5 Analysis of the Rate-Determining Transition States 
Simple analysis of the rate-limiting transition state is not particularly useful: it is in 
fact the higher energy species in a pair of transition states (so understanding the 
reasons behind its stability are of limited value). However, what is instructive is to 
compare the lowest energy polymerisation pathways for the H-substituted and Cl-
substituted complexes. An AIM analysis (see chapter I) was performed on the two H-
substituted transition states in the lowest energy pathway and the corresponding Cl-
substituted species. This process was repeated for the two Cl-substituted transition 
states in that lowest energy pathway and the corresponding H-substituted transition 
states. 
The lowest energy pathway for the Cl-substituted catalyst proceeds through two 
transition states of cis-β conformation. As has been discussed previously, the cis-β 
structures in which H and Cl substituents are exchanged are very similar both in 
structure and relative free energies. Thus, the H-substituted equivalents of the lowest 
energy chlorinated transition states are 1.1 and 1.4 kcal mol-1 lower in free energy 
respectively. This seems to be typical: the relative free energies of the cis-β H-
substituted transition states were, on average, 1.1 kcal mol-1 higher in free energy (see 
section 5.4.2.2.2). 
In the isotactic pathway (the H-substituted catalyst), TS2 is the rate-determining step. 
In fact, inspection of the geometries of the Cl-substituted species seems to indicate 
clearly why the equivalent pathway for the Cl-substituted complex is not as low in 
energy. The first transition state is of a similar geometry and is 1.3 kcal mol-1 lower in 
free energy (relative to the corresponding starting material) when the substituent is Cl. 
As stated above, this is typical of the chlorinated species for transition states that have 
very similar geometries to their H-substituted counterparts. Inspection of the two TS2 
species however, reveals some differences. In this case the difference in relative free 
energies is increased to 4.1 kcal mol-1 and the Cl-substituted species is now higher in 
free energy than the H-substituted complex. It appears that stabilising interactions 
between the H substituents and the second lactide unit are lost/weakened in the Cl-
substituted complex. Likewise, interactions between the other H-substituent and the 
first lactide unit appear not to be as strong when the substituent is Cl. 
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Surprisingly, on closer inspection, and on consideration of the Atoms in Molecules 
(AIM) analysis (see chapter I), this does not seem to be the case. Although the 
distances between the H substituents and the lactide units with which they are 
interacting are slightly lengthened in the Cl-substituted transition state, the electron 
density values at the bond critical points (BCPs) are very similar. In addition, there do 
not appear to be any extra interactions (denoted by BCPs) in either complex. 
Overlaying the two structures reveals very little variation in the geometries at all. 
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Figure 132, Overlay of rate-determining TS2 in H-substituted catalytic pathway with equivalent 
Cl-substituted transition state. 
The key differences are a slight altering of position of the two lactide units, which 
have been forced away from the more bulky Cl groups. It seems that this deformation 
alone is enough to raise the energy of the Cl-substituted transition state (by 
approximately 5 kcal mol-1) to force the reaction to proceed by a completely different 
path. 
Also of interest was the reason that two transition states that differ only in the chirality 
of one lactide unit should be very different in energy. Essentially, the tacticity of the 
polymer is governed by the preference of (in the case of the H-substituted species) the 
catalyst to add a unit of S,S lactide to another unit of S,S lactide (rather than adding 
one of R,R). What is it that makes the SSSS transition state lower in energy than the 
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SSRR? If the two transition states SSSS (representing isotactic insertion) and RRSS 
(representing heterotactic insertion) are compared, this difference might be assessed. 
(Comparison of SSSS and RRSS is made because the difference is clearer where the 
lactide that is inverted is the first lactide in the chain. It is further from the metal 
centre. This comparison is equivalent to comparing SSSS and SSRR transition states 
except that that would be much more complex because the conformation around the 
metal is significantly different. Another AIM analysis was performed, this time for 
TS2-NH4SSRR (the TS2 for heterotactic enchainment “equivalent” to the rate-
determining transition state for isotactic insertion (TS2-NH4RRRR)). 
In this case the AIM analysis identifies extra interactions occurring in the low energy 
species that cannot occur in the less favoured complex. The interactions of interest are 
shown in Figure 133.   
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Figure 133, AIM analysis of the rate-determining H-substituted SSSS TS2 (a) and the equivalent 
RRSS species (b) (which is higher in free energy). Labels 1-3 indicate BCPs that differentiate the 
two transition states.  
It has been demonstrated that summing the densities at multiple BCPs can provide a 
measure of bond strength for hydrogen bonding and π-π stacking interactions205-207. 
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However, a build up of electron density between two atoms may also signify a non-
bonded interaction (see chapter 2). Further breakdown of the topology of the electron 
density is required to describe fully relative bond strengths208. Nevertheless, 
comparison of the numbers of BCPs and the total electron densities at these points 
does help to explain the preference for isotactic insertion in this case. 
In the SSSS species ((a) in Figure 133) there is an interaction between the methyl 
group on the first lactide unit and the ligand (labelled 1). In the RRSS species it is one 
of the ether oxygens of the first lactide that interacts with the same aryl hydrogen of 
the ligand. The density at the BCP 1 is 0.0038 a.u. and and 0.0057 a.u. for the SSSS 
and RRSS transition states respectively. This implies that the strength of this 
interaction in the RRSS species is in fact stronger than in the SSSS species (which is 
not surprising given that it is a O...H interaction rather than a H...H interaction). 
However, this is offset by the presence of BCPs 2 and 3 that do not exist in the RRSS 
species. BCP 2 is an interaction between a methyl group on the first lactide and the 
ligand (with a density of 0.0014 a.u.). The third BCP has a density of 0.0084 a.u.. 
Thus the sum of the densities of the three BCPs (0.0136 a.u.) is more than twice that 
of the single interaction in the higher energy species (0.0057 a.u.). The lower energy 
of the SSSS species is explained by the greater number of weak, non-conventional 
interactions. It is tempting to assert that the accumulation of these un-named 
interactions might be responsible for conformational preferences not only in 
polymerisation transition states but also in other large molecules such proteins and 
biological systems. 
5.5 Conclusions 
The current investigation reveals why the aluminium complex of 22 produces isotactic 
PLA when X=H and heterotactic PLA when X=Cl.  
When X=Cl the insertion mechanism proceeds via two transition states of cis-β 
conformation, but switches between the ∆ and Λ configurations between the two 
transition states. The rate-determining step is TS1, with a barrier of 24.3 kcal mol-1. 
This reaction path leads to heterotactic insertion, as is observed experimentally. Other 
pathways are shown to be higher in energy.  
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The experimental findings cannot however be rationalised in the same way for 22 
when X=H. The lowest energy pathway consisting of two cis-β transition states 
predicts heterotacticity (which is not what is observed). However, a pathway 
involving a cis-β TS1 and a cis-α TS2 correctly predicts isotacticity and has a lower 
free energy barrier than the purely cis-β mechanism. TS2 is, in this case, rate-
determining with a free energy of 20.4 kcal mol-1 with respect to the starting material. 
An AIM analysis clearly shows why, in the lowest energy conformation of TS2 
(X=H), isotactic insertion is preferred. 
The (rate-determining for X=H) cis-α TS2 where X=Cl is higher in free energy than 
its H-substituted equivalent (relative to the equivalent starting material). However, the 
geometries of the two species are very similar. Additionally, an AIM analysis does not 
identify any important distinctions between the two structures. This result emphasises 
the need for computational methods in investigating processes such as this: the free 
energy values indicate that the Cl-substituted cis-α TS2 is strongly disfavoured. 
Quantum chemical calculations are an invaluable technique for dissecting these types 
of processes. 
This work describes a systematic approach to modelling lactide polymerisation 
stereospecificity. The polymerisation mechanism is shown to be highly complex. 
Nevertheless, by rigorous analysis of all possible transition states, experimental 
observations are rationalised. The results here highlight how flexibility of the ligand 
backbone and its versatility in coordination geometry are essential for the 
stereocontrol of the polymerisation process.  
The structures of each transition state have been recorded. This will make future 
investigations into similar systems significantly less time consuming. We hope that 
with the investigation of related catalytic systems will come not only rationalisation of 
existing experimental data but also prediction of stereoselectivity. 
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6. Conclusions 
Exploring the interactions in a Tin Bis(triazenide) Complex. Wavefunction based 
methods have been used to investigate the nature of the short metal-hydrogen 
distances in a tin bis(triazenide) complex. We have termed these H-M-H interactions 
“bifurcated” and show that although they are weak in this particular complex they can 
be much stronger in other species. The phenomenon has been identified previously for 
systems in which they are stronger but they were not fully investigated. The 
interactions are agostic in nature and we demonstrate that they can be described 
qualitatively (and, in certain cases, quantitatively) by the AIM and ELF techniques. 
A Magnesium Bis(imino)pyridine Complex: Unusual Reactions of a Non-Innocent 
Ligand. The unusual alkyl migrations in a magnesium bis(imino)pyridine system are 
examined in detail. This work suggests that the experimentally observed non-
electrophilic alkylation at a pyridine nitrogen does not proceed via a radical 
intermediate. Instead, a simple 1,2-shift is the lowest energy pathway. Density 
functional calculations reveal the large number and variety of transition states that 
might be responsible for the other experimentally observed transformations. The most 
likely reaction paths are found to depend strongly on the effect of solvent. Both 
explicit solvent and stabilisation by solvent polarisation are required to describe a 
reaction mechanism consistent with all the experimental observations. It should be 
possible to determine whether the mechanisms proposed here are occurring. Variation 
of the solvent (in terms of both polarity and coordinating power) should have dramatic 
effects on the reaction rate if the solvent plays as large a role as the calculations 
suggest. Additionally, further experiments in which the concentrations of magnesium 
and dioxane are controlled and varied could confirm a mechanism in which a second 
magnesium species is responsible for the alkylation of the 2-position. Control of the 
alkylation process (achieved through an understanding of the alkylation mechanism) 
will enable further experiments to assess the role (be it positive or negative) of alkyl 
migration/addition in the polymerisation process.  
Zirconium Amine Tris(phenolate) Complexes for Lactide Polymerisation: Dynamic 
Processes of the Ligand. The mechanism of inversion of a pseudo-C3-symmetric 
zirconium tris(phenolate) has been investigated using NMR simulations and density 
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functional calculations. The density functional calculations confirm the stepwise 
nature of the process by identifying the key transition states and intermediates. The 
variation of barrier heights of the inversion process as the metal is varied is also 
reproduced by the calculations. This trend can be used to explain the differing 
behaviours of the different group 4 metal tris(phenolate)s. The inversion process in an 
analogous methylated complex is shown to proceed by the same mechanism, with a 
similar free energy barrier. Thus use of the methylated species is an excellent method 
by which to explore (in a controlled way) the mechanisms of polymerisation and 
inversion. Analysis (and simulation) of the variable temperature NMR spectra 
suggests that the process may involve dimeric species. Although the size of these 
dimers prohibits accurate chemical modelling at this time, it may be possible to 
investigate a dimeric mechanism experimentally. Strategic modification of the ligand 
structure to encourage dimer formation would affect the rate of inversion if a dimeric 
mechanism is in operation. Additionally, isolation of this dimeric intermediate species 
would confirm that the inversion is stepwise. 
Aluminium Salen-type Complexes for Lactide Polymerisation. Density functional 
theory has been used to describe the polymerisation behaviour of an aluminium salen-
type catalyst in the polymerisation of lactide. A systematic methodology for 
rationalising the stereochemical outcome of the polymerisation is presented. The 
method reproduces the behaviour of two structurally similar catalysts which produce 
polymer of differing tacticity. We show how energy differences resulting from the 
accumulation of many low energy interactions alter the relative energies of the 
transition states. AIM analysis is a key tool in the identification of these un-named 
interactions. The rate determining transition state is different for the two catalysts: one 
proceeding through two cis-β structures; the other through one cis-β and one cis-α 
transition state. The transition states located in this work will be important starting 
structures for similar investigations into lactide polymerisations. 
DFT is, at the present time, an ideal tool for studying metal catalysts and their 
reactions. Calculations often reproduce experimental findings and can be used to 
predict rates and mechanisms. Additional methods of wavefunction analysis can be 
used to provide even more qualitative and quantitative information. AIM and ELF 
analyses may prove to be invaluable for identifying stabilising interactions in large 
molecules. These interactions may be much weaker than any conventional ‘bond’, but 
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a large number of them may cause significant stabilisation. Identification and 
qualitative analysis of these interactions will be crucial in describing extended 
systems such as those described in this work. We also foresee the use of this type of 
analysis for biological molecules such as proteins which are still not well understood 
(see, for example, 208).
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7. Experimental  Details 
Gaussian0342 was used for all ground state and transition state optimisations; IRC 
calculations; CPCM calculations; and NBO analyses. 
Ground state structures were characterised by calculation of the Hessian, which 
contains no negative roots. Transition states were confirmed by the presence of a 
single negative root in the Hessian matrix. The B3LYP6-9 functional in combination 
with the 6-31G(d) basis set (as implemented in Gaussian03) was used for all 
calculations except where specified. For NMR calculations the GIAO-method (the 
default in Gaussian03) was used. The solvation model used was the CPCM43 
polarisable conductor calculation model* as implemented in Gaussian03. 
AIM calculations were performed using the AIM200047 program and the AimAll48 
program. 
ELF calculations were performed with the TopMoD54 and DGrid55 programs. 
Exploring the interactions in a Tin Bis(triazenide) Complex. A five ζ correlation 
consistent basis set (with pseudo-potential where appropriate) was used to describe 
central the metal atoms including germanium and silicon.209, 210 In the model systems 
a 6-311G(d) basis set was used on all atoms. In 119Sn NMR calculations the 
mPW1PW91 functional was used with the same cc-pV5Z-PP basis set on tin and the 
6-31G(d,p) basis set on all other atoms.  
A Magnesium Bis(imino)pyridine Complex: Unusual Reactions of a Non-Innocent 
Ligand. Comparison of the B3LYP results was made with the M05 functional.41 
Comparison of the calculations performed with the 6-31G(d) basis set was made with 
the cc-pVDZ basis set. 13C NMR calculations employed the mPW1PW91 functional 
with the 6-31G(d,p) basis set. 
Zirconium Amine Tris(phenolate) Complexes for Lactide Polymerisation: Dynamic 
Processes of the Ligand. The cc-pVDZ15, 122, 123 basis set was used on the metal atoms, 
                                                 
*
 This is an implementation of COSMO (Klamt et al, Journal of the Chemical Society – Perkin 
Transactions 2, 1993, 799) in the PCM (Miertus et al, Chemical Physics, 1981, 55, 117) framework. 
This model, like other continuum solvation methods, evaluates the molecular free energy in solution by 
calculating the electrostatic interactions between the molecule and a solvent. 
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with the appropriate pseudo-potential on Zr. The layered model consisted of a 
combination of cc-pVDZ(-PP), 6-31G(d) and STO-3G basis sets (cc-pVDZ(-PP) on 
the metal; 6-31G(d) on atoms directly bonded to the metal or likely to be 
electronically involved in the transition states; and STO-3G on the four carbons of the 
aryl rings not part of the main ligand ring, the aryl group substituents and the C and H 
atoms of the OiPr group (see Figure 85 for a visual description). Where the OiPr group 
was replaced by triflate, the whole triflate group was assigned the 6-31G(d) basis.  
When a formaldehyde molecule was introduced, the oxygen coordinated to the metal 
was assigned 6-31G(d) while the C and H atoms were assigned STO-3G. GIAO-NMR 
calculations employed the mPW1PW91 functional and the 6-31G(d,p) basis set on all 
atoms except zirconium and hafnium, where the cc-pVDZ basis was used.  
Aluminium Salen-type Complexes for Lactide Polymerisation. 
The B3LYP6-9 functional in combination with the 6-31G(d) basis set (as implemented 
in Gaussian03) was used for all calculations. 
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Glossary 
Basis set  The set of functions chosen to construct the 
wavefunction. 
Transition State  A first-order saddle point on the potential energy 
surface. 
CPCM  A continuum solvent method to evaluate the 
molecular free energy in solution by calculating the 
electrostatic interactions between the molecule and a 
solvent. CPCM is the implementation of COSMO in 
the PCM (polarisable conductor calculation model) 
framework. 
Intrinsic Reaction 
Coordinate 
 A procedure to follow a reaction path from the 
transition state downhill towards the adjacent 
minimum on the potential energy surface.  
Natural Bond Orbital 
Analysis 
 A procedure generating localized electron pair 
orbitals and their electronic populations.  
Atoms-in-Molecules  An analysis of the topology of the electron density. 
Bond Critical Point  A saddle point in the electron density. 
Laplacian of the electron 
density (∇ 2ρ) 
 describes where the electron density is locally 
concentrated or depleted. A positive value indicates 
depletion of charge density and a negative value a 
concentration of the density. 
Electron Localisation 
Function (ELF) 
 A measure of the Pauli repulsion between two 
electrons. 
Ring opening 
polymerisation (ROP) 
 A polymerization in which a cyclic monomer yields a 
monomeric unit which is acyclic or contains fewer 
cycles than the monomer. (PAC, 1996, 68, 2287 
(Glossary of basic terms in polymer science (~IUPAC 
Recommendations 1996)) on page 2308.) 
Dielectric constant (ε)  A relative measure of the polarity of a solvent. 
Singlet  A species in which all electrons are paired. 
Triplet  A species with two unpaired electrons. 
Doublet  A species with one unpaired electron. 
Coalescence temperature 
(Tc) 
 The temperature at which two NMR peaks coalesce 
to form a single peak. 
Gauge-Independent Atomic 
Orbital method (GIAO) 
 A method for calculating theoretical NMR spectra in 
which is invariant to the position of the molecule in 
the Cartesian frame. This is the default in 
Gaussian03. 
Anisochronicity  The magnetic shielding non-equivalence of 
diastereomeric nuclei. 
 
