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Re´sume´ – Dans le contexte de l’estimation des Directions D’Arrive´es (DDA), on peut parfois conside´rer que nous connaissons
a` priori (de manie`re exacte ou estime´e) un ensemble de M − S DDA parmi un total de M . Dans ce contexte, des sche´mas
d’estimation ont e´te´ propose´s afin de tenir compte de cette connaissance dans le but d’ame´liorer la localisation des M sources
d’inte´reˆt. Ces approches se basent sur la de´flation orthogonale du sous-espace signal. Dans [10], nous avons e´tabli et analyse´
la Brone de Cramer-Rao (BCR) correspondante a` ce type de mode`le et nous avons montre´ qu’une connaissance a priori d’un
ensemble de DDA est be´ne´fique uniquement pour des sources corre´le´es et de DDA proches. En particulier, dans le cas de sources
non corre´le´es de DDA proches, les approches base´es sur la de´flation orthogonale n’ame´liorent pas l’estimation des DDA d’inte´reˆt.
Une solution possible pour re´soudre ce proble`me est d’exploiter une de´flation oblique. Selon ce principe, nous proposons deux
algorithmes de type MinNorm dont nous caracte´risons les performances the´oriques.
Abstract – In the context of the Direction-Of-Arrival (DOA) estimation problem, we can sometimes assume that we have a
priori knowledge (exact or estimated) of a subset of M−S DOA among a total of M . In that situation, some works have proposed
to tacking into account of this knowledge to improve the localization of the M unknown sources. The key idea is based on an
orthogonal deflation of the signal subspace. In [10], we have derived and analyzed the CRB associated to this model and we have
shown that the prior-knowledge of a subset of the DOA is beneficial only for coherent or highly correlated sources associated to
closely-spaced DOA. In particular, for uncorrelated sources with closely-spaced DOA, the orthogonal deflation cannot help the
estimation of the unknown DOA. Finally, we suggest that a possible solution could be to use oblique projectors. In this paper, we
follow this line and we propose two algorithms based on the MinNorm principle and we analyse their theoretical performances.
1 Introduction
L’estimation des DDA de sources bandes e´troites est un
proble`me important dans de nombreuses applications et
a rec¸u une attention particulie`re depuis ces dernie`res an-
ne´es. En pratique, nous avons parfois la connaissance a`
priori (de manie`re exacte ou estime´e) d’un ensemble de
M − S DDA parmi un total de M comme par exemple
en traitement RADAR [8], dans le domaine de l’analyse
de signaux biome´dicaux [4] ou encore en e´lectromagne´-
tique [11]. Plusieurs travaux ont propose´ d’inte´grer cette
connaissance a` priori dans des algorithmes d’estimation.
L’ide´e clef de ces approches est de projeter les observations
bruite´es sur le sous-espace engendre´ par les DDA connues.
Ces approches sont donc fortement relie´es au proble`me de
de´flation du sous-espace signal. Dans [10], les auteurs ont
e´tabli et analyse´ la Borne de Crame´r-Rao (BCR) associe´e
a` un mode`le de signal base´ sur le principe de de´flation
orthogonale. En particulier, les auteurs montrent que la
connaissance a priori d’un ensemble de DDA est be´ne´fique
uniquement lorsque les sources sont fortement corre´le´es et
de DDA proches. Lorsque les sources sont de´corre´le´es et
de DDA proches, la de´flation orthogonale n’ame´liore pas
l’estimation des DDA d’inte´reˆt. Afin de re´soudre ce pro-
ble`me, nous proposons dans ce travail de re´crire le pro-
ble`me que l’on se pose dans le contexte de projections
obliques. Nous proposons donc deux algorithmes de type
MinNorm [7] inte´grant une connaissance car [9] montre
que ce dernier a une meilleur re´solution que l’algorithme
MUSIC pour un re´seau d’antennes line´aires e´quidistantes
et posse`de un couˆt de calcul infe´rieur [3]. Par conse´quent,
nous proposons deux algorithmes base´s sur l’algorithme
MinNorm inte´grant une connaissance a priori, de´nomme´s
Prior-MINNORM (P-MinNorm) et Weighted P-MinNorm
(WP-MinNorm). De plus, nous donnons une nouvelle for-
mulation de l’algorithme Constrained-MinNorm
(C-MINNORM) de DeGroat et al. [8] afin d’e´tablir les va-
riances the´oriques de chacun des algorithmes traite´s dans
ce travail. Enfin, nous comparons les diffe´rents algorithmes
propose´s au C-MinNorm de manie`re the´orique et pratique.
2 Repre´sentation Matricielle du pro-
ble`me d’estimation des DDA
2.1 Mode`le MIMO (Multi-Input Multi Out-
put)
Supposons qu’il existeM ondes planes a` bandes e´troites
arrivant simultane´ment sur L capteurs line´airement et uni-
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forme´ment re´partis. La t-e`me observation est donne´e par
x(t) = Zα(t)+n(t) =
[
p(θ1) . . . p(θM )
]
α(t)+n(t) (1)
ou` x(t) = [x1(t) . . . xL(t)]
T , α(t) = [α1(t) . . . αM (t)]
T et
xℓ(t) est l’observation sur le ℓ-e`me capteur, αm(t) est la
m-e`me source, n(t) = [n1(t) . . . nL(t)]
T est un bruit additif
gaussien centre´, temporellement et spatialement blanc de
variance σ2. Enfin, p(θ) est le vecteur de test parame´tre´





[1 e−2iπ(∆/c) sin(θ) . . . e−2iπ(∆/c) sin(θ)(L−1)]T ,
(2)
dans lequel ∆ est la distance conse´cutive entre deux cap-
teurs et c est la longueur d’onde. Le nombre de source M
est suppose´ connu ou pre´alablement estime´ [3]. On suppo-
sera que toutes les DDA sont distinctes et que le rang de
Z est M (nous supposons ici que M ≤ L). Finalement, le
mode`le final pour T observations est
X =
[
x(1) . . . x(T )
]
= ZΛ +N (3)
ou` Λ = [α(1) . . . α(T )] et N = [n(1) . . . n(T )].
2.2 Partitionnement du sous-espace signal
Supposons connaˆıtre M − S DDA sur un total de M .
Sans perte de ge´ne´ralite´, la matrice de Vandermonde Z




, ou` la matrice Aˆ
de taille L × S est la matrice compose´e par les S DDA
d’inte´reˆt et B contient les M − S DDA connues a priori.
Comme S ≤M , la matrice A (resp. B) est de rang S (resp.
rang M − S). Nous nommons R(A) le sous-espace signal
de´flate´ puisque sa dimension estM−S qui est infe´rieure a`
la dimension du sous-espace signalR(Z). Nous avons alors
R(A) ⊆ R(Z) = R(A) ⊕R(B). De plus, nous supposons
par la suite que les sources de DDA connues et d’inte´reˆt




H = RA +RB (4)
ou` RA = ARΛAA
H , RB = BRΛBB




Proposition 1 Les crite`res d’optimisation des algorithmes





ou` fWP(θ) = 1− e
T





















ou` E(Aˆ B) est le projecteur oblique [2] sur sous-espace en-
gendre´ par les DDA d’inte´reˆt, soit R(Aˆ), le long du sous-
espace engendre´ par les DDA connues, soit R(B), P⊥Z =
I−ZZ†, P⊥A = I−AA
† ou` .† de´note la pseudo inverse de
Moore-Penrose et e1 est la premie`re colonne de la matrice
identite´.
Preuve : Les trois crite`res de la proposition 1 de´coulent
de la re´solution au sens des moindres carre´s ponde´re´s se-
lon le parame`tre α. Plus pre´cise´ment, les crite`res WP-
MinNorm donne´ en (5) et P-MinNorm donne´ en (6) sont
associe´s a` argminθ,α ||p(θ)−E(Aˆ B)Zˆα||
2
W et le crite`re C-
MinNorm donne´ en (7) a` argminθ,α ||p(θ) − Zˆα||
2
W , ou`
‖.‖2W est la norme de Frobenius ponde´re´e par W = e1e
T
1 .
4 Version polynomiale des
algorithmes d’estimation et ana-
lyse de performance
La recherche des DDA d’inte´reˆt en parcourant l’ensemble
des valeurs possibles du parame`tre θ appartenant a` une
grille discre`te est couˆteuse. On propose donc une me´thode
inspire´e du root-MinNorm [3] afin de de´croˆıtre la com-
plexite´ de la me´thode. Dans cette optique, le the´ore`me
suivant pre´sente une version polynomiale des algorithmes
pre´sente´s dans ce papier et met en e´vidence le lien entre
les algorithmes C-MinNorm et WP-MinNorm.
The´ore`me 1 Soit z = e−2iπ(∆/c) sin(θ). Les S racines du
polynoˆme fWP(z) = fC(z) + fCOR(z), ou`
fCOR(z) = e
T
1 E(B Aˆ)p(z) sont les DDA d’inte´reˆt, et fC(z)
est le polynoˆme associe´ a` l’algorithme C-MinNorm de´fini
par (7).
Preuve : La proprie´te´ I − E(Aˆ B) = P
⊥
Zˆ
+ E(B Aˆ) nous
permet d’obtenir l’expression de fCOR(z). Nous introdui-










(z − z′m) (8)
ou` zm est associe´e a` la m-th DDA et z
′
m sont les racines







(z − z′′m) (9)
ou` z′′m sont les racines supple´mentaires de fCOR(z) et donc














m). Clairement, Q(z) n’a pas de racine tri-
viale, i.e., les DDA connues ou inconnues ne sont pas des
racines de Q(z). Par suite et d’apre`s (10), les racines de
fWP(z) sont uniquement les DDA inconnues : {θ1, . . . , θS}.
Finalement, la version polynomiale de l’algorithme P-
MinNorm est base´e sur la recherche des racines du poly-







4.1 Variances the´oriques des algorithmes
propose´s
Nous e´tudions le cas ou` la matrice de covariance n’est
pas bien estime´e du faut que l’on conside`re un nombre
fini d’observations. Nous de´finissons alors Rˆ = R+∆R ou`
R = RX + σ
2I et zˆ = z +∆z. Cette hypothe`se permet de
de´duire les expressions des projecteurs oblique et ortho-
gonaux estime´s en fonction de la matrice de covariance
estime´e. Nous caracte´risons ainsi la variance d’estimation
the´orique des DDA.
L’utilisation du projecteur oblique ne´cessite d’estimer
le sous-espace inconnu R(A) en fonction de la matrice de
covariance R. Une erreur commise sur R induit une erreur
sur le sous-espace R(A). Nous conside´rons donc le mode`le
Aˆ = A + ∆A comme l’erreur commise sur le sous-espace
R(A).
Par manque de place, nous pre´sentons seulement dans
les ”grandes lignes”le calcul des variances the´oriques. Nous
donnons ici l’expression de E(Aˆ B) en fonction de l’erreur
sur R(A) et de l’erreur sur le projecteur oblique δE(Aˆ B).
Cette expression s’e´crit :
E(Aˆ B) = E(A B) + (P
⊥






Apre`s de nombreux traitements alge´briques inspire´s de
[6] nous donnons les expressions des erreurs commises sur
es diffe´rents projecteurs, soit









ou` S†A = UA(ΣA − σ
2I)−1UHA , et




Z − E(B A)∆RAS
†
AE(A B) (13)
ou` Ω = B(BHP⊥AB)
−1BH , S†A = UA(ΣA − σ
2I)UHA . En
utilisant la proprie´te´ P⊥
Zˆ
= I − E(Aˆ B) − E(B Aˆ) et les
expressions(12) et (13) nous obtenons l’expression de l’er-
reur commise sur le projecteur orthogonal
P⊥
Zˆ







Lorsque z est une racine, les versions polynomiales des
crite`res (5), (6) et (7) s’annulent. Soit les trois fonctions
associe´es :
ΠWP(I − E(Aˆ B), zˆ) = e
T












Nous re´alisons maintenant une analyse au premier ordre
de ces fonctions, et en utilisant les expressions des erreurs
sur les projecteurs, nous pouvons de´sormais e´noncer le
the´ore`me suivant
The´ore`me 2 Les variances the´oriques des algorithmes Root
WP-MinNorm, Root P-MinNorm, and Root C-MinNorm








































ou` p′(θ) est la de´rive´e premie`re de p(θ).
5 Simulations nume´riques
Les simulations sont effectue´es dans le contexte d’un
re´seau line´aire de L capteurs uniforme´ment re´parties, de
demi longueur d’onde et nous conside´rons T = 100 obser-
vations. Les performances des algorithmes propose´s sont
compare´es a` celle de l’algorithme C-MinNorm [8] au tra-
vers du calcul de l’e´cart-type moyenne´ sur 500 re´alisations
du bruit. La Fig. 1-a montre que tous les algorithmes sont
e´quivalents lorsque les DDA sont e´loigne´es. Cependant,
Fig. 1-b indique que les algorithmes WP-MinNorm et P-
MinNorm ont une variance plus petite que celle de l’al-
gorithme C-MinNorm lorsque les DDA sont proches. A
noter e´galement que l’algorithme WP-MinNorm pre´sente
la plus petite variance. Enfin, Fig. 1-a et b te´moignent de
l’ade´quation entre les variances the´oriques e´tablies par le
the´ore`me 2 et les variances pratiques des algorithmes e´tu-
die´s.
Afin de comparer plus en avant les diffe´rents algorithmes,










qui sont respectivement, le rapport entre les variances
des algorithmes P-MinNorm et C-MinNorm, et le rapport
entre les variances des algorithmes WP-MinNorm et C-
MinNorm. Le parame`tre θ est la DDA d’inte´reˆt et nous
e´tudions l’e´volution des rapports pour plusieurs valeurs
de L. Notons que les rapports sont invariants par rapport
au niveau de bruit et au parame`tre T . Sur les figures Fig.
2-a, b, c et d, nous avons trace´ ces rapports pour les cas
ou` les DDA sont e´loigne´es et proches. Les expe´riences cor-
respondant aux figures Fig. 2-a et b conside`rent que θ1
est la DDA connue et θ2 est la DDA d’inte´reˆt. Fig. 2-a
montre que les variances des algorithmes P-MinNorm et
WP-MinNorm sont plus petite que la variance de l’algo-
rithme C-MinNorm pour le cas de DDA proches. En outre,
lorsque le nombre de capteurs augmente ou lorsque les
DDA sont e´loigne´es la variance de chacun des algorithmes
e´tudie´s est e´quivalente. Le meˆme protocole expe´rimental
est utilise´ pour obtenir Fig. 2-b, a` l’exception que les DDA
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sont tre`s proches. Dans ce cas, il est clair que l’algorithme
WP-MinNorm est plus performant que les algorithmes P-
MinNorm et C-MinNorm.
Nous conside´rons ensuite que θ1 et θ2 sont les DDA connues
et θ3 est la DDA d’inte´reˆt. Les re´sultats de simulation
dans ce contexte sont repre´sente´s sur la Fig. 2-c. On voit
alors que les variances des algorithmes WP-MinNorm et
P-MinNorm sont plus petites que celle de l’algorithme C-
MinNorm mais la diffe´rence entre les variances de l’algo-
rithme WP-MinNorm et de P-MinNorm est re´duite.
Lorsque les DDA sont plus e´loigne´es, cf. Fig. 2-d ou` θ1, θ2,
θ3 sont les DDA connues et θ4 est la DDA d’inte´reˆt, l’al-
gorithme WP-MinNorm est clairement plus pre´cis que les
deux autres algorithmes propose´s. Ces simulations nous
permettent de conclure que
E(|θ − θˆWP|
2) ≤ E(|θ − θˆP|
2) ≤ E(|θ − θˆC|
2). (16)

























































Fig. 1 – e´cart-type Vs. RSB, (a) L = 10 θ = [20 2], (b)
L = 15 θ = [11 8] ;
6 Conclusion
Dans cet article, nous avons pre´sente´ deux algorithmes
d’estimation de type MinNorm incorporant un a priori
permettant ainsi d’estimer S DDA d’inte´reˆt sur un en-
semble total de M en utilisant la connaissance de M −
S DDA. Contrairement aux me´thodes standards base´es
sur la de´flation orthogonale, nous exploitons une de´fla-
tion oblique du sous-espace signal. Afin d’analyser les al-
gorithmes propose´s, nous avons e´tabli leurs variances the´o-
riques. Cette analyse montre que les me´thodes base´es sur
la de´flation oblique sont plus performantes que les me´-
thodes base´es sur la de´flation orthogonale pour des sources
de´corre´le´es de DDA proches.
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