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A Novel Sensor-Free Location Sampling
Mechanism
Panagiota Katsikouli, Diego Madariaga, Marco Fiore, Aline Carneiro Viana, Alberto Tarable
Abstract—In recent years, mobile device tracking technologies based on various positioning systems have made location data
collection an ubiquitous practice. Applications running on smartphones record location samples at different frequencies for varied
purposes.The frequency at which location samples are recorded is usually pre-defined and fixed but can differ across applications; this
naturally results in big location datasets of various resolutions. What is more, continuous recording of locations results usually in
redundant information, as humans tend to spend significant amount of their time either static or in routine trips, and drains the battery of
the recording device. In this paper, we aim at answering the question “at what frequency should one sample individual human
movements so that they can be reconstructed from the collected samples with minimum loss of information?”. Our analyses on
fine-grained GPS trajectories from users around the world unveil (i) seemingly universal spectral properties of human mobility, and (ii) a
linear scaling law of the localization error with respect to the sampling interval. Building on these results, we challenge the idea of a
fixed sampling frequency and present a lightweight, energy efficient, mobility aware adaptive location sampling mechanism. Our
mechanism can serve as a standalone application for adaptive location sampling, or as complimentary tool alongside auxiliary sensors
(such as accelerometer and gyroscope). In this work, we implemented our mechanism as an application for mobile devices and tested
it on mobile users worldwide. The results from our preliminary experiments show that our method adjusts the sampling frequency to the
mobility habits of the tracked users, it reliably tracks a mobile user incurring acceptable approximation errors and significantly reduces
the energy consumption of the mobile device.
Index Terms—Human Mobility, Location Sampling, Enery Efficiency
F
1 INTRODUCTION
O VER the past few years, the pervasive usage of smartdevices and location-tracking systems has made it
possible to study and understand human mobility at un-
precedented scales. An important feature that was found to
characterize human mobility is regularity; we tend to follow
the same patterns over and over, and we do so in ways that
are clearly periodic [5]. Regularity is easily found in the
movements of most individuals: as an example, consider
Fig. 1, which shows heatmaps of the locations visited by
three random users in the dataset presented in Subsec. 3.1.
Although these plots convey three weeks of data, a small set
of frequently visited places emerges for all users, along with
systematic paths connecting them. Likewise, Fig. 2 illustrate
the temporal dimension of regularity for the same users: a
clear periodicity emerges from the time series of the visited
locations.
In this paper we investigate whether the regularity of
human mobility entails the possibility of sampling individ-
ual movements at reduced frequencies, while allowing for
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the reconstruction of trajectories that retain a vast portion –if
not all– of their original level of detail. Intuitively, periodic
visits to a limited set of important places through repeated
routes may be captured with a smaller sampling effort than,
e.g., a completely random mobility. Identifying suitably
reduced frequencies for human mobility sampling would
have applications in a number of fields, including but not
limited to:
(i) mobile computing, where overly frequent GPS lo-
calization unnecessarily reduces the battery life of
mobile devices;
(ii) location-based service design, where unwarranted
users’ position data collection raises significant pri-
vacy concerns;
(iii) cellular networks, where active probing of sub-
scribers’ positions is a costly task whose rate must
be duly optimized;
(iv) trajectory data compression, where information loss
must be minimized
Overall, our problem is equivalent to posing the ques-
tion “at what frequency should one sample individual human
movements so that they can be reconstructed from the collected
samples with minimum loss of information?”. To respond,
we initially investigate the effect that reduced constant
sampling frequencies have on the quality of the tracked
movement. We start our quest by adopting a signal process-
ing approach, by considering mobility patterns as signals
over time, and carrying out a spectral analysis of human
mobility. We find that the spectra of the movements of
119 individuals have very similar, flat shapes that suggest
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Fig. 1: Heatmaps of locations visited by three distinct users during three weeks: humans tend to commute between a limited set
of specific locations. Figures best seen in color.
Fig. 2: Location time series for three distinct users during three weeks: humans tend to revisit locations in a periodic fashion. The
visited locations are mapped to sequential identifiers, upon discretization on a regular grid of 50 meters step.
the absence of convenient sampling frequency thresholds –
even specific to single users – beyond which the error in the
reconstructed trajectories drops significantly.
Stimulated by this finding, we carry out a quantitative
analysis of the user localization error in movements recon-
structed from regular sampling at different periodicities.
Our results unveil a linear scaling law of the error with re-
spect to the span of the constant sampling interval. This law
corroborates the outcome of the spectral analysis and has
significant practical implications, as it controls the trade-
off between accuracy and cost of measurements of human
mobility.
Building on these results, we set forth to challenge the
idea of constant sampling frequency. Our goal is to design
a system that adjusts the sampling frequency according
to the user’s mobility habits. Such a system may act in-
dependently or while reinforcing auxiliary sensors or/and
alternative positioning systems. Taking advantage of the
linear scaling law unveiled in our analysis, we design a
lightweight mobility adaptive location sampling mecha-
nism. Our mechanism has been implemented as an app
for mobile devices and tested on mobile users worldwide.
We find that such a system reliably adjusts the sampling
frequency according to the mobility of the user and sig-
nificantly reduces the energy consumption of the tracking
device.
The paper is organized as follows. We discuss related
works and ideas in Section 2. In Section 3 we present a
reference dataset as well as our spectral and qualitative
studies on reduced constant sampling frequencies where
the reference dataset is employed. We note here that most of
this part of the work corresponds to an earlier work on the
sampling frequency of human mobility [3]. Our adaptive
sampling mechanism is presented in Section 4 while our
implemented app for mobile devices and the preliminary
performance results are taken in Section 5. Finally, the
significance of the work as well as conclusive remarks are
discussed in Section 6.
2 RELATED BACKGROUND
Spatial data trajectory compression is a widely addressed
research subject, where the objective is to maintain the
trajectory shape (see [19], [20] and references therein). Con-
sider the toy example in Fig. 3, where a user leaves home,
trains at the gym before work and, later goes to a take-
away restaurant. The shape of the spatial trajectory could
be well approximated as the sequence of home, junctions
B and C, and take-away locations: map-matching based
on these cardinal points would allow the description of
the whole movement. However, individuals visit places
for a purpose, carrying out activities that have different
durations. In our example, the size of the circle around each
location is proportional to the amount of time spent there. In
this work, our purpose is to recreate the complete original
mobility of the user, including these temporal features.
The problem we address here is also different from
sampling to detect important locations [21], [22], or from
simplifying GPS trajectories to preserve semantics of loca-
tions [23], [24]. In the example of Fig. 3, important location
detection is solved by sampling the trajectory so as to model
the original distribution of time spent at home, work, gym,
and take-away. However, approaches for the detection of
such frequently visited places ignore the time ordering
of visits, and do not capture transitions between frequent
locations. Instead, our holistic perspective accounts for all
these characteristics.
Finally, we are not interested in maintaining locations
that would impose a great change in the original direction
of the trajectory, if absent [25]; nor we address the similar
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Fig. 3: Toy example of a mobility trajectory. Labels denote
important locations or turning points. The size of the circle
around each location is proportional to the amount of time
spent there by the user.
problem of calculating the current position of a target based
on its travelled distance and direction of movement, known
as dead reckoning [26], [27]. Indeed, we are not interested
in simplifying a pre-recorded GPS trajectory but to find
convenient sampling frequencies for human trajectory data.
In terms of dynamically changing the GPS sampling
frequency, literature hosts a small collection of works that
mainly utilize auxiliary sensors or alternative positioning
systems to trigger a GPS recording. Intelligence from the
accelerometer of mobile devices has been the main auxil-
iary system used in adaptive location sensing mechanisms.
The authors in [14] look at the problem of minimizing
the probability of exceeding a given positional error while
maximizing the energy saving when tracking users indoors.
In this setting, the main localization system is deployed
statically so that it monitors any targets moving in space.
Apart from the acceleration information, decisions about
the sampling frequency are made also based on the velocity
of the moving targets. In [18], the goal of the proposed
adaptive location-sensing system is to improve energy ef-
ficiency of smartphones. The system builds on four prin-
ciples, namely substitution, suppression, piggybacking and
adaptation. Substitution uses less energy-hungry location-
sensing mechanisms than GPS, suppression uses accelerom-
eter during static hours, piggybacking exploits the knowl-
edge of the location from other applications of the phone
that have requested a location at the same time and finally,
adaptation aggressively adjusts time and distance when
the battery is depleted. Experiments of the system show
that by reducing GPS records by 98%, battery life can be
improved by up to 75%. An adaptive sampling mechanism
is presented in [16] as part of a platform based on smart
phones that captures the behaviour of users in offices and
provides them with information of their own sociability
and that of their colleagues. For the adaptive sampling
system, the idea is that the sensors need to be mostly
sampled during interesting events. The sensors sampled in
this scenario, apart from the accelerometer, are the bluetooth
and the microphone. The mechanism involves an initial
learning period, where dense sampling of the sensors is
performed, along with event tags in order to later classify
the events as stationary or mobile.
The observation that GPS is less accurate in urban areas
motivates the work in [17]. The recommended adaptive
location sensing system activates the GPS only whenever
it is necessary to achieve the smaller accuracy tolerated in
urban places. Similar to us, the authors use the history
of velocities for the activation of the GPS, however, the
velocities they consider are the ones that appeared at the
same locations and at the same time of the day as at
the moment of localization. The authors also present more
complex systems that are assisted by sensors, such as the
accelerometer and the bluetooth. In [13], the goal is to
dynamically use GPS so that the used energy is reduced.
The region of interest is divided into geographical zones
(which could correspond to GSM coverage cells) and GPS
is activated whenever a change of zone is detected.
The effect of human involvement in improving the
sensing coverage and data transmission in mobile crowd
sensing is investigated in [15]. The paper tackles oppor-
tunistic sensing where the goal is to spatiotemporally sam-
ple a region, using the presence of humans. Mostly related
to our work is an adaptive sampling mechanism for the
population of participants. Decisions are made about which
user to sample and when, based on the number of times
each area in the desired region has been covered during a
coverage period. The goal of this work is very different from
ours, since here the authors are not interested in accurately
recording the mobility of one user but rather using mobile
users to spatiotemporally cover the mobility in a region.
In all the works discussed above, the proposed sam-
pling systems are designed with energy efficiency in mind
and are not concerned with the accurate reconstruction of
an individual’s mobility, which is our main motivation.
Techniques based on compressive (or compressed) sensing
are limited in the field of human mobility, mainly because
such techniques offer simple data acquisition at heavier
computational cost to reconstruct the sampled data at the
processing unit [33]. Preliminary approaches for vehicular
networks can be found in [34].
To the best of our knowledge, this is the first work to
thoroughly study the problem of investigating what is a
good sampling frequency at which to sample human mo-
bility so that users’ complete movements can be accurately
reconstructed, as well as, the first work to present an energy
efficient and lightweight adaptive sampling system that
reliably adjusts the sampling frequency according to the
tracked user’s mobility habits.
3 SPECTRAL AND QUANTITATIVE ANALYSES OF
MOBILITY SAMPLING
In this section, we aim at answering the question ”at what
frequency should one periodically sample individual human move-
ments so that they can be reconstructed from the collected samples
with minimum loss of information?”. First, we approach the
question from a spectral analysis viewpoint, considering
human movements as a signal in time and studying its spec-
trum in frequency (Subsec. 3.2). Next, we conduct extensive
quantitative investigation of the exact trade-off between
the sampling frequency and the quality of the recorded
movement (Subsec. 3.3). Before we discuss our approaches,
we present the dataset used in the analyses of this section.
3.1 Reference dataset
Here, we employ a dataset of real-world individual mobility
data extracted from three different sources.
• MACACO data was collected between July 2014 and
December 2016 as part of the European collabora-






TABLE 1: Per-source users and weeks in the reference dataset.
ERA program1. A dedicated application, running on
smartphones of volunteers in several countries in
Europe and South America, recorded GPS position-
ing information at regular time intervals, typically
from one to five minutes. Due to data privacy regu-
lations in France, where the GPS logs are hosted, the
data is not publicly available.
• OpenStreetMap (OSM) data was collected by volun-
teers who recorded and uploaded their trajectories
as a contribution to the OSM database2. The OSM
project is a global crowd-sourcing initiative, aim-
ing at mapping the whole world surface thanks to
the activity of a vast user community. GPS traces
uploaded by participants typically feature 1-Hz fre-
quency. They are freely available on the official OSM
project website.
• Geolife data was collected in Beijing by Microsoft
Research Asia from April 2007 to August 2012 [4].
It consists of GPS trajectories recorded through dif-
ferent GPS loggers and smartphone apps. Although
sample rates vary significantly across users and time
periods, the vast majority of GeoLife positioning
data is recorded at intervals from one to five seconds.
GeoLife traces are publicly available on the official
project website.
The GPS trajectories in our dataset cover sensibly differ-
ent geographical and temporal spans, even for data coming
from the same source. Depending on the user, movements
can encompass a single city or multiple continents, over
time intervals ranging from days to years. Moreover, the
quality of the data for a single user is typically very hetero-
geneous over time, with periods of days or weeks where
GPS logs are erroneous or completely absent. In order
to build a consistent reference dataset, we segmented the
mobility traces of all users into one-week trajectories3, and
analysed them separately. During each week, we bounded
the mobility of each individual to the regions where the
activity is concentrated. One-week trajectories and bounded
regions avoid biases introduced by singularities, such as
international journeys performed once in months. Clearly,
bounded regions can create temporal gaps in the weekly
traces, whenever users visit areas outside them; however,
this effect is marginal, as we found that users spend 85%
to 100% of their time within their weekly bounding region.
Depending on the user, bounding regions span from 400 to
3, 000 km2.
We then filtered the one-week geographically-bounded
trajectories based on their quality and retained only the
trajectories that contain complete GPS records in at least six
1. https://macaco.inria.fr/macacoapp/
2. https://www.openstreetmap.org
3. The rationale behind our choice is that many human activities have
been shown to have a weekly periodicity [28], [29]. Using one-week
GPS logs lets us capture both repetitiveness and regularity of human
mobility.
out of seven distinct week days. Ultimately, our reference
dataset is composed of 1,052 weeks of mobility of 119
different individuals. Table 1 provides a break down of
these numbers on a per-source basis. A legitimate question
is whether the data is dominated by a few users, i.e., if the
majority of weeks refers in fact to a limited set of users,
which could bias the analysis. Fig. 4(a)-(c), which portray
the distribution of the number of weekly trajectories, show
that this is not the case. Indeed, the vast majority of users
contribute one to ten weeks of movement data, and the
few users who exceed that range provide around 50 weeks
of mobility at most. Overall, our reference dataset encom-
passes a quite diverse base of individuals.
The different techniques employed to collect the GPS
positioning information lead to uneven recording intervals
across, and even within, the original data sources. In ad-
dition to this, weekly trajectories have temporal gaps due
to offline GPS receivers, interruptions in the data collection
service, or users travelling outside the bounding regions
we introduce. Fig. 4(d) shows the cumulative distribution
function (CDF) of the sampling intervals observed in all
one-week trajectories of our reference dataset. We remark
that in almost all cases such intervals are shorter than
15 minutes. More precisely, in trajectories from the lower-
granularity MACACO data, 40% and 65% of GPS points
are separated by less than 1 and 5 minutes, respectively.
In trajectories from OSM and GeoLife data, 90% to 95%
of points are less than 10 seconds apart, as highlighted in
Fig. 4(e). We argue that the sampling intervals in the one-
week trajectories of our reference dataset are sufficient to
capture human movements, and we consider them as our
ground-truth in the remainder of the study.
3.2 Spectral analysis of human mobility
First, we need to transform individual GPS trajectories into
unidimensional time series. Even when ignoring altitude in-
formation, points in geographical trajectories are obviously
bidimensional. We carried out an extensive evaluation of
approaches to reduce bidimensional movements to unidi-
mensional signals, using approximated measures such as
velocity or relative displacement from the centre of mass,
and transformations such as enumeration of discretized
locations in the Hilbert space. However, all of the techniques
we tested introduced an exceeding amount of noise in the
process, disrupting individual movements or introducing
unrealistic jumps in the mobility of users.
We opted for a parallel study of the two dimensions of
the geographical space, by considering them in isolation.
Instead of using the absolute values of latitude and longi-
tude as unidimensional time series, we replace them with
the signed latitude and longitude displacements from the
corresponding centre of mass of the one-week trajectory.
Formally, the displacements of the i-th point in a trajectory
are denoted as l̃ati and l̃oni, respectively, and computed as











where latj , lonj are the latitude and longitude coordinates
of the j-th GPS point, and n is the number of points in
the trajectory. Other than making time series more easily
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(a) MACACO (b) OpenStreetMap (c) GeoLife (d) Full view (e) Zoomed view
Fig. 4: (a)-(c) User distribution of one-week trajectories in our reference dataset. (d)-(e) Distribution of the sampling interval in
one-week trajectories in our reference dataset: full interval span and sub-minute intervals. Figure best seen in color.
Fig. 5: Unidimensional movement signals of two representative
one-week trajectories (left and right). Plots refer to latitude








Fig. 6: Correlation between unidimensional displacements and
original travelled distance in the bidimensional space. (left)
Coefficients separated by data source. (right) Scatterplot of lat-
itude (top) and longitude (bottom) displacemnets with respect
to the actual bidimensional movement, for trajectories in the
MACACO data.
comparable and readable across users and weeks, the trans-
formations in (1) have the property of generating zero-mean
signals whose frequency spectra have no DC components.
Note that none of the other tested approaches exhibit such
properties. Illustrations of our unidimensional description
of individual movements are in Fig. 5, for two one-week
trajectories.
By considering the transformation above on the two ge-
ographical dimensions in isolation we do not introduce er-
rors; yet, we may lose properties that only emerge when the
two dimensions are considered jointly. To verify whether
such a problem exists, we analysed the correlation between
the isolated latitude or longitude displacements and the
actual travelled distance in the bidimensional space. Fig. 6
shows the per-source correlation coefficients, as well as the
linear fitting on trajectories from the MACACO data. We
observe consistently good correlations in all cases, which
lets us conclude that both dimensions, when taken sepa-
rately, still provide decent approximations of the overall
mobility. Interestingly, the correlation is always stronger
for longitude than for latitude, indicating that participants
to all data sources tend to move along an East-West axis
rather than along a South-North one; this may be due to the
geographical shape of the cities where the data collection
took place.
3.2.1 Frequency spectra of human mobility
We apply the Fast Fourier Transform (FFT) in order to
compute the spectral representation of the finite-length
sequences that represent the one-week latitude and lon-
gitude displacement signals. Let x[n], n = 0, . . . , N − 1





x[n]e−j2πkn/N , k = 0, . . . , N − 1 (2)
can be computed with O(N logN) operations. It is well
known that X[k] is useful to highlight periodic components
in the sequence x[n]. In particular, if the sequence x[n]
is obtained by sampling a continuous-time periodic signal
x(t) within a single period, then X[k] will be equal to the
sequence of coefficients of the Fourier series of x(t).
The frequency spectrum of a signal yields information
about the sampling frequency needed to reconstruct the
original time series with a small error. For an ideal sig-
nal, whose spectrum drops to zero after some frequency
threshold fs (i.e., the bandwidth of the signal), the Nyquist–
Shannon sampling theorem guarantees that a sampling
rate 2fs is enough to allow a lossless reconstruction of
the original signal from its samples. For practical signals,
the spectrum is not strictly limited, but it features limited
amounts of noise. In those cases, the spectrum is mostly
concentrated within a finite support and shows a negligible
amount of power beyond the frequency threshold; again,
sampling at a rate twice the threshold, allows reconstructing
the original signal with minimum error.
Fig. 7 shows the spectra of the latitude (top) and lon-
gitude (bottom) displacement signals of a representative
selection of one-week trajectories. The first two columns
refer to the signals in Fig. 5. The original spectra are in
light blue, while a moving-average that better displays the
overall trends is in dark blue. Vertical orange lines outline
the frequencies that correspond to sampling intervals of 10
minutes (farthest from the central frequency), 1 hour and
12 hours (closest to the central frequency). We make two
important remarks: (i) despite the diversity of the latitude
and longitude displacement time series across the different
one-week trajectories, all spectra have very similar shapes;
(ii) the shapes do not show evidence of a bandwidth thresh-
old beyond which the spectra become clearly negligible,
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Fig. 7: Frequency spectra of unidimensional movement signals, for a selection of one-week trajectories. Figure best seen in color.
making it impossible to identify an operational point for
effective sampling.
Due to space limitations, we cannot show the spectra
of all one-week trajectories in our dataset: however, we
found the observations above to hold in the overwhelming
majority of cases. Considering the heterogeneity of our user
base, we hypothesize that such features could be a universal
property of human mobility spectra.
We can explain both facts remarked above by consider-
ing that the unidimensional movement signals show very
steep transitions and deep spikes, see, e.g., Fig. 5: hence,
the resulting spectrum shows a slow decay for high fre-
quencies. In other words, although it exhibits some clear
periodicity [30], human mobility is in fact a sequence of
long periods where individuals are almost static and fast
transitions between such important locations. While posi-
tions during stationary time intervals contribute to low-
frequency spectral components and are hence easily cap-
tured by a sparse sampling, travelling causes discontinuities
in the mobility signal and is much harder to sample. As a
result, considering that sampling at higher frequencies has a
cost but leads to a better quality of the reconstructed signal,
the spectra do not reveal whether, e.g., collecting samples at
every 10 minutes is obviously more efficient than sampling
at every hour.
Although disappointing in a sense, this outcome calls
forth for an extensive quantitative analysis of the exact
trade-off between the quality and cost of sampling in the
context of human mobility. We address this aspect next.
3.3 A quantitative analysis of mobility sampling
We perform an experimental analysis, and investigate the
impact of different constant sampling frequencies on the
quality of the mobility reconstructed from the collected
samples. To this end, we create downsampled versions of
the one-week trajectories in our reference dataset, using
a wide range of sampling intervals, from 10 minutes to
12 hours. We deem longer intervals unreasonable for one-
week-long time series. We then create reconstructed ver-
sions of the complete trajectories by linearly interpolating
the samples, and assess how such reconstructed trajectories
compare to the original ones. From the observation that the
spectra of human mobility exhibit high similarity among
the traces of a particular user, we conduct the analysis on
a per user basis. We will show in detail results of a few
representative users selected among all considered datasets,
however, all users in the analysis exhibit similar trends.
We measure the error in retrieving a complete indi-
vidual trajectory from sampled data by using the aver-
age Haversine distance. Given two points on Earth’s sur-
face, pa = (lata, lona) and pb = (latb, lonb), we define
∆lat = latb − lata, and ∆lon = lonb − lona. The Haversine
distance of pa and bb is







with φ = sin2(∆lat/2) + cos(lona) · cos(latb) · sin2(∆lon/2),
and R = 6, 371km is the Earth’s radius. The average Haver-
sine distance of a one-week trajectory is the mean of all
Haversine distances between the points of the reconstructed
and original mobility recorded at the same time instant.
Fig. 8 shows the evolution of the average Haversine
error against the sampling interval, for a representative
set of eight individuals in our reference dataset. Each plot
presents results for all of the one-week trajectories of a spe-
cific user: as multiple one-week trajectories are aggregated
in every plot, we outline the mean (dots), 25-75% quantiles
(dark blue region) and 10-90% quantiles (light blue region)
of the error measured over all trajectories of one user.
A surprisingly clear linear relationship characterizes all
curves. Fittings on a simple linear model (solid lines in
Fig. 8) show an excellent match for all our users. In fact,
the linearity of the relationship between the Haversine
distance and the sampling interval is a common trait of all
individuals in our dataset. Fig. 9(a) portrays the CDF of the
Root Mean Square Error (RMSE) between the linear fitting
and the mean values (solid lines and dots respectively in
Fig. 8) of the average Haversine distance, for all users, over
sampling intervals that range from 10 minutes to 12 hours.
The probability mass of the distribution is below 250 meters
– a very reasonable RMSE for people travelling tens of km
per day.
We also highlight that the only parameter of the fitting
curve y = αx, i.e., the slope α has an important physical
meaning: it characterizes the ratio between the average
Haversine distance and the sampling interval, or, equiva-
lently, it explains the mean additional error of the recon-
structed trajectory when increasing the time that intercurs
between samples. Hence, it can be measured in meters per
minute (m/min). In other words, our analysis indicates that
adding one minute to the sampling interval used to track one
individual leads to an additional positioning error of α meters
in her recorded trajectory, irrespective of the absolute span of the
sampling interval.
When looking at the value of α, we remark that it is
not identical across users: the plots in Fig. 8 also report the
equation of the linear fit, and we can note some diversity
there. We study the heterogeneity of α in Fig. 9(b), which
portrays the CDF of the distance/interval ratio associated
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Fig. 8: Average Haversine distance between the original and the reconstructed trajectories of eight users, versus sampling intervals
between 10 minutes and 12 hours. Dots represent mean values. Dark and light shaded regions depict the 25-75% and 10-90%
quantiles. Solid lines are the linear fittings on average points. Figure best seen in color.
(a) Quality of fitting
(b) Fitting slope across users
Fig. 9: (a) Distribution of the RMSE due to the linear approxi-
mation of the relation between the average Haversine distance
and the sampling interval. (b) Distribution of the ratio between
the average Haversine distance and the sampling interval. Plots
are for all users.
Feature Correlation p−value
Radius of gyration 0.73 3.46e-85
Avg. Speed 0.31 0.028
Std. Speed 0.57 0.0001
Fraction being mobile -0.047 0.28
Fraction being static 0.047 0.28
Visited locations 0.47 3.39e-29
Top popular location 0.08 0.0485
Second popular location 0.11 0.0076





TABLE 2: Pearson’s correlation between each mobility feature
and the α parameter
to all individuals in our reference dataset. Over 90% of
users have slopes that are uniformly distributed between
1 and 4 m/min. Hence, for the vast majority of individuals, the
inaccuracy of their recorded trajectory grows of 1 to 4 meters for
each minute added to their movement sampling interval.
3.3.1 Relation between α and mobility features
To better understand the reasons behind the linear rela-
tionship and the heterogeneity of the α parameter, we
computed its correlation with a number of human mobility
features, computed on the weekly trajectories. The human
mobility features considered are shown in Table 2, along
with the Pearson’s correlation and the corresponding p-
value between each feature and α.
We find the strongest positive correlation to exist be-
tween the radius of gyration and the parameter α, suggest-
ing that the furthest a user is travelling in her mobility the
largest the average error she imposes for sparser sampling
intervals. To validate the correlation results, we take a
second approach, using a tree classifier. For this, we used a
standard sklearn library that implements a meta estimator
that fits a number of randomized decision trees on various
sub-samples of the dataset and uses averaging to improve
the predictive accuracy and control over-fitting. We used
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Fig. 10: Feature importance scores from a tree classifier, aver-
aged over 100 independent runs.
the tree classifier on the mobility features, using ranges of
the α values as our target variables. From each test we
got an importance score for each feature. Fig. 10 shows
the features in descending order of their importance scores,
averaged over 100 independent runs. We remark that in all
tests, radius of gyration is by far the most important feature,
according to the tree classifier.
Although the results show some relationship between
the α parameter and the radius of gyration, they cannot
solidify a strong link between the parameter and any mo-
bility feature. We note here that apart from testing the
mobility features individually against the α parameter,
we also applied Multiple Linear Regression and Principal
Component Analysis in search for combination of features
that would exhibit a strong relationship with α; however,
with no success. These results suggest that the better choice
in learning a user’s mobility habits is to apply a training
phase of recording their movements. We apply this in our
mobility-aware adaptive sampling mechanism, described in
the following section.
4 MOBILITY-AWARE ADAPTIVE SAMPLING
One of the key findings in the analyses of the previous
section is that dense sampling of human locations can be
avoided at small information loss. In this section we chal-
lenge the idea of constant sampling intervals that all GPS
sampling systems employ. We argue that the way humans
move can drive the choice of the sampling interval, so that
more samples are acquired when a user is more mobile and
less when the user is less mobile. For instance, intuitively
we would increase the sampling interval during the night
when a user is perhaps at her home location but decrease it
while the user is travelling or she commutes between places.
In the first case, sparse sampling would sufficiently capture
the user’s stationary mode at home, whereas in the second,
a denser sample is needed to more accurately reconstruct
her movement.
Another requirement of ours is to design a complemen-
tary system for alternative positioning systems that use
auxiliary sensors to trigger the activation of GPS, but could
also operate independently, as a standalone application.
Our system would be lightweight so that all operations can
be performed on small devices with limited computation
and storage capabilities, such as a smart-phone.
We are proposing a system that uses the α parameter
and the instant speed of the tracked user. We utilize the
α parameter in our system because it quantifies the error
induced by a sampling interval and it can estimate the
added error caused when increasing the sampling interval.
As we will see in the details of our system, this is paramount
for deciding when to take a next GPS sample so as not to
cause high approximation errors.
Our system has two phases. In the first (training) phase,
we calculate the α parameter for a specific user and in the
second phase we apply the adaptive sampling system while
tracking a user.
First Phase - α computation: In order to compute
the parameter, we require the user to be densely tracked
for a period of time T . We do this because we need to
capture the ground truth of the user’s movement. Next,
we downsample the recorded trace for intervals of few
minutes upto a few hours (here we consider the intervals
used in Subsec. 3.3), and compute the approximation error
between the linearly interpolated downsampled trace and
the ground truth one. We can then compute the slope of the
average approximation error with respect to the sampling
interval, which is the α parameter. We note that this step is
user-specific, since, as we showed in Fig. 8, different users
have different α values.
Second Phase - adaptive sampling system: We make
the following assumptions:
• There is a user (or application)-specified error of ap-
proximation, er. This represents how much of error
a user is willing to allow in their sampled trajectory.
• There is a user (or application)-specified displace-
ment, S, which provides a recommendation for the
maximum distance the tracked user could travel
unrecorded. That is, we would like to have a location
in our sampled trajectory at most every S units of
distance, but this is not a hard threshold.
• There is a window of size k for estimating the ex-
ponentially weighted moving average of the instant
speed of the k + 1 most recently recorded locations.
We define as ttrack = erα the maximum period a user
is allowed to be untracked so that her maximum error
of approximation is not exceeded. The adaptive sampling
system operates as follows. Given a user u and her error-to-
interval αu parameter, do the following, for as long as u is
tracked:
• We compute the exponentially weighted moving
average of the instant speed, v̂, for the k + 1 most
recently recorded locations. The moving average as-
signs larger weight to the most recent locations.
• We compute ti = Sv̂ , which gives us a suggestion
of when to take the next location sample, given the
most recent mobility history of the user (expressed
through v̂ and her maximum allowed displacement).
• We take the next sample in min{ti, ttrack} units of
time. We take the smaller of the two in order to
guarantee that the recorded trajectory won’t cause
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Fig. 11: Intersampling distance ((a) in seconds and (b) in
meters) versus average instant speed of the 50 most recently
sampled locations.
the user to exceed her maximum allowed error of
approximation. We note here that ttrack is a constant
value through the tracking period of the user and can
only change if the user chooses to recompute and
update her α parameter or if she wishes to update
her maximum approximation error tolerance. On the
other hand, ti changes based on the recent mobility
of the user. Because this can end up being infinitely
large, when the user is static for example, we control
the recording of the next sample by reverting to the
ttrack value.
• We compute the instant speed between the most
recent and the new recorded location and update the
instant speed buffer accordingly.
System performance. We conducted a preliminary eval-
uation of our system on the dataset presented in Subsec. 3.1,
by using the first period T of the traces of a user for comput-
ing her α parameter. Afterwards, we applied the adaptive
sampling system and calculated the correlation between the
achieved intersampling distance (in seconds and in meters)
between any two consecutive samples si and si+1, against
the exponentially weighted moving average of the instant
speed for a buffer of the 50 most recently recorded locations,
where the most recent location in the buffer is sample si.
We repeated the experiment for T = {24, 48, 72} hours and
show the aggregated results in Fig. 11(a) and 11(b). Our
system can reliably track a user’s mobility and adjust the
sampling frequency based on the user’s changing mobility
habits, since, as we observe in the figures, the faster a user
is moving,the denser the samples are in space and in time,
whereas, the samples become sparser when the tracked user
becomes static.
5 ENERGY-EFFICIENT ADAPTIVE SAMPLING APP
FOR MOBILE DEVICES
In order to test the adaptive sampling system in the real
world, we implemented it as a self-contained Android
library that can be embedded in any Android location
sampling app. Thus, we also developed a dedicated An-
droid app that uses this library and a centralized server for
collecting the data from the test users.
Adaptive Sampling System Overview The system’s
app is built around four main components: (i) Sampling
App, (ii) Adaptive Sampling System Library, (iii) Android
System, and (iv) External Server, as shown in Fig. 12. The
Sampling App receives as initial parameters the values
er, S, k and α (this latter we hypothesize is previously
computed as described in Subsec. 3.3 and provided to the
app). The Sampling App requests location updates using
the Adaptive Sampling System Library, which internally
uses the Google Fused Location Provider to obtain loca-
tion samples from the Android System. Once the Adaptive
Sampling System obtains a new location, it saves both the
location and the current instant speed (calculated using the
previously collected sample) in an internal database. Next,
the Adaptive Sampling System retrieves from the internal
database the k most recently computed instant speed values
and uses those, along with the given values for er, S, and α,
to calculate the time interval for collecting the next sample.
The Sampling App receives the location samples from the
Adaptive Sampling System and saves them in its internal
App database. Inside the Sampling App, a Synchronization
Service compresses all collected records and stores the com-
pressed files in the mobile device’s internal storage until
those are sent to the External Server when Wi-Fi is available.
For evaluating our system, we developed three distinct
Android apps that run independently and in parallel in
users’ devices:
1) Adaptive Sampling App: Location sampling app that
implements the Adaptive Sampling System as de-
scribed above.
2) Sensor Sampling App: Accelerometer-based location
sampling that serves as a baseline adaptive sampling
method for our proposed mechanism. This method-
ology relies on the fact that low-power accelerometer
sensors can identify user movements [35], [36], and
therefore, this information can be used to avoid unnec-
essary GPS sampling in stationary locations [37]. The
Sensor Sampling Apps collects every 3 minutes a short
burst (2 seconds) of measurements from the in-built
mobile phone accelerometer. After these 2 seconds, the
variance of the burst is calculated. If the variance is
greater than a given threshold, then the user is classi-
fied as in movement, and a GPS sample is recorded.
3) Fixed Sampling App: Location sampling at fixed dense
intervals (1-minute) that serves as ground truth for the
two previous applications. The locations collected with
this app serve to reconstruct the ground truth trajectory
of users.
5.1 Collected Data
The three apps we developed collect the following data
from the devices of the users4:
• Device related information, including a randomly
generated identifier, the device’s industrial design,
Android version, the manufacturer, the model, and
the release.
• Location samples, including the latitude, longitude,
horizontal accuracy, and timestamp of the location.
• Energy consumption information, including the esti-
mated power use in mAh.
• CPU related information, including the total CPU
time in ms.
4. All test users were presented with a consent form detailing the
purpose of the apps and the collected information.
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Fig. 12: Adaptive Sampling System Diagram
The collected data allow us to compare the three
sampling methods in terms of their energy consumption
and CPU usage. Additionally, the collected data allow
us to evaluate the error incurred by the trajectories re-
constructed from our Adaptive Sampling system and the
baseline Accelerometer-based methodology. Our database
comprised of 6 test users, collecting data for a total of 7
weeks, in distinct locations around the globe.
5.2 Performance Results on Collected Data
In this section, we present the performance results of our
adaptive sampling system on the data we collected from
the test users. Our test users were initially asked to install
the app that densely samples their locations at a 1-minute
frequency (Fixed Sampling App) and use it for two weeks.
At the end of this period, the collected traces were used to
compute their characteristic α parameter, using the method-
ology described in Subsec. 3.3. Fig. 13 illustrates the variety
of α values in our test users, and therefore, the variety of
their mobility patterns.
Next, we asked the users to continue using the Fixed
Sampling App and, in parallel, to install the Adaptive Sam-
pling App and the Sensor Sampling App. The users’ devices
run the three applications in parallel for 5 weeks, where the
Adaptive Sampling App used the following configuration:
• The previously computed user-specific α parameter.
• An instant speed buffer size k = 50.
• A recommended maximum unrecorded displace-
ment S equal to the allowed approximation error
er. These two parameters changed every week to
a different value from the following list: S = er ∈
{50, 100, 250, 500, 1000}m.
In Fig. 14, we show the average sampling interval
for all test users during the 5 weeks running the three
sampling apps in parallel. The average sampling interval
Fig. 13: Calculated α value for each test user.
for the Adaptive Sampling clearly grows from near to
15 minutes (for er = S = 50m) to more than 4 hours
(for er = S = 1000m) as the accuracy requirements are
loosened. In the case of the Sensor Sampling, its average
sampling interval remains stable between 1 and 2 hours
during the 5 weeks.
We used the collected data from the Adaptive Sampling
App and the Sensor Sampling App to reconstruct each
user’s trajectories. These reconstructed trajectories were
compared with the ground-truth (constructed from the
Fixed Sampling’s data) to evaluate the error incurred by
both apps. In Fig. 15, we show the approximation error
measured using the average Haversine distance for all test
users during the last 5 weeks of the experiments. For the
Adaptive Sampling App, the approximation error grows al-
most linearly to the allowed error of approximation, which
is coherent with the analysis presented in Section 4. For the
Sensor Sampling App, the approximation error varies from
11
























50 100 250 500 1000
Adaptive Sampling App Sensor Sampling App
Fig. 14: Average mean sampling interval for all test users using
the Adaptive Sampling App and the Sensor Sampling App
during the 5 experimental weeks.
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Fig. 15: Average mean haversine error for all test users using
the Adaptive Sampling App and the Sensor Sampling App
during the 5 experimental weeks.
500m to 900m throughout the 5 weeks. We highlight that,
for all possible approximation error values considered, the
Adaptive Sampling App yields smaller approximation error
compared to the Sensor Sampling app.
5.3 Energy Efficiency
A major reason for reducing the frequency of using the GPS
to sample the locations of tracked objects is the energy con-
sumption that dense sampling incurs. Apart from sampling
spatio-temporal information, the three apps we created
also collect statistics about their battery and CPU usage
using the Android dumpsys tool. We show the reduction
in energy consumption of the Adaptive Sampling and the
Sensor Sampling compared to the Fixed Sampling in Fig. 16.
We observe that the Sensor Sampling App reduces the Fixed
Sampling App’s power consumption by almost 90% during
the 5 weeks. In the case of the Adaptive Sampling App,
it also generates a significant reduction in battery use of
more than 60%, which grows up to 98% as the accuracy
requirements are loosened.
Similarly to the above, we show in Fig. 17 the reduction
in CPU usage of the Adaptive Sampling and the Sensor
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Fig. 16: Average power consumption reduction over the Fixed
Sampling App for all test users using the Adaptive Sampling
App and the Sensor Sampling App, during the 5 experimental
weeks.
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Fig. 17: Average CPU usage reduction over the Fixed Sampling
App for all test users using the Adaptive Sampling App and
the Sensor Sampling App, during the 5 experimental weeks.
Sampling compared to the Fixed Sampling. We observe
that the Adaptive Sampling App generates a significant
reduction in CPU usage of more than 40%, which grows
up to 94% as the accuracy requirements are loosened. In the
case of the Sensor Sampling App, it reduces the CPU usage
of the Fixed Sampling App by 25% up to 49%. The Sensor
Sampling App generates a lower CPU usage reduction as
it triggers a burst of accelerometer measurements every 3
minutes.
6 DISCUSSION AND CONCLUSIONS
Summarizing our findings, we assert that the average error
incurred by trajectories reconstructed from periodic samples scales
linearly with the constant sampling interval. The linearity of the
relationship between error and sampling interval explains
the absence of an operational point for the effective sam-
pling of human movements, found by our spectral analysis
in Subsec. 3.2. In addition, we find that the linear scaling
law is characterized by a comparable parameter, i.e., the error-
to-interval parameter α, across all our user base. The error-to-
interval ration quantifies the error induced by a sampling
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interval and it can estimate the added error caused when
increasing the sampling interval. Building on this result, we
design a mobility-aware adaptive sampling mechanism that
is lightweight, it reliably adjusts the sampling frequency
to the mobility habits of the tracked user and significantly
decreases the battery and CPU usage of the mobile device.
The seemingly general linear scaling law and our adaptive
sampling system provide a very useful tool and reference
for practitioners: we discuss a few especially promising
usages.
Energy-efficient mobile computing. It has been shown
that frequent sampling of GPS data tends to quickly drain
the battery of a mobile device [1], [2]. A natural solution
is to sample the device position at a reduced frequency.
However, deciding which frequency should be employed
is not trivial. The linear scaling law we identified would
allow practitioners to control the tradeoff between energy
consumption and localization accuracy. What is more, the
application of our adaptive sampling system would prov-
ably reduce the energy consumption by maintaining high
standards on the accuracy of the tracked target.
Location-based service operation. Location-based ser-
vices (LBS) rely on positioning information about their
users. Yet, an excessively frequent collection of user lo-
cations is expensive from both energy and communica-
tion perspectives, it raises privacy concerns, and it can
ultimately bother customers. Our results may help taking
informed decisions, reducing the frequency of localization
according to the approximation in the user’s position that
can be tolerated by the service.
Active probing of device position in mobile networks.
Precise knowledge of subscribers’ locations is a valuable
information for mobile operators, for both network manage-
ment and value-added service development [31]. Actively
probing mobile devices for their position in a country-scale
mobile network is a computationally expensive task, which
has traditionally pushed operators to favor less controllable
passive measurements [32]. In fact, subscribers are localized
based on their associated antenna sector, and those sectors
cover hundreds of m2 in the best case. In this context, our
results suggest that running active probing at, e.g., every
hour, would not decrease significantly the measurement ac-
curacy, as the incurred error would be typically comparable
to the antenna sector coverage.
Trajectory data compression. A straightforward appli-
cation of our results is data compression. If large amounts
of trajectories must be stored, and memory becomes an
issue, one could sample the original movement data at
some reduced fixed frequency, or apply mobility adaptive
sampling solutions, and store only those samples. This is a
lossy operation, yet our results confirm that the information
loss is controlled and non prohibitive.
In the light of the results presented in this work, a laconic
answer to the original question posed in the Introduction
is “it depends on the error one can afford”. Fortunately, our
findings are more informative than that, and provide both
a simple scaling law for the user positioning error, with
general validity and limited parameter diversity across
individuals, and a system that permits one to adjust the
sampling frequency at the mobility habits of the tracked
user.
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