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Abstract
This dissertation is concerned with the theoretical investigation of the electronic and
magnetic properties of 4f systems with film geometry. The presented theory is based
on the s-f model which features an intra-atomic exchange between a system of
localized magnetic moments and the conduction electrons.
The model is investigated for the special case of zero band occupation of the con-
duction bands which is applicable to the situation in ferromagnetic semiconductors
such as the europium chalcogenides EuO and EuS. For the special case of ferromag-
netic saturation of the local-moment system the problem is exactly solvable. For finite
temperatures, the presented approach is based on a moment-conserving decoupling
approximation for suitably defined Green functions and evolves continuously from the
exact limiting case. The theory is used to calculate the temperature-dependent quasi-
particle spectrum of a ferromagnetic model film. Within these calculations, one finds a
marked correlation-induced splitting of the spectra resulting in the existence of a new
quasiparticle, the magnetic polaron.
The second part of the thesis is devoted to the calculation of the electronic and mag-
netic properties of a real ferromagnetic semiconductor film. The original s-f model is
extended to a multi-band s-f model to account for the multiple conduction bands in a
real system. Based on the resulting model, the temperature-dependent band structures
of bulk EuO and EuO(100) films are calculated. Here, the T = 0 band structures of
the systems, which have to be taken as input for the model calculations, are calcu-
lated using the TB-LMTO-ASA band-structure technique. Due to the special form of
the solution of the s-f model for the exactly solvable limiting case of T = 0 the em-
ployed approach for combining the first-principles calculations with the model calcula-
tions prevents the problem of double counting of relevant interactions. The calculated
temperature-dependent band structures yield a valuable insight into the temperature-
dependent interplay between the magnetic and electronic properties in the EuO sys-
tems and allow to make verifiable predictions for future experiments. In particular, the
existence of a EuO(100) surface state has been predicted and been shown to possibly
induce a surface insulator-metal transition.
Zusammenfassung
Diese Dissertation bescha¨ftigt sich mit theoretischen Untersuchung der elektronischen
und magnetischen Eigenschaften von 4f-Systemen mit Filmgeometrie. Die vorgestellte
Theorie basiert auf dem s-f-Modell, welches durch einen intra-atomaren Austausch
zwischen einem System lokaler magnetischer Momente und den Leitungselektronen
charakterisiert ist.
Das Modell wird fu¨r den Fall des leeren Leitungsbandes untersucht. Der unter-
suchte Spezialfall ist anwendbar auf die Klasse der ferromagnetischen Halbleiter mit
den Europiumchalkogeniden EuO und EuS als Prototypen solcher Substanzen. Fu¨r
den Grenzfall ferromagnetischer Sa¨ttigung des Systems lokaler magnetischer Momen-
te existiert eine exakte Lo¨sung fu¨r das Problem. Fu¨r endliche Temperaturen wird eine
Methode vorgestellt, die auf einer momentenerhaltenden Entkopplungsprozedur fu¨r
passend definierte Green-Funktionen basiert. Die Theorie fu¨r endliche Temperaturen
leitet sich dabei u¨bergangslos aus dem exakt lo¨sbaren Grenzfall ab. Mit Hilfe der
vorgestellten Theorie wird das temperaturabha¨ngige Quasiteilchenspektrum eines fer-
romagnetischen Modellfilmes berechnet. Die Rechnungen zeigen ein deutliches kor-
relationsinduziertes Aufspalten der Spektren, das in der Existenz eines neuen Quasi-
teilchens, des magnetischen Polarons, resultiert.
Der zweite Teil der Dissertation bescha¨ftigt sich mit der Berechnung der elektro-
nischen und magnetischen Eigenschaften eines realen ferromagnetischen Halbleiter-
films. Um den vielfachen Leitungsba¨ndern eines realen Systems Rechnung tragen
zu ko¨nnen, wird das urspru¨ngliche s-f-Modell zu einem Mehrbandmodell erweitert.
Das so erweiterte s-f-Modell wird dazu benutzt, die temperaturabha¨ngige Bandstruk-
tur von Volumen-EuO und von EuO(100)-Filmen zu berechnen. Die T = 0-Band-
strukturen, die als Input fu¨r die Modellrechnungen dienen, werden hierbei mittels einer
TB-LMTO-ASA-Bandstrukturrechnung berechnet. Die spezielle Struktur der Lo¨sung
des s-f-Modells fu¨r den exakt lo¨sbaren Grenzfall von T = 0 verhindert dabei das Auf-
treten von Doppelza¨hlungen relevanter Wechselwirkungen bei der Kombination von
ab-initio-Rechnungen und s-f-Modellrechnungen. Die erhaltenen temperaturabha¨ngi-
gen Bandstrukturen geben wertvolle Einblicke in das Wechselspiel zwischen elektro-
nischen und magnetischen Eigenschaften in EuO-Systemen und gestatten es, verifi-
zierbare Vorhersagen fu¨r ku¨nftige Experimente zu machen. Insbesondere wird die
Existenz eines EuO(100)-Oberfla¨chenzustandes vorhergesagt, der das Auftreten eines
Oberfla¨chen-Metall-Isolator- ¨Ubergangs induzieren kann.
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1 Introduction
A highly interesting field of research in contemporary solid state physics is the inter-
action between electronic and magnetic properties of materials. The highlights in this
respect include phenomena like the colossal magnetoresistance (CMR) effect and the
related correlation-induced metal-insulator transition. On the experimental side, the
interest is fueled by the prospect for applications on the ever more important fields of
storage media and sensor technology. From a theoretical point of view, the investiga-
tion of the respective many-particle interactions promises insight into the physics of
these materials.
This thesis is focused on the electronic and magnetic properties of rare-earth sys-
tems. Due to the importance of the highly localized 4f shells for the physical properties
these materials are often referred to as 4f system. In magnetic 4f systems, the elec-
trons of the 4f shell couple to a finite magnetic moment which is strictly localized at
the site of the rare-earth ion. An exchange interaction between the resulting system
of localized magnetic moments and the conduction bands gives rise to characteristic
mutual dependencies between the magnetic and the electronic properties in magnetic
4f systems.
The most spectacular of these effects is the red shift of the optical absorption edge
with decreasing temperature T < TC, which was first found in 1964 for the ferro-
magnetic semiconductor EuO [1, 2]. It was later found, that the respective shift of
the conduction bands, which for antiferromagnetic materials can also be a blue shift,
appears to be a universal property of magnetic semiconductors [3].
The model of choice for the magnetic 4f systems is the s-f model [4] which is due
to Zener, Kasuya and Yosida [5, 6, 7] and models the interaction between localized
magnetic moments and the conduction electrons as an intra-atomic ferromagnetic ex-
change. In recent years, the model has been extensively applied to explain the CMR
phenomena in the perovskite manganites [8, 9]. Here, the exchange interaction occurs
between localized 3dt2g spins and partly occupied 3deg levels. For these systems, the
model is referred to as the ferromagnetic Kondo-lattice model (FKLM) or the double-
exchange model (DEX) [10, 11, 12].
The second aspect of this thesis is that of reduced dimensionality. Magnetic phe-
nomena at surfaces and in thin films attract attention both theoretically and experi-
mentally due to the question of phase transitions and the variation of magnetic and
electronic properties in dimensionally reduced systems [13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25]. One of the most remarkable examples of the outstanding magnetic
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properties at surfaces is the existence of a ferromagnetically ordered surface at tem-
peratures where the bulk material is paramagnetic. This effect was first documented
for the Gd(0001) surface by Weller et al. [26] and since then has been measured by
different groups using a variety of experimental techniques [27, 28, 29, 30], with the
enhancement of the Curie temperature at the surface compared to the bulk Curie tem-
perature ranging from 17 K to 60 K. Following the results for Gd, Tb also was found to
have a higher surface Curie temperature, relative to the bulk [29, 31]. The occurrence
of an enhanced surface Curie temperature is not restricted to the rare earths but has also
been found e. g. for the (100)p(1 × 1) surface of the transition metal vanadium [32].
Contrary to the results on the enhanced Curie temperature of the Gd(0001) sur-
face [26, 27, 28, 29, 30], Donath et al. [33], using spin-resolved photoemission did not
find any indications for an enhanced Curie temperature of the Gd(0001) surface. They
attribute the measured enhancements of the Curie temperature of Gd(0001) surfaces
measured by the other groups to a complex film morphology. With respect to the en-
hanced or not-enhanced surface Curie temperature at Gd(0001) surfaces, the existence
of a Gd(0001) surface state, first predicted by band structure calculations [34] and
subsequently measured by Li et al. [35] appears to be playing a crucial role and its
temperature-dependent behavior has been discussed intensely [20,33,36,37,38,39,40,
41,42]. Here, the discussion is on whether the surface states for the two spin directions
collapse Stoner-like for T → TC or a finite splitting of the surface states can be found
even for T > TC indicating a spin-mixing type of behavior. Of special interest is the
general question, by which mechanism a surface state can lead to an enhanced surface
Curie temperature.
In this thesis, the s-f model is investigated for film symmetries for the special case
of zero band occupation of the conduction band, n = 0. In this limit, the model ap-
plies to magnetic-semiconductor films. Here, apart from calculations for model films,
special focus will be laid on the calculation of the magnetic and electronic proper-
ties of real substances. For both the model-film and the real-film calculations, the
interplay between correlation effects and geometry of the system will be investigated.
Furthermore the conditions for the existence and the temperature-dependent behavior
of surface states will be investigated. Clearly, the limit of n = 0 is not applicable to
local-moment metals such as Gd. However, by presenting the methodical approach
for dealing with magnetic-semiconductor films, this work provides the clues to the
treatment of the local-moment metals.
The thesis is organized as follows: In the following chapter, the experimental jus-
tification for the application of the s-f model to magnetic 4f systems is presented fol-
lowed by an introduction of the actual model and its special limiting cases. In the
last section of chapter 2 the s-f model is put into a broader context by discussing its
relation to models describing similar physical situations. The main part of the thesis
can be divided into two parts. In the first, the s-f model is solved for model films con-
taining a single-nondegenerated s-like band. In chapter 3 the s-f model is introduced
and a solution for the case of zero band occupation is presented. Here, due to the zero
band occupation, the problem can be divided into an electronic problem and a mag-
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netic problem, which can be solved separately. Chapter 4 is devoted to the evaluation
of the theory presented earlier for a sc(100) film with the electron hopping given in
tight-binding approximation. Here, the calculation of the magnetic properties within
the Heisenberg model is followed by the results for the temperature-dependent elec-
tronic structure. The second part of the thesis is concerned with the calculations for real
magnetic-semiconductor films. Chapter 5 deals with the extensions to the theory which
become necessary for a system with multiple degenerated conduction bands. It is fol-
lowed by the evaluation of the magnetic and electronic properties of EuO(100) films
in chapter 6. Starting with the magnetic properties of the EuO(100) films, the results
of band structure calculations are presented, followed by the temperature-dependent
band structures calculated within the s-f model. Here, the calculations are performed
both for bulk EuO and for EuO(100) films. The thesis concludes with a summary of
the results and an outlook concerning the potentials of the presented approach.
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In this chapter we first want to classify the substances we are interested in, namely EuO
and EuS. Coming from some general characteristics of 4f systems, we will focus on
the interesting class of magnetic semiconductors [43,44,45], with special emphasis on
the europium monochalcogenides [46,44,47]. Based on experimental justifications we
will then in Section 2.2 introduce the s-f model [43,44,45,48] and continue with known
exact results for the model. The last section of this chapter puts the s-f model into a
broader context by briefly discussing models describing similar physical situations.
2.1 Magnetic 4f systems
In 4f systems the electronic properties are largely determined by the existence of a
partially filled 4f shell. Accordingly, 4f systems have to contain rare earths∗ (RE).
The electron configuration of neutral rare earth atoms is that of xenon plus additional
4f , 6s, and for some cases 5d contributions
[RE] = [Xe](4 f )n(5d)m(6s)2, (0 ≤ n ≤ 14; m = 0, 1).
The typical ionic state of rare earths in a solid is trivalent with exceptions in the mid-
dle of the series, where Hund’s rule energy can be gained by aligning the maximum
number of spins.
One of the main characteristics of 4f systems is the strong localization of the
4f electrons, with the 4f shell lying well inside the xenon core [49]. As a result,
the completely filled 5s-5p core shells shield the fields arising from neighboring atoms
very effectively and the 4f shell is dominated by Hund’s rules even in a crystal envi-
ronment. If the 4f electrons couple according to Hund’s rules to a total angular mo-
mentum of J 6= 0, the 4f shell accounts for a permanent magnetic moment which is
strongly localized at the position of the rare earth. In magnetic 4f systems some sort of
exchange interaction between these localized moments leads to a collective magnetic
order below a characteristic critical temperature.
Prototypes of magnetic 4f systems are the rare earths Gd, Tb and Dy and the eu-
ropium chalcogenides EuX† (X = O, S, Se, Te). The europium chalcogenides belong
to the class of magnetic semiconductors, with EuO and EuS being ferromagnetic.
∗As rare earths we will understand the elements 57 (La) through 71 (Lu).
†With europium chalcogenides in this work we refer to the europium monochalcogenides only.
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The existence of ferromagnetic semiconductors was severely discussed in the mid
fifties by theoretical physicists [47] and stayed an open question until 1960 when Tsub-
okawa [50] identified CrBr3 as such a material. In 1961 Matthias et al. [51] classified
EuO as a ferromagnetic semiconductor, which in 1962 was followed by the other eu-
ropium chalcogenides, where EuS is a ferromagnetic, EuSe a metamagnetic, and EuTe
an antiferromagnetic semiconductor [52, 53, 54]. Other classes of magnetic semicon-
ductors include the chalcogenide spinels AB2X4‡, some europium silicates and some
ternary europium compounds, such as EuY2S4 and EuGd2S4 [44].
Due to the strong localization of the magnetic moments in magnetic 4f systems,
the electronic and magnetic properties of these materials can be attributed to groups
of itinerant and localized electrons, respectively. Some of the most intriguing prop-
erties of magnetic 4f systems arise from the mutual influence between itinerant and
localized electrons. The first evidence of such an effect was given by Wachter [1] and
Busch et al. [2] in 1964 who found a red shift of the absorption edge of the optical
4f -5dt2g transition [55, 56, 57, 58, 47] in the ferromagnetic semiconductor EuO.
The red shift is caused by a substantial diminution of the gap Eg between the oc-
cupied 4f level and the lower edge of the empty 5d conduction bands with decreasing
temperature below the Curie temperature TC. Subsequently, this property has been
found for all known ferromagnetic semiconductors [3, 44] and must therefore be re-
garded as a characteristic attribute of these substances.
In the following section we want to introduce a model for magnetic semiconduc-
tors, which takes into account both the separate characteristics of the itinerant conduc-
tion electrons and the localized moments and the interaction between these two groups
of electrons. Here, we will concentrate on the special situation in the ferromagnetic
europium chalcogenides EuO and EuS.
2.2 The s-f model
A Hamiltonian for the class of the magnetic semiconductors has to take into account
the two different groups of electrons, itinerant and localized. We take the conduction
electrons to be simple s electrons
Hs =
∑
i jσ
Ti j c+iσ c jσ . (2.1)
Here, c+iσ and ciσ are the creation and annihilation operators of an electron with spin
σ at the lattice site Ri and Ti j is the hopping integral between the two lattice sites Ri
and R j . Since we are interested in the special situation of a semiconductor with an
empty conduction band, n = 0, in what follows the chemical potential µ as well as
any Hubbard type interaction can be disregarded.
‡Here A denotes a transition metal or Mg, Zn, Cd, Hg; B is a transition metal or Ga, Al, In; and X
stands for S, Se, Te.
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The magnetism in the europium chalcogenides is caused by localized magnetic
4f moments with a spin of S = 7/2. The magnetic properties associated with these
localized moments can best be described within the framework of the Heisenberg
model
H f = −
∑
i j
Ji j Si · S j , (2.2)
where Si denotes the operator of the 4f spin localized at the lattice site Ri . The Heisen-
berg exchange interaction Ji j can be restricted within the tight-binding approximation
to nearest (1) and next nearest neighbors (1¯)
H f,tb = −J1
∑
i1
Si · Si+1 − J2
∑
i1¯
Si · Si+1¯. (2.3)
The mean field evaluation of this expression can be used to derive numerical values
for the two exchange constants J1 and J2 which, together with the measured critical
temperatures are given in Table 2.1.
Magnetic TC,N J1/kB J2/kB
Order (K) (K) (K)
EuO FM 69.33 +0.606 +0.119
EuS FM 16.57 +0.228 −0.102
EuSe MM§ — +0.073 −0.011
EuTe AFM 9.58 +0.043 −0.150
Table 2.1: Magnetic properties of the europium monochalcogenides [47].
The tight-binding approximation of the Heisenberg Hamiltonian up to the next
nearest neighbor interactions (2.3) has been found to be an accurate description for the
situation in the europium chalcogenides [60]. Furthermore, EuO and EuS are com-
monly regarded as prototypical Heisenberg ferromagnets [61, 62, 63]. It should be
noted that more recent experimental work has been focused on the importance of a
biquadratic exchange interaction of the type −Ki j (Si · S j )2 found to be existing in the
europium chalcogenides [64, 65]. However, for our purpose of investigating the inter-
play between electronic and magnetic properties the description of the magnetic prop-
erties via the Heisenberg Hamiltonian (2.2) and its tight-binding approximation (2.3)
is appropriate.
For an explanation of magnetooptical effects, such as the red shift discussed in Sec-
tion 2.1, in addition to the Hamiltonian for the kinetic energy of the conduction-band
§The magnetic phase diagram of the metamagnet EuSe includes different kinds of complicated anti-
ferromagnetic and ferrimagnetic order and has been discussed e. g. by Griessen et al. [59].
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electrons (2.1) and the Heisenberg Hamiltonian for the localized 4f electrons (2.2), we
have to introduce an interaction between both groups of electrons. The most accepted
way to do this is to consider an intra-atomic exchange interaction J between the spin
of the conduction electron σ i and the spin Si of the local f moment
Hs f = − J}
∑
i
Si · σ i . (2.4)
For the materials we are interested in the s-f exchange interaction is positive J > 0,
favoring a parallel alignment of the spins σ i and Si . Using the formalism of second
quantization for the electron operators,
1
}
σ±i = c+i↑(↓)ci↓(↑),
1
}
σ zi =
1
2
∑
σ
zσniσ (z↑(↓) = ±1), (2.5)
we get for the s-f interaction
Hs f = − J2
∑
iσ
(zσ Szi niσ + Sσi c+i−σ ciσ ). (2.6)
Together with Eqs. (2.1) and (2.2) we now have the Hamiltonian of the s-f model
for magnetic semiconductors as
H = Hs +H f +Hs f . (2.7)
The original s-f model [66, 5, 6, 7, 67, 68] is completely defined by the above Hamil-
tonian. An additional model extension, however, becomes necessary when the as-
sumption of an empty conduction band does not hold, e. g. when doping the europium
chalcogenides with electron donors like the trivalent Gd or La or when describing the
metallic rare earths Gd, Tb and Dy. In this case an additional Coulomb term has to
be added to the Hamiltonian (2.7) in order to account for the interaction between the
charge carriers within the conduction band [44, 48].
In the form (2.7) the model is well suited to describe the situation in an ideal-
ized ferromagnetic semiconductor with a single e. g. tight-binding s band. For the
description of real substances the inclusion of multiple conduction bands in the ki-
netic Hamiltonian (2.1) and in the s-f exchange interaction becomes important. The
respective extensions of the s-f model will be dealt with in chapter 5.
2.3 Limiting cases and exact results
In this section we want to discuss the s-f model in the form (2.7) with respect to special
solutions in order to get some insight into the physics of the model. Starting with the
weak coupling limit, we will then come to two exactly solvable special cases which
prove as a valuable testing ground for more general approximative theories.
14
2.3 Limiting cases and exact results
The weak coupling limit
The weak coupling limit assumes that the s-f Hamiltonian (2.4) represents a small
perturbation compared to the kinetic contribution of the conduction electrons (2.1),
i. e.
J  W, (2.8)
where W is the free bandwidth of the conduction electrons.
Writing the electron creation and annihilation operators in Bloch representation we
get for the s-f Hamiltonian
Hs f = − J2N
∑
iσ
∑
kq
ei(k−q)Ri
(
zσ Szi c
+
qσ ckσ + Sσi c+q−σ ckσ
)
. (2.9)
For the perturbational treatment [44] we divide the original s-f Hamiltonian (2.7) into
an unperturbed operator H0 and a perturbation H1 = H−H0, where
H0 = Hs +H f − J2N
∑
iσ
∑
k
zσ Szi c
+
kσ ckσ , (2.10)
H1 = − J2N
∑
iσ
∑
kq
ei(k−q)Ri
(
(1 − δkq)zσ Szi c+qσ ckσ + Sσi c+q−σ ckσ
)
. (2.11)
The unperturbed Hamiltonian (2.10) is completely separable and its eigenstates |kσ ;α〉
can be written as a direct product of the Bloch states |ϕk〉, the spin states |χσ 〉, and
(2S + 1)N possible eigenstates of the Heisenberg Hamiltonian H f ,
|kσ ;α〉 = |ϕk〉|χσ 〉|α〉. (2.12)
Wα(T ) shall be the probability for the f system to be in the state |α〉 at the temperature
T . We can then choose the quantization direction along the z axis,
〈Szi 〉 =
∑
α
Wα(T )〈α|Szi |α〉 ≡ 〈Sz〉, 〈Sxi 〉 = 〈Syi 〉 = 0, (2.13)
and get for the unperturbed energies
E0(kσ ;α) ≡ 〈kσ ;α|H0|kσ ;α〉 = (k)+ E (α)f −
J zσ
2N
∑
i
〈α|Szi |α〉, (2.14)
with the Bloch energies (k) and the eigenenergies of the f-spin system E (α)f . Since
we are not so much interested in particular configurations of the f-spin systems, we can
average the above expressions over all |α〉
E0(kσ) =
∑
α
Wα(T )E0(kσ ;α) = (k)+ E f (T )− 12 J zσ 〈Sz〉. (2.15)
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Figure 2.1: Schematics of the mean field picture of the s-f model.
As a consequence of the special choice of the unperturbed operator H0, the energy
correction in first order perturbation theory becomes zero
1E (1)(kσ ;α) = 〈kσ ;α|H1|kσ ;α〉 = 0, (2.16)
i. e. for a small s-f interaction, J  W , Eq. (2.15) represents a reasonable approxima-
tion for the energy of electrons in the conduction band. The energy E f (T ) associated
with the f-spin system is typically smaller by two orders of magnitude than the other
energies in Eq. (2.15) and shall be neglected:
E0(kσ) = (k)− 12 J zσ 〈Sz〉. (2.17)
Due to the neglect of the Heisenberg contribution, the expectation value 〈Sz〉 in
Eq. (2.17) has to be regarded as an externally given parameter, which can be calculated
within the Heisenberg model. As a result, for each k value the free Bloch energy (k)
splits into a spin-↑ and a spin-↓ level. The splitting is proportional to the magnetization
of the 4f-spin system 〈Sz〉. With increasing temperature T it will decrease from its
maximum value 1E↑↓ = J S for T = 0 to 1E↑↓ = 0 for T ≥ TC (see Fig. 2.1).
According to Eq. (2.17) the lower edge of the spin-↑ band will be lowered with
decreasing temperature below the Curie temperature. The weak coupling limit of the
s-f model is therefore able to qualitatively describe the discussed red shift in the eu-
ropium chalcogenides. The total red shift of the spin-↑ band amounts to1E↑ = 12 J S,
which with S = 7/2 and with the experimentally observed red shifts of 0.27eV
and 0.18eV for EuO and EuS [47], respectively, results in an approximation for the
s-f interaction:
JEuO ≈ 0.15eV, JEuS ≈ 0.1eV. (2.18)
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The atomic limit
We want to neglect the dispersion of the conduction band. In order to achieve this we
take the lattice constant to be infinite which results in the reduction of the conduction
band to a degenerate level T0. The original Hamiltonian (2.7) becomes:
Hˆ = T0
∑
σ
nσ − J2
∑
σ
(zσ Sznσ + Sσ c+−σ cσ ). (2.19)
Since Ji i = 0, the Heisenberg interaction (2.2) is missing in this limiting case.
For the solution of the atomic limit [48, 44, 4] the equations of motions for some
suitably chosen Green functions¶ can be shown to lead to a closed system of equations,
which leads to a two-pole expression for the single-electron Green function:
Gσ = 〈〈cσ ; c+σ 〉〉 = }
(
α1σ
E − E1 +
α2σ
E − E2
)
, (2.20)
where the two spectral weights α1(2)σ and the energy positions of the two peaks E1(2)
are given by
E1(2) = T0 + J}2
(1
2 ∓ (S + 12)
)
,
α1(2)σ = 12S + 1
(
S + 12 ± (12 +
zσ
}
〈Sz〉)). (2.21)
It shall be stressed that Eqs. (2.20) and (2.21) represent an exact result. From
Eqs. (2.21) the center of gravity of the spin-σ band can be calculated:
Eσ = α1σ E1 + α2σ E2 = T0 − 12 J zσ 〈Sz〉. (2.22)
Hence, for the energy position of the center of gravity in the atomic limit one gets
the same result as for the whole spin-σ band in the weak coupling limit in Eq. (2.17).
However, the difference between the two cases is that according to Eqs. (2.21) the
positions of the levels E1 and E2 in the atomic limit are fixed. The movement of the
centers of gravity of the spin-σ bands is solely due to the shift of the spectral weights
α1(2)σ . Here, it should be noted that the shift of the center of gravity of the spin-σ band
given by Eq. 2.22 is a general result for the s-f model [44].
The magnetic polaron
For the s-f model (2.7) there exists a special exactly solvable case, which describes
the situation of a single electron (n = 0) for the case of ferromagnetic saturation of
the 4f moments (T = 0) [48, 44, 4]. Due to the perfect alignment of the f spins,
¶For the concepts of many-body theory see, e. g. [48, 69].
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the Heisenberg Hamiltonian in Eq. (2.7) yields a constant energy shift which can be
neglected
Hˆ =
∑
i jσ
Ti j c+iσ c jσ −
J
2
∑
iσ
(
zσ Szi niσ + Sσi c+i−σ ciσ
)
. (2.23)
The electronic properties of the system are completely determined by the single-elec-
tron Green function (cf. Eq. (3.9))
Gi jσ (E) ≡ 〈〈ciσ ; c+jσ 〉〉E , (2.24)
which can be calculated using its equation of motion,∑
k
(Eδik − Tik)G j jσ (E) = }δi j − J2 (zσ0i i jσ (E)+ Fi i jσ (E)). (2.25)
The two higher Green functions on the right hand side of the above equation,
0ik jσ (E) = 〈〈Szi ckσ ; c+jσ 〉〉E , (2.26)
Fik jσ (E) = 〈〈S−σi ckσ ; c+jσ 〉〉E , (2.27)
originate form the two terms of the s-f interaction in Eq. (2.23). For the special case
we are interested in, the first of these higher Green functions can be reduced to the
single-electron Green function,
0ik jσ (E)
n→0,T→0−−−−−−→ }SGk jσ (E), (2.28)
leaving us with the task of calculating the so called spin-flip function Fik jσ (E).
Spin-↑ electron: The spin-↑ electron has no possibility to exchange its spin with
the perfectly aligned 4f system leading to
Fik j↑(E)
n→0,T→0−−−−−−→ 0, (2.29)
resulting in the immediate solution of the equation of motion (2.25):
Gk↑(E) = }
E − (k)+ 12 J}S
. (2.30)
Hence, the spectral density and accordingly the density of states of the spin-↑ electron
are merely constantly shifted to lower energies compared to the free Bloch spectral
density and the free density of states ρ0(E), respectively
Sk↑(E) = }δ(E − ((k)− 12 J}S)), (2.31)
ρ↑(E) = 1N
∑
K
Sk↑(E) = ρ0(E + 12 J}S). (2.32)
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Spin-↓ electron: For the spin-↓ electron we have to determine the spin-flip func-
tion Fik jσ (E) from its equation of motion. After some manipulations one gets [48]
1√
N
∑
q
Fkq↓(E) = − J}
2SB(E)
1 − 12 J}B(E)
Gk↓(E), (2.33)
B(E) = 1
N
∑
q
{
E + 12 J}S − (q)
}−1
. (2.34)
The combination with the Fourier transformed equation of motion (2.25) yields the
spin-↓ single electron Green function
Gk↓(E) = }E − (k)−6↓(E), (2.35)
with the spin-↓ self-energy
6↓(E) = 12 J}S
(
1 + J}B(E)
1 − 12 J}B(E)
)
. (2.36)
For the further discussion we split the complex propagator B(E) into its real and
imaginary part. The imaginary part can be reduced, except for a factor, to the spin-↑
density of states, and the real part has to be calculated as a principal value integral,
IB(E) = Im(B(E)) = −piρ0(E + 12 J}S) = piρ↑(E), (2.37a)
RB(E) = Re(B(E)) = P
∫
dx
ρ0(x)
E + 12 J}S − x
. (2.37b)
Combining Eqs. (2.37) and Eq. (2.36), the real and imaginary part of the self-energy
are
Re(6↓(E)) = 12 J}S
(
1 + J}RB(E)(1 −
1
2 J}RB(E))− 12 J}I 2B(E)
(1 − 12 J}RB(E))2 + 14 J 2}2 I 2B(E)
)
, (2.38a)
Im(6↓(E)) = 12 J}S
IB(E)
(1 − 12 J}RB(E))2 + 14 J 2}2 I 2B(E)
. (2.38b)
The imaginary part of the self-energy, Im(6↓(E)), determines the lifetime of the
quasiparticles which can be attributed to the different peaks in the spectral density
Sk↓(E). A finite lifetime (Im(6↓(E)) 6= 0) corresponds to a non-vanishing spin-↑
density of states in Eq. (2.37a). The respective part of the spectrum represents a scat-
tering region where the spin-↓ electron flips its spin to become a spin-↑ electron. For
the sake of spin conservation this process has to be accompanied by a magnon emission
reducing the collective spin of the localized 4f moments.
For all poles of the Green function (2.35) which lie outside the region where
ρ↑(E) 6= 0 the corresponding quasiparticle has an infinite lifetime. This quasipar-
ticle is called the magnetic polaron and can be interpreted as a bound state between
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the spin-↓ electron and the ferromagnetically saturated local-moment system, which
is realized by a repeated emission and reabsorption of magnons by the spin-↓ electron.
As will be shown in Sec. 4.2 a sufficiently strong s-f exchange interaction can lead to
a complete separation of the scattering part and the polaron part of the spectrum.
2.4 Models of magnetic impurities
We want to put the s-f model into a broader context with other models describing
similar physical situations. The respective group of models is that of magnetic impu-
rities [49, 70]. We will start by briefly recalling the original s-d model first introduced
in the 50s. We will then discuss the Anderson and the Kondo model, which both have
been introduced to describe the situation in dilute magnetic alloys. Here, the Kondo
model is effectively a non-periodic s-d model. It can be related to the Anderson model
via the Schrieffer-Wolff transformation which will be described at the end of this sec-
tion.
The s-d exchange model
The original s-f model was introduced as the so-called s-d model for the description
of collective magnetism in the transition metals, e. g. Ni, Fe, Co, Cr, Mn etc., and is
commonly attributed‖ to Zener [5], Kasuya [6] and Yosida [7]. The Hamiltonian of the
s-d (s-f ) model is written as follows,
Hsd =
∑
kσ
(k)c+kσ ckσ − N−1
∑
kk′n
J (k − k′)ei(k−k′)Rn
× {(c+k′↑ck↑ − c+k′↓ck↓)Szn + c+k′↑ck↓S−n + c+k′↓ck↑S+n }, (2.39)
where the first term is the kinetic energy of the electrons. The second term describes
the interaction between the conduction electrons and the d core spins of e. g. Mn ions
where the exchange integral
J (k − k′) = N
∫∫
dr1dr2e−i(k−k
′)Rnφ+k′(r1)φ
+
d (r2 − Rn)
e2
r12
φk(r2)φd(r1 − Rn)
(2.40)
is independent on the lattice vector Rn . φk(r) and φd(r) are the wave functions of
the conduction and the d electrons, respectively. With the assumption that J (k − k′)
depends only on |k − k′| and with the introduction of the conduction-electron spin
operators σ k and the spin operator of the d electrons Sk as in Eq. (2.5) the Hamiltonian
‖The s-d interaction was first discussed on a phenomenological basis by Zener, later derived from the
Coulomb interaction by Kasuya, and further discussed by Yosida.
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can be written in the form [6]
Hsd =
∑
kσ
(k)c+kσ ckσ −
∑
q
J (q)Sq · σ−q. (2.41)
The relation of the above Hamiltonian to the s-f Hamiltonian (2.7) without the
Heisenberg contribution is immediate when assuming a wave-vector independent in-
teraction in Eq. (2.41), J (q) ≡ J , according to a solely intra-atomic s-d coupling.
The Anderson model
Magnetic impurities can originate from the 3d transition metal elements or from the
rare earth series in the periodic table. One manifestation of the effect of magnetic
impurities has been known since the 30s. This is the observation of a resistance mini-
mum for some metals as a function of temperature [71]. The effect was first found by
de Haas et al. in 1934 [72] for very pure specimens of gold. It was only recognized
later that this minimum was due to 3d transition metal impurities such as Fe [70].
In 1961 Anderson proposed a model for describing localized magnetic states in
metals [73]. In its original form the Anderson model,
HAM = Hs +Hd +Hcorr +Hsd, (2.42)
describes the situation of a single d-type impurity level in a free-electron sea. It is
therefore often referred to as the single-impurity Anderson model (SIAM) as opposed
to the periodic Anderson model which assumes a periodic arrangement of impurities.
The first term of the Hamiltonian (2.42) is the kinetic energy of the free electrons,
and the second term describes the unperturbed energy of the d states on the impurity
atom,
Hs =
∑
kσ
(k)c+kσ ckσ , Hd = d(nd↑ + nd↓). (2.43)
The third term, Hcorr , is the repulsive Hubbard interaction among the d electrons,
Hcorr = Und↑nd↓, (2.44)
and the last term,
Hsd =
∑
kσ
Vkd(c+kσ cdσ + c+dσ ckσ ), (2.45)
describes the s-d interaction as an hybridization between the localized d level and the
free-electron bands. The s-d energy is therefore purely one-electron like and entirely
different [73] from the s-d exchange interaction in the s-d model (2.41).
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The Kondo model
Based on the s-d exchange model by Zener, Kasuya and Yosida (Eq. (2.39)), with
a wave-vector independent s-d exchange integral Kondo in 1964 [74] calculated the
scattering probabilities of the conduction electrons within the second order perturba-
tion theory, taking as the unperturbed Hamiltonian
H0 =
∑
kσ
(k)c+kσ ckσ , (2.46)
and as perturbation
H1 = JN
∑
kk′n
ei(k−k′)Rn
{
(c+k′↑ck↑ − c+k′↓ck↓)Szn + c+k′↑ck↓S−n + c+k′↓ck↑S+n
}
. (2.47)
From the calculated scattering probabilities of the conduction electrons it is easily
possible to calculate a contribution to the resistivity which is due to the perturbation
H1. When concentrating on those scattering processes which involve a single or double
spin flip of the conduction electron, the respective expression for the resistivity as a
function of temperature [74] reads,
ρspin(T ) = cρM(1 + (3n J/EF) ln T ), (2.48)
where c is the concentration of impurity atoms, n is the number of conduction electrons
per atom, and EF is the Fermi energy. Here, ρM denotes a constant, which has to be fit
with the experiment. The problem with the expression (2.48) is the singularity at T = 0
which indicates that the perturbational treatment cannot be valid at low temperatures.
The search for a more comprehensive theory known as the Kondo problem attracted
intense theoretical interest in the late 60s and early 70s [70] until the earlier work by
Anderson (1970) [75] and especially that of Wilson in 1974, 1975 [76, 77] based on a
non-perturbative numerical renormalization group analysis marked the solution of the
problem.
The theory by Kondo [74, 78] was the first to explain the resistance minimum in
dilute magnetic alloys. By combining the spin-flip resistivity (2.48) with the lattice
resistivity, ρL(T ) ∼ T 5, and with the resistivity cρA arising from the various effects
due to the scattering potential it is possible to explain the resistance minimum under
the condition that the s-d exchange interaction is assumed to be negative∗∗, J < 0.
In contrast to the s-d (s-f ) type models, where the common nomenclature implies
a positive or ferromagnetic s-d exchange interaction J , the Kondo model†† is charac-
terized by a negative J . This explains the rather recent notation of the Ferromagnetic
Kondo Lattice Model describing the s-d model with J > 0.
∗∗In the work by Kondo there is reference to Coles [79] who observed an anomalous rapidly decreasing
resistivity for alloys of Rh with Fe towards low temperatures instead of the resistivity minimum.
This effect can be accounted for by the theory if assuming that the s-d exchange is positive [74].
††The effect of the resistance minimum in dilute magnetic alloys is referred to as the Kondo effect.
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Schrieffer-Wolff transformation
In 1966 Schrieffer and Wolff [80] introduced a canonical transformation between the
Kondo model and the Anderson model (2.42) for the limiting case of small s-d mixing
Vkd . The Anderson Hamiltonian (2.42) for a single localized d electron reads
H = H0 +H1, (2.49)
where
H0 =
∑
kσ
(k)c+kσ ckσ + d(nd↑ + nd↓)+Und↑nd↓, (2.50)
H1 =
∑
kσ
(Vkdc+kσ cdσ + V+kdc+dσ ckσ ). (2.51)
The model is characterized by the two dimensionless ratios
r± = 0±/|±|,
0± = piN (±)|Vkd |2aver,
(+ = d +U, − = d). (2.52)
Here N (α) denotes the density of the conduction electron states at energy α. If
+ > 0 and − < 0 then for Vkd → 0 the ground state is given by the Fermi sea and
a single electron occupying the d orbital, which accounts for a localized moment. The
interesting case occurs for small but finite mixing between the localized d orbitals and
the conduction electron states, i. e. rα  1. We are looking for a canonical transfor-
mation,
H¯ = eSHe−S = H+ [S,H] + 12 [S, [S,H]] + 16 [S, [S, [S,H]]] + . . . , (2.53)
which has no terms which are first order in V . By choosing S to be first order in V ,
one has
[H0, S] = H1, (2.54)
H¯ = H0 + 12 [S,H1] + 13 [S, [S,H1]] + 18 [S, [S, [S,H1]]] + . . . (2.55)
fulfilling this condition. From Eq. (2.54) the generator S is given by:
S =
∑
kσα
Vkd
(k)− α n
α
d−σ c
+
kσ cdσ + h. c.,
(
n±d−σ = 12 ± (12 − nd−σ )
)
. (2.56)
In the limit of small s-d interaction Vkd , according to rα  1, the transformed Hamil-
tonian (2.55) is well approximated by its first two terms, H¯ = H0 +H2, with
H2 = 12 [S,H1] = Hex +Hdir +H′0 +Hch. (2.57)
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The four terms on the right hand side of the above expression are:
(a) an s-d exchange interaction,
Hex = −
∑
kk′σ
1
2 Jkk′
(
c+kσ ck′−σ c
+
d−σ cdσ + 12c+kσ ck′σ (ndσ − nd−σ )
)
, (2.58a)
where
Jkk′ = Vkd Vk′d
∑
q=k,k′
∑
α
zα
(q)− α (z± = ±1); (2.58b)
(b) a direct, i. e. spin-independent, s-d interaction,
Hdir =
∑
kk′σ
(Wkk′ + 14 Jkk′nd)c+kσ ck′σ (2.59a)
where nd = nd↑ + nd↓ and
Wkk′ = 12 Vkd Vk′d
∑
q=k,k′
1
(q)− − ; (2.59b)
(c) a term which can be absorbed into the original H0,
H′0 = −
∑
kσ
(Wkk + 12 Jkknd−σ )ndσ ; (2.60)
(d) and a term which changes the occupancy of the d orbital by two electrons,
Hch = 14
∑
kk′σ
Jkk′c+k−σ c
+
k′σ cdσ cd−σ + h. c. (2.61)
All terms inH2 conserve the number of d electrons, except forHch, which changes
the number by two. Accordingly, Hch does not connect the part of the Hilbert space
having one d electron, the case of interest, with the remainder of the Hilbert space, i. e.
zero or two d electron states, and can be neglected. Furthermore, in the one-d-electron
subspace, nd = 1, Hdir reduces to a one-body potential which can be eliminated by
transforming the k states accordingly. For the case of small s-d hybridization, rα  1,
the resultant shift in the conduction electron wave functions is negligible.
As a result, H2 can be reduced to the s-d exchange interaction (2.58). For
k,k′ ' kF, the s-f exchange interaction is given by,
JkFkF ≡ J0 = 2|VkFd |2
U
d(d +U ) < 0, (2.62)
according to an antiferromagnetic coupling. Concluding, the Anderson model can
be replaced by the s-d exchange model with an effective exchange interaction given
by (2.58b) as long as rα  1, i.e. N (0)|J0|  1 [80].
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geometries
In this work we are interested in the electronic and magnetic properties of systems with
film geometry. A film consists of n equivalent layers parallel to the surface of the film.
Each lattice site is indicated by a greek letter α, β, γ , . . ., denoting the layer index and
a latin letter i , j , k, . . ., numbering the sites within a given layer. Each layer possesses
two-dimensional translational geometry. Accordingly, the thermodynamic average of
any site dependent operator Aiα depends only on the layer index α,
〈Aiα〉 ≡ 〈Aα〉. (3.1)
For the following expressions and equations the relation to the three-dimensional case
is immanent via the index transitions (i, α)→ i ′, ( j, β)→ j ′, etc.
3.1 The model Hamiltonian
The complete s-f model Hamiltonian consists of three parts,
H = Hs +H f +Hs f , (3.2)
the kinetic partHs describing the hopping of electrons in the crystal lattice, the Heisen-
berg part H f for the exchange interaction between the localized moments, and a part
Hs f containing an intra-atomic exchange interaction between the localized moments
and the itinerant electrons (cf. Fig. 2.1). The first part,
Hs =
∑
i jαβ
T αβi j c
+
iασ c jβσ , (3.3)
describes the itinerant conduction electrons as s electrons. c+iασ and c jβσ are, respec-
tively, the creation and annihilation operators of an electron with the spin σ at the
lattice site Riα. T αβi j is the hopping integral between the lattice sites Riα and R jβ .
Each lattice site Riα is occupied by a localized magnetic moment, represented by
a spin operator Siα. These localized moments are exchange coupled expressed by the
Heisenberg Hamiltonian,
H f = −
∑
i jαβ
Jαβi j SiαS jβ, (3.4)
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where Jαβi j are the exchange integrals between the localized spins at the respective
lattice sites.
The distinguishing feature of the s-f model is an intra-atomic exchange between
the conduction electrons and the localized f spins,
Hs f = − J}
∑
iα
Siασiα (3.5)
Here, J is the s-f exchange interaction and σiα is the Pauli spin operator of the conduc-
tion-band electrons. For the materials we are interested in the s-f coupling is positive
(J > 0). In the case where J < 0 the model Hamiltonian (3.2) is that of the so-called
Kondo lattice. Using the second-quantized form of σiα and the abbreviations
Sσjβ = Sxjβ + izσ Syjβ; z↑(↓) = ±1, (3.6)
the s-f Hamiltonian can be written as
Hs f = − J2
∑
iασ
(
zσ Sziαniασ + Sσiαc+iα−σ ciασ
)
. (3.7)
The most decisive part of the s-f Hamiltonian (3.7) is the second term, which describes
spin-exchange processes between the conduction electrons (3.3) and the localized mo-
ments (3.4).
3.2 Theoretical approach
In general, the alignment of the localized moments via the Heisenberg interaction (3.4)
will be influenced by the s-f interaction, which can mediate an indirect interaction
(Ruderman-Kittel-Kasuya-Yosida (RKKY)) via the partially occupied conduction band
[81]. However, for the description of ferromagnetic semiconductors we are interested
in the case of zero band occupation (n = 0) according to a single test electron in an
otherwise empty conduction band. In this case, the alignment of the localized moments
cannot be influenced by the conduction band.
Furthermore, one knows from experiment that typical Heisenberg exchange inte-
grals are smaller by some orders of magnitudes than their s-f counterparts. (EuO:
J ≈ 0.2 eV, Jαβi j ≈ 10−4 eV (cf. Sects. 2.2 and 2.3)). Accordingly, the Hamilto-
nian (3.2) can be split into an electronic part, Hs + Hs f , and a magnetic part, H f ,
which can be solved separately [82, 83].
3.2.1 The electronic subsystem
Starting from the Hamiltonian of the electronic subsystem
H∗ = Hs +Hs f , (3.8)
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all physical relevant information of the system can be derived from the retarded single-
electron Green function,
Gαβi jσ (E) =
〈〈
ciασ ; c+jβσ
〉〉
E
= −i
∞∫
0
dt e−
i
} Et
〈[
ciασ (t), c
+
jβσ (0)
]
+
〉
. (3.9)
Here and in what follows [., .]+ ([., .]−) is the anticommutator (commutator). Con-
forming with the two-dimensional translational symmetry, we perform a Fourier trans-
formation within the layers of the film,
Gαβkσ (E) =
1
N
∑
i j
eik(Ri−R j )Gαβi jσ (E), (3.10)
where N is the number of sites per layer, k is an in-plane wavevector from the first 2D-
Brillouin zone of the layers and Ri represents the in-plane part of the position vector,
Riα = Ri + rα. From Eq. (3.10) we get the local spectral density by
Sαβkσ (E) = −
1
pi
ImGαβkσ (E + i0+), (3.11)
which is directly related to observable quantities within angle- and spin-resolved di-
rect and inverse photoemission experiments. Finally, the wave-vector summation of
Sαβkσ (E) yields the layer-dependent (local) quasiparticle density of states
ρασ (E) =
1
}N
∑
k
Sααkσ (E). (3.12)
For the solution of the many-body problem posed by Eq. (3.8) we write down the
equation of motion of the single-electron Green function (3.9)
E Gαβi jσ = }δαβi j +
∑
mµ
T αµim G
µβ
mjσ + 〈〈[ciασ ,Hs f ]−; c+jβσ 〉〉E , (3.13)
where δαβi j ≡ δαβδi j . The formal solution of Eq. (3.13) can be found by introducing
the self-energy Mαβi jσ (E),〈〈[
ciασ ,Hs f
]
− ; c+jβσ
〉〉
E
=
∑
mµ
Mαµimσ (E)G
µβ
mjσ (E), (3.14)
which contains all information about the correlation between the conduction band and
the system of localized moments. After combining Eqs. (3.13) and (3.14) and perform-
ing a two-dimensional Fourier transform we see that the formal solution of Eq. (3.13)
is given by
Gkσ (E) = } (E I − Tk − Mkσ (E))−1 , (3.15)
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where I represents the (n × n) identity matrix and where the elements of the matri-
ces Gkσ (E), Tk, and Mkσ (E) are the layer-dependent functions Gαβkσ (E), T
αβ
k , and
Mαβkσ (E), respectively.
To explicitly get the self-energy in Eq. (3.14) we evaluate the Green function
〈〈[
ciασ ,Hs f
]
− ; c+jβσ
〉〉
E
= − J
2
(
zσ0
ααβ
i i jσ + Fααβi i jσ
)
. (3.16)
Here the two higher Green functions,
0
αγβ
ik jσ (E) =
〈〈
Sziαckγ σ ; c+jβσ
〉〉
E
, (3.17)
Fαγβik jσ (E) =
〈〈
S−σiα ckγ−σ ; c+jβσ
〉〉
E
, (3.18)
originate form the two terms of the s-f Hamiltonian (3.7) and will be referred to
as the Ising and the spin-flip function, respectively. Considering the equations of
motion for these two Green functions we encounter the two higher Green functions
〈〈[Sziαckγ σ ,Hs f ]−; c+jβσ 〉〉E and 〈〈[S−σiα ckγ−σ ,Hs f ]−; c+jβσ 〉〉E .
Since we consider an empty conduction band, the thermodynamic average in the
Green functions has to be computed with the electron vacuum state |n = 0〉. From
the definition of the s-f Hamiltonian (3.7) we then see that 〈n = 0|Hs f = 0 and,
accordingly, 〈〈[
Sziα,Hs f
]
−ckγ σ ; c+jβσ
〉〉
E
n→0−−→ 0,〈〈[
S−σiα ,Hs f
]
−ckγ−σ ; c+jβσ
〉〉
E
n→0−−→ 0.
Hence, for the equations of motion of the Ising and the spin-flip function we get∑
mµ
(
Eδγµkm − T γµkm
)
0
αµβ
im jσ (E) = }
〈
Szα
〉
δ
γβ
k j +
〈〈
Sziα
[
ckγ σ ,Hs f
]
− ; c+jβσ
〉〉
E
, (3.19)
∑
mµ
(
Eδγµkm − T γµkm
)
Fαµβim jσ (E) =
〈〈
S−σiα
[
ckγ−σ ,Hs f
]
− ; c+jβσ
〉〉
E
. (3.20)
On the right-hand side of these equations appear further higher Green functions which
prevent a direct solution and require an approximative treatment. The treatment is
different for the non-diagonal terms, (i, α) 6= (k, γ ) and for the diagonal terms,
(i, α) = (k, γ ). In the first case we use a self-consistent so-called self-energy ap-
proach which results in a decoupling of the equations of motion. For the diagonal
terms, (i, α) = (k, γ ), this approach is replaced by a moment technique which takes
the local correlations better into account.
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Non-diagonal terms (i, α) 6= (k, γ ): The definition of the self-energy (3.14) for-
mally corresponds to the substitution[
ciασ ,Hs f
]
− −→
∑
mµ
Mαµimσ (E)cmµσ (3.21)
within the brackets of the Green function. The inspection of the spectral decompo-
sition of the two functions in Eq. (3.14) reveals that both, 〈〈[ciασ ,Hs f ]−; c+jβσ 〉〉E and
〈〈ciασ ; c+jβσ 〉〉E , have the same pole structure and can differ only by the spectral weights
of their poles. The equality of both sides in Eq. (3.14) is installed by the self-energy
components Mαβi jσ (E). Inspecting now the spectral representations of the two Green
functions 〈〈S−σiα [ckγ σ ,Hs f ]−; c+jβσ 〉〉E and 〈〈S−σiα ckγ σ ; c+jβσ 〉〉E we notice that the addi-
tional spin operator S−σiα selects for both only those poles of the original Green func-
tions without spin operator which are connected with a spin-flip of the electron. Hence,
the poles of these two functions build a subset of the poles of the two Green functions
from Eq. (3.14) and are identical to each other. Again, only the weights of the poles
can differ. In analogy to Eqs. (3.14) and (3.21) we now propose to use the plausible
ansatz〈〈
S−σiα
[
ckγ−σ ,Hs f
]
− ; c+jβσ
〉〉
E
≈
∑
mµ
Mγµkm−σ (E)
〈〈
S−σiα cmµ−σ ; c+jβσ
〉〉
E
. (3.22)
A similar reasoning can be used for:〈〈
Sziα
[
ckγ σ ,Hs f
]
− ; c+jβσ
〉〉
E
≈
∑
mµ
Mγµkmσ (E)
〈〈
Sziαcmµσ ; c+jβσ
〉〉
E
, (3.23)
with the difference that here the additional spin operator Sziα does not change the orig-
inal pole structure but merely modifies the spectral weights of the poles. On the right-
hand sides of Eqs. (3.22) and (3.23) we find the already known spin-flip and Ising
function, respectively. Hence, for (i, α) 6= (k, γ ), the Eqs. (3.13), (3.16), (3.19),
(3.20), (3.22), and (3.23) build a closed system.
Diagonal elements (i, α) = (k, γ ): We start with the explicit evaluation of the
higher Green functions on the right-hand sides of Eqs. (3.19) and (3.20). For Eq. (3.20)
we get, for (i, α) = (k, γ ),〈〈
S−σiα
[
ciα−σ ,Hs f
]
− ; c+jβσ
〉〉
E
= J
2
(
zσ F˙
ααβ
i i jσ (E)− F¨ααβi i jσ (E)
)
, (3.24)
where we have abbreviated
F˙ααβi i jσ (E) =
〈〈
S−σiα S
z
iαciα−σ ; c+jβσ
〉〉
E
, (3.25a)
F¨ααβi i jσ (E) =
〈〈
S−σiα S
σ
iαciασ ; c+jβσ
〉〉
E
. (3.25b)
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The analogous evaluation of the higher Green function in Eq. (3.19) does not require
any further higher Green functions, because it can be expressed in terms of already
known Green functions,〈〈
Sziα[ciασ ,Hs f ]−; c+jβσ
〉〉
E
+ zσ
〈〈
S−σiα [ciα−σ ,Hs f ]−; c+jβσ
〉〉
E
= J}
2
(
0
ααβ
i i jσ (E)+ zσ Fααβi i jσ (E)− zσ}S(S + 1)Gαβi jσ (E)
)
. (3.26)
As Eq. (3.24), the above relation is still exact. To get a closed system of equations we
are left with the determination of the functions F˙ααβi i jσ (E) and F¨
ααβ
i i jσ (E). Both fulfill ex-
act relations which will be used to derive satisfying approximations. For spin S = 1/2
we find for all temperatures:
F˙ααβi i jσ (E)
∣∣∣
S= 12
= 12 zσ}Fααβi i jσ (E), (3.27a)
F¨ααβi i jσ (E)
∣∣∣
S= 12
= 12}2Gαβi jσ (E)− zσ}0ααβi i jσ (E). (3.27b)
On the other hand, in the case of ferromagnetic saturation, 〈Szα〉 ≡ S, it holds for
arbitrary spin:
F˙ααβi i jσ (E)
∣∣∣
T=0 = }
(
(S − 12)+ 12 zσ
)
Fααβi i jσ (E), (3.28a)
F¨ααβi i jσ (E)
∣∣∣
T=0 = }
2SGαβi jσ (E)− zσ}0ααβi i jσ (E). (3.28b)
The exact limiting cases (3.27) and (3.28) suggest the general structures:
F˙ααβi i jσ (E) = κ(1)ασ Gαβi jσ (E)+ λ(1)ασ Fααβi i jσ (E), (3.29a)
F¨ααβi i jσ (E) = κ(2)ασ Gαβi jσ (E)+ λ(2)ασ0ααβi i jσ (E). (3.29b)
For the five Green functions of the type 〈〈A; B〉〉E in Eqs. (3.29) we can calculate the
spectral moments,
M (n)AB =
〈(
i}
∂
∂t
)n
[A(t), B(0)]+
〉
t=0
, (3.30)
where n = 1, 2, . . .. Because of the equivalent relation
M (n)AB = −
1
pi}
∞∫
−∞
d E En Im 〈〈A; B〉〉E , (3.31)
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the moments can be used to fix the coefficients κ(m)ασ and λ(m)ασ in Eqs. (3.29). After
tedious but straightforward calculations [82], we get
κ
(1)
ασ = 0, κ(2)ασ = 〈S−σα Sσα 〉 − λ(2)ασ 〈Szα〉,
λ
(1)
ασ = 〈S
−σ
α Sσα Szα〉 + zσ 〈S−σα Sσα 〉
〈S−σα Sσα 〉
, (3.32)
λ
(2)
ασ = 〈S
−σ
α Sσα Szα〉 − 〈Szα〉〈S−σα Sσα 〉
〈(Szα)2〉 − 〈Szα〉2 .
The coefficients are determined by f-spin correlation functions, which will be deter-
mined in section 3.2.2.
Solution for the electronic subsystem: The Eqs. (3.13), (3.16), (3.19), (3.20),
(3.22)–(3.24), (3.26), (3.29), and (3.32) represent a closed system, which can be solved
self-consistently. Before proceeding we assume that the self-energy from Eq. (3.14) is
an entirely local entity
Mαβkσ (E) ≡ δαβMασ (E). (3.33)
The reason for the k independence can be traced back to the neglect of magnon ener-
gies [84]. The restriction to the diagonal elements of the self-energy with respect to the
greek layer indices transfers the locality of the self-energy for the three-dimensional
case [84] to the film geometries discussed in this chapter.
We can now use Eqs. (3.22)–(3.24), (3.26), (3.29), and (3.32) to evaluate the
Ising and the spin-flip functions in Eqs. (3.19) and (3.20). As the result we get the
Fourier transformed Ising and spin-flip functions. According to Eq. (3.16), we can re-
strict our attention to the diagonal elements 0ααβkqσ (E) and F
ααβ
kqσ (E). After subsequent
q-summation we eventually get, using Eqs. (3.15) and (3.33):
}
∑
q
0
ααβ
kqσ =
√
N}〈Szα〉Gαβkσ
− Gαα0σ
{
Mασ
∑
q
0
ααβ
kqσ −
J
2
(
zσ (κ
(2)
ασ − }2S(S + 1))
√
N Gαβkσ
+ (zσ}− λ(1)ασ )
∑
q
Fααβkqσ + (}+ zσλ(2)ασ )
∑
q
0
ααβ
kqσ
)}
, (3.34a)
}
∑
q
Fααβkqσ =− Gαα0−σ
{
Mα−σ
∑
q
Fααβkqσ +
J
2
(
κ(2)ασ
√
N Gαβkσ
− zσλ(1)ασ
∑
q
Fααβkqσ + λ(2)ασ
∑
q
0
ααβ
kqσ
)}
, (3.34b)
where we have introduced
Gαα0σ (E) =
1
N
∑
k
Gααkσ (E). (3.35)
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The set of equations (3.34) can be solved to express the sums ∑q 0ααβkqσ (E) and∑
q F
ααβ
kqσ (E) in terms of the single-electron Green function G
αβ
kσ (E). However, by
inspecting Eqs. (3.34) we see that these expressions will still contain the layer- and
spin-dependent self-energy Mασ (E).
To solve this problem we combine Eqs. (3.14) and (3.16) and get, after Fourier
transformation:
Mασ G
αβ
kσ = −
J
2
√
N
(
zσ
∑
q
0
ααβ
kqσ +
∑
q
Fααβkqσ
)
. (3.36)
Combining this equation with the results obtained for
∑
q 0
ααβ
kqσ (E) and
∑
q F
ααβ
kqσ (E)
from Eqs. (3.34) we eventually get an implicit set of equations for the layer- and spin-
dependent electronic self-energy,
Mασ (E) = −
J
2
mασ (E), m
α
σ (E) =
Zασ (E)
Nασ (E)
, (3.37)
where the numerator and the denominator are given by
Zασ = zσ}2〈Szα〉 +
J
2
f 1Z +
J 2
4
f 2Z , (3.38a)
Nασ = }2 −
J
2
f 1N +
J 2
4
f 2N , (3.38b)
with
f 1Z =
(
κ(2)ασ − }2S(S + 1)
)
Gαα0σ −
(
(λ(1)ασ + λ(2)ασ + zσmα−σ )}〈Szα〉 + }κ(2)ασ
)
Gαα0−σ ,
f 2Z =
(
zσ}2S(S + 1)(λ(1)ασ + λ(2)ασ + zσmα−σ )+ κ(2)ασ (mασ − mα−σ )
)
Gαα0σ G
αα
0−σ ,
f 1N = (}+ zσλ(2)ασ + mασ )Gαα0σ + (zσλ(1)ασ + mα−σ )Gαα0−σ ,
f 2N =
(
(mασ + })(mα−σ + zσλ(1)ασ )+ zσλ(2)ασ (mα−σ + })
)
Gαα0σ G
αα
0−σ .
(3.38c)
The implicit set of equations (3.37) and (3.38) now enables us to self-consistently
evaluate the self-energy of the system provided that the f-spin correlation functions
from Eqs. (3.32) are known. These will be evaluated in the next section.
3.2.2 The local-moment system
Considering the Heisenberg model,
H f = −
∑
i j
Ji j Si · S j = −
∑
i j
Ji j
(
S+i S
−
j + Szi Szj
)
, (3.39)
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in a system with film geometry one comes to the conclusion that due to the Mermin-
Wagner theorem [85, 86] the problem cannot have a solution showing collective mag-
netic order at finite temperatures T > 0.
To steer clear of this obstacle there are two possibilities. First, one can apply a
decoupling scheme to the Hamiltonian (3.39) which breaks the Mermin-Wagner theo-
rem. The most common example in the case of the Heisenberg model would be a
mean-field decoupling. For us, the main drawback of the mean-field decoupling is its
incapability of describing physical properties at the 2D-3D transition.
When choosing a better decoupling approximation to fulfill the Mermin-Wagner
theorem, the original Heisenberg Hamiltonian (3.39) has to be extended to break
the directional symmetry. The most common extensions are the introduction of an
anisotropic exchange interaction,
−D
∑
i j
Szi S
z
j − Ds
∑
i, j∈surf
Szi S
z
j , (3.40)
and/or the single-ion anisotropy,
−D0
∑
i
(
Szi
)2 − D0,s ∑
i∈surf
(
Szi
)2
. (3.41)
In Eqs. (3.40) and (3.41) the first sums run over all lattice sites of the film whereas in
the second optional terms the summations include positions within the surface layers
of the film only, according to a possible variation of the anisotropy in the vicinity of
the surface.
Extending the original Heisenberg Hamiltonian (3.39) by Eq. (3.40) or Eq. (3.41)
one can now calculate the magnetic properties of films at finite temperatures within a
nontrivial decoupling scheme.
For the following calculations [87] we have chosen a single-ion anisotropy which
is uniform within the whole film leaving us with the total Hamiltonian
H = H f +HA = −
∑
i jαβ
Jαβi j
(
S+iαS
−
jβ + SziαSzjβ
)
− D0
∑
iα
(
Sziα
)2
. (3.42)
As in Sec. 3.2.1 the greek indices are for the layers of the film and the latin indices
denote the sites within a given layer (cf. Fig. 2.1, Eq. (3.1)).
To derive the layer-dependent magnetizations 〈Szα〉 for arbitrary values of the spin
S of the localized moments we introduce the so-called retarded Callen Green function
[88]:
Gαβi j (a)(E) ≡ 〈〈S+iα; B(a)jβ 〉〉E = 〈〈S+iα; eaS
z
jβ S−jβ〉〉E . (3.43)
For the equation of motion of the Callen Green function,
E Gαβi j (a)(E) = }〈[S+iα, B(a)jβ ]−〉 + 〈〈[S+iα,H]−; B(a)jβ 〉〉E (3.44)
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one needs the inhomogeneity,
〈[S+iα, B(a)jβ ]−〉 = η(a)α δαβδi j , (3.45)
and the commutators
[S+iα,H f ]− = −2}
∑
kγ
Jαγik
(
SziαS
+
kγ − Szkγ S+iα
)
, (3.46)
[S+iα,HA]− = D0}
(
S+iαS
z
iα + SziαS+iα
)
. (3.47)
For the higher Green function on the right hand side of the equation of
motion (3.44) resulting from the commutator relationship (3.46) one can apply the
Random Phase Approximation (RPA) which has proved to yield reasonable results
throughout the entire temperature range:
〈〈SziαS+kγ ; B(a)jβ 〉〉E −→ 〈Szα〉〈〈S+kγ ; B(a)jβ 〉〉E ,
〈〈Szkγ S+iα; B(a)jβ 〉〉E −→ 〈Szγ 〉〈〈S+iα; B(a)jβ 〉〉E .
(3.48)
For the higher Green functions resulting from the commutator (3.47) this is not possi-
ble due to the strong on-site correlation of the corresponding operators. However, one
can look for an acceptable decoupling of the form
〈〈S+iαSziα + SziαS+iα; B(a)jβ 〉〉E = 8iα〈〈S+iα; B(a)jβ 〉〉E . (3.49)
As was shown by Lines [89] an appropriate coefficient 8iα = 8α can be found for
any given function B(a)jβ = f (S−jβ), which is all we need to know at the moment. We
will come back to the explicit calculation of the 8α later.
Using the relations (3.45)–(3.49) and applying a two-dimensional Fourier trans-
form introducing the in-plane wavevector k the equation of motion (3.44) becomes
(E − }D08α)Gαβk(a) = }η(a)α δαβ
+ 2}
∑
γ
(
Jαγ0 〈Szγ 〉Gαβk(a) − Jαγk 〈Szα〉Gγβk(a)
)
. (3.50)
Writing Eq. (3.50) in matrix form one immediately gets the solution by simple matrix
inversion:
Gαβk(a)(E) = }
 η(a)1 0. . .
0 η(a)n
 · (EI − M)−1 , (3.51)
where I represents the (n × n) identity matrix and
(M)αβ
}
=
(
D08α + 2
∑
γ
Jαγ0 〈Szγ 〉
)
δαβ − 2Jαβk 〈Szα〉. (3.52)
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The local, i. e. layer-dependent, spectral density, Sαk(a) = − 1pi ImGααk(a), can then be
written as a sum of δ-functions and with (3.51) one gets:
Sαk(a) = }η(a)α
∑
γ
χααγ (k)δ
(
E − Eγ (k)
)
, (3.53)
where Eγ (k) are the poles of the Green function (3.51) and χααγ (k) are the weights
of these poles in the diagonal elements of the Green function, Gααk(a). Both, the poles
and the weights can be calculated numerically.
Extending the procedure by Callen [88] from 3D to film structures∗ one finds an
analytical expression for the layer dependent magnetizations [90, 91],
〈Szα〉 = }
(1 + ϕα)2S+1(S − ϕα)+ ϕ2S+1α (S + 1 + ϕα)
(1 + ϕα)2S+1 − ϕ2S+1α
, (3.54)
where
ϕα = 1Ns
∑
k
∑
γ
χααγ (k)
eβEγ (k) − 1 . (3.55)
Here, Ns is the number of atoms in a layer and β = (kBT )−1. The poles and weights
in Eq. (3.55) have to be calculated for the special Green function Gααk(a) with a = 0†.
In this case the Callen Green function (3.43) simply becomes:
Gαβi j (0) = Gαβi j = 〈〈S+iα; B(0)jβ 〉〉 = 〈〈S+iα; S−jβ〉〉, (3.56)
and, according to (3.45),
η(0)α = ηα = 2}〈Szα〉. (3.57)
Having solved the problem formally we are left with explicitly calculating the co-
efficients 8α of Eq. (3.49). Applying the spectral theorem to Eq. (3.49) for the special
case of a = 0 one gets, using elementary commutator relations:
〈S−jβS+iα(2Sziα + })〉 = 8iα〈S−jβS+iα〉. (3.58)
We now define the Green function
Dβαj i = 〈〈S−jβ;Ciα〉〉E , (3.59)
where Ciα is a function of the lattice site. Writing down the equation of motion of Dβαj i
for the limit D0 → 0,
E Dβαj i (E) = }〈〈[S−jβ,Ciα]−〉〉 + 〈〈[S−jβ,H f ]−;Ciα〉〉E , (3.60)
∗The only condition for the extension is that the spectral density has the multi-pole structure (3.53)
†The parameter a had been introduced to derive Eq. (3.54) for arbitrary spin S.
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and decoupling all the higher Green functions using the RPA one arrives after trans-
formation into the two-dimensional k space at:
Dβαk = }
 〈[S−1 ,C1]−〉 0. . .
0 〈[S−n ,Cn]−〉
 · (EI − A)−1 , (3.61)
where A is a matrix which is independent on the choice of Ciα. Now putting Ciα in
Eq. (3.59) in turn equal to S+iα and to S+iα(2Sziα + }) and applying the spectral theorem
to Eq. (3.61) one eventually gets the relation:
〈S−jβS+iα〉
〈[S−iα, S+iα]−〉
= 〈S
−
jβS
+
iα(2S
z
iα + })〉
〈[S−iα, S+iα(2Sziα + })]−〉
. (3.62)
The coefficients 8iα are then with Eq. (3.58) given by
8iα = 〈[S
−
iα, S
+
iα(2S
z
iα + })]−〉
〈[S−iα, S+iα]−〉
= 2〈(S
z
iα)
2〉 − }2S(S + 1)
〈Sziα〉
, (3.63)
where, along with commutator relations, the identity
S±iαS
∓
iα = }2S(S + 1)± }Sziα − (Sziα)2 (3.64)
has been used. To avoid the unknown expectation values 〈(Sziα)2〉we apply the spectral
theorem to the spectral density (3.53) with a = 0 and get using Eqs. (3.55) and (3.57):
〈S−α S+α 〉 = 2}〈Szα〉
1
Ns
∑
k
∑
γ
χααγ (k)
eβEγ (k) − 1 = 2}〈S
z
α〉ϕα. (3.65)
Hence, with (3.64) and (3.65), we get
〈(Szα)2〉 = }2S(S + 1)− }〈Szα〉(1 + 2ϕα), (3.66)
and the coefficients 8α can be written in the convenient form
8α = 2}
2S(S + 1)− 3}〈Szα〉(1 + 2ϕα)
〈Szα〉 . (3.67)
Together with (3.67), Eqs. (3.51), (3.52), (3.54), and (3.55) represent a closed sys-
tem of equations, which can be solved numerically. As a result, the layer-dependent
magnetizations (3.54) and the ϕα according to Eq. (3.55) will be known. Together with
Eqs. (3.64)–(3.66) and with the relation
〈(Szα)3〉 = }3S(S + 1)ϕα + }2〈Szα〉
(
S(S + 1)+ ϕα
)− }〈(Szα)2〉(1 + 2ϕα) (3.68)
the temperature dependent coefficients (3.32) can then be calculated. Mediated by
Eqs. (3.32), (3.37), and (3.38), the f-spin correlation functions contain the whole tem-
perature dependence of the electronic subsystem (3.8).
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The theory presented in the previous chapter shall now be evaluated numerically. The
structure of this chapter follows from the separated treatment of the electronic sub-
system and the local-moment system in sections 3.2.1 and 3.2.2, respectively. The
temperature dependence of the electronic system is determined by the f-spin correla-
tion functions in Eq. (3.32). Hence, the numerical calculations for the local-moment
system have to precede the numerical evaluation of the electronic structure.
All the calculations for the model system have been performed for a simple cubic
(sc) film with its surface parallel to the sc(100) crystal plane. In principle, there is no
restriction as to which crystal structure can be calculated with the presented method.
The sc(100) film geometry has been chosen merely for clarity.
4.1 Magnetic properties
To describe the situation in europium chalcogenides, the numerical calculations for the
local-moment system have been performed for a spin of S = 7/2. It should be noted,
however, that the formulas presented in section 3.2.2 are valid for arbitrary spin S.
A useful simplification of the original Heisenberg Hamiltonian (3.39) is the tight-
binding approximation for the f-f exchange integrals to nearest neighbor coupling. For
a sc(100) film four of the total six nearest neighbors of any atom at the site Riα are in
the same layer α and the other two are one each in one of the adjacent layers α ± 1,
Jαβi j = δαβi, j+1 Jαα + δα,β±1i j Jαβ . (4.1)
Here,1 denotes the relative positions of nearest neighbors, both within the same layer,
for sc(100) films: 1 = (0, 1), (0, 1¯), (1, 0), (1¯, 0). Furthermore, the f-f exchange
interaction has been assumed to be uniform within the whole film,
Jαα = Jαβ ≡ J f f . (4.2)
For the following calculations, the explicit value of the Heisenberg exchange inter-
action J f f has been chosen to be J f f = 0.01 eV. The single-ion anisotropy in
Eq. (3.42) plays the role of keeping the magnetization of the film finite at finite temper-
atures and should therefore be small compared to the Heisenberg exchange interaction,
D0  J f f . Accordingly, the single-ion anisotropy was set to D0/J f f = 0.01.
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Figure 4.1: Layer-dependent magnetizations, 〈Szα〉, of sc(100) films as a function of tempera-
ture for various thicknesses n of the films. For all temperatures and for all film thicknesses,
the 〈Szα〉 increase monotonously from the surface layer towards the center of the films. Inset:
Curie temperature as a function of film thickness.
Fig. 4.1 shows the temperature and layer-dependent magnetizations of sc(100)
films of various thicknesses from n = 1 up to n = 20. For all temperatures and for
all film thicknesses the 〈Szα〉 increase from the lowest magnetizations at the surface of
the films (bold dashed lines) monotonously towards the highest magnetizations in the
center of the films (bold solid lines). This can qualitatively be explained by the lower
coordination number of the surface atoms, Zs,sc(100) = 5, compared to the bulk coordi-
nation number, Zb,sc = 6, of the sc lattice. The inset of Fig. 4.1 shows the dependence
of the Curie temperature on the film thickness n compared to the 3D Curie tempera-
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Figure 4.2: Reduced f-spin correlation functions as a function of the reduced magnetization
〈Sz〉/S calculated for a local-moment system with S = 7/2. The thin dotted line (y = x) is a
guide for the eye.
ture calculated with the same exchange interaction J f f and with the same single-ion
anisotropy D0. As can be seen both from Fig. 4.1 and its inset the case of a 10-layer
film is already a good approximation for thicker films (n = 20), concerning both the
surface and the center layer magnetization.
For the calculation of the temperature and layer dependent self-energy of the elec-
tronic system according to Eqs. (3.37) and (3.38) the coefficients (3.32) have to be cal-
culated from the f-spin correlation functions 〈(Szα)2〉, 〈S±α S∓α 〉, 〈(Szα)3〉, and 〈S±α S∓α 〉.
Using Eqs. (3.54), (3.64)–(3.66), and (3.68), these correlation functions can all be
expressed in terms of the ϕα (see Eq. (3.55)). Fig. 4.2 shows the relevant f-spin corre-
lation functions for a system with S = 7/2 as a function of the reduced magnetization
〈Sz〉/S. Figs. 4.1 and 4.2 thereby combine all the information needed to calculate the
temperature dependence of the electronic structure.
The equations for the determination of the Callen Green function, Eqs. (3.51)
and (3.52) contain the anisotropy energy EA = −D08α with the temperature-depen-
dent anisotropy coefficients8α. In the limit of small single-ion anisotropy, D0  J f f ,
the 8α are given by Eq. (3.67). Fig. 4.3 shows the anisotropy coefficient 8 as a func-
tion of the reduced magnetization 〈Sz〉/S. As can be seen from Fig. 4.3, for decreasing
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Figure 4.3: Anisotropy coefficient8 (cf. Eq. (3.67)) as a function of the reduced magnetization
〈Sz〉/S calculated for a local-moment system with S = 7/2.
magnetization the anisotropy energy increases monotonously from its minimum value
of EA = −6D0 at 〈Sz〉 = S to EA = 0 at 〈Sz〉 = 0.
4.2 Electronic structure
As for the Heisenberg Hamiltonian in Sec. 4.1, for the kinetic Hamiltonian of the itine-
rant electrons (3.3) we have chosen the tight-binding approximation with a uniform
hopping throughout the film,
T αβi j = δαβi, j+1T αα + δα,β±1i j T αβ, T αα = T αβ ≡ T, (4.3)
with a value of T = 0.1 eV. The case of non-uniform hopping will be discussed in
Sec. 4.2.1.
We discuss our results in terms of the spectral density Sααkσ (E), defined in Eq. (3.11),
and the local quasiparticle density of states, Eq. (3.12). We start our discussion of the
temperature-dependent electronic structure with the limiting case of the magnetic po-
laron, T = 0 and n = 0, which gives us an insight into the underlying physics of the
problem. The special case of ferromagnetic saturation, T = 0, and empty conduction
band, n = 0, is exactly solvable, both for the bulk material [92,93,84] (cf. Sec. 5) and
for film geometries [94]. The limiting case, therefore, provides a good testing ground
for the theory for finite temperatures presented in Sec. 3.2.1.
It turns out that for T = 0 the ↑-spectrum is rather simple, since a ↑-electron has
no chance to exchange its spin with the ferromagnetically saturated localized f-spin
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Figure 4.4: Spin-↓ spectral density Sααkσ = Sk↓ of a sc(100) monolayer for ferromagnetic
saturation of the local-moment system (T = 0, 〈Sz〉 = S) as a function of energy and wave
vector from 0¯ = (0, 0) to M¯ = (pi, pi) and different values of s-f interaction J (in eV).
system. The quasiparticle band structure is therefore identical to the free Bloch dis-
persion, only rigidly shifted by a constant energy amount of −12 J S, due to the first
Ising-like term in the s-f Hamiltonian (3.7).
Fig. 4.4 shows the spin-↓ spectral density of a sc(100) monolayer for the special
case of ferromagnetic saturation, T = 0, for different s-f interactions J . For J = 0 the
spectral density represents a δ-function located at the point of the free two-dimensional
Bloch dispersion. For small s-f exchange coupling, J > 0, a slight deformation of
the original Bloch dispersion sets in and the quasiparticle peaks get a finite width
indicating a finite lifetime. For intermediate and strong couplings the spectral density
splits into two parts corresponding to two different spin exchange processes between
the excited spin-↓ electron and the localized f-spin system. The higher energetic part
of the spectrum represents a polarization of the immediate spin neighborhood of the
electron due to a repeated emission and reabsorption of magnons. The result is a
polaron-like quasiparticle called the magnetic polaron. The low-energetic part of the
spectrum is a scattering band which corresponds to the simple emission of a magnon by
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Figure 4.5: Density of states ρ↓(E) of a sc(100) monolayer for T = 0 and for different
s-f interactions J (in eV).
the spin-↓ electron, which is necessarily connected with a spin-flip of the electron [94].
From the spectral density of Fig. 4.4 we get, using Eq. (3.12), the local quasiparticle
density of states ρ↓(E) of a monolayer, displayed in Fig. 4.5. Here we see that the
splitting of the spectral density discussed above transfers itself to the quasiparticle
density of states as a gap for J ' 0.2. As for the spectral density, the density of states
of the spin-↑ electron is only rigidly shifted and therefore not displayed.
However, this does not hold any longer for finite temperatures, T > 0. Fig. 4.6
exhibits the density of states of a sc(100) monolayer for different s-f interactions and
different temperatures. The dotted lines represent the case of vanishing s-f exchange,
J = 0, where spin-↓ and spin-↑ spectra are equal. Since the electrons are not cou-
pled to the local-moment system, we also have no temperature dependency. For finite
s-f interaction we see from Fig. 4.5 that in the spin-↓ density of states spectral weight is
transferred from the high-energetic polaron peak to the low-energetic scattering peak.
To explain this effect we have to consider the elementary processes which build the
spectrum. The low-energetic scattering peak of the spin-↓ electron consists of two
elementary processes.
Because of finite deviation of the f-spin system from saturation for T > 0, the
↓-electron has a finite probability of entering the local frame as spin-↑ electron. This
probability is zero for 〈Sz〉 = S (T = 0) and increases with increasing temperature. On
the other hand, the spin-↓ electron can first emit a magnon and by that process reverse
its spin, becoming a spin-↑ electron in the external frame of coordinates. The spectral
weight produced by the first elementary process reduces the spectral weight of the
high-energetic polaron peak therefore shifting spectral weight from the high-energetic
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Figure 4.6: Density of states ρ↓(E) of a sc(100) monolayer for different s-f interactions J
(in eV) and for different temperatures (in units of TC). The dotted lines represent the case of
J = 0, where there is no distinction between spin-↓ and spin-↑ electron, ρ↓(E) = ρ↑(E).
polaron peaks towards the low-energetic scattering peak.
For the spin-↑ electron we see from Fig. 4.6 that for increasing temperatures T > 0
an additional peak rises at the high-energetic side of the spectra. We can explain this
effect by the spin-↑ electron absorbing a magnon and subsequently, as spin-↓ electron
forming a polaron. Here the magnon absorption by a spin-↑ electron is equivalent to
the magnon emission by a spin-↓ electron. In the case of ferromagnetic saturation the
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Figure 4.7: Spectral density, Skσ (E) = S11kσ (E) = S22kσ (E), of a sc(100) double layer as a
function of energy and wave vector from 0¯ = (0, 0) to M¯ = (pi, pi) for J = 0.2 eV and
different temperatures (in units of TC).
system does not contain any magnons, which is the reason why there is no scattering
peak in the spin-↑ spectrum at T = 0. As a result of the shifting of spectral weights
towards lower energies for the spin-↓ electron and towards higher energies for the
spin-↑ electron the densities of states for the two spin directions approach each other
with increasing temperature.
In the limiting case of T → TC the system has eventually lost its ability to distinct
between the two possible spin directions of the test electron because of the loss of
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Figure 4.8: Density of states, ρ↓(E) = ρ1↓(E) = ρ2↓(E), of a sc(100) double layer for J =
0.2 eV and different temperatures (in units of TC). The curves for T = 0 are furthest away
from the paramagnetic solution, T = TC (bold line).
magnetization of the underlying local-moment system, 〈Sz〉 → 0. Hence as for the
case of vanishing s-f interaction for T = TC the density of states of the spin-↓ electron
equals that of the spin-↑ electron. Another feature which can be seen from Fig. 4.6 is
that the positions of the four quasiparticle subbands, two for each spin direction, do
not change with temperature.
To further discuss the temperature effects we present with Figs. 4.7 and 4.8 the
spectral density and the local density of states, respectively, of a sc(100) double layer
(n = 2) for J = 0.2 and different temperatures. Again we see that the spectra for
the two spin directions approach each other for T → TC. Another detail which can
be observed in Fig. 4.6 is that the increase of temperature results in the narrowing of
the subbands. For the case of intermediate coupling, J = 0.2, according to Figs. 4.7
and 4.8 this band narrowing results in the opening of a gap between the scattering and
the polaron band with increasing temperature.
This temperature-enhanced band splitting has already been found for the three-
dimensional case [84]. It can be explained for the spin-↑ electron by the fact that for
propagating in its own low-energetic subband it needs to find an appropriate lattice site.
In the case of ferromagnetic saturation there is no restriction for the propagation of the
spin-↑ electrons since spin-flip processes are impossible. With increasing temperature
there is an increasing deviation of the local moments resulting in the possible magnon
absorption by the spin-↑ electron and a subsequent change to the higher energetic
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Figure 4.9: Spectral density, Sααkσ , as a function of wavevector k from 0 = (0, 0) to M = (pi, pi)
(horizontal axes) and energy E from −1 eV to 1 eV (vertical axes) of the first (α = 1, 20),
second (α = 2, 19), and center (α = 10, 11) layer of a 20-layer sc(100) film for J = 0.2 eV
and different temperatures (in units of TC).
polaron subband. Hence, the spin-↑ electron, to propagate in its own subband needs
to move further distances with increasing temperature resulting in a reduced effective
hopping and in a decreased bandwidth.
In addition to the discussed temperature effects, Figs. 4.7 and 4.8 exhibit a typical
two-peak structure which is caused by the coupling of the two layers. This two-peak
structure is replaced in the case of an n-layer film by an n-peak structure. Generally, the
spectra of the discussed local-moment films are characterized by an interplay between
correlation (J ), temperature effects, and geometry of the film. Figs. 4.9 and 4.10
display results for the layer-dependent spectral density and the local density of states of
a 20-layer sc(100) film. In addition to the dependence on the s-f exchange interaction
and the temperature dependence we notice that the spectral density and the density of
states show a typical layer dependence due to the broken translational symmetry at
the surfaces of the film [94]. For the center layers (α = 10, 11) of the 20-layer-film
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Figure 4.10: Local density of states, ρασ (E), of the first (α = 1, 20), second (α = 2, 19), and
center (α = 10, 11) layer of a 20-layer sc(100) film for different s-f interactions J and different
temperatures T/TC = 0, 0.4, 0.7, 0.9, 0.98, 1. The curves for T = 0 are furthest away from
the paramagnetic solution, T = TC (bold lines).
we see from Fig. 4.10 that the local density of states of the spin-↑ electron at T = 0
has already become pretty similar to the well-known tight-binding density of states
of the three-dimensional sc lattice whereas the density of states of the surface layers
(α = 1, 20) exhibits a semi-elliptic profile, which is typically observed for the local
density of states at surfaces.
Whereas up to now we have assumed a hopping which is uniform within the whole
film, according to Eq. (4.3), in the following section we will investigate the effects of
modified hopping in the vicinity of the surfaces of the film.
4.2.1 Temperature-dependent surface states
Within the framework of the theory presented in Chapter 3 it is possible to describe
surface states at the surface of a ferromagnetic semiconductor film like EuO. The aim
is to give a contribution to the discussion on the temperature dependent behavior of a
Gd(0001) surface state [34,35,36,33,37,95,96,38,39,40,41,42]. Here, a thorough ac-
count on the surface magnetism and the surface electronic structure of the lanthanides
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Figure 4.11: Model of an n-layer film with simple cubic structure. The nearest neighbor
hopping is assumed to be T‖ with in the surface layer, T⊥ between the surface layer and the
adjacent layer, and T within and between all other layers.
has been recently given by Dowben et al. [19].
The limitations of comparing the results on surface states obtained for a ferromag-
netic semiconductor film to the experimental findings for the Gd(0001) surface state
stem from the restriction of the theory from Chapter 3 to an empty conduction band,
n = 0. However, it will be shown that the different observed scenarios for the tem-
perature dependent behavior of the Gd(0001) surfaces states can be reproduced.
We still employ the tight-binding approximation for the hopping matrix elements,
according to the first part of Eq. (4.3). However, the hopping in the vicinity of the
surface will be allowed to vary,
T αβ =

T‖ T⊥ 0 0 · · · 0
T⊥ T T
. . .
...
0 T . . . 0
0 . . . T 0
...
. . . T T T⊥
0 · · · 0 0 T⊥ T‖

, (4.4a)
according to Fig. 4.11, and with
T‖ = ‖T, T⊥ = ⊥T . (4.4b)
Here, ‖ describes the variation of the hopping within the surface layer as compared to
the uniform hopping in the center of the film and ⊥ stands for the modification of the
hopping between the surface layer and the layer nearest to the surface layer.
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Figure 4.12: Local spin-↑ spectral densities, Sααk↑ of a 100-layer sc(100) film at the M¯-point
for (T = 0; J = 0; α = 1, 2, 3, 4, 50) as a function of energy. The hopping within the first
layer is modified by the factor ‖ whereas the hopping between the first and the second layer
remains unchanged, ⊥ ≡ 1. The grey background shows the local spectral densities for the
case of uniform hopping (‖ = ⊥ ≡ 1).
In reality the variation of the hopping integrals in the vicinity of the surface may
be caused e. g. by a relaxation of the interlayer distance. According to the scaling
law T ∼ r−5 for the d-electrons [97] a relatively small top-layer relaxation 1r/r
may result in a strong change of the hopping integral T . Thus e. g. a relaxation of
the Gd(0001) surface layer of 3-6 % (cf. [98] and references therein) would yield a
modification of the hopping integrals of of up to 30 %.
For the exactly solvable case of a single electron in an otherwise empty conduction
band and a ferromagnetically saturated f -spin system, T = 0, it can be shown that
modifying the hopping in the vicinity of the surface according to Eqs. (4.4) leads to
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Figure 4.13: Same as Fig. 4.12 but for modified hopping between the first and the second layer
according to ⊥ and with unchanged hopping within the first layer, ‖ ≡ 1.
the appearance of surface states in the local spectral density Sααkσ [82, 99, 100, 101].
Modifying the hopping within the surface layer by more than 25 %, i. e. ‖ / 3/4 or
‖ ' 5/4, while keeping all the other hopping integrals unchanged results in a single
surface state at the lower or the upper edge of the bulk band (cf. Fig. 4.12). This
surface state first emerges at the 0¯- and at the M¯-point from the bulk band and from
there spreads for larger modifications of ‖ to the rest of the Brillouin zone.
On the other hand, when the hopping within the first layer remains constant,
‖ ≡ 1, but the hopping between the first and the second layer is significantly in-
creased, ⊥ '
√
2, then two surface states split off one on each side of the bulk band
(cf. Fig. 4.13). In this case the emergence of the surface states from the bulk band is
k-independent [100]. Both types of surface states for the special case of T = 0 can be
observed at the single bulk band and on the high-energetic polaron band for the case of
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Figure 4.14: Local density of states, S11kσ (E) of the first layer of a 20-layer sc(100) film at the
0¯-point and the M¯-point for both spin directions and different temperatures, T = 0, 0.7, 0.9, 1
(in units of TC) and modified hopping within the first layer, ‖ = 1.5, while ⊥ ≡ 1. Upside
down but in the same scale, the respective local spectral densities of the center layer, S10 10kσ (E),
are displayed.
the spin-↑ electron and the spin-↓ electron, respectively. It should be noted that these
findings can be proven analytically for the case of the spin-↑ electron [82, 101].
Figs. 4.14 to 4.16 show the temperature dependence of surface states for the diffe-
rent possible variations of the hopping in the vicinity of the surface. All the calcu-
lations for Figs. 4.14 to 4.16 have been performed for a 20-layer sc(100) film. The
parameters for the uniform hopping according to Eqs. (4.4) and for the s-f exchange
interaction are T = −0.1 and J = 0.1, respectively.
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Figure 4.15: Local density of states, S11kσ (E) of the first layer of a 20-layer sc(100) film at the
0¯-point and the M¯-point for both spin directions and different temperatures, T = 0, 0.7, 0.9, 1
(in units of TC) and modified hopping within the first layer, ‖ = 0.5, while ⊥ ≡ 1.
For the calculations we have employed a modification of the hopping in the surface
layer and between the surface layer and the adjacent layer of 50 % (‖ = 0.5, 1.5)
and 100 % (⊥ = 2), respectively (cf. Eq. (4.4b)). Such a drastic modification of
the hopping integrals in the vicinity of the surface is rather unlikely to occur in reality.
However, as has been shown in [99] the actual peak position of a surface states depends
only weakly on the variation of ‖ and ⊥, respectively. The selected strong variation
of the hopping parameters T‖ and T⊥ give rise to pronounced surface states which
enable us to more clearly see the qualitative behavior of the surface states as a function
of temperature.
In Fig. 4.14 we have the case that the hopping within the surface layer is enhanced
by 50 %, leading to the existence of a surface state on the outer edge of the bulk dis-
persion. This surface state can most clearly be seen at the 0¯-point and the M¯-point
in the two-dimensional Brillouin zone. In Fig. 4.14, the spectral density of the first
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Figure 4.16: Same as Fig. 4.15 for modified hopping between the first and the second layer,
⊥ = 2, while ‖ ≡ 1.
layer, S11kσ (E), for both of these points is displayed as a function of energy. If the tem-
perature is increased, we see that the position of the spin-↑ and of the spin-↓ surface
states approach each other in a Stoner-like fashion until both peaks are equivalent for
T = TC. The oscillations in the spectral densities, which can be seen in Fig. 4.14
around −0.6 eV, 0.3 eV, and 0.7 eV are due to the finite thickness of our model film,
as are the respective oscillations in Figs. 4.15 and 4.16.
Also in Fig. 4.14, but upside down, the spectral density of one of the center layers
of the 20-layer film, S10 10kσ (E), can be seen again for the 0¯-point and the M¯-point and
both spin directions indicating that the positions of the surface states visible in S11kσ (E)
lie outside of the bulk spectrum of the crystal for all temperatures. The same is valid
for the spectra displayed in Figs. 4.15 and 4.16. In these figures, however, the local
spectral densities of the central layers have been omitted for clarity.
In Fig. 4.15, the temperature dependence of surface states is documented for the
case where the hopping within the first layer is reduced by 50 %, ‖ = 0.5 (⊥ ≡ 1).
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In this case we observe a spin-mixing behavior where the positions of the spin-↑ and
of the spin-↓ surface states stay the same when the temperature is risen but spectral
weight is being transferred between the different peaks. This results in equal popula-
tions of the spin-↓ and the spin-↑ peaks at T = TC.
To round up the picture we see in Fig. 4.16 the case where the hopping between
the first and the second layer is modified, ⊥ = 2, while the hopping within the first
layer remains equal to the uniform hopping within the film, ‖ ≡ 1. Here we have
for T = 0 two surface states, one on each side of the bulk spectrum. When the
temperature is switched on the surface states on the outer side of the bulk dispersion
behave Stoner-like, while the surface states on the inner side of the bulk dispersion
exhibit a spin-mixing behavior.
Apparently, our model is able to reproduce a Stoner-like collapse of the spin-↓ and
the spin-↑ peak positions for TC as well as a spin-mixing behavior. In the spin-mixing
case there are two peaks which both have a majority- and a minority-spin contribution.
When the temperature is increased, the spectral weight of these contributions is altered
until for T = TC for each peak the spin-↓ and the spin-↑ contributions have the same
spectral weights.
In being able to reproduce both Stoner-like and spin-mixing behavior, depending
on the variation of the hopping and the position in the Brillouin zone, our model calcu-
lations are in harmony with more recent (inverse) photoemission studies on Gd(0001)
films which abandoned the grasp of earlier works that the temperature dependent be-
havior of the Gd(0001) surface state has to be either Stoner-like or of spin-mixing
type [38, 39]. Especially, it has been shown here that for certain parameters it is pos-
sible to observe both kinds of behavior at the same time (see Fig. 4.16). This feature
of our model calculation seems to be in strong agreement with a scenario proposed by
Donath and Gubanka [38].
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In Chapter 3 the theory of a model ferromagnetic semiconductor film based on the
s-f model Hamiltonian according to Eqs. (3.2)–(3.5) has been presented. We now
want to investigate the modifications which are necessary to extend the theoretical
description to a real ferromagnetic semiconductor film. For the sake of being concrete
we will focus on EuO. The presented theory applies, however, all the same to its “sister
compound” EuS.
To start with the things which do not change, the Heisenberg Hamiltonian for the
local-moment system in the form (3.4) or in the extended form (3.42) including the
single-ion anisotropy is surely still an appropriate description for a local-moment sys-
tem. For EuO the local moments are due to the exactly half-filled 4f-shells of the
Europium atoms. Since EuO has the NaCl crystal structure, these local moments form
an fcc lattice.
The kinetic HamiltonianHs in the form (3.3) describes the conduction electrons as
s electrons. For a real substance the kinetic Hamiltonian has therefore to be modified
to allow for a realistic band structure to be incorporated into our model calculation.
This band structure will in general include multiple conduction bands, adding the band
indices m and m′ to the kinetic Hamiltonian,
Hs =
∑
i jαβ
∑
mm′
T mm
′
i jαβ c
+
iαmσ c jβm′σ . (5.1)
In the above equation, c+iαmσ and ciαmσ are, respectively, the creation and annihilation
operator of an electron with spin σ from the m-th subband of the atom at the lattice site
Riα. The T mm
′
i jαβ describe the hopping between the m-th subband at the lattice site Riα
and the m′-th subband at R jβ . These hopping integrals have to be determined within a
first-principles band-structure calculation, which will be done in Sec. 6.2.
The multiple conduction-band character of the kinetic Hamiltonian (5.1) implies
that the s-f interaction also has to be modified from the single-conduction-band
form (3.5). In the following section we want to derive the form of the s-f interac-
tion for the case of a localized moment interacting with multiple conduction bands.
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5.1 The multi-band s-f model
The fundamental interaction between electrons is the Coulomb interaction. We start
from the general form of the Coulomb interaction for electrons at a single isolated
lattice site,
HI = 12
∑
L1...L4
∑
σσ ′
UL1...L4c
+
L1σ c
+
L2σ ′cL3σ ′cL4σ , (5.2)
since we want to keep the local character of the s-f interaction to be derived. The L1,
. . ., L4 denote the different bands of the atom and the UL1...L4 are the Coulomb matrix
elements.
We restrict the electron scattering processes caused by the Coulomb interaction to
two involved subbands and get
HI = 12
∑
L L ′σσ ′
[
UL L ′c+Lσ c
+
L ′σ ′cL ′σ ′cLσ + JL L ′c+Lσ c+L ′σ ′cLσ ′cL ′σ
+ J ∗L L ′c+Lσ c+Lσ ′cL ′σ ′cL ′σ
]
.
(5.3)
The band indices L and L ′ can be attributed either to a localized band or to a conduction
band, with
L , L ′ =
{
m: conduction bands
f : localized bands (5.4)
We can then split the Coulomb interactions into three different parts, depending on
whether both L and L ′ are conduction bands, HCCI , both belong to localized bands,
HL LI , or there is an interaction between localized and conduction bands involved,HC LI ,
HI = HCCI +HL LI +HC LI . (5.5)
The first of the three parts will yield no contribution, since for the case of a semicon-
ductor the conduction bands are unoccupied, n = 0. The second term, HL LI , is already
contained in the description of the localized moments via the Heisenberg model. The
third term is the only one which contains an interaction between the localized bands
and the conduction bands. Using the nomenclature (5.4), it can be written in the form
HC LI =
∑
m f σσ ′
[
Um f c+mσ c
+
f σ ′c f σ ′cmσ + Jm f c+mσ c+f σ ′cmσ ′c f σ
+ 12
(
J ∗m f c+mσ c
+
mσ ′c f σ ′c f σ + J ∗f mc+f σ c+f σ ′cmσ ′cmσ
)]
.
(5.6)
The last two terms of the above equation vanish for the special case of EuO,
J ∗m f c+mσ c
+
mσ ′c f σ ′c f σ = 0 (Eu, Gd), (5.7a)
J ∗f mc
+
f σ c
+
f σ ′cmσ ′cmσ = 0 (n = 0). (5.7b)
Of these two, the first term yields no contribution since for Eu (as for Gd) the 4f shell
has its maximum spin of S = 7/2. As a result of the Pauli principle, all electrons
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have to occupy different subbands and none of the 7 subbands of the 4f shell will be
doubly occupied. The second term disappears due to the fact that the conduction band
is unoccupied, n = nm = 0.
Using Eqs. (5.7) together with the relations for the electron spin operators,
σ+ = c+↑ c↓ = σ x + iσ y,
σ− = c+↓ c↑ = σ x − iσ y,
σ z = 12(n↑ − n↓), (5.8)
Eq. (5.6) can be written in the form
HC LI =
∑
m f
[
Um f nmn f − Jm f
(
σ+m σ
−
f + σ−m σ+f + nm↑n f ↑ + nm↓n f ↓
)]
, (5.9)
where n = n↑ + n↓. Using once more Eqs. (5.8) one arrives at
HC LI = −2
∑
m f
Jm f σm · σ f +
∑
m f
(
Um f − 12 Jm f
)
nmn f . (5.10)
Here, the last term disappears due to n = nm = 0. By defining the spin operator S of
the local moment which can be attributed to the localized bands as
S = }
∑
f
σ f , (5.11)
and by assuming the inter-band exchange Jm f between the conduction bands and the
localized bands to be independent on the band indices m and f ,
Jm f ≡ J2 , (5.12)
the inter-band interaction between the localized bands and the conduction bands (5.10)
can be written in the final form
HC LI = −
J
}
∑
m
σm · S. (5.13)
Eq. (5.13) represents the inter-band exchange interaction between the localized
bands and the conduction bands at a single, e. g. Eu, site. To get the respective Hamil-
tonian of the whole crystal, we have to sum Eq. (5.13) over all the lattice sites Riα of
the Eu atoms and end up with the Hamiltonian for the multi-band s-f interaction
Hs f = − J}
∑
iαm
σ iαm · Siα. (5.14)
Comparing the above Hamiltonian with the Hamiltonian of the single-band
s-f model (3.5) we see that Hamiltonian of the multi-band s-f interaction (5.14) fea-
tures an additional sum over the different conduction bands.
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5.2 Modifications of the original theory
Gathering the information obtained so far in this chapter, the Hamiltonian of the multi-
band s-f model for film geometries consists of three parts,
H =Hs +Hs f +H∗f
=
∑
i jαβ
∑
mm′
T mm
′
i jαβ c
+
iαmσ c jβm′σ −
J
}
∑
iαm
σ iαm · Siα +H∗f , (5.15)
where the Hamiltonian of the localized moments consists of a Heisenberg part and an
anisotropy contribution, H∗f = H f +HA, as defined in Eq. (3.42).
As a result, there are no changes necessary to the theory of the local-moment sys-
tem as presented in Sec. (3.2.2). In contrast, the theory for the electronic subsystem
from Sec. (3.2.1) has to be modified to account for the multiple conduction-band char-
acter of both the kinetic and the s-f part of the multi-band s-f Hamiltonian (5.15).
To find the solution for the electronic subsystem for the case of the multi-band
s-f model we formally introduce the operator Siαm in the multi-band s-f interaction,
Hs f = − J}
∑
iαm
σ iαm · Siαm, Siαm ≡ Siα. (5.16)
By introducing the multi-indices A, B, . . ., defined by (α,m) → A, (β,m′) → B,
. . ., the solution for the electronic subsystem of the single-band s-f model presented in
Sec. 3.2.1 can be transferred to the case of the multi-band s-f model, with the corre-
spondences α =̂ A, β =̂ B, etc.
The reason for this straightforward transference is that the commutator relations
which govern the solution presented in Sec. 3.2.1 are invariant under the index transi-
tion, e. g.
[ciασ ,Hsbs f ]− = −
J
2
(
zσ Sziαciασ + S−σiα ciα−σ
)
,
[c+iAσ ,Hmbs f ]− = −
J
2
(
zσ Sziαciαmσ + S−σiα ciαm−σ
) = − J
2
(
zσ SziAciAσ + S−σiA ciA−σ
)
.
Slight modifications compared to the case of the single-band s-f model occur in the
calculation of the spectral moments (3.30) needed for the coefficients in Eqs. (3.32)
(cf. [82]). However, the form of the coefficients will stay the same.
As a result, we get the solution of the electronic subsystem in an analogous form to
Eqs. (3.37) and (3.38). Different to the case of the single-band s-f model the respective
implicit set of matrix equations for the determination of the self-energy for the case of
the multi-band s-f model with L conduction bands in an n-layer film consists of (n×n)
matrices with (L × L) blocks as the matrix elements.
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5.3 Brief introduction to density-functional
theory
The hopping matrix elements T mm′i jαβ from the kinetic Hamiltonian (5.1) have to be cal-
culated within a first-principles band-structure calculation. In this section we want to
introduce the basic concepts of density-functional theory and give an overview over
some of the most common band-structure techniques. An overview over the field of
density-functional theory can be found e. g. in [102, 103, 104, 105, 106, 107], whereas
selected band-structure techniques are reviewed in [107, 108, 109, 110, 111, 112].
The fundamentals of density-functional theory (DFT) are due to Hohenberg and
Kohn [113] and Kohn and Sham [114] and can be described as a reduction of the
complicated many-body problem of interacting electrons to a set of effective single-
particle problems. We consider a system of N interacting electrons moving in some
fixed external potential vext, described by the Hamiltonian
H = T + U + V =
∑
i
(− }2
2m
∇2i
)+ 1
2
e2
4pi0
i 6= j∑
i j
1
|ri − r j | +
∑
i
vext(ri ). (5.17)
Here, T is the kinetic energy, U is the electron-electron Coulomb repulsion, and V is
the interaction with the external potential, which includes the electrostatic interactions
with the fixed nuclei.
Firstly, Hohenberg and Kohn [113] showed that the external potential is a unique
functional of the electron density n(r). Furthermore, the ground state φ and the energy
functionals
E[n] = 〈φ∣∣H∣∣φ〉 = F[n] + ∫ vext(r)n(r)dr, (5.18)
F[n] = 〈φ∣∣T + U ∣∣φ〉, (5.19)
are unique functionals of n(r), with E[n] assuming its minimal value E for the correct
ground state density.
By defining yet another functional, the Hartree contribution can be separated from
the functional F[n],
F[n] = e
2
8pi0
∫∫
n(r)n(r′)
|r − r′| drdr
′ + G[n]. (5.20)
Thus, the newly defined functional G[n] represents the kinetic energy plus the differ-
ence between the true interaction energy and that given by the Hartree interaction.
The theorem by Hohenberg and Kohn [113] applies equally to the case of non-
interacting electrons, given by the Hamiltonian
Hs = T + V =
∑
i
(− }2
2m
∇2i
)+∑
i
vs(ri ), (5.21)
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where vs(ri ) is the external potential of the free system. The ground state φs of this
single-particle problem is obtained by populating the lowest lying one-electron orbitals
defined by the Schro¨dinger equation
[− }2
2m
∇2 + vs(r)
]
ψ j (k, r) = E j (k)ψ j (k, r), (5.22)
with the density given by
n(r) =
occ.∑
jk
|ψ j (k, r)|2. (5.23)
Kohn and Sham [114] considered the system of non-interacting electrons (5.21)
together with the real system of interacting electrons and proceeded to determine the
external potential vs(r) such that Eq. (5.23) constitutes also the ground state density of
the real system. Within their approach, the functional G[n] is written in the form
G[n] = Ts[n] + Exc[n], (5.24)
where Ts[n] is the kinetic energy functional of the non-interacting electrons,
Ts[n] =
〈
φs
∣∣T ∣∣φs〉 = occ.∑
jk
∫
ψ∗j (k, r)(−
}2
2m
∇2)ψ j (k, r)dr, (5.25)
and Exc[n] is the so-called exchange-correlation energy functional. The latter de-
scribes the difference between the true kinetic energy and that of the non-interacting
system plus the difference between the true interaction energy and that included by
the Hartree contribution. Within the local-density approximation (LDA), the homoge-
neous electron gas serves to model the exchange-correlation energy in the form
Exc[n] =
∫
xc(n(r))n(r)dr. (5.26)
The above equation may be viewed as dividing the inhomogeneous interacting electron
gas into small boxes, each containing a homogeneous electron gas with a density n(r).
This approximation is correct in the limit of slowly varying densities.
Collecting together all the above assumptions and definitions, we can write the
energy functional E[n] in the form
E[n] = 〈φs∣∣T ∣∣φs〉+ ∫ { e28pi0
∫
n(r′)
|r − r′|dr
′ + vext(r)+ xc(n(r))
}
n(r)dr. (5.27)
Minimization with respect to the density n(r) leeds to the effective single-particle
Schro¨dinger equation
[− }2
2m
∇2 + e
2
4pi0
∫
n(r′)
|r − r′|dr
′ + vext(r)+ vxc(n(r))
]
ψ j (k, r) = E j (k)ψ j (k, r)
(5.28)
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Comparing the above equation with Eq. (5.22) we see that the electrons move in the
effective potential
vs(r) = vH(r)+ vext(r)+ vxc(n(r)), (5.29)
with the Hartree potential,
vH(r) = e
2
4pi0
∫
n(r′)
|r − r′|dr
′, (5.30)
and with the exchange-correlation potential vxc(n(r)) defined by
vxc(r) = d[nxc(n)]dn ≡ µxc[n(r)]. (5.31)
Here, µxc[n(r)] is the exchange correlation part of the chemical potential in a homo-
geneous electron gas of density n(r). Useful estimates of xc and µxc have been given
e. g. by Hedin and Lundqvist [115].
Within a self-consistent band-structure calculation one starts from a reasonable
starting potential vs(r) for which the single-particle Schro¨dinger equation (5.22) is
solved. Eq. (5.23) is then used to calculate the respective density of states n(r) from
which, using Eqs. (5.30) and (5.31), respectively, the Hartree potential vH and the
exchange-correlation potential vxc can be computed. Together with Eq. (5.29) these
give a new effective potential vs for which the whole procedure is started anew etc.
The presented density-functional formalism may be extended to a spin-density for-
malism in which the spin-up and the spin-down densities n↑(r) and n↓(r) are the
independent variables. As a result of the respective theory the exchange-correlation
potential becomes spin-dependent,
vσxc(n↑, n↓) =
d[nxc(n↑, n↓)]
dnσ
, (5.32)
with useful estimates given e. g. by von Barth and Hedin [116] and by Gunnarsson and
Lundqvist [117].
Energy-band methods
The various band-structure methods are realizations of the discussed self-consistency
cycle and differ from each other as to how the Schro¨dinger equation (5.22) is solved.
They can be divided into those which express the wave functions as linear combina-
tions of some fixed basis functions, and the classical methods, which employ matching
of partial waves.
The classical approach is based on the approximate spherical symmetry of the ef-
fective potential (5.29), which applies especially to closed packed systems. As a re-
sult, the wave functions of the Schro¨dinger equation (5.22) at energy E and inside the
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atomic polyhedron at the position R can be expressed in the form
ψ j (k, r) =
∑
lm
b jkRlmψRl(E, |r − R|)ilY ml (r̂ − R) (5.33)
with the spherical harmonics Y ml and the solutions of the radial Schro¨dinger equa-
tion ψRl . In the cellular method [118, 119] the spherical symmetry of the potential is
extended all the way to the boundaries of the atomic polyhedron. For a given Bloch
vector k, the one-electron energies E j (k) of the system are now those values for which
the coefficients of the Fourier series for the wave function ψ j (k, r) can be adjusted in
such a way that the resulting wave function is continuous and differentiable across the
boundary of the atomic polyhedron. The resulting complicated boundary conditions,
however, have rendered the method little used in practice.
In the augmented plane-wave (APW) method [120] the troublesome boundary con-
ditions of the cellular method are overcome by inscribing a so-called muffin-tin (MT)
sphere in each atomic polyhedron. Inside the sphere the potential is assumed to be
spherically symmetric and the wave functions are expanded as spherical harmonics.
In the interstitial region, outside the spheres, the potential is assumed to be flat or
slowly varying and a plane-wave expansion is used. As a result, the boundary con-
ditions are transformed into a much more practical matching of the wave functions
at the muffin-tin sphere. Other partial-waves approaches include the Korringa-Kohn-
Rostoker (KKR) method [121, 122], where the difference with respect to the APW
method is that in the interstitial region the wave functions are expanded in spherical
waves.
In the linear band-structure methods the energy dependence of the basis functions
(cf. Eq. (5.33)) from which the wave functions are constructed is neglected. Thus,
the solution of the Schro¨dinger equation (5.22) is reduced to an algebraic eigenvalue
problem. As a result, the linear methods vastly outperform the classical methods, at
the price of slight inaccuracies.
Within the linear combination of atomic orbitals (LCAO) method [123, 124] one
uses as basis functions the eigenfunctions of the bound states of the free atom. How-
ever, due to difficulties in the implementation of the LCAO method [110], it was
not until the linear muffin-tin orbital (LMTO) and the linear augmented plane-wave
(LAPW) method devised by Andersen [125] that the linear methods became widely
used. In the LMTO method, the fixed basis set consists of muffin-tin orbitals. Inside
the muffin-tin sphere the muffin-tin orbitals are constructed from partial waves and
their first energy derivatives whereas outside the spheres they are spherical waves at
fixed energy. Within the so-called atomic sphere approximation (ASA) the interstitial
region is eliminated by allowing the muffin-tin spheres to overlap. The resulting band-
structure technique is referred to as the LMTO-ASA. Further linear methods include
the KKR-ASA, which is a variation of the LMTO-ASA method, and the augmented
spherical-wave (ASW) method [126].
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In this chapter we want to apply the theory for a real ferromagnetic semiconductor
film presented in chapter 5 to EuO films. In Sec. 6.1 the calculation of the temperature
dependence of the local-moment system presented in Sec. 4.1 for a model film will be
tailored to the special situation in fcc EuO, where the next-nearest neighbor exchange
interactions have to be taken into account. The following Sec. 6.2 is devoted to the
band-structure calculations for bulk EuO and EuO films. Finally, in Sec. 6.3 we will
combine the obtained T = 0 band structures with the s-f model calculation to obtain
the temperature-dependent band structure of EuO films.
The europium chalcogenides crystallize in the NaCl crystal structure. Hence, the
europium atoms are arranged on an fcc lattice. For all film calculations presented in
this chapter, we assume the surfaces of the fcc film to be parallel to the fcc(100) crystal
plane and refer to these films as fcc(100) or EuO(100) films.
6.1 Magnetic properties
The calculation of the magnetic properties of the EuO films follows the theory pre-
sented in Sec. 3.2.2. The main difference compared to the calculations for a model
film presented in Sec. 4.1 is, however, that for EuO as well as for the other europium
chalcogenides we have to take into account the next-nearest neighbor interactions J2
in addition to the nearest neighbor interactions J1 (cf. Eq. (2.3)) [61,62,63,60,91]. For
the two ferromagnetic europium chalcogenides, we find [91]
EuO: J1/kB = 0.625 K, J2/kB = 0.125 K;
EuS : J1/kB = 0.221 K, J2/kB = −0.100 K. (6.1)
These values for J1 and J2 have been calculated by applying the renormalized spin-
wave theory [91] to low-temperature neutron scattering experiments measuring the
spin-wave dispersion, e. g. [61, 62, 63, 60].
For a fcc(100) film, we have for the case of uniform J1 and J2 within the film, in
analogy to Eqs. (4.1) and (4.2),
Jαβi j = δαβi, j+11‖ J1 + δ
α,β±1
i, j+11⊥ J1 + δ
αβ
i, j+12‖ J2 + δ
α,β±2
i j J2. (6.2)
Here, 11‖, 11⊥ and 12‖ denote the relative parallel positions of nearest neighbors
within the same layer, of nearest neighbors within the adjacent layers and of next
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Figure 6.1: Dependence of the Curie temperature TC on the single-ion anisotropy constant,
D0, calculated for bulk EuO including next-nearest neighbor interaction (J1/kB = 0.625 K,
J2/kB = 0.125 K). The dotted line represents the experimental TC [47]. Inset: Magnetization
of bulk EuO as a function of temperature, calculated for D0/kB = 0.05 K.
nearest neighbors within the same layer, respectively,
11‖ = (12 , 12), (12 , 1¯2), ( 1¯2 , 12), ( 1¯2 , 1¯2), 11⊥ = (0, 12), (0, 1¯2), (12 , 0), ( 1¯2 , 0),
12‖ = (0, 1), (0, 1¯), (1, 0), (1¯, 0) (12⊥ = (0, 0)).
To determine a reasonable single-ion anisotropy constant D0 for the case of EuO,
in Fig. 6.1 the Curie temperature of bulk EuO calculated for the J1 and J2 values from
Eq. (6.1) and for different values of D0 is shown. As can be seen from Fig. 6.1, when
increasing D0/kB from 0 to 0.1 K the Curie temperature rises from about 66.5 K to
about 70 K. It should be stressed once again that the used values for J1 and J2 stem
from low-temperature measurements of the spin-wave dispersion [91]. In this respect
the agreement between the calculated Curie temperatures and the experimental value
of TC,exp = 69.33 K [47] which is documented in Fig. (6.1) is more than satisfying.
A side effect of this good agreement is that as long as D0 > 0 we don’t really
have to be concerned with the choice of D0/kB within the range displayed in Fig. 6.1.
Thus, for the further calculations for film geometries we have chosen D0/kB = 0.05 K,
with the respective magnetization curve for bulk EuO plotted in the inset of Fig. 6.1.
However, in the following, we still want to compare the chosen anisotropy constant to
the spare experimental values.
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Figure 6.2: Layer-dependent magnetizations, 〈Szα〉, of EuO(100) films as a function of tem-
perature for J1/kB = 0.625 K, J2/kB = 0.125 K, D0/kB = 0.05 K, for various thicknesses n
of the films. For all temperatures and for all film thicknesses the 〈Szα〉 increase monotonously
from the surface layer towards the center of the films. Inset: Curie temperatures as a function
of film thickness.
Known experimental results for the anisotropy exist for both EuO [127, 128] and
EuS [129, 130]. Miyata and Argyle [128] measured the anisotropy constant for EuO
at T = 0 to be K1 = −4.36 × 105 erg/cm3 = −4.36 × 104 J/m3. The magnetic
anisotropy energy per europium atom can be calculated via EA,exp = K1a3/4, where
a denotes the lattice constant of EuO and a3/4 is the volume occupied by a single
europium atom. Inserting the lattice constant for EuO, a = 5.142 A˚ [47], we arrive
at EA,exp/kB = −0.11 K. Bearing in mind that for the single-ion anisotropy, the
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anisotropy energy at T = 0 has a value of EA = −6D0 (cf. Eq. (3.50) and Fig. 4.3),
we have from the theory presented in Sec. 3.2.2 for D0/kB = 0.05 K for the theoretical
anisotropy energy per europium atom EA,th/kB = −0.3 K, which is of the same order
of magnitude as the experimental value.
Fig. 6.2 displays the magnetization curves for EuO(100) films for thicknesses from
n = 1 to n = 20. As in the case of the sc(100) film (cf. Fig. 4.1) the magnetization of
the different layers of the films decreases monotonously from the center towards the
surfaces of the films and the Curie temperature increases with film thickness. Here,
the difference between the Curie temperature of a monolayer, n = 1, and that of the
bulk crystal is significantly higher than that for the sc(100) model films in Fig. 4.1 due
to the higher difference between the coordination number of the bulk crystal Zb and
the in-plane coordination number Z‖ for the fcc(100) as compared to the sc(100) films
(Zb,sc = 6, Z‖,sc(100) = 4, Zb,fcc = 12, Z‖,fcc(100) = 4).
Together with the higher correlation functions depicted in Fig. 4.2 as a function
of magnetization, Fig. 6.2 provides the necessary temperature information needed to
calculate the temperature-dependent band structures of europium films from the T = 0
LDA band structures of EuO films which will be calculated in the next section.
6.2 Band-structure calculations
For the band-structure calculations the TB-LMTO-ASA program from the Andersen
group in Stuttgart has been used [125, 131, 132]. In this method, the original Hamilto-
nian of the band-structure problem is transformed to a tight binding Hamiltonian con-
taining nearest neighbor interactions only. The transformation is obtained by linearly
combining the original muffin-tin orbitals to obtain the short ranged tight-binding
muffin-tin orbitals [131, 133].
In the following we will proceed with the band-structure calculations for bulk EuO.
Here the three-dimensional EuO will serve us as a testing ground for choosing a rea-
sonable approach for calculating the band structure of bulk EuO as well as of EuO
films. Sec. 6.2.2 will then be devoted to the band-structure calculations for EuO(100)
films.
6.2.1 Bulk calculations
The europium chalcogenides crystallize in the fcc rock-salt structure as depicted in
Fig. 6.3 (a). For EuO, the lattice constant is a = 5.142 A˚ = 9.717 au [46, 47]. The
electronic configurations of europium and oxygen in the state of the free atom and in
the ionic picture for EuO, respectively, are
free : [Eu] = [Xe](4 f )7(6s)2, [O] = [He](2s)2(2p)2;
EuO : [Eu] = [Xe](4 f )7, [O] = [Ne].
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(a) (b)
Figure 6.3: Crystal structure of EuO: (a) Unit cell of EuO with the large europium atoms at the
corner positions, (b) Unit cell of EuO including the empty spheres (light colored). The sizes of
the europium, oxygen and empty spheres correspond to the sizes of the respective muffin-tin
spheres used in the band-structure calculations.
In accordance with Hund’s coupling, the Eu-4f electrons couple to the maximum mag-
netic moment of S = 7/2. The difficulty in dealing with the 4f levels within an LDA
calculation lies in their strongly localized character, which is due to a strong Coulomb
interaction between the 4f electrons. As a result of the inability of the LDA to take
into account the respective interactions correctly, a normal LDA calculation for EuO
produces a metal with the 4f levels lying well within the conduction band.
To overcome this situation, we have investigated two approaches for dealing with
Γ
X
L
WK
U
Figure 6.4: First Brillouin zone and irreducible Brillouin zone (fat lines) of the fcc crystal
lattice. The high-symmetry points are indicated by their respective letters.
67
6 Calculations for EuO films
 
En
er
gy
 (e
V)
                                        
 Γ  K  W  X  Γ  L  W 
-5
0
5
10
15
20
25
Figure 6.5: Spin-dependent (spin-↑: ——, spin-↓: - - -) band structure of bulk EuO calculated
within an LSDA calculation with the 4f levels treated as core electrons. The horizontal dashed
line represents the Fermi energy.
the localized 4f moments∗. In the first, the 4f moments are treated as localized core
electrons. Fig. 6.5 shows the respective spin-dependent band structure of EuO. The
positions of the high-symmetry points are given in Fig. 6.4. In Fig. 6.6, for the same
calculation, the density of states is displayed. Here, the main contributions to the
∗For the 4f system Gd the different approaches have been reviewed by Eriksson et al. [98].
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Figure 6.6: Density of states, ρσ (E), of bulk EuO calculated within an LSDA calculation
with the 4f levels treated as core electrons. The upper graph shows the total density of states,
whereas the lower two display the partial density of states of the O-2p and the Eu-5d bands.
The dotted line represents the Fermi energy. The densities of states above the Fermi energy are
multiplied by a factor of three and correspond to the left y-axis.
density of states originate from the O-2p levels, which constitute the valence band, and
from the unoccupied Eu-5d levels. As a result of treating the 4f levels as core electrons,
we have the correct ground state of an insulator. Clearly, the conduction-band region
is dominated by the Eu-5d electrons. Thus, for the model calculations which will be
performed in Sec. 6.3 it is a reasonable approximation to restrict the single-particle
input obtained within the band-structure calculations to the Eu-5d bands.
As a result of treating the 4f electrons of europium as core electrons, in Figs. 6.5
and 6.6 the 4f levels are missing. From photoemission experiments, however, it is
known, that far from being out of the picture, the 4f levels lie right between the O-2p
bands and the Eu-5d bands [56, 58, 57]. To obtain the right position of the localized
4f bands, an LDA+U calculation [134, 135] has to be performed. In this approach,
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Figure 6.7: Spin-dependent (spin-↑: ——, spin-↓: - - -) band structure of bulk EuO calculated
within an LSDA+U calculation with U = 8 eV and J = 0.88 eV. The horizontal dashed line
represents the Fermi energy.
a mean-field approximation for the Coulomb and the exchange interaction between
the 4f electrons is added to the LDA energy functional. The size of the respective
interactions is given by two parameters, U and J .
Fig. 6.7 shows the LSDA+U band structure of bulk EuO calculated for the two
parameters U = 8 eV and J = 0.88 eV. Here, the parameter for the Coulomb interac-
tion, U , has been adjusted in such a way, that the spin-↑ 4f levels lie in the band gap
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Figure 6.8: Partial Eu-5d density of states of bulk EuO calculated within different approaches,
LDA: LSDA calculation of the 4f electrons as core electrons, LDA+U: LSDA+U calculation
with U = 8 eV and J = 0.88 eV, LDAnes: same as LDA but without empty spheres (see text,
Fig. 6.3). The spectra have been shifted for each method, such that lower band edges of the
spin-↑ densities of states lie at E = 0 eV.
between the O-2p and the Eu-5d levels. Again, apart from the strong contribution of
the Eu-4f spin-↑ levels, the main contribution to the density of states stems from the
O-2p and the Eu-5d bands with the latter dominating the conduction band.
Whereas the spin-resolved LDA+U calculation is able to reproduce the right posi-
tion of the respective bands for EuO, the introduction of adjustable parameters U and
J somehow corrupts the idea of a first-principles calculation. Furthermore, as can be
seen in Fig. 6.8, the partial densities of states of the Eu-5d bands, which are the rele-
vant bands for our model calculations, differ only slightly from those obtained with a
“simple” LDA calculation, with the 4f electrons treated as core electrons. All the main
features of the partial density of states remain the same, so that the much simpler LDA
calculation has to be preferred.
Also in Fig. 6.8, the partial density of states of the Eu-5d bands obtained within
an LDA calculation without empty spheres is shown. The empty spheres have to be
added to systems which are not closed packed to reduce the error which results from
approximating the potential in the region between the muffin-tin spheres of the atoms
by a constant. Both the LDA and the LDA+U calculations presented so far have been
performed with empty spheres, the positions of which are depicted in Fig. 6.3 (b). As
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LDA LDA+U LDAnes
4 f ↑ bandwidth — 0.96 —
2p↑(↓) bandwidth 2.14 (2.09) 2.12 (2.47) 2.04 (1.98)
4 f ↑–2p↑(↓) separation — 1.61 (1.06) —
5d↑(↓) bandwidth 9.67 (10.35) 9.39 (10.02) 9.69 (10.42)
5d–2p↑(↓) gap 3.02 (2.90) 3.11 (2.56) 3.21 (3.09)
5d↑–4 f ↑ gap — 0.54 —
Table 6.1: Band-structure data (in eV) for EuO.
can be seen in Fig. 6.8, the partial densities of states of the Eu-5d bands calculated
within the LDA without empty spheres correspond well to the respective partial den-
sities calculated within the two other methods concerning the average distribution of
spectral weight and the peak positions. Differences still occur as shows e. g. the strong
peak around 9 eV in the spin-↑ DOS calculated within LSDA without empty spheres.
However, since in this thesis we are mainly interested in the temperature-dependent
modification in the spectra, these differences are acceptable.
The neglect of the empty spheres within the LDA calculation is not necessary for
the case of bulk EuO. However, as will be seen in the next section, the band-structure
calculations for film geometries require the definition of a supercell where the number
of atoms in the supercell is proportional to the number of layers of the film. The re-
sulting complexity of the band-structure calculations thus makes the LDA calculation
without empty spheres the method of choice for film geometries.
Table 6.1 summarizes the relevant band-structure data of the different LSDA cal-
culations. Here, the values from Table 6.1 agree reasonably well with the results of
other LDA calculations [136,137,138] and with experimental data obtained with pho-
toemission spectroscopy [55, 56].
6.2.2 Calculations for EuO films
For the band-structure calculations for EuO one has to employ a supercell geome-
try as depicted in Fig. 6.9. As a result of the supercell geometry, the system has a
super-layered structure with the super-layers consisting of n consecutive EuO(100)
layers followed by m layers of empty spheres. Here, the spacing between all layers is
equidistant. As a result, we have a system of periodically stacked EuO n-layer films,
which are isolated from each other by m layers of empty spheres.
The number m of empty layers has to be chosen large enough to have truly isolated
EuO films. On the other hand, it is desirable to restrict the number of empty layers to
cut down on the numerical effort. In Fig. 6.11, the partial density of states of the Eu-5d
conduction bands of EuO(100) monolayers (n = 1) is displayed for different numbers
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Figure 6.9: Supercell geometry for the EuO(100) film calculations, with the europium atoms
(big), the oxygen atoms (small) and the empty spheres (circles). The vertical lines indicate the
surfaces of the EuO film with the x-direction assumed to be perpendicular to them.
of spacer layers m and compared to the bulk case. As can be seen, the density of states
of the EuO monolayer converges quite quickly as a function of the number of spacer
layers m. For the following calculations we have chosen m = 5 which, according to
Fig. 6.11, seems to be a reasonable approximation for the case of ideally isolated EuO
films (m →∞).
Due to the effective decoupling of the EuO films in the x-direction, the band struc-
tures of the films show no dispersion in the kx direction. As a result, the first Brillouin
of the system is that of the fcc(100) surface sketched in Fig. 6.10.
In Fig. 6.12 the band structures of EuO films consisting of one, two, and five
EuO(100) layers are displayed within the two-dimensional Brillouin zone of the
fcc(100) surface. As can be seen, the number of bands increases with the number of
-
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Figure 6.10: First Brillouin zone and irreducible Brillouin zone (fat lines) of the fcc(100)
surface including the high-symmetry points. For simplicity, here and in the following, we have
omitted the bars in the two-dimensional high-symmetry points, 0 ≡ S0, X ≡ SX, and M ≡ SM.
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Figure 6.11: Partial densities of state for the Eu-5d bands of a EuO(100)monolayer calculated
for different numbers m of spacer layers of empty spheres and for bulk EuO.
layers n of the film. This is due to the corresponding increase in nonequivalent lattice
sites within the supercell. The plots on the left hand side of Fig. 6.12 show the com-
plete band structures including the unphysical high-energetic bands originating from
the orbitals of the empty spheres of the spacer layers. For the model calculations fol-
lowing in next section we are interested in the Eu-5d bands only. The band structures
on the right hand side of Fig. 6.12 are reduced to the Eu-5d bands by cutting away the
other parts (O-2p, Eu-6s, and bands of the empty spheres) of the tight-binding Hamil-
tonian. Thus, the respective band structures for the spin-↑ electron constitute the input
for the model calculations.
Fig. 6.13 shows the partial densities of states of the 5d bands of the center layer
Eu atoms for films of various thicknesses n and for bulk EuO. The respective curves
converge as a function of film thickness. Comparing the partial Eu-5d density of states
of the center layer (α = 10) of a 20-layer EuO(100) film with that of bulk EuO, we see
that apart from an unimportant constant energy shift the main features of the densities
of states match. Consequently, the center layer of the 20-layer film can be regarded as
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Figure 6.12: Band structures of n-layer EuO(100) films (spin-↑: ——, spin-↓: - - -). Left:
total band structures, Right: band structures containing only the Eu-5d bands.
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Figure 6.13: Partial densities of state for the Eu-5d bands of the center layers (layer index α)
for EuO films of various thicknesses n and for bulk EuO.
a bulk-like environment.
The still existing slight discrepancy between the two spectra can be accounted for
by two reasons. Firstly, due to the supercell geometry employed in the band-structure
calculations for the EuO films, the cubic symmetry which is present in bulk EuO is
broken. As a result, the splitting of the Eu-5d bands into t2g and eg orbitals is not valid
anymore. Secondly, the center of a 20-layer EuO(100) film is only an approximation
for the situation in bulk EuO. With respect to these two limiting factors, the slight
discrepancy between the partial Eu-5d densities of states of the center layer of the
20-layer film and of bulk EuO is acceptable.
To round up the picture for the EuO(100) films, in Fig. 6.14 the partial Eu-5d
densities of states of a 20-layer film are displayed for the two surface layers, α = 1, 2,
and for the two center layers, α = 9, 10. The shown curves indicate that the local
density of states in the center of the film is constant, but different from the local density
of states in the vicinity of the surface of the film. Most notably, the centers of gravity of
the local densities of state for the surface layer are at a lower energy and the densities
of states are more narrowly distributed compared to the densities of state of the center
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Figure 6.14: Partial densities of state of the Eu-5d bands for different layers α of a 20-layer
EuO(100) film.
layers. The lower band edge of the Eu-5d bands of the surface layer compared to those
of the center layer, which represent a bulk-like situation, indicates the existence of
surface states. These surface states will we discussed in detail in Sec. 6.3.3.
6.3 Temperature-dependent band structures
In this section the LSDA band structures of bulk EuO and of the EuO(100) films
shall be combined with an s-f model calculation to obtain the respective temperature-
dependent band structures. To do this, we need the hopping integrals from Eq. (5.1).
How the respective hopping integrals can be obtained from the k-dependent Hamilton
operator and the overlap matrix of the TB-LMTO method is expounded in App. A.
Due to the fact that within our model calculation for T = 0 the spin-↑ spectrum is
rigidly shifted towards lower energies by the amount of 12 J S (cf. e. g. Eq. (2.31)),
the obtained k-dependent hopping matrices for the spin-↑ electron will serve us as
the input for the kinetic Hamiltonian (5.1). Since the solution for T = 0 is exact,
the problem of double counting of relevant interactions, which usually occurs when
combining first-principles and model calculations, is elegantly avoided.
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bulk EuO(100) films (number of layers)〈Sz〉/S EuO 1 2 5 10 20
1 0 0 0 0 0 0
0.75 45.48 10.52 21.56 37.41 43.23 45.14
0.5 59.76 13.95 28.51 47.51 55.59 58.92
0.25 66.71 15.56 31.82 52.02 61.02 65.04
0 (TC) 68.84 16.06 32.83 53.36 62.70 66.73
Table 6.2: Temperatures at which the magnetization of bulk EuO and of the center layers of
EuO(100) films has assumed the values in the left column as obtained in Sec. 6.1 (cf. Figs. 6.1
and 6.2).
The temperature comes into play via the layer- and temperature-dependent f-spin
correlation functions of Eqs. (3.32), which for the case of bulk EuO and EuO(100)
films are given by Figs. 6.1 and 6.2 and by the dependence of the higher correlation
functions on the magnetization displayed in Fig. 4.2. For the following calculations,
the magnetization of bulk EuO and of the center layers of EuO(100) films, respectively,
has been chosen as the temperature parameter. In Table 6.2 the different values of the
magnetization 〈Sz〉/S are related to the respective temperatures for bulk EuO and for
EuO(100) films (cf. Figs. 6.1 and 6.2).
As for the LDA calculations, we will start our evaluation with the case of bulk EuO,
firstly, because for bulk EuO there exists earlier work on the temperature-dependent
band structure [138,139]. Secondly, we need to get a reasonable estimate for the value
of the d-f interaction in EuO, which then can be used to calculate the temperature-
dependent band structures of EuO(100) films in Sec. 6.3.2.
6.3.1 Calculations for bulk EuO
Fig. 6.15 displays the partial Eu-5d densities of states of bulk EuO calculated within
LSDA. It has been shown by several authors [140, 141, 142], that the standard LSDA
band-structure calculations are quite compatible with the simple Stoner or mean-field
picture, in which the exchange splitting is only slightly energy dependent. Therefore,
in Fig. 6.15 we have marked prominent peaks in the LSDA spin-↑ and spin-↓ spectra.
For the marked peaks the splitting varies in the quite big range from 0.57 eV to 1.37 eV.
Obviously, these data somehow contradict the simple Stoner picture established in
[140, 141, 142] but rather imply an energy-dependent exchange splitting of the LSDA
spectra. However, the inclusion of a such an energy-dependent splitting of the spectra
is not possible within the theory presented in chapter 3 and we have to take an averaged
exchange interaction for the calculation of the temperature-dependent band structures.
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Figure 6.15: Partial Eu-5d densities of states of bulk EuO calculated within LSDA and with
the s-f model calculation with J = 0.25 eV, the latter corrected by an energy shift of 12 J S. The
differences between the prominent peaks in the LSDA-spectra are (in eV): 1↓ − 1↑ = 0.57,
2↓ − 2↑ = 0.7, 3↓ − 3↑ = 0.86, 4↓ − 4↑ = 1.37.
Averaging the splitting of the spectra for the different marked peaks, one arrives at an
average splitting of the spectra for the two spin directions of 0.875 eV. In the mean-
field approximation of the s-f model† the spin-splitting is equivalent to J S. With
S = 7/2 one gets for the d-f exchange splitting J = 0.25 eV. This value will be used
for all the further bulk and film s-f model calculations.
Also in Fig. 6.15, the spin-↑ and spin-↓ densities of states obtained within an
s-f model calculations are displayed for J = 0.25 eV (dotted lines). The spin-↑ density
of states agrees with that obtained within the LSDA calculation except for a slight
smoothing of the features, which arises in the model calculation due to the numerical
necessity of broadening the excitation energies by a small imaginary contribution. For
the spin-↓ spectra it can be seen that the averaged value of J = 0.25 eV chosen for
the model calculation results in a varying agreement between the model and the LSDA
spectra depending on the energy position.
Fig. 6.16 shows the temperature-dependent spectral density of bulk EuO obtained
within an s-f model calculation with J = 0.25 eV. For T = 0 (〈Sz〉/S = 1), the
spin-↑ spectral density agrees, except for a constant energy shift, with that obtained
by the LSDA calculation. However, still for T = 0 but for the spin-↓ spectrum a
†In the case of EuO the s-f model is actually a d-f model describing the intra-atomic interaction
between the localized Eu-4f levels and the Eu-5d conduction bands. In the following, s-f and
d-f will be used as synonyms.
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Figure 6.16: Spin-dependent spectral densities of the Eu-5d bands of bulk EuO for
J = 0.25 eV and for different magnetizations 〈Sz〉/S (cf. Table 6.2).
broadening of the bands can be observed, most notably around the 0-point, which
indicates a finite lifetime of the respective quasiparticles due to correlation effects.
In this respect already the T = 0 spin-↓ solution goes beyond LSDA by taking into
account correlation more realistically.
For intermediate temperatures (〈Sz〉/S = 0.5) a broadening of the bands sets in
also for the spin-↑ spectra since the spin-↑ electron can now exchange its spin with
the deviated local-moment system. For the spin-↓ spectral density, the correlation ef-
fects, already present at T = 0, increase, as can be seen by the further broadening
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Figure 6.17: Temperature-dependent densities of states of the Eu-5d bands of bulk EuO. For
T = 0 (〈Sz〉/S = 1) the spectra for the two spin directions are furthest away from each other
and approach each other when increasing the temperature. For T = TC (〈Sz〉/S = 0) the
densities of states for both spin directions are the same (fat lines).
of the bands. At the same time, the spin-↑ and the spin-↓ spectra are shifted to-
wards higher and lower energies, respectively, reducing the effective splitting between
the two spectra. This effect continues with increasing temperature, until finally, for
T = TC (〈Sz〉/S = 0), the spectra for both spin directions are equal. Clearly, the
temperature-dependent effects displayed in Fig. 6.16 do not comply with the simple
Stoner-picture which would imply a constant energy shift of the spectra. The reason
for this more complicated behavior as a function of temperature is again that in the
theory, the correlation is treated in a way which goes beyond mean-field.
The mentioned shift of the spin-↑ spectrum towards lower energies when going
from T = TC down to T = 0 represents the red shift of the optical absorption edge
in EuO [1, 2]. Fig. 6.17 displays the densities of states obtained for different magne-
tizations of the 4f moments. It can be seen that the red shift of the optical absorp-
tion edge is due to the 4f-5dt2g transition. From Fig. 6.17 one obtains a red shift of
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Figure 6.18: Spin-dependent spectral densities of the Eu-5d bands of an EuO(100)monolayer
(n = 1) for J = 0.25 eV and for different magnetizations 〈Sz〉/S (cf. Table 6.2).
rs = 0.35 eV. This value agrees reasonably with the experimental value for the red
shift of 0.27 eV [47]. Here, the agreement can be further improved when choosing
the splitting of the lower edges of the LSDA Eu-5d bands in Fig. 6.15 to calculate the
d-f exchange interaction for the model calculation.
There have been previous calculations by Nolting et al. concerning the temperature-
dependent band structure of bulk EuO [138, 139]. In these works, the band structure
of the Eu-5d bands has been split into five s-like bands with the lowest eigenstates
belonging to the lowest band etc. The splitting into s-bands produces five consecutive
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Figure 6.19: Temperature-dependent densities of states of the Eu-5d bands of an EuO(100)
monolayer for different values of magnetization 〈Sz〉/S of the local moment system (cf. Ta-
ble 6.2).
bands of an average bandwidth of about W = 3 eV [138, 139].
Contrary to these works, for the calculation of Figs. 6.16 and 6.17 the full band
structure of the Eu-5d bands has been taken into account, thereby respecting the sym-
metry of the different Eu-5d orbitals. As a result, the Eu-5d bands of bulk EuO split
into the t2g and the eg subbands with a bandwidth of about 10 eV and 6 eV, respec-
tively. For the model calculations, the decisive entity for the magnitude of the correla-
tion effects is the s-f interaction over bandwidth, J/W . In this respect, in the previous
works [138, 139] the calculated correlation effects should be slightly overestimated,
considering the more “natural” band decomposition employed in this thesis.
6.3.2 Calculations for EuO(100) films
Figs. 6.18–6.21 show the spectral densities and the partial densities of states of the
Eu-5d bands for a EuO(100) monolayer (n = 1) and a double layer (n = 2) at vary-
ing magnetizations 〈Sz〉/S of the local moment system. All calculations have been
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Figure 6.20: Spin-dependent spectral densities of the Eu-5d bands of an EuO(100) double
layer (n = 2) for J = 0.25 eV and for different magnetizations 〈Sz〉/S (cf. Table 6.2).
performed with an d-f exchange interaction of J = 0.25 eV.
In Fig. 6.18 the influence of correlation effects on the spin-↓ spectral density can
be seen. Thus, around the M-point, the band around 4 eV clearly splits into two parts.
Here, in analogy to the discussion in Sec. 4.2, the low-energetic branch is due to scat-
tering processes and the high-energetic band can be attributed to the existence of a
polaron-like quasiparticle. This exchange-induced splitting, which can also be ob-
served in other parts of the spin-↓ spectral density, clearly cannot be accounted for in
an LSDA calculation.
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Figure 6.21: Temperature-dependent densities of states of the Eu-5d bands of an EuO(100)
double layer for different values of magnetization 〈Sz〉/S of the local moment system (cf. Ta-
ble 6.2).
For intermediate magnetizations, 〈Sz〉/S = 0.5, as in the case of bulk EuO, the
spin-↑ bands start to broaden, indicating spin-flip processes between the spin-↑ elec-
tron and the local-moment system. This broadening of the bands is also existent for
the spin-↓ electron. Whereas the broadening of the bands starts on the lower ener-
getic bands for the spin-↓ electron, for the spin-↑ electron first the higher energetic
bands become broader when increasing the temperature form T = 0. The reason for
this different behavior is that for a given spin-↑ polaron band the scattering, which is
responsible for the broadening, occurs at higher energies, while for the spin-↓ elec-
tron, the scattering band is located at lower energies with respect to the polaron band
(cf. Fig. 4.7 and Sec. 4.2). Finally, in the limiting case of 〈Sz〉 → 0 (T → TC) the lack
of any magnetization results in the same spectral density for both spin directions of the
electron.
As in the spectral densities, in the density of states displayed in Fig. 6.19 for a
EuO(100) monolayer, the increase of temperature from T = 0 to T = TC leads to
convergence of the densities of states for the two spin directions. It can clearly be seen,
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Figure 6.22: Local densities of states of the Eu-5d bands of the first, second and center layer
of (a) a 5-layer and (b) a 10-layer EuO(100) film for different values of the center layer mag-
netization 〈Sz〉/S (cf. Table 6.2).
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Figure 6.23: Same as Fig. 6.22 for a 20-layer EuO(100) film.
that the temperature dependence of the spectra goes beyond the Stoner picture, where
the bands move rigidly towards each other when the temperature is increased. Thus,
the temperature dependence shown in Fig. 6.19 is a result of taking the correlation
effects into account.
Fig. 6.20 shows the spectral density of a EuO double layer with J = 0.25 eV
calculated for three different magnetizations, 〈Sz〉/S = 1, 0.5, 0, of the local-moment
system. The same which has been said about the temperature-dependent tendencies of
the spectra of the EuO(100) monolayer applies to the spectra of Fig. 6.20. However,
due to the higher number of bands which originates from the interaction between the
two EuO(100) layers, the temperature-dependent evolution of the bands becomes less
clear for the EuO(100) double layer. Thus, the densities of states of the double layer
displayed in Fig. 6.21 draw a clearer picture of the temperature-dependent behavior of
the Eu-5d states.
Figs. 6.22 and 6.23 show the temperature-dependent local densities of states of a
5-layer, a 10-layer, and a 20-layer EuO(100) film. Different from the cases of the
monolayer and the double layer, for these films the densities of states depend on the
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Figure 6.24: Local spectral densities Sααkσ of the surface (α = 1) and the center layer (α = 10)
of a 20-layer EuO(100) film for T = 0 and J = 0.25 eV.
layer index α. Furthermore, the magnetization of the local-moment system is a layer-
dependent entity. Here, the temperature parameter 〈Sz〉/S refers to the magnetization
of the center layer of the film, with the respective temperatures given in Table 6.2.
With increasing film thickness n, the densities of state of the center layer approach
the densities of state of bulk EuO as in Fig. 6.17. As a result, the centers of gravity of
the bands of the surface layers on the one hand and of the center layers on the other
hand move away from each other, with the latter positioning at higher energies. This
tendency leads to the existence of EuO(100) surface states, which will be discussed in
the following section.
6.3.3 EuO(100) surface states
In Fig. 6.23 the lower band edges of the local densities of states of the surface layer
(α = 1) lies at lower energies than the respective local densities of state of the center
layers, indicating the existence of a surface state at the lower edge of the Eu-5d bands.
In Fig. 6.24 the T = 0 local spectral density of the surface (α = 1) and the center
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Figure 6.25: Local spectral densities Sααkσ of the surface (α = 1) and the center layer (α = 10)
of a 20-layer EuO(100) film at the 0-point and the M-point for J = 0.25 eV and for different
magnetizations 〈Sz〉/S of the center layer (cf. Table 6.2).
(α = 10) layer of a 20-layer EuO(100) film can be seen for both spin directions. A
surface state is a state which exists in the so-called forbidden region where no bulk
states occur. For the bulk spectral density we take that of the center layer (α = 10)
of the 20-layer film (see Fig. 6.24). Apart from the still existing difference between
the bulk spectral properties and those of the center of a 20-layer film, the respective
local density of states corresponds to the bulk density of states projected onto the
fcc(100) surface. The forbidden regions lie below and above the bulk bands but also
includes “white regions” right in the middle of the bulk bands. In this respect, in
Fig. 6.24, clearly the lowest bands of the spin-↑ and of the spin-↓ spectral densities
of the surface layer (α = 1) around the 0-point and the M-point constitute surface
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states. These surface states originate in the case of the spin-↑ electron from the LSDA
calculation. With the s-f model calculation one can now investigate the temperature
dependence of the surface state.
Fig. 6.25 shows the spectral density of the surface layer of a 20-layer film at k = 0
and k = M for different values of the magnetization of the center layer. For com-
parison, the respective spectral densities of the center layer of the 20-layer films are
plotted. The plotted spectral densities clearly indicate a surface state, which for T = 0
(〈Sz〉/S = 1) lies at the 0-point about 0.8 eV and at the M-point about 0.45 eV be-
low the lower conduction-band edge of the “bulk” bands of the central layers. These
splittings between the surface states and the lower edges of the bulk band are almost
independent on the temperature. With increasing temperature both the surface states
and the lower band edges of the bulk bands for the two spin directions converge Stoner-
like.
As a result, the surface state does not change the red shift of system. However,
the lower band edge of LDOS at the surface is lowered by about 0.8 eV compared
to the bulk-like LDOS in the center of the film. Thus, for the 20-layer EuO(100)
film, the band gap between the occupied 4f ↑ bands and the unoccupied 5dt2g bands
will be reduced by the same 0.8 eV. When decreasing the temperature to T = 0 the
red shift will reduce the band gap further: by 0.35 eV according to our calculations
and by 0.27 eV according to the experimental results [47]. The overall reduction of the
4f-5dt2g gap will amount to 1.15 eV and 1.07 eV, respectively. These values are exactly
in the range of the experimental band gap of the 4f-5dt2g transition of bulk EuO at 300 K
of 1.12 eV [47]. These results indicate a possible surface insulator-metal transition in
EuO(100) films as a function of decreasing temperature, T → 0. Due to the exchange
splitting of the conduction bands into the lower-energetic spin-↑ band and the higher-
energetic spin-↓ band the respective phase for T → 0 would be a half-metal. As a
result, the resistivity of the EuO(100) films should be highly dependent on an applied
magnetic field which would further increase the splitting of the states for the two spin
directions and would result in the existence of a colossal magnetoresistance (CMR)
effect.
There have been experimental works on the resistivity, the Hall effect and the
insulator-metal transition in EuO by Shapira et al. [143, 144]. In these works it was
found that Eu rich EuO samples both show a an insulator transition for temperatures of
about 50 K, which lie significantly below the Curie temperature, and exhibit a colossal
magnetoresistance effect. In these samples these effects are due to the impurity levels
of the additional Eu2+ ions, which lie slightly below the lower conduction-band edge
for T ≈ TC.
Different from the results by Shapira et al. [143, 144] the results presented in this
section predict both the insulator-metal transition and the CMR effect for the surfaces
of stoichiometric EuO(100) films. Conductivity and Hall effect measurements on EuO
films therefore would be highly interesting.
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This dissertation has been concerned with the theoretical description of the temperature-
dependent electronic structure and the magnetic properties of 4f systems with film ge-
ometry. In the first part, a theory based on the s-f model has been presented and applied
to a local-moment model film. Within this approach the temperature-dependent elec-
tronic structures of films of varying thicknesses have been obtained. In the second part
of the thesis, the theory for the model films was extended to real systems. Finally, the
temperature-dependent electronic structures of EuO(100) films have been presented.
The theory describes the local-moment films within the framework of the s-f model,
which features a ferromagnetic intra-atomic exchange interaction between the localized
magnetic moments of the 4f shell and a single non-degenerated conduction band. A
theoretical approach has been presented for the special situation of single electron in
an otherwise empty conduction band which corresponds to the situation in a magnetic
semiconductor. Due to the empty conduction band, the Hamiltonian of the system
can be separated into a magnetic and an electronic part. The magnetic subsystem of
localized magnetic moments can be described within the Heisenberg model. For the
electronic subsystem the temperature dependence is mediated by certain f-spin correla-
tion functions which are obtained within the calculations for the local-moment system.
The approach for the electronic subsystem makes use of a moment-conserving decou-
pling approximation (MCDA) for suitably defined Green functions. The fact that the
theory for finite temperatures presented in chapter 3 evolves continuously from the
exactly solvable case of ferromagnetic saturation [94] gives it substance.
In chapter 4 the theory has been evaluated for sc(100) films. The exchange coupling
of the conduction band to the local-moment system gives rise to a correlation induced
splitting of the quasiparticle spectra. A polaron part may be interpreted as a repeated
emission and reabsorption of magnons by the conduction electron resulting in a new
quasiparticle, the magnetic polaron. A rather broad scattering peak is due to a simple
magnon absorption or emission by the conduction electron. This pronounced splitting
depends on the actual value of the exchange interaction over bandwidth, J/W . For
small values, only a renormalization of the one-electron energy occurs, resulting in
a deformation of the free dispersion. For higher values, J/W ' 0.2, the mentioned
splitting of the spectra into polaron part and scattering part sets in.
In systems with film geometry one gets a superposition of the correlation effects
with the sheer geometrical dependence of the spectra on film thickness and layer in-
dex. A modified hopping in the vicinity of the surfaces of the film can lead to the
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occurrence of surface states. The temperature dependence of these surface states has
been investigated. Here, the results are in agreement with experimental works on a
Gd(0001) surface state [38, 39].
The second part of the thesis is devoted to the temperature-dependent electronic
structure and the magnetic properties of “real” EuO(100) films and bulk EuO. The step
from the model calculations to the calculations for a real system is done by substitut-
ing the tight-binding band structure taken for the model films by a real band structure
obtained within an LSDA calculation. For the in general multiple and degenerated con-
duction bands of a real system, the original s-f interaction describing the intra-atomic
exchange between a localized moment and a single non-degenerated conduction band
has to be replaced by a multi-band s-f interaction. In Sec. 5.1 the respective Hamilto-
nian has been derived from the general expression for the Coulomb interaction.
The numerical calculations for the EuO systems start with the calculation of the
magnetic properties. Here, a Heisenberg model with an additional single-ion aniso-
tropy contribution is employed. Taking the experimental value for the Heisenberg
exchange interaction up to second nearest neighbors, the experimental values for the
Curie temperature of bulk EuO is reproduced with a satisfying accuracy and the thick-
ness-dependent Curie temperatures of EuO(100) films have been calculated. The band
structure of bulk EuO and EuO(100) films have been calculated using the TB-LMTO-
ASA method. Here, the film geometries are realized by introducing a supercell geo-
metry, where consecutive EuO(100) films are isolated from each other by a stack of
spacer layers. The obtained spin-dependent band structures of bulk EuO compare well
to the results of other band-structure calculations for EuO. For the EuO(100) films
one gets a convergence of the local densities of states of the center layer(s) of the film
towards the bulk densities of states with increasing film thickness n.
For the calculation of the temperature dependent band structures of the EuO sys-
tems, the spin-↑ Eu-5d bands have been taken as input for the hopping matrices. The
reason for taking the spin-↑ bands is that within the model calculation, the solution
for the spin-↑ electron for the ferromagnetic saturation (T = 0) is only rigidly shifted
compared to the free dispersion. As a result, due to the fact that the solution for the
case of ferromagnetic saturation is exact, the problem of double counting of relevant
interactions does not occur. The presented approach for including the band structure
of the Eu-5d bands in the model calculation employs a decomposition into subbands,
which takes into account the symmetry of the respective 5d orbitals.
Already for the case of the ferromagnetic saturation of the local-moment system,
the spin-↓ spectra of the EuO systems obtained within the model calculation exhibit
strong deviations from the one-particle results obtained within the LSDA calculations,
which can be attributed to correlation effects. These correlation effects for the spin-↓
electron spectra increase, when the temperature is switched on. The spin-↑ spectra,
which for the case of T = 0 correspond to the spin-↑ LSDA spectra, develop these
correlation effects with increasing temperature T > 0. The loss of magnetization of the
local-moment system with increasing temperature for T → TC leeds to a convergence
of the spectra for both spin directions.
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For the d-f interaction a value of J = 0.25 eV has been deduced from the spin-
dependent splitting of the LSDA spectra. Within the model calculation this s-f inter-
action leeds to a red shift of the optical absorption edge of the 4f-5dt3g transition in
bulk EuO of about 0.35 eV when decreasing the temperature from T = TC to T = 0.
This value compares well to the experimental value for the red shift in EuO of about
0.27 eV [47].
For the EuO(100) films the correlation effects, already existing for the case of bulk
EuO, are superimposed with the geometrical dependence of the spectral properties
on the film thickness and with the local variation of the spectral properties within
the films. Most interestingly, for a 20-layer film, the LSDA calculations result in the
existence of a surface state, which lies about 0.8 eV below the bulk conduction band.
The respective shift of the lower conduction-band edge towards lower energies due to
the EuO(100) surface state is comparable to the experimental 4f-5dt2g gap at T = 0 of
0.85 eV. This implies, that a surface insulator-half-metal transition appears possible
for thick EuO(100) films. Here, the limitations of the LSDA calculations presented in
this thesis are, that no relaxation of the interlayer distance in the vicinity of the surfaces
of the films has been taken into account.
The most interesting and immanent extension of the present thesis is the extension
of the theory presented in chapters 3 and 5 to a non-zero occupation of the conduction
bands. For the three-dimensional case and for a single non-degenerated model band
this theory has been given by Nolting et al. [81]. In this theory the exchange interac-
tions between the local magnetic moments are given by an indirect exchange via the
conduction band. As a result, the magnetization and the higher correlation functions
of the local-moment system have to be calculated self-consistently as opposed to the
case of n = 0 discussed in this thesis. The theory for n 6= 0 has been applied to bulk
Gd [145], however, with a band decomposition of the Eu-5d bands into simple non-
interacting s bands by assigning the lowest-energetic eigenstates to the lowest band etc.
(cf. Sec. 6.3.1). The flaw of these calculations is that the self-consistent calculations
yield no ferromagnetism for the local-moment system. Therefore, for the calculations
the magnetization of the local-moment system had to be kept at a fixed value [145].
A reason for this result is that the employed band decomposition yields a set of con-
secutive bands whose band occupancy is not related to the real band occupancy of the
Gd-5d bands. Here, the band decomposition proposed in this thesis promises to result
in a realistic band occupancy of the subbands which would give the chance of getting
the ferromagnetic Gd within a completely self-consistent calculation.
Concerning the aspect of reduced dimensionality discussed in this thesis, the de-
pendence of the magnetic and electronic properties of Gd films are of high experimen-
tal and theoretical interest. Respective investigations would shed light on some extra-
ordinary physical properties of the lanthanides [19], in particular the enhanced Curie
temperature of the Gd(0001) surface [26,27,28,30] and its relation to the temperature-
dependent behavior of the Gd(0001) surface state [34, 35, 36, 33, 37, 95, 96, 38, 39, 40,
41, 42].
The theory for the s-f model with finite band occupation holds a couple of fur-
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ther interesting applications. These include the calculation of the electronic, magnetic
and conductive properties of Eu rich EuO systems. These systems exhibit interesting
physical properties like the temperature-dependent insulator-metal transition which is
accompanied by a colossal magnetoresistance (CMR) phenomenon. In the same direc-
tion aims the calculation of magnetic and conductive properties of the perovskite man-
ganites, La1−xSrxMnO3 and La1−xCaxMnO3. These materials have become popular
due to the observation of colossal magnetoresistance phenomena [8, 9]. Furthermore,
they exhibit a complicated phase diagram as a function of doping x and temperature
including regions with ferromagnetic phases, but also regions with charge ordering and
antiferromagnetic correlation [11].
The model of reference for the manganites is the double-exchange (DEX) or the
ferromagnetic Kondo-lattice model (FKLM) [10, 12, 11] which both are other names
for the s-f model discussed in this thesis. The perovskite manganites La1−xAxMnO3
(A = Sr, Ca) have (4− x) 3d electrons per atom in the (t2g)3(eg)(1−x) configura-
tion [12]. The three t2g electrons couple to a maximum spin of S = 3/2 and re-
present a localized magnetic moment which is exchange coupled to the eg electrons.
The accepted approach for the FKLM is the dynamical mean-field theory (DMFT),
first introduced by Metzner and Vollhardt [146], which assumes the self-energy of the
system to be a local entity. This is an exact statement in the limit of infinite dimen-
sions d → ∞ or, equivalently, infinite coordination number Z . The application of
the DMFT to the FKLM [147, 148, 12, 149] assumes the spin of the t2g electrons to
be classical, S → ∞. Here, the theoretical approach for the s-f model for finite band
occupation [81] to the perovskite manganites holds the prospect of investigating the
influence of a quantized t2g spin on the physics of these materials.
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calculation
Within the TB-LMTO method it is possible, to directly extract the k-resolved Hamilton
operator Hˆll ′k and overlap matrix S
ll ′
k . In the three-dimensional case the indices l and l ′
correspond to the band indices m and m′, respectively, whereas in the of film structures,
they are multi-indices including the layer indices, l = (α,m), l ′ = (β,m′). The
Schro¨dinger equation for the band structure problem reads,∑
l ′
(
Hˆll
′
k − EakSll
′
k
)
uˆal ′(k) = 0 (A.1)
where the uˆal (k) are the eigenfunctions to the eigenvalue E
a
k . Via coefficiencts c
a
ll ′(k)
they are related to the Bloch sums ψˆl(k),
uˆal (k) =
∑
l ′
call ′(k)ψˆl ′(k), ψˆl(k) = N−
1
2
∑
R
eikRψˆl(r − R). (A.2)
Here, the ψˆl(r − R) are the muffin-tin orbitals of the atom at the position R. The Hˆll ′k
represents the matrix elements of the Hamilton operator H with respect to the basis
functions ψˆl(k) and Sll
′
k is the overlap matrix,
Hˆll
′
k = 〈ψˆl(k)|H|ψˆl ′(k)〉 (A.3)
Sll ′k = 〈ψˆl(k)|ψˆl ′(k)〉. (A.4)
The transformation to an orthogonal set of basis functions, 〈ψl(k)|ψl ′(k)〉 = δll ′ , is
given by
Hk = S−
1
2
k · Hˆk · S
− 12
k , u
a(k) = S+
1
2
k uˆ
a(k). (A.5)
As a result, the k-dependent eigenvalues of the system can be obtained from the such
transformed Hamilton matrix,∑
l ′
(
Hll
′
k − Eak
)
ual ′(k) = 0, (A.6)
which directly corresponds to the hopping intergrals from Eq. (5.1).
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