A key issue to address in the design and implementation of any assessment system is ensuring its reliability and validity. University assessment policies often require staff to prepare parallel examinations for students who are unable to sit the initial examination. There is little published literature to give confidence to staff or students that these examinations are indeed reliable or equivalent. This study was conducted to determine the validity, reliability and equivalence of two parallel examinations that have been developed under highly defined quality assurance (QA) processes in a university setting. Collated assessment results for all the 76 participants who sat the parallel examinations were subjected to statistical and correlational analysis to test for significant differences between mean scores and their associated standard deviations. Item analysis was conducted for each assessment by computing the difficulty index (DIF), discrimination index (DI) and Kuder-Richardson 20 (KR-20) reliability using classical test theory. Results indicated comparative proportions of difficulty, functional distractors and internal consistency of the assessment items on both examinations. Comparison of student performances in both examinations revealed that there was no significant difference in mean scores. However, a highly positive and significant correlation (r = 0.82) between student total scores in both examinations was evident. Approximately two thirds (62.5 %) of students with low scores in the first examination also achieved low scores in the second examination. Furthermore, two thirds of the students were ranked in the same order based on performance in both examinations. The established QA processes for assessment in the school provided a strong basis for the generation of multiple sources of data to support arguments for the validity of examinations. It is possible to develop valid, reliable and equivalent parallel tests in university settings with the presence of well-defined QA processes.
Introduction
Universities place considerable emphasis on the development of policies and guidelines that govern examination processes. Well documented policies, strategies and processes, blueprinting to facilitate adequate sampling, feedback to students and assessors and evaluation of the overall process are important elements of any assessment enterprise, however Fowell et al. (1999) argue that insufficient attention is paid to the evaluation of assessment. The latter can be usefully elaborated to include psychometric or statistical analysis of components of the examination or items, establishment of measures of reliability and benchmarking to review pass/fail standards for the examination. Kane (2006) and Schuwirth et al. (2011) identify key questions in support of validity arguments, and highlight the importance of validity data in supporting consistent decision making as a result of assessment. The collation of evaluation data is necessary to provide supporting evidence, and hence confidence in the inferences that will be drawn from assessment in higher education (Kane, 2006) . In this case study, we demonstrate the value of quality assurance processes in the generation of evidence to support validity of assessment activities in a medical course.
In Australian universities, assessment policies hold to tenets of reliability, validity and fairness. Fairness includes notions of reliability, validity, transparency and ethical decision making, but it also means that students should be given equal opportunity to demonstrate their learning, free of any disadvantage through identification, language, disability or illness. In the latter case, assessors prepare two or three equivalent versions of each examination (i.e. parallel forms of the test (Tavakol & Dennick, 2011) -the ordinary examination (OE) that most students sit, a deferred ordinary examination (DO) for students who were ill or unable to sit the ordinary examination, and a supplementary (Supp) examination for students with borderline scores. (The names vary across Australian medical courses). It is assumed that each of these examinations is valid, reliable and equivalent (Norcini et al., 2011) , although there is usually insufficient psychometric or statistical data to support such assumptions. This paper aims to provide evidence of the validity, reliability and equivalence of such parallel examinations/tests. Contemporary assessment theory considers the primacy of construct validity, which draws upon theory and evidence to give meaning to assessment. Typically evidence for validity is drawn from five areas to support confidence in the inferences made from assessment: curriculum content; data management; statistical analyses of test data; correlational analyses; and effects of assessment (Kane, 2006; Downing & Haladyna, 2009 ). These are not mutually exclusive evidence categories. The spe-cific mix of evidence needed for validation depends on the inferences being drawn and the assumptions being made (Messick, 1989) , and extends beyond the validity of the assessment instruments that generate test score data. As assessment regimes become more complex and the stakes related to assessment outcomes increase, the greater the need for multiple sources of data to support the validity of assessment. Our assessment quality assurance (QA) processes were conceptualised in line with current unitary validity theory (Kane, 2006; Downing & Haladyna, 2009 ) to generate evidence for medium stakes examinations. The requirement for validity evidence for assessment through the early years of our medical course is modest; however it peaks at the preclinical-clinical transition and graduating examinations.
Academic staff is typically focused on writing questions from their discipline, usually at the expense of the "bigger picture" and question quality. Curriculum content evidence for validity relates to the selection of assessment instruments, alignment of assessment tasks/items with intended learning outcomes, sampling of items across domains of the curriculum, examiner training and the quality of test items. Blueprinting serves to guide the selection of specific assessment instruments, strategies, and more importantly, their development through the specification of the content to be assessed (Hamdy, 2006) . Blueprinting mitigates against two significant threats to validity, "construct under-representation" (CU), the biased or undersampling of course content and "construct irrelevance" (CI). CI may arise from a "systematic" error as a result of the poor choice of assessment instrument for the outcomes being assessed (Downing, 2002) . But it may also affect a small proportion of students if it arises from poor training of assessors and role player/standardised patients such that students are not exposed to the same test stimuli (e.g. at different sites) or assessed in the same manner. In this case study, each of the examinations were blueprinted to ensure representative and consistent sampling across content domains and alignment with learning outcomes (Jozefowicz et al., 2002; Hamdy, 2006; Hays, 2008) , assessors were trained, and internal peer review processes were used to evaluate coverage and to refine test items.
Ensuring the integrity of data arising from the administration of assessment is key for any validity argument. In the first instance, identity and fraud management tag assessment data to the correct individual. The use of double data entry methods and optical scanning forms with checking by software algorithms improves the accuracy of data transfers. Software was developed to automate some processes, particularly those related to generating psychometric reports and student feedback increasing efficiency and decreasing chances for human error to affect data management. The introduction of quality assurance processes, assessment training manuals and automated reporting have all provided significant improvement in consistency of data handling and greater confidence in systems.
Statistical and correlational analyses of assessment data provide important evidence to support or refute validity claims. Item analyses-difficulty, discrimination and internal consistency of the test, inter-rater reliability etc.-are routinely performed as part of quality assurance processes to provide indices of reliability (Tavakol & Dennick, 2011) . Reliability refers to the stability of test scores upon re-testing of examinees which is a fundamental requirement for making meaningful interpretations of test data. Correlational validity evidence may be used to assert positive relationships between performance on two tests of similar abilities (e.g. as students progress through the course), or conversely negative correlations between scores on tests of different abilities. High stakes examinations have high reliability thresholds, whereas it is moderate for many medical course examinations except the final clinical examinations. In our case study, statistical and correlational validity evidence are routinely generated by the QA process.
The final type of data for validity evidence is drawn from the decision making process and its consequences for examinees and others. The documentation of standard setting processes, standard error of measurement associated with cut scores and use of coded candidate details all contribute to this evidence. However it can also extend to correlation of assessment outcomes with later assessments (specialty examinations) or elements of professional practice. Benchmarking of assessment processes and graduate outcomes are more recent types of evidence collected to support assertions of course quality as well as assessment. Some of this data can be collected immediately, and is part of our quality assurance processes, whereas data relating to postgraduate activity falls within the realm of course evaluation.
Context of the Case Study
The Tasmanian School of Medicine (TSoM) offers a fiveyear case-based undergraduate medical degree. Vertical integration of the curriculum is promoted through a thematic structure usage in all the five years of the program. The first two years of the course provide a systems-based introduction to the foundations of medicine, with an early opportunity to develop communication and clinical skills. Assessment involves formative and summative elements, with an emphasis on end of semester examinations. Well-developed QA processes around assessment were implemented at the TSoM in 2009 by the Medical Education Unit (MEU). These processes included blueprinting of educational objectives, selecting appropriate test formats and applying assessment strategies to achieve adequate levels of reliability. They also included the implementation of appropriate standard-setting, assessor and role-player training, decision-making procedures and peer review of assessment items to minimise item writing flaws prior to being administered to students .
This case study refers to an examination at the end of the second year of the medical course. QA processes were followed and the three parallel written examination papers (OE, DO and Supp) were developed by faculty at the same time. The university central Examination Office set up new processes to facilitate automated printing of examination papers at the same time as the TSoM established the new QA processes around assessment. The independent and simultaneous introduction of the two new systems in the TSoM and the Examination Office resulted in the automated printing of the examination papers (OE) with answers on them. The examination was re-administered to all students using the DO paper. Students were also offered the opportunity to "resit" the examination in 3 days, using the Supp paper. On the basis of fairness, their result was based upon the highest score achieved on either examination. This rare occasion of administering a "repeat" examination to the same cohort of students provided an ideal opportunity to evaluate the School's assessment practice, using parallel forms reliability estimates. Therefore, the objective of this paper is to evaluate the validity, reliability and equivalence of these parallel tests that were developed under well-defined quality assurance (QA) processes.
Methods

Participants and Procedures
Second year medical students (N = 114) sitting an integrated basic and clinical science (OE) examination were inadvertently administered a MCQ examination paper (OE) which included answers. The examination was re-administered to all students, using the parallel (DO) paper. However, only seventy-six (76) out of the one hundred and fourteen (114) students in the cohort sat the equivalent examination (Supp) three days later. The scores of these 76 students from the dataset were used for evaluation of these examinations. Clearance was obtained from the relevant ethics committee for this study.
Data Analysis
Collated assessment results for all the 76 participants who sat both examinations were subjected to statistical analysis using general linear model (GLM) procedure in SAS (SAS, 2009) in a multivariate least squares analysis of variance to test for significant differences between mean scores, their associated standard deviations and descriptive statistics of all the variables. Student scores were compared in the parallel examinations. Significance at the 5% level was established using the least significant difference technique, while Duncan's multiple range tests was used for mean separation where significant differences were detected. Item analysis was conducted for each assessment by computing the difficulty index (DIF), discrimination index (DI) and Kuder-Richardson 20 (KR-20) reliability using the classical test theory as provided in IDEAL 4.1, an Item Analysis Program (Precht et al., 2003) . Details of the quality criteria chosen for each of these quality indicators have been described previously . Means of item difficulty, discrimination index and number of functioning distracters per item for all the MCQs were also computed.
Results
Comparative Analysis of the Two Examinations
Descriptive statistics for the MCQ examinations are portrayed in Table 1 . A comparative appraisal of student performances in both examinations revealed no significant difference in mean scores (Table 1) . However, there was a highly significant (p < 0.001) and positive correlation (r = 0.82) between total student scores in both examinations (not shown). Although the differences were not statistically significant, absolute mean scores were observed to be higher in the first examination than in the second examination (36.4 vs. 33.8). However, there were higher minimum and maximum scores in the second examination (19.0 vs. 14.0 and 46.0 vs. 45.0, respectively). The first examination recorded a higher reliability index compared to the second examination (0.71 vs. 0.68). Similar trends were observed in student performances in the different disciplines assessed in both examinations.
Significantly higher (p < 0.01) mean scores were achieved in Pathology and Pharmacology (75.34% vs. 75.58%; 69.91% vs. 70.88% respectively) compared to the other assessed disciplines in both examinations (Figure 1) . Students performed somewhat better in the first set of Biochemistry questions than the second and vice versa in the Gross Anatomy questions.
In accordance with the University regulations, the pass mark for each examination was set at 50%. Individual student performances revealed that one student failed both examinations with 30.27% in the first examination and 37.57% in the second examination. Approximately two thirds (62%) of the students with low scores in the first examination also achieved low scores in the second examination. Figure 2 shows the linear regression of student scores in the parallel examinations. The coefficient of determination (R 2 = 0.67) is indicative of the precision accuracy that explains 67% of the observed variation between students' scores in both examinations. Two thirds of the students were ranked in the same order based on performance in both examinations. Compared with performance on the first examination, 5% of students ranked higher on the second examination, while 30% ranked lower in the second exam (Figure 3) . Table 2 shows the item analysis results for both examinations. Mean difficulty of the test items on the two examinations was similar (74% vs. 67%). On the first examination, twentyfour items lay outside the reference range for difficulty level (DIF): all the 24 items appeared to be too easy. Seventeen items on this examination showed very low discrimination (0 -0.15) between students who achieved scores in the highest and lowest quartiles. Sixty six percent (n = 33) of the items had significantly high discrimination indices with a mean discrimination index of 0.26. One third of the items on this examination had distractors that were not functioning effectively in their role. The reliability coefficient (KR-20), which is a measure of the internal consistency of the test, was 0.71.
Item Analysis
On the second examination, seventeen items lay outside the reference range for DIF; sixteen of the items appeared to be too easy, whilst one appeared too difficult. Thirteen items on this examination showed very low discrimination between students who achieved scores in the highest and lowest quartiles. Seventy percent (n = 35) of the items had high discrimination indices with a mean discrimination index of 0.21. One third of the items on this examination had distractors which were not functioning effectively in their role. The reliability coefficient (KR-20) was 0.68.
Distractor analyses were completed for the test items on both Comparison of students' performances in both examinations across the different disciplines.
examinations to identify non-functional distractors within each MCQ item. Two hundred distractors associated with the fifty (50) MCQs were assessed in each of the two examinations. Similar patterns were observed in both examinations. In the first examination, 66% (n = 132) of the distractors were functional in comparison to 65% (n = 130) in the second examination. In the first examination, 9.5% of the distractors were not chosen by any examinee (i.e. the answer key was obvious) compared to 10.5% in the second examination ( Table 3) . The mean number of functioning d stractors per item was 2.64 in i Change in decile ranking of students in both examinations. (66) 35 (70) the first examination and 2.60 in the second examination. There was a similar pattern in the distribution of functioning distractors per item in both examinations, with an increase in the percentage of items with two and three functional distractors (28% & 16% for the first examination; 34% & 12% for the second examination. In the first examination, there were 28% of items with one functional distractor and 8% of items with four functional distractors vs. 24% and 4% respectively in the second examination. Table 3 . Distractor analysis for both examinations.
Criteria First Exam Second Exam
Number 
Discussion
This case study illustrates the value of QA processes in the generation of validity evidence for parallel forms tests typically used in university assessment. These processes generated qualitative and quantitative data in the areas of curriculum content, data management, and statistical and correlational analyses in the face of a major incident affecting our examinations. Since the QA processes were applied in the development of all the test items, we have drawn upon data generated through QA processes to test that assertion and the validity of the two parallel examinations (DO, Supp).
The QA processes provided qualitative evidence to support argument for curriculum content validity. Developing, blueprinting and editing all the test items for both examinations at the same time ensured that the test items on both examinations covered similar content domains and were aligned to the learning outcomes underscoring the reports by Jozefowicz et al. (2002) , Hamdy (2006) , . This is indicated in the similar overall mean scores and disciplines/ subcategories scores obtained by students in both examinations. The comparative disciplines/subcategories results also echo equal levels of quality and difficulty of the questions in both examinations. The high correlation between the mean scores on both examinations (r = 0.82) indicates that the sets of test items measured the same content area/construct. Results from this study show the comparative proportions of easy, difficult, recall, non-discriminating and non-functional items in both examinations. The observed difference in scores in Biochemistry and Gross Anatomy may be a reflection of how students studied for the second examination (Supp), after the experience of sitting the first examination (DO). In this case, routine statistical data arising from QA processes also support the content equivalence of the two examinations. Data management for the two examinations was undertaken according to the QA process with mechanisms such as key validation, double entry and accuracy of scores.
Statistical and correlational analyses of examination data are routinely conducted to provide evidence of reliability as part of QA processes. The observed high reliability indices and similar student ranking in both examinations indicate that with the second examination, examinees obtained similar scores on retesting (Supp examination) as they did on the first (DO examination). The summary statistics (item analysis) indicated similar trends in performance prompts, discrimination indices, and functionality of distractors and internal consistency reliability of both examinations. Reliability coefficients allow the quantification and estimation of the random errors of measurement in assessment (Downing, 2004) . The resulting high prediction accuracy (67%), and correlation coefficient (0.82) in the comparison of both examinations in this study is an indication of the convergence of validity evidence (Downing, 2003) . This indicates that the assessment items measured the same abilities, establishing some commonalities between the constructs assessed in both examinations. The high correlation between student scores in both examinations confirms that the test items in both examinations measured the same construct/content areas derived from blueprints. The students obtained similar scores (and in seven instances, the same scores) on retesting as they received the first time. These data confirm that with the implementation of QA processes, it is possible to generate equivalent examinations that reproduce test scores with a high level of certainty (Downing & Haladyna, 2009) .
Consequential validity evidence relates to the impact of assessment on teaching and learning (Downing & Haladyna, 1997) . The reproducibility of the pass-fail decision is also a very important source of validity evidence (Downing, 2003; Downing & Haladyna, 2009 ). The parallel examinations have reproduced assessment outcomes for students with a high level of certainty as both examinations identified the same poorly achieving student, who failed in both examinations and about two thirds (62%) of the low achieving students in the first examination, also scored poorly in the second examination. Although there was an administrative error, the results of the parallel examinations and the outcomes of the assessment on student scores have indicated no adverse consequences for the students. The examinations are equivalent in this sense. This suggests that, under the current assessment regime, the School should have confidence in the decision to allow students to "resit" the examination and achieve the "best score" based upon performance on either examination.
The QA processes developed by the School were initially focused on managing internal validity threats. The University typically manages external validity threats through Examination Office processes. On this occasion, the problem arose at the School/Examinations Office interface-a communication failure. A debriefing with staff identified further communications concerns, and subsequently an Accountability Matrix (Appendix 1) was developed to provide greater clarity about roles and responsibilities internally, and formalised relationships with the Examinations Office. There was also an opportunity to consider emergent sources of error; as a result training for the use of optical mark recognition (OMR) scanner was introduced for new staff and new software flags were developed to automatically check accuracy of data entry. Clearly potential sources of error and new threats for validity arise all the time, and QA processes need to be reviewed regularly.
The QA processes generate significant volume of data, but how much is needed for a moderate stakes examination? Schuwirth et al. (2011) suggest that three major inferences are required to quantify the consistency of an assessment instrument, as well as provide validity evidence for the observed scores. These inferences are: 1) would the students obtain the same score on the parallel test as they did on the actual test? 2) would the students take the same place in the rank ordering from best to worst performing student on the parallel test as they did on the actual test? 3) would the students obtain the same pass-fail decisions as they did on the actual test? The high positive correlation (r = 0.82) and the 67% precision accuracy of the observed variation between student scores in both examinations confirm that majority of the students have obtained similar scores (seven of them obtained exactly the same score in both examinations) in the second examination as they did in the first examination. Most of the students (65%) have also taken the same place in the decile ranking order from best to worst performing student on both examinations. The students have also obtained the same pass/fail decisions, with the same student failing in both examinations. On this basis, there is strong evidence in support of the validity, reliability and equivalence of the two examinations and that no group of students has been advantaged in this process.
Caution should be taken in any generalisations drawn from this study. Different institutions have different policies and guidelines and QA processes for assessment which may affect the development of "equivalent" examinations for students. The group of students "resitting" the examination may not have been representative of the whole cohort which could make a difference to the outcomes of the study. Not all sources of error may have been identified and accounted for in this study, though we believe sufficient evidence has been marshaled in support of our conclusions about a medium stakes examination.
Conclusion
Medical educators need to devote more time to evaluating their assessment regimes to generate strong evidence of validity so that resulting data and grades are defensible. Statistical and correlational data in this case study support the view that welldefined QA processes reduce the threats to validity of assessment. The establishment of QA processes in the development of examinations can ensure content representativeness of the test materials, the reproducibility and generalisability of the scores, the statistical characteristics of the assessment questions and consistency of pass-fail decisions made from the assessment scores. Developing parallel examinations to address notions of fairness in university assessment policies is possible when strong QA is in place, and does not appear to advantage any group of students. The detection of errors and validity threats and revision of QA processes should be an ongoing activity.
