The Feasibility Pump of Fischetti, Glover, Lodi, and Bertacco [8, 7] has proved to be a very successful heuristic for finding feasible solutions of mixed integer programs. The quality of the solutions in terms of the objective value, however, tends to be poor. This paper proposes a slight modification of the algorithm in order to find better solutions. Extensive computational results show the success of this variant: in 89 out of 121 MIP instances the modified version produces improved solutions in comparison to the original Feasibility Pump.
Introduction
A mixed integer program can be stated as (MIP) min c T x | Ax ≤ b, l ≤ x ≤ u, x j ∈ Z for all j ∈ I with A ∈ R m×n , b ∈ R m , c, l, u ∈ R n , and I ⊆ N = {1, . . . , n}. For solving such problems it is important to quickly find feasible solutions of high quality: A good primal bound helps to cut off suboptimal branches in the search tree of a branchand-bound based algorithm, and improvement heuristics like Local Branching [9] , guided dives, and RINS [6] can only be applied after a feasible solution has been found.
Several heuristic methods to produce feasible solutions for (MIP) have been proposed in the literature, including Hillier [14] , Balas and Martin [4] , Saltzman and Hillier [18] , Glover and Laguna [10, 11, 12] , Løkketangen and Glover [15] , Glover et al. [13] , Nediak and Eckstein [17] , and Balas et al. [3, 5] .
The so-called Feasibility Pump was proposed by Fischetti, Glover, and Lodi [8] and improved by Fischetti, Bertacco, and Lodi [7] . This heuristic turned out to be very successful in finding feasible solutions even for very hard MIP instances. However, the quality of the solutions in terms of the objective value is sometimes poor.
This paper suggests a slight modification of the Feasibility Pump. In contrast to the original version, the modified Objective Feasibility Pump takes the objective function c of the MIP into account during the course of the algorithm. Computational results show that the solution quality can indeed be improved by our approach without losing the ability to find feasible solutions in a reasonable amount of time.
The rest of the paper is organized as follows. The remainder of Section 1 reviews the original version of the Feasibility Pump as described by Fischetti, Bertacco, and Lodi [7] . Section 2 introduces the modifications included in the Objective Feasibility Pump. Finally, Section 3 gives computational results on a large test set of 121 MIP instances from the Miplib 2003 [2] , the Mittelmann test set [16] , and instances from Danna et al. [6] .
The Feasibility Pump
The Feasibility Pump heuristic proceeds as follows: First the LP relaxation (LP) min c T x | Ax ≤ b, l ≤ x ≤ u of (MIP) is solved and its solution x ⋆ is rounded to an integer vectorx = [x] I . We define [x] S with S ⊆ N as
Ifx is not feasible, an additional LP is solved in order to find a new point in the LP polyhedron
that is, w. r. t. the integer variables, closest tox, i.e., that minimizes
The procedure is iterated using this point as new solution x ⋆ ∈ P . Thereby, the algorithm creates two sequences of points: one with points x ⋆ that fulfill the inequalities, and one with pointsx that fulfill the integrality requirements. The algorithm terminates if the two sequences converge or if a predefined iteration limit is reached.
In order to determine a nearest point x ⋆ := argmin{∆(x,x) | x ∈ P } in P , the following LP is solved:
The variables d j are introduced to model the nonlinear function d j = |x j −x j | for integer variables x j that are not equal to one of their bounds in the rounded solutioñ x.
Implementational Issues
In the course of the algorithm, two main problems arise: First, the procedure can be caught in a cycle. That means, the same sequence of integer and LP-feasible points is visited over and over again. Second, the progress in driving the integer points towards feasibility might be very slow. The first problem is handled by performing a so-called restart each time an integer pointx is generated that was already visited inin a certain number of iterations. The Feasibility Pump as described by Fischetti, Bertacco, and Lodi [7] consists of three stages. In the first stage, a couple of iterations (so-called pumping rounds) are performed just on the binary variables B ⊆ I by relaxing the integrality conditions on the general integer variables. If this does not yield a feasible solution, the second stage invokes pumping rounds taking all integer variables into account. As initial integer pointx one chooses a point visited in Stage 1 which was closest to the LP polyhedron. If still no solution is found, a third stage is executed. Using a pointx from Stage 2 closest to P , the MIP
is processed by a MIP solver which stops after the first feasible solution is found. One expects that the nearly feasible pointx has integer feasible points in its vicinity. It is therefore likely that the MIP solver finds a feasible solution early in the search process if the objective function of (3) is used. In the implementation used by Fischetti, Bertacco, and Lodi [7] , Stage 1 is stopped
• after an LP solution x ⋆ was found with all binary variables being integral,
• the fractionality measure f could not be decreased by at least 10% in a certain number of pumping rounds, or
• a pumping round limit is reached.
The second stage is aborted for analogous reasons (using different parameter settings), or if 100 restarts have been performed in Stage 2.
The Objective Feasibility Pump
Finding a high-quality solution of a MIP means to find a point x ∈ R n satisfying three conditions: x ∈ P , x j ∈ Z for all j ∈ I, and c T x is as small as possible. The Feasibility Pump generates sequences of points fulfilling the first and the second criteria, respectively, hopefully resulting in a point which satisfies both. However, despite the computation of the starting point, which is chosen to be the optimum of the LP relaxation, the third condition is disregarded. Therefore, the solution quality is usually rather poor (see [7] ).
Fischetti, Bertacco, and Lodi address this issue by either updating an objective limit each time a new solution has been found and calling the Feasibility Pump again on this restricted MIP, or by applying local search strategies like Local Branching [9] or RINS [6] to improve the solution.
We take a different approach. Instead of instantly discarding the original objective function of the MIP, we gradually reduce its influence and increase the weight of the artificial objective function ∆ of the Feasibility Pump. The hope is that we still converge to a feasible solution but concentrate the search on the region of high-quality points.
In the remainder of the paper we assume c = 0. Our modification of the Feasibility Pump replaces the distance function ∆( · ,x) by a convex combination of ∆ and c:
Here, · is the Euclidean norm of a vector, and ∆ is the objective function vector of (2): depending on the stage either ∆ = |B| or ∆ = |I|. We compute x ⋆ using ∆ α instead of ∆ in (2) . In each pumping round α is geometrically decreased with a fixed factor ϕ < 1, i.e., α t+1 = ϕ α t and α 0 ∈ [0, 1]. With increasing iteration index t, this puts the emphasis more and more towards feasibility and decreases the influence of the original objective function. Note that you can obtain the original Feasibility Pump by choosing α 0 = 0. The introduction of ∆ α requires a modification of the cycle detection step in the Feasibility Pump algorithm. Especially during the first pumping rounds it might happen frequently that integer points are revisited, because of the higher resemblance of subsequent functions ∆ α ( · ,x). Reaching the same point once again, however, does not automatically implicate that the process runs into an infinite cycle like in the original heuristic. This is due to the fact that we are now using different directions ∆ αt in different iterations t in contrast to the old ∆ which only depends on the current integer pointx. After α was decreased sufficiently, it is likely that the algorithm leaves the cycle. We therefore remember the visited points as pairs (x, α t ) and conduct a restart at iteration t only if the pointx was already visited at iteration t ′ < t with α t ′ − α t ≤ δ α and δ α ∈ [0, 1] being a fixed parameter value. The pseudocode of the modified Feasibility Pump reads as follows. 
2. Ifx did not change since the last iteration, round the T most fractional variables x ⋆ j to the other side compared tox j (with T being a parameter setting). 3. While there exists (x ′ , α t ′ ) ∈ L withx ′ =x and α t ′ − α t ≤ δ α , perform a random perturbation onx (see [8, 7] ) and set restarts := restarts + 1.
Ifx is feasible for (MIP
9. If f (x ⋆ ) did not decrease by at least 10% in the last maxStalls pumping rounds, goto next stage.
Stage 2:
1. Initializex to be an integer point of Stage 1 with minimal ∆(x,x), x ∈ P . Set t := 0, S := I, maxIter := maxIter ST 2 , maxStalls := maxStalls ST 2 , restarts := 0, L := ∅.
2. Perform Steps 2 to 10 of Stage 1, but if restarts > maxRestarts in Step 3, goto Stage 3.
Stage 3:
1. Solve MIP (3) withx being an integer point of Stage 2 with minimal ∆(x,x), x ∈ P . Stop after the first feasible solution has been found.
Computational Results
This section compares the performances of the Feasibility Pump described in [7] and the Objective Feasibility Pump described in this paper. All computations were performed on a 3.4 GHz Pentium-4 with 512 KB cache and 3 GB RAM. CPlex 9.03 was used as underlying LP solver. We used a time limit of one hour in all runs.
Test Set and Settings
The computations were performed on a wide test set consisting of 121 instances taken from
• the MIP collection of Mittelmann [16] , and
• the instances used in [7] , which are described in [6] .
In all runs we used the parameter settings for the Feasibility Pump as suggested in [7] , as follows. The maximum number of total iterations for Stages 1 and 2 were set to maxIter ST 1 = 10000 and maxIter ST 2 = 2000. The maximum number of iterations without a pumping cycle of at least 10% improvement were set to maxStalls ST 1 = 70 and maxStalls ST 2 = 600. For j ∈ S, the rounding (1) is modified to [x] S j := ⌊x j + ρ(z)⌋ with z ∈ [0, 1] chosen uniformly at random and
Step 2 is applied on a random number of T ∈ [10, 30] variables, but only variables x j with current fractionality f (x ⋆ j ) > 0.02 are regarded as shifting candidates. For the unmodified Feasibility Pump we set α 0 = 0, for the Objective Feasibility Pump we set α 0 = 1, ϕ = 0.9, and δ α = 0.005.
Because we wanted to investigate the performance of the Feasibility Pump used as heuristic inside a MIP solver, we applied the MIP preprocessing of CPlex prior to running the Feasibility Pump algorithm itself. This usually avoids difficulties with the scaling of degenerated objective functions in the modified distance function ∆ α , see (4) . For example, some instances in our test set have objective functions consisting of only a single artificial variable which is defined as a linear combination of several other variables by an equality constraint. Such equations lead to unbalanced situations in the calculation of ∆ α , since in this case the norm ∆ is misleading. We observed that MIP preprocessing usually resolves this issue. Table 1 and Table 2 compare the performance of the two Feasibility Pump versions. The left hand sides show the results of the original version proposed by Fischetti, Bertacco, and Lodi [7] . The right hand sides show the results of the Objective Feasibility Pump described in this paper. The column 'Objective' contains the objective values of the feasible solutions that were found with either algorithm. A bar '-' means that no solution was found in the time limit of one hour. 'Gap' denotes the percentage gap γ to the optimal or best known solution of the corresponding instance. It is printed in bold face if the corresponding algorithm produced a solution with a better or equal value than the other version of the Feasibility Pump. The gap is calculated as
Results
withc being the value of the heuristic solution and c ⋆ being the optimal or best known solution value of the instance. Ifc = c ⋆ we define γ := 0. Ifc > c ⋆ and c ⋆ = 0 we define γ := ∞. The instances displayed in italics in the tables are those for which we do not know the optimal solution. In this case we compare to the best solution we know, which was either generated by CPlex 9.1 running for an hour with default settings, retrieved from the Miplib 2003 web site [1] , or produced by one of the Feasibility Pump versions.
Column 'Time' shows the time in seconds to find a solution. 'Iter' and 'Rst' represent the total number of pumping rounds and restarts, respectively, applied in Stage 1 and Stage 2. The stage at which the solution was found is shown in Column 'St'. The geometric means at the bottom of Table 2 are calculated over all instances for which a solution was found by both versions of the Feasibility Pump. In the calculations of the geometric means individual values smaller than 1 are replaced by 1.
As one can see in the tables the Objective Feasibility Pump produced a strictly better solution in 89 out of 121 cases, whereas the unmodified Feasibility Pump ranked first in 17 cases. On 11 instances both versions computed the same objective value, and for 4 instances both versions were not able to find any feasible solution within one hour. Only on one instance, namely acc-6, the original version could find a solution while the Objective Feasibility Pump did not succeed.
The running times usually differ only slightly in terms of absolute numbers. Only on some instances the Objective Feasibility Pump was significantly slower, namely on air04, dano3mip, momentum3, mzzv42z, rd-rplusc-21, the three dano instances, on qap10, acc-6, and neos16. However, for all those instances except acc-6 a better solution was found. The Objective Feasibility Pump was substantially faster on momentum1, protfold, t1717, icir97 potential, and neos10. Nevertheless, the solutions on these instances are at least as good as the ones of the unmodified Feasibility Pump. The quality improvement can also be seen in the geometric means: The mean gap was reduced from 55.0% to 29.5%, while the running time increased only slightly.
The different behavior of the two Feasibility Pump versions is displayed in Figure 1 for selected problem instances. The figures show the evolution of the objective values of the LP solutions x ⋆ and their fractionalities f (x ⋆ ) during the course of the algorithm. The graphs on the left hand side arise from the unmodified version, while the ones on the right hand side arise from the Objective Feasibility Pump.
In the upper plots (aflow40b) one can see that the original version of the Feasibility Pump rapidly left the region of small objective values while the fractionality Evolution of the objective value and sum of fractionalities for aflow40b, rococoB11-010000, and rout. measure decreased quite fast. However, the algorithm was not able to drive the solution to integrality before restarting at iteration 10. At this point, the objective value was already far away from the optimal solution. In contrast, the Objective Feasibility Pump stayed much closer to the optimal solution value of 1168 but did not decrease the fractionality measure as fast. Nevertheless, after 15 iterations a feasible solution was found with an objective value that was already exceeded after four iterations of the unmodified Feasibility Pump.
The two plots of rococoB11-010000 show an example where both versions produced a similar solution in the same number of iterations, although the two algorithms behaved differently. Again, the unmodified Feasibility Pump increased the objective value and decreased the fractionality faster than the Objective Feasibility Pump.
The bottom plots (rout) show a situation where the Objective Feasibility Pump is inferior. The original version performed 35 restarts, most of which can be seen as spikes in the fractionality graph. The last random perturbation at iteration 96 "coincidentally" produced a feasible solution. The Objective Feasibility Pump did not succeed to drive the fractionality to a value less than 0.5 until the last two iterations. Only six restarts were performed. Interestingly, the cycle between two points from iteration 12 to 30 was left without a restart just by decreasing α.
As already shown by Fischetti, Glover, and Lodi [8] and Fischetti, Bertacco, and Lodi [7] the Feasibility Pump is a useful heuristic for mixed integer programming, because it usually finds feasible solutions in a reasonable amount of time. Our results show that the modification presented in this paper further improves the Feasibility Pump: The quality of the resulting solutions is substantially enhanced with only a slight increase in the running time. 
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