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We give the best lower bound of the topological entropy of a continuous map,f 
of the space Y = {z E C 1 z’ E [0, 1 ] } into itself, with f(0) = 0, as a function of its set 
of periods. 0 1991 Academw Press, Inc. 
1. INTRODUCTION 
Let Y be the space {z E C 1 z3 E [0, l] }. Let us consider the family ?V of 
continuous maps of Y into itself with 0 as a fixed point. A characterization 
of the set of periods of periodic orbits of fE g’, based upon the knowledge 
of the behaviour of certain periodic orbits, was given in CALM]. 
Knowing the behaviour of those periodic orbits, we can apply the 
standard techniques of [BGMY] to calculate the best lower bounds of 
topological entropy for f~ g, depending on the set of periods of J: Thus 
our work goes in the fifth of the six directions suggested in CALM]. 
Henceforth we assume known for the reader the notation and terminol- 
ogy of CALM, BGMY], which we shall use freely throughout the paper. 
We must consider three orderings of some subsets of N. 
l The Sarkovskii ordering of N is 
3, 5) I, . . , ) 2.3, 2. 5, 2 I, . ..) 2=. 3, 2=. 5, 2= ’ I, . ..) . ..) 2’, 2=, 2, 1 
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l The Green ordering of N‘, (2 ) is 
5, 8, 4, 11. 14, 7, 17, 20. 10, 23, 26, 13 ,..., 3.3, 3.5. 3.7 ,.__, 
3 -2.3, 3.2.5, 3.2.7, . . . . 3 .2*. 3, 3.2’. 5. 3 .2* ‘I, 3 .2.%, .__, 
3 .2*, 3 .2, 3’1, 1. 
l The Red ordering of N‘: {2, 4) is 
7, 10, 5, 13, 16, 8, 19, 22, 11, 25, 28, 14 ,..., 3.3, 3.5, 3.7 ,..., 
3 .2.3, 3.2’ 5, 3 ‘2’ 7, . ..) 3 .22’ 3, 3 ‘22 ‘5, 3 ‘2’. 7, 3 ‘2’, . ..) 
3.22, 3.2, 3.1, 1. 
We shall write k > ,, n (resp. k > g n, k > II n) to denote that k appears to 
the right of n in Sarkovskii (resp. Green, Red) ordering. Also we shall use 
the symbols <,$, cn, < r, 3,, 3,, 3,, 6,, 6,, and 6, in the obvious 
way. With this notation we set 
S(n)= {klk &n} for IZEN, 
G(n)= {klk &AZ> for n~N\{2}, 
R(n)= {klk >rn} for n~N\{2,4}, 
and additionally S(2”)= {Z’li=O, l,...} and G(3.2”)=R(3.2”)= 
(l}u (3.ili~S(2”)). W e also set N,=Nuj2”}, N,=(N\(2))u 
(3.2”) and N,=(N\{2,4})u (3.2”). 
The Main Theorem of CALM] is the following. 
THEOREM 1.1. (a)For each fe"Y there are SEN,?, gEN,, and rEN, 
such that Per(f) = S(s) u G(g) u R(r). 
(b) For SE N,, gE N,, and r E N,, there is a map fefJ$Y such that 
Per( f)=S(s)u G(g)u R(r). 
We note that S, g, and r appearing in Theorem 1.1(a) are not uniquely 
determined by f: However, from Periods Theorem CALM, Theorem 11.111 
we obtain s,+ N,, grE N,, and r/E N, uniquely determined by f such that 
Theorem 1.1 (a) still holds. 
To state our main result we need some more notation. 
DEFINITION 1.2. For each m E N,, we define n, as follows: 
* 7r1=7+=1, 
Ir if m > 1 and m is odd, then rc, is the largest root of the polynomial 
xm- 2xm-2- 1, 
Ir if m = q ‘2” with q odd and n E N, then rr, = 7~:~‘. 
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DEFINITION 1.3. For m > 4 let grn be the largest root of the polynomial 
Xm-2xmp3 - 1. For m 2 5, m odd, let 6, be the largest root of the polyno- 
mial Xm-2Xm-3-2x(m-3)/*- 1. 
DEFINITION 1.4. For each m E N, (resp. m E N,) we define ym (resp. p,) 
as follows: 
* YI=y3.2”=P:=p3.2== 1, 
* ifm-O,theny,=p,=$&, 
Ir if m = 1 (resp. m = 2) then yrn = (T, (resp. pm = (T,), 
Ir if m = 2 (resp. m = 1) and m is even, then yrn = CS,,,,~ (resp. 
P, = CL,~), and 
* if m = 2 (resp. m = 1) and m is odd, then yrn = 6, (resp. pm = 6,). 
DEFINITION 1.5. For KEY we define Pi= max {z,~,, yn,, p,}. Observe 
that ,q> 1. 
As usual h(f) represents the topological entropy off: Our goal is to 
prove the following. 
THEOREM A. (a) Iffy Y, then h(f) > log p.r 
(b) Given SEN,, gENR, and r EN,, there is a map f EY such that 
Per(f) = S(s) u G(g) u R(r) and h(f) = log pf 
This paper is organized as follows. In Section 2 we give some definitions 
and preliminary results. In Sections 3 and 4 we compute the entropy of 
some special orbits. In Section 5 we prove Theorem A. Lastly, in Section 6 
we give some relations between IT,, yrnr and pm. 
2. DEFINITIONS AND PRELIMINARY RESULTS 
In this section we complete and modify the notation and results of 
CALM, BGMY]. 
Although we study maps of Y, we need to consider simultaneously the 
family $ of continuous functions of the interval I = [0, 1) c R into itself. 
So X will represent I as well as Y, and !Z will represent 9 as well as Y. The 
subset E of X will be @ if X=1, and E= (0) if X=Y. We may then say 
that !Z is the family of continuous maps f from X into itself such that 
f(E) = E. 
In this paper, unlike in CALM], when we represent an interval by means 
of its endpoints, we shall assume that they are ordered in the usual form 
(that is [x, y] means that x <y). 
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If I c X is an interval and ,f’E .A!‘, we say that f’ is monotone otz I if there 
exist homeomorphisms $ from I onto an interval of the real line, and (p 
from ,f(1) onto an interval of the real line. such that CJJ f $ ’ is non- 
decreasing. 
DEFINITION 2.1. Let ftz .f and let P be a finite flinvariant subset of X. 
We say that ,f is EP-monotone if,f is monotone on each EP-basic interval 
and is constant on each connected component of X’\$,Span(EP). 
We recall that the EP-graph off is an A-graph, where A is the partition 
of Span(EP) by the basic intervals. 
Remark 2.2. Given a map ,f~ 5 and a finite flinvariant subset P of X, 
it is very easy to construct an EP-monotone map gE 3 such that gl p = 
f 1 p. Also it is clear that if f / p = g 1 p and both ,f and g are EP-monotone, 
then the EP-graphs off and g are identical. If onlyf is EP-monotone, then 
the EP-graph off is a subgraph of the EP-graph of g. 
The next lemma follows from the definition of the entropy of a graph. 
LEMMA 2.3. If’ G’ is u subgraph of an A-graph G of’ f E L!T‘, then 
h(G’) 6 h(G). 
The following lemma is obtained like [BGMY, Lemma 1.51 (see 
[ALMM, Appendix]). 
LEMMA 2.4. Zf f E .%, P is a finite subset of X such that f (P) = P, and G 
is the EP-graph off, then h(G) < h( f ). 
DEFINITION 2.5. Let f E 9” and let P be a finite f-invariant subset of X. 
The entropy of P, denoted by h(P), is the entropy of the EP-graph of an 
EP-monotone map g E x such that g I p =.f 1 p. 
The following result shows that the entropy of a periodic orbit P off E X 
coincides with the entropy of every EP-monotone map gG 9” such that 
g I p = f / p. It is well known and follows by using standard techniques of 
CMSI. 
LEMMA 2.6. If f E .f&, P is a finite subset of X such that f(P) = P and f 
is EP-monotone, then h(P) = h( f ). 
Now we study the entropy of extensions. We need some notation. To fix 
it we use the notations and reuslts of CALM, Sect. 31. Let R be a periodic 
orbit of gE9. If P is an R-extension of Q, let Jic I (j= 1, . . . . n - 1) denote 
the R-basic intervals and G, the R-graph of g. The set of indices S will be 
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{ 1, ..., s - 1 } if X = I, and (0, 1, . . . . s-l} if X=Y. Then we call ri (ZES) 
the Ep-basic intervals, and r? the Ep-graph off 
LEMMA 2.7. Let P he a periodic orbit of a map f E?Z which is an 
R-extension of Q. Then h(f) > max(h(c), (l/s) h(G,)) and equality holds 
if f is EP-adjusted. 
Proo$ Renumbering, if necessary, the subsets Pi (i= 0, 1, . . . . s- 1) of P 
given in CALM, Definition 3.11, we can assume that P,+, is the only (if 
there is one) of them on which f is not monotone, and that $(i) = i + 1 
(mods). Since R and Pi (i=O, 1, . . . . s- 1) are E-equivalent, let 
(pi: Span(R) -+ Span(P,) be a homeomorphism such that q,(R) = Pi, 
qiogIK=fSc) (~~1~ and qiIR=fio~,JR for i=O, 1, . . . . s- 1. 
The EP-basic intervals are 
and 
I,= n-‘(7i) (iES) 
z; = cp,(J,) (i = 0, . . . . s- l;j=O, . . ..Iz- 1). 
Renaming the vertices if necessary, it is clear that G is a subgraph of the 
EP-graph, G, off: Hence, h(G) d h(G). Furthermore G contains no other 
arrows of the form Ii + ZC with i, i’ E S. 
On the other hand, we have that Zj -+ Zi’ ’ for i = 0, . . . . s - 2, and Zf- ’ 
f-covers ZE if J, g-covers Jk. These vertices and arrows form a subgraph, 
CR, of G. Thus it is also clear that, if L c { 1, . . . . n - l} is a rome for CR, 
then {IF 1 r E L > is a rome for CR. The simple paths in CR between the 
vertices of this rome have length s times the length of the corresponding 
simple paths in CR. That is, if d,(x) = det(A,(x) - U), then by [BGMY, 
Theorem 1.71 we have that the characteristic polynomial of the transition 
matrix of the graph CR is +~(~~l).~d~(x”)=p~(x~), where p,(x) is the _ 
characteristic polynomial of the transition matrix of G,. Whence 
h(GR) = (l/s) h(G,) and, by Lemma 2.3, (l/s) h(G,) d h(G). So, by 
Lemma 2.4, the first statement of the lemma holds. 
Besides G contains some arrows of the form Ii + Zj” (ie S, k = 0, . . . . s - 1, 
j= 1, . . . . n - 1). But, iff is EP-adjusted, G contains no more arrows begin- 
ning at an Z: (i = 0, . . . . s - 1,j = 1, . . . . n - 1) than those belonging to CR. 
Thus, in this case, the transition matrix of G is 
where M, and M2 are, respectively, the transition matrices of G and CR, 
being N and 0 matrices of suitable sizes (0 the null matrix). Hence the 
409/M/2-16 
518 ALSEDA, AND MOKENO 
characteristic polynomial of A4 is the product of those of M, and ‘M,. 
therefore h(G)=max(h(c), h(GR)). Then the second statement of the 
lemma follows from Lemma 2.6. 1 
COROLLARY 2.8. Let P he a 2-extension qf Q. Then h(f’) 3 h(c) and 
equality holds tff is EP-adjusted. 
Proof: It follows from the fact that h(G,) = 0. 1 
The notion of primary orbit is stated in CALM] and is the main tool to 
prove Theorem 1.1. There a complete characterization of the primary orbits 
of maps of 5? is given. We will compute the lower bounds of the topological 
entropy of maps of X depending on their set of periods, by studying the 
entropy associated to the primary orbits. 
3. ENTROPY OF UNDIRECTED PRIMARY ORBITS 
Our goal in this section is to prove the following 
PROPOSITION 3.1. (a) Zf f E X has a pendulum orbit P of period m, then 
h(f) > log 7t,. 
(b) For each m EN there exists an f E X with a pendulum orbit P qf 
period m, such that h(f) = log n,. 
LEMMA 3.2. (a) Zf X = I then Proposition 3.1 holds. 
(b) In Cases II and III, statement (a) of Proposition 3.1 holds. 
(c) Zf X =Y and m is even, then statement (b) of Proposition 3.1 
holds. 
Proof. (a) follows from known results by using [ALM, Remarks 4.17 
and 4.18, Lemma 1.83 and Lemma 2.6. 
(b) Cases II and III can easily be reduced to the above (Case I) by 
collapsing to 0 the branches which contain no points of P. 
(c) Take P having all points in one branch. 1 
Then, from the definition of pendulum orbits, it only remains to consider 
Case IV with odd m. Consequently we shall assume in the rest of this 
section, that f E Y has a pendulum orbit P of period m odd (m 3 5) with 
points in all three branches. 
We write obr for the odd branch. Note that either xi E obr if and only if 
i is even, or xi E obr if and only if i is odd. We call odd arrows those arrows 
beginning at the odd branch. The basic intervals will be numbered using 
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obr 
b 
their largest endpoint, i.e., [x, x,] = Zj if x E EP, X;E P, (x, xi) n EP = a, 
and x <xi (see Fig. 3.1). 
LEMMA 3.3. The EP-graph of f contains the elementary loop 
Io-,I,~~~~~Z,~,~Zooflengthm. 
LEMMA 3.4. (a) If all odd arrows have the same direction, then I, -+ I, 
and I,,-, + Z, for each i odd. 
(b) If two odd arrows have different direction, then I, -+ Z, or I, + I,, 
and there exists p > 1, p odd, such that I, -+ Ii for each i < p, i even. 
Proof First note that I, -+ IO if x0 - x2 and I, -+ I, if x0 + x2. 
(a) We have that x0 $ obr and xk + x0 for each even k, 2 <k < m - 1 
(see Fig. 3.la). In particular Z,,, ~ i = [x, ~ 3, x, i 1, Hence Z, ~ i -+ Ii for 
every odd i, 0 < i < m. Also I2 + I, because x2 + x0. 
(b) If x,$obr let p be odd (3<p<m-2) such that xpp, + xp+,. 
Then f (1,) = CO, xp- 1 1 u CO, xp+, ] 1 Ii for every even i <p + 1. However, 
if x0 E obr (see Fig. 3.lb), let p be the smallest odd index such that xp 7L xi. 
Then Z, + Ii for every even i dp + 1. [ 
Call IVa and IVb the situations described respectively in (a) and (b) of 
Lemma3.4.Putp=m-linIVa.Letalsos~{1,2}besuchthatZ,~Z,~,. 
LEMMA 3.5. (a) Statement (a) of Proposition 3.1 holds in Case IV 
(m odd). 
(b) ZfX = Y and m is odd, then statement (b) of Proposition 3.1 holds. 
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Proof (a) The subgraph of the EP-graph off’ given in Lemmas 3.3 and 
3.4 will be called G, in Case IVa or Gh in Case IVb (see Fig. 3.2). Then 
{I,, I,} is a rome for this graph, and the corresponding functional deter- 
minants are. in Case IVa 
and, in Case IVb 
Therefore, h(G,) = log rc,. On the other hand, since x”‘d!‘Jx) = 
Xrn -2x”~2-l+(l-~)~M~P~1~~m-2xm~2-l for all x>O, we have 
h(G,) 2 log n,. 
(b) From CALM, Remark 4.17 and Lemma 1.81 and Lemma 2.6, 
there exists a map fe ?!/ such that it has a pendulum orbit P of period m 
having points in all branches and such that all odd arrows have the same 
direction, f is EP-adjusted and h(f) = h(P). Since f is EP-adjusted, it is 
clear that its EP-graph is the graph G, given in Fig. 3.2. From the proof of 
(a) it follows that h(P) = log 71,. 1 
4. ENTROPY OF DIRECTED PRIMARY ORBITS 
If m = 0 we write r, for both ym and Pm. Remember that T’, = rt~~“~‘, 
where m=3.2k.n with n odd and k>O. 
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PROPOSITION 4.1. (a) Zf f&Y has a twist orbit P of period m, then 
h(f)>logz,. 
(b) For each m = 0 there exists an f E Y with a twist orbit P of period 
m, such that h(f) = log 2,. 
Proof. For m = 3 we only can assert the existence of the thin loop 
CI = Z, + I, -+ I, + I, in the EP-graph off (lo, I, and I, are the EP-basic 
intervals). Clearly h(u) =O. Statement (a) follows from CALM, Defini- 
tion 4.401, Lemma 2.7, Corollary 2.8, and Proposition 3.1. If additionally 
we take into account CALM, Remark 4.43 and Lemma 1.81, we obtain 
statement (b). 1 
Now we assume that P is a single orbit off E Y. Note that if br, is such 
that x, E br, for j= 0, 1, 2, then X;E br, is equivalent to i=j. We shall 
number the EP-basic intervals by their largest endpoint, i.e., Ii = [0, xi] if 
O<i<3 andZi=[xi_.j,xi] if3<i<m-I. 
LEMMA 4.2. The EP-graph of f contains the elementary loop 
zo-+z,+ ‘.. -z,-, + I, of length m. Also I, + I, and Z, ~I -+ I, for each 
i=m. 
Proof. For each i such that 0 <i< m - 1 and i# 2, if I,= [x, xi] then 
L-f(x), f (Xi)1 = Ii+ 1. For i = 2, since Z, = [0, x2] and f (0) = 0 < x0 < x3 = 
f (x,), it follows that I, t I, + I,. Lastly, f(x,p4)=~,p3Z~i + x0= 
f(x,,-,) gives Imp1 +I, and I,-, +Z;for each i=m. 1 
PROPOSITION 4.3. (a) Zf f E Y has a single orbit P of period m, then 
h(f) > log c,,, . 
(b) For every m f 0, m > 4, there exists an f E Y with a single orbit P 
of period m such that h(f) = log cm. 
Proof (a) From the above lemma it follows that the EP-graph off 
contains a subgraph of one of the forms shown in Fig. 4.1. 
We take {I,, Z, ~, } as rome in either of these graphs. Then we have 
aI (ICI2 m bIm(/I* 
t . . . IIll-? ‘\ /’ 
\\ 
1 I !, “. 
Im-3t...-I4 
m, :‘i3 
\\ 
4 
I,-3+-...- 15 
FIG. 4.1. (a) The green case (m = 1); (b) the red case (m = 2). 
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in the green case, and 
in the red case. It is an easy calculation to see that dtl(s)=d:;,(s)= 
1 - 2x-- 3 - xpm. Since xm( 1 - 2x 3 - I “) = x”’ - 2s” 3 - 1, the assertion 
follows from Lemmas 2.3 and 2.4. 
(b) CALM, Remark 4.22 and Lemma 1.81 provide an EP-adjusted 
map fe ?Y (taking P as a single orbit of period m) whose EP-graph is 
precisely that of part (a). By Lemma 2.6, its entropy is log cr,,?. 1 
PROPOSITION 4.4. (a) Zf f E +Y has a box orbit P of period m, then 
h(f) 2 log ~m/z. 
(b) For every even m f 0, m 2 8, there exists an f E 99 with a box orbit 
P of period m such that h(f) = log crmlZ. 
Proof: It follows from Proposition 4.3, Corollary 2.8, and CALM, 
Remark 4.26 and Lemma 1.81. u 
In the rest of this section we assume that P is a double orbit. We shall 
number the branches in such a way that x, E br, for i= 0, 1,2. Also 
we number the EP-basic intervals according to their largest endpoints: 
Zk=[z,xk] ifO<kdpandI,=[z,y, (p+,J ifp+l<k<m-1. 
LEMMA 4.5. (i) sm, = x0. 
(ii) sm, =x1. 
(iii) smz=x, ifq<n, andsm,=y, ifq=n+l. 
(iv) x, E br, if P is green, and x, E br, if P is red. 
(VI XII+1 > yyp C3k ~ L, for every integer k such that 0 d 3k - 1 d q. 
Proof. Let 0 <j < q. 
(i) If x0 -y,, then -j= n -q by CALM, Lemma 4.341. Since 
-j<O and -l<n-q, we have -j < n - q. Hence, by CALM, Lem- 
ma 4.35(a)], x0 <y,. 
(ii) If x, -y,, then 1-j=n-q. Since 1 -j<l and -1 <n-q, we 
obtain 1 -j < n - q. Hence, x, < yj. 
(iii) If q <n, then x2 wyj implies x2 <yj and smz =x2 as above. If 
q = n + 1, then p = n + 2. Thus y, < x2 by CALM, Definition 4.27(iii.l)]. 
(iv) If P is green, then m E 2. So, m - 5 E 0 and n = 0. Analogously, 
if P is red, then m= 1, m-5=2, and n= 1. 
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(v) By CALM, Lemma 4.341, x,, i -yj if and only if n + 1 -j= 
n - q + 3k for some k E Z. Besides, since 0 <j d q, we have 0 < 3k - 1~ q 
and k>l. On the other hand, since q-(n+l)=n-p+2, we have 
q- (3k- l)-(n+ l)=n-p-3(k- l)<n-p. The assertion follows from 
CALM, Lemma 4.35(b)]. 1 
LEMMA 4.6. The EP-graph of f contains the elementary loop 
Z,+Z,+ ... +Z,,-, -Z,, of length m. 
Proof. Set k’=k+l if O<k<m-2 and k’=O if k=m-1. For 
0 <k < m - 1 let Zk = [a, b] and Z,. = [c, f (b)]. Assume first that a or b is 
the beginning of a black arrow. Then, either f (a) 7L fib) or f (a) <f (b) by 
CALM, Proposition 4.38(i)]. Therefore, in both cases, we have Z, -+ Zks. 
Now assume that a and b are the beginnings of the coloured arrows. 
We claim that a = yy and b = xp. Indeed, since xp - y,, by CALM, 
Lemma 4.341 we obtain p-n E q. So q<n and, by CALM, Lem- 
ma 4.35(b)], y, < xp. Therefore Z, = Z,. We have also that x0 < y,. Hence 
1, + 1, + 1 = CC~YOI~ I 
In the rest of this section it will be useful the following terminology: the 
loop given in the above lemma will be called the outer loop of the EP- 
graph. Also every arrow Zj + Z, will be called a shortcut of k arrows 
(O<k<m-1) ifj-i=k+l (modm). 
LEMMA 4.7. Z,,- 1 = [x,, y,]. Thereby 
(a) Zm-l+Zn+1-3k for each integer k such that 0 < 3k <n, and 
(b) I,-1 -+Zm-3k for each integer k such that m > m - 3k >p + 1. 
Proof We obtain Z, _ I = [x,, y,] from the definition of double orbits. 
From Lemma 4S(iv) it follows that f (x,) = x, + i + x0 =f (y,). Then 
(a) is clear. To prove (b) we note that if m >m - 3k 3p+ 1, then we 
have k>l and O<m-3k-(p+l)=q-(3k-1). Hence Z,,-3k= 
[z,y,.-C3,~,,]. By Lemma4.5(v) we have Z,-,+Z,+,,. 1 
LEMMA 4.8. Zn~y+Z+Zp+l. 
Proof Sincen-q+2=p-n-l<p,wehaveZ,~,+,=[z,x,-,+,].If 
yj- x,,-~+~, then by CALM, Lemma 4.34(b)] we have j= 2. Hence 
2 -j < 0 and, by CALM, Lemma 4.35(a)], x, _ y + 2 < yj. Therefore, 
z = xnpy- I if q < n and z = 0, otherwise. Then, the statement of the lemma 
follows from CALM, Proposition 4.38(ii)], if q d n. In the case q = n + 1 we 
have that Ii + Z,, i = [0, yO] by Lemma 4.5(iii). 1 
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LEMMA 4.9. (a) If’q d II thm I, + I(,. 
(b) [fq=n+ 1 then I,,+, -I,,. 
Proqf: Remind that P is directed and use (iii) and (i) of Lemma 4.5. 1 
From the above lemmas we obtain, 
LEMMA 4.10. The EP-gruph qf’.f contuins the j&/lowing loops: 
(a) one qf length 3 passing through I,, hut not through I,,, , 
(b) one of length m - (n + 1) pussing through I,, und I,,, _ 1 
(c) for eoery integer k such that 0 < 3k <n, one ?f length 
m - (n + 1 - 3k) passing through I,,, , but not through I,. 
(d) .for every integer k such that 0 6 3(k - 1) <n, one of length 3k 
passing through I,,, , but not through Z,,. 
Proof: (a) If qdn, then by Lemmas 4.6 and 4.9(a) we have 
I, + I, -+ I, + I,. Since m > 5 this loop does not pass through I,+, If 
q = n + 1, then by Lemmas 4.6, 4.8, and 4.9(b) we have I, + I, -+ I,,+, -+ I,. 
Since p+q=m-2 and q>O we havep+ 1 <m- I. 
(b) Since O<n+2-q<p+ 1 <m-l, Lemmas4.6 and 4.8 give the 
loopI,,+,+ ~~~-I,+,-IO-t ...-+Z,+z ,-I,+, oflengthm-(n+l), 
because I,,+2-y-+ I,,, is a shortcut of n + 1 arrows. 
(c) Lemma 4.7(a) gives us, for each k such that O< 3k 6 n, the 
shortcut I,+ I + I,,+, 3k of n + 1 - 3k arrows. 
(d) If 3kdq+ 1 (i.e., p+ 1 <m-3k), Lemmas4.6 and 4,7(b) 
provide immediately the loops of length 3k. If q + 1 < 3k, we have 
n + 1 - 3(k - 1) 6 n + 2 -q. Then Lemmas 4.7(a), 4.6, and 4.8 give the loop 
I, I --+I,+, 3(k I) + ... ‘In+2~y’zp+,’ ‘.. -+I, ~,. 
Since zm-l +In+l 3(k-I) is a shortcut of n + I - 3(k - 1) arrows and 
I “+2-q+Ip+l is a shortcut of n + 1 arrows, the length of this loop is 
m - (2n + 5 - 3k) = 3k. Besides n + 1 - 3(k - 1) > 0, so it does not pass 
trough I,,. m 
Now we are able to prove the following result. 
PROPOSITION 4.11. (a) If f E CV has a double orbit P of period m, then 
h(f) >, log 6,. 
(b) For every odd m f 0, m b 5, there exists an f E SY with a double 
orbit P of period m such that h(f) = log 6,. 
Proof: (a) Let us consider the subgraph G of the EP-graph off formed 
by all the EP-basic intervals with the arrows given in Lemmas 4.6, 4.7, 4.8, 
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and 4.9. We take the rome L = {I,, Z, _ I > and we calculate the entries of 
the matrix A,: 
By Lemma 4.10(a) we have a,,(x) = xp3. By Lemmas 4.6 and 4.10(b) we 
have a,,(x)=x~‘“~“+x~‘“‘~‘“+“~“, 
To express easily u2i(x) and &x) let us set K= [n/3]. So K= n/3 and 
3(K+l)=n+3ifPisgreen;andK=(n-l)/3and3(K+l)=n+2ifPis 
red (see Lemma 4.5(iv)). Then we claim that there is a simple path of 
length 3(K + 1) -n from Z, ~, to I,. Indeed, if P is green, then Z,,_ 1 + I, 
by Lemma 4.7(a). Moreover, from the proof of Lemma 4.10(a) we have 
I, -+ I, + IO if q d n or I, + Z, + , + Z,, if q = n + 1. The claim follows in the 
green case. If P is red, by Lemmas 4.7(a) and 4.9(a) we have I,- i -+ I, -+ I, 
when q<n. If P is red and q=n+l, we have p=n+2 and, hence, 
p + 1 = n E 1 = m. By Lemmas 4.7(b) and 4.9(b), I,-, + I,,+ I -+ I,. This 
ends the proof of the claim. Hence, az,(x) =.x-I +x-~(~+ ‘jfn. 
Lastly, by (d) and (c) of Lemma 4.10, we have 
K+l 
a,,(x)= c Xp3k+ -$ X-(m~w+l~3k)) 
k=l k=O 
=(X~3+X-(m-(n+l)9 ‘f X-3k. 
k=O 
Then, it results that 
AL= 
x-3-1 X-(m~1)+X-(m-n-2) 
X-’ +X-3(K+l)+n (x-3+X-(mw4))~K= k Ox 
-3k-1 
= 1 _2x~3-2x~(m~cn+1))_x-m. 
Therefore, by [BGMY, Theorem 1.71, the entropy of G is the logarithm 
of the largest root of xmAL = xm - 2x” ~ 3 - 2x”+’ - 1 and, by Lemmas 2.3 
and 2.4, h(f) > log 6,. 
(b) CALM, Remark 4.39 and Lemma 1.81 provide a map fe%’ 
having a double orbit P of period m with q = n and such that f is EP- 
adjusted. Since q=n we have that p = n + 3 and, by CALM, Definition 
4.27(iii.2) and (iii.l)], xi<y,< x,+~ for 0 d i < q. Then, since f is linear on 
every basic interval, we obtain 
fUJ = Ii+ 1 for O<i<m- 1, i#2, 
That is, the EP-graph of f coincides with G of part (a) and, by 
Lemma 2.6, we are done. 1 
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5. PROOF OF THEOREM A 
To prove Theorem A we use Periods Theorem, i.e., [ALM. 
Theorem 11.111, which is a stronger version of Theorem 1. I (a). From this 
theorem and Propositions 3.1, 4.1, 4.3, 4.4, and 4.11, it follows immediately 
that the sequences (rc,), (y,), and (p,,) are not increasing: 
LEMMA 5.1. (a)rf’k,nEN andk a,n, then xk<x,,. 
(b) Ifk=N\{2} and k >,n, then yk<y,,. 
(c) [fk, n~N\{2,4} and k 3,n, then pk<p,,. 
Proof of Theorem A(a). If S/EN, from CALM, Theorem 11.11(a)] and 
Proposition 3.1(a), we have that h(f) 3log r~,~,. Since h(f) b 0, this is 
also true when s{ = 2”. Analogously, from Periods Theorem and 
Propositions 4.1(a), 4.3(a), 4.4(a), and 4.11(a), we have that h(f)>log;l,, 
and h(f) 3 log p,,. Then Theorem A(a) follows from Definition 1.5. 1 
To prove part (b) we still need some work. Let f’Y and ,fp be maps of ?V 
and let P be a periodic orbit of,fp. A map f~ ?V will be called a P-addition 
to fY if f is obtained from fY and fp as follows. 
By CALM, Lemma 1.81 there exists a map gE C?/ such that g(, =fplp 
and g is EP-adjusted. Set 2 = lJzO g j(O)\ (0). There exists a map 
$: Y -+ Y, mapping each branch onto itself in a non-decreasing way and 
such that $ t(x) consists of only one point if and only if x 4 2 u {0}, and 
t,!-‘(O) is homeomorphic to Y. In other words, I,-’ blows up 0 and all its 
inverse images under iterates of g. If x E Z, then 11/-‘(x) is an interval. 
We define f in several steps. If Ii/(x) 4 2 u { 0 j, then go ti(x) $ Z u { 0 i 
and we set f(x) = $ ‘(g 2 $(x)). If y E Z, then, since g is EP-adjusted, there 
exist one sided limits (from outside) off(z) as z tends to the endpoints of 
t+-‘(y). Moreover, these limits are equal to the endpoints of the interval 
t+!-‘(g(y)) ifg(y)EZ, or to extremal points of $-l(O) ifg(y)=O. Then we 
extend f to the interval IJ -l(y) continuously to its endpoints and linearly 
to the whole interval. If x is an extremal point of I,-‘(O), then, since g is 
EP-adjusted, there exists the one sided limit (from outside) of f(z) as z 
tends to x, and it is equal to an extremal point of If/ -l(O). We extend con- 
tinuously f to x. In such a way f is defined and continuous on the set 
Y\I+-i(0). There exists a homeomorphism cp of Y onto a subset P of 
int(ll/ - ‘(0)). We set f= cp ofv 0 cp ~ ’ on Y. On the remaining three intervals 
joining Y \$ ~ ‘(0) with 9, we extend ,f linearly. We use these notations in 
the next lemma. 
LEMMA 5.2. If f E g is a P-addition to a map f ,, E g, Q is a finite subset 
of Y such that f,,(Q) = Q, f y is EQ- monotone and R = cp( Q) u li/ ‘(P), then 
f(R) = R, f is ER-monotone and h(f) = max(h(Q), h(P)). 
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Pro@ Let Q = (p(Q) and let K, c bri (i=O, 1,2) be the closures of the 
three connected components of I+-‘(O)\Span(EQ). We can partition the 
set of all ER-basic intervals into three subsets: 
C, = {q(Z)] Zis an EQ-basic interval}, 
C, = { $ -i(J)I J is an EP-basic interval}, 
CK= (KJi-0, 1, 2). 
Since fY is EQ-monotone, clearly f( R) = R and f is ER-monotone. Let G 
be the ER-graph ofJ: Also it is clear that the EQ-graph off,, (resp. the EP- 
graph of g) can be identified with a subgraph G, (resp. GP) of G. G, (resp. 
G,) is the graph consisting of the elements of C, (resp. C,) as vertices and 
all arrows between them. Note that G, and G, are disjoint. In G there can 
also be some arrows from elements of C, to elements of C, u C, and from 
elements of CK to elements of Co, but there is neither an arrow from a ver- 
tex in C, to a vertex in C, nor from a vertex in C, to one in C, u C,. 
Let M, and M, be the transition matrices of the EQ-graph off, and the 
EP-graph of g, respectively. Let also M, be the transition matrix of the 
subgraph of G consisting of the elements of C, as vertices and all the 
arrows between them. Then the transition matrix of G is 
, 
where 0 (null matrix), N,, N2, and A’, are matrices of suitable sizes. 
By the definition off and the assumption that fY is EQ-monotone, for 
each in (0, 1,2} there exists a Jo (0, 1,2} such that K,cf(K,)c 
K, u Span(E&), i.e., each element of CK f-covers one and only one element 
of C,. Then each row of M, has null all its entries but one which is 1. 
Hence the spectral radius of MK is 1. Therefore h(G) = max(h(Q), h(P)). 
Since f is ER-monotone, Lemma 2.6 ends the proof. i 
DEFINITION 5.3. Let Pi be a periodic orbit of a map f, E 5Y for 
i = 1, 2, . . . . n. We define a P, . . . P,-built map f inductively: 
(i) For n = 1 we set f=f,. 
(ii) If n > 1 and fY E 5Y is a P, . . P, ~ ,-built map, then f is a P,-addi- 
tion tof,. 
Note that CALM, Theorem 12.1(a)] still holds when the orbits Pi are 
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not primary. We keep its notation (with P, not necessarily primary) to 
state the following immediate consequence of Lemma 5.2. 
COROLLARY 5.4. !f’.fi i.v EP,-monotonr rmd R = u;=- , Q,, thcv~ ,f’( R) = R. 
,f is ER-monotone and h(f’) = max, -, S ,,1z( P,). 
Lastly, to prove Theorem A(b) in the case Is, g, r) $ N, we shall use the 
following construction. Let .fy E 9 and let .f;~ 9. A mapf’E.?y will be called 
an ,f,-addition to fy if,f is obtained from .fy and ,fl as follows. Assume that 
br, = [0, l] and let O<a < h < c< 1. There exist homeomorphisms 
$:Y+P=[O,a]ubr,ubr, and cp:l -+T=[c, 11. We setf=t+b~,fy;@’ 
on P, f= (I, a,f,o cp- ’ on 1, ,f (b) = h and we extend .f linearly on [a, h] and 
[h, c]. Then it is easy to obtain the following result. 
LEMMA 5.5. Let .f, E g$Y and let fi E 9. !f.f E 9 is an f2-addition to ,f, then 
Per(f) = PNfl 1 u Per(.fi) and Kf I= max(W’, 1, N.f2)). 
From CALM, Theorem 11.13(b)] we obtain maps II E .&’ and I-E ‘Y such 
that each periodic orbit of Z7 (resp. E) of period larger than one is 
pendulum (resp. twist) and Per(Z7) = S(2”) (resp. Per(T) = G(3 ‘2” ) = 
R(3.2”)). By [M, Theorem 31 it is also very easy to show that: 
LEMMA 5.6. h(Z7) = h(T) = 0. 
Now we are ready to end the proof of Theorem A. 
Proof qf Theorem A(b). Assume that SE N, ge N\{ 1,2} and 
rEN\{ 1, 2, 4). Propositions 3.1(b), 4.1(b), 4.3(b), 4.4(b), and 4.11(b) allow 
us to consider fi~91 (i= 1,2, 3) such that h(f,) =log n,, h(f2) = log yp, 
and h(f3) =log pr. These f, (i= 1, 2, 3) are EP,-adjusted for suitable 
periodic primary orbits P, so that h(f;) = h(Pi). Namely, P, is a pendulum 
orbit of period s, P, is an orbit of period g, green if g $ 0 and twist 
otherwise, and P, is an orbit of period r, red if r f 0 and twist otherwise. 
By CALM, Theorem 11.13(a)], Per(f,)= S(s), Per(fi) = G(g), and 
Per(.f3) = R(r). 
Let f E q be P, P,P,-built. First we prove that Per(f) = S(s) u G(g) u 
R(r). From CALM, Theoerem 11.1 l(d)] we have that Per(f) = S(s,) u 
G(g,)u R(r,). Then, by CALM, Theorem 12.1(a)], we obtain s~S(.s/), 
gE G(gf), and r E R(r,). Hence Per(f) 2 S(S) u G(g) u R(r). On the other 
hand, by CALM, Theorem 12.1(b)], we have Per(f) c S(s) u G(g) u R(r). 
To end the proof of Theorem A(b) in this case, we have to show 
that h(f) = log p,. By Theorem A(a), Lemma 5.1, and from the fact 
that SE S(S~), g E G(g,), and r E R(r,), we obtain h(f) 3 log pI.>, 
log max { rcn,, yn, p,}. By Corollary 5.4, h(f) = log max {x,, yn, p,}. 
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Nowassumethat {S,g,r} qtN.Ifs~N,g~N\{1,2}orr~N\{l,2,4}, 
we keep the same notation as above, except that jr E 9. If s = 2”, we take 
as fi the map 17~ .f of Lemma 5.6. Analogously, if g= 3.2” (resp. 
r = 3.2”) we take as fi (resp. ji) the map f E Y of Lemma 5.6. 
Ifg=3 .2” (resp. r=3.2m), letfEY be anf,-addition tofz (resp. tof,) 
when r E G(g) (resp. g E R(r)), and let f~ SY be an f,-addition to f3 (resp. 
to f2) when r I$ G(g) (resp. g$ R(r)). Lemma 5.5 and CALM, 
Theorem 11.13(b)] show that Per(f) = S(s) u G(g) u R(r). Theorem A(a), 
and Lemmas 5.1, 5.5, and 5.6 give us h(f) = log ,u,. If {g, r} c N let f~ Y 
be an f,-addition to a P,P,-built map FE 9Y. We have as above that, by 
CALM, Theorem 12.11, Per(F) = G(g) u R(r), and hence, by Lemma 5.5 
and CALM, Theorem 11.13(b)], Per(f) = S(2=) u G(g) u R(r). On the 
other hand, again from Theorem A(a) and Lemma 5.1 we obtain 
h(f) 3 log pr3 log max { 1, yn, p,} = log max {y,, p,j. Lemmas 5.5 and 5.6 
give us h(f) = h(F). Lastly, by Corollary 5.4, h(F) = log max {v,, pr} and 
so w”)=logP,. I 
6. INEQUALITIES BETWEEN ENTROPIES OF ORBITS 
The aim of this section is to give some relations between the entropies 
of primary orbits, to obtain information about pf depending on the 
existence of these orbits. To do this we must study the polynomials 
pn(X)=XH-2xRP2- 1 for n33, 
qJx) = xn - 2x” 3 - 1 for n 24, 
d,(x)=x~-2x~~3-2x(~~3)1*_1 for n > 5, n odd. 
Putting ~1, for the largest root of p,,(x) (n > 3), one easily obtains the 
following results. 
LEMMA 6.1. If n>,3, then ~<C(,+l<a~<2,1im,,,cc,=~,p,(x) 
<O in (O,a,), andp,(x)>Ofor x>c(,. 
LEMMA 6.2. For each nB4, ,@ia,,~<c~,<& lim,+, on=* 
and qJx) > 0 for x > on. 
LEMMA 6.3. For each n > 4, CT”+, < J2,, + 3 < (T,. 
Thus we can state our final results. 
PROPOSITION 6.4. (a) J/‘ 11 3 0, q > 3 and y is odd, thm 2’ ” > TC~,,,~ > 
2’-12 “‘~~“>7~~,,~> TZ~,,(~+ z,>22 ““” and n,,,,+ 2’ “‘*I’ as q -+ CL. Morrowr, 
lr3 = (1 + J5)/2. 
(b) [f n=l, n34, then ~~~>~~z,I=~,,>~~z,,+j>pl,~+2=p,i,,~ 
pz,,+s>~2(n+~,>~und;‘,,-t~,~asn~~-, 
(c) Zf nao, q > 3 and y is odd, then 22 ““’ > TV. 2,)y > 
z3.Z”(y+2)‘2 
3-‘Z-f”+” and T3,2,,y+23-‘2-‘““’ us q --t ccl. 
(d) 7r3>ys>7cs>p7=7c,. 
(e) p31>z6>y32=y,6 and~3.2m,>~2mi23>~3 2mIl for allm30. 
ProoJ: (a) Note that ~~(2~‘~) < 0 and ~~(2~‘~) > 0. From Lemma 6.1 we 
obtain that 2 > n3 > 22J3 > zy > xCy+2, > $ and rcTly + & as n + co. Since 
p3(x) = (x2 -x - 1 )(x + l), then xj = (1 + $)/2. From Definition 1.2 the 
statement follows. 
(b) From Definition 1.4 we have to show that 4~ c,~ > 62,,+j > 
CJ~+~>~~,,+~>CT~+~>,$ and o,-+,j’? as n-+m. This follows from 
Lemmas 6.2 and 6.3. 
(c) Since x:-‘c~~~~ and t3.2ny=~&i, the statement follows from (a) 
and Definition 1.2. 
(d) We have that d,(x) =p,(x) + 2x(x2 -x - 1). Since x2-x - 1 < 0 
if 0 < x < 7c3 and x2 - x - 1 > 0 if x > rc3, it follows from Lemma 6.1 that 
d,(n,)<O and d,(x)>0 if x2x3, hence x,<b5<x3. From d,(x)= 
(x3-x2-1)(x4+x3+x2+ 1) and &(x)=(x3-X-1)(x(x’- l)+ 1) 
(x+ 1) we obtain 6,=q. 
(4 CJ~~ < x6 < S,, and xl1 < TC:~ <x9 follow from direct computation. 
Hence the statement holds by using Definitions 1.2 and 1.4. 1 
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