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CHAPTER 1

INTRODUCTION

1.1

Overview
Suppose you are planning a wedding. While there are many tasks involved,

such as contacting the caterers, coordinating decorations, and securing a venue, perhaps the most difficult task is seating people at the reception. The Smiths have a
long-standing feud with the Joneses, and cannot be seated together; Alice Bernoulli
just broke up with Bob Galileo, who left her for Eve Summers, and as such Alice
will not want to sit with either of them; and those are just a few of the enmities
which must be taken into account. The resulting “enemy network” represents pairs
of people who cannot sit at the same table. How many tables will you need to seat
them all?
A natural solution to this problem involves constructing a graph G with a node
for each reception guest, and an edge between guests who cannot be seated together.
If the nodes could be colored in such a way that neighboring nodes are different colors,
the number of colors would be the number of tables needed (since two nodes of the
same color would not be adjacent). Of course, renting too many tables (and finding
a room large enough to hold them all) could get expensive, so your goal, as a good
1

wedding planner who takes expenses into account, is to find the smallest number of
colors you need to color this graph.
The problem of finding the minimum coloring number of an arbitrary graph is
NP-hard [1], which would make the problem of wedding planning seem to be difficult
in general. However, that does not change the fact that weddings have to be planned,
which leads to the need for efficient heuristics. Self-stabilization is a paradigm introduced by Dijkstra in 1974, which uses local information and local moves by nodes to
reach a desired global property. Colorings, independent sets, and dominating sets are
easy to find via self-stabilization, and by making minor changes to naı̈ve algorithms
can make them noticeably more efficient. This work concentrates on self-stabilizing
algorithms for finding independent sets, dominating sets, and proper colorings of
graphs.

1.2

Notation
Throughout this work, G = (V, E) will denote an undirected, connected simple

graph with |V | = n nodes and |E| = m edges. When the meaning of E or V
might be ambiguous, V (G) is the vertex set of graph G, and E(G) is the edge set of
graph G. For each node i ∈ V, N (i) will denote the open neighborhood of i, that is,
N (i) = {j ∈ V : {i, j} ∈ E}, the set of nodes adjacent to i. The closed neighborhood
of i will be denoted N [i] = N (i) ∪ {i}. Occasionally, algorithms will be discussed in
which each node has an ID, with the property that there is a total order on the IDs.
In these cases, i will be used to refer to node i or the ID of node i, depending on
context. When variable x is set to value y, the notation x := y is used.
2

1.3

Scope of this work
This work consists of two broad sections. Chapters 2 and 3 are expository

in nature, and describe the history of the field (Chapter 2) and an overview of wellknown self-stabilizing algorithms (Chapter 3). Moreover, at the end of Chapter 3,
a novel algorithm is presented. The algorithm uses an idea similar to a well-known
spanning tree algorithm, and extends it to provide a two-coloring of a bipartite graph.
Chapter 4 provides an analysis of the relative quality of some of the algorithms
presented in Chapter 3. It is possibly the first benchmark-like test that has been done
to compare the quality of different self-stabilizing algorithms. Chapter 5 provides a
brief summary of the work, as well as questions for further study in the field of selfstabilizing algorithms. The goal of this work is to provide a brief introduction to selfstabilization, with a particular focus towards problems of independence, domination,
and coloring in graphs.

3

CHAPTER 2

A BRIEF HISTORY OF SELF-STABILIZATION

The notion of self-stabilization was introduced by Dijkstra in 1974 [2]. At
the time, Dijkstra was addressing a practical task of “synchronization . . . between
loosely coupled sequential processes.” [2]. In his model, self-stabilization was meant
to achieve a legitimate global state, then stay in that state indefinitely, with these
conditions (from [2]):
(1) at least one node is privileged in each legitimate state; (2) in a legitimate state, any move will result in a legitimate state; (3) each privilege
must be present in at least one legitimate state; and (4) for any pair of
legitimate states, there exists a sequence of moves transferring the system
from one into the other.
The legitimate state in Dijkstra’s paper was one in which only one node was privileged,
and that privilege was “passed off” to the next one after it made its move. The “state”
being discussed was, for instance, the state that at most one processor was executing
a critical section of code at any given time.
In his initial paper, Dijkstra merely illustrated three examples of self-stabilizing
algorithms on rings of finite state machines. Rings were “about the sparsest graphs
4

[Dijkstra] could think of” [3], and the goal was to demonstrate that even with minimal
knowledge of the network, the algorithms would stabilize. In each, the machines were
labeled 0, 1, . . . , N around the ring, with 0 adjacent to N . Machine 0 was distinguished
as the “bottom” machine, and N the “top;” the distinguished machines followed a
slightly different rule (or rules) than the rest of the machines. In the field as it exists
today, these would be considered semi-uniform algorithms. A semi-uniform algorithm
is one in which some node follows a different set of rules than the others.
Dijkstra’s model of self-stabilization was similar to the way it is used today.
He established the format for self-stabilizing algorithms, namely, a list of rules of
the form if P (i) then M , where P (i) is a boolean function of node i’s state and
its neighbors’ states, and M is a change of i’s state, called a move. He introduced
the notion of a privileged node, which satisfies the predicate of at least one rule.
He used a central demon for progressing the algorithm: a central demon selects one
privileged node at a time to make a move. By the time Dijkstra provided a proof
that his proposed self-stabilizing system truly stabilized in 1986 [3], the field already
had some major results, including proof that, without some special constraints, no
self-stabilizing algorithm for finding a spanning tree existed [4].
The use of “self-stabilizing algorithm,” as it is discussed in this work, is slightly
different from Dijkstra’s definition. Here is a formal definition:
Definition 1 A self-stabilizing algorithm consists of a set S of states and a list P of
rules for each node in a graph. The state of a node is represented by its local variables,
and the rules are of the form P (i) =⇒ M (i); P (i) is a boolean function of node i’s

5

state and its neighbors’ states, and M (i) is a change of node i’s state, called a move.
A privileged node is one which satisfies some P in P; a central demon selects one
node at a time to execute a rule for which it is privileged. The algorithm has reached
a stable state when no node is privileged for any rule.
The term “stable state” may refer to either the global state of the graph or
to the algorithm having reached a stable state. A graph is in in a legitimate state
if, for example, it is properly colored, or if the set of nodes in a certain state form
an independent set. Typically, when discussing a self-stabilizing algorithm having
reached a state where no node is privileged, it is said to have stabilized; this will
make it clearer whether the algorithm or the graph are being discussed.
A self-stabilizing algorithm is correct if it stabilizes in a finite number of moves,
it can stabilize from any initial state of the graph, and any stable state it reaches
is a legitimate global state. The goal may be to find a dominating set [5–7], an
independent set [7–9], a proper graph coloring [10–13], or some other graph structure.
In these cases, the local variables at each node include some designator of membership
in a set, color, or other feature, as well as possibly other variables needed for the proper
running of the algorithm.

6

CHAPTER 3

SURVEY OF SELF-STABILIZING ALGORITHMS

3.1

Overview
Here we provide a survey of a number of self-stabilizing algorithms for finding

independent sets, dominating sets, and colorings. Quantitative assessments of these
algorithms is presented in Chapter 4.
Algorithms are generally presented as in Table 3.1: a list of local variables,
followed by a list of rules. The local variables are presented as v ∈ T , where v is the
name of the variable, and T is the set of possible values for that variable. Each rule
is presented as a logical predicate of the state of node i and its neighbors, and each
action is a change of i’s state. The value of variable v at node i is denoted v(i)
local at i: v ∈ T
RULE 1: if condition1
then action1
RULE 2: if condition2
then action2
Table 3.1: Example Self-Stabilizing Algorithm

In general, a node selected to make a move can execute any rule for which it
is privileged; in practice, it makes sense to list the rules in order of precedence, and
7

assume that a node will execute the first rule for which it is privileged (see Section
Section 4.2 for more details. Addtionally, this idea is used in algorithm OneMax
in [8] to simplify the description of the algorithm.) This in-order testing could be made
explicit: if the k th listed rule has predicate Pk , then each Pk could be ammended to
be Pk ∧ ¬(P1 ∨ P2 ∨ · · · ∨ Pk−2 ∨ Pk−1 ). For algorithms presented throughout this work,
this latter interpretation is assumed, as is made clear from the implementation (see
Chapter 4).
When analyzing a self-stabilizing algorithm, several things must be taken into
account. The algorithm must be proven correct – that is, it must be shown that the
algorithm will reach a stable state in a finite number of moves and that any stable
state reached has the desired property.
The time complexity of a self-stabilizing algorithm is usually discussed in terms
of the number of moves made by privileged nodes before a stable state is reached.
Typically, the moves themselves can be executed in constant time; however, in an
actual network, it might take time proportional to the degree of a node for that
node to collect information from its neighbors to realize whether it is privileged. For
our purposes, we will disregard these practical concerns and focus on the number of
moves made when discussing the time complexity of an algorithm. Likewise, we will
devote little attention to issues of space complexity. Generally speaking, the memory
space required for each node will be proportional to the degree of that node, requiring
enough memory to store O(∆ log(n)) bits, where ∆ is the highest degree among nodes
and n is the number of nodes in the graph.

8

3.2

Independent Sets
An independent set in a graph G is a set I ⊂ V such that no two members

of the set are adjacent. Finding the cardinality of the largest independent set on an
arbitrary graph is NP-Hard [1], but many algorithms exist which can find a maximal
independent set in polynomial time.
Definition 2 A maximal independent set is a set M ⊂ V such that each node not in
M is adjacent to at least one vertex in M . Equivalently, M is maximally independent
if no proper superset M " ⊃ M is also independent.
A maximal independent set can be easily found in linear time by building it up
greedily from an empty set: until there are no independent vertices, select a vertex,
and if it is independent of the set so far, add it to the set. This is detailed further in
Section 4.3.1. This can lead to very bad sets, such as in a star graph. If the central
vertex is the first selected, the algorithm will terminate with a set of size 1, when the
largest possible has size n − 1 (see Figure 3.1).
◦
◦

◦
•

◦

(a)

•
◦

•

◦

•
◦

•

(b)

•
•

Figure 3.1: A star graph with (a) a small maximal independent set and (b) a largest
independent set
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3.2.1

Simple Independence
A simple self-stabilizing algorithm for finding a maximal independent set is

given in Table 3.2 (this is identical to Algorithm 3.1 in [7]). Each node in this
algorithm has a single local boolean variable s, and S is the set of all nodes with
s(i) = true.
local at i: s ∈ {true, false}
ENTER: if s(i) = false ∧ |N (i) ∩ S| = 0
then s(i) := true
LEAVE: if s(i) = true ∧ |N (i) ∩ S| > 0
then s(i) := false
Table 3.2: Algorithm: Self-Stabilizing Simple Independent Set

Theorem 1 The algorithm in Table 3.2 stabilizes in a finite number of moves, and
the set S = {i|s(i) = true} is a maximal independent set when stable.
Proof: Once a node enters the set using ENTER, it will never leave the set. Moreover,
once a node LEAVEs the set, it cannot make any moves other than to join the set if
all its neighbors LEAVE as well. Therefore, each node will make at most two moves,
so the algorithm stabilizes in at most 2n moves.
Obviously, if two nodes with s(i) = true were adjacent, one would LEAVE.
Therefore S is an independent set. If S were not maximal when the algorithm stabilizes, it would imply that there is some j ,∈ S which is independent of all vertices
in S. However, such a node would be privileged for ENTER, so the algorithm would

ý

not have stabilized yet.
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This algorithm is clearly very efficient. It requires each node simply store a
single boolean value, and, as stated in the proof of Theorem 1, it stabilizes in O(n)
time. However, it suffers from the same limitation as the single-scan algorithm given
above: namely, it can stabilize on a particularly bad state. It is compared to other
independence algorithms in Section 4.3. An illustration of the algorithm running on
a small graph is provided in Figure 3.2. Note that the maximal independent set it
finds is not of the largest possible size.
◦

◦

◦

••
(a) Initial

◦

•

◦◦

•

◦◦

◦

••
(b) ENTER

◦

◦
(c) LEAVE

•

Figure 3.2: Self-Stabilizing Simple Independent Set on a small graph

3.2.2

Neighborhood Knockout Plus
Clearly, an adversarial oracle could select the nodes to move in such a way as

to minimize the size of the independent set found, with the worst case being i(G), the
size of the smallest maximal independent set in G [14]. As such, it might be desirable
to constrain the algorithm in such a way that the independent set found is not only
maximal, but somehow “unlikely” to be of size i(G). Slater and Lampert present a
parameter computed through a process of neighborhood knockouts with replacement
[14]. In the work, it is presented merely as a set attainable at termination of a process
of “knockouts.”

11

The basic idea is the same as that in Table 3.2, namely, nodes enter and exit
the independent set depending on whether their neighbors are in the set. Put simply,
if two nodes in the set are adjacent, one has to leave. If the node selected to leave could
be chosen cleverly somehow, then perhaps the maximal independent set found would
be, on average, larger. In Neighborhood Knockout+, when two neighboring nodes
in the set are compared, the node with more neighbors in the set leaves, ostensibly
leaving a larger group of independent nodes in the independent set.
Here it is presented in Table 3.3 as self-stabilizing algorithm. Again, each node
has a single boolean variable s, which denotes membership in the set; S is the set of
nodes with s(i) = true.
local at i: s ∈ {true, false}
LEAVE: if s(i) = true ∧ ∃j ∈ N (i) s.t. s(j) = true ∧ |N (i) ∩ S| ≥| N (j) ∩ S|
then s(i) := false
ENTER: if s(i) = false ∧ |N (i) ∩ S| = 0
then s(i) := true
Table 3.3: Algorithm: Neighborhood Knockout+

The predicate for rule LEAVE requires node i to know something about each
neighbor node j’s neighborhood. Under the usual self-stabilization model, nodes have
only local information. However, it has been shown that a self-stabilizing algorithm
that requires nodes to have information on their distance-two neighbors can be implemented under the standard model by using a sort of “wrapper” algorithm [15],
which only allows a node to make a move in the main algorithm when it has correct
information about nodes that are distance two away. This model requires each node
to have a unique ID; though that restriction can be loosened to each node being able
12

to distinguish its neighbors and its neighbors’ neighbors. The algorithm is presented
in Appendix A.

3.2.3

One-maximal Independence
A one-maximal independent set is an maximal independent set which cannot

be improved by replacing one node in the set with two or more nodes from outside
the set. For example, in the complete bipartite graph K1,n (with n > 1), the single
node in the left part constitutes a maximal independent set, but it is not a onemaximal independent set – it could be replaced by the n nodes in the other part
(see Figure 3.2 again). One might expect a self-stabilizing algorithm which finds a
one-maximal independent set to find larger independent sets than the naı̈ve algorithm
presented in Table 3.2. The difficulty in designing such an algorithm is discovering
and correcting suboptimal node selections locally. Shi, Goddard, and Srimani describe
such an algorithm [8], presented in Table 3.4.
The variable x(i) represents i’s state. The states are split into three transition
states (in which the flag g(i) is set, as indicated by a tick-mark) and three normal
states. The normal states are 0, 1, or 2, representing the number of i’s neighbors in
state 0 (with 2 representing 2 or more neighbors with state 0). The nodes in state
0 (including nodes in state 0" ) are the nodes in M, the maximal independent set.
The basic working of the algorithm is similar to the usual independence algorithm:
A node in a state other than 0 will change to state 0 if none of its neighbors are; a
node in state 0 will change to another state if another neighbor is in state 0. This will

13

local at i: x ∈ {0, 1, 2}, flag g
Rule V1: if g(i) ∧ i is incident on a bad edge
∧¬g(i) ⇒ i not incident on a bad edge
then clear g
Rule V2: if ¬g(i) ∧ x ,= f (0/0" ) ∧ (f (0/0" ) ≥ 1 ∨ f (1" /2" ) = 0)
then x := f (0/0" )
Rule C1: if x = 0 ∧ f (1) = 2 ∧ f (0/0" /2" ) = 0
then x := 0"
Rule C2: if x = 0" ∧ (f (1/1" ) ≤ 1 ∨ f (0/0" ) ≥ 1)
then x := f (0/0" )
Rule C3: if x = 0" ∧ f (1" ) = 2 ∧ f (0" /2" ) = 0
then x := 2"
Rule C4: if x = 2" ∧ f (1" ) = 0
then x := f (0/0" )
Rule C5: if x = 1 ∧ f (0" ) = 1 ∧ f (0/1" /2" ) = 0
then x := 1"
Rule C6: if x = 1" ∧ (f (0" ) ,= 1 ∨ f (0/1" /2" ) ≥ 1)
then x := f (0/0" )
Table 3.4: Algorithm: One-maximal Independent Set (OneMax)

produce a maximal independent set, as shown in Theorem 1, describing the Simple
Independent Set algorithm (Table 3.2).
The actual working of the algorithm uses the transition states to effect interchanges, in which one node will leave the set while two or more come in. The
limitations of self-stabilization lead to the need for transition states, since the nodes
involved in the interchange cannot all move simultaneously. The moves of nodes
follow these basic rules: A node in state 0 moves to state 0" if it has at least two
neighboring 1s. A node in state 1 changes to 1" if it is adjacent to a 0" . A node in
state 0" , adjacent to at least two 1" s, changes to state 2" . A 1" changes to a 0 if no 0" s
are adjacent, and a 2" reverts to a 2 if no 1" s are adjacent. Amid all of these changes,
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certain pairs of edges should never be connected; if the initial state of the graph has
these edges, we say they are bad edges:
Definition 3 (From [8]) A bad edge is one which connects two nodes in the following
pairs of states: 0 − 0, 0 − 0" , 0" − 0" , 0" − 2" , 1" − 1" , 2" − 2" .
To simplify notation, the set S(y) denotes the set of nodes in state y, and
S(y1 /y2 / . . . /yk ) =

!k

i=1

S(yi ). From this, we can define the function fi (x) (the

subscript i is omitted when it is clear which node is being discussed):
Definition 4 The function fi (t) is defined as

fi (t) = min{2, |N (i) ∩ S(t)|}.

As with S, we define

fi (t1 /t2 /t3 / . . . ) = min{2, fi (t1 ) + fi (t2 ) + fi (t3 ) + · · · }.

As noted in [8], the time complexity arises from bad initial states and two
interchanges affecting each other. The proof of correctness relies on several lemmas
regarding valid states of nodes in a stable state for the algorithm. The proofs proceed
similarly to previous proofs about stable states, and are omitted.
Lemma 1 When algorithm OneMax (Table 3.4) has stabilized, there is no node in
state 2" ; if there is a node in state 0" it must be adjacent to a node in state 1; if there
is a node in state 1 adjacent to a node in state 0" , then it must also be adjacent to a
15

node in state 1" ; and if there is a node in state 1" , it must be adjacent to a node in
state 0" .
Lemma 2 In a stable state, the set S(0/0" ) constitutes an independent set.
An interesting property of this algorithm, as noted in the paper, is that it
stabilizes on any graph; however, it is only guaranteed to give a 1-maximal independent set in certain graphs. Specifically, it is shown that no anonymous self-stabilizing
algorithm can guarantee an independent set of size ≥ n/3 in a ring of size n, if n is
a multiple of three. The proof is very simple: consider a ring with 3 nodes. Since it
stabilizes, let the stable states of the three nodes be X, Y , and Z, with X being the
state which implies membership in the independent set. Next, consider a ring with 3k
nodes. Then the states (going around the ring) could be XY ZXY ZXY Z . . . , which
leads to an independent set of size n/3. It is worth noting that since it is still, at
worst, the simple independent set algorithm from before, it is reasonable to expect
that, on average, it does no worse than the simple algorithm. This is demonstrated
in Chapter 4.

3.3

Domination
Many variations of domination problems in graphs exist. Usually, a dominating

set in a graph G = (V, E) is a set S ⊆ V with the property that each node in V is
either in S or adjacent to a node in S. Formally speaking, a set S is dominating if for
each node i, |N [i] ∩ S| ≥ 1. Given an arbitrary graph, finding the smallest possible
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local at i: x ∈ {true, false}, p ∈ N (i) ∪ {null}
SET-VARS: if x(i) ,= y(i) ∨ p(i) ,= q(i)
then x(i) := y(i) ∧ p(i) := q(i)
Table 3.5: Algorithm: Minimal Total Dominating Set

(minimum cardinality) dominating set is NP-Hard [1]. However, many self-stabilizing
algorithms exist which find minimal dominating sets.
Definition 5 A dominating set S is minimal if no proper subset S " ⊂ S is dominating. Equivalently, S is dominating if each node in G has a private neighbor, a
neighbor which is dominated by no other node in S. [7].

3.3.1

Total Domination
One usual variant of domination is open or total domination, in which nodes

do not dominate themselves. In [6], the authors present an algorithm (Table 3.5) for
finding minimal total dominating sets. A total dominating set on a graph G = (V, E)
is a set of nodes D such that for all nodes i in V , |N (i) ∩ D| ≥ 1. As noted in the
paper, a total dominating set can be used to decide on placement of servers in a way
that minimizes the number of servers required, while having the property that each
server has an adjacent server for redundancy. The algorithm is very simple, consisting
of a single rule and requiring only two local variables. Furthermore, it extends nicely
to a number of other domination problems, such as extended domination, signed
domination, and weighted domination. It is presented in Table 3.5. Each node i has a
local variable x(i), which is true if i ∈ D, and a pointer p(i), which points to a node
in N (i) or can be set to null if i is dominated two or more times. Additionally, two
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values are computed to test whether it is privileged: y(i) is true if and only if some
neighbor of i points to it, and a pointer q(i) is defined by




min{j ∈ N (i)}




q(i) =
j






 null

if N (i) ∩ D = ∅
if |N (i) ∩ D| = j
if |N (i) ∩ D| ≥ 2

An extended dominating set on a graph G is one in which each node i has a
target value t(i) ≤ |N [i]|, and must be dominated by at least t(i) of its neighbors
(indeed, the authors restrict the vertices which may dominate each node i to some
subset of its neighbors, denoted N (i). It is required that for each node i, t(i) ≤
|N (i)|). The self-stabilizing algorithm for finding such sets is nearly identical to the
total domination algorithm. The single pointer in the first algorithm is replaced by
a set of pointers which serve the same purpose, of identifying the neighbors which
could potentially dominate the node. The function q(i) is similarly modified.
It is interesting to note that the algorithm requires each node have a unique
ID from a totally ordered set, so that each node can determine its least neighbor with
certain properties. Moreover, the ability to find the minimum neighbor with a certain
property is used in the proof of correctness.

3.3.2

Neighborhood Knockout Minus
The neighborhood knockout parameter described in Slater and Lampert’s pa-

per can also be adapted to find minimal dominating sets. If the vertex with lower
degree is knocked out, then presumably the “more dominant” vertex stays in. The
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local at i: s ∈ {true, false}
LEAVE: if s(i) = true ∧ ∃j ∈ N (i) s.t. s(j) = true ∧ |N (i) ∩ S| ≤| N (j) ∩ S|
then s(i) := false
ENTER: if s(i) = false ∧ |N (i) ∩ S| = 0
then s(i) := true
Table 3.6: Algorithm: Neighborhood Knockout–

algorithm in Table 3.6 is an adaptation of the neighborhood knockout– parameter to
the self-stabilizing paradigm.

3.4

Coloring
A proper coloring of a graph is an assignment of colors (usually nonnegative

integers) in such a way that each node is a different color from each of its neighbors.
Formally, a coloring is a function c : V → N such that c(i) ,= c(j) if {i, j} ∈ E. A
k-coloring restricts the range of the function to {1, 2, . . . , k}, and naturally suggests
the optimization problem of finding the minimum k such that G is k-colorable [10].

3.4.1

Minimizing colors in an arbitrary graph
Finding an arbitrary proper coloring of a graph via self-stabilization was shown

to be possible in linear time in [11]. The algorithm is presented in Table 3.7. There,
the mex function is the minimum excluded function. The mex of a set is the minimum
nonnegative integer that is not in the set.
The algorithm stabilizes very quickly, in at most n + 2m moves. However,
the authors note that it is possible to create tree graphs on which the algorithm can
stabilize with an exponential number of colors, when a tree is easily two-colorable.

19

local at i: c ∈ N − {0}
COLOR: if c(i) ,= mex{c(j) : j ∈ N (i)}
then c(i) := mex{c(j) : j ∈ N (i)}
Table 3.7: Algorithm: Grundy Coloring
local at i: c ∈ N
COLOR: if c(i) ∈ {c(j)&: j ∈ N (i)} ∨ c(i) > di + 1
di + 1
if {c(j) : j ∈ N (i)} = {1, 2, . . . , di }
then c(i) :=
x ∈ {1, 2, . . . , di } otherwise
Table 3.8: Algorithm: Fast Coloring

As such, they present another coloring algorithm, presented in Table 3.8, which guarantees that the coloring will use at most ∆(G) + 1 colors, where ∆(G) is the highest
degree of a node in G. Here, di is the degree of node i, that is, di = |N (i)|.
3.4.2

Spanning Trees
Due to their usefulness in numerous applications, many papers have been writ-

ten on self-stabilizing algorithms to find spanning trees. An early paper proved that
no self-stabilizing algorithm for finding a spanning tree in an anonymous graph exists [4], so most tree-finding algorithms require some form of non-anonymous network.
In Affek, Kutten, and Yung’s work [16], the symmetry is broken by means of unique
IDs, and in Kosowski and Kuzsner’s work [17], the symmetry is broken by designating
a special node as the root. Both of these algorithms can be extended to two-color a
bipartite graph; these extensions are discussed in the following section.
The algorithm of Kosowski and Kuszner, described in Table 3.9, relies on a
single node, r, being designated the root of the spanning tree; this root follows a sepa-
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local at i: f ∈ N
SET-F: if i ,= r ∧ f (v) ≤ min{f (j) : j ∈ N (i)}
then f (i) := 1 + max{f (j) : j ∈ N (i)}
Table 3.9: Algorithm: Spanning Tree with distinguished root

rate rule from the other nodes, and the central demon cannot remove its designation.
The algorithm relies on a single variable, a positive integer f . The distinguished node
has f (r) := 0 permanently.
The spanning tree found by this algorithm can be found by finding the parent
of each node; the parent p(i) exists if i has a neighbor j with f (j) < f (i), and in such
cases p(i) is the first neighbor j with minimum f (j) (that is, f (j) = min{f (k) : k ∈
N (i)}). As noted in the paper, the notion of “first” neighbor only requires that each
node be able to distinguish its neighbors, perhaps by storing its neighbors’ f values
in an ordered list.
This algorithm can be shown to converge in O(n diam(G)) time. Here, diam(G)
is the diameter of graph G. The diameter of a graph is the length of the longest path
among all shortest paths between pairs of nodes. The proof starts by showing that
each node will move at most l times, where l is the node’s distance from the root in
the spanning tree. Since the largest l can be is diam(G), the total number of moves
will be at most n diam(G).
The algorithm of Afek, Kutten, and Yung [16] relies on each node having a
unique ID. The basic function of this algorithm involves each node attempting to
establish itself as the root of a spanning tree, and whenever it detects a “better” tree
to join, it sends a request to its descendants, waits for permission to be granted, and
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joins the tree. A “better” tree is one which has a root with higher ID; eventually all
nodes join the “best” tree, the one whose root is the largest ID in the graph. The
algorithm has a lengthy description, but the algorithm in Table 3.12 uses a similar
approach, so the bulk of the discussion of this algorithm is relegated to the next
section. For more details on Affek, Kutten and Yung’s algorithm, see the algorithm
AKY Spanning Tree (Table A.2) in Appendix A.

3.4.3

Bipartite Coloring
A bipartite graph is a graph in which the nodes can be partitioned into two

disjoint sets (the parts) such that the only edges in the graph connect nodes from
different parts. Formally, G = (U " V, E), where E ⊆ {{i, j} : i ∈ U, j ∈ V }. A
bipartite graph naturally has a two-coloring; simply color component U blue and
component V red. A straightforward procedural algorithm given in Table 3.10 will
two-color a bipartite graph.
GreedyTwoColor(G)
initialize each node’s color to null
randomly select node i ∈ V (G)
color i red
while ∃j s.t. color(j) = null do
select k, a neighbor of a colored node, with color(k) = null
color k the opposite color of its neighbors
end while
Table 3.10: Greedy Two-coloring of a Bipartite Graph

However, the limitations of self-stabilizing algorithms make it difficult to find
a proper two-coloring of a graph, even when its known to be bipartite. Kosowski and
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Kuszner extended their algorithm for finding a spanning tree (presented in Table 3.9)
by adding a variable c(i) for color (see Table 3.11).
local at i: f, c ∈ N
SET-F:
if i ,= r ∧ f (i) ≤ min{f (j) : j ∈ N (i)}
then f (i) := 1 + max{f (j) : j ∈ N (i)}
COLOR: if p(i) ,= null ∧ c(i) ,= δ(i)
then c(i) := δ(i)
Table 3.11: Algorithm: Two coloring via spanning tree with a distinguished root

The function δ used in Table 3.11 is given by the following:

δ(v) = min{k ∈ N : A(k) ,= A(c(p(v))) ∧ ∀u ∈ N (v)(k ,= c(u))}.

Here, A is the parity function, and the parent of v, p(v), is given as in Section 3.4.2.
The algorithm of Afek, Kutten, and Yung [16] immediately induces a twocoloring upon stabilization, by simply assigning the color to be the parity of the
length variable (see Section A.2 in the appendix for more details). As presented
in [16], the algorithm took nearly two pages to describe, and required lengthy proofs
of correctness. Below, we present an original, though very similar (in idea, if not
appearance) algorithm for finding a spanning tree and resulting two-coloring, along
with proof, omitted from [16], that the algorithm stabilizes in O(n2 ) moves.
Let each node have a unique ID (and let there be a total order on the IDs), and
let each node i have three local variables: the first two are a pointer to a neighbor,
p(i) ∈ N [i]; and a root, r(i) ∈ V . The value r(i) is the node i supposes to be the root
of its tree, and p(i) is the node i supposes to be its parent in this tree. The third
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local at i: p ∈ N (i), r ∈ V, d ∈ N
ASSERT:
if P (i) ,= i ∧ ∀j ∈ N (i), (i < j ∧ i ≤ r(j))
then P (i) := i ∧ c(i) := red
FOLLOW:
if ∃j ∈ N (i) s.t. (r(j) < r(i) ∧ p(j) ,= i)
then P (i) := m(i) ∧ c(i) := c(p(i))
CORRECT-P.: if P (i) ,= p(i) ∧ ∃j ∈ N (i) s.t. (r(j) = r(i) ∧ p(j) ,= i)
then P (i) := m(i) and c(i) := c(p(i))
CORRECT-C.: if p(i) ,= i ∧ c(i) = c(p(i))
then c(i) := c(p(i))
Table 3.12: Algorithm: Two-coloring a Bipartite Graph with IDs

variable, c, stores the color of the vertex, which is either red or blue. The notation
c(i) denotes the color opposite i’s color. To avoid clutter and redundancy, we will use
the notation P (i) = j to mean that i properly points to j:
Definition 6 Node i properly points to node j, denoted P (i) = j, if i ,= j and
p(i) = j ∧ r(i) = r(j), or if i = j and p(i) = i ∧ r(i) = i.
For nodes i and j (possibly the same node), we say P (i) ,= j if one of the two
conditions does not hold (either p(i) ,= j, or the r value is incorrect).
Concordantly, we will use P (i) := j to denote setting i’s variables to properly
point at j, and we say that if P (i) = j then node j is node i’s parent in the resulting
spanning tree (if a node is its own parent, we say it is the root of the tree). We will also
define two sets, P −1 (i) = {j ∈ N [i] : P (j) = i} and p−1 (i) = {j ∈ N [i] : p(j) ,= i}.
Note that P −1 (i) and p−1 (i) can be empty, and can include i (if i points at itself).
The set P −1 (i) can be thought of as the set of children of i, including i if it is the
root of a tree, and p−1 (i) is potential children of i.
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The goal of the algorithm is to have each node eventually believe that the
node with lowest ID is in charge, creating a rooted spanning tree, and then check
the coloring by checking the parity of each node’s d value. The correct coloring will
“ripple outward” from that root. This simulates in some ways the algorithm given in
pseudocode in Table 3.10.
The algorithm consists of four rules, presented in Table 3.12. The ASSERT rule
causes a node to claim it is the root of a tree, the FOLLOW rule causes a node to join
another tree (or update its variables, if its parent has changed trees). There are two
correction rules: CORRECT-POINTER causes a node to correct its variables if the
first two rules don’t apply to it, and CORRECT-COLOR causes a node with incorrect
color to correct itself. The CORRECT rules, especially CORRECT-POINTER, are
essentially only used to account for bad initial states.
Each node i can, using only local information, compute a value m(i), which is
either a unique node in its open neighborhood, or null if no such node exists. The
value is a node which does not point to i and which has the most authority of those
that do not point to it, and has the lowest ID of those. Let rmin (i) = min{r(j) : j ∈
N (i) \ p−1 (i)}. Then, formally,
'
(
m(i) = min j ∈ N (i) \ p−1 (i) : r(j) = rmin (i)
Note that if i is privileged for FOLLOW, m(i) is not null.
For the following lemmas, it is assumed that the algorithm is running on G, a
connected bipartite graph (U " V, E), with U " V = {1, 2, . . . , n}.
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Lemma 3 When the algorithm in Table 3.12 stabilizes, all nodes will have r(i) = 1.
Proof: Suppose the algorithm has stabilized. Since node 1 has a lower ID than all
its neighbors (and 1 ≤ r(i) for all nodes i), it must be pointing to itself, otherwise it
would be privileged for ASSERT. Therefore, there is at least one node with r set to 1.
No node is privileged for FOLLOW, thus we must have r(i) ≥ r(j) and r(j) ≥ r(i),
so r(i) = r(j) for all neighbors i and j. Since node 1 has r(1) = 1, all nodes must

ý

have r(i) = 1.
For Lemma 4, the following notation will be useful:

pk (j) =




 j

if n = 0



 p(pk−1 (j))

if n > 0.

That is, following the pointer k times. We define the distance from a node i to node
j as d(i, j) = min{k : pk (i) = j}. If no such path exists, then d(i, j) = ∞.
Lemma 4 When the algorithm in Table 3.12 stabilizes, for each node i, d(i, r(i)) is
finite.
Proof: First, we note that a stable node a which is the root of a tree points to
itself and believes itself to be the root, so pk (a) = a = r(a) for k ∈ N, and thus
d(a, r(a)) = 0. When the algorithm has stabilized, each node i has P (i) = p(i), so
r(i) = r(pl (i)) for l ∈ N. Thus, if node i points to node j, and j has d(j, r(j)) = k,
then d(i, r(i)) = d(i, r(j)) = k + 1. Since the algorithm has stabilized, by Lemma 3,
each node has r(i) = 1, and therefore node 1 has d(1, r(1)) = 0; each node v ∈ P −1 (1)

26

has d(v, r(v)) = 1, each node w ∈

!

v∈P −1 (1)

P −1 (v) has d(w, r(w)) = 2, and so on,

until every node in G has finite distance to its root.
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Note that Lemmas 3 and 4 together imply that when the algorithm in Table 3.12 stabilizes, for each node i, pn (i) = 1. Since d(i, r(i)) ≤ n, and p(1) = 1, the
sequence i = p0 (i), p(i), p2 (i), . . . , pn (i) must end with at least one 1.
Lemma 5 On a bipartite graph G = (U " V, E), with U " V = {1, 2, . . . , n}, when
algorithm Table 3.12 stabilizes, the nodes are properly colored.
Proof: Since the algorithm has stabilized, if two nodes i, j have the same color, we
cannot have p(i) = j or p(j) = i, because, when stable, each node is colored opposite
its parent. So, we need only consider two neighbors i, j which do not point to each
other.
Look at the paths i, p(i), p2 (i), p3 (i), . . . , pn (i) and j, p(j), p2 (j), p3 (j), . . . , pn (j).
By the remark above, we know that pn (i) = pn (j) = 1, so the two paths must share at
least one node. Let k be the first node the two paths have in common, and let µ and ν
be natural numbers such that pµ (i) = pν (j) = k. The paths i, p(i), p2 (i), . . . , pµ−1 (i), k
and j, p(j), p2 (j), . . . , pν−1 (j), k form a cycle, which must be of even length (because
G is bipartite). Since no node is privileged for any rule, each node working backwards along the paths from k to i and j must be properly colored; if i and j are the
same color, it would imply the graph has a cycle of odd length, which is impossible.
Therefore, any two neighboring nodes are opposite colors.
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Now we wish to show that the algorithm in Table 3.12 stabilizes in a finite
number of moves that is quadratic in n, the number of nodes in the graph.
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Theorem 2 The algorithm in Table 3.12 stabilizes in O(n2 ) moves.
Proof: A node can make (1) at most one ASSERT move, (2) at most n FOLLOW
moves, (3) at most 1 CORRECT-POINTER move, and (4) at most n CORRECTCOLOR moves. Here, we remind the reader that, in this work, rules are listed in the
order in which they are tested; that is, for a node to be privileged for CORRECTCOLOR, it must not be privileged for any of the preceding rules in Table 3.12.
Proof of (1): First, notice that the only move that could cause r(i) to increase
for any node i is ASSERT. A node i can make at most one assert move: we notice
that only some nodes could ever be privileged for ASSERT, namely nodes whose ID
is the minimum in their closed neighborhood. Consider node a whose ID is a local
minimum. None of its neighbors can ever ASSERT, because they will fail the local
minimum condition. Therefore, they will only be making FOLLOW or CORRECTPOINTER moves, so r(j) for j ∈ N (a) is non-increasing. Since a has ASSERTed,
it is now only able to be privileged for FOLLOW; once it executes FOLLOW that
means some node $ ∈ N (a) has r($) < r(a) = a. Since r($) cannot increase, a will
never be privileged for ASSERT again.
Proof of (2): Consider a node i privileged for FOLLOW. As shown, it will
never be able to ASSERT, and therefore r(i) will be non-decreasing as the algorithm
progresses. Since FOLLOW causes r(i) to decrease, and 1 ≤ r(i) ≤ n, a node can
make at most n FOLLOW moves.
Proof of (3): Consider a node i that executes CORRECT-POINTER and is
now properly pointing at a node j. Any move that j makes after this cannot increase
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r(j): if j ASSERTS and r(j) increases, that means, before the ASSERT, j > r(j).
However, at that time, r(i) = r(j) and i ∈ N (j), and thus j would fail the condition
for ASSERT. All other moves leave r(j) unchanged or decrease it; thus, if r(j) changes,
it decreases, and i will FOLLOW rather than CORRECT-POINTER.
Proof of (4): Let us call a move that changes r(i) a tree-changing move.
Consider a node i which is privileged for COLOR-CORRECT. Let ρ1 be the node at
the end of the chain of proper pointers from i, that is, the first node along the path
i, p(i), p2 (i), p3 (i), . . . such that P (ρ1 ) ,= p(ρ1 ) or P (ρ1 ) = ρ1 . In the former case, ρ1
is a pseudo-root of the tree to which i belongs; in the latter, ρ1 is simply the root.
Until ρ1 makes a move, each node along the path from i to ρ1 is properly pointing
to its parent. Consider a sequence of moves in which no nodes along this path make
tree-changing moves. If some node j along the path changes its color, every node
from i to j will have to change its color as well; this can happen up to d(i, ρ1 ) = k1
times. Now suppose ρ1 makes a tree-changing move. Every node from ρ1 back to i,
in that order, will make a FOLLOW move, and therefore, every node from i to ρ1
is properly colored with respect to p(ρ1 ). Now, letting ρ2 be the end of the chain of
proper pointers from ρ1 as before, and letting d(ρ1 , ρ2 ) = k2 , it is clear that, using
the same argument, i could make up to k2 more CORRECT-COLOR moves. This
argument can be repeated until ρl = 1 is reached; and by this argument, i makes at
most d(i, 1) ≤ n total CORRECT-COLOR moves.
Since a node can make at most 1 + n + 1 + n = 2n + 2 moves, the total number
of moves by nodes under this algorithm is at most n(2n + 2) ∈ O(n2 ).
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The algorithm Two-coloring with IDs (Table 3.12) operates on the same basic
principle as AKY Spanning Tree (Table A.2). Namely, every node attempts to be the
root of a spanning tree, until it is adjacent to a node in a “better” spanning tree. In
Table 3.12, this is the tree rooted on a node with lower ID. Two-coloring with IDs
also extends AKY Spanning Tree by providing a two-coloring. The algorithm does
not present an improvement in the complexity of the running time; however, it is a
much simple algorithm to implement – a quick glance at Tables 3.12 and A.2 makes
it apparent that Two-coloring with IDs is much shorter.
Both Two-coloring with IDs and AKY Spanning Tree provide an important
practical feature, namely, robustness to node or link failure. Two-coloring with IDs
was created as something of an academic exercise, but Affek et al. make it clear their
algorithm was intended for an actual network of processors. In particular, there are
explicit tests to discover node and link failures, by means of checking if p(i) ∈ N (i).
If a node or edge is removed from the graph, the algorithm will re-start, and a new
spanning tree will be found, if necessary. Two-coloring with IDs does not have these
explicit checks, but it is reasonable to expect that if the notion of a proper pointer
were amended to include the condition that p(i) actually exists, and the condition
∃j ∈ N (i) s.t. (r(j) = r(i) ∧ p(j) ,= i) were removed from CORRECT-POINTER,
the algorithm could recover from a node or edge being deleted.

3.5

Conclusions
There are two important features to consider when designing a self-stabilizing

algorithm. One is ensuring that any stable state reached is a legitimate state. For
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example, when Neighborhood Knockout+ stabilizes, the nodes with s(i) = true forms
an independent set; when Two-Coloring with IDs stabilizes, the nodes are properly
colored by the c variable. In the case of most independence and domination algorithms, this is readily apparent in the rules. Most independence algorithms work on
the same basic principle as Self-Stabilizing Simple Independent Set (Table 3.2), and
so it is clear that neighboring nodes will not be left in the set, and lonely nodes will
enter the set. In some coloring algorithms, it is clear that any stable state must be
a proper coloring, such as in Grundy Coloring (Table 3.7) and Fast Coloring (Table 3.8), where the rules explicitly check for improper coloring. Sometimes proving a
proper coloring is reached can require some subtlety, as in Lemma 5 for Two-coloring
with IDs (Table 3.12).
The other important feature is ensuring that a stable state will be reached from
any initial state. This can lead to rules which exist purely to transform an undesirable
initial state into a state that is more desirable — not necessarily legitimate, but more
in line with the goals of the algorithm. For instance, in Table 3.4 (OneMax), rule
V1 is only used to clean up so-called bad edges. They represent neighboring node
states that could not be reached under normal operation of the rest of the algorithm;
for instance, if a graph were initialized with all nodes in state 0" , that would be
nonsensical from the perspective of the algorithm. The transition states represent an
interchange in progress; if all nodes are in state 0" then they are all trying to leave to
let their neighbors in. In Table 3.12 (Two-coloring with IDs), the CORRECT rules
allow the algorithm to run on initial settings that would be stable but not legitimate.
For instance, if every node is properly pointing to a parent in a spanning tree rooted
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on node 1, but all nodes are blue, neither ASSERT nor FOLLOW would correct for
this.
Ultimately, proving an algorithm is correct can often be handled in two separate pieces. The first piece simply argues, using the rules of the algorithm, that if
the algorithm is in an illegitimate state (a non-maximal independent set or an improper coloring, for instance), then some node must be privileged. The second step
is finding bounds on the running time of the algorithm; this is often accomplished by
investigating the total number of moves made by each node.
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CHAPTER 4

ANALYSIS AND COMPARISON OF SELF-STABILIZING
ALGORITHMS

4.1

Overview
In this chapter, we detail implementations of various self-stabilizing algorithms

for comparison. While self-stabilizing algorithms are often compared in terms of their
time to stabilization (that is, the complexity of their running time), little attention is
paid to the actual output of the algorithms. That is, there is little discussion of the
stable states the algorithms produce — if an algorithm produces a maximal independent set, then it is desirable for the algorithm to consistently give large independent
sets, for instance. It is possible a truly adversarial demon would always select nodes
to move in such a way as to, for instance, minimize the maximal independent set
found by an algorithm. In practice, however, no such deterministic oracle is known
to exist, as finding i(G) is NP-hard [1].
For comparison, we have implemented each self-stabilizing algorithm using a
random central demon. After the algorithm initializes each node in G to a random
starting state, the demon repeatedly selects a privileged node at random to execute
one of its rules, until no privileged nodes remain. Details are provided in Section 4.2.
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Each algorithm aims to optimize some value, and so are compared by their resulting
values. For comparison, certain deterministic algorithms are also presented.

4.2

Implementation
The self-stabilizing algorithms presented throughout this paper were imple-

mented in a framework for implementing any general self-stabilizing algorithm. The
framework provides a way to provide a list of rules and corresponding actions, and
maintains the global state of the graph, as well as a privilege table, which records for
which rule each node is privileged. The central demon randomly selects a privileged
node, that node executes the first rule for which it is privileged, then the framework
updates the privilege table for that node and each of its neighbors.
For testing, each algorithm was run 1000 times on the same graph. In each
trial, the initial state is set randomly, one node at a time (with no regard to other
nodes). When the algorithm stabilizes, the quantity to be optimized is measured
(such as set size, or number of colors used) and recorded. After 1000 trials, various
statistics are reported.
For comparison, several non-self-stabilizing algorithms have been implemented
too, such as single-scan maximal independent and minimal dominating sets. A single
random graph was generated for each value p of edge probability and used for every
program.
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4.3
4.3.1

Independence
Algorithm: Linear Scan Independent Set
The following algorithm is “naı̈ve” in the sense that it does not have any

comparison between nodes to decide which might be better for the independent set.
It is presented in Table 4.1 in pseudo-code:
LinearScanIndependentSet(G)
initialize S = ∅, L = V
while L is not empty do
remove a node i at random from L
if |S ∩ N (i)| = 0 then
add i to S
end if
end while
return S
Table 4.1: Algorithm: Linear Scan Independent Set

A comparison of Tables 4.2 and 4.3 shows that the Self-Stabilizing Simple Independent Set (described in Table 3.2) does not produce significantly different results
from the linear scan independence. Both are noticeably worse than the algorithms in
Sections 4.3.3 and 4.3.4.

4.3.2

Self-Stabilizing Simple Independent Set
The algorithm presented in Table 3.2 was implemented and tested on random

graphs with varying edge probabilities. The results are shown in Table 4.3.
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Edge probability × 1000
2
5
10
20
30
40
50
60
70
80
90
100
200
300
400
500

Min
536
340
219
132
103
83
70
57
51
45
42
39
20
14
10
7

Max
584
387
260
165
127
101
87
76
69
61
57
51
29
22
16
12

Avg.
561.4
364.2
239
149.4
113.5
92.0
77.1
66.7
59.9
53.1
48.5
44.6
24.5
16.8
12.4
9.7

Table 4.2: Linear Scan Independent Set on a random graph over 1,000 trials

4.3.3

OneMax
The algorithm in table Table 3.4 attempts to find an independent set that

is not only maximal, but also one-maximal; that is, no node in the set could be
replaced by two or more neighbors from outside the set. As shown in Section 3.2.3,
this algorithm is not guaranteed to find a one-maximal independent set if the graph
has a cycle with length a multiple of three, but it is still guaranteed to do no worse
than a naı̈ve maximal independence algorithm, since the basic operation is essentially
the same. It does substantially better than either Linear-scan Independence algorithm
or Self-stabilizing Simple Independence algorithm on graphs of low average degree,
and is still reasonably better than the naı̈ve algorithms even when the average degree
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Edge probability × 1000
2
5
10
20
30
40
50
60
70
80
90
100
200
300
400
500

Min
541
348
223
138
102
83
59
59
54
46
42
36
20
13
10
8

Max
581
386
260
166
126
106
86
76
68
61
56
52
30
20
16
13

Avg.
563.0
366.6
241.6
150.9
114.7
93.0
78.0
68.0
60.4
53.5
49.0
45.0
24.7
16.9
12.5
9.7

Table 4.3: Simple Self-stabilizing Independent Set on a random graph over 1,000
trials

is high (increasing the number of expected cycles, and therefore increasing the chance
that a cycle with length 3k exists).

4.3.4

Neighborhood Knockout Plus
Slater and Lampert presented a graph parameter attained through a process

of neighborhood knockouts with replacement. In the paper, it was shown that, just
as computing the largest independence number β(G) is NP-hard, so is computing
N K + (G) and nk + (G). However, it lends itself easily to implementation as a selfstabilizing algorithm, as presented in Table 3.3. In Table 4.4, Neighborhood Knockout+ is compared to the OneMax algorithm, and found to be comparable in terms of
the output it produces. This is not overly surprising, as it operates on a similar prin-
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Edge probability × 1000 Min
2
Knockout+
592
OneMax
595
5
Knockout+
388
OneMax
399
10 Knockout+
256
OneMax
266
20 Knockout+
153
OneMax
164
30 Knockout+
114
OneMax
123
40 Knockout+
90
OneMax
99
50 Knockout+
74
OneMax
80
60 Knockout+
63
OneMax
68
70 Knockout+
55
OneMax
56
80 Knockout+
49
OneMax
50
90 Knockout+
46
OneMax
45
100 Knockout+
39
OneMax
40
200 Knockout+
21
OneMax
21
300 Knockout+
13
OneMax
12
400 Knockout+
10
OneMax
9
500 Knockout+
8
OneMax
6

Max
611
617
415
427
285
300
182
191
134
147
110
122
91
100
79
88
72
79
65
71
59
65
55
60
31
29
21
23
17
18
12
14

Avg.
601.0
608.2
400.6
413.9
271.7
282.3
166.7
178.3
124.3
135.2
99.3
109.4
82.5
91.6
71.8
79.6
64.2
70.8
56.6
62.5
51.6
57.2
47.0
52.2
25.5
24.6
17.4
18.2
12.8
13.2
9.9
10.0

Table 4.4: Comparison of Self-stabilizing Independence Algorithms on a Random
Graph over 1,000 trials
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ciple: namely, high-degree nodes should be knocked out, to increase the chances of a
near-optimal independent set (compare to OneMax’s process of removing high-degree
nodes that can be replaced with two or more nodes).

4.3.5

Comparison with known optimum
Each of these algorithms was run on two types of graph. One is a random

graph on n = 1000 nodes, with each edge independently generated with probability
p (p ranges from 0.002 to 0.500). The other is the hypercube graph Qd .
Definition 7 The Hypercube graph Qd is the graph G = (V, E) with V = {0, 1, 2, . . . , 2d −
1} and edges {i, j} ∈ E if the d-bit binary representations of i and j differ by exactly
one bit.
•011
•010

•111
•110

•001
•000

•101

•100
(a)

000 •

•001

011 •

•010

101 •

•100

110 •

(b)

•111

Figure 4.1: Two representations of the 3-cube, Q3 .

The hypercube graph is bipartite (for example, see Figure 4.1 (b)): all cycles
it contains must be even by the fact that the parity of the bits changes whenever an
edge is traversed. Therefore, any cycle must have an even number of edges. The two
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parts of the graph are those with an even number of one bits and those with an odd
number; each has 2d−1 nodes in it. This leads to β(Qd ) = 2d−1 , since either part forms
a largest independent set. Therefore, it is convenient to test independence algorithms
to see if they ever achieve the optimum, and how close they get.
As we see in Table 4.5, Self-stabilizing Simple Independence does not do very
well. On average, it finds sets roughly half of the largest size, but even the largest it
achieved in 1,000 trials is not especially close to the largest possible, especially when d
gets large. The Neighborhood Knockout+ algorithm fares better on smaller graphs,
but, surprisingly, does nearly as badly as the simple algorithm on Q10 . Algorithm
OneMax regularly finds the largest possible set, despite the fact that Qn has numerous
6-cycles (for n ≥ 3).
Cube Dimension, d
7 Simple Independence
Neighborhood Knockout+
OneMax
8 Simple Independence
Neighborhood Knockout+
OneMax
9 Simple Independence
Neighborhood Knockout+
OneMax
10 Simple Independence
Neighborhood Knockout+
OneMax

β(Qd )
64

128

256

512

Min
28
31
33
55
60
69
109
113
143
210
225
279

Max
58
64
64
104
128
128
172
248
256
317
391
512

Avg.
36.1
41.8
56.5
67.5
77.4
108.5
126.4
143.6
211.5
238.2
264.5
412.5

Table 4.5: Independence algorithms on hypercube graphs over 1,000 trials
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4.4

Domination
A natural optimization problem with dominating sets is to find the smallest

possible dominating set. This problem is well-known to be NP-hard [1], so selfstabilizing algorithms aim for the next best thing; namely, a minimal dominating set.
Here we investigate the output of two algorithms.

4.4.1

Linear Scan Domination
This algorithm proceeds by one scan through the list of nodes in a random

order and building an enclaveless set, then returning the complement of that set. An
enclave is a node’s closed neighborhood; a set is said to be enclaveless if for every
closed neighborhood in the graph, at least one node is missing. The algorithm is
presented in pseudocode in Table 4.6.
LinearScanDominatingSet(G)
initialize C = ∅, L = V (G), f = 0 //f is a bit which indicates that a node completes
an enclave
while L is not empty do
remove node i at random from L
f ←0
for all node j in N [i] do
if |N [j]| −| N [j] ∩ C| ≤ 1 then
f ←1
end if
end for
if f = 0 then
add i to C
end if
end while
return V (G) \ C
Table 4.6: Linear Scan Dominating Set in Pseudocode
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4.4.2

Neighborhood Knockout Minus
Slater and Lampert’s neighborhood knockout parameter was presented in

another variety, Neighborhood Knockout–, in which the node of lower degree gets
knocked out. This is again finding an independent set; when two neighboring nodes
are in the set, one is forced to leave, and in Neighborhood Knockout–, it’s the one
with fewer neighbors in the set (see the algorithm description in Table 3.6). This
leaves “more dominant” nodes in, but still finds an independent set, since adjacent
nodes cannot be in the set. As such, it finds a maximal independent set which is also
minimally dominating. Therefore, it is not surprising that it regularly finds larger
dominating sets than the deterministic algorithm given in Table 4.6.
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Edge probability × 1000 Min
2
Knockout–
508
Linear Scan
478
5
Knockout–
330
Linear Scan
277
10 Knockout–
212
Linear Scan
176
20 Knockout–
132
Linear Scan
111
30 Knockout–
101
Linear Scan
84
40 Knockout–
81
Linear Scan
69
50 Knockout–
67
Linear Scan
58
60 Knockout–
57
Linear Scan
49
70 Knockout–
51
Linear Scan
45
80 Knockout–
43
Linear Scan
38
90 Knockout–
40
Linear Scan
36
100 Knockout–
37
Linear Scan
32
200 Knockout–
20
Linear Scan
18
300 Knockout–
13
Linear Scan
12
400 Knockout–
10
Linear Scan
9
500 Knockout–
7
Linear Scan
7

Max
552
515
374
314
249
203
161
132
123
101
100
82
88
70
76
62
67
55
59
49
58
46
51
42
30
25
20
16
16
13
12
10

Avg.
530.493
493.515
348.697
296.498
231.681
188.55
145.795
120.957
111.792
92.729
90.299
75.474
75.91
63.693
66.162
55.358
58.746
49.568
52.502
44.043
47.903
40.535
44.285
37.301
24.423
20.736
16.729
14.292
12.463
10.677
9.663
8.407

Table 4.7: Comparison of Dominating sets on a Random Graph over 1,000 trials
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CHAPTER 5

CONCLUDING REMARKS

5.1

Summary
The historical overview in Chapter 2 reveals the, for lack of a better term,

humble beginnings of a field that has spawned a great deal of research. The model of
self-stabilization has certainly evolved over time, as the model described in Chapter 3
is clearly different from the model as proposed by Dijkstra. Chapter 3 provides an
overview of the different algorithms that exist, and the methods for designing and
verifying self-stabilizing algorithms.
Chapter 4 is the first, to the knowledge of the author, measurement of the
relative quality of self-stabilizing algorithms. The small sample of data makes it hard
to draw any definite conclusions about the goodness of different algorithms, but it
does provide an indication of the quality of various algorithms.
The goal of this work was to provide an overview of the field as it currently
exists, and provide a numerical comparison of different algorithms. As the next section
details, this thesis is far from exhaustive; however, it serves as an introduction to selfstabilizing algorithms, particularly in the areas of independence, domination, and
coloring.
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5.2

Further questions
The algorithms described in Chapter 3 cover only the basics in terms of inde-

pendence and domination. Moreover, all algorithms supposed a central demon which
selected one node at a time to make a move. A natural, rather open-ended question
is what algorithms stabilize under a distributed demon, which selects a subset of privileged nodes to move simultaneously. The question has been studied, but is beyond
the scope of this work.
There are other graph structures somewhat related to independence and domination that arise as natural objects to study. Again, these are beyond the scope of
this work, but will be mentioned here as an indication of further questions in the
field.
A vertex cover of a a graph G is a set C ⊆ V (G) such that each edge has at
least one endpoint in C [1]. In other words, for each edge e ∈ E(G), |e ∩ C| ≥ 1.
This could be seen as a set of nodes with “dominate” all the edges of the graph. A
k-packing of a graph G is a set of nodes P ∈ V (G) such that any two nodes in P are
greater than distance k apart [18]. The usual notion of independence is a 1-packing,
in this sense. Lastly, a clique is, in some senses, the opposite of an independent set
— it’s a set of nodes K ⊆ V (G) such that each node in K is adjacent to every other
node in K [1]. A clique in a graph G is an independent set in the complement of G,
but a self-stabilizing algorithm has no way of determining the complement of a graph
on which it runs; therefore, a self-stabilizing algorithm for finding a clique directly
would be of interest.
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Another avenue of inquiry is in what ways existing algorithms can be improved.
Algorithm OneMax finds a 1-maximal independent set, and while the algorithm is
straightforward to describe, it is difficult to implement, due to the cumbersome set of
rules (necessitated by scheduling constraints). Two natural questions arise: One, can
the algorithm be simplified? This is not necessarily a pressing question, as the more
valuable question is whether the running time of the algorithm could be improved.
Perhaps the more interesting question is whether the idea can be extended to a kmaximal independent set, defined here as an independent K set with the additional
property that no subset of k nodes can be replaced by at least k+1 nodes from outside
of K. The difficulty in designing such an algorithm lies in discovering replaceable
sets of nodes. This could lead to an extension of the self-stabilization model in which
nodes with certain properties become linked or unlinked as the algorithm progresses,
essentially creating a dynamic data structure in the process of running the algorithm.
Again, however, such considerations are beyond the scope of this work, but warrant
further investigation.
This work represents only a brief introduction to the field of self-stabilization.
The work presented here is often of a more theoretical and abstract nature, and does
not discuss the numerous practical applications of self-stabilization. The field is fairly
new, however, and much work remains to be done.
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APPENDIX A

ADDITIONAL ALGORITHMS

A.1

Distance-two knowledge in Self-Stabilizing Algorithms
As presented in [15], this algorithm allows an algorithm which requires knowl-

edge of neighbors’ neighbors states (that is, distance-two knowledge) to run in a
setting in which only distance-one knowledge is available.
Consider a self-stabilizing algorithm S running in a distance-two knowledge
setting; that is, each node knows its neighbors’ states, and its neighbors’ neighbors’
states. Let f (i) be the state of node i, with f ∈ S, the set of legal states for a
node. The algorithm in Table A.1 requires only distance-one knowledge (the usual
self-stabilization model) and totally ordered node IDs, and executes algorithm S.
The local variables at node i are f , carried over from S; an array σ which stores the
neighbor’s f -values, indexed by the neighbors’ IDs; and a pointer p to a neighbor,
which can also be set to null.
The algorithm has a few more moving parts, so to speak. The function minN [i]
returns the minimum ID of a node in i’s closed neighborhood that points to itself (or

48

Local at i: f ∈ S, σ ∈ Arr[S : N (i)], p ∈ V ∪ {null}
UPDATE-SIGMA: if σ(i) is incorrect
then update σ(i)
ASK:
if i is S-alive ∧ ∀j ∈ N [i], p(j) = null ∧ σ(i) correct
then p(i) := i
RESET:
if p(i) ,= minN [i] ∧ σ(i) correct
then p(i) := minN [i]
CHANGE:
if ∀j ∈ N [i](p(j) = i) ∧ σ(i) correct
then p(i) := null and if i is S-alive then update f (i)
Table A.1: Algorithm: Distance two knowledge via wrapper algorithm

null if no such node exists), and is defined as follows:

minN [i] = min{j : j ∈ N [i] ∧ p(j) = j}, with min(∅) = null.

A node is said to be S-alive if it is privileged for a rule in S, assuming its σ values
are correct. Due to the nature of self-stabilizing algorithms, it is possible for a node
to execute rule CHANGE even when it is not privileged for a move in S (that is, it
is not S-alive).
The following lemmas demonstrate that this algorithm correctly implements
S in O(mA) moves, where S stabilizes in O(A) steps. These are nearly identical to
lemmas 1, 2, and 3 in [15].
Lemma 6 If the algorithm in Table A.1 terminates, then all pointers are null, σ(i)
is correct for all i, and no node is S-privileged.
Lemma 7 If a node i makes an ASK move, and, without first making any RESET
moves, later makes a CHANGE move, the CHANGE move is based on correct σ(j)
values for each of its neighbors.
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Lemma 8 Over a sequence of moves in which no node updates its f values, each
node i with di neighbors can make
1. at most one UPDATE-SIGMA move
2. at most one ASK move and at most one CHANGE move
3. at most O(di ) RESET moves
The proofs are omitted. Lemmas 6, 7 and 8 together show that between two
moves in which a node updates its f value (called a REAL-CHANGE move), there
can be at most O(m) other moves. Together, they prove Theorem 3:
Theorem 3 For a distance-two algorithm S which stabilizes in A moves, the algorithm in Table A.1 implements S and stabilizes in O(mA) moves.
The neighborhood knockout process described in [14] was shown to terminate
in at most O(n2 ) steps. It is easily implemented as a distance-two self-stabilizing
algorithm (Tables 3.3 and 3.6), and so, by Theorem 3, those algorithms can be implemented in the usual self-stabilization model and be shown to stabilize in a polynomial
number of moves.

A.2

Spanning tree via unique IDs
The description of the algorithm presented in [16] is lengthy, and as such was

moved to this appendix. The algorithm presented in Table 3.12 uses the same basic
idea, in which each node attempts to root its own spanning tree, until a “better”
spanning tree reaches its neighborhood. However, the algorithm of Table A.2 uses a
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message-passing protocol to keep subtrees intact until they join the “better” tree; this
message-passing makes up the bulk of the algorithm. One minor difference between
Tables 3.12 and A.2 is what constitutes the “best” root. In Table 3.12, this is the
node with lowest ID; in Table A.2, it is the node with highest ID.
The variables r, p, d are related to the tree structure of the algorithm; r and p
are identical to the variables r and p in Table 3.12. That is, r is the root of i’s tree,
p is i’s parent in that tree; d is i’s distance from r. To shorten further discussions,
we will re-introduce the notion of a proper pointer: P (i) = j means, if i = j, that
r(i) = i, p(i) = i, and d(i) = 0; if j ,= j, then r(i) = r(j), p(i) = j, and d(i) = d(j)+1
(see Definition 6).
Furthermore, the following conditions are defined, to shorten the presentation
of the algorithm:
Condition C1: ((P (i) = i) ∨ ((r(i) > i) ∧ (p(i) ∈ N (i)) ∧ P (i) = p(i))) ∧ (r(i) >
r(j)∀j ∈ N (j))
Condition C1" : ((P (i) = i) ∨ ((r(i) > i) ∧ (p(i) ∈ N (i)) ∧ P (i) = p(i)))
Condition C2" : i is forwarding a message from j if ((j ∈ N (i))∧(r(j) = j = req(j) =
f rom(j) = req(i) = f rom(i) ∧ (to(j) = i) ∧ (dir(j) = ask))) ∨ ((j ∈ N (i)) ∧ (p(j) =
i) ∧ (req(j) = req(i) ,= j) ∧ (f rom(i) = j) ∧ (to(i) = parent(i)) ∧ (to(j) = i))
Condition C2: C2" ∨ (req(i), to(i), f rom(i), dir(i) are all undefined)
These conditions describe node i being in various states of interest to us.
Condition C1 states that i has a proper pointer, and is pointing towards the best
root available to it. Condition C1" is simply the condition that i’s pointer is proper,
without the requirement of superior root. Condition C2" describes the state of node
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Local at i: r, p, d, req, to, f rom ∈ V , dir ∈ {ask, grant}
RULE 1:
if ¬C1 ∧ ¬C1"
then P (i) := i
RULE 2:
if C1" ∧ ∃u s.t. r(u) = max{r(j) : j ∈ N (i)} > r(i)
then req(i) := i and f rom(i) := i and to(i) := u and dir(i) = ask
RULE 3:
if C1 ∧ ¬C2
then unset req(i), f rom(i), to(i), dir(i)
RULE 4:
if C1∧C2∧¬C2" ∧(∃w ∈ N (i) s.t. (p(w) = i)∧(to(w) = i)∧(dir(w) =
ask))
req(i) := w and f rom(i) := w and to(i) := p(i) and dir(i) := ask
RULE 5:
if C1∧C2∧¬C2" ∧(∃w ∈ N (i)) s.t. (p(w) = i)∧(to(w) = i)∧(dir(w) =
ask)
then req(i) := req(w) and f rom(i) := w and to(i) := p(i) and dir(i) :=
ask
RULE 6:
if C1 ∧ C2" ∧ P (i) = i ∧ dir(i) = ask
then dir(i) := grant
RULE 7:
if C1 ∧ C2" ∧ (to(v) = p(v) = j) ∧ (dir(j) = grant) ∧ (dir(i) = ask) ∧
(req(j) = req(i)) ∧ (f rom(j) = i)
then dir(i) := grant
RULE 8:
if C1" ∧ ¬C1 ∧ (dir(i) = ask) ∧ (req(i) = req(j) = f rom(i) = r(i) =
i) ∧ (f rom(i) = i) ∧ (dir(j) = grant) ∧ (to(i) = j)
then P (i) := u and unset req, to, f rom, dir
Table A.2: Algorithm: AKY Spanning Tree

i passing a message from node j, and C2 allows for the possibility that i has not
started to pass the message along.
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