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ABSTRACT 
I n  t h i s  p a p e r  we survey  some i s s u e s  r e l a t i n g  t o  the language  
i n t e r f a c e s  p rov ided  by DSS. W e  do  t h i s  from t h e  point-of-view o f  the 
d e s i g n e r  o f  g e n e r a l i z e d  so f twa re  f o r  b u i l d i n g  DSS. We f i r s t  d e s c r i b e  
a  f a i r l y  g e n e r a l  a r c h i t e c t u r e  f o r  such  so f twa re .  T h i s  i s  fol lowed by  
a  b r i e f  examina t ion  o f  t h e  l anguage  i n t e r f a c e  components. W e  l i s t  t h e  
f u n c t i o n s  t h a t  must be provided th rough  t h e  l anguage  f a c i l i t i e s  o f  a  
DSS t o g e t h e r  w i t h  a  number o f  implementa t ion  i s s u e s  such  as 
u s e r - f r i e n d l i n e s s ,  deg ree  o f  p r o c e d u r a l i t y  and i n t e r p r e t a t i o n  v e r s u s  
compi l a t i on .  T h i s  p r o v i d e s  a  u s e f u l  framework f o r  t h e  compara t ive  
e v a l u a t i o n  o f  DSS packages .  F i n a l l y  w e  d i s c u s s  some p o s s i b l e  
d i r e c t i o n s  f o r  f u t u r e  development i n c l u d i n g  s p e c i a l i z e d  fo rmal  
languages  and t h e  p o t e n t i a l  o f  Eng l i sh - l i ke  ' s e m i - n a t u r a l '  l anguages .  
Keywords: Dec i s ion  Suppor t  Systems; u s e r  i n t e r f a c e s ;  l anguage  
f a c i l i t i e s .  
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1. INTRODUCTION 
The accelerating complexity and s ize  of modern private and public 
ins t i tu t ions  and the i r  increasing dependence on environmental fac tors  
such as multi-national trade,  world p o l i t i c s ,  and government 
regulations point  t o  a need fo r  computer-based decision support 
systems (DSS ) . Several surveys (Naylor, 119761 and Hayes and 
Nolan, C19741) have indicated an increase i n  the use of such models 
especial ly  i n  applications such a s  pro-forma financial  statement 
projection and budgeting. These systems can vary widely i n  both scope 
and objectives (see Figure 1 which i s  based on Lorange and Rockart, 
119761). On the one hand a number of comprehensive corporate planning 
systems have been developed tha t  attempt t o  model the f i rm ' s  complete 
production process i n  time and across geographic locations.  Examples 
a re  the Potlatch Corporation (Boulden, [I9751 ) and Xerox (Seaberg and 
Seaberg, [1973]) models. Such Systems may contain 50 or 60 submodels 
and 1000's of l i n e s  of code. A t  the other extreme a r e  the cur rent ly  
popular micro-computer-based ' accounting spread sheet '  packages t h a t  
a re  used i n  small f inancial  and budgeting applications.  
Although a number of successful DSS have been reported in  the 
l i t e r a t u r e  there  have been a number of f a i l u r e s  a s  well.  According t o  
Boulden [ 1975 1, approximately one- th i rd  of the  ( l a rger )  systems f a i l  
i n  the f i r s t  two years a f t e r  implementation and another one-third 
perform indifferent ly .  Surveys by the  Financial Executive Search 
Foundation (Traenkle e t  a1 ,El9751 and by Hayes and Nolan, C1974J 
indicate both human and technical causes f o r  these f a i lu res .  On the 
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human s i d e  t h e r e  was i nadequa t e  communication between managers and 
d e v e l o p e r s  l e a d i n g  t o :  (1) a l a c k  o f  f i t  between t h e  model and the 
o r g a n i z a t i o n '  s p lann ing  and c o n t r o l  p rocedures ,  and /o r  ( 2  ) models t h a t  
w e r e  t o o  compl ica ted  f o r  managers t o  unders tand and u se .  The 
t e c h n i c a l  d i f f i c u l t i e s  i nc luded  inadequacy o f  t h e  hardware  and 
s o f t w a r e  t o o l s  l e a d i n g  t o :  (1) long development t i m e s ,  ( 2 )  expens ive  
use  c h a r a c t e r i s t i c s  and ( 3  ) t h e  i n a b i l i t y  o f  t h e  model t o  evo lve  i n  
r e sponse  t o  r a p i d l y  changing needs .  
Our o b j e c t i v e  i s  t o  examine how r e c e n t  s o f t w a r e  advances  c a n  
f a c i l i t a t e  t h e  development o f  DSS sys tems  t h a t  a r e  more e a s i l y  used by  
s t a f f  pe r sonne l  and managers and have  i n c r e a s e d  f u n c t i o n a l i t y  combined 
w i t h  an  a b i l i t y  t o  adopt  t o  changing assumpt ions  and needs .  We w i l l  
do  t h i s  by  examining t h e  l anguage  i n t e r f a c e s  p rov ided  b y  g e n e r a l i z e d  
DSS s o f t w a r e .  A DSS Genera to r  i s  a se t  o f  t o o l s  which c a n  be used t o  
b u i l d  a wide v a r i e t y  o f  DSS. Some commercial examples i n c l u d e  ENPIRE 
[1983], EXPRESS C19831, IFPS f19831, PLAT0 [1983], SIMPLAN [I9831 and 
XSIM i19831. Although t h e r e  a r e  p a r t i c u l a r  environments  t h a t  need a 
s p e c i a l i z e d  DSS p o s s e s s i n g  f e a t u r e s  n o t  normal ly  i n c l u d e d  i n  a DSS 
Gene ra to r ,  we  argue t h a t  t h e  s i m i l a r i t y  o f  o r g a n i z a t i o n a l  s t r u c t u r e  
and o p e r a t i o n s  makes t h e s e  t h e  e x c e p t i o n  r a t h e r  t h a n  t h e  r u l e .  
The d i s c u s s i o n  i s  l i m i t e d  t o  a c o n s i d e r a t i o n  o f  t h e  u s e r  
i n t e r f a c e s  provided by DSS g e n e r a t o r s .  I n  p a r t i c u l a r  we  w i l l  be 
pr imar  i l l y  concerned w i t h  t h e  l anguage  f a c i l i t i e s  p rov ided .  O the r  
a s p e c t s  o f  t h e  u se r  i n t e r f a c e  such  a s  ha rdware  d e v i c e s ,  communication 
speed ,  g r a p h i c s  and d i a l o g u e  s t y l e  a r e  covered more f u l l y  i n  a 
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companion paper  ( S t o h r  and White, C19821). 
W e  a t t e m p t  t o  d e f i n e  t h e  l anguage  f u n c t i o n s  t h a t  must be provided 
by  a  DSS. The r a n g e  o f  t h e s e  f u n c t i o n s  i s  b roade r  t h a n  i n  most o t h e r  
t y p e s  o f  s o f t w a r e .  I n  a d d i t i o n  t h e  n a t u r e  o f  t h e  o p e r a t i o n s  t h a t  must 
b e  performed by  u s e r s  i s  q u a l i t a t i v e l y  d i f f e r e n t .  A major  t h e s i s  o f  
t h e  paper  i s  t h a t  t h e s e  two f a c t s  w i l l  n e c e s s i t a t e  t h e  development o f  
new languages  t h a t  can  manipu la te  q u i t e  complex d a t a  o b j e c t s ,  
p r o c e s s e s  and a b s t r a c t i o n s .  A t  p r e s e n t  we d o  n o t  even have  a c o h e r e n t  
and broad-based terminology f o r  t h e  concep t s  and o p e r a t i o n s  i nvo lved  
i n  i n t e r a c t i n g  w i t h  a  DSS. However a  number o f  a c t u a l  DSS's h a v e  
developed a  l i m i t e d  se t  o f  s p e c i a l  f u n c t i o n s  a t  t h e  r e q u i s i t e  l e v e l  o f  
a b s t r a c t i o n  and agg rega t i on .  
I n  t h e  n e x t  s e c t i o n  we  d e s c r i b e  t h e  DSS environment  and d e r i v e  
some g e n e r a l  so f twa re  r equ i r emen t s .  I n  S e c t i o n  3 w e  d e s c r i b e  a  
s o f t w a r e  a r c h i t e c t u r e  t h a t  s e r v e s  a s  a  framework f o r  much o f  t h e  
d i s c u s s i o n .  S e c t i o n  4 l i s ts  t h e  t y p e s  o f  l anguage  t h a t  shou ld  be made 
a v a i l a b l e  i n  a  DSS Genera to r .  S e c t i o n  5 d i s c u s s e s  some o f  t h e  
t r a d e - o f f s  invo lved  i n  d e s i g n i n g  DSS languages .  F i n a l l y ,  i n  S e c t i o n  6 
w e  o u t l i n e  t h e  major f u n c t i o n s  t h a t  have  t o  be performed by  DSS 
languages  f o r  d a t a  man ipu l a t i on  and que ry ,  model d e f i n i t i o n ,  model 
e x e c u t i o n ,  s e n s i t i v i t y  a n a l y s i s  and s p e c i f i c a t i o n  o f  o u t p u t  
requ i rements .  
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2 .  THE D S S  ENVIRONMENT 
--
A DSS i s  used to  support decision-making i n  i l l -s t ructured or  
poorly structured decision s i tuat ions .  A decision s i tua t ion  i s  
unstructured t o  the extent t h a t  cause-effect re la t ionships  a r e  
unknown; there  i s  uncertainty with regard t o  the possible actions 
t h a t  might be taken and the i r  consequences; important var iables  a r e  
qual i ta t ive  o r  immeasurable; there  a re  multiple confl ic t ing 
objectives and decision-makers can not express t h e i r  trade-offs i n  
terms of a higher level  goal. The ' support' i n  the above def in i t ion  
implies tha t  human judgement i s  a necessary ingredient  i n  the 
resolution of the  decision-making process. Thus we see a divis ion of 
labor between the ' s t ructurable '  par t  of the  process (which i s  
relegated to  the computer i n  the form of data base r e t r i e v a l s  and/or 
more complex simulation o r  optimization models) and the 
'non-structurable' pa r t  of the problem (which r e l i e s  on human 
judgement). The important point here i s  t h a t  the  DSS  Generator should 
provide an environment t h a t  w i l l  f a c i l i t a t e  both face ts  of the  
decision process. 
We w i l l  dist inguish the following classes  of user of a DSS 
system: (1 ) Managers - the ' ult imate '  decision-makers, ( 2  ) 
Intermediaries - s t a f f  personnel who in te rac t  with the  DSS i n  a 
hands-on mode and form a channel of communication between the manager 
and the 'bui lder '  of the DSS,  and ( 3  ) Builders - technical ly  oriented 
personnel who program DSS applications (bui ld  models), perform the D S S  
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d a t a  a d m i n i s t r a t i o n  f u n c t i o n  and so  on. I t  i s  o f  c o u r s e  p o s s i b l e  t ha t  
a l l  t h r e e  r o l e s  might  be f i l l e d  by t h e  same person .  I n  t e r m s  o f  
Schneiderman 's  C1980) s eman t i c - syn t ac t i c  model o f  computer u s e r s  t h e  
managers can be expected t o  have a h i g h  ' s e m a n t i c '  knowledge o f  t h e  
a p p l i c a t i o n  domain and a r e l a t i v e l y  low ' s y n t a c t i c '  knowledge o f  the 
DSS system i t s e l f .  Converse ly ,  t h e  b u i l d e r s  might  have  low seman t i c  
and h i g h  s y n t a c t i c  knowledge. F i n a l l y ,  t h e  i n t e r m e d i a r i e s  might  1 i e  
somewhere i n  between t h e  managers and b u i l d e r s  i n  t e r m s  o f  b o t h  
s y n t a c t i c  and semant ic  knowledge. 
The DSS Gene ra to r  should  p rov ide  a v a r i e t y  o f  i n t e r f a c e s  and 
language t y p e s  t o  s u i t  t h e  f u n c t i o n s  performed by a l l  t h r e e  c l a s s e s  o f  
u s e r .  Moreover, s i n c e  DSS use  is  o f t e n  v o l u n t a r y ,  the  i n t e r f a c e  
should n o t  o n l y  b e  e f f e c t i v e  i n  t e rms  o f  t h e  d i r e c t  b e n e f i t s  t o  t h e  
dec i s ion -  making p r o c e s s ,  it should  be  e a s y  t o  l e a r n  and remember and 
p l e a s a n t  t o  u s e .  Moreover, e m p i r i c a l  ev idence  (Zmud [19791) ,  s u p p o r t s  
t h e  i d e a  t h a t  i n d i v i d u a l s  d i f f e r  s i g n i f i c a n t l y  w i t h  r e s p e c t  t o  their  
p e r c e p t u a l  p r o c e s s e s  and p a t t e r n s  o f  problem-solving.  To s u p p o r t  
t h e s e  d i f f e r e n t  ' c o g n i t i v e  s t y l e s '  we should  p r o v i d e  a v a r i e t y  o f  
i n t e r f a c e  s t y l e s  and language t y p e s .  Moreover we  shou ld  p r o v i d e  
' e x t e n s i b l e '  languages  where new t e r m s  and synonyms c a n  e a s i l l y  be 
in t roduced .  
According t o  Keen [1980], a  DSS i s  c h a r a c t e r i z e d  by  a n  
e v o l u t i o n a r y  development p r o c e s s  i n v o l v i n g  a three-way d i a l o g u e  
between t h e  end-user(manager or  i n t e r m e d i a r y ) ,  t h e  b u i l d e r  and the 
system i t s e l f .  To f a c i l i t a t e  t h i s  p r o c e s s  the DSS Genera to r  s h o u l d  
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p r o v i d e  l anguages  t h a t  a r e  powerful  enough t o  a l l o w  t h e  r a p i d  
development o f  models  and e f f i c i e n t  e x p l o r a t i o n  o f  t h e  consequences  o f  
t h e s e  models v i a  s e n s i t i v i t y  a n a l y s e s .  A t  t h e  same t i m e  t h e  s o f t w a r e  
code produced should  be r e a d a b l e  and w e l l - s t r u c t u r e d  t o  f a c i l i t a t e  
maintenance and a l l ow  s u c c e s s f u l  models  ( o r  a t  l e a s t  c e r t a i n  
sub-components o f  them) t o  b e  used i n  o t h e r  a p p l i c a t i o n s  o r  
i n c o r p o r a t e d  i n  the o p e r a t i o n a l  sys tems o f  t h e  o r g a n i z a t i o n .  
F i n a l l y ,  the language i n t e r f a c e s  p rov ided  by t h e  DSS Gene ra to r  
( and /o r  b u i l t  u s ing  t h e  t o o l s  p rov ided  by  t h e  Gene ra to r )  shou ld  have  
t h e  p r o p e r t i e s  o f  any  good man-machine i n t e r f a c e  namely: (1) e a s y  t o  
l e a r n ,  u se  and remember, ( 2 )  f o r g i v i n g  when m i s t a k e s  a r e  made, ( 3 )  
s u i t a b l e  f o r  b o t h  nov i ce  and e x p e r t  u s e ,  ( 4 )  p r o v i d e  immediate 
response  f o r  most u s e r  a c t i o n s  and inform t h e  u s e r  o f  l i k e l y  t i m e  
d e l a y s  on complex t a s k s ,  ( 5  ) prov ide  a  means f o r  ' undoing'  a l l  a c t i o n s  
t h a t  a f f e c t  t h e  system i n t e g r i t y .  I n  p a r t i c u l a r  it i s  always h e l p f u l  
f o r  u s e r s  o f  computer l anguages  i f  the  p r e v i o u s l y  e n t e r e d  command i s  
r e t a i n e d  and p r e s e n t e d  back t o  t h e  u s e r  f o r  o n - l i n e  e d i t i n g  t o  
e l i m i n a t e  m i s t a k e s  o r  t o  a l l o w  m o d i f i c a t i o n  o f  t h e  command i n  an  
inc rementa l  f a s h i o n .  Th i s  s a v e s  t y p i n g  and p r o v i d e s  a  u s e f u l  
shor t - t e rm memory a i d .  
The a r r a y  o f  DSS language r equ i r emen t s  t h a t  h a s  s o  f a r  been  
enumerated i s  c e r t a i n l y  q u i t e  imposing.  However we f e e l  t h a t  there 
a r e  o t h e r  a s p e c t s  t h a t  g e t  c l o s e r  t o  t h e  h e a r t  o f  t h e  DSS d e s i g n  
problem. Returning t o  t h e  d e f i n i t i o n  o f  DSS a t  the beg inn ing  o f  t h i s  
s e c t i o n  we s e e  a  need f o r  t h e  development o f  h i g h e r  l e v e l  l anguages  
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more su i tab le  t o  the problem-solving environment. These languages 
would d i f f e r  from conventional languages i n  t h a t  they would operate a t  
a higher leve l  of abstraction manipulating global data objects  and 
computational processes i n  a  manner more closely resembling human 
problem-solving processes. Modern data r e t r i eva l  languages a r e  
already approaching t h i s  level  of sophist ication.  To give another 
concrete example, we c i t e  the DSS Generators t h a t  support the  
s e n s i t i v i t y  analysis  process by providing a ' what-if' language - 'what 
i f  x i s  increased by 10 percent ' ,  'what does x impact?' and e t c .  
Other areas where there i s  a potent ia l  for  such high leve l  languages 
w i l l  be mentioned below. 
Borrowing from the ROMC methodology f o r  DSS development (Sprague 
and Carlson, C19821) we obtain useful ins ights  for  DSS language 
development e f fo r t s .  According to  t h i s  paradigm we need t o  provide 
the user with: ( 1 ) a l te rna t ive  - representations ( eg . graphic, 
tex tua l ,  tabular)  for  a single concept, ( 2  ) a useful s e t  of - operations 
t o  allow exploration of a l te rna t ives  and the construction of ye t  more 
complex concepts, ( 3  ) a s e t  of - memory a ids  t o  help users overcome 
the i r  own cognitive l imita t ions  and ( 4 )  a  s e t  of control  mechanisms 
t h a t  allow users t o  u t i l i z e  the three preceding s e t s  of t o o l s .  We 
w i l l  use t h i s  framework i n  our subsequent discussion. 
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3. AN ARCHITECTURE FOR A DSS GENERATOR 
- -- -  
We commence with a b r i e f  description of the major software 
components shown i n  the idealized system architecture shown i n  Figure 
2 .  This i s  based on Stohr and White, 119821 (see a l so  Sprague and 
Watson, 119763). 
Data Conversion System ( D C S ) :  t h i s  sub-ystem i s  used t o  t ransfer  
data between the DSS  and the external environment including the 
corporate transaction processing systems. 
Data Base Management System (DBMS ) : t h i s  provides the  t r ad i t iona l  
data management and re t r ieva l  functions. I n  a DSS environment some 
additional capabi l i t ies  should be provided as discussed l a t e r .  
Data Base ( D B ) :  the repository of DSS  data - t ime-series, 
productivity coeff ic ients ,  geographic locations e t c  . 
System Directory ( S D )  : a repository of ' meta-data' concerning the 
s t ruc ture  and contents of the data base and 'model base' as  well as 
inte l l igence about how the various software and data components 
r e l a t e  t o  each other.  
Model Management System ( M M S ) :  t h i s  system allows procedures and 
models t o  be defined, documented, s tored,  re t r ieved ,  loaded and 
executed. It provides an environment i n  which more complex models 
can be constructed from primitive procedures and other models 
stored in the ' model base' . 
Model Base (MB)  : a procedure o r  model l i b r a r y  containing useful 
building blocks from which more complex models can be b u i l t .  
User Interface System ( U I S ) :  a layer of software placed between 
the user and the other components of the  DSS.  This provides (1) 
' device independence' by re1 ieving programmers and users of the  
necessity t o  know anything about physical device addresses and 
charac ter i s t ics ,  l i n e  speeds and communication protocols,  ( 2 ) a 
uniform s e t  of in te r face  conventions f o r  users, and ( 3 )  menu and 
screen management f a c i l i t i e s .  
Language Interface System ( L I S  ): a layer of software providing 
t ranslat ion ( in te rpre ta t ion  and compilation) services  and message 
switching f a c i l i t i e s  t h a t  allow the  various components of the  
system to  communicate with one another. 
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FIGURE 2 




Center for Digital Economy Research 
Stem School of Business 















USER r+ L 













In pract ice  the actual divis ion of functions between the various 
components of DSS Generators w i l l  vary from case t o  case. One 
possible design would involve a loosely coupled system i n  which, f o r  
example, the  DBMS and M M S  have well-developed, powerful and 
user-freindly languages. I n  t h i s  case the LIS  would need minimal 
t ranslat ion a b i l i t i e s .  Alternatively, the  DBMS and MMS might support 
only t e r se  mathematically-oriented ' t a rge t '  languages su i tab le  for  
system programmers. In  t h i s  case the LIS  would need t o  contain 
language t r ans la to r s  t o  provide more natural  languages for  the 
end-user . 
Our separation of the U I S  and L I S  serves t o  emphasize the many 
non-language aspects of the  man-machine interface.  These range from 
physical charac ter i s t ics  such a s  l i n e  speed and qual i ty  of CRT 
displays t o  'help '  features ,  graphics and menu and screen management 
f a c i l i t i e s .  Even the most powerful and user-freindly of languages 
w i l l  f a i l  t o  s a t i s f y  users i f  these aspects of the  interface a r e  
unsatisfactory (Turner e t  a1 c19821). 
A DBMS re l ieves  programmers of many tedious and d i f f i c u l t  data 
management and manipulation chores. In a s imilar  fashion the U I S  w i l l  
provide higher-level languages for  designing screens, menus, repor ts  
and graphic displays. A t  present these functions can only be provided 
by separate report  wr i te r ,  screen manager and graphic packages 
purchased from separate vendors. Access from avai lable  DSS Generators 
i s  d i f f i c u l t  i f  not impossible. T h i s  r e s u l t s  i n  i n f e r i o r  (e .9 .  
prompt-response as opposed t o  full-screen) modes of in te rac t ion  i n  
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many DSS sys t ems .  Obviously t h e r e  a r e  many advan tages  t o  t h e  UIS 
concep t .  These i n c l u d e  economies i n  number o f  l i n e s  o f  code  r e q u i r e d ,  
reduced a p p l i c a t i o n  development t i m e s ,  enhanced p r o t o t y p i n g  
c a p a b i l i t i e s  and t h e  o p p o r t u n i t y  t o  p r e s e n t  a c o h e r e n t  s e t  o f  
i n t e r f a c e  c o n v e n t i o n s  t o  u s e r s .  
The UIS and  LIS j o i n t l y  perform many complex t r a n s f o r m a t i o n s .  A 
command i s s u e d  by a u s e r  may be i n  t h e  form o f  a n  E n g l i s h - l i k e  
language,  a  terse formal command language o r  mere ly  t h e  t o u c h  o f  a 
l i gh t -pen  on  a  CRT s c r e e n .  A l t e r n a t i v e l y ,  g r a p h i c s  o r  even v o i c e  
media may be used .  A l l  o f  t h e s e  i n p u t s  must e v e n t u a l l y  be t r a n s l a t e d  
t o  a c t i v a t e  a sequence o f  machine-level  i n s t r u c t i o n s . .  Converse ly ,  
the  raw o u t p u t  o f ,  f o r  example, t h e  DBMS o r  MNS may be format ted  i n t o  
s c r e e n s ,  t r ans formed  i n t o  g r aphs  o r  f o rma t t ed  and paged b y  a  
r e p o r t - w r i t e r .  The LIS r o l e  i n  t h e s e  t r a n s f o r m a t i o n s  i s  t o  per fo rm 
t h e  language t r a n s l a t i o n s  r e q u i r e d .  
A s  a  more advanced f e a t u r e  t h e  LIS migh t  a l l o w  DSS b u i l d e r s  t o  
c o n s t r u c t  t h e i r  own languages  s p e c i a l l y  t a i l o r e d  t o  f i t  p a r t i c u l a r  
a p p l i c a t i o n s  o r  p a r t i c u l a r  u s e r  s t y l e s .  To d o  t h i s  the LIS would 
c o n t a i n  a p a r s e r - g e n e r a t o r  (Aho and Ullman, f 19781 ) .  Note t h a t  s o m e  
c u r r e n t  n a t u r a l  language i n t e r f a c e s  c o n t a i n  t h i s  f e a t u r e  t o  a l l o w  
a p p l i c a t i o n  s p e c i f i c  vocabula ry  and grammar r u l e s  t o  be d e f i n e d  
(Lehmann, [19781).  
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F i n a l l y  it i s  v e r y  impor t an t  i n  t e r m s  o f  t h e  f l e x i b i l i t y  and 
e x t e n s i b i l i t y  o f  t h e  DSS t h a t  access t o  genera l -purpose  l anguages  
(FORTRAN, PASCAL, APL e t c .  ) be provided from t h e  MMS. 
4. TYPES OF DSS LANGUAGE 
--
F i g u r e  3 l i s ts  some a p p l i c a t i o n s  o f  l anguages  i n  a  DSS t o g e t h e r  
w i t h  t h e  u s e r  r o l e s  w i th  which t h e y  a r e  most l i k e l y  t o  be a s s o c i a t e d .  
Although many d i f f e r e n t  l anguages  a r e  l i s t e d  it should  b e  c l e a r  t h a t  
we a r e  o n l y  i n t e r e s t e d  i n  t h e  r a n g e  o f  f u n c t i o n s  performed and t h a t  a  
common syn t ax  and s t y l e  a c r o s s  t h e s e  f u n c t i o n s  would b e  advan tageous .  
We must a l s o  emphasize t h a t  t h e  l anguages  i n  F i g u r e  3  a r e  t h o s e  made 
a v a i l a b l e  by  t h e  DSS Genera to r .  T h i s  l i s t  i g n o r e s  b o t h  the 
l a n g u a g e ( s )  used by t h e  d e s i g n e r s  o f  t h e  s o f t w a r e  t o  b u i l d  the DSS 
Genera to r  and t h e  ' languages '  ( o r  ' i n t e r f a c e s '  ) t h a t  c an  be c o n s t r u c t e d  
u s ing  t h e  t o o l s  provided by t h e  Gene ra to r .  I n  p a r t i c u l a r  the ma jo r  
r o l e  o f  t h e  DSS Bu i lde r  i s  t o  use  t h e  l anguages  o f  F i g u r e  3  t o  d e r i v e  
new languages  f o r  use  by  i n t e r m e d i a r i e s  and managers.  The ease w i t h  
which u s e f u l  ' d e r i v e d '  languages  can  be b u i l t  p r o v i d e s  a measure  o f  
t h e  succes s  o f  t h e  DSS Genera to r .  
Note t h a t  most l anguage  c a t e g o r i e s  i n  F i g u r e  3  h a v e  b o t h  
' d e f i n i t i o n '  and 'command' l anguages .  The d e f i n i t i o n  l a n g u a g e s  
g e n e r a l l y  d e s c r i b e  d a t a  o b j e c t s  - t h e  schema f o r  the DBMS, s p e c i f i c  
t y p e s  o f  g r aphs ,  r e p o r t s ,  s c r e e n  fo rma t s  and s o  on.  However i n  t h e  
c a s e  o f  models ,  t h e  model d e f i n i t i o n  l anguage  (MDL) d e s c r i b e s  
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CL - DSS COMMAND LANGUAGE High level control of DSS 
processes 
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DDL - Data Definition relationships 
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Language application programs 
QL - Query Language Interactive data retrieval; 
limited update 
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MDL - Model Definition Program statements defining 
Language operations on data (the 
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REPORT MANAGER 
RDL - Report Definition Define report formats and 
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SCREEN MANAGER 
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p rocedu re s  a s  w e l l  as d a t a  o b j e c t s .  I n  f a c t  M D L ' s  may b e  
genera l -purpose  programming languages  w i t h  c o n d i t i o n a l  b r anch ing ,  
l oop ing  c o n s t r u c t s  and s o  on.  Usua l ly  t h e y  i n c l u d e  s p e c i a l i z e d  
language f e a t u r e s  t h a t  h e l p  i n  b u i l d i n g  models - f o r  example f i n a n c i a l  
f u n c t i o n s  such  a s  P r e s e n t  Value and Re turn  o n  Inves tment .  They t e n d  
t o  be formal keyword-oriented l anguages  because  o f  t h e  need f o r  
p r e c i s i o n  and e x p r e s s i v e  power. They a r e  g e n e r a l l y  more s u i t e d  f o r  
u se  by  DSS b u i l d e r s  o r  i n t e r m e d i a r i e s .  I f  a d e f i n i t i o n  l anguage  i s  
i n t e r p r e t e d  ( a s  i n  t h e  c a s e  w i t h  Q L 1 s  and some M D L ' s )  it becomes more 
l i k e  a command language.  However t h e  l a t t e r  o p e r a t e  a t  a more 
a g g r e g a t e ,  ' meta l e v e l .  
The command languages  a r e  u s u a l l y  i n t e r p r e t i v e  and,  a s  t h e i r  name 
i m p l i e s ,  t h e y  cause  p r o c e s s i n g  t o  t a k e  p l a c e  i d e n t i f y i n g  b o t h  t h e  d a t a  
o b j e c t s  and procedures  t o  be used.  A s  a n  example, t h e  DSS command 
language p r o v i d e s  i n t e r a c t i v e  h i g h  l e v e l  access t o  o t h e r  DSS 
components. The s i m p l e s t  form o f  s u c h  a language  would b e  a 
query-response  i n t e r f a c e  or a menu w i t h  o p t i o n s  a l l o w i n g  the u s e r  t o  
e n t e r  v a r i o u s  components ( c a u s e  them t o  e x e c u t e ) .  A l t e r n a t i v e l y  t h e  
DSS command language may be a keyword language.  Of ten  these have  t h e  
fo rmat :  COMMAND p a r a m e t e r l ,  pa ramete r2 ,  . . . . A u s e f u l  e x t e n s i o n  o f  a 
s imple  command language i n v o l v e s  g i v i n g  u s e r s  t h e  a b i l i t y  t o  s t o r e  
much-used sequences o f  commands i n  ' command f i l e s '  f o r  e x e c u t i o n  o n  an 
as--needed b a s i s .  Depending on t h e  s o p h i s t i c a t i o n  o f  t h e  system it 
may be p o s s i b l e  t o  p a s s  symbolic pa r ame te r s  t o  t h e  command f i l e s  t o  
a l l o w  f o r  v a r i a t i o n s  i n  d a t a  names and o t h e r  s p e c i f i c a t i o n s .  F i n a l l y ,  
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the DSS command language may support looping and branching constructs 
i n  which case it resembles a f u l l  programming language. A second 
example of a command language i s  provided by the Model Command 
Language (MCL) which allows users t o  execute models and perform 
sens i t iv i ty  analyses. When an MMS i s  present the MCL can be qui te  
sophisticated as discussed more f u l l y  below. 
Often the statements of a def in i t ion  language must be typed i n  a 
f i l e  for  l a t e r  use by the DSS. When these processes cannot be 
in i t i a t ed  in te rac t ive ly  from the main DSS command in ter face  we w i l l  
c a l l  the languages ' separate'  . Compiled M D L ' s  a r e  often separate 
languages i n  t h i s  sense. The DDL, MNDL, and SDL a r e  a lso usually 
separate languages. Since the l a t t e r  three a r e  used only by the  
bui lder ,  l i t t l e  i s  l o s t  i n  terms of the  i n t e r a c t i v i t y  of the  
interface.  However separate MDL, RDL and GDL languages can cause time 
delays t h a t  decrease the effectiveness of the  DSS. 
Any DSS Generator m u s t  have the a b i l i t y  t o  perform a t  l e a s t  some 
of the functions of the  CL, DDL, (DML o r  Q L ) ,  MDL, MCL, RDL and RCL. 
However these may e x i s t  only i n  rudimentary forms. In many ways the  
language functions i n  Figure 3 together with the  type( s) of in te r face  
supported provide a good way of describing both the  capab i l i t i e s  of a 
D S S  Generator and i t s  ease of use. For example one popular system 
provides a CL imbedded in  a query/response type of in t e r face  which 
accesses a powerful MCL and somewhat l e s s  powerful DDL, QL, RCL, GDL 
and GCL languages. The MDL i s  a separate ( compiled) language and the 
RDL and Command F i l e  f a c i l i t i e s  a r e  separate a lso.  The current  
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v e r s i o n  o f  t h i s  system suppor t s  t h e  s t a n d a r d  ( t e x t ,  dumb t e r m i n a l ,  
t y p i n g )  i n t e r f a c e  on ly .  No a c c e s s  i s  prov ided  t o  a GPL t o  a l l o w  
e x t e n s i o n  o f  t h e  model ba se .  
5 .  LANGUAGE TRADE-OFFS 
I n  t h i s  s e c t i o n  we d i s c u s s  some major  implementa t ion i s s u e s  
concern ing  the form o f  DSS languages  w i thou t  r e g a r d  t o  t h e  domain o v e r  
which t h e  l anguages  a r e  d e f i n e d .  The l a t t e r  ( s e m a n t i c )  i s s u e s  a re  
addressed  i n  S e c t i o n  6 below. Our d i s c u s s i o n  i s  i n  t e r m s  o f  some o f  
t h e  major d e s i g n  c h o i c e s  faced  by  DSS language  d e s i g n e r s :  c o m p i l a t i o n  
v e r s u s  i n t e r p r e t a t i o n ;  language power v e r s u s  e a s e  o f  l e a r n i n g  and 
u se  ; ' hos t - l anguage '  ve rsus  ' s e l f - c o n t a i n e d '  sys tems;  menu-driven 
v e r s u s  command languages  ; fo rmal  command languages  v e r s u s  ' n a t u r a l  ' 
languages .  
A major  c o n s i d e r a t i o n  i n  DSS l anguages  conce rns  t h e  c h o i c e  
between i n t e r p r e t a t i o n  and compi l a t i on .  I n  compiled l anguages  the  
d e f i n i t i o n  and e x e c u t i o n  phases  a r e  s e p a r a t e  p r o c e s s e s  and u n l e s s  the 
t r a n s i t i o n  i s  well-handled t h e  i n t e r f a c e  l o s e s  the immediacy p r o p e r t y  
mentioned i n  S e c t i o n  2 .  Compiled s o f t w a r e  e x e c u t e s  more r a p i d l y  b u t  
i s  more t i m e -  consuming t o  deve lop .  S t a t e m e n t s  i n  an i n t e r p r e t i v e  
language on t h e  o t h e r  hand a r e  execu ted  a s  soon  as t h e y  a re  typed  
t h e r e b y  p rov id ing  prompt feedback t o  t h e  u s e r  and a i d i n g  the 
e v o l u t i o n a r y  DSS development p r o c e s s .  Fur thermore ,  it i s  o f t e n  
p o s s i b l e  i n  i n t e r p r e t i v e  sys tems t o  a l l o w  u s e r s  t o  dynamica l l y  d e f i n e  
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new commands and to  create and s tore  new data objects.  This provides 
some measure of language ex tens ib i l i ty  and allows users t o  develop 
more personalized systems. Finally,  some systems allow users t o  
develop and t e s t  procedures i n  an in te rpre t ive  mode and then to  
t r ans la t e  the developed code using a compiler t o  obtain an e f f i c i e n t  
execution. This provides some of the  advantages of both schemes. 
A DSS i s  used to  accomplish decision-making tasks e f f i c i e n t l y  and 
effect ively.  The a b i l i t y  t o  do t h i s  i s  c losely connected t o  the 
'power' of the  languages used. A language i s  powerful, with respect  
t o  an application domain i f :  (1) it has high expressive power 
(operations i n  the domain can be expressed c lear ly  and succ inc t ly) ,  
( 2 )  it has reasonable computing efficiency i n  terms of both response 
times and computing resources used. Figure 4 i s  a Kiviat Star  diagram 
tha t  i l l u s t r a t e s  some major language trade-offs and rela t ionships .  
Two languages, APL and FORTRAN, a r e  plotted on the diagram as  
examples. If the application involves a mathematical application such 
a s  l inear  programming then the shapes of the  two p lo t s  might be as  
shown. Notice tha t  the r e l a t ive  posit ions of the  two languages on one 
o r  more axes might be reversed i f  another application domain were 
considered. 
We now discuss the trade-offs associated with the quadrants i n  
Figure 4.  
Technical Trade-off: There i s  a tendency f o r  languages with high 
expressive power t o  be l e s s  e f f i c i e n t  i n  execution time and memory 
usage. Thus a well-written assembler program may be more e f f i c i e n t  
than the same program written in  a high leve l  language. Similar ly  
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CODASYL DML (DBTG, El971 1) i s  l i k e l y  t o  be more e f f i c i e n t  than a 
high l eve l  re la t iona l  language for  most r e t r i e v a l  tasks .  
Interpret ive languages a re ,  c e t e r i s  paribus, l e s s  e f f i c i e n t  than 
compiled languages. 
Performance Trade-off : Often higher user-effectiveness i s  
associated with lower computer efficiency.  Usual 1 y the  
effectiveness of users i n  problem solving w i l l  be the most 
important factor  i n  a cost-benefit  analysis .  Potential  
effectiveness w i l l  be increased with a language of high expressive 
power since the necessity f o r  detai led programming is  eliminated 
and prototype modifications w i l l  be f a s t e r .  Again in te rpre t ive  
languages give higher user effectiveness,  c e t e r i s  paribus, because 
they provide immediate feedback. 
Training Trade-off: I n  general the languages with the  highest 
performance potential  w i l l  be the hardest t o  learn.  Human fac tors  
studies show t h a t  on-line help and documentation aids  can 
effect ively reduce the cost  and time t o  t r a i n  users.  
Cognitive L i m i t s  Trade-off: Languages with higher expressive power 
have both larger  vocabularies and more complex grammars; they w i l l  
therefore be more d i f f i c u l t  t o  learn and re t a in .  Reisner, [1981] 
has suggested tha t  languages should be ' layered' in  d i f f i c u l t y .  
This means t h a t  the most common functions should be expressable in  
simple forms t h a t  can be eas i ly  learned by casual users while l e s s  
common functions can have more complex syntax. 
The choice of the  ' bes t '  language for  a given application depends 
on a cost-benefit  analysis taking in to  account computer and t ra ining 
costs for  d i f fe rent  leve ls  of user effectiveness.  
The designers of a DSS generator must decide whether it i s  t o  be 
constructed as an extension of an exist ing general purpose 
'host-language' or be 'self-contained' in  the sense t h a t  a l l  language 
interfaces  and other functions a r e  coded into the software of the  DSS 
i t s e l f .  The simplest form of a host-language DSS Generator would 
consist  of a package of subroutines o r  procedures ca l l ab le  from a 
language such a s  FORTRAN, P L / ~  or  APL. A more sophist icated approach 
i s  t o  extend the syntax of one of these languages t o  provide DSS 
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f u n c t i o n s  embedded i n  a u n i f i e d  s y n t a c t i c  scheme. Of ten  t h i s  i s  done 
b y  p recompi l ing  t h e  augmented language t o  produce i n t e r m e d i a t e  code  i n  
t h e  o r i g i n a l  h o s t  language.  Se l f -con ta ined  languages  a r e  s p e c i a l l y  
b u i l t  f o r  the purpose a t  hand and can b e  de s igned  t o  perform 
e f f i c i e n t l y  and t o  p r e s e n t  a uniform i n t e r f a c e  t o  t h e  u s e r .  T h e i r  
major  d i s advan t age  i n  comparison w i t h  h o s t -  language sys tems i s  t h a t  
communication w i t h  o t h e r ,  more g e n e r a l  purpose ,  programming t o o l s  may 
b e  s e v e r e l y  r e s t r i c t e d .  Th i s  can  l i m i t  t h e  a b i l i t y  o f  DSS b u i l d e r s  t o  
deve lop  new k i n d s  o f  a p p l i c a t i o n s  n o t  env isaged  by  t h e  d e s i g n e r s  o f  
t h e  system. 
A s  po in t ed  o u t  b y  V a s s i l i o u  and J a r k e , f 1 9 8 2 ] ,  ( and  a s  i s  e v i d e n t  
from our p r ev ious  d i s c u s s i o n ) ,  t h e  concep t  o f  a computer l anguage  h a s  
expanded i n  two d i r e c t i o n s :  (1) methods o f  communicating w i t h  
computers  a r e  beg inn ing  t o  embrace more o f  o u r  p h y s i c a l  s e n s e s  ( t o u c h ,  
h e a r i n g ,  e tc  . )  and (2  ) formal keyword languages  a r e  becoming more 
Eng l i sh - l i ke  and even ' n a t u r a l '  . Both o f  t h e s e  t r e n d s  appea r  t o  have  
p o t e n t i a l  i n  DSS a p p l i c a t i o n s .  
I n t e r f a c e s  employing d e v i c e s  such  a s  l i g h t - p e n s ,  t ouch - sc r eens  
and j oy - s t i cks  f a l l  i n t o  t h e  f i r s t  o f  t h e  above c a t e g o r i e s .  Of ten  
t h e s e  are used t o  p rov ide  an  a l t e r n a t i v e  t o  t y p i n g  as a means o f  menu 
s e l e c t i o n .  For t h i s  purpose  t h e y  a r e  u s e f u l  i n t e r f a c e s  f o r  managers  
and o t h e r  c a s u a l  u s e r s .  However t h e  e x p r e s s i v e  power o f  s u c h  
i n t e r f a c e s  i s  l i m i t e d  t o  a d i s c r e t e  s e t  o f  p rede te rmined  c h o i c e s .  
Empi r ica l  evidence,  G i l f o i l  :I982 1, i n d i c a t e s  t h a t  u s e r s  t e n d  t o  
p r e f e r  command languages  t o  menu-driven i n t e r f a c e s  a f t e r  t h e y  h a v e  
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ga ined  some i n i t i a l  expe r i ence  w i t h  a  system. Fur thermore ,  the 
complex d a t a  r e t r i e v a l  and procedure  coding t a s k s  faced  by DSS 
b u i l d e r s  r e q u i r e  a f u l l  language c a p a b i l i t y .  Thus w e  see a need f o r  
b o t h  l e v e l s  o f  ' l anguage '  i n  a  DSS. Menu o r  s imp le  prompt-response 
i n t e r f a c e s  can be used a t  t h e  h i g h e r  l e v e l s  o f  t h e  DSS t o  a l l o w  a l l  
c l a s s e s  o f  u s e r s  t o  s e l e c t  t h e  major  subsystems o r  modes o f  o p e r a t i o n  
t h e y  wish t o  e n t e r .  These s imple  i n t e r f a c e s  can  t h e n  be extended 
downwards two o r  t h r e e  l e v e l s  t o  a l l o w  c a s u a l  u s e r s  t o  perform u s e f u l  
t a s k s  such a s  runn ing  p rede f ined  models and r e p o r t s .  F u l l  l anguage  
c a p a b i l i t i e s  must be provided f o r  the b u i l d e r s  and i n t e r m e d i a r i e s  t o  
b u i l d  t h e  models ,  f o rma t  o u t p u t  r e p o r t s  and s o  on .  
The second impor t an t  t r e n d  i n  computer l anguages  i s  t h e  a t t e m p t  
t o  make them more l i k e  Eng l i sh .  To t h e  e x t e n t  t h a t  t h i s  c a n b e  
achieved it i s  g e n e r a l l y  b e l i e v e d  t h a t  managers w i l l  be encouraged t o  
i n t e r a c t  p e r s o n a l l y  w i t h  t h e  computer.  I n  a d d i t i o n ,  l e a r n i n g  and 
r e t e n t i o n  p r o p e r t i e s  shou ld  b e  improved. More i m p o r t a n t l y  p e r h a p s ,  
p r o g r e s s  i n  the f i e l d  o f  ' n a t u r a l '  computer l anguages  w i l l ,  o f  
n e c e s s i t y ,  pave t h e  way f o r  more i n t e l l i g e n t  ( f o r g i v i n g )  i n t e r f a c e s  
s i n c e  human speech i n v o l v e s  many s h o r t - c u t s  and a b b r e v i a t i o n s  t ha t  
r e q u i r e  a  b u i l t - i n  i n t e l l i g e n c e  t o  unde r s t and .  E v e n t u a l l y  o u r  
p r o g r e s s  i n  unders tand ing  n a t u r a l  l anguage  w i l l  be coupled  w i t h  
vo i ce - en t ry  o f  commands and q u e r i e s  t o  g i v e  a t r u l y  d i f f e r e n t  
dimension t o  t h e  man-machine i n t e r f a c e .  A t  the p r e s e n t  t i m e  t h e r e  i s  
a t  l e a s t  one s u c c e s s f u l  ' n a t u r a l '  d a t abase  q u e r y  l anguage  o n  t h e  
market  ( H a r r i s ,  119771)  and p r o g r e s s  i n  v o i c e  r e c o g n i t i o n  h a s  r eached  
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a  p o i n t  where v o i c e  commands cou ld  be used f o r  s imple  menu-se lec t ion  
t a s k s  and r e s t r i c t e d  forms o f  d a t a - e n t r y .  
To summarize o u r  d i s c u s s i o n  s o  f a r ,  w e  b e l i e v e  t h a t  DSS Gene ra to r  
MDL 's  and QL ' s  should  b e  i n t e r p r e t i v e ,  h a v e  h i g h  e x p r e s s i v e  power, b e  
' l a y e r e d '  and be augmented by a  r ange  o f  h e l p  and documentat ion a i d s .  
I n  a d d i t i o n  a l l  language f u n c t i o n s  shown i n  F i g u r e  3 shou ld  be 
a c c e s s i b l e  from t h e  main DSS i n t e r f a c e  ( n o  s e p a r a t e  l a n g u a g e s ) .  
6. DSS LANGUAGE FUNCTIONS 
W e  t u r n  now t o  a  b r i e f  d i s c u s s i o n  o f  the seman t i c s  o f  DSS d a t a  
r e t r i e v a l  and modeling languages .  W e  a r e  i n t e r e s t e d  i n  what t h e s e  
languages  can d o  f o r  DSS u s e r s  o r ,  more p r e c i s e l y ,  i n  t h e  r a n g e  o f  
f u n c t i o n s  t h a t  must be performed by DSS l anguages .  L i s t s  o f  t h e  most  
impor t an t  f u n c t i o n s  a r e  g iven  ( F i g u r e s  5 t h r o u g h  7 ) ,  t o g e t h e r  w i t h  
some summary comments. However it i s  o u r  i n t e n t i o n  t h a t  these 
f u n c t i o n s  should  b e  i nco rpo ra t ed  i n t o  t h e  v o c a b u l a r y  o f  t h e  v a r i o u s  
DSS languages .  I n  some cases t h i s  c an  b e d o n e b y s i m p l y s t o r i n g  
c a l l a b l e  p rocedu re s  i n  t h e  Model Base. I n  o t h e r  cases, p a r t i c u l a r l y  
f o r  command languages  such  a s  t h e  MCL, t h e  f u n c t i o n s  and t h e  o b j e c t s  
on  which t h e y  o p e r a t e  might  form t h e  v e r b s  and nouns ( r e s p e c t i v e l y )  o f  
a  DSS language.  The d i s c u s s i o n  w i l l  be l i m i t e d  t o  d a t a b a s e  and 
model l ing f u n c t i o n s  o n l y  s i n c e  t h e s e  a r e  c l o s e r  t o  t h e  end u s e r  and 
a r e  a l s o  most l i k e l y  t o  d i f f e r  from conven t iona l  MIS a p p l i c a t i o n s .  
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We w i l l  not  discuss DBMS languages i n  g rea t  d e t a i l  here s ince 
they have been the subject of many a r t i c l e s  and books. However DSS  
databases have t h e i r  own unique data management problems t h a t  
should be ref lected i n  language f a c i l i t i e s .  F i r s t  the unanticipated 
nature of many requests t o  the DSS and the generation of new data by 
DSS models implies t h a t  the DBMS should allow new data re la t ionships  
t o  be added dynamically a t  execution time. This f a c i l i t y  i s  provided 
most eas i ly  by re la t iona l  systems (Codd, [1970]). Secondly a  number 
of conceptual objects and relat ionships occur i n  DSS t h a t  can not 
e a s i l y  be represented i n  a  conventional DBMS. Figure 5 l i s t s  some of 
these together with possible representations and operations ( following 
the ROMC method - see e a r l i e r  ) . 
There a re  a  number of aspects of DSS  data manipulation t h a t  need 
special a t tent ion:  
(1 ) Many, perhaps most, DSS appl icat ions  involve planning and 
forecasting giving r i s e  t o  a  need for  the DSS t o  handle time-series. 
There a re  a  number of problems here: ( a )  conventional MIS usual ly  
maintain only recent transactions and s to re  data on a  cross-section 
rather than time-series bas is  making data acquis i t ion by the  DSS 
d i f f i c u l t ,  ( b )  conventional DBMS often do not handle var iab le  time 
length data well,  (c) there i s  often a  need t o  s to re  many versions of 
the same time se r i e s  with d i f f e ren t  pe r iod ic i t i e s  and ranges of time. 
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( 2 )  Accounting data a re  often conceptualized by managers a s  
having many d i f f e ren t  dimensions - for  example sales-by product, by 
region, by customer c lass .  Hence there i s  a  need to  be able t o  s tore  
create  and manipulate multi-dimensional arrays. 
( 3 )  Hierarchical c l a s s i f i ca t ion  schemes (accounting systems, 
organization s t ructures ,  p ro jec t  task break-downs, product explosions, 
e t c . )  are  a  common means for  dealing with complexity. The DSS 
Generator languages m u s t  therefore allow the user t o  c rea te ,  and 
manipulate a l te rna t ive  hierarchical ly  organized data objects  . 
( 4 )  The DSS  System Directory (Figure 2 )  contains meta data 
concerning the meanings and relat ionships of both data and model 
objects.  Language concepts t h a t  can be used to  create  and re t r i eve  
such mete data should also be provided. 
Many of the  representations and operations shown i n  Figure 5 have 
been provided by d i f fe rent  systems. For example s t a t i s t i c a l  packages 
provide f a c i l i t i e s  for handling time se r i e s  and some report  wr i te rs  
handle the concept of multi-dimensional objects well.  However 
research on the semantic and syntactic s t ruc ture  of DSS languages fo r  
manipulating these concepts i s  much needed. 
The concept of 'model management' has been an innovative feature  
of DSS research. We have previously mentioned t h a t  the  MDL (Model 
Definition Language) should be (1 ) in te rpre t ive ,  ( 2  ) have c a p a b i l i t i e s  
( i n  terms of control s t ructures  and input/output) of a  f u l l  
programming language, (3  ) allow procedural access t o  a  general-purpose 
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programming language  t o  a l l o w  a d d i t i o n s  t o  t h e  model base  t o  be 
c o n s t r u c t e d  and ( 4 )  p rov ide  a number o f  commonly used o p e r a t i o n s  
u s e f u l  i n  p l a n n i n g .  F i g u r e  6 i n d i c a t e s  t h e  major  c l a s s e s  o f  f u n c t i o n s  
t h a t  should  be provided i n  t h e  MDL. Many o f  t h e s e  can  be implemented 
v i a  p rocedure  c a l l s .  O the r s  would be b e t t e r  implemented by 
i n c o r p o r a t i n g  them i n t o  t h e  syn tax  o f  t h e  MDL. Ormancioglu,[1982], 
d e s c r i b e s  a ma thema t i ca l l y  based h i g h  l e v e l  language t h a t  p r o v i d e s  a 
number o f  o p e r a t i o n s  t h a t  a r e  u s e f u l  i n  d a t a  r e t r i e v a l  and model 
b u i l d i n g  and would a l l o w  DSS models t o  b e  s t a t e d  i n  a c o n c i s e  form. 
Another i n t e r e s t i n g  p o s s i b i l i t y  i s  t o  b u i l d  s p e c i a l i z e d  l anguages  
c o n t a i n i n g  keywords cor responding  t o  commonly used o p e r a t i o n s  such  a s  
' Regress '  , ' F o r e c a s t '  and ' C o n s o l i d a t e  ' . C u r r e n t  DSS Genera to r s  
g e n e r a l l y  p r o v i d e  t h e s e  f u n c t i o n s  o n l y  t h r o u g h  s t a n d a r d  p rocedu re  o r  
s u b r o u t i n e  c a l l i n g  conven t ions .  
Turning now t o  t h e  MCL (Model Command Language) t h e r e  a r e  a 
number o f  concep t s  and o p e r a t i o n s  t h a t  c a n  be d e f i n e d  ove r  models  and 
t h e i r  i n p u t s  and o u t p u t s .  F i g u r e  7 l i s ts  t h e s e  o p e r a t i o n s  i n  three 
groups  : housekeeping,  c o n s t r u c t i o n / e x e c u t i o n  and s e n s i t i v i t y  
a n a l y s i s .  
The Model Base ( F i g u r e  2 )  c o n t a i n s  a l a r g e  number o f  p rocedu re s  
t h a t  can be used i n  models  (see f o r  example F i g u r e  6 ) .  The 
housekeeping f u n c t i o n s  a re  concerned w i t h  t h e  main tenance  b o t h  o f  
t h e s e  p rocedures  and t h e i r  d e s c r i p t i o n s .  The c o n s t r u c t i o n  f u n c t i o n s  
combine t h e s e  b u i l d i n g  b locks  i n t o  e x e c u t a b l e  modules.  While t h e  
housekeeping and c o n s t r u c t i o n  f a c i l i t i e s  a r e  a  n e c e s s a r y  p a r t  o f  a n y  
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CONCEPT REPRESENTATIONS OPERATIONS 
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FIGURE 7 
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application development system much DSS  research has been aimed a t  
providing more powerful systems for  building models. Data base 
techniques have been used to  coordinate the inputs and outputs of 
cooperating models a t  d i f f e ren t  organization leve ls  (Sprague and 
Watson, [ 1976 ] ) . Knowledge representation techniques from A r t i f i c i a l  
Inte l l igence might be used to  give the system greater self-knowledge 
in  order (1 ) t o  a s s i s t  users i n  learning the capab i l i t i e s  of t h e  Model 
Base and ( 2 )  t o  help builders i n  the construction of models ( E l a m  and 
Henderson, C1980 1 ) . Continuing t h i s  d i rec t ion  of research, Bonczek e t  
a1 El9821 have shown how Predicate Calculus and the resolut ion 
pr inciple  can, i n  principle be used t o  automatically construct  models 
from more basic  building blocks. This would allow users t o  s t a t e  
information r e s u l t s  i n  a non-procedural manner by specifying what i s  
t o  be accomplished rather than the procedural d e t a i l s  of how - the  
computation is  t o  be performed. 
The a b i l i t y  t o  explore the implications of  models under various 
assumptions concerning the i r  s t ruc tura l  form and parameter values and 
d i f f e ren t  management pol ic ies  l i e s  a t  the  hea r t  of the  DSS idea.  The 
MCL i n t e r  face should support the decision-making process by providing 
short  and long-term memory a ids .  These might help the user keep t r ack  
of s e t s  of parameter values and assumptions cases) and t h e i r  
corresponding resu l t s  (Stohr and Tanniru, [1981]). In t h i s  context we 
need t o  develop language constructs t h a t  would allow users t o  c rea te  
and modify ' base-cases' ( t r i a l  s e t t ings  of parameters and other model 
elements), t o  re t r ieve  the r e s u l t s  of previous runs, t o  compare 
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d i f f e r e n t  s o l u t i o n s  and t o  modify t h e  underlying assumptions. 
In  t h e  a r e a  o f  s e n s i t i v i t y  ana lyses  we have a l r eady  mentioned t h e  
emergence of  languages f o r  'what i f ? '  ana lyses .  A t  a  more advanced 
l e v e l  Blanning [1982 1, d e f i n e s  a  formal grammar f o r  decision-making 
based on s i x  funct ions  commonly provided by a  DSS - s e l e c t i o n  and 
aggregat ion o f  d a t a ,  e s t ima t ion  o f  parameters,  s o l u t i o n  o f  
simultaneous equat ions  and opt imiza t ion .  The grammar c o n t a i n s  four  
v a r i a b l e s  : a dec i s ion  t o  b e  made, a  s e n s i t i v i t y  a n a l y s i s ,  a  
performance measure and an environment. Sentences i n  t h e  language 
correspond t o  common sequences used i n  problem solving t a s k s .  
7.  CONCLUS I O N  
In  t h i s  paper we developed a  s e t  o f  genera l  requirements f o r  DSS 
languages. We then l i s t e d  an a r r a y  o f  languages t h a t  should be 
included i n  a  DSS Generator. These were d i f f e r e n t i a t e d  both  according 
t o  the  funct ion  performed (example model d e f i n i t i o n  o r  d a t a  base  
r e t r i e v a l )  and according t o  t h e i r  type ( der ived ,  command, d e f i n i t i o n ,  
s e p a r a t e ,  e t c  . )  . Some o f  t h e  major implementation i s s u e s  faced by DSS 
software des igners  were a l s o  d i scussed .  Next we provided a  d e t a i l e d  
a n a l y s i s  of  some of  t h e  s p e c i a l  func t ions  t h a t  a DSS should perform i n  
t h e  a r e a s  o f  d a t a  base and model management. For each a r e a  we 
descr ibed the  des i red  c a p a b i l i t i e s  from t h e  p o i n t  o f  view of  t h e  end 
user  o r  model bu i lde r .  The next  s t e p  w i l l  be  t o  des ign  s p e c i a l i z e d ,  
h igh- level  languages t h a t  w i l l  a s s i s t  t h e  user  i n  performing these  
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f u n c t i o n s .  T h i s  i s  s e e n  as a n  i m p o r t a n t  area f o r  r e s e a r c h  and 
development  b y  b e h a v i o r a l  s c i e n t i s t s ,  o p e r a t i o n s  r e s e a r c h e r s  and 
computer s c i e n t i s t s .  
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