Abstract: Currently, many community detection methods are proposed in the network science field. However, most contemporary methods only employ modularity to detect communities, which may not be adequate to represent the real community structure of networks for its resolution limit problem. In order to resolve this problem, we put forward a new community detection approach based on a differential evolution algorithm (CDDEA), taking into account modularity density as an optimized function. In the CDDEA, a new tuning parameter is used to recognize different communities. The experimental results on synthetic and real-world networks show that the proposed algorithm provides an effective method in discovering community structure in complex networks.
Introduction
Recently, an increasing number of researchers are paying attention to the community structure identification [1] [2] [3] of networks, including social networks [4] [5] [6] [7] , biology networks [6, 8] , worldwide web networks [9, 10] , and so on, in order to have a profound understanding of their structures and functions. A complex network is a representation of a complex system in real life in the form of nodes and edges, where the nodes represent objects and the edges represent their mutual interactions. Understanding the relationship between these nodes and edges plays an important role in shedding light on the overall organization of complex systems and their functional properties.
Complex networks possess some important properties after an enormous amount of theoretical and practical investigations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , of which community structure became a dominant research direction for the purpose of getting valuable information from the networks. For instance, the division of a network into groups has dense intra-connections, and sparse inter-connections [11, 12] . Then, many methods for community detection were proposed by maximizing internal links and minimizing external links. One of most famous methods, called network modularity Q [13] , is used as a quality metric for measuring the partition of networks. According to this measurement, many successful algorithms were proposed by optimizing the modularity Q function, such as those described in References [2, 5, [14] [15] [16] . However, the search for the largest modularity value is an NP-hard problem, since the space of all possible partitions increases quickly compared to the complex system scale. That is to say, modularity is not a scale-invariant measure, and hence, finding communities smaller than a specialized size is impossible. This serious problem is famously known as the resolution limit problem of modularity-based algorithms [17] . In order to resolve this disadvantage, Li et al. [18] proposed a new quality function named modularity density, and demonstrated its superiority in detecting communities compared to traditional modularity-based methods. The main difference between modularity and modularity density lies in the fact that they have different referential objects in their functions. Modularity measures the strength of a community partition by taking into account the degree distribution, while modularity density adopts the internal node distribution of a community. Since modularity density was proven to resolve the resolution limit problem of the modularity function, we introduce it in our paper and propose a community detection algorithm based on a differential evolution algorithm using modularity density. The differential evolution (DE) algorithm, proposed by Storn and Price [19] , is a new populationbased stochastic search algorithm in the form of parallel ways. In contrast to traditional evolutionary methods such as genetic algorithms (GAs), the DE algorithm has at least three merits: finding the true global optimized value of a multimodal search space regardless of initial parameter values, fast convergence, and using few control parameters [19] . Additionally, the DE algorithm uses the genetic information of several individuals in a mutation scheme, which can greatly utilize the distributed characteristics of a population and effectively improve the search ability. Therefore, the DE shows remarkable performance in a wide variety of fields [20, 21] . In particular, it exhibited some great merits in optimization problems [22] [23] [24] . The performance of the DE algorithm lies in two important steps. The first is the mutation scheme and the second is the setting of control parameters, such as population size, crossover size, and the scale factor. In order to solve a problem efficiently, proper parameters should be set.
As a new research direction in complex networks, the application of evolutionary methods in complex networks attracted a large number of researchers, such as the authors of References [2, 3, 16, 21, 23, 25, 26] . In the field of community detection, modularity-based optimization methods are now widely used. However, their optimization is often a typical NP-hard problem, whereby the solutions obtained using traditional methods can only find local optimal solutions, which cannot reflect the global characteristic of the problem. However, optimization methods based on biological evolution and swarm intelligence can easily get global and local search capabilities and yield high-quality globally optimal solutions. For instance, GA, an example of a conventional representative method of evolutionary computation, was successfully applied to community detection. Tasgin et al. [25] and Shang et al. [16] proposed GA-based methods using modularity, Pizzuti proposed a GA-Net algorithm based on community score, Jia et al. [22] proposed a differential evolution for community detection adopting modularity, and Gong et al. [2, 27] proposed a memetic algorithm (Meme-Net) and an improved Meme-Net algorithm for community detection in networks based on GA. However, recent research [26] shows that DE is a faster, and more efficient and robust metaheuristic optimization technique than GA.
In this paper, we put forward a community detection method based on the differential evolution algorithm (CDDEA), which adopts modularity density as an optimization function and can explore the network in different resolutions. It is worth mentioning that CDDEA does not need any prior knowledge of community structure, such as the number of communities, in the course of searching better community partitions, and this point plays an important role in real-world problems in the case of an absence of related prior information.
The remainder of this paper is organized as follows: the community detection problem and related concepts are reviewed in Section 2. The community detection algorithm based on the differential evolution algorithm using modularity density is proposed and explained in Section 3. In Section 4, the proposed method is tested on computer-generated and real-world networks, and the experimental results of CDDEA are in comparison with other benchmark algorithms. Section 5 concludes this paper.
Related Concepts
This section first presents a comparison between modularity and modularity density in order to show the superiority of adopting modularity density. Next, an introduction to normalized mutual information (NMI) is established so as to lay a solid foundation for evaluating the effectiveness of our proposed algorithm.
Modularity and Modularity Density
Modularity [14] can be calculated as the function described below. Consider an unsigned network denoted as G = (V, E), where V is the vertex set with a number n, and E is the edge set with a number e. The adjacent matrix of G is A. If V 1 and V 2 are two disjoint subsets of V, then we define
where V i and E i are the aggregation of vertices and edges of G i for i = 1, 2, . . . , m, and the modularity Q can be defined as follows:
According to the above function Q, we can see that the main idea of modularity comes from a comparison between real community partitions and ones allocated without any regard for the underlying structure. Then, all differences in the partitions of these two kinds of network structure are summed. However, Fortunato and Barthelemy [17] pointed out that modularity is not competent in finding valid communities, and regarded that the size of a detected community relies on the size of the whole network. The real reason is that the modularity does not include any information on the number of nodes in a community, and the detected community is highly sensitive to the total number of edges in the network. Therefore, it is impossible to find a community partition smaller than a certain size.
To resolve the limit of modularity detection problems, Li et al. [18] put forward a quantitative function named modularity density for community identification. They demonstrated that modularity density is superior to the widely used modularity. The modularity density function D is defined as follows:
By summing the ratio between the difference of the internal and external degrees of the network G i and the size of the subnetwork, this method provides a way of testing the reasonableness of a community partition. The larger the value of D, the more accurate the partition is. Therefore, the community detection problem can be converted into a problem of finding partitions of a network by maximizing its modularity density D. After a series of theoretical and experimental tests, Li et al. [18] also proved the equivalence of the modularity density function and the kernel k means, and proposed a more general modularity density measure as follows:
if λ = 1, D λ is equivalent to the ratio association, if λ = 0, D λ is equivalent to the ratio cut, and if λ = 0.5, D λ is equivalent to the normalized modularity density D. In short, the general modularity density D λ can be viewed as a combination of ratio association and ratio cut. In general, the optimization of ratio association always divides a network into small communities, while the optimization of ratio cut always divides a network into large communities. In other words, according to this general function, we can analyze the topological structure and reveal a more detailed and hierarchical organization of the network by tuning the parameter λ. Eventually, the resolution limit of modularity can be resolved. Moreover, the modularity density is independent of the size of the graph, which means that the balance between intraconnectivity and interconnectivity is constant regardless of the size of the community. A detailed discussion and proof can be found in Reference [18] . Furthermore, Conde-Cespedes [37] designed an approach to easily identify the resolution limit through the comparison of linear modularization criteria, and Campigotto [38] proposed a generic version of the Louvain method for community detection with a number of quality functions. All these methods can also demonstrate that the modularity density function has no resolution limit problem. Furthermore, current researches [39] [40] [41] [42] show that not all community detection methods can find community partitions effectively due to the existence of a so-called detectability threshold problem. In particular, it was recently illustrated [40, 41] that there exists a phase transition in the detectability of communities such that, below the transition, no algorithm can detect the real community partitions better than chance. Chen [42] found a universal phase transition phenomenon on community detectability, while Ghasemian [43] studied the detectability thresholds for community structure in dynamic networks. In this paper, we test the proposed method in well-known real-world and synthetic networks, which are widely used to illustrate the effectivity of community detection methods, and the communities of these networks are well defined.
Normalized Mutual Information (NMI)
At present, a great many methods were proposed for community detection, but it is not clear which method is reliable. In other words, when community partitions are found by an algorithm, a reasonable evaluation criterion should be used to evaluate how accurately the detection algorithm performed. The normalized mutual information measure, proven by Danon et al. [44] , is a reliable Information 2018, 9, 218 5 of 20 criterion in evaluating community partitions. Therefore, we used normalized mutual information (NMI) in order to evaluate the similarity between the real partitions and the detected ones. Given two partitions A and B of a network in communities, let C be the confusion matrix whose element C i,j is the number of nodes of a community i of the partition A, which is also in the community j of the partition B. The normalized mutual information I(A, B) is defined as follows:
where C A (C B ) is the number of groups in the partition A (B), C i. (C .j ) is the sum of the elements of C in row i (column j), and N is the number of nodes. If A = B, I(A, B) = 1; if A and B are completely different, then I(A, B) = 0.
The Proposed CDDEA Algorithm
In this section, we explain the principle of the proposed CDDEA algorithm based on modularity density. Firstly, the differential evolution algorithm is introduced in community detection. Then, CDDEA is described in detail.
Community Detection Algorithm Based on Differential Evolution (DE)
The differential evolution (DE) algorithm, proposed by Strorn and Price [19] , is widely utilized as an effective method in handling nondifferentiable, nonlinear, and multimodal objective functions. Moreover, the differential evolution algorithm is also a kind of evolutionary method frequently applied in most optimization problems, and shows similarity with the genetic algorithm (GA). For instance, basic stages of each method comprise mutation, crossover, and selection. However, DE shows some remarkable advantages compared to GA. Take the mutation step in DE for example, DE adds a scaled vector difference from two random individuals to a third individual according to particular rules, which plays an important role in improving search ability by making use of more individuals, and then avoids the disadvantages of GA in the mutation step.
In DE, there are three important operators: mutation, crossover, and selection. Firstly, a population is generated randomly. Secondly, a proper mutation operation should be selected to apply in initial population according to different problems. Thirdly, the crossover operation is employed to each pair of generated mutant individuals and its original individuals. Lastly, a selection operation is used to select a better individual for the next population. A brief presentation of DE operators and their applications in community detection are described in the subsections below.
Individual Representation and Initialization
For a network G = (V, E), where V is the vertex set with a number n, and E is the edge set with a number e, an individual can be represented as follows:
where inividual j represents the jth individual in the population, and c_id i means that the vertex i belongs to the community c_id i . For instance, if c_id 5 = 3, this means that the fifth vertex is now in the third community. Therefore, the vertex with the same community identifier (ID) should be considered in the same community. In the course of population initialization, each vertex is put in a different community for all individuals, such as {1, 2, · · · , n}. In other words, each vertex belongs to a different community and there are n communities. However, if we do so, we do not utilize any information of the network in the process of initializing population, and lose sight of the fact that any two neighboring vertices may belong to the same community. Here, we employ a simple heuristic proposed in Reference [25] . For each individual, we randomly choose some nodes and assign their community IDs to all their neighbors. This method is beneficial for improving the performance of the algorithm and avoids unnecessary iterations. For instance, Figure 1a shows a social network with nine actors and 14 connections [45] .
two neighboring vertices may belong to the same community. Here, we employ a simple heuristic proposed in Reference [25] . For each individual, we randomly choose some nodes and assign their community IDs to all their neighbors. This method is beneficial for improving the performance of the algorithm and avoids unnecessary iterations. For instance, Figure 1a shows a social network with nine actors and 14 connections [45] .
According to Figure 1b , we can see clearly how to represent an individual in the form of a community ID. Meanwhile, we also can use network information [25] to initialize individuals in the course of the initial stage of CDDEA. For example, if vertex 2 is chosen, then we assign its community ID 2 to its neighboring nodes, vertex 1 and vertex 2; then, both their community IDs become 2. 
Mutation
After an initialization of the population, DE makes a mutation operation and recombines the individuals to produce new individuals. Of course, there are different mutation schemes, and the most often used strategies are listed as follows [19] : According to Figure 1b , we can see clearly how to represent an individual in the form of a community ID. Meanwhile, we also can use network information [25] to initialize individuals in the course of the initial stage of CDDEA. For example, if vertex 2 is chosen, then we assign its community ID 2 to its neighboring nodes, vertex 1 and vertex 2; then, both their community IDs become 2.
After an initialization of the population, DE makes a mutation operation and recombines the individuals to produce new individuals. Of course, there are different mutation schemes, and the most often used strategies are listed as follows [19] :
4 DE/rand-to-best/1,
Information 2018, 9, 218 7 of 20 X i (t) is the current individual vector; X best (t) is the best individual in the current generation according to the fitness function; X j (t), X k (t), X m (t) and X n (t) are four different individuals randomly chosen from the current population; F is a scale factor, and its effective value is often smaller than 2.0 and bigger than 0; ω is also a scale factor named the greedy factor, which can accelerate the search speed for better individuals. In 1 , the scaled difference between two randomly selected individuals, F·(X j (t) − X k (t)), defines the direction and length of the search step; then, this difference is added to a thirdly randomly selected individual in order to create a mutation individual. 1 is often named the classic mutation strategy in DE, while 2 , 3 , and 4 are variants of perturbations based on 1 so as to find better individuals quickly. Therefore, in 2 , the best individual in the current generation, X best (t), is chosen to replace the randomly selected individual in 1 . On the other hand, 3 is very similar to 1 , 2 and 3 . In 4 , the best individual and a random selected individual are chosen in the course of acquiring one difference vector with a scaled factor ω, and the other two random individuals are chosen in the process of getting another difference vector with a scaled factor F; then, the current individual is added with these two difference vectors in order to acquire a new mutation individual.
From the analysis above, we can see that 4 not only contains current individual information, but also utilizes information of the best individual and other three randomly selected individuals with corresponding scaled factors, which accelerates the search speed and avoids the disadvantage of being trapped in a local best individual. Therefore, 4 was naturally chosen for the CDDEA.
Here, we make a detailed specification concerning the process of mutation in the proposed method. Firstly, an individual with the highest modularity density value in the current population is selected. Then, the differential vector with a greedy factor ω is calculated between this individual and a random chosen one. Next, the other differential vector with a scaled factor F is acquired between two randomly selected individuals. Subsequently, the current individual is added with these two differential vectors. Last, but not the least, we must pay attention to the range of each vertex in each individual. For instance, the generated offspring after mutation is shown in Figure 2 .
X t is the current individual vector; ( ) best X t is the best individual in the current generation according to the fitness function;
randomly chosen from the current population; F is a scale factor, and its effective value is often smaller than 2.0 and bigger than 0; ω is also a scale factor named the greedy factor, which can accelerate the search speed for better individuals. In ①, the scaled difference between two randomly selected individuals,
, defines the direction and length of the search step; then, this difference is added to a thirdly randomly selected individual in order to create a mutation individual. ① is often named the classic mutation strategy in DE, while ②, ③, and ④ are variants of perturbations based on ① so as to find better individuals quickly. Therefore, in ②, the best individual in the current generation,
t , is chosen to replace the randomly selected individual in ①. On the other hand, ③ is very similar to ②; the main point of ③ is that it employs two difference vectors,
, for mutation. However, choosing the best individual, added with one or more difference vectors, often leads to only the best local individual. Hence, some important changes were made in ④ based on ①, ② and ③. In ④, the best individual and a random selected individual are chosen in the course of acquiring one difference vector with a scaled factor ω , and the other two random individuals are chosen in the process of getting another difference vector with a scaled factor F ; then, the current individual is added with these two difference vectors in order to acquire a new mutation individual.
From the analysis above, we can see that ④ not only contains current individual information, but also utilizes information of the best individual and other three randomly selected individuals with corresponding scaled factors, which accelerates the search speed and avoids the disadvantage of being trapped in a local best individual. Therefore, ④ was naturally chosen for the CDDEA.
Here, we make a detailed specification concerning the process of mutation in the proposed method. Firstly, an individual with the highest modularity density value in the current population is selected. Then, the differential vector with a greedy factor ω is calculated between this individual and a random chosen one. Next, the other differential vector with a scaled factor F is acquired between two randomly selected individuals. Subsequently, the current individual is added with these two differential vectors. Last, but not the least, we must pay attention to the range of each vertex in each individual. For instance, the generated offspring after mutation is shown in Figure 2 . In order to enhance the variant diversity of individuals, a crossover operation is also employed in DE. The most common form of crossover is defined as follows [19] :
where X i j (t) is the gene value in locus j of the individual i in current population, X i j (t + 1) is the new mutant individual, i = 1, 2, · · · , N; j is the vector length of an individual, j = 1, 2, · · · , length(X i (t)); and the crossover probability, P c ∈ (0, 1], is a user-defined value that controls the fraction of parameter values copied from the mutant. If rand i j ≤ P c , the gene value of X i j (t + 1) is kept; otherwise, X i j (t + 1) is replaced with X i j (t). In addition, the parameter J rand is a random locus; if j = J rand , the gene value in locus j should be inherited from the mutant individual of locus j, which ensures that the mutant individual at least provides a bit of useful information to the new offspring individual, thereby improving the diversity of population.
However, this kind of crossover is not fit for our proposed CDDEA algorithm, because we arbitrarily assign a random community ID to each vertex, and need to completely convey community ID information of a selected vertex and its neighbors to another individual. That is to say, the same community ID in different individuals may represent different communities, while the different community ID may also be the same community. For instance, in In order to enhance the variant diversity of individuals, a crossover operation is also employed in DE. The most common form of crossover is defined as follows [19] : 
i j X t + is replaced with ( ) i j X t . In addition, the parameter rand J is a random locus; if rand j J = , the gene value in locus j should be inherited from the mutant individual of locus j , which ensures that the mutant individual at least provides a bit of useful information to the new offspring individual, thereby improving the diversity of population.
However, this kind of crossover is not fit for our proposed CDDEA algorithm, because we arbitrarily assign a random community ID to each vertex, and need to completely convey community ID information of a selected vertex and its neighbors to another individual. That is to say, the same community ID in different individuals may represent different communities, while the different community ID may also be the same community. For instance, in Figure 3 , community ID 2 in In our algorithm, we employ a two-way crossover operation [2] inspired by a one-way crossover method [25] 
Figure 3. Two individuals with a random community IDs for each vertex.
In our algorithm, we employ a two-way crossover operation [2] inspired by a one-way crossover method [25] . For two individuals, individual a and individual b , we randomly select a vertex v i and find out other vertices with the same community ID in each individual. Then, we assign the community ID of v i and other vertices with the same community ID to each individual and complete the process of crossover gradually. A case in point is given in Table 1 , where new1 and new2 are two offspring after crossover between individual a and individual b , and v 4 is the selected vertex ready to be crossed. Obviously, we can see that each individual conveyed its feature information of the selected vertex and others with the same feature to its offspring. In order to enhance the variant diversity of individuals, a crossover operation is also employed in DE. The most common form of crossover is defined as follows [19] : 
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Selection
If the offspring individual X i (t + 1) from the crossover has a bigger modularity density value than that of the original parent individual X i (t), it replaces X i (t) in the next generation; otherwise, X i (t) retains its place in the population at least one more generation. This operation is often named greedy selection. In other words, the selection of an individual is determined by its modularity density, and these individuals with high modularity density values have more chance of being chosen, passing their better community ID information to the next generation. Eventually, the modularity density makes the partition of the community evolve for the better.
The Framework of CDDEA
There is no doubt that the fitness function plays a key role in generating better individuals in evolutionary algorithms, and there is no exception in our algorithm. CDDEA employs modularity density as the fitness function for its advantages described in detail in Section 2.2.
The framework of CDDEA is described as follows:
Step 1: Initialize algorithm parameters; maximum number of generations = G max ; population size = P size ; crossover probability = P c ; scale factor = F; greedy factor = ω.
Step 2: Initialize population according to Section 3.1.1; compute the modularity density of each individual in order to find the best individual in the current population.
Step 3: Perform the mutation scheme based on detailed instructions in Section 3.1.2.
Step 4: Execute the crossover operation between each mutant individual and each randomly selected individual from the current generation.
Step 5: Calculate the modularity density of each offspring from Step 4, and sort these offspring and the original individuals in the current population according to values of modularity density.
Step 6: Reconstruct the current individual population according to the sorted individuals from Step 5.
Step 7: Select P size individuals from the newly constructed current population as parent individuals of the next generation.
Step 8: Check whether the termination criterion is satisfied: if a predefined number of iterations (G max ) is achieved, stop and output the best individual generated in Step 5; otherwise, go to Step 3 for the next iteration.
Next, let us consider the time complexity of the CDDEA. Suppose V n is the number of vertices in the network, G max is the maximum number of generations, and P size is the population size. Then, for the CDDEA, the main time-consuming components include the mutation and crossover operation. For P size individuals, the complexity of the mutation operation is O(P size V n ). Furthermore, the complexity of the crossover operation is also O(P size V n ). Therefore, the whole time complexity of the CDDEA is O(G max P size V n ).
Experimental Results
In this section, we conduct experiments on both well-studied real networks and synthetic benchmark networks. We first compare the effectiveness of the proposed CDDEA on four [14] , and Danon et al. [48] . Then, we test the effectiveness of CDDEA and compare the results with community detection methods [2, 25, 46, 47] based on the evolutionary algorithm in synthetic benchmark networks.
Our proposed algorithm CDDEA was implemented in MATLAB R2012b, and all experiments were conducted on Windows 7 with an Intel(R) Core (TM) i5-2520M processor, 2.5 GHz, 4 Gb RAM. The parameters in CDDEA were set as follows: number of population = 600, scaling factor F = 1.0, crossover parameter P c = 0.8, and number of generations ranged from 50 to 250 according to the network being analyzed.
Since the results of community detection methods based on the evolutionary algorithm mainly rely on the effectiveness of the stochastic search process, we performed 10-30 iterations for each community detection algorithm using four real-world networks so as to objectively compare them.
Real-World Networks
We tested CDDEA using four real-world networks which received attention in many researches [2, 12, 16, 18, 23, 25, 26] . Meanwhile, we compared the effectiveness of community detection methods using normalized mutual information (NMI) to measure the similarity between the real community partitions and the detected ones (a detailed introduction is provided in Section 2.2).
Zachary's karate club: this network was generated by Zachary, who studied the friendship of 34 members of a karate club over a period of two years [49] . In the course of his research, he found a disagreement developed between the administrator and the instructor of the karate club. Eventually, the club divided into two groups of similar size. This network consists of 34 nodes and 78 edges.
Bottlenose dolphins network: this network is a description of 62 bottlenose dolphins living in the Doubtful Sound, New Zealand, compiled by Lusseau after studying their behavior for seven years [50] . A tie between two dolphins was established based on their statistically significant frequent association. The network splits naturally into two large groups, where the number of ties is 159.
American college football network: this network is from college football in the United States (US), which represents the schedule of Division I games in the course of the 2000 fall season [12] . Nodes in the graph represent teams, and edges represent the regular season games between the two teams they connect. The teams are separated into conferences. The teams, on average, played four inter-conference matches and seven intra-conference matches; thus, they play between members of the same conference more often. The network includes 115 nodes and 616 edges, grouped in 12 teams.
Political books about the US: this network involves books of US politics published around the time of 2004, complied by V. Krebs [51] , which contains 105 nodes and 441 edges. These nodes represent 105 books on American politics bought from Amazon, while these edges show frequent co-purchasing of books by the same buyer. Books were divided separately by Newman [15] according to the descriptions and reviews of books posted on Amazon.
Synthetic Benchmark Networks
We also used the benchmark network proposed by Lancichinetti et al. [52] in order to evaluate the performance of CDDEA. The benchmark network is an extension of the classic benchmark network proposed by Girvan and Newman [12] , which consists of 128 nodes separated into four communities of 32 nodes each. Each node has an average degree of 16, which shares a fraction 1 − µ of its links with other nodes within the same community, and a fraction µ with other nodes of the whole network. Here, µ is a mixing parameter playing an important role in controlling the network structure. When µ < 0.5, the number of neighbors of a node inside its community is more than that of the neighbors belonging to other three communities; when µ ≥ 0.5, the number of neighbors of a node inside its community is equal or less than that of the neighbors belonging to other communities. In other words, a valid community detection method should be good at detecting these communities on the condition that µ < 0.5. Therefore, we utilized this artificial network to check the performance of CDDEA. For this benchmark network, we ranged the mixing parameter µ from 0 to 0.5 in increments of 0.05, and generated 11 different networks. In general, when the value of µ increases, the detection of a community structure increases in difficulty.
Comparisons of Experimental Results

Experimental Results of Four Real-World Networks
Some related parameters in our experiments were set above; however, there was also an important parameter λ that needed to be set. As this tunable parameter plays a crucial role in finding better community partitions in CDDEA, we needed to set a different parameter λ according to the studied network. After several tests on four real-world networks, we found a proper parameter λ for community detection methods in CDDEA and Meme-Net. In Table 2 , we set λ = 0.35 in CDDEA and Meme-net, and the number of iterations was 50; in Table 3 , we set λ = 0.41 in CDDEA, while λ = 0.40 in Meme-net, and the number of iterations was 100; in Table 4 , we set λ = 0.81 in CDDEA, while λ = 0.80 in Meme-net, and the number of iterations was 150; in Table 5 , we set λ = 0.41 in CDDEA, while λ = 0.40 in Meme-net, and the number of iterations was 100. The greedy factor of CDDEA was equal to 1.8 for these four real-world networks. Tables 2-5 show the computational results using different detection methods on four real-world networks. The DECD and GA are modularity maximization methods based on evolutionary algorithms. The GA-Net finds community partitions by maximizing a fitness function named the community score. The Meme-Net is a community detection method which tries to optimize the network modularity density by employing a memetic algorithm. Our proposed algorithm is also a modularity density maximization method in the form of differential evolution. The other two algorithms, fast unfolding and Leon Danon, listed in Tables 2-5 for comparison, are extensions of the fast Newman algorithm proposed by Newman et al. [14] .
From Tables 2-5, we can see that CDDEA shows a better performance in community detection on the four real-world networks. In Table 2 , the results obtained by CDDEA show that it can converge to the global optimal NMI value with a value of 1. In other words, the detected communities by CDDEA are the same as the real ones. Of course, the Meme-net also presents better performance for Zachary's karate club network, and finds the optimal value of NMI. However, other algorithms do not detect the true partitions. Table 3 shows that the CDDEA method finds the optimal value of NMI with 0.9772 on the bottlenose dolphins network, while Meme-net obtains the best value of NMI with 0.9742. In the course of executing CDDEA and Meme-net, we recorded values of NMI for each method running 30 times. In CDDEA, we got the best value of N MI = 1 27 times, N MI = 0.8047 once, and 0.7563 the remaining two times. In Meme-net, we obtained the optimal value of N MI = 1 29 times, and N MI = 0.2260 once. According to this, we can see that methods based on the evolutionary algorithm plunge into local optimal values of NMI, and cannot escape easily. However, compared to other algorithms listed in Table 3 , the higher average values of NMI obtained using CDDEA and Meme-net illustrate their better performance on the bottlenose dolphins network. In Table 4 Table 5 , these methods could not find real partitions on the American political books network.
As far as the number of detected communities is concerned, the result will change according to the tunable parameter λ in D λ . As can be seen in Table 6 , for the proper λ set above, CDDEA can always find two real communities on Zachary's karate club network, and can detect two real communities on the bottlenose dolphins network under most conditions, while 12 or 13 communities were detected on the American college football network, and two to four communities were detected on the American political books network. Moreover, Table 6 shows that the parameter λ has an influence on the number of detected communities on these four real-world networks. For each network, we ran our algorithm 10 times, and recorded the average value, the maximum value, the standard deviation, and the number of detected communities. The range of parameter λ used in each real-world network was 0.25 to 0.90, with an interval of 0.05. Figure 4 shows the box plots over 10 runs of CDDEA on four real-world networks, which records the distribution of NMI values with the change in values of λ. On each box, the median is represented as a red line, and the edges of the box are the upper quartile and lower quartile. Meanwhile, the whiskers extend to the most extreme data point which is no more than 1.5 times the length of the box away from the box, and the outliers are plotted with red crosses. It can be seen from Figure 4a that, when λ = 0.35, the statistic values of NMI on Zachary's karate club network are all equal to 1, and there were no outliers, which means that the detected communities were the same as the real ones. In Figure 4b , when λ = 0.30 and λ = 0.35, the distribution values of NMI on the bottlenose dolphins network were very close to each other, and the main difference was the number of outliers between them. When λ = 0.40, a better distribution of values of NMI was acquired. Then, the values of NMI began decreasing with an increase in λ. Therefore, parameter λ should be set to 0.4 in order to find ideal community partitions. Similarly, in Figure 4c , when λ = 0.80, better community partitions concerning the American college football network were detected compared to other values of λ. In Figure 4d , we can also detect better communities on the American political books network if λ = 0.40.
represented Figure 5a to 5e, we can see that the number of detected communities increased with λ increasing. However, not all detected communities were meaningful due to the fact that, when λ reached an idea value for a particular network, the NMI also approached the perfect value 1, and if λ continued increasing, the NMI decreased. As far as Zachary's Karate Club network is concerned, CDDEA could find meaningful communities when λ exceeded the ideal value of 0.35. Of course, when λ exceeded 0.75, CDDEA found worse partitions which consisted of only two or three nodes. Therefore, it is crucial to set a proper value of λ according to the different network being studied with CDDEA. Figure 5 illustrates that CDDEA can find different ideal community partitions with the change in parameter λ on Zachary's karate club network. When λ = 0.35, the CDDEA found two partitions, which were the same as the real ones. For λ = 0.45, three partitions were found. The yellow partition in Figure 5a was separated into two small partitions, such as Figure 5b , and node 10, originally belonging to the yellow partition, was allotted to the red partition. When λ = 0.55, this original red partition in Figure 5b was separated into two other small ones, and there were four detected communities on Zachary's karate club network. For λ = 0.65, we can see from Figure 5d that nodes 24 and 28 were removed out from the red partition and added to the pink partition found in Figure 5c . When λ = 0.75, nodes 24, 27, 28, and 30 constituted a new partition compared to Figure 5d , as seen in Figure 5e . From Figure 5a -e, we can see that the number of detected communities increased with λ increasing. However, not all detected communities were meaningful due to the fact that, when λ reached an idea value for a particular network, the NMI also approached the perfect value 1, and if λ continued increasing, the NMI decreased. As far as Zachary's Karate Club network is concerned, CDDEA could find meaningful communities when λ exceeded the ideal value of 0.35. Of course, when λ exceeded 0.75, CDDEA found worse partitions which consisted of only two or three nodes. Therefore, it is crucial to set a proper value of λ according to the different network being studied with CDDEA. Concerning the dolphin social network, its real community partitions could also be detected using CDDEA in most conditions. For 0.41
, the corresponding average value of NMI was 0.9772, while the best NMI value of 1 occurred 27 times after running CDDEA 30 times, and the detected partitions are illustrated in Figure 6 . Meanwhile, as can be seen from Table 6 , the number of detected communities demonstrates a similar effect with the increase in λ .
For the American college football network, we got a better result compared to the real partitions. When 0.81
, the average value of NMI value was 0.9129, which was very close to the real partitions. Figure 7 shows the detected communities generated by CDDEA. As can be seen from Figure 7 , there were 13 partitions, which was the same as the number of real communities, while only a few nodes were misplaced.
On the American political books network, CDDEA did not acquire a better performance, and the best value of NMI was 0.6085 when 0.41 λ =
. Figure 8 shows the three detected partitions in one run of CDDEA when 0.41
Furthermore, other community detection algorithms, such as fast Newman and Meme-Net, also could not find real partitions in this network due to its complexity. As can be seen from Table 5 , the average value of NMI acquired by most algorithms was about 0.55, which means that the result of detected communities had some differences with the real ones. Concerning the dolphin social network, its real community partitions could also be detected using CDDEA in most conditions. For λ = 0.41, the corresponding average value of NMI was 0.9772, while the best NMI value of 1 occurred 27 times after running CDDEA 30 times, and the detected partitions are illustrated in Figure 6 . Meanwhile, as can be seen from Table 6 , the number of detected communities demonstrates a similar effect with the increase in λ. Concerning the dolphin social network, its real community partitions could also be detected using CDDEA in most conditions. For 0.41 λ =
For the American college football network, we got a better result compared to the real partitions. When 0.81 λ =
On the American political books network, CDDEA did not acquire a better performance, and the best value of NMI was 0.6085 when 0.41
Furthermore, other community detection algorithms, such as fast Newman and Meme-Net, also could not find real partitions in this network due to its complexity. As can be seen from Table 5 , the average value of NMI acquired by most algorithms was about 0.55, which means that the result of detected communities had some differences with the real ones. For the American college football network, we got a better result compared to the real partitions. When λ = 0.81, the average value of NMI value was 0.9129, which was very close to the real partitions. Figure 7 shows the detected communities generated by CDDEA. As can be seen from Figure 7 , there were 13 partitions, which was the same as the number of real communities, while only a few nodes were misplaced.
On the American political books network, CDDEA did not acquire a better performance, and the best value of NMI was 0.6085 when λ = 0.41. Figure 8 shows the three detected partitions in one run of CDDEA when λ = 0.41. Furthermore, other community detection algorithms, such as fast Newman and Meme-Net, also could not find real partitions in this network due to its complexity. As can be seen from Table 5 , the average value of NMI acquired by most algorithms was about 0.55, which means that the result of detected communities had some differences with the real ones. 
Experimental Results of Synthetic Benchmark Networks
Firstly, we set the maximum generation of these five evolution-based algorithms to max 250 G = ; the mutation parameter is 0.2 in GA and Meme-Net, and some important parameters of CDDEA were set, as listed in Table 7 , while other parameters were the same as the initial part of Section 4. There were 11 different networks, and with the increase in mix parameter μ range from 0 to 0.5, the complexity of the corresponding network increased, resulting in them being more difficult distinguish. Therefore, parameter λ needs to be tuned in the modularity density function in order to increase the ability of detection so as to find better community partitions. According to Reference [2] , the default proper value for λ in Meme-Net is 0.5. However, this is not perfect with the increase in μ as NMI was equal to 0 when
In previous experiments on four real-world networks which have different complexities, we acquired better results by tuning the parameter λ . Accordingly, we can also tune λ in these 11 different networks. For each mix parameter μ which represents a different kind of network, we may set a corresponding λ to find better community partitions. After many tests on these benchmark networks, we found proper values for λ . In MemeNet, we set 0.7 λ = when μ ranged from 0 to 0.5. In CDDEA, the proper values of λ were set as shown in Table 7 , according to the complexity of corresponding network. Then, we ran each algorithm 10 times, and Figure 9 shows that CDDEA had a better performance in the benchmark network. When 0.25 μ ≤ , CDDEA could basically find real community partitions except for the influence of plunging into local optimization values, which may also exist in other evolution-based algorithms. Moreover, the performance of CDDEA was better than GA and DECD, and was close to 
Firstly, we set the maximum generation of these five evolution-based algorithms to G max = 250; the mutation parameter is 0.2 in GA and Meme-Net, and some important parameters of CDDEA were set, as listed in Table 7 , while other parameters were the same as the initial part of Section 4. There were 11 different networks, and with the increase in mix parameter µ range from 0 to 0.5, the complexity of the corresponding network increased, resulting in them being more difficult distinguish. Therefore, parameter λ needs to be tuned in the modularity density function in order to increase the ability of detection so as to find better community partitions. According to Reference [2] , the default proper value for λ in Meme-Net is 0.5. However, this is not perfect with the increase in µ as NMI was equal to 0 when µ = 0.4. In previous experiments on four real-world networks which have different complexities, we acquired better results by tuning the parameter λ. Accordingly, we can also tune λ in these 11 different networks. For each mix parameter µ which represents a different kind of network, we may set a corresponding λ to find better community partitions. After many tests on these benchmark networks, we found proper values for λ. In Meme-Net, we set λ = 0.7 when µ ranged from 0 to 0.5. In CDDEA, the proper values of λ were set as shown in Table 7 , according to the complexity of corresponding network. Then, we ran each algorithm 10 times, and Figure 9 shows that CDDEA had a better performance in the benchmark network. When µ ≤ 0.25, CDDEA could basically find real community partitions except for the influence of plunging into local optimization values, which may also exist in other evolution-based algorithms. Moreover, the performance of CDDEA was better than GA and DECD, and was close to Meme-net. When µ increased, the complexity of network also increased, and our algorithm could also find better community partitions and its performance was better than other methods. For instance, when µ = 0.30, the average value of NMI was close to 1; when µ = 0.35, it was close to 0.9, which shows that the detected communities were very close to the real ones. If µ continued increasing, the detection became a hard task for CDDEA, but the NMI was still close to 0.8, which was better than Meme-Net, GA, and DECD. When µ reached 0.45 or 0.5, none of these algorithms could detect the real communities due to the great complexity of the networks. Meme-net. When μ increased, the complexity of network also increased, and our algorithm could also find better community partitions and its performance was better than other methods. For instance, when 0.30 μ = , the average value of NMI was close to 1; when 0.35 μ = , it was close to 0.9, which shows that the detected communities were very close to the real ones. If μ continued increasing, the detection became a hard task for CDDEA, but the NMI was still close to 0.8, which was better than Meme-Net, GA, and DECD. When μ reached 0.45 or 0.5, none of these algorithms could detect the real communities due to the great complexity of the networks. Meanwhile, we also found that proper parameters could effectively improve the detection ability of CDDEA in the course of finding better communities. By tuning λ , we could improve the resolution and detection ability of CDDEA in analyzing complicated networks; by tuning the greedy factor, we could improve the mutation ability and increase the diversity of individuals; by tuning the maximum number of iterations of CDDEA, we could acquire exact solutions which were close to real ones.
Scalability Analysis of CDDEA on Synthetic Benchmark Networks
In this section, we test the scalability of CDDEA on synthetic benchmark networks with the number of nodes varying from 128 to 10000. By tuning the parameters of the networks, different benchmark networks could be generated. These generated networks were defined as ( , , max , , min , max ) LFR N k k mu c c , where N is the number of nodes in network, k is the average degree of nodes, max k is the maximum degree of the nodes, mu is the mixing parameter, min c is the minimum size of communities, and max c is the maximum size of communities. For different community detection methods, the evaluation of its efficiency is a big concern for users. Currently, many evaluation methods are proposed [14, 18, 37] . However, NMI and modularity are still two widely used methods. Therefore, we used these two criteria to test the scalability and efficiency of CDDEA. We generated six different LFR (Lancichinetti-Fortunato-Radicchi) benchmark networks according to Reference [52] , and compared CDDEA to other evolutionary community detection methods. Tables 8 and 9 separately show the NMI and Q value comparison of different algorithms on LFR Networks. From Table 8 , we can see that when the number of nodes was small Meanwhile, we also found that proper parameters could effectively improve the detection ability of CDDEA in the course of finding better communities. By tuning λ, we could improve the resolution and detection ability of CDDEA in analyzing complicated networks; by tuning the greedy factor, we could improve the mutation ability and increase the diversity of individuals; by tuning the maximum number of iterations of CDDEA, we could acquire exact solutions which were close to real ones.
In this section, we test the scalability of CDDEA on synthetic benchmark networks with the number of nodes varying from 128 to 10000. By tuning the parameters of the networks, different benchmark networks could be generated. These generated networks were defined as LFR(N, k, maxk, mu, minc, maxc), where N is the number of nodes in network, k is the average degree of nodes, maxk is the maximum degree of the nodes, mu is the mixing parameter, minc is the minimum size of communities, and maxc is the maximum size of communities.
For different community detection methods, the evaluation of its efficiency is a big concern for users. Currently, many evaluation methods are proposed [14, 18, 37] . However, NMI and modularity are still two widely used methods. Therefore, we used these two criteria to test the scalability and efficiency of CDDEA. We generated six different LFR (Lancichinetti-Fortunato-Radicchi) benchmark networks according to Reference [52] , and compared CDDEA to other evolutionary community detection methods. Tables 8 and 9 separately show the NMI and Q value comparison of different algorithms on LFR Networks. From Table 8 , we can see that when the number of nodes was small (128 or 256), almost all methods could find real community partitions. When the node size increased, the Meme-Net method could not detect communities in limited time due to its high time penalty in the local search operator. However, for CDDEA, its NMI value was around 0.8, and was close to the real community partitions. Although the NMI value of CDDEA was sometimes smaller than others (when the node size was 1000), CDDEA could get bigger Q values. These results demonstrate the efficiency and scalability of CDDEA. 
Conclusions
In this paper, we put forward a community detection algorithm based on differential evolution using modularity density, and tested the effectiveness of CDDEA on four real-world networks, as well as artificial benchmark networks. Meanwhile, we compared it to other algorithms on these networks. The experimental results show that CDDEA is very effective in community detection problems, and modularity density is superior to traditional modularity in detecting better community partitions.
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