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Abstract
We investigate relationship between a gauge theory on a principal bundle and that on
its base space. In the case where the principal bundle is itself a group manifold, we also
study relations of those gauge theories with a matrix model obtained by dimensionally
reducing them to zero dimensions. First, we develop the dimensional reduction of Yang-
Mills (YM) on the total space to YM-higgs on the base space for a general principal
bundle. Second, we show a relationship that YM on an SU(2) bundle is equivalent
to the theory around a certain background of YM-higgs on its base space. This is
an extension of our previous work [29], in which the same relationship concerning
a U(1) bundle is shown. We apply these results to the case of SU(n + 1) as the
total space. By dimensionally reducing YM on SU(n + 1), we obtain YM-higgs on
SU(n + 1)/SU(n) ≃ S2n+1 and on SU(n + 1)/(SU(n) × U(1)) ≃ CPn and a matrix
model. We show that the theory around each monopole vacuum of YM-higgs on
CPn is equivalent to the theory around a certain vacuum of the matrix model in the
commutative limit. By combining this with the relationship concerning a U(1) bundle,
we realize YM-higgs on SU(n + 1)/SU(n) ≃ S2n+1 in the matrix model. We see that
the relationship concerning a U(1) bundle can be interpreted as Buscher’s T-duality.
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1 Introduction and conclusion
Emergence of space-time is one of the key concepts in matrix models as nonperturbative
definition of superstring [1–3]. This phenomenon was first observed in the relationship
between a gauge theory and a matrix model. This is the so-called large N reduction [4].
It states that a large N planar gauge theory is equivalent to the matrix model that is its
dimensional reduction to zero dimensions unless the U(1)D symmetry is broken, where D
denotes the dimensionality of the original gauge theory. However, the U(1)D symmetry is
in general spontaneously broken for D > 2. There are two improved versions of the large N
reduced model that preserve the U(1)D symmetry. One is the quenched reduced model [5–8].
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The other is the twisted reduced model [9], which was later rediscovered in the context of the
noncommutative field theories [10]. The T-duality for D-brane effective theories [11], which
we call the matrix T-duality in this paper, share the same idea with the large N reduced
model. The statement of the matrix T-duality is that U(N) Yang-Mills (YM) on Rp × S1
is equivalent to U(N ×∞) YM-higgs on Rp which is a dimensional reduction of U(N ×∞)
YM on Rp×S1 if a periodicity (orbifolding) condition is imposed. Also, deconstruction [12]
and supersymmetric lattice gauge theories inspired by it [13] are analogs of the matrix T-
duality. The above developments are all concerning gauge theories on flat space-time. It
is important to understand how gauge theories on curved space-time are realized in matrix
models or gauge theories in lower dimensions, because it would lead us to gain some insights
into how curved space-time is realized in matrix models as nonperturbative definition of
superstring. Note that an interesting approach to the description of curved spacetime by
matrices was proposed in [14].
In [15], Takayama and three of the present authors found relationships among the SU(2|4)
symmetric theories. Here the SU(2|4) symmetric theories include N = 4 super Yang Mills
(SYM) on R×S3/Zk, 2+1 SYM on R×S2 [16] and the plane wave matrix model (PWMM)
[17]. These theories are related by dimensional reductions and possess common features:
mass gap, discrete spectrum and many discrete vacua. From the gravity duals of those vacua
proposed in [18], the following relations between these theories are suggested: the theory
around each vacuum of 2+1 SYM on R × S2 is equivalent to the theory around a certain
vacuum of PWMM, and the theory around each vacuum of N = 4 SYM on R × S3/Zk is
equivalent to the theory around a certain vacuum of 2+1 SYM on R×S2 with the periodicity
imposed. Combining these two equivalences, we can say that the theory around each vacuum
of N = 4 SYM on R × S3/Zk is realized in PWMM. In [15], these equivalences were shown
directly on the gauge theory side. The results in [15] not only serve as a nontrivial check
of the gauge/gravity correspondence for the SU(2|4) theories, but they are also interesting
in the following aspects. Much work has been already done on the realization of the gauge
theories on the fuzzy sphere [19–22] by matrix models [23] and on the monopoles on the
fuzzy sphere [24–28]. Note that the realization of the fuzzy sphere by matrix models can be
viewed as an extension of the twisted reduced model to curved space. Here in the relation
between 2+1 SYM on R×S2 and PWMM, it was manifestly shown that the continuum limit
of concentric fuzzy spheres correspond to multi monopoles. The relation between N = 4
SYM on R×S3/Zk and 2+1 SYM on R×S2 can be regarded as an extension of the matrix
T-duality to that on a nontrivial U(1) bundle, S3/Zk, whose base space is S
2. Furthermore,
in [29], we generalized the matrix T-duality to that on an arbitrary U(1) bundle. As an
application of these results, in [30], Ohta and the present authors investigated relationships
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among Chern-Simons theory on a U(1) bundle over a Riemann surface, BF theory with a
mass term on the Riemann surface, which is equivalent to two-dimensional Yang-Mills on
the Riemann surface, and a matrix model. It was discussed that the former two (topological)
field theories associated with topological strings can be realized in the matrix model. The
results in [15] also suggests an interesting possibility of a nonperturbative formulation of
N = 4 SYM on R × S3 by PWMM, which would lead to a nonperturbative test of the
AdS/CFT correspondence.
This paper is aimed at further investigation of the above developments concerning the
large N reduction and the matrix T-duality on curved space. First, we develop a dimensional
reduction of YM on the total space to YM-higgs on the base space for a general principal
bundle. This also enables us to dimensionally reduce YM on a group manifold to a matrix
model. Second, as an extension of the work [29], in the case in which the fiber is SU(2), we
show that YM on the total space is equivalent to a certain vacuum1 of YM-higgs on the base
space with the periodicity imposed. This enables us to realize YM on an SU(2)k × U(1)l
bundle in YM-higgs on its base space. We apply the above results to the case of SU(n+ 1)
as the total space. SU(n+ 1) is viewed as SU(n) bundle over SU(n+1)/SU(n) ≃ S2n+1 or
SU(n)×U(1) bundle over SU(n+1)/(SU(n)×U(1)) ≃ CP n, and SU(n+1)/SU(n) ≃ S2n+1
is viewed as U(1) bundle over CP n. By the dimensional reduction, we obtain YM-higgs on
S2n+1 and CP n and a matrix model. We find the commutative (continuum) limit of gauge
theory on fuzzy CP n [28, 31–35] realized in the matrix model coincides with YM-higgs on
CP n. Namely, we show that the theory around each monopole vacuum of YM-higgs on
CP n is equivalent to the theory around a certain vacuum of the matrix model. By combing
this with the extended matrix T-duality, we realize YM-higgs on SU(n+1)/SU(n) ≃ S2n+1
in the matrix model. We also show that the extended matrix T-duality of the U(1) case
developed in [29] can be interpreted as Buscher’s T-duality [36].
In the remainder of this section, we describe the organization of the present paper,
providing our results in detail, and finally describe some outlook. From the same reasoning
as the case of the SU(2|4) symmetric theories, the following relationships among YM on
S3, YM-higgs on S2 and a matrix model hold. These theories are related to each other by
dimensional reductions. The theory around each vacuum of YM-higgs on S2 is equivalent
to the theory around a certain vacuum of the matrix model. YM on S3 is equivalent to the
theory around a certain vacuum of YM-higgs on S2 with the periodicity imposed. Eventually,
YM on S3 is realized in the matrix model. It can be said that our results in this paper are
extension of these relationships. In section 2, we show these relationships in order to illustrate
our basic ideas.
1Throughout this paper, we consider gauge theories on manifolds with the Euclidean signature. Here
‘vacuum’ represents a configuration that gives the global minimum of the classical action.
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YM on P
YM-higgs on M
dimensional reduction
of fiber G [Sec. 3]
G = U(1), SU(2)
matrix T-duality [Sec. 4.2]
Figure 1: Matrix T-duality for G = U(1), SU(2)
In section 3, we develop a dimensional reduction on a general principal fiber bundle. We
start with YM on the total space, dimensionally reduce the fiber directions and obtain a
YM-higgs on the base space.
In section 4, we examine a relationship between YM on the total space and YM-higgs on
the base space obtained in section 3. In section 4.1, we first examine the transformations of
the fields from a local patch to another local patch in YM-higgs on the base space. In section
4.2, using the observation in section 4.1, we show that when the fiber is U(1) or SU(2), YM on
the total space is equivalent to the theory around a certain vacuum of YM-higgs on the base
space with the periodicity imposed. This vacuum is given by multimonopole configuration
on the base space. We already found the U(1) case of this equivalence in [29]. In the SU(2)
case, we also use the result in section 2 that YM on S3 is realized in the matrix model. As a
generalization, we realize YM on SU(2)k × U(1)l bundle in YM-higgs on its base space. In
section 4.3, as an example, we consider S7 which is an SU(2) bundle over S4. In Fig. 1, we
summarize our results in sections 3 and 4.
In section 5, we examine a series of SU(n + 1) symmetric theories. Fig. 2 summarizes
our findings in section 5 and their relation to other sections. The case of n = 1 is nothing
but the example discussed in section 2. In this case, YM on SU(2) is the same as YM-higgs
on S3 because SU(2) ≃ S3. In section 5.1, as a special case of section 3, we consider a
dimensional reduction of YM on a group manifold G˜ to a coset space G˜/H where H is a
subgroup of G˜. Namely, we view G˜ as an H bundle over G˜/H . By dimensionally reducing
the Killing vectors on G˜ to those on G˜/H , we obtain a theory on G˜/H expressed in terms
of the Killing vectors. Then, we show that this theory on G˜/H is rewritten into YM-higgs
on G˜/H obtained in section 3. In section 5.2, we apply the results in section 5.1 to the
case of G˜ = SU(n + 1) and obtain a series of theories in Fig. 2 which possess SU(n + 1)
symmetry. If we take SU(n) as H , we obtain YM-higgs on S2n+1. Note that the isometry
of this S2n+1 is not SO(2n+ 2) but SU(n + 1). For n ≥ 2, it is different from the ordinary
S2n+1 but homeomorphic to the ordinary one, and is called a squashed S2n+1. If we take
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Figure 2: A series of theories studied in section 5.
SU(n) × U(1) as H , we obtain YM-higgs on CP n. Finally if we take SU(n + 1) itself as
H , we obtain a matrix model whose action is shown in Fig. 2, where fABC is the structure
constant of the SU(n+ 1) Lie algebra. As indicated in Fig. 2, these dimensional reductions
can also be performed step by step: we obtain YM-higgs on CP n from YM-higgs on S2n+1
and the matrix model from YM-higgs on CP n. In the case of n = 2, as an application of
the result in section 4.2, we see that YM on SU(3) is equivalent to the theory around a
vacuum of YM-higgs on S5 with the periodicity imposed ((i) in Fig. 2). Since S2n+1 can be
viewed as a U(1) bundle over CP n, in section 5.3, we show as an application of the results
in section 4.2 that the theory around each vacuum of YM-higgs on S2n+1 is equivalent to the
theory around a vacuum of YM-higgs on CP n with the periodicity imposed ((ii) in Fig. 2).
In section 5.3, we show that the theory around each abelian monopole vacuum of YM-higgs
on CP n is equivalent to a certain vacuum of the matrix model ((iii) in Fig. 2). Combining
these results, we also show that the theory around the trivial vacuum of YM-higgs on S2n+1
is realized in the matrix model ((iv) in Fig. 2). YM on SU(3) is realized in YM-higgs on
CP 2 ((v) in Fig. 2). Finally, we make a comment: it follows from the result in section 4
that YM on SU(n + 1) is realized in YM-higgs on SU(n + 1)/(SU(2)k × U(1)l).
In section 6, we discuss how the extended matrix T-dulaity found in [29] and reviewed
in section 4.2 is interpreted as Buscher’s T-duality. In appendices A-D, we describe some
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details.
It is an open problem whether YM on SU(n + 1) with n ≥ 2 is realized in the matrix
model. Presumably, we need to construct noncommutative counterparts of non-Abelian
monopoles of YM-higgs on S2n+1 or CP n in the matrix model. Realization of YM on
SU(n + 1) in the matrix model should enable us to extend the matrix T-duality to the
case of G = SU(n + 1). Of course, the matrix T-duality for a general G should still be
investigated. It is important to see whether the matrix T-duality in the SU(2) case is
associated with the nonabelian T-duality discussed within the nonlinear sigma models [37].
It is also relevant to identify the commutative limit of the matrix model consisting of the
square of the commutators and the generalized Myers term with the SU(n + 1) structure
constant which has been examined in [33,38] and find its higher-dimensional origin. Analysis
in this paper is classical. Whether the relationships among the gauge theories we found hold
quantum mechanically is a nontrivial and important problem. It should be noted that in
the quantum correspondence no orbifolding condition is needed in the matrix T-duality as
far as the planar limit is concerned. This is nothing but the large N reduction and enables
us to make the size of matrices become finite and play a role of the ultraviolet cutoff. In
particular, we expect to give a nonperturbative definition of N = 4 SYM on R × S3 in the
planar limit in terms of PWMM [39].
2 Typical relationships
In this section, to illustrate our ideas, we describe relationships among YM on S3, YM-higgs
on S2 and a matrix model. These relationships are essentially the same as those among the
SU(2|4) symmetric theories found in [15].
We consider S3 with radius 2/µ and regard it as the U(1) (S1) Hopf bundle on S2 with
radius 1/µ. S3 with radius 2/µ is defined by
{(w1, w2) ∈ C2 | |w1|2 + |w2|2 = 4/µ2}. (2.1)
The Hopf map π : S3 → CP 1 (S2) is defined by
(w1, w2)→ [(w1, w2)] ≡ {λ(w1, w2)|λ ∈ C\{0}}. (2.2)
Two patches are introduced on CP 1: the patch I (w1 6= 0) and the patch II (w2 6= 0). On
the patch I the local trivialization is given by
(w1, w2)→
(
w2
w1
,
w1
|w1|
)
∈ (patch I)× U(1), (2.3)
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while on the patch II the local trivialization is given by
(w1, w2)→
(
w1
w2
,
w2
|w2|
)
∈ (patch II)× U(1). (2.4)
The equation (2.1) is solved as
w1 =
2
µ
cos
θ
2
eiσ1 , w2 =
2
µ
sin
θ
2
eiσ2 , (2.5)
where 0 ≤ θ ≤ π and 0 ≤ σ1, σ2 < 2π. We put
ϕ = σ1 − σ2, ψ = σ1 + σ2, (2.6)
and can change the ranges of ϕ and ψ to 0 ≤ ϕ < 2π and 0 ≤ ψ < 4π. The periodicity is
expressed as
(θ, ϕ, ψ) ∼ (θ, ϕ+ 2π, ψ + 2π) ∼ (θ, ϕ, ψ + 4π). (2.7)
From the local trivializations (2.3) and (2.4), one can see that θ and ϕ are regarded as the
angular coordinates of the base space S2 through the stereographic projection. The patch I
corresponds to 0 ≤ θ < π, while the patch II corresponds to 0 < θ ≤ π. The metric of S3 is
given as follows:
ds2S3 = |dw1|2 + |dw2|2
=
1
µ2
(dθ2 + sin2 θdϕ2 + (dψ + cos θdϕ)2). (2.8)
In the remainder of this section, the upper sign is taken in the patch I and the lower sign
in the patch II. From (2.3), (2.4) and (2.8), one sees that the fiber S1 is parameterized by
y = 1
µ
(ψ ± ϕ) and its radius is given by 2/µ. The connection 1-form is given by
ω =
µ
2
(
dy +
1
µ
(cos θ ∓ 1)dϕ
)
. (2.9)
The connection 1-form provides the vertical-horizontal decomposition by determining the
inverse of the dreibein EMA through ω(E
M
α ) = 0, E
µ
3 = 0 and E
y
3 = 1, where A = 1, 2, 3,
α = 1, 2, M = θ, ϕ, y and µ = θ, ϕ. The inverse of the dreibein is determined as
Eθ1 = µ, E
ϕ
2 =
µ
sin θ
,
Ey2 = µ
cos θ ∓ 1
sin θ
, Ey3 = 1,
others = 0. (2.10)
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The dreibein are given by
E1θ = e
1
θ =
1
µ
, E2ϕ = e
2
ϕ =
1
µ
sin θ,
E3ϕ =
1
µ
(cos θ ∓ 1), E3y = 1,
others = 0, (2.11)
where eαµ are the zweibein of S
2.
We start with YM on S3
SS3 =
1
4g2S3
∫
dΩ3
(µ/2)3
tr(FABFAB). (2.12)
The vertical-horizontal decomposition tells us how to relate the gauge field on S3 to the
gauge field and the higgs field on S2:
Aα = aα,
A3 = φ. (2.13)
Or equivalently
Aθ = aθ,
Aϕ = aϕ +
1
µ
(cos θ ∓ 1)φ,
Ay = φ. (2.14)
In (2.13) and (2.14), in order to make a dimensional reduction, we assume that the both
sides are independent of y. Then, substituting (2.13) into (2.12) yields a YM-higgs on S2,
SS2 =
1
g2S2
∫
dΩ2
µ2
tr
(
1
2
(f12 + µφ)
2 +
1
2
(Dαφ)
2
)
, (2.15)
where g2S2 =
µ
4π
g2S3 . It is convenient for us to rewrite (2.15) using the three-dimensional flat
space notation. We define a three-dimensional vector field in terms of aα and φ [16]:
~X = φ~er + a1~eϕ − a2~eθ, (2.16)
where ~er = (sin θ cosϕ, sin θ sinϕ, cos θ) and ~eθ =
∂~er
∂θ
, ~eϕ =
1
sin θ
∂~er
∂ϕ
. We also introduce the
angular momentum operator in three-dimensional flat space,
~L(0) = −i~eφ∂θ + i 1
sin θ
~eθ∂φ. (2.17)
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Then, (2.15) is rewritten as
SS2 =
1
g2S2
∫
dΩ2
µ2
1
2
tr
(
µXA + iµǫABCL
(0)
B XC +
i
2
ǫABC [XB, XC ]
)2
. (2.18)
By dropping all the derivatives, we dimensionally reduce (2.18) to zero dimensions to obtain
a matrix model:
Smm =
1
g2mm
1
2
tr
(
µXA +
i
2
ǫABC [XB, XC ]
)2
, (2.19)
where g2mm =
µ2
4π
g2S2. The cross term in the above action is nothing but the Myers term [40]. It
was first found in [41] that (2.19) is obtained from (2.12) through the dimensional reduction.
We can obtain (2.18) and (2.19) directly from (2.12) in the following way. We parameter-
ize the gauge field on S3 as A = XAE
A [18], where EA is the right invariant 1-form defined
in appendix A. Then, by using the Maurer-Cartan equation (A.4), we evaluate the curvature
2-form as
F = dA+ iA ∧ A
=
1
2
ǫABC (iµǫCDELDXE + µXC + iǫCDEXDXE)EA ∧ EB, (2.20)
where LA are the Killing vector dual to EA, the explicit form of which is given in (A.7).
Noting that LA reduces to L(0)A when XA is independent of y, one can easily see that (2.12)
is dimensionally reduced to (2.18). Moreover, if we assume that XA is independent of all
coordinates, we obtain the matrix model (2.19) directly from (2.12).
The theories (2.15) and (2.19) possess many nontrivial vacua. Let us see how those vacua
are described. First, the vacuum configurations of (2.15) with the gauge group U(M) are
determined by
f12 + µφ = 0,
Dαφ = 0. (2.21)
In the gauge in which φ is diagonal, (2.21) is solved as
aˆ1 = 0,
aˆ2 =
cos θ ∓ 1
sin θ
φˆ,
φˆ =
µ
2
diag(· · · , ns−1, · · · , ns−1︸ ︷︷ ︸
Ns−1
, ns, · · · , ns︸ ︷︷ ︸
Ns
, ns+1, · · · , ns+1︸ ︷︷ ︸
Ns+1
, · · · ), (2.22)
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where the gauge field takes the configurations of Dirac’s monopoles, so that ns must be
integers due to Dirac’s quantization condition. Note also that
∑
sNs =M . Thus the vacua
of YM-higgs on S2 are classified by the monopole charges ns/2 and their degeneracies Ns.
Next, the vacuum configurations of (2.19) with the gauge group U(Mˆ) are determined by2
[XA, XB] = iµǫABCXC . (2.23)
(2.23) is solved as
XˆA = µLA, (2.24)
where LA are the representation matrices of the SU(2) generators which are in general
reducible, and are decomposed into irreducible representations:
LA =


· · · Ns−1
︷
︸︸
︷
L
[js−1]
A · · ·
L
[js−1]
A
Ns
︷ ︸︸ ︷L
[js]
A · · ·
L
[js]
A
Ns+1
︷
︸︸
︷
L
[js+1]
A · · ·
L
[js+1]
A
· · ·


, (2.25)
where L
[j]
A are the spin j representation matrices of SU(2) and
∑
sNs(2js + 1) = Mˆ . The
vacua of the matrix model are classified by the SU(2) representations [js] and their degen-
eracies Ns. (2.25) represents concentric fuzzy spheres with different radii.
In the remainder of this section, we show relationships among the theories (2.12), (2.15)
and (2.19). First, we show that the theory around the vacuum (2.22) of YM-higgs on S2 is
equivalent to the theory around the vacuum (2.24) of the matrix model if one puts 2js+1 =
N0 + ns and takes the N0 → ∞ limit with g2mm/N0 fixed to g2S2µ2/4π. We decompose the
2There is a solution to the equations of motion of the matrix model (2.19), XA =
µ
2
LA, which does not
satisfy (2.23). It turns out that the theory around this solution is unstable.
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fields into the background corresponding (2.22) and the fluctuation as X
(s,t)
A → Xˆ(s,t)A +X(s,t)A ,
where (s, t) label the (off-diagonal) blocks. Then, (2.18) is expanded around (2.22) as
SS2 =
1
g2S2
∫
dΩ2
µ2
1
2
∑
s,t
tr
[(
µX
(s,t)
A + iµǫABCL
(qst)
B X
(s,t)
C +
i
2
ǫABC [XB, XC ]
(s,t)
)
×
(
µX
(t,s)
A + iµǫADEL
(qts)
D X
(t,s)
E +
i
2
ǫADE[XD, XE ]
(t,s)
)]
,
(2.26)
where qst = (ns−nt)/2. ~L(q) is the angular momentum operator in the presence of a monopole
with the magnetic charge q at the origin, which takes the form [42]
~L(q) = ~L(0) − q cos θ ∓ 1
sin θ
~eθ − q~er. (2.27)
We make a harmonic expansion of (2.26) by expanding the fluctuation in terms of the
monopole vector spherical harmonics Y˜ ρJmqA defined in appendix A as
X
(s,t)
A =
∑
ρ=0,±1
∑
Q˜≥|qst|
Q∑
m=−Q
X
(s,t)
JmρY˜
ρ
JmqA, (2.28)
where Q = J + (1+ρ)ρ
2
and Q˜ = J − (1−ρ)ρ
2
. Substituting (2.28) into (2.26) yields
SS2 =
4π
g2S2µ
2
tr
[
µ2
2
∑
s,t
ρ2(J + 1)2X
(s,t)†
Jmρ X
(s,t)
Jmρ
+ iµ
∑
s,t,u
ρ1(J1 + 1)EJ1m1qstρ1 J2m2qtuρ2 J3m3qusρ3X(s,t)J1m1ρ1X(t,u)J2m2ρ2X(u,s)J3m3ρ3
− 1
2
∑
s,t,u,v
(−1)m−qsu+1EJ−mqusρ J1m1qstρ1 J2m2qtuρ2EJmqsuρ J3m3quvρ3 J4m4qvsρ4
×X(s,t)J1m1ρ1X
(t,u)
J2m2ρ2
X
(u,v)
J3m3ρ3
X
(v,s)
J4m4ρ4
]
, (2.29)
where EJ1m1qstρ1 J2m2qtuρ2 J3m3qusρ3 is defined in (A.40) and we have used (A.37). Similarly
we decompose the matrices into the background given by (2.24) and the fluctuation as
Xi → Xˆi +Xi and obtain the theory around (2.24):
Smm =
1
g2mm
1
2
∑
s,t
tr
[(
µX
(s,t)
A + iµǫABCLB ◦X(s,t)C +
i
2
ǫABC [XB, XC]
(s,t)
)
×
(
µX
(t,s)
A + iµǫADELD ◦X(t,s)E +
i
2
ǫADE[XD, XE ]
(t,s)
)]
, (2.30)
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where LA◦ is defined by
LA ◦X(s,t)B = L[js]A X(s,t)B −X(s,t)B L[jt]A . (2.31)
We make a harmonic expansion for (2.30) by expanding the fluctuation in terms of the fuzzy
vector spherical harmonics Yˆ ρJm(jsjt)A defined in appendix A as
X
(s,t)
A =
∑
ρ=0,±1
js+jt∑
Q˜≥|js−jt|
Q∑
m=−Q
X
(s,t)
Jmρ ⊗ Yˆ ρJm(jsjt)A. (2.32)
Since js + jt = N0 +
ns+nt
2
− 1, N0 plays a role of the ultraviolet cutoff. Note also that
js − jt = (ns − nt)/2 = qst. Substituting (2.32) into (2.30) yields
Smm =
N0
g2mm
tr
[
µ2
2
∑
s,t
ρ2(J + 1)2X
(s,t)†
Jmρ X
(s,t)
Jmρ
+ iµ
∑
s,t,u
ρ1(J1 + 1)EˆJ1m1(jsjt)ρ1 J2m2(jtju)ρ2 J3m3(jujs)ρ3X(s,t)J1m1ρ1X
(t,u)
J2m2ρ2
X
(u,s)
J3m3ρ3
− 1
2
∑
s,t,u,v
(−1)m−qsu+1EˆJ−m(jujs)ρ J1m1(jsjt)ρ1 J2m2(jtju)ρ2 EˆJm(jsju)ρ J3m3(jujv)ρ3 J4m4(jvjs)ρ4
×X(s,t)J1m1ρ1X
(t,u)
J2m2ρ2
X
(u,v)
J3m3ρ3
X
(v,s)
J4m4ρ4
]
, (2.33)
where EˆJ1m1(jsjt)ρ1 J2m2(jtju)ρ2 J3m3(jujs)ρ3 is defined in (A.40) and we have used (A.37). In the
N0 → ∞ limit, the ultraviolet cutoff goes to infinity and EˆJ1m1(jsjt)ρ1 J2m2(jtju)ρ2 J3m3(jujs)ρ3
reduces to EJ1m1qstρ1 J2m2qtuρ2 J3m3qusρ3 as shown in appendix A. Namely, this limit corresponds
to the commutative (continuum) limit of the fuzzy spheres. Hence, in the limit in which
N0 →∞ and gmm →∞ such that g2mm/N0 = g2S2µ2/4π, (2.33) agrees with (2.29). We have
proven our statement.
Next, we show that the theory around a certain vacuum of U(M = N ×∞) YM-higgs
on S2 with a periodicity condition imposed is equivalent to U(N) YM on S3. This is an
extension of the matrix T-duality to a nontrivial fiber bundle. The vacuum of YM-higgs on
S2 we take is given by (2.22) with s running from −∞ to ∞, ns = s and Ns = N . 4πg2S2/µ
is identified with the coupling constant on S3, g2S3. We decompose the fields on S
2 into the
background and the fluctuation,
aα → aˆα + aα,
φ→ φˆ+ φ, (2.34)
and impose the periodicity (orbifolding) condition on the fluctuation,
a(s+1,t+1)α = a
(s,t)
α ≡ a(s−t)α ,
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φ(s+1,t+1) = φ(s,t) ≡ φ(s−t). (2.35)
The fluctuations are gauge-transformed from the patch I to the patch II as [29]
a′(s−t)α = e
−i(s−t)φa(s−t)α ,
φ′(s−t) = e−i(s−t)φφ(s−t). (2.36)
We make the Fourier transformation for the fluctuations on each patch to construct the
gauge field on the total space from the fields on the base space:
Aα(θ, ϕ, ψ) =
∑
w
a(w)α (θ, ϕ)e
−iµ
2
wy,
Ay(θ, ϕ, ψ) =
∑
w
φ(w)(θ, ϕ)e−i
µ
2
wy. (2.37)
We see from (2.36) that the lefthand sides of (2.37) are indeed independent of the patches.
We substitute (2.37) into (2.26) and divide an overall factor
∑
s to extract a single period.
Then, we obtain U(N) YM on S3. The details of this calculation are given as a special case
of (4.13) and (4.14).
Finally, combining the above two statements, we see that the theory around (2.24) of
the matrix model where s runs from −∞ to ∞, 2js + 1 = N0 + s is equivalent to U(N) YM
on S3 if the N0 → ∞ limit is taken with g2mm/N0 fixed to
g2
S3
µ3
16π2
, the periodicity condition
is imposed on the fluctuation on S2 and the overall factor Σs is divided. In this way, S
3 is
realized in terms of the three matrices X1, X2, X3.
In sections 3-5, we generalize the results in this section. We set µ = 1 and set all other
dimensionful parameters to a certain constant value.
3 Dimensional reduction on a principal bundle
In this section, we provide the dimensional reduction of YM on a principal G bundle to its
base space. The case of principal U(1) bundles was already given in [29]. Here we consider
the case where G is nonabelian.
First, we give a metric and a vielbein of a fiber bundle on which pure YM is defined. We
consider a principal G-bundle P on a manifold M . The base space M has a covering S, and
the total space has a covering {π−1(U)|U ∈ S}. π−1(U) is diffeomorphic to U × G by the
local trivialization. Thus it is parameterized by zM = (xµ, ym) (µ = 1, · · · , dimM ; m =
1, · · · , dimG), where xµ parameterize the local patch U and ym parameterize an element of
G. We assume that the connection of P is expressed as
ω = g−1(y)b(x)g(y)− i g−1(y)dg(y). (3.1)
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where g(y) ∈ G, b(x) = baµ(x)T adxµ and T a are the generators of the Lie group G.
The transition functions of a principal bundle act on fibers by left multiplication. If there
is overlap between U and U ′, the relation between fiber coodinates, g(y) on U and g(y′) on
U ′, is given by
g(y′) = k(x) g(y) (3.2)
where k(x) ∈ G. In the overlapping region U ∩ U ′, b(x) must transform as
b′(x′) = k(x) b(x) k−1(x) + i dk(x)k−1(x). (3.3)
Indeed, by using (3.3), we can show
ω = g(y)−1 b(x) g(y)− i g(y)−1dg(y) = g(y′)−1 b′(x′) g(y′)− i g(y′)−1dg(y′). (3.4)
We assume that the total space is endowed with a metric that has the fibered structure
determined by the connection (3.1) and the isometry. As shown in [43], such metric can be
locally expressed as3
ds2 = GMNdz
MdzN
= gµν(x)dx
µdxν + 2Trω2
= gµν(x)dx
µdxν + {eam(y)dym − baµ(x)dxµ}2. (3.5)
Here gµν is a metric on the base space and e
a
m(y) (a = dimM + 1, · · · , dimP ) are the
components of the right invariant Maurer-Cartan 1-form of G, which is defined by
dg(y)g(y)−1 = −ieam(y)T adym. (3.6)
We have assumed that the coefficient of the second term in (3.5) is just δab so that the
resultant dimensionally reduced theory is simple, although it is allowed to take y independent
function ξab(x). The Maurer-Cartan 1-form satisfies the Maurer-Cartan equation
dea − 1
2
fabceb ∧ ec = 0, (3.7)
where fabc is the structure constant of the Lie algebra of G, and is regarded as the vielbein
of the Cartan-Killing metric on G defined by
hmn(y)dy
mdyn ≡ −2Tr (dgg−1)2
3Throughout of this paper, we use the following normalizations for the traces: Tr(T aT b) = 1
2
δab for the
structure group of the fiber bundle and tr(T aT b) = δab for the gauge group.
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= eam(y)e
a
n(y)dy
mdyn. (3.8)
Note that eam(y) and b(x) in the metric (3.5) are defined locally on U and must be transformed
from U to U ′: the transformation of eam(y) is determined by (3.2) and an equality
dg(y′)g(y′)−1 = −ieam(y′)T ady′m, (3.9)
while the transformation of b(x) is given in (3.3). By introducing a vielbein on the base
space, eαµ(x) (α = 1, · · · , dimM), one can write a vielbein and its inverse on the total space
as follows:
EAM(z) =
(
eαµ(x) 0
−baµ(x) eam(y)
)
, EMA(z) =
(
eµα(x) 0
ema (y)b
a
α(x) e
m
a (y)
)
, (3.10)
where eµα and e
m
a are the inverse of e
α
µ and e
a
m, respectively, and b
a
α(x) ≡ eµα(x)baµ(x). The
local Lorentz frame defined by (3.10) gives the vertical-horizontal decomposition of vectors
and 1-forms on the total space. Namely, α = 1, · · · , dimM correspond to the directions to
those of the base space and a = dimM +1, · · · , dimP correspond of the fiber space. Again,
we remark that these expressions are defined locally on U . From (3.3) and (3.9), we can
obtain relationships of the vielbeins between on U and on U ′ as
E ′α = Eα,
E ′a = Ad(k)abEb. (3.11)
where Ad(k) is the adjoint representation of k(x). (2.8) is a counterpart of (3.5), and (2.10)
and (2.11) are a counterpart of (3.10).
We next consider a gauge theory on the total space and make a dimensional reduction
of the fiber direction to obtain a gauge theory on the base space. We start with U(N) YM
on the total space:
SP =
1
g2P
∫
dDz
√
G tr
(
1
4
FMNF
MN
)
. (3.12)
whereD = dimP and FMN = ∂MAN−∂NAM+i[AM , AN ]. In order to make the reduction, we
perform the vertical-horizontal decompostion for the gauge field AM(z) and the derivatives
∂M according to (3.10). The gauge field is decomposed as
AM(z) = Aα(z)E
α
M (x) + Aa(z)E
a
M (z). (3.13)
After the reduction, horizontal components Aα and vertical components Aa of the gauge
field will be naturally identified with the gauge field and the higgs fields on the base space,
respectively. The field strength in the local Lorentz frame is rewritten as follows:
Fαβ = ∇(M)α Aβ −∇(M)β Aα + i[Aα, Aβ]− baαβAa + ibaαLaAβ − ibaβLaAα,
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Fαa = e
µ
α∂µAa + i [Aα, Ab]− fabcbbαAc − iLaAα + ibbαLbAa,
Fab = f
abcAc + i [Aa, Ab] + iLaAb − iLbAa. (3.14)
Here we have defined the following quantities:
baαβ ≡ eµαeνβ{∂µbaν − ∂νbaµ − fabcbbµbcν},
∇(M)α Aβ ≡ eµα
(
∂µAβ + ω
γ
µ β Aγ
)
,
La ≡ −iema ∂m, (3.15)
where ω is the spin connection on the base space defined by eαµ and La are the right invariant
Killing vectors on the total space, which represent the isometry. Note that our calculations
have been performed on U so far. When it is performed on U ′, the quantities on U ′ must be
used. The transformation of baα(x) between on U and on U
′ is given by (3.3), so that that of
baαβ(x) is given by
b′aαβ(x
′) = Ad(k)abbbαβ(x). (3.16)
The gauge field with the local Lorentz index must be transformed according to (3.11) as
A′α = Aα,
A′a = Ad(k)
abAb. (3.17)
In order to make the dimensional reduction, we relate the fields on the total space to
those on the base space as
Aα = aα,
Aa = φa, (3.18)
where aα are the gauge field in the local Lorentz frame and φa are higgs fields on the base
space. We assume the both sides in (3.18) are independent of ym. Using subscript of curved
space, we can write (3.18) equivalently as
Aµ = aµ − baµφa,
Am = e
a
mφa. (3.19)
Here (3.18) and (3.19) are a generalization of (2.13) and (2.14), respectively. Substituting
(3.14) and (3.18) into (3.12) and using
√
G =
√
g
√
h, we obtain YM-higgs on the base space:
SM =
1
g2M
∫
ddx
√
g tr
{
1
4
(
fαβ − baαβφa
)2
+
1
2
(∇(M)α φa + i [aα, φa]− fabcbbαφc)2
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+
1
4
(
fabcφc + i [φa, φb]
)2}
, (3.20)
where g2M = (
∫
dy
√
h)−1g2P =
1
Vol(G)
g2P , d = dimM and fαβ = ∇(M)α aβ −∇(M)β aα + i[aα, aβ].
Note that the connection in the fiber bundle can generate nontrivial mass terms of the higgs
fields. This is reminiscent of the flux compactification in string theory.
4 Extension of the matrix T-duality
In this section, we extend the matrix T-duality on nontrivial U(1) bundles developed in [29]
to that on nontrivial SU(2) bundles.
4.1 Nontrivial vacua and transformation between patches
As in the example in section 2, the theory on the base space (3.20) has monopolelike vacua,
which are in general patch-dependent if the principal bundle we consider is nontrivial. Here
we describe the vacua and their patch-dependence. We also consider how the fields of the the-
ory are transformed from a patch to another. We examine, in particular, the transformation
properties of fluctuations around the vacua.
It is seen from (3.20) that the condition for the vacua is given by
fαβ − baαβφa = 0,
∇(M)α φa + i [aα, φa]− fabcbbαφc = 0,
fabcφc + i [φa, φb] = 0. (4.1)
They are satisfied by the following configurations:
aˆα(x) = b
a
α(x)φˆa = b
a
α(x)La,
φˆa = La, (4.2)
where La are the generators of the Lie algebra of G satisfying [La, Lb] = if
abcLc and gener-
ally reducible. Note that as mentioned in section 3.1, ba(x) are generally patch-dependent
quantities. The vacua are, therefore, also patch-dependent. From (3.3) and (4.2), we can
read off the transformation properties for the vacua between patches:
aˆ′(x) = K(x)aˆ(x)K(x)−1 + i dK(x)K(x)−1,
φˆ′a = Ad(k(x))abK(x)φˆbK(x)
−1 = φˆa, (4.3)
where K(x) is obtained by replacing T a in k(x) in (3.2) by φˆa = La. Note that this is the
gauge transformation by K(x) except for the rotation of φˆa by Ad(k(x)), which comes from
(3.17).
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Let us consider the theory around the vacua (4.2) and decompose the fields into the
backgrounds and fluctuations:
aα(x) = aˆα(x) + a˜α(x),
φa(x) = φˆa + φ˜a(x). (4.4)
The fluctuations are transformed between patches as
a˜′α(x) = K(x)a˜α(x)K(x)
−1,
φ˜′a(x) = Ad(k(x))abK(x)φ˜b(x)K(x)
−1. (4.5)
One can easily see that the action (3.20) is indeed invariant under the transformation (4.3)
and (4.5).
4.2 G = U(1), SU(2)
In this subsection, we consider the case in which the fiber is U(1) or SU(2). In the case of
G = U(1), the matrix T-duality indeed works as shown in [29] and its typical example was
given in section 2. We extend the matrix T-duality to the case of G = SU(2) by applying
the fact described in section 2 that YM on S3 is realized in the matrix model.
First, we review the matrix T-duality in the case of G = U(1), which is a generalization
of the relationship between YM on S3 and YM-higgs on S2 in section 2. In this case, the
metric (3.5) reduces to the following form:
ds2 = gµν(x)dx
µdxν + (dy − bµ(x)dxµ)2, (4.6)
where y represents the fiber direction and 0 ≤ y < 2π. We put dimM = d. (2.8) indeed
takes the form of (4.6). YM-higgs on the base space obtained from YM on the total space
is given as the U(1) case of (3.20):
SM =
1
g2M
∫
ddx
√
g tr
{
1
4
(fαβ − bαβφ)2 + 1
2
(∇(M)α φ+ i [aα, φ])2
}
. (4.7)
(2.15) is a special case of (4.7). We show that we obtain the U(N) YM on the total space
from the U(N×∞) YM-higgs on the base space through the following procedure: we choose
a certain background of the U(N × ∞) YM-higgs on the base space, expand the theory
around the background and impose a periodicity condition.
Note, first, that a general background of (4.7) is given by
aˆα = bαφˆ,
18
φˆ = − diag(· · · , ns−1, · · · , ns−1︸ ︷︷ ︸
Ns−1
, ns, · · · , ns︸ ︷︷ ︸
Ns
, ns+1, · · · , ns+1︸ ︷︷ ︸
Ns+1
, · · · ), (4.8)
which is a counterpart of (2.22). We decompose the fields into the backgrounds and the
fluctuations as
aα → aˆα + aα,
φ→ φˆ+ φ. (4.9)
In particular, we take the following background: s running from −∞ to ∞, ns = s and
Ns = N . We label the (off-diagonal) blocks by (s, t) and impose the periodicity (orbifolding)
condition on the fluctuations as in (2.35):
a(s+1,t+1)α = a
(s,t)
α ≡ a(s−t)α ,
φ(s+1,t+1) = φ(s,t) ≡ φ(s−t). (4.10)
The fluctuations are gauge-transformed from U to U ′ as
a′(s−t)α = e
−i(s−t)v(x)a(s−t)α ,
φ′(s−t) = e−i(s−t)v(x)φ(s−t), (4.11)
where e−iv is a transition function; e−iy
′
= e−iv(x)e−iy. (2.36) is a special case of (4.11). We
make the Fourier transformation for the fluctuations on each patch to construct the gauge
field on the total space:
Aα(x, y) =
∑
w
a(w)α (x)e
−iwy,
Ad+1(x, y) =
∑
w
φ(w)(x)e−iwy. (4.12)
We can see from (4.11) that the lefthand sides in the above equations are indeed invariant
under the transformation between patches. Using (4.9) and (4.12), we can rewrite each term
in (4.7) as
(fαβ − bαβφ)(s,t)
→
(
∇(M)α aβ −∇(M)β aα + i[aˆα, aβ] + i[aα, aˆβ] + i[aα, aβ]− bαβφ
)(s,t)
=
(
∇(M)α a(s−t)β −∇(M)β a(s−t)α + i[aα, aβ](s−t) − i(s− t)bαa(s−t)β + i(s− t)bβa(s−t)α − bαβφ(s−t)
)
=
1
2π
∫
dy
(
∇(M)α Aβ −∇(M)β Aα + i[Aα, Aβ]− bαβAd+1 + bα∂yAβ − bβ∂yAα
)
ei(s−t)y
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=
1
2π
∫
dyFαβ e
i(s−t)y,
(∇(M)α φ+ i [aα, φ])(s,t)
→
(
∇(M)α φ+ i [aˆα, φ] + i [aα, φˆ] + i [aα, φ]
)(s,t)
= ∇(M)α φ(s−t) + i [aα, φ](s−t) − i (s− t)bαφ(s−t) + i (s− t)a(s−t)α
=
1
2π
∫
dy
(∇(M)α Ad+1 + i [Aα, Ad+1]− ∂yAα + bα∂yAd+1) ei(s−t)y
=
1
2π
∫
dyFα(d+1) e
i(s−t)y . (4.13)
Then (4.7) becomes
SM =
1
g2M
∫
ddx
√
g tr
{
1
4
(fαβ − bαβφ)2 + 1
2
(∇(M)α φa + i [aα, φ])2
}
=
1
g2M
∫
ddx
√
g tr
[∑
s,t
{
1
4
(fαβ − bαβφ)(s,t) (fαβ − bαβφ)(t,s)
+
1
2
(∇(M)α φ+ i [aα, φ])(s,t) (∇(M)α φ+ i [aα, φ])(t,s)
}]
→ 1
g2M
1
2π
∑
w
∫
dDz
√
G
1
4
tr (FABFAB) . (4.14)
By dividing an overall factor
∑
w in the last line in (4.14) to extract a single period, we
obtain Yang-Mills theory on the total space.
Next we consider the case where fiber is SU(2). In this case, YM-higgs on the base space
takes the form
SM =
1
g2M
∫
ddx
√
g tr
{
1
4
(
fαβ − baαβφa
)2
+
1
2
(∇(M)α φa + i [aα, φa]− ǫabcbbαφc)2
+
1
4
(
ǫabcφc + i [φa, φb]
)2}
. (4.15)
We show that we can obtain the U(N) YM on the total space of a nontrivial SU(2)-bundle
from the YM with three higgs on its base space in a way similar to the case of G = U(1).
The vacuum of YM-higgs is given by (4.2) with La satisfying the SU(2) algebra, [La, Lb] =
i ǫabcLc, and La generically take a reducible representation (2.25). We expand the fields
around this background,
aα(x)→ aˆα(x) + aα(x),
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φa(x)→ φˆa + φa(x). (4.16)
We label the (off-diagonal) blocks of the fluctuations by (s, t), which is (Ns(2js + 1)) ×
(Nt(2jt + 1)) matrix, and expand them by the fuzzy spherical harmonics:
a(s,t)α (x) =
js+jt∑
J=|js−jt|
J∑
m=−J
a
(s,t)
α,Jm(x)⊗ YˆJm(jsjt),
φ(s,t)a (x) =
js+jt∑
J=|js−jt|
J∑
m=−J
φ
(s,t)
a,Jm(x)⊗ YˆJm(jsjt). (4.17)
We verify from (4.5), (4.17) and (A.26) that the modes are gauge-transformed from U to U ′
as
a
′(s,t)
α,Jm(x) =
∑
m′
〈Jm|k[J ]|Jm′〉a(s,t)α,Jm′(x),
φ
′(s,t)
a,Jm(x) =
∑
m′
Ad(k)ab〈Jm|k[J ]|Jm′〉φ(s,t)b,Jm′(x), (4.18)
where k[J ] is the spin J representation of SU(2) for k(x).
In what follows, we assume that as a background we set 2js+1 = N0+ s with s running
from −T to T in (2.25) and take the limit of N0 →∞ and T →∞ in order. For the modes,
we impose the periodicity condition:
a
(s+1,t+1)
α,Jm = a
(s,t)
α,Jm ≡ a(qst)α,Jm,
φ
(s+1,t+1)
a,Jm = φ
(s,t)
a,Jm ≡ φ(qst)a,Jm, (4.19)
where qst ≡ s−t2 . By using these modes and the spherical harmonics on S3, we make Fourier
transformation on each patch to construct the gauge field on the total space:
Aα(z) =
∑
Jmm˜
a
(m˜)
α,Jm(x)YJmm˜(y),
Aa(z) =
∑
Jmm˜
φ
(m˜)
a,Jm(x)YJmm˜(y). (4.20)
Its inverse is
a
(m˜)
α,Jm(x) =
∫
dΩ3
2π2
Aα(z)Y
†
Jmm˜(y),
φ
(m˜)
a,Jm(x) =
∫
dΩ3
2π2
Aa(z)Y
†
Jmm˜(y). (4.21)
From (4.18) and (A.8), it is verified that the lefthand sides in (4.20) are indeed transformed
between patches as the gauge field on the total space (3.17).
21
Using (4.17) and (4.21), we can obtain the following equalities:
[La, aα(x)]
(s,t) =
∫
dΩ3
2π2
(LaAα(z)) Y †Jpqst ⊗ YˆJp(jsjt),
[φa, φb]
(s,t) =
∫
dΩ3
2π2
[Aa(z), Ab(z)]Y
†
Jmqst
(y)⊗ YˆJm(jsjt). (4.22)
The derivation of the above equalities is given in appendix B. Substituting these into (4.15),
we obtain
SM =
1
g2M
∫
ddx
√
g tr
{
1
4
(
fαβ − baαβφa
)2
+
1
2
(∇(M)α φa + i [aα, φa]− ǫabcbbαφc)2
+
1
4
(
ǫabcφc + i [φa, φb]
)2}
=
1
g2M
∫
ddx
√
g tr
[∑
s,t
{
1
4
(
fαβ − baαβφa
)(s,t) (
fαβ − baαβφa
)(t,s)
+
1
2
(∇(M)α φa + i [aα, φa]− ǫabcbbαφc)(s,t) (∇(M)α φa + i [aα, φa]− ǫabcbbαφc)(t,s)
+
1
4
(
ǫabcφc + i [φa, φb]
)(s,t) (
ǫabcφc + i [φa, φb]
)(t,s)}]
→ 1
g2M
N0
2π2
∑
w
∫
dDz
√
G
× tr
{
1
4
(
∇(M)α Aβ −∇(M)β Aα + i[Aα, Aβ]− baαβAa + ibaαLaAβ − ibaβLaAα
)2
+
1
2
(∇(M)α Aa + i [Aα, Ab]− fabcbbαAc − iLaAα + ibbαLbAa)2
+
1
4
(
fabcAc + i [Aa, Ab] + iLaAb − iLbAa
)2}
=
1
g2M
N0
2π2
∑
w
∫
dd+1z
√
Gtr
(
1
4
FABFAB
)
(4.23)
By dividing an overall factor
∑
w in the last line in (4.23) to extract a single period, we
obtain Yang-Mills theory on the total space.
We can easily extend the above matrix T-duality to the case in which the fiber is SU(2)k×
U(1)l. As an example, we consider an SU(2) × U(1) bundle, P . Let a, b, c in (3.20) run
0, 1, 2, 3 such that ‘0’ corresponds to the U(1) direction and ‘1, 2, 3’ correspond to the SU(2)
direction. We assign i, j, k to the SU(2) direction. We can consider YM-higgs on the U(1)
bundle on M , M ′, which is obtained by making the dimensional reduction of the SU(2)
fiber direction for YM on the SU(2)×U(1) bundle. We realize the theory around an SU(2)
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multimonopole background of YM-higgs on M ′ by taking the following background in YM-
higgs on M (3.20) and imposing the periodicity condition to the fluctuations:
φˆ0 = − 1
R
diag(· · · , t− 1, t, t+ 1, · · · )⊗ 1Mˆ + bi0φˆi,
φˆi = 1∞ ⊗ (Li in (2.25)),
aˆα = b
a
αφˆa, (4.24)
where b0α represents the U(1) monopole and b
i
α represents the SU(2) monopole. R is a certain
constant depending on the fiber structure. By setting 2js + 1 = N0 + s with s running from
−T to T , taking the limit of N0 → ∞ and T → ∞ in order and imposing the periodicity
condition to the fluctuations again, we realize YM on P in YM-higgs on M . In a similar
way, we can realize YM on an SU(2)k × U(1)l in YM-higgs on its base space.
4.3 Example: S7 → S4
We present an example of our findings in the previous subsection: we consider S7 with radius
2 and regard it as SU(2) ∼= S3 Hopf bundle on S4 with radius 1.
In order to describe S7 as SU(2) bundle on S4, it is convenient to introduce the quaternion
H (see for example [44–46]). The quaternion algebra is defined by
i2 = j2 = k2 = −1, ij = −ji = k, (4.25)
jk = −kj = i, ki = −ik = j. (4.26)
An arbitrary element of H is written as
q = a+ bi + cj + dk. (4.27)
where a, b, c, d ∈ R. Its conjugation q∗ is defined by
q∗ ≡ a− bi− cj − dk. (4.28)
The absolute value is given by
|q| ≡ √q∗q =
√
a2 + b2 + c2 + d2 ≥ 0. (4.29)
S7 with radius 2 is expressed by using quaternions as follows:
{(q1, q2) ∈ H2||q1|2 + |q2|2 = 4}. (4.30)
The Hopf map π : S7 → S4 is defined by
π : (q1, q2)→ [(q1, q2)] ≡ {(q1, q2)q|q ∈ H\{0}}. (4.31)
23
In order to introduce local coordinates one needs to divide S4 in two patches: U1 (q1 6= 0)
and U2 (q2 6= 0). The local trivialization is given on each patch by
π−1(U1) ∋ (q1, q2)→ (q2q−11 , q1|q1|−1) ∈ U1 × SU(2),
π−1(U2) ∋ (q1, q2)→ (q1q−12 , q2|q2|−1) ∈ U2 × SU(2). (4.32)
We parameterize (q1, q2) by using a matrix representation of quaternions as
q1 = 2 cos
χ
2
λ,
q2 = 2 sin
χ
2
κλ. (4.33)
where κ, λ ∈ SU(2) are defined by using Pauli matrices σa (a = 1, 2, 3) as
κ = eiη
σ3
2 eiξ
σ2
2 eiζ
σ3
2 ,
λ = e−iψ
σ3
2 e−iθ
σ2
2 e−iφ
σ3
2 . (4.34)
The ranges of variables in the above equations are
0 ≤ χ ≤ π,
0 ≤ ξ ≤ π, 0 ≤ η < 2π, 0 ≤ ζ < 4π,
0 ≤ θ ≤ π, 0 ≤ φ < 2π, 0 ≤ ψ < 4π. (4.35)
In particular, |λ|2 = det λ = 1 and |κ|2 = det κ = 1 hold. One can easily see from (4.32)
and (4.33) that on U1 the fiber space SU(2) is described by λ while on U2 that is described
by λ′ ≡ κλ. In the following, we restrict ourselves to the region U1. We denote sets of
coordinates as xµ = (χ, ξ, η, ζ) = (χ, xµ¯) and ym = (θ, φ, ψ). xµ are coordinates of S4, xµ¯ are
those of S3 inside of S4 and ym are those of SU(2) of fiber. In order to describe a metric of
S7 explicitly, we introduce the Maurer-Cartan 1-forms for κ and λ
κ(x¯)†dκ(x¯) = ie¯aµ¯(x¯)
σa
2
dxµ¯,
dλ(y)λ(y)† = −i eam(y)
σa
2
dym, (4.36)
where x¯ represents the set of {xµ¯}. Then we define the metric of S7 as
ds2S7 = det(dq1) + det(dq2), (4.37)
which is evaluated as
ds2S7 =
(
dχ2 +
1
4
sin2 χ e¯aµ¯(x¯)e¯
a
ν¯(x¯)dx
µ¯dxν¯
)
+
(
eam(y)dy
m − sin2 χ
2
e¯aµ¯(x¯)dx
µ¯
)2
. (4.38)
24
In the above expression, the first term represents the metric of the base space S4 and the
second one represents that of the fiber space SU(2) locally. Note that 1
4
e¯aµ¯e¯
a
ν¯ and
1
4
eame
a
n are
a metric of S3 with radius 1. From (4.38) one can read off the vielbein on S4 and the local
connections of the fiber bundle as
eαµ(x) =
(
1 0
0 1
2
sinχ e¯aµ¯(x¯)
)
, eµα(x) =
(
1 0
0 2
sinχ
e¯µ¯a(x¯)
)
,
baχ(x) = 0, b
a
µ¯(x) = tan
χ
2
eaµ¯(x),
baχν¯(x) = e
a
ν¯(x), b
a
µ¯ν¯(x) = f
abcebµ¯(x)e
c
ν¯(x). (4.39)
As noted before, when we move to the other region, U2, we must change λ to λ
′ ≡ κλ. Then,
one can easily find that the local connections change to
b′aχ(x) = 0, b
′a
µ¯(x) = − cot
χ
2
Ad(κ)abebµ¯(x),
baχν¯(x) = Ad(κ)
abbbχν¯(x), b
a
µ¯ν¯(x) = Ad(κ)
abbbµ¯ν¯(x). (4.40)
This transformation property is consistent with (3.3). The vacua of (4.15) are given by (4.2),
(2.25), (4.39) and (4.40) on each patch. baµ and b
′a
µ are known as the gauge field of the Yang
monopole [47].
By applying the arguments in the previous subsection, we can show that YM on S7 is
equivalent to the theory around the multi Yang monopole background of YM-higgs on S4
with the periodicity imposed.
5 Gauge theories on SU(n + 1)(/H) and matrix model
In this section, we reveal various relations among gauge theories on SU(n+ 1) and SU(n+
1)/H , where H is SU(n) or SU(n)× U(1) or SU(n+ 1) which is a subgroup of SU(n+ 1).
Note that SU(n + 1)/SU(n) ≃ S2n+1 and SU(n + 1)/(SU(n) × U(1)) ≃ CP n and for
H = SU(n + 1) the corresponding gauge theory reduces to a matrix model. First, we
develop a general formalism of a dimensional reduction by which one can obtain YM-higgs
on G˜/H from YM on G˜, where G˜ is an arbitrary group manifold. Applying this formalism
to the case of G˜ = SU(n + 1), we obtain YM-higgs on S2n+1 and on CP n and the matrix
model. Next, by using the facts explained in appendix E, we show that the YM-higgs on
CP n in the most general U(1) monopole background is obtained by taking the commutative
limit of the theory around a certain background of the matrix model. We have found the
correct form of the YM-higgs type action of such theory on CP n. Third, by using the
extended matrix T-duality of the U(1) case reviewed in section 4, we show that YM-higgs on
S2n+1 is equivalent to the theory around a certain background of YM-higgs on CP n with the
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orbifolding condition imposed. Combining these two facts, we also show that YM-higgs on
S2n+1 is realized as the theory around an appropriate background of the matrix model with
the orbifolding condition imposed. Finally, by using the results in section 4, we show that
YM on SU(n + 1) is realized in YM-higgs on SU(N + 1)/(SU(2)k × U(1)l). In particular,
it follows that YM on SU(3) is realized in YM-higgs on S5 and on CP 2.
5.1 Dimensional reduction of YM theory on a group manifold
In this subsection, we restrict ourselves to the case in which the total space P is itself a
group manifold G˜. In this case, we can take the Maurer-Cartan basis and rewrite the YM
action on G˜ in such a way that the relation between YM on the total space and YM-higgs
on the base space becomes more manifest. In terms of this expression of the YM action,
we can easily perform the dimensional reduction to obtain the YM-higgs theory on a coset
space G˜/H , where H is a subgroup of G˜. Some conventions on the group manifold G˜ and
the coset space G˜/H are summarized in appendix C.
Let us consider pure YM on G˜. In the Maurer-Cartan basis, the gauge potential is written
as A = XAE
A where EA are the right invariant 1-forms on G˜ which are defined in (C.2). In
this basis, the field strength is written as
F = dA+ iA ∧A
=
1
2
(fABCXC + iLAXB − iLBXA + i[XA, XB])EA ∧ EB, (5.1)
where we have used the Maurer-Cartan equation (C.3) and LA are the right invariant Killing
vectors on G˜ which are defined in (C.9). This is a counterpart of (2.20). Then, the original
YM action on G˜ is rewritten as follows:
1
g2
G˜
∫
tr
(
1
2
F ∧ ∗F
)
=
1
g2
G˜
∫
dDz
√
G tr
{
1
4
(fABCXC + iLAXB − iLBXA + i[XA, XB])2
}
,
(5.2)
where D = dim(G˜), G = detGMN and GMN is the metric on G˜. Note that the gauge
transformation in this basis is given by
XA → UXAU−1 − LAU U−1. (5.3)
As explained in appendix C, if one drops the derivatives along the fiber direction in LA, these
operators are reduced to the LA which are the Killing vectors on G˜/H defined in (C.12). By
dropping the derivatives along the fiber direction in LA in (5.2), therefore, we can obtain
the theory on G˜/H ,
1
g2
G˜
∫
tr
(
1
2
F ∧ ∗F
)
→ 1
g2
G˜/H
∫
ddx
√
g tr
{
1
4
(fABCXC + iLAXB − iLBXA + i[XA, XB])2
}
,
(5.4)
26
where g2
G˜/H
= g2
G˜
/Vol(H), d = dim G˜/H, g = det gµν and gµν is the metric on G˜/H . This is
a counterpart of (2.18).
The action (5.4) is also rewritten into the YM-higgs form which was obtained in section
3. The relation between the fields XA and the gauge and higgs fields on G˜/H is given as
follows. We introduce the orthogonal vectors to LA as
NaA = Ad(L(x))A
a, (5.5)
where L(x) is a representative element of G˜/H which is defined in (C.1), and Ad represents
the adjoint action: gTAg−1 = TBAd(g)BA. One can show the orthonormality conditions,
LµAL
ν
A = −gµν , NaAN bA = δab, LµANaA = 0, (5.6)
where gµν is the inverse of the metric on G˜/H . Furthermore, the following equalities hold:
LµA∂µN
a
B − LµB∂µNaA = −2iLµALνBbaµν − fabc(LµAN bB − LµBN bA)bcµ,
fABCN
a
C − fabcN bAN cB + LµALνBbaµν = 0. (5.7)
We decompose XA into the gauge and higgs fields in terms of L
µ
A and N
a
A as follows [33]:
XA = iL
µ
Aaµ +N
a
Aφa. (5.8)
This is a generalization of (2.16). Then, each term in the action (5.4) is rewritten as
fABCXC = ifABCL
µ
Caµ − LµALνBbaµνφa + fabcN bAN cBφa,
iLAXB − iLBXA = −ifABCLµCaµ − LµALνB(∂µaν − ∂νaµ − 2baµνφa)
+i(LµAN
a
B − LµBNaA)(∂µφa − fabcbbµφc),
i[XA, XB] = −iLµALνB[aµ, aν ]− (LµANaB − LµBNaA)[aµ, φa] + iNaAN bB[φb, φa],(5.9)
where we have used (5.7). By substituting these equations into the action (5.4) and using
(5.6), we indeed obtain the YM-higgs type action (3.20),
SG˜/H =
1
g2
G˜/H
∫
ddx
√
g tr
{
1
4
(
fµν − baµνφa
)2
+
1
2
(
Dµφa − fabcbbµφc
)2
+
1
4
(fabcφc + i[φa, φb])
2
}
. (5.10)
Finally, we consider the case in which P = G˜ and the base manifold is just a point. This
is the special case of the above dimensional reduction in which H equals G˜ itself. In this
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case, the theory on the base space is given by a zero-dimensional matrix model. Dropping
all the derivatives in (5.2), we can easily make a dimensional reduction to the matrix model:
1
g2
G˜
∫
tr
(
1
2
F ∧ ∗F
)
→ 1
g2mm
tr
{
1
4
(fABCXC + i[XA, XB])
2
}
, (5.11)
where g2mm = g
2
G˜
/Vol(G˜). This is a counterpart of (2.19). Of course, we can obtain the
matrix model (5.11) also from the theory (5.4) on G˜/H by dropping the derivatives LA. If
we regard the original YM on G˜ as YM on a principal G˜ bundle over a point, we obtain
(5.11) as a special case of (3.20).
5.2 Dimensional reduction of YM theory on SU(n+ 1)
In this subsection, we derive the YM-higgs on S2n+1 and on CP n by applying the dimensional
reduction discussed in the previous subsection. We also derive the 0-dimensional matrix
model in which the YM-higgs on S2n+1 and on CP n will be realized.
Let us consider the group manifold SU(n+ 1). We can apply the dimensional reduction
developed in section 5.1 to the case of P = G˜ = SU(n + 1) and obtain a theory on a coset
space SU(n + 1)/H , where H is a subgroup of SU(n + 1). We begin with pure YM on the
group manifold SU(n + 1) in the Maurer-Cartan basis,
SSU(n+1) =
1
g2SU(n+1)
∫
dn(n+2)z
√
G tr
{
1
4
(fABCXC + iLAXB − iLBXA + i[XA, XB])2
}
,
(5.12)
where fABC is the structure constant of SU(n + 1), G = detGMN and GMN is the Cartan-
Killing metric on G˜ which is defined in (C.6).
Let us consider the dimensional reduction of the above theory to a theory on G˜/H . If we
take H to be SU(n), the coset space is given by SU(n+1)/SU(n) ≃ S2n+1. By applying the
dimensional reduction (5.4) to YM on SU(n+1), therefore, we obtain the YM-higgs theory
on S2n+1,
SS2n+1 =
1
g2S2n+1
∫
d2n+1x˜
√
g˜ tr
{
1
4
(
fABCXC + iL˜AXB − iL˜BXA + i[XA, XB]
)2}
, (5.13)
where g˜ represents the determinant of the metric on S2n+1, and L˜A’s are the Killing vectors
on S2n+1. Note that S2n+1 that we consider here possesses only SU(n + 1) isometry which
is smaller than SO(2n + 2). In fact, this is not the ordinary round sphere but a squashed
sphere. In the case of n = 2, the metric of this squashed S5 is explicitly given in appendix
D.
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Next, we consider the case of H = SU(n) × U(1). In this case, the coset space is
SU(n + 1)/(SU(n) × U(1)) ≃ CP n. Then, we can obtain the theory on CP n from YM on
SU(n + 1) through the dimensional reduction,
SCPn =
1
g2CPn
∫
d2nx
√
g tr
{
1
4
(fABCXC + iLAXB − iLBXA + i[XA, XB])2
}
. (5.14)
As in the case of S2n+1, g = det gµν , gµν and LA represent the metric and the Killing vectors
on CP n respectively. The theory (5.14) can be obtained also from the theory (5.13) by
dropping the derivative along the extra U(1) fiber direction. We can also rewrite (5.13) and
(5.14) into the YM-higgs type actions as in (5.10) by using the relation (5.8). For example,
(5.14) is rewritten into (5.10) with µ, ν = 1, · · · , 2n and a, b, c = 0, · · · , n2 − 1. Here, a, b, c
are indices of SU(n)× U(1) and a = 0 corresponds to the U(1) direction.
Finally, we consider the case in which H is SU(n+1) itself. In this case, the coset space
is just a point. Then, we obtain the following matrix model by using (5.11):
Smm =
1
g2mm
tr
{
1
4
(fABCXC + i[XA, XB])
2
}
. (5.15)
This theory is used to realize the theories (5.13) and (5.14) in the next subsection. For n = 1,
the dimensional reductions in this subsection are equivalent to those in section 2.
5.3 Relations among gauge theories on SU(n+ 1)/H
In this subsection, we show that the theory (5.14) in a monopole background can be realized
by taking the commutative limit of the theory around a nontrivial background of (5.15).
Combining this construction and the matrix T-duality, we also show that the theory (5.13)
on S2n+1 can be realized as the theory around a certain background of the matrix model
with the orbifolding condition imposed. Furthermore, we apply the extended matrix T-
duality developed in section 4 to YM-higgs on SU(n + 1)/(SU(2)k × U(1)l) and show that
YM on SU(n + 1) is equivalent to the theory around a certain vacuum of YM-higgs on
SU(n + 1)/(SU(2)k × U(1)l) with the periodicity condition imposed. For n = 2, we obtain
YM on SU(3) from YM-higgs on S5 and on CP 2 through the extended matrix T-duality.
First, we review nontrivial backgrounds of the theory (5.14) on CP n and the matrix
model (5.15). The theory on CP n has many nontrivial monopole vacua. In particular, we
focus on the U(1) monopole background. Recall that we have n2 higgs fields φa. In the U(1)
monopole background, only the higgs field along the U(1) direction φ0 acquires its nonzero
vacuum expectation value. In the gauge where φ0 is diagonal, the vacuum configurations of
the U(1) monopole with the gauge group U(M) are given by
aˆµ = b
0
µφˆ0,
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φˆ0 = − 1√
2n(n+ 1)
diag(· · · , ns−1, · · · , ns−1︸ ︷︷ ︸
Ns−1
, ns, · · · , ns︸ ︷︷ ︸
Ns
, ns+1, · · · , ns+1︸ ︷︷ ︸
Ns+1
, · · · ),
φˆa = 0, (for a 6= 0). (5.16)
Here,
∑
sNs = M and ns must be integers due to Dirac’s quantization condition. Because
of (5.8), the vacuum configurations of XA are equivalently given by
XˆA = −
iLµAb
0
µ +N
0
A√
2n(n+ 1)
diag(· · · , ns−1, · · · , ns−1︸ ︷︷ ︸
Ns−1
, ns, · · · , ns︸ ︷︷ ︸
Ns
, ns+1, · · · , ns+1︸ ︷︷ ︸
Ns+1
, · · · ). (5.17)
The theory around the background (5.17) is obtained by expanding each block of the fields
in (5.14) as X
(s,t)
A → Xˆ(s,t)A +X(s,t)A . Then, the following action is obtained,
1
g2CPn
∫
d2nx
√
g
∑
s,t
tr
{1
4
(
fABCX
(s,t)
C + iL
(qst)
A X
(s,t)
B − iL(qst)B X(s,t)A + i[XA, XB](s,t)
)
×
(
fABDX
(t,s)
D + iL
(qts)
A X
(t,s)
B − iL(qts)B X(t,s)A + i[XA, XB](t,s)
)}
,
(5.18)
where qst =
ns−nt
2
and L
(q)
A are the angular momentum operators in the presence of a
monopole with the magnetic charge q, which take the form
L
(q)
A = LA +
2q√
2n(n+ 1)
(iLµAb
0
µ +N
0
A). (5.19)
These operators are the generalization of (2.27) in the case of S2.
The vacua of the theory (5.15) are determined by
[XA, XB] = ifABCXC . (5.20)
In addition to the trivial solution XA = 0, there are nontrivial solutions which are given by
the representation matrices of the SU(n + 1) generators,
XˆA = LˆA. (5.21)
LˆA are generally in a reducible representation. In order to construct a theory on CP
n in a
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U(1) monopole background, we consider the following representation:
LˆA =


· · · Ns−1
︷
︸︸
︷
Lˆ
(s−1)
A · · ·
Lˆ
(s−1)
A
Ns
︷ ︸︸ ︷Lˆ
(s)
A · · ·
Lˆ
(s)
A
Ns+1
︷
︸︸
︷
Lˆ
(s+1)
A · · ·
Lˆ
(s+1)
A
· · ·


. (5.22)
Here Lˆ
(s)
A are the abbreviations of Lˆ
[Λs,0,··· ,0]
A which are the generators of SU(n + 1) in the
irreducible representation specified by the Dynkin index of SU(n + 1), [Λs, 0, · · · , 0]. We
consider the matrix model (5.15) around the background (5.22) by expanding the each block
of the fields around the background :X
(s,t)
A → Xˆ(s,t)A + X(s,t)A . Then, the action takes the
following form:
Smm =
1
g2mm
∑
s,t
tr
{1
4
(
fABCX
(s,t)
C + iLˆA ◦X(s,t)B − iLˆB ◦X(s,t)A + i[XA, XB](s,t)
)
×
(
fABDX
(t,s)
D + iLˆA ◦X(t,s)B − iLˆB ◦X(t,s)A + i[XA, XB](t,s)
)}
. (5.23)
LˆA◦ are defined as
LˆA ◦X(s,t)B ≡ Lˆ(s)A X(s,t)B −X(s,t)B Lˆ(t)A . (5.24)
We show in the following that the theory (5.23) is equivalent to the theory (5.18) if we
put Λs = N0 + ns and take N0 → ∞ limit. In order to show this equivalence, we make a
harmonic expansion [31, 32, 35]. As explained in appendix E, the (s, t) blocks X
(s,t)
A in the
matrix model are expanded by the basis of rectangular matrices (E.21) as
X
(s,t)
A =
(Λs+Λt)/2∑
J=|qst|
X
(s,t)
A
βJ+qst
αJ−qst
⊗ Yˆ (qst)βJ+qstαJ−qst . (5.25)
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Then, the diagonal coherent map allows us to map the (s, t) blocks to local sections of the
monopole bundle on CP n with the charge qst,
X
(s,t)
A =
∞∑
J=qst
X
(qst)
A
βJ+qst
αJ−qst
⊗ Yˆ (qst)βJ+qstαJ−qst
→
∞∑
J=qst
X
(qst)
A
βJ+qst
αJ−qst
Y˜ (qst)βJ+qst
αJ−qst (w, w¯) = X
CP (s,t)
A (w, w¯), (5.26)
where we have taken the commutative limit N0 → ∞ and Y˜ (qst)βJ+qstαJ−qst are the basis of
local sections of the U(1) monopole bundle on CP n which are defined in (E.26). Note that
we have put the superscript CP on the quantity in the righthand side of the above equation
in order to emphasis that the X
CP (s,t)
A are the fields on CP
n appearing in (5.18). Similarly,
LˆA◦ is mapped to L(q)A as shown in (E.31)4:
LˆA ◦X(s,t)B → L(q)A XCP (s,t)B (w, w¯). (5.27)
Using (5.26) and (5.27), we find that the matrix model (5.23) is equivalent to the theory
(5.18) on CP n in the commutative limit N0 →∞.
Next, we show that the theory around a certain vacuum of U(M = N ×∞) YM-higgs
on CP n with a periodicity condition imposed is equivalent to U(N) YM-higgs on S2n+1.
This statement is nothing but the matrix T-duality. As explained in section 4, therefore,
we consider the appropriate vacuum which is given by (5.17) (or equivalently (5.16)) with
s running from −∞ to ∞, ns = s and Ns = N . We expand the fields on CP n around the
background as
XA → XˆA +XA, (5.28)
and impose the periodicity (orbifolding) condition on the fluctuation,
X
(s+1,t+1)
A = X
(s,t)
A ≡ X(s−t)A . (5.29)
Then, we define the gauge and higgs fields on S2n+1 by the Fourier transforms of the fluctu-
ations on each local coordinate patch:
XSA =
∑
u
X
CP (u)
A e
−iuy, (5.30)
where y is a coordinate which parameterizes the fiber (U(1)) direction and satisfies 0 ≤ τ ≤
2π. Here, the superscripts S and CP indicate that XSA and X
CP (w)
A are the fields on S
2n+1
4In [32], (5.26) and (5.27) are proven to the quadratic order in the fields for all q and to all order for
q = 0. In this paper, we assume that these are also valid to all order for all q.
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and CP n respectively. We substitute (5.30) into (5.18) and divide an overall factor
∑
s to
extract a single period. Then, we obtain U(N) YM-higgs on S2n+1 written in the basis of
XA (5.13).
Combining the above matrix T-duality and the construction of (5.18) in terms of the
matrix model, we find that the theory around (5.22) of the matrix model, where s runs from
−∞ to ∞ and Λs = N0 + s, is equivalent to U(N) YM-higgs on S2n+1 if we take the limit
N0 →∞, impose the periodicity condition on the fluctuations, and finally divide the overall
factor
∑
s.
Finally, it is straightforward to apply the extended matrix T-duality to SU(2)k × U(1)l
bundle on SU(n + 1)/(SU(2)k × U(1)l) and show that YM on SU(n + 1) is equivalent to
the theory around a certain vacuum of YM-higgs on SU(n + 1)/(SU(2)k × U(1)l) with the
periodicity condition imposed.
6 Interpretation as Buscher’s T-duality
In this section, let us see that the extended matrix T-duality of the U(1) case, which was
obtained in [29] and reviewed in section 4.2, is actually interpreted as the T-duality in
Buscher’s sense. We put dimM = p. For G = U(1), as in (4.6), the metric of the total space
is given by
ds2 = GMNdz
MdzN = gµνdx
µdxν + (dy − bµdxµ)2, (6.1)
where M,N = 1, · · · , p+1 and µ, ν = 1, · · · , p. We assume that the other fields such as the
antisymmetric fields and the dilaton field are trivial. Then, YM on the total space is viewed
as the low energy effective theory for the Dp-branes wrapped on the total space5. We make
the T-duality transformation for the fiber direction to obtain a new geometry [36]:
ds′2 = gµνdxµdxν + dy2,
B′µν = 0, B′µy = −bµ. (6.2)
The Dp-branes should be transformed to the D(p − 1)-branes wrapped on the base space.
The D(p− 1)-brane effective action on the new geometry (6.2) is given by
Sp−1 = τp−1
∫
dpσe−Φ
√
det(G˜ab + B˜ab + 2πα′Fab), (6.3)
where σa (a = 1, · · · , p) parameterize the world volume of the D(p− 1)-brane, and G˜ab and
B˜ab are the pullback of (6.2) on the world volume which is defined through the embedding
5Here we ignore the transverse directions.
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of world volume zM (σ) as
G˜ab =
∂zM
∂σa
∂zN
∂σb
G′MN ,
B˜ab =
∂zM
∂σa
∂zN
∂σb
B′MN . (6.4)
In the static gauge xµ(σ) = σµ and zy(σ) = 2πα′φ, (6.3) reduces to
Sp−1 = τp−1
∫
dpx
√
det(gµν + (2πα′)2∂µφ∂νφ+ 2πα′(Fµν + ∂µφbν − ∂νφbµ)). (6.5)
Up to O(α′3), this equals
1
g2YM
∫
dpx
√
g
(
1
4
(Fαβ +∇αφbβ −∇βφbα)2 + 1
2
(∇αφ)2
)
, (6.6)
where g2YM =
1
4πα2τp−1
. If we redefine the gauge field as aα → aα + bαφ and make non-
abelianization, we obtain from (6.6)
1
g2YM
∫
dpx
√
gtr
(
1
4
(Fαβ − bαβφ)2 + 1
2
(Dαφ)
2
)
, (6.7)
which indeed agrees with (3.20) with G = U(1).
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A Spherical harmonics
In this appendix, we review the spherical harmonics on S3, the monopole harmonics on
S2 [42] and the fuzzy spherical harmonics [15, 24, 49]. For more details, see [29, 48] and
references therein.
A.1 Spherical harmonics on S3
We regard S3 as the SU(2) group manifold. We parameterize an element of SU(2) in terms
of the Euler angles as
g = e−iϕJ3e−iθJ2e−iψJ3 , (A.1)
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where JA satisfy [JA, JB] = iǫABCJC and 0 ≤ θ ≤ π, 0 ≤ ϕ < 2π, 0 ≤ ψ < 4π. The
isometry of S3 is SO(4) = SU(2) × SU(2), and these two SU(2)’s act on g from left and
right, respectively. We construct the right invariant 1-forms,
dgg−1 = −iµEAJA, (A.2)
where the radius of S3 is 2/µ. They are explicitly given by
E1 =
1
µ
(− sinϕdθ + sin θ cosϕdψ),
E2 =
1
µ
(cosϕdθ + sin θ sinϕdψ),
E3 =
1
µ
(dϕ+ cos θdψ), (A.3)
and satisfy the Maure-Cartan equation
dEA − µ
2
ǫABCE
B ∧ EC = 0. (A.4)
The metric is constructed from EA as
ds2 = EAEA =
1
µ2
(
dθ2 + sin2 θdϕ2 + (dψ + cos dϕ)2
)
. (A.5)
The Killing vectors dual to EA are given by
LA = − i
µ
EMA ∂M , (A.6)
where EMA are inverse of E
A
M . The explicit form of the Killing vectors are
L1 = −i
(
− sinϕ∂θ − cot θ cosϕ∂ϕ + cosϕ
sin θ
∂ψ
)
,
L2 = −i
(
cosϕ∂θ − cot θ sinϕ∂ϕ + sinϕ
sin θ
∂ψ
)
,
L3 = −i∂ϕ. (A.7)
Because of the Maure-Cartan equation (A.4), the Killing vectors satisfy the SU(2) algebra,
[LA,LB] = iǫABCLC .
The scalar spherical harmonics on S3 are given by
YJmm˜(Ω3) = (−1)J−m˜
√
2J + 1〈J − m˜|g−1|Jm〉. (A.8)
These spherical harmonics form the basis of SU(2) algebra generated by LA’s.
L2YJmm˜ = J(J + 1)YJmm˜,
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L±YJmm˜ =
√
(J ∓m)(J ±m+ 1)YJm±1m˜,
L3YJmm˜ = mYJmm˜. (A.9)
The complex conjugates of the spherical harmonics are evaluated as
(YJmm˜)
∗ = (−1)m−m˜YJ−m−m˜. (A.10)
The spherical harmonics also satisfy the orthonormality condition∫
dΩ3
2π2
(YJmm˜)
∗ YJ ′m′m˜′ = δJJ ′δmm′δm˜m˜′ . (A.11)
The integral of the product of three spherical harmonics is given as follows:
CJ1m1m˜1J2m2m˜2J3m3m˜3 ≡
∫
dΩ3
2π2
(YJ1m1m˜1)
∗ YJ2m2m˜2YJ3m3m˜3
=
√
(2J2 + 1)(2J3 + 1)
2J1 + 1
CJ1m1J2m2J3m3C
J1m˜1
J2m˜2J3m˜3
, (A.12)
where CJ1m1J2m2J3m3 is the Clebsch-Gordan coefficient of SU(2). Finally, the spherical harmonics
satisfy the completeness condition,∑
Jmm˜
(YJmm˜)
∗ (Ω3)YJmm˜(Ω′3) = 2π
2δ(Ω3 − Ω′3), (A.13)
where
δ(Ω3) =
8
sin θ
δ(θ)δ(ϕ)δ(ψ). (A.14)
A.2 Monopole spherical harmonics on S2
We adopt the following metric for S2:
ds2 =
1
µ2
(dθ2 + sin2 θdϕ2). (A.15)
We define two local patches on S2 to describe nontrivial U(1) bundles over S2: the patch
I is specified by 0 ≤ θ < π and the patch II is specified by 0 < θ ≤ π. In the following
expressions, the upper sign is taken in the patch I and the lower sign in the patch II.
The angular momentum operator in the presence of a monopole with magnetic charge q
at the origin takes the form
L
(q)
1 = i(sinϕ∂θ + cot θ cosϕ∂ϕ)− q
1∓ cos θ
sin θ
cosϕ,
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L
(q)
2 = i(− cosϕ∂θ + cot θ sinϕ∂ϕ)− q
1∓ cos θ
sin θ
sinϕ,
L
(q)
3 = −i∂ϕ ∓ q, (A.16)
where q is quantized as q = 0,±1
2
,±1,±3
2
, · · · . These operators act on the local sections
on S2 and satisfy the SU(2) algebra [L
(q)
A , L
(q)
B ] = iǫABCL
(q)
C . Note that when q = 0, these
operators are reduced to the ordinary angular momentum operators on S2 (or R3). if we
regard S3 as a U(1) bundle over S2, and parameterize the fiber direction by y = ψ ± ϕ, the
above expression (A.16) can be obtained by making a replacement in (A.7): ∂y → −iq.
The monopole spherical harmonics are the basis of local sections on S2 and also form the
basis of the SU(2) algebra generated by L
(q)
A . The monopole scalar spherical harmonics are
given by
Y˜Jmq(Ω2) = (−1)J−q
√
2J + 1〈J − q|eiθJ2|Jm〉ei(±q+m)ϕ. (A.17)
Here J = |q|, |q|+ 1, |q + 2|, · · · , m = −J,−J + 1, · · · , J − 1, J . The existence of the lower
bound of the angular momentum J is due to the fact that the magnetic field produced by
the monopole also has nonzero angular momentum. Note that the monopole harmonics with
q = 0 do not transform on the overlap of two patches. They correspond to global sections
(functions) on S2 which are expressed by the ordinary spherical harmonics on S2. The action
of L
(q)
A on the monopole spherical harmonics is given by
L(q)2Y˜Jmq = J(J + 1)Y˜Jmq,
L
(q)
± Y˜Jmq =
√
(J ∓m)(J ±m+ 1)Y˜Jm±1q,
L
(q)
3 Y˜Jmq = mY˜Jmq. (A.18)
The complex conjugates of the monopole spherical harmonics are evaluated as(
Y˜Jmq
)∗
= (−1)m−qY˜J−m−q. (A.19)
The monopole spherical harmonics are orthonormal to each other,∫
dΩ2
4π
(
Y˜Jmq
)∗
Y˜J ′m′q = δJJ ′δmm′ . (A.20)
The integral of three monopole spherical harmonics is equal to the corresponding integral
(A.12) on S3 with the identification m˜ = q,
∫
dΩ2
4π
(
Y˜J1m1q1
)∗
Y˜J2m2q2Y˜J3m3q3 =
√
(2J2 + 1)(2J3 + 1)
2J1 + 1
CJ1m1J2m2J3m3C
J1q1
J2q2J3q3
= CJ1m1q1J2m2q2J3m3q3, (A.21)
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where the monopole charges must be conserved in the lefthand side of the above equation
as q1 + q2 + q3 = 0. Note that the monopole spherical harmonics are expressed in terms of
the spherical harmonics on S3:
Y˜Jmq(Ω2) = e
iq(ψ±ϕ)YJmq(Ω3),
L
(q)
A Y˜Jmq(Ω2) = e
iq(ψ±ϕ)LAYJmq(Ω3). (A.22)
(A.21) and (A.22) represent a map between the local sections on S2 and the Kaluza-Klein
modes on S3.
A.3 Fuzzy spherical harmonics
Let us consider (2j+1)×(2j′+1) rectangular complex matrices. Such matrices are generally
expressed as
M =
∑
r,r′
Mrr′|jr〉〈j′r′|. (A.23)
We can define linear maps LˆA◦, which map the set of (2j+1)×(2j′+1) rectangular complex
matrices to itself, by their operation on the basis:
LˆA ◦ |jr〉〈j′r′| ≡ Lˆ[j]A |jr〉〈j′r′| − |jr〉〈j′r′|Lˆ[j
′]
A , (A.24)
where Lˆ
[j]
A are the spin j representation matrices of the SU(2) generators. LˆA◦ satisfy the
SU(2) algebra [LˆA◦, LˆB◦] = iǫABCLˆC◦.
We make a change of a basis of the rectangular matrices from the above basis {|jr〉〈j′r′|}
to the new basis which is called the fuzzy spherical harmonics:
YˆJm(jj′) =
√
N0
∑
r,r′
(−1)−j+r′CJmjr j′−r′|jr〉〈j′r′|, (A.25)
where N0 is a positive integer which will be specified below. For a fixed J the fuzzy spherical
harmonics also form a basis of the spin J irreducible representation of SU(2) which is
generated by LˆA◦,
(LˆA◦)2YˆJm(jj′) = J(J + 1)YˆJm(jj′),
Lˆ± ◦ YˆJm(jj′) =
√
(J ∓m)(J ±m+ 1)YˆJm±1(jj′),
Lˆ3 ◦ YˆJm(jj′) = mYˆJm(jj′). (A.26)
The hermitian conjugates of the fuzzy spherical harmonics are evaluated as(
YˆJm(jj′)
)†
= (−1)m−(j−j′)YˆJ−m(j′j). (A.27)
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The fuzzy spherical harmonics satisfy the orthonormality condition under the following nor-
malized trace:
1
N0
tr
{(
YˆJm(jj′)
)†
YˆJ ′m′(jj′)
}
= δJJ ′δmm′ , (A.28)
where tr stands for the trace over (2j′ + 1) × (2j′ + 1) matrices. The trace of three fuzzy
spherical harmonics is given by
Cˆ
J1m1(jj′′)
J2m2(jj′)J3m3(j′j′′)
≡ 1
N0
tr
{(
YˆJ1m1(jj′′)
)†
YˆJ2m2(jj′)YˆJ3m3(j′j′′)
}
= (−1)J1+j+j′′
√
N0(2J2 + 1)(2J3 + 1)C
J1m1
J2m2J3m3
{
J1 J2 J3
j′ j′′ j
}
, (A.29)
where the last factor of the above equation is the 6− j symbol.
In order to reveal relationships among the fuzzy spherical harmonics, the monopole har-
monics on S2 and the spherical harmonics on S3, we introduce the following parameterization
for j, j′ and j′′,
2j + 1 = N0 + ζ, 2j
′ + 1 = N0 + ζ
′, 2j′′ + 1 = N0 + ζ
′′. (A.30)
ζ , ζ ′ and ζ ′′ are integers which are grater than −N0. Then, in the limit N0 → ∞, one can
show that
Cˆ
J1m1(jj′′)
J2m2(jj′)J3m3(j′j′′)
→ CJ1m1q1J2m2q2J3m3q3 (A.31)
with the identification j − j′′ = q1, j − j′ = q2 and j′ − j′′ = q3. This relation can be proved
by using the following asymptotic form of the 6− j symbols. If R≫ 1, one obtains [50]{
a b c
d+R e +R f +R
}
≈ (−1)
a+b+c+2(d+e+f+R)
√
2R
(
a b c
e− f f − d d− e
)
, (A.32)
where the 3− j symbol is related to the Clebsch-Gordan coefficient as(
J1 J2 J3
m1 m2 m3
)
= (−1)J3+m3+2J1 1√
2J3 + 1
CJ3m3J1−m1J2−m2 . (A.33)
The relation (A.31) implies that the fuzzy spherical harmonics YˆJm(jj′) give a matrix regu-
larization of the monopole harmonics Y˜Jmq through the following correspondence:
j − j′ ↔ q,
LˆA◦ ↔ L(q)A ,
1
N0
tr ↔
∫
dΩ2
4π
. (A.34)
Furthermore, combining the above correspondence and the relations (A.21) and (A.22), we
can also map the fuzzy spherical harmonics to the spherical harmonics on S3.
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A.4 Vector spherical harmonics
We introduce vector spherical harmonics for three different types of the spherical harmonics
that we have defined above. The vector spherical harmonics are given by
Y ρJmm˜A(Ω3) = i
ρ
∑
n,p
UAnC
Qm
Q˜p 1n
YQ˜pm˜(Ω3),
Y˜ ρJmqA(Ω2) = i
ρ
∑
n,p
UAnC
Qm
Q˜p 1n
Y˜Q˜pq(Ω2),
Yˆ ρJm(jj′)A = i
ρ
∑
n,p
UAnC
Qm
Q˜p 1n
YˆQ˜p(jj′), (A.35)
where ρ = −1, 0, 1 and Q = J + δρ1, Q˜ = J + δρ −1. These spherical harmonics transform as
the vector representations under SU(2) rotation. The unitary matrix U is given by
U =

 −1 0 1−i 0 −i
0
√
2 0

 . (A.36)
The vector spherical harmonics satisfy
1
µ
ǫABC∇BY ρJmm˜C = iǫABCLBY ρJmm˜C + Y ρJmm˜A = ρ(J + 1)Y ρJmm˜A,
iǫABCL
(q)
B Y˜
ρ
JmqC + Y˜
ρ
JmqA = ρ(J + 1)Y˜
ρ
JmqA,
iǫABCLˆB ◦ Yˆ ρJm(jj′)C + Yˆ ρJm(jj′)A = ρ(J + 1)Yˆ ρJm(jj′)A. (A.37)
The complex (hermitian) conjugates of these vector harmonics are evaluated as
(Y ρJmm˜A)
∗ = (−1)m−m˜+1Y ρJ−m−m˜A,
(Y˜ ρJmqA)
∗ = (−1)m−q+1Y˜ ρJ−m−qA,
(Yˆ ρJm(jj′)A)
† = (−1)m−(j−j′)+1Yˆ ρJ−m(j′j)A. (A.38)
The orthonormal relations are∫
dΩ3
2π2
(Y ρJmm˜A)
∗Y ρ
′
J ′m′m˜′A = δJJ ′δmm′δm˜m˜′δρρ′ ,∫
dΩ2
4π
(Y˜ ρJmqA)
∗Y˜ ρ
′
J ′m′qA = δJJ ′δmm′δρρ′ ,
1
N0
tr
(
(Yˆ ρJm(jj′)A)
†Yˆ ρ
′
J ′m′(j′j)A
)
= δJJ ′δmm′δρρ′ . (A.39)
Finally, the integrals (or trace) of three vector harmonics are given by∫
dΩ3
2π2
ǫABCY
ρ1
J1m1m˜1A
Y ρ2J2m2m˜2BY
ρ3
J3m3m˜3C
= EJ1m1m˜1ρ1J2m2m˜2ρ2J3m3m˜3ρ3 ,
40
∫
dΩ2
4π
ǫABC Y˜
ρ1
J1m1q1A
Y˜ ρ2J2m2q2BY˜
ρ3
J3m3q3C
= EJ1m1q1ρ1J2m2q2ρ2J3m3q3ρ3 ,
ǫABC
1
N0
tr
(
Yˆ ρ1J1m1(jj′)AYˆ
ρ2
J2m2(j′j′′)B
Yˆ ρ3J3m3(j′′j)C
)
= EˆJ1m1(jj′)ρ1J2m2(j′j′′)ρ2J3m3(j′′j)ρ3, (A.40)
where the monopole charges must be conserved in the lefthand side of the second equality
as q1 + q2 + q3 = 0 and E , Eˆ are given by
EJ1m1m˜1ρ1J2m2m˜2ρ2J3m3m˜3ρ3
=
√
6(2J1 + 1)(2J1 + 2ρ21 + 1)(2J2 + 1)(2J2 + 2ρ
2
2 + 1)(2J3 + 1)(2J3 + 2ρ
2
3 + 1)
× (−1)− ρ1+ρ2+ρ3+12


Q1 Q˜1 1
Q2 Q˜2 1
Q3 Q˜3 1


(
Q1 Q2 Q3
m1 m2 m3
)(
Q˜1 Q˜2 Q˜3
m˜1 m˜2 m˜3
)
, (A.41)
EˆJ1m1(jj′)ρ1J2m2(j′j′′)ρ2J3m3(j′′j)ρ3
=
√
6N0(2J1 + 1)(2J1 + 2ρ21 + 1)(2J2 + 1)(2J2 + 2ρ
2
2 + 1)(2J3 + 1)(2J3 + 2ρ
2
3 + 1)
× (−1)− ρ1+ρ2+ρ3+12 −Q˜1−Q˜2−Q˜3+2j+2j′+2j′′


Q1 Q˜1 1
Q2 Q˜2 1
Q3 Q˜3 1


(
Q1 Q2 Q3
m1 m2 m3
){
Q˜1 Q˜2 Q˜3
j′′ j j′
}
.
(A.42)
As in (A.31), we can show
EˆJ1m1(jj′)ρ1J2m2(j′j′′)ρ2J3m3(j′′j)ρ3 → EJ1m1m˜1ρ1J2m2m˜2ρ2J3m3m˜3ρ3 , (A.43)
in the limit N0 →∞ with j − j′ = q1, j′ − j′′ = q2 and j′′ − j = q3 fixed.
B Derivation of (4.22)
In this appendix, we give the derivation of (4.22) in some detail.
[La, aα(x)]
(s,t) = a
(qst)
α,Jm(x)⊗ La ◦ YˆJm(jsjt)
=
∫
dΩ3
2π2
Aα(z)Y
†
Jmqst
(y)⊗ La ◦ YˆJm(jsjt)
=
∫
dΩ3
2π2
Aα(z)LaY †Jmqst ⊗ YˆJm(jsjt)
=
∫
dΩ3
2π2
(LaAα(z)) Y †Jmqst ⊗ YˆJm(jsjt),
(B.1)
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where we have used (A.9) and (A.26).
[φa, φb]
(s,t) =
∑
u
(
φ
(qsu)
a,Jmφ
(qut)
b,J ′m′ − φ(qsu)b,Jmφ(qut)a,J ′m′
)
⊗ YˆJm(jsju)YˆJ ′m′(jujt)
=
∑
u
(
φ
(qsu)
a,Jmφ
(qut)
b,J ′m′ − φ(qsu)b,Jmφ(qut)a,J ′m′
)
⊗ CˆJ ′′m′′(jsjt)Jm(jsju) J ′m′(jujt)YˆJ ′′m′′(jsjt)
=
∑
u,v
∫
dΩ3
2π2
dΩ′3
2π2
{Aa(z)Ab(z′)−Ab(z)Aa(z′)} Y †Jmqsu(y)Y †J ′m′qvt(y′)
×
∫
dΩ′′3
2π2
Y †J ′′m′′qst(y
′′)YJmqsu(y
′′)YJ ′m′qvt(y
′′)⊗ YˆJ ′′m′′(jsjt)
=
∫
dΩ3
2π2
[Aa(z), Ab(z)]Y
†
Jmqst
(y)⊗ YˆJm(jsjt). (B.2)
In the third and fourth lines of the righthand side, we have used (A.31), the charge conser-
vation m˜′′ = m˜+ m˜′ of CJ ′′m′′m˜′′Jmm˜ J ′m′m˜′ and (A.12), so that we have added the new summation
over v additionally and replaced qut by qvt. Then, we can regard the summation
∑
u,v as∑
qsu,qvt
, and the last equality holds due to (A.13).
C Group manifold and coset space
In this appendix, we describe some conventions on the group manifold G˜ and the coset space
G˜/H which we follow in this paper.
We parameterize an element of G˜ as
g(z) = L(x)h(y), (C.1)
where L(x) ∈ G˜/H , h(y) ∈ H , the coordinates zM , xµ and ym parameterize G˜, G˜/H and
H respectively and zM are decomposed into (xµ, yi). We can construct the right and left
invariant 1-forms on G˜ as
dgg−1 = −iEARTA, g−1dg = iEALTA, (C.2)
where A = 1, · · · , dimG˜ and TA represent the generators of G˜ which satisfy the Lie algebra of
G˜, [TA, TB] = ifABCT
C . We decompose TA into (T α, T a) where α = 1, · · · , dimG˜/H, a =
dimG˜/H + 1, · · · , dimG˜, and we assume that T a satisfy the Lie algebra of H which is a
subalgebra of G˜, [T a, T b] = ifabcT
c. The both of EAR and E
A
L satisfy the Maurer-Cartan
equation,
dEAR −
1
2
fABCE
B
R ∧ ECR = 0, dEAL −
1
2
fABCE
B
L ∧ ECL = 0, (C.3)
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We also introduce the right and left invariant 1-form for L(x) ∈ G˜/H and h(y) ∈ H as
follows:
dLL−1 = −i(eR)Aµ (x)TAdxµ, L−1dL = i(eL)Aµ (x)TAdxµ,
dhh−1 = −i(e˜R)am(y)T adym, h−1dh = i(e˜L)am(y)T adym. (C.4)
Then, we can write down the components of EAR and E
A
L explicitly:
(ER)
A
M =
(
(eR)
α
µ Ad(L)
α
b(e˜R)
b
m
(eR)
a
µ Ad(L)
a
b(e˜R)
b
m
)
, (EL)
A
M =
(
(eL)
β
µAd(h)βα 0
(eL)
β
µAd(h)βa (e˜L)
a
m
)
, (C.5)
where Ad is defined as the adjoint action gTAg−1 = TBAd(g)BA. The Cartan-Killing metric
on G˜ is defined as
ds2 = GMNdz
MdzN = −2Tr(dgg−1dgg−1). (C.6)
In terms of the components (C.5), the above metric is written as
ds2 = (eL)
α
µ(eL)
α
νdx
µdxν + {(e˜R)amdym − (eL)aµdxµ}2. (C.7)
We can regard the group manifold G˜ as the principal H bundle on G˜/H . By comparing
(C.7) and (3.5), therefore, we can make the following identifications:
(eL)
α
µ(eL)
α
ν = gµν , (eL)
a
µ = b
a
µ, (e˜R)
a
m(e˜R)
a
n = hmn, (C.8)
where gµν and hmn are the metrics on G˜/H and H , respectively, and b
a
µ are the local con-
nection 1-forms of the principal H bundle. Namely, we can regard (eL)
α
µ and (e˜R)
a
m as the
vielbein on G˜/H and H , respectively. The metric (C.6) is invariant under the right and left
actions of G˜. The corresponding right and left invariant Killing vectors on G˜ are defined in
terms of the inverse of EA as
LRA = −i(ER)MA ∂M , LLA = −i(EL)MA ∂M . (C.9)
By using (C.3), we can show that LRA and LLA satisfy the Lie algebra of G˜× G˜,
[LRA,LRB] = ifABCLRC , [LLA,LLB] = ifABCLLC , [LRA,LLB] = 0, (C.10)
and they also satisfy the Killing vector equations,
∇MLAN +∇NLAM = 0, (C.11)
where ∇M are the covariant derivative on G˜ and LAM = GMNLNA . We also define the
following operators:
LA = −i(ER)µA∂µ. (C.12)
One can show that LA do not depend on y
m and they satisfy [LA, LB] = ifABCLC by using
(C.10). Furthermore, we can show that
∇(G˜/H)µ LAν +∇(G˜/H)ν LAµ = 0, (C.13)
where LAµ = gµνL
ν
A. Namely, LA are the Killing vectors on the coset space G˜/H .
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D Metrics of SU(3), S5 and CP 2
In this appendix, for concreteness, we give an explicit form of the metrics of SU(3), SU(3)/SU(2) ≃
S5 and SU(3)/(SU(2)× U(1)) ≃ CP 2 [51]. We parameterize an element g of SU(3) as
g = L(χ, θ, ϕ, ψ)Z(τ)V (a, b, c), (D.1)
where
L(χ, θ, ϕ, ψ) = eiϕλ3eiθλ2eiψλ3e2iχλ5 ,
Z(τ) = e−i
√
3(τ−2π)λ8 ,
V (a, b, c) = e−iaλ3e−ibλ2e−icλ3, (D.2)
and 0 ≤ χ ≤ π
2
, 0 ≤ θ ≤ π, 0 ≤ ϕ < 2π, 0 ≤ ψ < 4π, 0 ≤ τ < 2π, 0 ≤ a < 2π, 0 ≤ b ≤ π
and 0 ≤ c < 4π. λ1, · · · , λ8 are the Gell-Mann matrices and satisfy Tr(λaλb) = 12δab. The
metric of SU(3) is given by
dS2SU(3) =−
1
2
Tr(dgg−1dgg−1)
=dχ2 +
1
4
sin2 χ
{
dθ2 + sin2 θdϕ2 + cos2 χ(dψ + cos θdϕ)2
}
+
3
4
{
dτ +
1
2
sin2 χ(dψ + cos θdϕ)
}2
+
1
4
{
e1 + cosχ(sinψdθ − sin θ cosψdϕ)}2
+
1
4
{
e2 − cosχ(cosψdθ + sin θ sinψdϕ)}2
+
1
4
{
e3 − 1
2
(1 + cos2 χ)(dψ + cos θdϕ)
}2
, (D.3)
where
e1 = − sin adb+ cos a sin bdc,
e2 = cos adb+ sin a sin bdc,
e3 = da+ cos bdc, (D.4)
which are the right invariant 1-form of SU(2). SU(3) is an SU(2)×U(1) bundle over CP 2.
The second line in the righthand side of (D.3) is the Fubini-Study metric of CP 2. The third
line represents the U(1) fiber structure while the fourth, fifth and sixth lines represent the
SU(2) fiber structure. SU(3) is also viewed as an SU(2) bundle over S5 ≃ SU(3)/SU(2).
The second and third lines together correspond to the metric of S5 ≃ SU(3)/SU(2). S5 ≃
44
SU(3)/SU(2) is viewed as a U(1) bundle over CP 2. The metric of the ordinary unit S5 is
given by the sum of the second and third lines with the factor 3/4 in the third line replaced
by 1/4.
E Fuzzy CP n
In this appendix, we give a brief review of a construction of fuzzy CP n [28, 31–35].
E.1 Functions on fuzzy CP n
Fuzzy CP n is a well-known example of noncommutative space which is given by the quan-
tization of coadjoint orbit of SU(n + 1) in terms of a certain matrix algebra acting on an
appropriate representation space V . We can determine this matrix algebra and the repre-
sentation space V by matching the spectrum of functions on CP n and that on fuzzy CP n.
In order to consider the spectrum of functions on CP n, We regard CP n as a coadjoint
orbit in the Lie algebra of SU(n+ 1).
CP n = { gtg−1 | g ∈ SU(n + 1)} ≃ SU(n+ 1)/(SU(n)× U(1)), (E.1)
where t is an element of the SU(n + 1) Lie algebra such that the stabilizer of t is given by
SU(n)× U(1). For example, for the case of CP 2, we can take t to be λ8 which is invariant
under SU(2)×U(1) adjoint action generated by λ1, λ2, λ3 and λ8. Functions on CP n should
be invariant under the action of SU(n) × U(1). Then, the space of functions on CP n is
given by a direct sum of the representation spaces of SU(n+1) which contain SU(n)×U(1)
invariant states:
C∞(CP n) =
∞⊕
J=0
V[J,0,··· ,0,J ] (E.2)
where we denote [J, 0, · · · , 0, J ] as the Dynkin index of SU(n+1), and V[J,0,··· ,0,J ] represents
the corresponding irreducible representation space of the SU(n + 1) Lie algebra. One can
show that V[J,0,··· ,0,J ] are the only spaces which contain the SU(n)× U(1) singlets.
The space of functions on fuzzy CP n is obtained by introducing a cutoff Λ in (E.2) as
Λ⊕
J=0
V[J,0,··· ,0,J ] = V[Λ,0,··· ,0] ⊗ V ∗[Λ,0,··· ,0]. (E.3)
By definition, it is obvious that the above spectrum on fuzzy CP n tends to the spectrum
(E.2) on CP n in the commutative limit Λ → ∞. Note that the righthand side of the
above equation can be viewed as a space of matrices. From this viewpoint, we make an
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identification V = V[Λ,0,··· ,0] and regard functions on fuzzy CP n as matrices acting on the
vector space V . In particular, the coordinates on fuzzy CP n are identified with
ξˆA = Lˆ
[Λ,0,··· ,0]
A , (E.4)
which are the generators of SU(n + 1) in the irreducible representation specified by the
Dynkin index [Λ, 0, · · · , 0]. These coordinates on fuzzy CP n are actually reduced to the
coordinates on CP n in the commutative limit through a map which will be defined in the
last part of this section.
E.2 Derivatives on fuzzy CP n
In order to construct differential operators on fuzzy CP n, let us recall the simplest case
of fuzzy CP 1 ≃ S2. In this case, we established the differential operators on fuzzy S2 in
appendix A. As shown in (A.34), the adjoint action of the SU(2) generators is reduced to
the action of the Killing vectors on S2 in the commutative limit. We can generalize this fact
into the case of fuzzy CP n with n ≥ 2. The adjoint action of the SU(n + 1) generators on
the space of square matrices (E.3), [Lˆ
[Λ,0,··· ,0]
A , · ], is mapped into the action of the Killing
vectors on the space of functions on CP n in the commutative limit.
E.3 U(1) monopoles on fuzzy CP n
Topologically nontrivial field configurations including U(1) monopoles can be realized on
fuzzy CP n. If we consider rectangular matrices in addition to the square matrices (E.3), the
concept of fiber bundles naturally arises. Let us again consider the case of fuzzy CP 1. We
have shown in appendix A that the basis of (2j+1)× (2j′+1) rectangular matrices, YˆJm(jj′),
are mapped into local sections of the U(1) fiber bundle on S2. In this correspondence, The
difference j − j′ is identified with the monopole charge q of the U(1) bundle. This fact is
also generalized into the case of CP n with n ≥ 2. For the case of CP n, we consider a space
of rectangular matrices,
V[Λ+q,0,··· ,0,] ⊗ V ∗[Λ−q,0,··· ,0,]. (E.5)
Here, the charge q is a half integer and we take Λ ± q to be integers. When q = 0, Λ is an
integer and this is the case of square matrices (E.3). We can show that elements of (E.5)
are mapped into local sections of U(1) fiber bundle on CP n with the monopole charge q.
Furthermore, we can extend the action of the differential operators [Lˆ
[Λ,0,··· ,0]
A , · ] discussed
above to the action on rectangular matrices as follows.
LˆA ◦ Mˆq = Lˆ[Λ+q,0,··· ,0]A Mˆq − MˆqLˆ[Λ−q,0,··· ,0]A , (E.6)
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where Mˆq is an element of (E.5). When q = 0, Mˆ0 is just a square matrix and LˆA◦ are
nothing but the commutators [Lˆ
[Λ,0,··· ,0]
A , · ]. The operators LˆA◦ map the space (E.5) to
itself and they are reduced to the angular momentum operators in the presence of a U(1)
monopole with the magnetic charge q in the commutative limit. We will show these facts in
the following subsections.
E.4 Fock space representation
In order to construct a map between matrices and functions on CP n, we introduce the Fock
space representation developed in [35]. Let a†α, α = 1, 2, · · · , n + 1 be a set of creation
operators and aα be a set of annihilation operators which annihilate the Fock vacuum |0〉.
They satisfy the Heisenberg commutation relations.
[aα, aβ] = [a†α, a
†
β] = 0, [a
α, a†β] = δ
α
β . (E.7)
By acting the creation operators on the vacuum state |0〉, we can construct the entire Fock
space F which is spanned by
|p1, p2, · · · , pn+1〉 = 1√
p1!p2! · · ·pn+1!
(a†1)
p1(a†2)
p2 · · · (a†n+1)pn+1|0〉. (E.8)
In terms of the operators (E.7), we can construct elements of the Lie algebra of SU(n+ 1),
LˆA = a
†
α(TA)
α
βa
β, (E.9)
where TA = Lˆ
[1,0,··· ,0]
A represent the generators of SU(n+1) in the fundamental representation.
We also define the number operator which commutes with all the operators in (E.9).
Nˆ = a†αa
α. (E.10)
The operators (E.9) and (E.10) act on the Fock space F , and satisfy
[LˆA, LˆB] = ifABCLˆC , [LˆA, Nˆ ] = 0. (E.11)
We can decompose the Fock space F into the eigenspaces of Nˆ as
F =
∞⊕
p=0
V[p,0,··· ,0], (E.12)
where p represent an eigenvalue of Nˆ . The basis of each eigenspace V[p,0,··· ,0] is formed by
|αp〉 = |α1, α2, · · · , αp〉 = 1√
p!
a†α1a
†
α2
· · · a†αp |0〉, (E.13)
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where αp is an abbreviation of a set of p indices, (α1, α2, · · · , αp).
Let us consider square matrices which are elements of (E.3). These matrices are generally
written as
Mˆ = MˆαΛβΛ |αΛ〉〈βΛ|. (E.14)
We define a new basis of these matrices to see the correspondence with the spectrum of
functions on CP n, (E.2):
YˆβJ
αJ = NnΛJPβJ ,τJαJ ,σJ |σJ ,γΛ−J〉〈τJ ,γΛ−J |, (E.15)
where Λ − J indices γΛ−J are contracted and PβJ ,τJαJ ,σJ is the projection operator onto
the representation space V[J,0,··· ,0,J ] which appeared in the decomposition (E.3), that is, it
removes all traces between αJ and βJ . For example,
Yˆ = NnΛ01, Yˆβ
α = NnΛ1
(
|β,γΛ−1〉〈α,γΛ−1| − 1
2
δαβ1
)
. (E.16)
Hence, YˆβJ
αJ belong to the representation V[J,0,··· ,0,J ] and they are mapped to the correspond-
ing spherical harmonics on CP n in the commutative limit which are elements of (E.2). NnΛJ is
an appropriate normalization constant which is determined by the following orthonormality
of the basis,
tr
(
(YˆβJ
αJ )†YˆτJ′
σJ′
)
= δJJ ′PαJ ,τJβJ ,σJ . (E.17)
In the case of n = 1, YˆβJ
αJ are essentially the same as the fuzzy spherical harmonics which
are defined in (A.25). The action of differential operators on fuzzy CP n is given by the
adjoint action of operators in (E.9). Then, one can evaluate the eigenvalues of the Laplacian
as follows:
[LˆA, [LˆA, YˆβJ
αJ ]] = J(J + n)YˆβJ
αJ . (E.18)
The above spectrum completely matches the spectrum of functions on CP n up to the cutoff
Λ.
In terms of the Fock space representation, we can also express rectangular matrices which
are elements of (E.5). Those rectangular matrices are generally expressed as
Mˆq = (Mˆq)
αΛ+q
βΛ−q |αΛ+q〉〈βΛ−q|. (E.19)
These matrices are expanded by a similar basis to (E.15). Note that the direct product
representation (E.5) is decomposed as
Λ⊕
J=|q|
V[J+q,0,··· ,0,J−q]. (E.20)
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For each representation space in (E.20) with fixed J , we can use the following basis:
Yˆ (q)βJ+q
αJ−q = NnΛJqPβJ+q,τJ−qαJ−q,σJ+q |σJ+q,γΛ−J〉〈τJ−q,γΛ−J |. (E.21)
As in the case of square matrices, PβJ+q,τJ−qαJ−q,σJ+q is a projection operator onto the space
(E.20) with fixed J and NnΛJq is a normalization constant which is determined by
tr
(
(Yˆ (q)βJ+q
αJ−q)†Yˆ (q)τJ′+q
σJ′−q
)
= δJJ ′PτJ+q ,αJ−qσJ−q ,βJ+q . (E.22)
When q = 0, Yˆ (0)βJ
αJ are identical with the square matrices (E.15). The action of differential
operators on Yˆ (q)βJ+q
αJ−q is given by (E.6). We can evaluate the eigenvalues of the Laplacian
as follows:
(LˆA◦)2Yˆ (q)βJ+qαJ−q =
(
J(J + 1) +
n− 1
n+ 1
q2
)
Yˆ (q)βJ+q
αJ−q . (E.23)
The above spectrum is the same as the spectrum of local sections of U(1) bundle on CP n
up to the cutoff. We show in the following that the rectangular matrices Yˆ (q)βJ+q
αJ−q are
indeed mapped to the local sections on CP n.
E.5 Relation between matrices and sections
Let us recall the spherical harmonics on CP n. In a spinorial basis, they are given by
Y˜βJ
αJ = NnJPβJ ,τJαJ ,σJ w¯σ1 · · · w¯σJwτ1 · · ·wτJ , (E.24)
In the above expression, wα are the coordinates of S2n+1 ≃ SU(n+ 1)/SU(n) which satisfy∑
α |wα|2 = 1 and the normalization constant NnJ is determined by∫
CPn
ωn (Y˜βJ
αJ )∗Y˜τJ′
σJ′ = δJJ ′PαJ ,τJβJ ,σJ , (E.25)
where ωn is the volume form on CP n. The functions (E.24) are invariant under the U(1)
phase rotation so that they can be regarded as global sections (functions) on CP n. We can
generalize (E.24) to a basis of local sections of the U(1) monopole bundle on CP n. The local
sections of the monopole bundle with the magnetic charge q can be expanded by
Y˜ (q)βJ+q
αJ−q = NnJqPβJ+q,τJ−qαJ−q,σJ+qw¯σ1 · · · w¯σJ+qwτ1 · · ·wτJ−q , (E.26)
which are normalized as∫
CPn
ωn (Y˜ (q)βJ+q
αJ−q)∗Y˜ (q)τJ′+q
σJ′−q = δJJ ′PαJ−q,τJ+qβJ+q,σJ−q . (E.27)
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Y˜ (q)βJ+q
αJ−q are not invariant under the U(1) phase rotation, so that they transform as
the local sections of the monopole bundle on CP n with the magnetic charge q. Note that
Y˜ (0)βJ
αJ are nothing but the global sections, Y˜βJ
αJ .
The relation between matrices and sections on CP n is given by the diagonal coherent
state map [35]. Let us consider a matrix Mˆq which is an element of (E.5) and expanded as
in (E.19). Mˆq corresponds to a section of the monopole bundle on CP
n through the map.
In particular, when q = 0, Mˆ0 is just a square matrix and corresponds to a global section on
CP n. The map to the sections is given by
M˜q(w, w¯) = 〈w,Λ+ q|Mˆq|w,Λ− q〉, (E.28)
where
|w, p〉 = 1√
p!
(wαa†α)
p|0〉. (E.29)
The map (E.28) is equivalent to the following replacement up to an over all constant factor,
(a†α)
L → w¯α, (aα)L → ∂
∂w¯α
,
(aα)R → wα, (a†α)R →
∂
∂wα
, (E.30)
where the superscripts L and R express that the operators act on matrices from the left
and right, respectively. Through this correspondence, (E.15) and (E.21) are mapped to
(E.24) and (E.26) respectively. Furthermore, the differential operators LˆA◦ on fuzzy CP n
are mapped to
LˆA◦ → L(q)A = w¯α(TA)αβ
∂
∂w¯β
− wα(T ∗A)αβ
∂
∂wβ
. (E.31)
When q = 0, these operators act on the functions (E.24) and they can be identified with the
Killing vectors on CP n. In the case q 6= 0, however, they act on the local sections (E.26) so
that the derivative along the U(1) fiber direction does not vanish and yields additional terms
which are proportional to the charge q. In this case, the operators (E.31) can be interpreted
as the angular momentum operators on CP n in the presence of a monopole with the charge
q.
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