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In the last 60 years conventional solid and electrolyte gating allowed sizable modulations of the
surface carrier concentration in metallic superconductors resulting in tuning their conductivity and
changing their critical temperature. Recent conventional gating experiments on superconducting
metal nano-structures showed full suppression of the critical current without variations of the nor-
mal state resistance and the critical temperature. These results still miss a microscopic explanation.
In this article, we show a complete set of gating experiments on Ti-based superconducting Dayem
bridges and a suggested classical thermodynamic model which seems to account for several of our
experimental findings. In particular, zero-bias resistance and critical current IC measurements high-
light the following: the suppression of IC with both polarities of gate voltage, the surface nature of
the effect, the critical temperature independence from the electric field and the gate-induced growth
of a sub-gap dissipative component. In addition, the temperature dependence of the Josephson
critical current seems to show the transition from the ballistic Kulik-Omelyanchuck behavior to the
Ambegaokar-Baratoff tunnel-like characteristic by increasing the electric field. Furthermore, the IC
suppression persists in the presence of sizeable perpendicular-to-plane magnetic fields. We propose a
classical thermodynamic model able to describe some of the experimental observations of the present
and previous works. Above all, the model grabs the bipolar electric field induced suppression of IC
and the emergence of a sub-gap dissipative component near full suppression of the supercurrent.
Finally, applications employing the discussed effect are proposed.
PACS numbers:
I. INTRODUCTION
Metals are believed to be insensitive to field-effect, be-
cause an external electric field vanishes within a depth
comparable to the Thomas-Fermi length (smaller than
the atom dimension). However, there is no physical rea-
son to exclude the possibility to modulate the conduc-
tivity of metallic thin films via charge accumulation or
depletion. Starting from the 50s several gating experi-
ments showed the impact of electrostatic charging on the
conductivity of metallic thin films [1–3] and on the transi-
tion temperature of metallic superconductors [4, 5]. Fur-
thermore, recent calculations about gating on a metallic
superconductor (Pb) showed that the electric field pene-
trates for a maximum depth of a few times the Thomas-
Fermi length and the perturbation to superconductivity
extends into the bulk of the superconductor for at least
one coherence length [6]. Conventional solid gating al-
lows to realize electric fields of the order of maximum 109
V/m. As a consequence, the maximum variation of free
carrier concentration is about a few percent within the
penetration depth of the electric field that is reflected in
a modulation of conductivity of the same order of mag-
nitude [3]. Analogously, superconducting metallic thin
films showed a change of the critical temperature TC of a
∗Electronic address: federico.paolucci@pi.infn.it
few percent when exposed to strong electric fields [4]. In
particular, charge depletion (negative field) caused an in-
crease of normal-state resistance and decrease of critical
temperature, while carrier accumulation (positive field)
originated lower resistance and higher critical temper-
ature. The advent of electrolyte gating [7], which re-
lies on the voltage-induced polarization of an electrolyte
(which is an ionic conductor and an electronic insulator)
between a counter electrode and the sample, allowed to
achieve electric fields as large as 1010 V/m and surface
carrier modulations of 1015 charges cm−2 for gate volt-
ages of the order of a few volts [8]. Therefore, conductiv-
ity modulations of about 10% have been demonstrated
in metals [9, 10], such as gold, copper and silver, and
sizable changes of the critical temperature of ∼ 1% in
metallic superconductors, such as for niobium [11] and
niobium nitride [12], have been achieved. Recent exper-
iments investigated the dependence both of critical cur-
rent IC and critical temperature of metallic supercon-
ductors (aluminum and titanium) on conventional solid
gating [13–15]. These studies focused on electric fields
reaching maximum intensities of the order of 108V/m,
where the variation of charge carrier concentration in
metals is negligibly small. As a matter of fact, on the
one hand the normal-state resistance and the supercon-
ducting transition temperature were independent of the
applied gate voltage, on the other hand the critical cur-
rent was suppressed for both polarities of the electric field
[13, 14]. These experimental results seem to exclude both
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FIG. 1: (a) Schematic representation of a typical FET de-
vice. The Josephson junction (blue) is current biased and the
voltage drop is measured with a room temperature voltage
preamplifer, while the gate voltages VG1 and VG2 are applied
to down (green) and up (violet) lateral gate electrode, respec-
tively. (b) Dependence of the critical current IC on the gate
voltage applied to both electrodes VG = VG1 = VG2 at a bath
temperature T = 50mK. (c) Log-log current-voltage (I − V )
characteristics of a DB − FET measured at T = 50mK for
different values of gate voltage VG = VG1 = VG2. (d) Depen-
dence of dV/dI on injection current I for VG = VG1 = VG2 =
26 − 40V with step size of 2V. The experimental traces are
vertically shifted for clarity.
charge accumulation/depletion and quasiparticles over-
heating at the origin of the supercurrent suppression,
but a microscopic explanation of the phenomenon is still
missing.
Here, we show an extensive set of solid gating experi-
ments performed on titanium-based Dayem bridge field-
effect transistors DB − FET s and a superconducting
thermodynamic model which seems able to support the
phenomenology typical of several experimental observa-
tions presented in this work and in the previous studies
[13, 14]. The article is organized as follows: Section II
presents a basic characterization of the electric field de-
pendent suppression of IC and the study of the joined
impact of two different electric fields on the critical cur-
rent; Section III shows the evolution of Josephson effect
with gate voltage and its interpretation through a theory
accounting for the change of the transmission probability
of the junction; Section IV displays the temperature de-
pendence of the resistance measured for different values
of injection current and gate voltage; Section V describes
the joined impact of electric and magnetic fields on both
critical temperature and critical current of the Dayem
bridge; Section VI presents a classical thermodynamical
that seems able to explain some of the observations such
as the gate voltage induced suppression of the critical
current and the invariance of the superconducting tran-
sition temperature; and Section VII describes in detail
two possible applications of our devices in the framework
of both quantum and classic computation.
II. BASIC CHARACTERIZATION OF
FIELD-EFFECT
Fig.1-(a) shows a schematic representation of a DB −
FET , where the top surface is a scanning electron mi-
crograph of a real device and the electrical connections
are represented. A typical gate-tunable Dayem bridge
Josephson junction consists of a titanium (Ti) strip (∼
4µm wide and ∼ 30nm thick) interrupted by a constric-
tion (∼ 125nm long and ∼ 300nm wide). Two side elec-
trodes [green and violet stripes in Fig. 1-(a)] placed at
a distance of ∼ 80 − 120nm from the constriction al-
low to independently apply two different gate voltages
VG1 and VG2 and, therefore, electric fields on the Joseph-
son junction (JJ) region. The DB − FET s were nano-
fabricated through single step electron beam lithogra-
phy (EBL) followed by evaporation of Ti on top of a
p++−doped silicon substrate covered with silicon dioxide
(300nm thick). The titanium thin films were deposited in
the ultra-high vacuum chamber (of base pressure on the
order of 10−11Torr) of an electron beam evaporator at
a rate ∼ 13A˚/s. The magneto-electric characterization
of the DB − FET s was performed in a filtered 3He-4He
dry dilution refrigerator (two stage RC− and pi−filters)
using standard four-wire technique. A DC current was
injected using a low-noise source, the voltage across the
bridge was measured by room-temperature preamplifiers,
and gate voltage was applied using a source measure unit
through different room temperature low-frequency filters
(τ ∼ 1− 100s) with identical results.
Measurements of the superconducting critical current
IC as a function of the same voltage applied simultane-
ously to both gate electrodes (i.e. VG = VG1 = VG2) at
a bath temperature T = 50mK are shown in Fig. 1-(b).
In full agreement with the first demonstrations of electric
field dependent modulation of critical current in metallic
BCS superconductors [13, 14], IC is almost unaffected
for low values of VG and starts to monotonically reduce
till its full suppression at a critical voltage VGC ' 26V
(IC is suppressed for both positive and negative values of
the gate voltage). Notably, the field-effect induced reduc-
tion of critical current in our DB − FET s is symmetric
in the polarity of VG. Since the intrinsic value of the
chemical potential of the different stable phases of tita-
nium does not reside at the van Hove singularity in the
electron density of states [16, 17] and the maximum su-
perconducting correlations occurs at the van Hove singu-
larity point, we can conclude that charge filling/depletion
[11, 12, 18–20] cannot be at the origin of such a behavior
(the critical current would increase/decrease for charge
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FIG. 2: (a),(b) Color plot of the normalized critical current
IC/IC0 as a function of VG1 and VG2 measured at a bath
temperature T = 50mK for two different devices (1 and 2).
(c) IC/IC0 vs VG1 for different values of VG2 indicated by the
arrows in plot (b). (d) IC/IC0 vs VG2 for different values of
VG1 indicated by the arrows in plot (b).
filling/depletion or vice versa).
Fig. 1 (c) displays the I−V characteristics of a Dayem
bridge field-effect transistor measured for different val-
ues of gate voltage (VG = VG1 = VG2) at a temperature
T = 50mK plotted in double-logarithmic scale. On the
one hand, for VG ≤ 26V, the current flow is dissipation-
less (V = 0) under the critical current, while above IC
the I − V characteristics is completely ohmic. On the
other hand, for VG ≥ 28V, charge transport is always
dissipative (V > 0), but the ohmic behavior (V ∝ I)
starts at I ' 5µA independently of the value of gate
voltage; furthermore, the emergence of a small jump in
the I−V characteristics at about 4µA is probably related
to the transition into the normal state of a small portion
of the device less affected by the electric field. The plots
in Fig. 1 (c) resemble the behavior of the critical current
in an overdamped Josephson junction near the critical
temperature in the presence of a sizeable thermal noise
[21]. Since our measurements are performed at about
0.1TC (TC ' 540mK) and there is no evidence of gate-
dependent thermal (or even electrical) noise, we excluded
such a mechanism as the origin of the presented effect.
The dissipative behavior in the transistors is empha-
sized by plotting the differential resistance dV/dI as a
function of injection current I for different values of the
gate voltage around its critical value VGC = 28V [see Fig.
1-(d)]. In particular, dV/dI shows a plateau under IC
only for VG = 26V, while for higher values of gate voltage
the dissipative contribution at low injection current rises.
Since the data are the numerical derivative of measure-
ments acquired by sweeping the injection current from
negative to positive values, the peaks for I < 0 represent
the retrapping current IR, whereas the spikes for I > 0
indicate the critical current IC . Notably, IR stays almost
constant in the range of applied gate voltages. The traces
in Fig. 1-(d) show two main features. First, the Dayem
bridge exhibits two transitions for values of gate voltage
approaching VGC [see also Fig. 1-(c)]. Second, only for
VG > 26V the critical current and the retrapping cur-
rent of both transitions are equal (IR = IC , because the
critical current lowers and the retrapping current cannot
exceed the value of IC), as reported in previous gating
experiments on BCS wires [13].
To study the electric field impact on a superconduct-
ing metal and its effect on IC , we measured the critical
current while applying two independent voltages VG1 and
VG2 to the side gate electrodes. The contour plots in Fig.
2-(a),(b) show the normalized critical current IC/IC0
(where IC0 is the critical current with no gate voltage
applied) as a function of both VG1 and VG2 measured
for two different DB − FET s (1 and 2) at T = 50mK.
The gate electrodes in sample 1 are placed at a distance
of about 120nm from the constriction, while in sample 2
they are separated by a gap of ∼ 80nm. The color plots of
our DB−FET s show a square-like shape [the rectangu-
lar shape in Fig. 2-(a) stems from the different distance
of the two gates from the active region] that indicates
the independence of the effects on the critical current of
VG1 and VG2. This behavior is highlighted by the plots
of IC/IC0 as a function of VG1 (VG2) for fixed values of
VG2 (VG1) shown in Fig. 2-(c),(d) for the contour plot
of Fig. 2-(b). On the one hand, the traces confirm the
independence of the critical voltage of one gate from the
other. On the other hand, the plots highlight a similar
reduction effect of VG1 and VG2 on IC . The small asym-
metry existing with the sign of VG1 and VG2 arises from
the experimental procedure followed to carry out the ex-
periments: both gate voltages were swept from negative
to positive values. As a consequence, due to a small hys-
teresis in the electric field response, the critical current
is slightly smaller for negative values of the gate voltage
[IC(−VG) . IC(VG)].
The phenomenology related to the dependence of the
effect of VG1 and VG2 on IC seems to suggest that the sup-
pression of critical current is related to a surface effect,
which nonlocally affects the superconductivity within a
distance of a few times of the superconducting coher-
ence length ξ, as recently calculated for another BCS
superconductor (Pb) [6]. Specifically, in similar experi-
mental conditions of the present measurements, i.e., in
solid-gated Ti wires far below TC , the electric field in-
duced suppression of critical current has been shown to
extend into the superconductor bulk for a few times the
coherence length [13].
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FIG. 3: (a),(b) Left panel: Critical current IC as a function of the bath temperature T for different values of gate voltage
VG = VG1 = VG2 measured on sample 1 and 2, respectively. Right panel: Fit of the behavior of IC vs T calculated with the
Kulik-Omelyanchuk theory generalized for an arbitrary effective transmissivity T of the Josephson junction [25]. The extracted
values of T correspond to the gate voltages represented with the same color in left panel. (c) Effective transmissivity T of the
JJ vs normalized gate voltage VG/VGC extracted for the devices 1 (purple) and 2 (blue).
III. JOSEPHSON EFFECT
The Dayem bridge geometry chosen for our devices al-
lows to study the dependence of the Josephson coupling
on the applied gate voltage VG = VG1 = VG2. The left
panels of Fig. 3-(a),(b) show the dependence of the crit-
ical current IC on the bath temperature T measured for
different values of VG. By increasing the gate voltage, on
the one hand the critical current is suppressed at every
temperature in the measured range (T < 600mK), while
on the other hand the Josephson supercurrent vanishes
always at the same bath temperature T , i.e., the tem-
perature when no gate bias is applied (TC ' 540mK).
We observe that the suppression of IC in a Josephson
junction due to quasiparticles injection generated by VG
would increase the effective electronic temperature Teff
[22]. Therefore, the Josephson supercurrent would van-
ish (IC = 0) when Teff = TC , but T < TC . As a con-
sequence, we can reasonably exclude quasiparticle over-
heating as the source of critical current suppression in
our DB − FET s.
A further analysis of the data shows that IC of the
pristine JJ (i.e., with VG = 0) has the typical Kulik-
Omelyanchuck [23] dependence on temperature charac-
teristic of a clean ballistic constriction, while near full
Josephson supercurrent suppression (VG ' VGC) the de-
vice has the Ambegaokar-Baratoff [24] behavior as a tun-
nel JJ [see the left panels of Fig. 3-(a),(b)].
The critical current of a Josephson constriction in the
short junction limit can be written [25]:
IC(ϕ) =
pi∆
2eRN
sinϕ√
1− T sin2 ϕ2
× tanh
[
∆
2T
√
1− T sin2 ϕ
2
]
,
(1)
where ϕ is the phase difference across the JJ , ∆ is the
pairing potential, e is the electron charge, T is the trans-
mission probability and RN is the contact normal-state
resistance. The latter can be written as RN = RSh/T =
(4pi2~)/(e2k2FST ), with RSh the Sharvin resistance, kF the
Fermi wave vector and S the constriction cross-sectional
area. On the one hand, for T = 1, Eq. 1 adheres to the
Kulik-Omelyanchuck advanced theory [23]. On the other
hand, for T  1 it reduces to the Ambegaokar-Baratoff
model [24].
We fit the experimental data using Eq.1. The right
panels of Fig. 3-(a),(b) show the theoretical traces cal-
culated for the experimental curves in left panels (the
values of T correspond to VGs represented with the same
color). We would like to stress that in our experiments
the normal-state resistance is unaffected by the electric
field. To use this model regardless, we take a phenomeno-
logical point of view and assume that some channels
do not contribute to the supercurrent. The microscopic
mechanism how this would occur is however unclear at
present. However, the fits show a good agreement with
the experimental data. In particular, the experimental
curves measured for increasing gate voltage correspond
5to theoretical curves calculated for decreasing effective
transmission probability. The theory is not able to grasp
is the change of concavity in the IC vs T trace near the
critical temperature when a gate voltage is applied. This
model considers a temperature-independent transmission
probability. However, since the effectiveness of the crit-
ical current suppression in similar structures has been
shown to decrease by increasing the temperature [13, 14],
we can speculate that the value of T arisng from the anal-
ysis of the present data should be temperature-dependent
(especially near TC).
To compare FET devices with gate electrodes placed
at different distances from the JJ we plot T as a function
of the normalized gate voltage VG/VGC [see Fig. 3-(c)].
Despite the critical voltages of the two transistors are
extremely different (V 1GC ' 4V 2GC with V 1GC and V 2GC
critical voltage of device 1 and 2, respectively), the effec-
tive transmission probability seems to show an universal
dependence on the normalized gate voltage. In particu-
lar, T drastically reduces in proximity of VGC suggesting
the gate-induced creation of dissipative regions into the
Dayem Bridge not able to carry the Josephson supercur-
rent. Furthermore, the dissipative states observed in the
I − V characteristics at high values of VG [as shown in
Fig. 1-(c)] seems to indicate the formation of disordered
puddle-like normal metal-superconducting regions with a
non-continuous superconducting path.
Summarizing, the entire phenomenology of the Joseph-
son critical current seems to be compatible with the
growth of dissipative regions in the Dayem bridge con-
striction by increasing the gate voltage and the creation
of a percolative path for the Josephson current translated
in the reduction of the effective transmission probability
of the junction.
IV. TEMPERATURE DEPENDENCE OF
RESISTANCE
The resistance vs temperature characteristics of the
FET s were obtained by low frequency lock-in technique
for different values of the gate voltage applied by a low-
noise source-measure-unit. The voltage drop was ampli-
fied through room-temperature differential amplifiers. To
evaluate the interplay of the bias current with the gate
voltage on the superconductor-to-normal metal transi-
tion we repeated the experiments for two values of the
current, I = 400pA and I = 1nA. In both cases we mea-
sured a resistance in the normal state RN ' 600Ω, in
agreement with the I − V characteristics in Fig. 1-(c).
Figure 4-(a),(c) show the temperature dependence of the
normalized resistance R/RN for selected values of the
gate voltage measured with I = 400pA and I = 1nA, re-
spectively. In agreement with previous reports on gating
of metallic wires [13] and Dayem bridges [14], the critical
temperature stays constant within the experimental er-
ror for all the studied values of VG. On the other hand,
a sub-gap dissipative component starts to grow at high
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FIG. 4: (a),(c) Normalized zero-bias resistance R/RN as a
function of temperature T measured in sample 1 for different
values of the gate voltage VG = VG1 = VG2 with 400pA (a)
and 1nA (c) current bias. (b),(d) Electrothermal parameter
α (top panel) and normalized resitance jump at the supercon-
ductor/normal metal transition ∆R/RN (bottom panel) as a
function of gate voltage VG = VG1 = VG2 for 400pA (a) and
1nA (c) current bias.
values of gate voltage for both injected currents [see Fig.
4-(a),(c)].
In order to highlight the dependence of the resistance
on both temperature and electric field and to give a quan-
titative analysis of the data we introduce two dimension-
less figures of merit: the electrothermal parameter α [26]
and the normalized resistance jump between supercon-
ducting and normal state.
The parameter α = TR(T,I)
dR(T,I)
dT , where the resis-
tance R depends on both temperature T and bias cur-
rent I, characterizes the sharpness of the superconduct-
ing transition. The top panels of Fig. 4-(b),(d) show
the dependence of the electrothermal parameter α calcu-
lated at half of the superconductor-normal metal tran-
sition (i.e. when R = RN/2 ' 300Ω) as a function of
gate voltage for I = 400pA and I = 1nA, respectively.
For all values of VG, the transition is sharper (i.e. the
parameter α assumes higher values) for low applied bias,
because depairing probability increases with biasing cur-
rent [27]. By increasing gate voltage α lowers, because
the superconducting transition widens in temperature
and decreases in height [see Fig. 4-(a),(c)]. The elec-
trothermal parameter shows strong fluctuations with VG
in correspondence of the beginning of the critical current
6suppression [see Fig. 1-(b)]. At these values of gate volt-
age the noise of the critical current rises [13, 14], because
the electric field apparently yields more instabilities to
the superconducting condensate. The latter is reflected
in a randomization of the superconducting transition and
a fluctuating parameter α especially for higher bias cur-
rent (where the depairing is naturally stronger).
The normalized resistance jump across the su-
perconducting transition is defined ∆R/RN =
[R(T = 480mK)− RN ]/RN and is a way to quantify the
zero-bias dissipative component growing with gate
voltage [see lowe panels of Fig. 4-(b),(d)]. The latter
starts to decrease at VG ' 25V for both the injec-
tion currents. By further increasing gate voltage the
normalized resistance jump decreases almost linearly
down to ∼ 0.75 for VG = 35V [where IC = 0, see Fig.
1-(b)] with a small difference (a few percent) between
the two bias currents. The growth of the zero-bias
dissipative component below the critical temperature
(in the following denoted with Rsup) once more seems to
suggest the creation and manifestation of normal metal
regions interrupting the superconductor and establishing
a percolative pattern for the Josephson supercurrent.
Furthermore, the invariance of Rsup with the current
seems to indicate that the remaining superconducting
regions can support a higher supercurrent, as evident
by looking at the low temperature I − V characteristics
shown in Fig. 1-(c).
V. JOINED IMPACT OF ELECTRIC AND
MAGNETIC FIELD
The interplay between electric field and magnetic field
was investigated both by zero-bias experiments (R vs B
at fixed VG) and by critical current measurements (IC
vs VG at fixed B). The experimental setups are already
presented in Sections II and IV, while the magnetic field
is applied out-of-plane (perpendicular to the supercon-
ducting film).
We first present the evolution of the critical magnetic
field BC with gate voltage VG measured with an injec-
tion current I = 1nA at a bath temperature T = 50mK
[see Fig. 5-(a)]. On the one hand, the onset of the su-
perconducting transition seems to slightly change with
increasing gate voltage. On the other hand, the width of
the transition increases with gate voltage until a resistive
component grows even at B = 0 [in agreement with the
R vs T experiments shown in Fig. 4-(a),(c)].
To quantify the evolution of the critical magnetic field
with the gate voltage we extrapolated the values of BC
at the onset, half and full transition, as shown in Fig.
5-(b). We define onset of the transition the values of
magnetic field corresponding to a zero-bias resistance of
600Ω [B(R = 600Ω)]. The onset of the transition stays
almost constant until the gate voltage reaches the criti-
cal value VGC = 18V, then the critical field slowly and
almost lineraly decreases of about the 10% of its intrinsic
value. The half-transition magnetic critical field, i.e. the
value of B for which R = RN/2 ' 300Ω, monotonically
lowers from B ' 115mT at VG ≤ 18V to B ' 74mT at
VG = 35V (with a total variation of about 35%). Finally,
the zero-resistance critical field drops very steeply with
gate voltage (in the range 18-29V) from B ' 100mT to 0.
The total suppression of the zero-resistance critical field
highlights the growth of a sub-gap dissipative component
as already reported in zero-bias experiments performed
at temperatures close to TC [see Fig. 4-(a),(c)].
The resistance in the superconducting state Rsup in-
creases with temperature for a fixed value of gate voltage,
as shown in Fig. 5-(c). This effect can be interpreted in
terms of strengthening of the depairing of the Cooper
pairs and the increasing probability of transition to the
normal state of small superconducting areas with rising
temperature.
Summarizing, the measurements of zero-bias resistance
as a function of magnetic field for different values of the
gate voltage provide useful information about the origin
of the Josephson critical current suppression. On the one
hand, the (almost) invariance of the transition onset for
large VG values suggests to exclude quasiparticles over-
heating as the origin of the suppression of superconduc-
tivity, because the transition onset is expected to lower
more evidently by increasing the electronic temperature
[28]. On the other hand, the behavior of the three critical
fields highlights the broadening of the normal metal-to-
superconductor transition which increases from ∼ 27mT
to ∼ 100mT, that could be due to the formation of nor-
mal metal areas. Possibly these normal portions could
affect the dependence of the zero-bias resistance on the
magnetic field due to inverse proximity effect [30, 31], but
the lack of a microscopic description of the effect impedes
to quantify their real impact.
We now focus on the combined impact of electric and
magnetic field on the critical current in the Dayem bridge
field-effect transistors. Figure 5-(d) shows the depen-
dence of IC on VG for different values of perpendicular-
to-plane magnetic field. The critical current suppression
is almost invariant with the polarity of electric field, the
plateau of constant IC widens by increasing magnetic
field and the critical voltage for full suppression of the
Josephson supercurrent VGC lowers by rising B. These
results resemble those reported on similar experiments
performed on superconducting wires [13] that do not
have a microscopic explanation yet (a phenomenologi-
cal ad hoc Ginzburg-Landau GL model was exploited to
make a comparison to the data [13]). The widening of
the plateau with rising magnetic field suggests again to
exclude quasiparticle overheating at the origin of super-
current suppression, because the dependence of IC on B
is more steep for temperatures approaching TC [29].
To highlight the decrease of the critical current mod-
ulation with the gate voltage for increasing values of
the magnetic field we calculated the transconductance
gm = dIC/dVG as a function of VG for different values
of B, as plotted in Figure 5-(e). The transconductance
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lowers by more than one order of magnitude by increas-
ing the magnetic field and its maximum value moves to-
wards lower electric fields (both in positive and nega-
tive polarity) by increasing B. In particular, the maxi-
mum of transconductance varies from gm ' 3.6µA/V at
VG = 26V for B = 0 to gm ' 0.2µA/V at VG = 18V for
B = 100mT.
The critical voltage is almost constant for small val-
ues of magnetic field and then decreases almost linearly
with B [see Fig. 5-(f)] from VGC ' 30V at B = 0 to
VGC ' 20V at B = 100mT. The variation of VGC with
the magnetic field is much stronger than with the temper-
ature [14] and resembles the behavior reported for solid
gated superconducting metal wires [13]. All this phe-
nomenology has no microscopic explanation yet.
VI. THERMODYNAMIC MODEL
The above experimental evidences and the recent
works on electric field dependent supercurrent suppres-
sion in metallic superconductors [13, 14] still miss a com-
plete microscopic interpretation. Here, by starting with
a simple working hypothesis we develop a classical ther-
modynamic model [30, 31] accounting for several experi-
mental observations.
We consider a rectangular superconducting wire with
dimensions Lx, Ly and Lz at temperature T < TC sub-
ject to a lateral electric field ~E pointing to the center of
the sample, as shown in Fig. 6. Our theory is grounded
on one key hypothesis: the electrostatic energy stored
in a superconductor is assumed to be larger than that
stored in a normal metal. This excess of electric energy
in the superconductor could be due to an increase of the
electric penetration length λS and/or of the permittivity
S , as theoretical studies on bulk superconductors [32–34]
and experimental observations on thin films [35] seem to
indicate. As a consequence, our working hypothesis can
be reduced to assume that θ = λSS − λN N > 0 where
λN and N are the penetration length and the permittiv-
ity in the normal state, respectively. Notably, under this
condition, superconductivity becomes unstable when the
excess electrostatic energy stored in the superconductor
is comparable to its condensation energy. To simplify
the discussion, we assume that the electric field is con-
stant within the region penetrated by the electric field.
The latter is a realistic hypothesis given the fact that
the distance of the gate electrodes from the supercon-
ductor (∼ 80 − 120nm) is much larger than the electric
field-penetrated region (< 1nm [6, 12]).
We denote with FS and FS the free energy density
and free energy associated to the superconductor, re-
spectively. We use analogous notations FN and FN for
the normal region. By following the standard thermody-
8FIG. 6: Superconducting wire of dimensions Lx, Ly and Lz
subject to a lateral electric field ~E along the y direction. λS
and λN are the electric field penetration length into the su-
perconducting S (blue and violet) and normal region N (dark
and light green), respectively. AS and AN are the areas of the
S and N regions, respectively. The boundary regions exposed
to the electric field have lengths dS and dN , respectively.
namic approach [30, 31, 36] we can write the free energies
associated to the superconducting and normal state as:
FS = VSFS + V TS,EuE,S
FN = VNFN + V TN,EuE,N (2)
where VS is the superconductor volume, VN is the normal
metal volume, while V TS,E and V
T
N,E are the volumes of
the superconductor and the normal metal penetrated by
the electric field, respectively. Above, uE,S =
1
2SE
2 and
uE,N =
1
2NE
2 are the electric field energy densities. It
is important to point out that from previous experiments
[12–14] and theoretical calculations [6] it turns out that,
in order to observe the electric field effect, the length
along which we apply the electric field is at most a few
times the coherence length. The present classical model
does not account for this microscopic information. In the
following we assume to be in these conditions.
A. Superconductor to normal metal transition
Here, we focus on the case when all the wire is in the
superconducting or in the normal state, thus, with re-
spect to Fig. 6 we assume that dN = 0 or dS = 0, i.e.
VS = V or VN = V where V = LzLxLz is the total vol-
ume. Accordingly, the volumes of the superconductor or
the normal metal penetrated by the electric field ~E can
be written as V TS,E = LzLx(2λS) or V
T
N,E = LzLx(2λN ),
where the factor 2 stems for the electric field applied to
both sides of the specimen.
In the presence of a static electric field, the supercon-
ducting state is energetically favorable when FN > FS .
Keeping the generic volume expressions, this inequality
reads:
UE,S − UE,N = ∆UE < V∆F (3)
where UE,S and UE,N are the electric field energies in
the superconductor and normal metal, respectively, and
∆F = FN − FS is the condensation energy density.
This equation determines the electrical critical energy for
which superconductivity is destroyed.
At T = 0, the condensation energy density can be
written as ∆F = N0∆
2
0/2 [31] where ∆0 is the zero-
temperature zero-field superconducting energy gap and
N0 is the density of states in the metal at the Fermi level.
From Eq. (3), we can define the critical electric field for
the superconductor-to-normal-metal transition as:
E2 < E2C =
Ly
2θ
N0∆
2
0. (4)
In order to give a rough estimate of EC and compare
it with the experimental values we use the parameters
extracted from our measurements. The width of the de-
vce can be extracted from the typical dimension of the
constriction Ly = 300 nm. The titanium energy gap is
given by ∆0 = 1.764 kB TC = 82µeV with TC ' 540mK,
and its density of states is N0 = 1.35 × 1047 J−1 m−3
[13]. Since the permittivities for both the superconduc-
tor and normal metal are unknown and their difference si
small [32–34], we assume both of them to be equal to the
vacuum, i.e., S = N = 0 = 8.85 × 10−12 F m−1. An
electric field penetrates a normal metal for a depth com-
parable to the Thomas-Fermi screening λT−F , therefore
we have λN = λT−F = 0.5 × 10−10 m. For a super-
conductor we speculate a penetration λS = δλN , with
the unknown scaling parameter δ > 1 since we assume
longer penetration in S than in N . In previous works on
linear-response of bulk superconductors the values of δ
approach 1 [32, 33]. Notice that the value of the criti-
cal electric field changes weakly with λS because of the
square root dependence in Eq. (4).
We now compare the theoretical values of EC with the
values extrapolated from the experimental data. By em-
ploying δ = 1.1 we get EC = 2.8 × 108V/m, while by
using δ = 1.01 the critical electric field is 8.9× 108V/m.
In sample 1, the critical gate voltage VGC ' 30V with
gate electrodes at a distance d ' 120nm from the con-
striction yields a critical electric field EC = VGC/d '
2.5 × 108V/m. In sample 2, the critical voltage is
VGC ' 10V (d ' 80nm) and, as a consequence, the criti-
cal field is EC ' 1.25 × 108V/m. We can conclude that
the theoretical model can be compatible with our exper-
iments given a small deviation from the screening length
of about 1 − 10%, which is sufficient for the observed
superconducting to normal metal transition.
B. Inhomogeneous state
The experimental data showed the growth of a sub-gap
dissipative state induced by the application of the exter-
nal electric field [see Fig.1-(c), Fig.4-(a),(c) and Fig.5-
(a),(c)] in agreement with previous results of gating ex-
periments on metallic superconductors [14]. In the fol-
9lowing we show how our thermodynamic model can also
account for the appearance of an inhomogeneous state
(where the superconductor and the normal state coex-
ist in the wire) inducing a dissipative component in the
transport characteristics.
In the superconductor-normal metal (S − N) inho-
mogeneous state the total volume of the wire can be
divided in superconducting and normal metal portions
V = VS + VN . Therefore, Eq. (2) has to take into ac-
count the superconductor and normal state reduced vol-
umes VS = LzAS and VN = LzAN where AS and AN
are the superconducting and normal metal surfaces, re-
spectively (see Fig. 6), and they are related by A =
LxLy = AS + AN (i.e. the total area needs to be con-
served). In particular, we assume that the region di-
rectly exposed to the electric field is divided in super-
conducting and normal metal areas Lx = dS + dN where
dS is the superconducting portion and dN is the dissi-
pative section. As a consequence, the free energies for
the superconducting and normal state can be written as
FS = VSFS + V TS,EuE,S and FN = VNFN + V TN,EuE,N ,
and the total energy associated to this configuration is
FS + FN .
We also need to consider the free energy contribution
at the S − N interface since passing from a supercon-
ducting to a normal region, the order parameter ψ must
change [30]. According to the Ginzburg-Landau theory
the latter gives a contribution to the free energy propor-
tional to ∇ψ. We denote the wall energy associate to the
interface with FW = Lzlγ where l is the total length of
the interface and γ is the surface energy per unit area
[30]. Therefore, the most general expression for the in-
homogeneous state free energy reads:
FI = VSFS +V TS,EuE,N +VNFN +V TN,EuE,S +FW . (5)
To have an inhomogeneous state, in addition to the
condition in Eq. (3), we require that FS(VS = V ) > FI
and FN (VN = V ) > FI , i.e. the S −N state is energet-
ically favorable with respect to both the fully supercon-
ducting and normal states. By considering the spatial
distributions of the superconducting and normal regions
V TS,E = LzdS(2λS) and V
T
N,E = LzdN (2λN ) (see Fig. 6),
the above inequalities reduce to:
LzAS∆F − LzdSE2(λSS − λN N )− FW > 0
−LzAN∆F + LzdNE2(λSS − λN N )− FW > 0.(6)
We rewrite the superconducting and normal metal ar-
eas as AS = χA and AN = (1 − χ)A, and the exposed
lengths as dS = ηLx and dN = (1−η)Lx. It is also conve-
nient to rescale the electric field over the critical electric
field [see Eq. (4)] and defined the ratio κ = FWV∆F . From
a physical point of view, the parameters χ, η and κ are
related to the energy of the superconductor (through the
area AS), to the energy stored in the superconductor in
presence of an electric field (since dS is the length of the
superconductor exposed to the electric field) and to the
superconductor-normal metal interface energy (through
FW ). We can now write the above equations as:
1− χ+ κ
1− η <
( E
EC
)2
<
χ− κ
η
. (7)
The necessary condition to have an electric field that can
satisfy these inequalities is χ > κ+η and gives the spatial
dimensions of the region over which the inhomogeneous
state is energetically favorable.
A more quantitative description of the distributions of
the superconducting and metallic regions would need a
microscopic theory, because the present theory is not able
to predict the value of FW = Lzlγ. In particular, it gives
a boundary on the total area AS but it is not able to
predict the length l of the superconductor-normal inter-
face. In addition, the surface energy γ can be estimated
only with the aid of a microscopic theory. In fact, the
GL formalism (generally used in similar situations) gives
information only when the order parameter can change
over the coherence length ξ [30, 31]. In the present ex-
periment Ly and Lz are shorter or of the same order of ξ
so that the GL theory does not hold and it fails to predict
the superconductor-normal metal surface energy.
Despite these limitations, the simple classical thermo-
dynamical model presented in this work predicts (for cer-
tain parameters and electric field) the emergence of an
inhomogeneous state induced by the static electric field.
The latter is compatible the experimental observations
emerging both in the I − V characteristics and in the
zero-bias resistance for high values of the gate voltage
(i.e. the electric field).
VII. POSSIBLE APPLICATIONS
The phenomenology presented in the above experimen-
tal sections of this work could pave the way to the de-
sign of a number of superconducting devices with gate-
tunable behavior and performances, such as interferome-
ters [37–39], photon-detectors [40], parametric amplifers
[41], coherent caloritronic systems [42–46], metallic gate-
tunable transmons (”gatemons”) [47, 48] and electric-
field-controlled cryotrons [49, 50]. In the following we
will focus on the last two aforementioned applications.
The Josephson coupling energy ED is related to the
junction critical current IC by ED = ~IC/2e, where
~ is the reduced Planck constant and e is the electron
charge. Therefore, the tunability of the critical Joseph-
son current of our Dayem bridge field-effect transistors
(see Fig. 1-b) is reflected in the possibility of controlling
ED across at least two orders of magnitude, as shown in
Fig. 7-a. This capability is nowadays exploited to imple-
ment superconducting qubits in the form of gate-tunable
semiconductor-based transmons [47, 48], the so-called
”gatemons”. Similarly our DB − FET s coul be the key
element for the realization of fully metallic gate-tunable
Dayem bridge transmons, the ”Dayemons”. In such a
configuration, the qubit is composed of the DB − FET
shunted by a capacitance CS and is capacitevely coupled
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to a transmission line resonant cavity [47] as depicted
in in Fig. 7-b. If the Josephson energy is far greater
than the charging energy (ED  EC), the qubit transi-
tion energy takes the form fQ '
√
8ECED/h, where the
charging energy can be calculated from the total capac-
itance Ctot through EC = e
2/2Ctot [47]. By assuming
Ctot = 100fF we can calculate the expected qubit fre-
quency for different values of the gate voltage applied to
our DB−FET s. For both the presented the devices the
qubit frequency can be tuned of more one order of magni-
tude by changing VG. In particular, for device 2 the value
of fQ stays constant for values of gate voltage reaching
4V [fQ(VG = 0−4V) ' 135GHz] and then monotonically
decreases by further rising VG [fQ(VG = 6.8V) ' 88GHz
and fQ(VG = 7.5V) ' 28GHz]. On the one hand, the
”Dayemons” are predicted to show similar performances
of conventional semiconductor-based transmons (”gate-
mons”) [47, 48]. On the other hand, the ”Dayemons” are
a monolitic architecture: they are made of a single super-
conducting metal without any interface between different
materials and any oxidation process. Therefore, this is
a robust and scalable technology for the implementation
of superconducting qubits.
The modulation of the critical current through an ex-
ternal gate electrode is one of the key elements of super-
conducting classic computation [51]. Recently, the chal-
lenge has been addressed by the development of nanocry-
otrons, the so-called nTrons, that use an input gate cur-
rent to tune the supercurrent transport of a metallic
channel [49, 50]. Analogously, the DB − FET can be
employed to realize an electric-field-controlled cryotron
EF − Tron, as depicted in Fig. 7-c, with the advantage
of a very large input-to-output impedance. The bias cur-
rent is chosen to be lower than the film intrinsic critical
current (Ibias < IC0), therefore for VG = 0 all the current
flows into the transistor and the output current is zero
(Iout = 0). When Ibias > IC(VG) the channel switches to
the normal state and Iout 6= 0. In our device we can em-
ploy Ibias = 10µA < IC0, consequently a load resistance
Rload = 1kΩ  RN would provide an output voltage of
10mV. On the one hand, in order to have a sizeable out-
put current the load resistance is required to be much
smaller than the normal-state resistance of the transis-
tor (Rload  RN ). Yet, values of Rload on the order of
the kiloohm are necessary to obtain significant output
voltages. As a consequence, transitors with high nor-
mal state resistance are requested. This can be achieved
by employing structures with channels consituted of long
metallic wires (a few µm) [13].
Fig. 7-d shows the schematic of the realization of the
NOT/AND/OR logic gates with the EF − Tron tech-
nology. The NOT gate is formed by the series of two
constrictions: the first can be tuned by the input gate
electrode (A) while the second is characterized by a crit-
ical current lower than Ibias. When the input A is low
the current can pass through the first constriction with-
out switching it, while the second constriction passes to
the normal state. As a consequence, the current flows
through Rload and the output signal is high. On the con-
trary, when A is high the first constriction switches to the
normal state and the current does not flow in the device
core. Therefore, the output signal is low. The AND and
OR logic gates (see Fig. 7-d) are realized by placing two
EF − Trons in parallel and the discrimination between
the two configurations resides in the magnitude of Ibias
compared to the critical current of the single constric-
tion: if Ibias > ICA = ICB the device behaves as an OR
logic gate, while if Ibias < ICA = ICB the architecture
works as an AND.
In this architecture the minimum switching energy
for a single logic operation is given by Esw ' LI2bias,
where L is the device inductance [49]. In our devices
L ' 1pH gives Esw ' 10−22 J for the switching of
a single bit, which is some orders of magnitude lower
than in single flux quantum systems [52]. Furthermore,
the switching time estimated from τ = L/RN is on
the order of 10−15 seconds that corresponds to switch-
ing frequencies of 1000THz. Finally, the EF − Tron
technology shows several interesting features for real cir-
cuits: strong gate/potential isolation, i.e. the measured
gate impedance has been measured to vary from 1 to
1000 TOhm dependening on the used dielectric material
[13, 14], low gate dissipation, and simple monolitic fab-
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rication process, structure and composition.
VIII. CONCLUSIONS
In conclusion, we showed a broad range set of trans-
port experiments performed on different fully metallic
Dayem bridge field-effect transistors and a thermody-
namic model which is able to account to some phe-
nomenologies of our findings.
The measurements of the critical current as a function
of gate voltage highlighted the suppression of IC in a sym-
metric fashion with the polarity of VG and the growth of
a sub-gap dissipative component just above the full anni-
hilation of supercurrent. Furthermore, the normal-state
resistance of our DB−FET turned out to be completely
insensitive to electric field. All these results suggest that
field-effect induced charge accumulation/depletion is too
small to be detected in our experimental conditions and
cannot be at the origin of the presented phenomenology.
By independently controlling the voltage (VG1 and VG2)
applied to two gate electrodes placed at the opposite sides
of the constriction we demonstrated the independence of
the effect of VG1 and VG2 on IC . As a consequence, all
this seems to suggest that the above described phenom-
ena occur at the metal surface and affect the supercon-
ductor over a few times the coherence length ξ.
The measurements of the Josephson current as a func-
tion of temperature showed the transition from a ballistic
constriction Kulik-Omelyanchuck behavior to a tunnel-
like Ambegaokar-Baratoff characteristic by increasing the
gate voltage. This change of behavior is confirmed by
fitting the experimental data with a model describing
the critical current of a generic Josephson junction. In
particular, the effective transmission probability of the
constriction extrapolated from the fits drops to zero for
values of gate voltage reaching its critical value VGC for
the different samples.
The zero-bias resistance measurements highlighted the
independence of the superconducting critical tempera-
ture and critical magnetic field (onset) on VG and the
growth of a sub-gap resistive component for gate voltages
approaching VGC (which is reflected in a widening of the
superconducting transition with B). These results are in
agreement with the IC vs VG measurements and suggest
that the electric field induces the creation of an inhomo-
geneous superconductor-normal metal state. The IC vs
B experiments showed two main features: the plateau of
the critical current with VG widens by increasing the out-
of-plane magnetic field, while the value of VGC lowers for
increasing B.
We presented a phenomenological thermodynamic
model which is able to account for some of the exper-
imental observations: the electric field-induced suppres-
sion of the supercurrent and the emergence of an inho-
mogeneous normal/superconducting state. The complete
understanding of the impact of the electric field on su-
perconductivity would benefit from a set of complemen-
tary experiments, such as probing the superconductor
density of states through tunnelling spectroscopy, inves-
tigating the phase rigidity in superconducting quantum
interference devices, examining the thermal transport in
phase-biased Josephson junctions, and studying the ki-
netic inductance in superconducting resonators.
From an application point of view, this phenomenol-
ogy paves the way to the realization of gate-tunable su-
perconducting devices such as interferometers [37–39],
photon-detectors [40], coherent caloritronic systems [42–
46], parametric amplifers [41], gate-tunable metallic su-
perconducting qubits [47, 48] and superconducting clas-
sic electronics [49, 50]. Finally, the use of higher critical
temperature or resistivity metallic superconductors, such
as vanadium and niobium, would boost the implementa-
tion of our technology in high-speed and low-dissipation
superconducting electronics.
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