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ABSTRACT
A scene classification algorithm based on global optimized framework is proposed． Firstly，the global
scene feature named spatial envelop is obtained from the whole image，the visual word of each image
block is extracted，and latent variable is defined to represent the semantic feature of the extracted visual
word． Secondly，the structure graph of latent state is introduced to represent the context of visual words．
In respect to scene classification strategy，objective function consisting of different potential functions is
constructed in which potential functions are defined to measure the relevance of the variables including
global scene feature，latent variables and scene category． Finally，the scene category of the image is
determined when the global optimized solution of objective function is obtained． The experiments on the
standard dataset demonstrate that the proposed algorithm achieves better results than the state-of-the-art
algorithms．
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1445 期 金泰松 等: 基于全局优化策略的场景分类算法
得较高的分类准确率［17］． 只采用极值点进行特征描
述忽略较多场景图像的内容细节，因此，本文采用对
图像进行均匀分块的 SIFT 特征提取方法． 首先对图
像进行网状分割，网格采样间隔为 8 个像素，然后在
每个网格采样点提取其周围 16 × 16 像素的区域进
行特征描述，将其划分为 4 × 4 个子块，分别在每个
子块上计算 8 个方向的梯度直方图，最后产生的
SIFT 特征向量就有 16 × 8 = 128 维，对应图像块大







为 x' = ( x'1，…，x'i，…，x'n ) ，其中，n为图像中图像块的
个数，x'i是第 i 个图像块的视觉单词标号． 定义隐变量
作为元素的向量 r = ( r1，…，ri，…，rn ) ，其中，ri ∈ R
是第 i 个图像块对应的隐变量，表示第 i 个视觉单词
的语义; R 是隐状态集合，表示视觉单词所有可能的
语义． 定义图像场景类别集 L = { 1，…，i，…，p} ，其













隐状态结构图 G( V，E) 由隐变量顶点集 V 和边
集 E 组成． 图像中每个图像块为一个隐变量顶点，共














减一) ，然后对环路结构子图计算最小生成树． 图 1
是隐状态结构图的各种子图．
( a) 环路结构图
( a) Graph of loop structure
( b) 环路结构子图
( b) Subgraph of loop structure
( c) 环路结构子图的最小生成树
( c) Minimum spanning tree for subgraph of loop structure
图 1 隐状态结构图的各种子图
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图 2 模型框架
Fig． 2 Framework of the proposed model
3． 1 全局优化模型的目标函数






定义 x = x'∪ x″是输入的观测向量，其中 x' 是
局部观察向量，是以图像块的视觉单词标号作为元
素的向量，x″ 是全局空间包络特征向量，l ∈ L 是场
景类别标记，则全局优化模型的目标函数定义为
f( x，r，l; w) =
f1 ( x'，r; α) + f2 ( r，l; β，γ) + f3 ( x″，l; δ) ，
其中 w = { α，β，γ，δ} 是模型参数; 相容函数 f1 ( x'，
r; α) 表示局部观测向量 x' 与以隐变量作为元素的
向量 r 的相容度，相容函数 f2 ( r，l; γ) 表示 r 与场景
类别 l 的相容度，相容函数 f3 ( x″，l; δ) 表示全局空间
包络五维向量与 l 的相容度．
接下来定义相容函数． 首先定义示性函数 Ι {·} ，
当{·}中条件满足时，该函数取值为1; 否则，取值为0．
相容函数




αa·Ι { ri = a}·x'i ，
相容度由参数 α 度量，其中 αa 表示隐状态为 a 的隐
变量与第 i 个图像块对应视觉单词的相容度; 相容
函数
f2 ( r，l; β，γ) = f'2 ( r，l; β) + f″2 ( r，l; γ) ，
其中，






βa，b·Ι { l = a}·Ι { ri = b}
表示单个隐变量与场景类别的相容度，由参数 β 度
量，其中 βa，b 表示隐状态为 b 的隐变量与场景类别
标记为 a 的相容度;









γa，b，c·Ι { l = a}·Ι { ri = b}·Ι { rj = c}
表示隐变量对与场景类别的相容度，由参数 γ 度量，
其中 γa，b，c 表示两个隐状态分别为 b 和 c 的隐变量对
与场景类别标记为 a 的相容性; 相容函数
f3 ( x″，l; δ) = ∑
a∈L
δa·Ι { l = a}·x″，
相容度由参数 δ 度量，其中 δa 表示场景类别为 a 与
空间包络特征的相容度．
图像的场景分类转化为全局优化问题:














存在 M 个训练图像 { ( x ( m) ，l( m) ) } Mm = 1 的图像
库，模型中需要估计的参数由 4 部分组成，即 w =
















f( x ( n) ，r，l) ≥
Δ( l － l( n) ) － ξn，n，l，















( Δ( l － l( n) ) + f( x ( n) ，r，l) ) ，
Qn = max
r









计算函数在点 w 处的次梯度，即 wP
n 和 wQ
n．




( Δ( l － l( n) ) + f( x ( n) ，r，l) ) 定
义可知: 求解最大值的函数表达式由两部分组成:
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f( x ( n) ，r，l) 和损失函数Δ( l － l( n) ) ; 其中 f( x ( n) ，r，l)
的最大值由置信度传播算法获得，Δ( l － l( n) ) 可通
过列举所有可能的场景类别标记计算，从而得到 Pn









围 16 × 16 像素的区域进行 SIFT 特征描述，得到
SIFT 特征向量集; 然后使用 K 均值算法对 SIFT特征
进行聚类． 所有的聚类中心得到视觉词典，其每个聚
类中心是一个视觉单词．




step 3 采用 2． 3 节方法构造图像的隐状态结
构图，然后提取图像的全局空间包络特征，在整个训
练图像库上，使用 3． 2 节方法进行参数估计．
测试步骤如下．








图像库，简称该图像库为 LSP 图像库． 该图像库总共
有4 485 张图像，是目前为止最大的自然场景图像
库，包括森林、海岸等自然场景图像及客厅、办公室
等人造场景图像，每类场景大约有 200 ～ 400 幅图





























相同． 其上下文无关模型的目标函数是 f1 ( x'，r; α)
+ f '2 ( r，l; β) ; 上下文相关模型的目标函数 f1 ( x'，r;
α) + f2 ( r，l; β，γ) ; 全局模型的目标函数是 f3 ( x″，l;
δ) ; 本文模型的目标函数是 f( x，r，l; w) ． 基于优化模
型的 4 种场景分类算法的平均分类准确率为; 上下
文无关模型为 68%，上下文相关模型为 72%，全局







下面给出一个场景分类实例． 图 4 是一幅城市
场景图像，图中包含建筑、公路和小汽车等语义对
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象． 本文定义
E1 = f1 ( x'，r; α) ，E2 = f2'( r，l; β) ，




Fig． 4 An inside city scene image
( a) 上下文无关模型
( a) Context-free model
( b) 上下文相关模型
( b) Context dependent model
( c) 全局模型
( c) Global model
( d) 本文模型
( d) The proposed model
图 5 分类结果和相容函数的取值










23 维上，这 3 维与城市场景图像中的 3 种语义对象
相符合，本文认为这较好地描述了场景图像的内容．
图 6 本文模型的隐状态分布直方图


























本文所有实验在 CPU 为 Pentuim Ⅳ 3． 2GB，内
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