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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ popisem procesu˚ probı´hajı´cı´ch ve firmeˇ Tieto Czech s
ohledem na pra´ci na oddeˇlenı´ spra´vy Unixovy´ch serveru˚ a virtualizace, kterou jsem vy-
kona´val. Obsahuje popis vybrane´ skupiny proble´mu˚ a jejich rˇesˇenı´ at’ uzˇ teoreticke´ tak i
prakticke´. Da´le jsou zde uvedene´ informace o zı´skany´ch znalostech a zkusˇenostech.
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Abstract
This thesis shows overview of processes in Tieto Czech s.r.o company, with focus on
work in Unix and Virtualisation team which I have done. It describes selected group of
problems and their solutions – theoretical or practical. Also it contains description of my
archieved experience and knowledge.
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tice, administration, LVM, DRBD, cluster
Seznam pouzˇity´ch zkratek a symbolu˚
VLAN – Virtua´lnı´ LAN dle IEEE 802.1q
PXE – Preboot Execution Envirnoment
DHCP – Dynamic Host Configuration Protocol, protokol pro dynamic-
kou konfiguraci IP adresy hosta
FTP – File Transfer Protokol, protokol pouzˇı´vany´ k prˇenosu souboru˚
SSH – Secure Shell, protokol pro sı´t’ove´ zprostrˇedkova´nı´
prˇı´kazove´ho rˇa´dku
runlevel – u´rovenˇ operativnı´ funkcˇnosti Unixove´ho syste´mu, kazˇdy´ run-
level obsahuje prˇeddefinovanou skupinu funkcionalit
LVM – Logical Volume Manager, spra´vce logicky´ch oddı´lu˚ disku˚
NIC – Network Interface Card, zarˇı´zenı´ sı´t’ove´ karty
RHEV – Redhat Enterprise virtualizace
VM – Virtual Machine, virtua´lnı´ stroj
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51 U´vod
Spolecˇnost Tieto Czech s.r.o [11] je mezina´rodnı´ IT spolecˇnost s dlouhou historiı´. Vznikla
v roce 1968 ve Finsku. Pu˚vodnı´ na´zev spolecˇnosti je Tietotehdas Oy a jejı´ pu˚sobnost
byla omezena pouze na loka´lnı´ za´kaznı´ky z odveˇtvı´ bankovnictvı´ a lesnı´ho pru˚myslu,
ktery´m zajisˇt’ovala chod sa´lovy´ch pocˇı´tacˇu˚. Na´sledneˇ s rostoucı´m vsˇeobecny´m za´jmem o
IT odveˇtvı´ se pu˚sobnost firmy rozsˇı´rˇila i na osobnı´ pocˇı´tacˇe a vy´voj softwaru. V 90. le´tech
20. stoletı´ dosˇlo k rychle´mu rozvoji oboru cozˇ meˇlo vliv i na rychly´ ru˚st spolecˇnosti.
V roce 1995 byl zmeˇneˇn na´zav spolecˇnosti na TT Tieto o dva roky pozdeˇji pouze na Tieto.
V te´to dobeˇ byla pu˚sobnost firmy rozsˇı´rˇena rovneˇzˇ na oblast telekomunikacı´. Od roku
1999 zacˇla spolecˇnost pouzˇı´vat obchodnı´ na´zev TietoEnator. Ten vycha´zel z na´zvu˚ dvou
spolecˇnostı´ – Tieto a noveˇ prˇipojene´ sˇve´dske´ partnerske´ spolecˇnosti Enator. Zhruba v te´to
dobeˇ dosˇlo rovneˇzˇ k rozsˇı´rˇenı´ pu˚sobosti spolecˇnosti na trhy mimo Finsko. Od brˇezna 2009
spolecˇnost opeˇt pouzˇı´va´ snadneˇji zapamatovateny´ na´zev Tieto.
Vy´znamny´m pocˇinem bylo otevrˇenı´ pobocˇky v Cˇeske´ Republice, ke ktere´mu dosˇlo
v roce 2004 akvizicı´ firmy Sikora. Z pu˚vodnı´ch neˇkolika ma´lo zameˇstnancu˚ se rozrostlo
cˇeske´ zastoupenı´ na soucˇastny´ch prˇiblizˇneˇ 1500 zameˇstnancu˚ pracujı´cı´ch v ru˚zny´ch obo-
rech.
V soucˇasnosti spolecˇnost Tieto zameˇstna´va´ po cele´m sveˇteˇ prˇiblizˇneˇ 18000 odbornı´ku˚
a poskytuje sve´ sluzˇby v oblastech telekomunikace, me´dia, financˇnı´ sluzˇby, automobi-
lovy´ pru˚mysl, energetika, drˇevozpracujı´cı´ pru˚mysl, zdravotnictvı´ a socia´lnı´ pe´cˇe, pru˚my-
slova´ vy´roba, obchod, logistika a verˇejna´ spra´va mnoha za´kaznı´ku˚m prˇeva´zˇneˇ ve skan-
dina´vsky´ch zemı´ch. V brzke´ dobeˇ je pla´nova´na expanze na Rusky´ trh a do Neˇmecka.
1.1 Sezna´menı´ s prostrˇedı´m
Svou praxi jsem vykona´val v ty´mu zaby´vajı´cı´m se spra´vou a implementacı´ Unixovy´ch
rˇesˇenı´ a virtualizace na platforma´ch X86.
Cˇeska´ pobocˇka Tieta zahrnuje trˇi na sobeˇ neza´visle´ na Unix zameˇrˇene´ ty´my, prˇicˇemzˇ
jeden ma´ svou pu˚sobnost rozsˇı´rˇenu rovneˇzˇ na platformu virtualizace. Toto rozlozˇenı´
odpovı´da´ historicke´mu modelu rozdeˇlenı´ ty´mu˚ orientovany´ch na ru˚zna´ odveˇtvı´. Prvnı´
ty´m spravuje pouze syste´my poskytujı´cı´ch financˇnı´ sluzˇby, sta´tnı´ sluzˇby a zdravotnictvı´.
Druhy´ ty´m ma´ na starost za´kaznicke´ syste´my z oblastı´ obchod, logistika, pru˚myslova´
vy´roba a prˇı´bozna´ odveˇtvı´. Ty´m, do ktere´ho jsem zarˇazen ja´ ma´, na starost telekomi-
nukace, me´dia a internı´ sluzˇby Tieta – ktere´ zhruba od poloviny roku 2009 zahrnujı´ i
virtualizaci.
Ty´my platforem u´zce spolupracujı´ s jiny´mi ty´my majı´cı´mi na starost dalsˇı´ sluzˇby.
Jednı´m z takovy´ch ty´mu˚ je skupina zaby´vajı´cı´ se spra´vou a alokacı´ diskovy´ch polı´. Ti
musı´ zajistit spra´vny´ chod diskovy´ch syste´mu˚ a jejich alokaci a viditelnost pro Uni-
xove´ a virtualizacˇnı´ servery. Dalsˇı´ vy´znamny´ ty´m je ty´m sı´t’ove´ podpory, ktery´ zajisˇt’uje
bezchybny´ provoz veˇtsˇiny sı´t’ovy´ch zarˇı´zenı´. Za zmı´nku stojı´ uve´st, zˇe veˇtsˇina sı´t’ovy´ch
prvku˚ pouzˇity´ch v infrastrukturˇe je znacˇky Cisco, prˇı´padneˇ Juniper. Jelikozˇ data ulozˇena´
na serverech musı´ by´t chra´neˇna proti ztra´teˇ, prˇı´padneˇ ulozˇena bezpecˇneˇ dle za´konu˚
desı´tky let, existuje rovneˇzˇ ty´m zaby´vajı´cı´ se za´lohova´nı´m. Z vy´znamny´ch ty´mu˚ stojı´
6rovneˇzˇ za zmı´nku skupina zaby´vajı´cı´ se rˇesˇenı´m a zu˚sobu˚ monitorova´nı´ sluzˇeb a ser-
veru˚. Kromeˇ Unixovy´ch platforem existujı´ rovneˇzˇ i specificke´ ty´my zaby´vajı´cı´ se spra´vou
operacˇnı´ch syste´mu˚ na ba´zi Microsoft Windows.
1.2 Struktura ty´mu
Unixovy´ ty´m, ve ktere´m jsem prova´deˇl praxi se skla´da´ z 15 lidı´. Ti jsou rozdeˇleni na
pracovnı´ky ve smeˇnne´m provozu a na ty, jezˇ deˇlajı´ jen dennı´ smeˇny. Jelikozˇ dennı´ smeˇny
majı´ pokry´vat veˇtsˇinu pra´ce, jsou tito lide´ da´le rozdeˇleni podle architektur, poprˇı´padeˇ
za´kaznı´ku˚ tak aby kazˇdy´ dennı´ pracovnı´k meˇl neˇjakou cˇa´st sve´ pu˚sobnosti. Pracovnı´ci na
smeˇnne´m provozu nejsou takto u´zce profilova´ni. Smeˇny jsou nastaveny do osmismeˇne´ho
provozu a probı´hajı´ po 7,5 hodina´ch dennı´ a odpolednı´ smeˇna a 12 hodin nocˇnı´ smeˇny.
Ja´ byl zarˇazen do dennı´ho provozu, se zameˇrˇenı´m prima´rneˇ na virtualizaci serveru˚ a
neˇkolika externı´ch za´kaznı´ku˚ z oboru Unixu.
1.3 Rozsah architektur
Architektury, s nimizˇ se mu˚zˇeme setkat prˇi pra´ci v ty´mu Unix jsou na´sledujı´cı´:
• Unixove´ syste´my
– Redhat Enterprise Linux, x86 a x86 64
– SuSe Linux Enterprise Server, x86 a x86 64
– SuSe Linux Enterprise Desktop, x86 a x86 64
– Debian, Ubuntu, a jine´ deriva´ty
– Sun Solaris, Oracle Solaris, Sparc a x86




– VMware vSphere, ESX, ESXi, 4.0 a vy´sˇ (x86 64)
– VMware Infrastructure, ESX, ESXi, 3.5 a nizˇsˇı´ (x86)
– Citrix XEN
– RedHat RHEV 3
– Oracle VM
Virtualizace byla zarˇazena k Unixovu prˇedevsˇı´m z du˚vodu˚ historicky´ch. Prvnı´ vir-
tualizacˇnı´ na´stroje byly vytvorˇeny pouze pro Linux, poprˇı´padeˇ meˇly v za´kladech skryto
Linuxove´ ja´dro. V dnesˇnı´ dobeˇ ovsˇem mnoho soucˇa´stı´ na´stroju˚ pro virtualizaci pokry´va´
spı´sˇe platformy Windows. U´speˇsˇny´ administra´tor tak musı´ zna´t vı´ce platforem.
72 Prostrˇedı´
Vsˇechny postupy ve firmeˇ odpovı´dajı´ prˇedem definoveny´m procesu˚m dle ITIL. Pra´ce





a nacha´zı´ se na druhe´ a trˇetı´ vrstveˇ trˇı´vrstve´ho modelu.
Prvnı´ vrstva (Tier) pokry´va´ prˇedevsˇı´m monitoring a rˇesˇenı´ jednoduchy´ch u´kolu˚. O to
se stara´ ty´m nazvany´ ControlDesk. Dalsˇı´m u´kolem prvnı´ vrstvy je kontakt s koncovy´mi
uzˇivateli. Ten obstara´va´ oddeˇlenı´ nazy´vane´ ServiceDesk. Na ty se ve spolecˇnosti Tieto
mu˚zˇeme obracet bud’to telefonicky, prˇes email nebo prˇes internı´ aplikaci MySupport.
Prvnı´ vrstva obecneˇ rovneˇzˇ pu˚sobı´ jako jake´si sı´to, ktere´ propustı´ jen opravdu relevantnı´
pozˇadavky a proble´my na dalsˇı´ vrstvy. Naprˇı´klad chvilkove´ prˇetı´zˇenı´ monitorovacı´ sou-
stavy, poprˇı´padeˇ nesmyslny´ pozˇadavek od uzˇivatele je zde uzavı´ra´n a nenı´ eskalova´n na
dalsˇı´ u´rovenˇ podpory.
Druha´ vrstva se stara´ o odborne´ rˇesˇenı´ proble´mu˚ a pozˇadavku˚, ktere´ se nedaly vyrˇesˇit
na prvnı´ vrstveˇ podpory. Prˇedpokla´da´ se zde jista´ u´rovenˇ znalostı´ a zkusˇenostı´ pra-
covnı´ku˚. Druha´ vrstva obvykle nema´ prˇı´my´ prˇı´stup k hardware.
Na trˇetı´ vrstvu by pak meˇly proniknout uzˇ jen velmi sofistikovane´ proble´my, ne-
rˇesˇitelne´ na prvnı´ vrstveˇ prˇedevsˇı´m z Problemove´ho nebo Change managementu. Nynı´
se ovsˇem pra´ce druhe´ a trˇetı´ vrstvy velice prˇekry´va´.
Da´le je do pra´ce specialisty zahrnut i Projektovy´ management. Ten pokry´va´ na´vrh,
pla´nova´nı´ a implementaci architektur novy´ch prostrˇedı´ a obsahuje procesy nutne´ k jeho
u´speˇsˇne´ realizaci a prˇeklopenı´ do fa´ze udrzˇovacı´, tj. Monitoring and Control.
Incident Managemet
Vsˇe v te´to oblasti se ty´ka´ rˇesˇenı´ jednora´zovy´ch, neopakujı´cı´ch se pozˇadavku˚ od kon-
covy´ch uzˇivatelu˚, cˇi z automaticke´ho monitoringu serveru˚ – takzvany´ch incidentu˚. Inci-
dent je pak definova´n jako uda´lost, jezˇ nenı´ soucˇa´stı´ beˇzˇne´ho provozu a mu˚zˇe zpu˚sobit
vy´padek, nebo omezenı´ sluzˇeb.
2.1 Problem Managemet
Cı´lem Proble´move´ho managementu je prˇedcha´zet vzniku uda´lostı´, ktere´ povedou opa-
kovaneˇ ke vzniku incidentu˚. Tedy veˇtsˇinou dojde k vytvorˇenı´ proble´mu na reakci na
neˇkolik neusta´le se opakujı´cı´ch incidentu˚. Vy´stupem proble´move´ho managementu by
meˇla by´t zmeˇna – change, ktera´ proble´m vyrˇesˇı´.
82.2 Change Managemet
Ma´ za u´kol nastavit sadu procesu˚ nutny´ch k provedenı´ netrivia´lnı´ zmeˇny v infrastrukturˇe.
Vyzˇaduje pecˇlive´ pla´nova´nı´ a obvykle i rezervaci lidsky´ch a vy´pocˇetnı´ch zdroju˚, cˇi schva´lenı´
koncovy´m za´kaznı´kem, cˇi uzˇivatelem. Mu˚zˇe by´t vy´sledkem proble´move´ho managementu,
ale nenı´ to nutneˇ podmı´nkou. Zmeˇny mu˚zˇou vnikat rovneˇzˇ i na pozˇadavek za´kaznı´ku˚.
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Jelikozˇ je veˇtsˇina z serveru˚ umı´steˇna ve skandina´vsky´ch zemı´ch a nemu˚zˇeme k nim
prˇistupovat prˇı´mo, pouzˇı´va´ se jejich spra´veˇ neˇkolik rozlicˇny´ch metod vzda´lene´ho prˇı´stupu.
Z du˚vodu˚ zajisˇteˇnı´ maxima´lnı´ bezpecˇnosti jsou servery ve spolecˇnosti Tieto chra´neˇny
firewally a na servery se se prˇistupuje skrz dedikovane´ konzolove´ servery, takzvane´
Jump Pointy. Prˇes ty se da´le mu˚zˇeme prˇipojovat bud’to na dalsˇı´ Jump Pointy, nebo jizˇ
na konkre´tnı´ servery.
K prˇipojenı´ k Jump Pointu˚m z pracovnı´ stanice specialisty se pouzˇı´va´ zabezpecˇne´
spojenı´ pomocı´ VPN, prˇes ktere´ na´sledneˇ proudı´ vesˇkera´ komunikace.
3.1 SSH, tunely a prˇı´stupy
Za´kladnı´ metodou pro prˇı´stup k serveru je protokol SSH, obsazˇeny´ ve veˇtsˇineˇ modernı´ch
Unixovy´ch syste´mech. SSH na´m zajisˇt’uje bezpecˇnou komunikaci mezi pocˇı´tacˇi. Umozˇnˇuje
prˇı´stup k prˇı´kazove´mu rˇa´dku vzda´lene´ho syste´mu. Rovneˇzˇ jej mu˚zˇeme pouzˇı´t pro kopı´ro-
va´nı´ souboru˚ mezi servery, pomocı´ rozsˇı´rˇenı´ protokolu SSH+SCP, nebo pro jaky´koliv
obecny´ prˇenos dat pomocı´ metody zvane´ tunelova´nı´. Tunelova´nı´ je technika, prˇi ktere´
je zapouzdrˇeno jedno nebo vı´ce sı´t’ovy´ch spojenı´ do jine´ho sı´t’ove´ho spojenı´, v tomto
konkre´tnı´m prˇı´padeˇ do jizˇ aktivnı´ho spojenı´ SSH se serverem. Tunelova´nı´ je celkem
pouzˇı´vanou metodou pokud se potrˇebujeme prˇipojit na neˇjakou sluzˇbu zabezpecˇenou
firewallem a jediny´ propousˇteˇny´ port je pro sluzˇbu SSH. V takove´m prˇı´padeˇ vytvorˇı´me
tunel skrz aktivnı´ spojenı´ SSH. Prˇı´kladem takove´mto spojenı´ mu˚zˇe by´t protunelova´nı´
”grafiky“, tedy protokolu˚ VNC poprˇı´padeˇ X-serveru skrz SSH.
Bezpecˇnost protokolu SSH je zajisˇteˇna transparentnı´m sˇifrova´nı´m, autentizacı´ klienta
a volitelnou kompresi dat.
Nejcˇasteˇjsˇı´mi pouzˇı´vany´mi klienty pro tento zpu˚sob prˇı´stupu je program PuTTy [13]
z prostrˇedı´ Windows (obra´zek 1), poprˇı´padeˇ rˇa´dkovy´ OpenSSH klient v Linuxovy´ch dis-
tribucı´ch.
Dalsˇı´ metodou prˇı´stupu na server je pouzˇitı´ protokolu RDP, tedy vzda´lene´ graficke´
plochy. Tato metoda je pouzˇı´va´na vy´hradneˇ pro prˇı´stup k serveru˚m s operacˇnı´m syste´mem
zalozˇeny´m na platformeˇ Windows.
Jinou mozˇnostı´ prˇipojenı´ na server je prˇı´stup prˇes integrovany´ kontrole´r vzda´lene´ho
prˇı´stupu. Ten je integrova´n prˇı´mo v hardwaru serveru˚ a umozˇnuje zobrazenı´ a monito-
ring stavu˚ serveru. Mozˇnosti se lisˇı´ od vy´robcu˚ konkre´tnı´ho hardware. Naprˇı´klad firma
IBM nabı´zı´ ve svy´ch servrech kontrole´r IMM, drˇı´ve nazy´vany´ ILO umozˇnujı´cı´ plnou
kontrolu nad serverem z webove´ho prohlı´zˇecˇe tak, jako by jsme byli u serveru fyzicky
prˇı´tomni. Mu˚zˇeme si prohle´dnout vy´stupy na obrazovku v plne´ graficke´ formeˇ, prˇipojit
obraz CD prˇes sı´t’, nebo server naprˇı´klad restartovat.
Poslednı´ pouzˇı´vany´ prˇı´stup na servery se ty´ka´ pouze serveru˚ virtua´lnı´ch. Zde se
pouzˇı´vajı´ metody konkre´tnı´ho hypervisoru a obvykle vyzˇadujı´ nutnost mı´t nainstalova´n
dalsˇı´ software. Za zmı´nku stojı´ trˇi nejpouzˇı´vaneˇjsˇı´. U spolecˇnosti VMware se pouzˇı´va´
prˇı´stup prˇes software VMware VSphere klient. Firma Red-Hat pro jejı´ virtualizaci zvolila
prˇı´stup prˇes svobodny´ protokol SPICE, plneˇ integrujı´cı´ podporu vzda´lene´ho prˇı´stupu
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Obra´zek 1: U´vodnı´ obrazovka SSH Klienta PuTTy
Obra´zek 2: Citrix ICA Client
a firma Citrix pouzˇı´va´ pro svu˚j produkt XenServer rˇesˇenı´ integrovane´ prˇı´mo do software
XenCenter, poprˇı´padeˇ rˇesˇenı´ postavene´ na technologii Citrix ICA klient.
3.2 Citrix XenApp
Ne vzˇdy je mozˇne´ pouzˇı´vat prˇı´my´ prˇı´stup k prostrˇedku˚m serveru˚. Zvla´sˇteˇ v prˇı´padeˇ,
zˇe pozˇadovana´ bezpecˇnost spravovane´ho syste´mu je tak velka´, zˇe nenı´ mozˇne´ otevrˇı´t fi-
rewally k jumppointu, poprˇı´padeˇ chceme zabezpecˇit i samotnou mozˇnost pouzˇı´t schra´nku
ke kopı´rova´nı´ textu˚ cˇi porˇı´zenı´ snı´mku˚ obrazovky.
XenApp je na´stroj vyvinuty´ spolecˇnostı´ Citrix Systems, ktery´ umozˇnˇuje uzˇivatelu˚m
prˇipojit se k jejich aplikacı´m pomocı´ tenke´ho klienta. XenApp hostuje aplikace na centra´lnı´m
serveru s tı´m, zˇe v rea´lne´m cˇase streamuje vesˇkere´ obrazove´ a perifernı´ data prˇes sı´t’
k uzˇivatelu˚m. Za´rovenˇ lze nastavit na serveru vysokou u´rovenˇ zabezpecˇenı´ tak, aby
nedosˇlo k zˇa´dne´ kompromitaci dat.
Citrix ICA klient je plugin do webove´ho prohlı´zˇecˇe, ktery´ umozˇnˇuje vyuzˇı´vat sluzˇeb
poskytovany´ch servery platformy Citrix XenApp. Na obra´zku 2 mu˚zˇeme videˇt za´kladnı´
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Obra´zek 3: Rozhranı´ Patrol Central Operator
obrazovku tenke´ho klienta s neˇkolika ikonkami aplikacı´ vypropagovany´ch z centra´lnı´ho
serveru.
Tento produkt je v Unixove´m ty´mu konkre´tneˇ pouzˇı´va´n k prˇı´stupu do vy´voja´rˇske´ho
prostrˇedı´ BITS, a k administraci sˇve´dske´ho virtualizacˇnı´ho prostrˇedı´.
3.3 Monitoring
Servery a aplikace na nich beˇzˇı´cı´ jsou sledova´ny neˇkolika mozˇny´mi zpu˚soby, prˇedevsˇı´m
vsˇak softwarem firmy BMC - Patrol [2], poprˇı´padeˇ open source rˇesˇenı´mi – Nagios [10]
nebo na´strojem monit. Jmenovane´ poslednı´ dva jsou vsˇak pouzˇity prˇiblizˇneˇ v 1% celkove´
infrastruktury a to veˇtsˇinou jen jakou podpu˚rne´ na´stroje. O spra´vne´ nastavenı´ funkcı´
monitoringu serveru˚ se stara´ specializovany´ ty´m.
BMC Patrol
BMC Patrol je monitorovacı´ syste´m vyvinuty´ firmou BMC Software. Skla´da´ se ze trˇı´ sa-
mostatny´ch komponent. Prvnı´ z nich je Agent
¯
. Ten je nainstalova´n na kazˇdy´ monito-
rovany´ syste´m. Dalsˇı´ komponentou je takzvany´ RT, neboli RealTime server. Ten sbı´ra´
informace z jednotlivy´ch agentu˚ a da´le je prˇeda´va´ centra´lnı´mu RT serveru. RT servery
tvorˇı´ takto stromovou strukturu. Korˇen stromu je da´le napojen na dalsˇı´ infrastrukturu,
tedy tiketovacı´ syste´m a poslednı´ komponentu. Tou je konzolovy´ server, nazy´vany´ Patrol
Central Operator (obra´zek 3). Ten ve formeˇ tluste´ho klienta zajisˇt’uje spojenı´ s RT servery,
ze ktery´ch doka´zˇe nacˇı´tat data a zobrazovat je v rea´lne´m cˇase uzˇivatelu˚m.
V prˇı´padeˇ, zˇe tedy dojde k porusˇe na neˇjake´ sledovane´ cˇa´sti infrastruktury, je auto-
maticky tento proble´m eskalova´n prˇes monitorovacı´ infrastrukturu tak, zˇe je vytvorˇen
incident tiket, a posla´n na prvnı´ vrstvu podpory. Zde dojde k vyhodnocenı´ proble´mu.
Specialista z prvnı´ vrstvy se prˇipojı´ na konzolovy´ server a zkontroluje status. Pokud ani
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Obra´zek 4: Rozhranı´ na´stroje BMC Remedy User
po prˇedem definovane´m cˇasove´m u´seku nedojde k zaniknutı´ proble´mu, je porucha vy-
hodnocena jako relevantnı´. Na´sledneˇ je jizˇ na specialistovi, zda je v jeho sila´ch poruchu
odstranit, nebo vyuzˇı´t mozˇnosti eskalovat tiket na odpovı´dajı´cı´ ty´m z druhe´ vrstvy pod-
pory.
3.4 Tikety
Podle modelu ITIL je kazˇdy´ pozˇadavek at’ uzˇ automaticky´, cˇi rucˇneˇ vytvorˇeny´ interpre-
tova´n jako takzvany´ Tiket.
K manipulaci s teˇmito Tikety je pouzˇı´va´n na´stroj firmy BMC, Remedy User [3]. Ten
je plneˇ integrova´n podle pozˇadavku˚ na korpora´tnı´ procesy. Kazˇdy´ Tiket obsahuje infor-
mace o tom, kdo jej vytvorˇil, jake´ je zada´nı´ proble´mu, do kdy musı´ by´t Tiket vyrˇesˇen –
takzvane´ SLA, neboli odkaz na dohodu o u´rovni sluzˇeb a da´le informace o tom, kdo na
proble´mu pracoval, pracovnı´ denı´k, odkazy na proble´my a dalsˇı´ informace nutne´ k jeho
rˇesˇenı´.
Tikety se deˇlı´ podle procesu˚, ke ktery´m patrˇı´ na Incidenty, Proble´move´ tikety a Tikety
zmeˇn, takzvane´ Change. Neza´visle na tom mu˚zˇeme vytvorˇit navı´c takzvane´ akcˇnı´ tikety,
ktere´ reprezentujı´ konkre´tnı´ prˇedem definovane´ zpu˚soby rˇesˇenı´ neˇjake´ho proble´mu a
by´vajı´ soucˇa´stı´ prˇedevsˇı´m zmeˇnove´ho nebo proble´move´ho managementu.
BMC Remedy User da´le umozˇnˇuje i vyhleda´va´nı´, takzˇe specialista pracujı´cı´ na neˇktere´m
z incidentu˚ mu˚zˇe zjistit, zda se nejedna´ o neˇjaky´ opakujı´cı´ se proble´m, poprˇı´padeˇ zda na
stejne´m typu incidentu nepracuje neˇkdo dalsˇı´, cozˇ mu˚zˇe v jisty´ch prˇı´padech urychlit a
zjednodusˇit pra´ci.















Obra´zek 6: Hypervizor typu 2
3.5 Virtualizace
V soucˇasne´ dobeˇ je ve velke´ oblibeˇ virtualizace. Jedna´ se o abstrakci prostrˇedku˚ hardwaru
na prostrˇedky softwarove´. Virtualizacˇnı´ software se pak da´le chova´ jako by se jednalo
o skutecˇny´ hardware. Software spusˇteˇny´ na takove´mto hardware je od neˇj izolova´n a
pouzˇı´va´ pouze cˇa´st jeho prostrˇedku˚.
V terminologii virtualizace nazy´va´me virtualizovany´ stroj jako guest (cˇesky host),
skutecˇny´ hardware pak jako host (cˇesky hostitel). Software, ktery´ se stara´ o virtualizaci
pak nazy´va´me hypervisor.
Virtualizace hardwaru vsˇak nenı´ jeho emulacı´. Hypervisor nedoka´zˇe emulovat neˇjaky´
kus hardware, ktery´ rea´lneˇ na hostiteli nema´me. Ne vsˇechen hardware je vsˇak schopny´
virtualizovat. K tomu aby jsme mohli u´speˇsˇneˇ pouzˇı´t konkre´tnı´ pocˇı´tacˇ, musı´ splnˇovat
podmı´nky definovane´ Gerald Popekem and Robertem Goldbergem v jejich cˇla´nku o vir-
tualizova´nı´ trˇetı´ generace architektur [12]. Modernı´ servery vsˇak disponujı´ nejen teˇmito
prostrˇedky, ale veˇtsˇinou i prostrˇedky pro hardwaroveˇ asistovanou virtualizaci. Na ta-
kove´mto hardware nenı´ pak naprˇı´klad nutne´ na u´rovni hypervisoru implementovat slozˇite´
algoritmy pro osˇetrˇenı´ privilegovany´ch vola´nı´ procesoru, ale mu˚zˇeme se spolehnout na
to, zˇe na´m jej zabezpecˇı´ hardware.
Hypervisory deˇlı´me na takzvane´ hypervizory Typu 1, neboli bare-metal a na hyper-
vizory Typu 2, neboli hostovane´.
Prvnı´ typ je spusˇteˇn prˇı´mo nad rea´lny´m hardware a vyuzˇı´va´ prˇı´mo jeho prostrˇedky.
Vy´hodou prvnı´ho typu je relativneˇ vysˇsˇı´ vy´kon dı´ky mozˇnostem vyuzˇitı´ cele´ho potencia´lu
hardware. Nevy´hodou je, zˇe sa´m hypervizor musı´ mı´t vesˇkere´ ovladacˇe pro dany´ hard-
ware. Sche´ma tohoto hypervisoru pokry´va´ obra´zek 5).
Druhy´ typ je spusˇteˇn jako proces nad neˇjaky´m konkre´tnı´m operacˇnı´m syste´mem a
vyuzˇı´va´ pouze prostrˇedky prˇideˇlene´ tı´mto konkre´tnı´m operacˇnı´m syste´mem. Druhy´ typ
hypervizoru je na OS plneˇ za´visly´ (vcˇetneˇ jeho omezenı´). Vy´hodou vsˇak mu˚zˇe by´t, zˇe
nepotrˇebujeme zˇa´dne´ specia´lnı´ ovladacˇe, a mu˚zˇeme spustit vı´ce instancı´ dane´ho hyper-
vizoru na jedine´m hostiteli. Sche´ma mu˚zˇeme videˇt na obra´zku 6.
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Nativnı´ virtualizace
Ta je neˇkdy take´ nazy´vana´ plna´ virtualizace. Hypervisor nabı´zı´ vesˇkere´ prostrˇedky pro
beˇh nemodifikovane´ho operacˇnı´ho syste´mu.
Cˇa´stecˇna´ virtualizace
U tohoto typu virtualizace jsou ne vsˇechny prostrˇedky hostitelske´ho syste´mu da´ny k
dispozici hostovi. Mu˚zˇe se jednat jak o instrukce procesoru tak o konkre´tnı´ hardwarove´
prostrˇedky. Hostovany´ syste´m tak mu˚zˇe vyzˇadovat modifikace ko´du, aby bylo mozˇne´ jej
na takove´mto hostiteli spustit.
Paravirtualizace
V tomto prˇı´padeˇ nenı´ simulova´no konkre´tnı´ hardwarove´ prostrˇedı´, ale pouze vytva´rˇen
jaky´si kontejner (dome´na) nad hardware tak, aby byly procesy od sebe navza´jem izo-
lova´ny jako by byly spusˇteˇny nad samostatny´m hardware. Takove´to programy vyzˇadujı´
specifickou modifikaci ko´du, aby byly vu˚bec spustitelne´ v paravirtualizacˇnı´m prostrˇedı´.
Obvykle je to rˇesˇeno modifikaci ja´dra operacˇnı´ho syste´mu a za´kladnı´ch syste´movy´ch
knihoven.
Du˚vodu˚ k virtualizova´nı´ serveru˚ mu˚zˇe by´t mnoho. Nejcˇasteˇjsˇı´m z nich je pozˇadavek
na rychlou instalaci. V situaci, kdy objedna´nı´ a doda´nı´ nove´ho serveru mu˚zˇe zabrat i
neˇkolik ty´dnu˚, je instalace serveru na virtua´lnı´ platformu ota´zkou neˇkolika ma´lo hodin.
Pokud navı´c pouzˇijeme neˇjaky´ template, cˇili prˇedem prˇipraveny´ obraz hotove´ho serveru,
mu˚zˇe se instalace zkra´tit azˇ na rˇa´dy neˇkolik minut. Dalsˇı´m obvykly´m du˚vodem virtua-
lizova´nı´ serveru˚ je vysoky´ vy´kon a cena hardwaru. Servery dnes, azˇ na male´ vy´jimky,
obvykle neˇkolikana´sobneˇ vy´konoveˇ prˇekracˇujı´ pozˇadavky softwaru. Dı´ky tomu, zˇe jed-
notlive´ virtua´lnı´ servery mu˚zˇou mezi sebou sdı´let prostrˇedky jednoho serveru fyzicke´ho,
mu˚zˇeme umı´steˇnı´m na jeden fyzicky´ hardware usˇetrˇit pro za´kaznı´ky du˚lezˇite´ finance,
ktere´ mu˚zˇou veˇnovat mı´sto na hardware do jine´ho odveˇtvı´.
Virtualizace ve spolecˇnosti Tieto
Ve spolecˇnosti Tieto se ve veˇtsˇineˇ prˇı´padu˚ pouzˇı´va´ prˇedevsˇı´m plna´ virtualizace prvnı´ho
typu (viz 3.5) a to produkt firmy VMware, vSphere [16]. Ostatnı´, minoritneˇ pouzˇı´vane´,
prostrˇedky k virtualizaci jsou Enterprise virtualizace spolecˇnosti RedHat[14] a Citrix
XenServer[4], ty i pro jejich mnohem nizˇsˇı´ na´klady na provoz nejsou doposud tak po-
pula´rnı´ jako konkurencˇnı´ produkt a to prˇedevsˇı´m kvu˚li jejich ne tak dokonale´ funkcˇnosti.
Struktura architektury VMware vSphere je na´sledujı´cı´. Na hostitelı´ch je nainstalova´n
hypervisor VMware ESX. Na´sledneˇ jsou hostitele´ po sı´ti propojeni do clusteru˚, umozˇnujı´cı´
zˇive´ migrace mezi jednotlivy´mi hostiteli, dynamicke´ sdı´lenı´ prostrˇedku˚, funkce vysoke´
dostupnosti, funkce distribuovany´ch sı´t’ovy´ch switchu˚ a dalsˇı´ funkcionalitu. Ke kazˇde´mu
hostiteli je prˇipojeno neˇkolik diskovy´ch polı´. Na ty se ukla´dajı´ obrazy virtua´lnı´ch stroju˚,
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prˇı´padneˇ instalacˇnı´ obrazy. Neposlednı´ du˚lezˇitou komponentou je takzvany´ vCenter Ser-
ver. Jedna´ se o dedikovany´ server, na ktere´m je nainstalova´n software spravujı´cı´ funkce
cele´ho clusteru, prˇı´padneˇ samostatny´ch hostitelu˚. Ten skrze agenta ovla´da´ jednotlive´ hy-
pervizory. Dalsˇı´ komponentou architektury je databa´ze. Do te´ se ukla´dajı´ vesˇkere´ infor-
mace o stavu clusteru a rovneˇzˇ logy z jeho cˇinnosti.
Ke spra´veˇ cele´ architektury se pouzˇı´va´ software vSphere Client. Jedna´ se o tluste´ho
klienta umozˇnujı´cı´ho na´m plnou kontrolu vsˇech prˇipojeny´ch hostitelu˚ a hostu˚. Rovneˇzˇ
umozˇnuje prˇipojenı´ na virtua´lnı´ monitory jednotlivy´ch virtua´lnı´ch stroju˚ tak, jako kdyby
jsme byli u fyzicke´ho monitoru toho konkre´tnı´ho hosta.
Dalsˇı´ mozˇnostı´ ovla´da´nı´ je VMware vSphere PowerCli. Jedna´ se o rozsˇı´rˇenı´ skripto-
vacı´ho na´stroje PowerShell [8]. Umozˇnˇuje na´m automatizovat vsˇechny prvky API, plat-
formy vSphere pomocı´ skriptu˚ a je mocny´m na´strojem pro prova´deˇnı´ u´kolu˚, ktere´ by byly
prˇi pouzˇitı´ pouze klasicke´ho vSphere klienta vysoce cˇasoveˇ nebo prostrˇedkoveˇ na´rocˇne´.
Poslednı´m vy´znamny´m pouzˇı´vany´m na´strojem je software VKernel VOPS (vOperati-
ons) [15]. Ten poskytuje silne´ mozˇnosti v oboru analy´zy a reportova´nı´ cele´ architektury
vSphere. Umozˇnˇuje generovat analy´zy vyuzˇitı´ prostrˇedku˚, prˇedpoveˇdi zatı´zˇenı´ jednot-
livy´ch clusteru˚, seznamy virtua´lnı´ch stroju˚ vcˇetneˇ detailu˚ a ma´ dalsˇı´ch mnoho uzˇitecˇny´ch
funkcı´.
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4 Rˇesˇene´ u´koly - UNIX
V na´sledujı´cı´ kapitole uva´dı´m vybrane´ proble´my rˇesˇene´ beˇhem praxe z oboru spra´vy
Unixove´ho prostrˇedı´ v rozsahu od jednoduchy´ch po vysoce cˇasoveˇ na´rocˇne´.
4.1 Plny´ souborovy´ syste´m
Ne vzˇdy se prˇi procesu na´vrhu nove´ho serveru podarˇı´ vhodneˇ navrhnout rozlozˇenı´ a
velikosti souborove´ho syste´mu, prˇı´padneˇ mu˚zˇe nastat situace, kdy bylo vsˇe navrzˇeno
spra´vneˇ pro beˇzˇne´ pouzˇı´va´nı´, ale nepocˇı´talo se s krajnı´mi prˇı´pady. Tehdy dojde za´koniteˇ
po jiste´ nedefinovane´ dobeˇ k zahlcenı´ neˇktere´ho z sˇpatneˇ navrzˇeny´ch souborovy´ch syste´mu˚
a je nutno prove´st kroky vedoucı´ k uvolneˇnı´ mı´sta. Tı´m mu˚zˇe by´t promaza´nı´ nepotrˇebny´ch
souboru˚, provedenı´ komprimace novy´ch souboru˚ nebo spusˇteˇnı´ prˇedem definovany´ch
cˇistı´cı´ch skriptu˚.
V prˇı´padeˇ, zˇe se nejedna´ jen o jednora´zove´ zaplneˇnı´, kdy by navrhovane´ kroky vedly
pouze k docˇasne´mu rˇesˇenı´, dojde k prˇeklopenı´ na zmeˇnovy´ management, a je nutno
objednat a prˇidat nove´ disky.
Zaplneˇnı´ disku˚ mu˚zˇe rovneˇzˇ vyvolat proces proble´move´ho managementu, kdy je
nutne´ vyrˇesˇit zdroj proble´mu˚ – procˇ se vlastneˇ disk zaplnil. Vy´stupem by meˇl by´t du˚vod
– naprˇı´klad sˇpatneˇ navrzˇena´ aplikace, uzˇivatele´ si tam nahra´li soubor, a podobneˇ a take´ rˇesˇenı´
v podobeˇ zmeˇnove´ho managemetu – opravme aplikaci, zakazˇme uzˇivatelu˚m nahra´vat velke´
soubory, prˇidejme disky, atd.
Konkre´tnı´ prˇı´klad mu˚zˇeme videˇt ve vy´pisu 1. Dosˇlo k zaplneˇnı´ disku v du˚sledku
intenzivnı´ho logova´nı´ aplikace. Log byl manua´lneˇ odrotova´n a zkomprimova´n. Mı´sto
bylo uvolneˇno.
# cd /var/ log
# find . −size +10000 −type f −exec ls −lh {} \;
−rw−r−−−−− 1 root wheel 10G Jan 1 15:24 xferlog
# fuser xferlog
xferlog : 29689
# cat xferlog | gzip −9 > xferlog.gz && :> xferlog
# df −h | grep var
/dev/wd0f 39.4G 13.8G 23.6G 37% /var
Vy´pis 1: Manua´lnı´ rˇesˇenı´ proble´mu plne´ho disku
4.2 Rozsˇı´rˇenı´ mı´sta na disku
Disky mu˚zˇeme deˇlit neˇkolika zpu˚soby. Bud’to pouzˇijeme klasickou tabulku oddı´lu˚, zna´mou
jizˇ z dob DOSu, kdy jednotlive´ oblasti disku zabı´rajı´ pevneˇ stanoveny´ rozsah bloku˚, nebo
mu˚zˇeme pouzˇı´t neˇktery´ z manazˇeru˚ logicky´ch disku˚, jako je LVM.
Klasicky´ zpu˚sob prˇina´sˇı´ znacˇne´ komplikace, pokud chceme s oddı´ly jakkoliv mani-
pulovat. Musı´me cely´ oddı´l smazat, data prˇedtı´m neˇkam odmigrovat a vytvorˇit jej zcela
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znova a data opeˇt nahra´t zpeˇt. To mu˚zˇe by´t (a je) neprˇijatelne´ v prostrˇedı´ch, kdy sluzˇby
musı´ by´t dostupne´ veˇtsˇinu cˇasu.
Proto se na serverech pouzˇı´va´ LVM. To na´m deˇlı´ disky na trˇi vrstvy. Fyzicky´ oddı´l
– PV (Physical Volume), ktery´ je reprezentova´na konkre´tnı´m blokovy´m zarˇı´zenı´m. Dalsˇı´
vrstvou je skupina oddı´lu˚, neboli Volume Group – VG, ta se vytva´rˇı´ nad jednı´m nebo vı´ce
fyzicky´m oddı´lem a jedna´ se prakticky o jaky´si pool dostupne´ho volne´ho mı´sta. Nad VG
na´sledneˇ vytva´rˇı´me logicke´ oddı´ly, neboli LV – Logical Volume. LV reprezentujı´ konecˇne´
blokove´ zarˇı´zenı´, nad ktery´m mu˚zˇeme da´le vytva´rˇet souborove´ syste´my.
Rozsˇı´rˇenı´ takove´ LV pak nenı´ zˇa´dny´ proble´m, pokud je ve VG mı´sto, pouze spustı´me
prˇı´kaz na rozsˇı´rˇenı´ a na´sledneˇ provedeme i rozsˇı´rˇenı´ souborove´ho syste´mu.
# zvetseni logicke volume o 10G
lvextend −L+10G /dev/vg root/lv data
# on−line zvetseni FS
resize2fs /dev/vg root/ lv data
Vy´pis 2: Rozsˇı´rˇenı´ LVM oddı´lu
V prˇı´padeˇ, zˇe v VG nenı´ mı´sto, mu˚zˇeme prˇidat jeden nebo vı´ce PV do te´to skupiny,
cˇı´mzˇ celou VG prˇı´slusˇneˇ rozsˇı´rˇı´me.
# vytvoreni nove PV na zarizeni
pvcreate /dev/sdx1
# rozsireni VG o novy disk
vgextend /dev/vg root /dev/sdx1
Vy´pis 3: Prˇida´nı´ zarˇı´zenı´ VG
Dalsˇı´ mozˇnostı´, dostupnou v soucˇasnosti ve stabilnı´ verzi pouze v Solarisu a BSD
je pouzˇitı´ souborove´ho syste´mu ZFS. Ten v sobeˇ integruje manazˇer logicky´ch disku˚ a
high-performance souborovy´ syste´m podporujı´cı´ deduplikaci dat, snapshoty, transpa-
rentnı´ kompresi, sˇifrova´nı´ a jine´ mozˇnosti. Vı´ce o ZFS se mu˚zˇeme docˇı´st na stra´nka´ch
spolecˇnosti Oracle [zfsora].
V prˇı´padeˇ ZFS je rozsˇı´rˇenı´ souborove´ho syste´mu trivia´lnı´, jelikozˇ ten dı´ky pouzˇı´va´nı´
takzvany´ch poolu˚ namı´sto klasicke´ interpretace oddı´lu˚ zprˇı´stupnı´ novy´ disk do poolu
okamzˇiteˇ.
zpool add striped c1d2
Vy´pis 4: Prˇida´nı´ prostoru prˇi pouzˇitı´ ZFS
4.3 Spadle´ procesy, sluzˇby
Ne vzˇdy fungujı´ vsˇechny sluzˇby bezproble´moveˇ. Vlivem sˇpatneˇ napsane´ aplikace, prˇı´padneˇ
chybeˇ hardwaru, nebo neˇjake´ blı´zˇe nespecifikovane´ chybeˇ dojde k pa´du neˇjake´ aplikace.
V takove´m prˇı´padeˇ dostaneme z monitoringu varova´nı´, zˇe neˇktera´ z instancı´ dane´ho pro-
cesu ma´ podlimitnı´ pocˇet potomku˚. Je tedy nutno se prˇihla´sit na server, prove´st kontrolu
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jake´ procesy jsou spusˇteˇny. Pokud sledovany´ proces nebeˇzˇı´, je nutno jej spustit, pokud
beˇzˇı´, je nutno zkontrolovat v jake´m stavu se nacha´zı´. V prˇı´padeˇ velky´ch proble´mu˚ je
nutno projı´t logy aplikace, poprˇı´padeˇ prove´st trace nebo debugova´nı´ procesu. Dlouho-
doby´ stav vy´padku aplikacı´ mu˚zˇe ve´st azˇ k proble´move´mu managementu.
4.4 Spra´va uzˇivatelsky´ch u´cˇtu˚
Mu˚zˇe se jednat o prˇida´va´nı´, maza´nı´ prˇı´padneˇ u´pravu uzˇivatelsky´ch u´cˇtu˚. Do firmy Ti-
eto kazˇdy´m meˇsı´cem prˇicha´zejı´ novı´ uzˇivatele´ a jinı´ jsou propousˇteˇni. Rovneˇzˇ za´kaznı´ci
potrˇebujı´ cˇas od cˇasu prˇı´stup na sve´ servery z rozlicˇny´ch du˚vodu˚. Jednı´m z nich mu˚zˇe by´t
i audit externı´ spolecˇnostı´, prˇi ktere´m se oveˇrˇuje, zda je zabezpecˇenı´ serveru˚ dostatecˇne´
a odpovı´da´ aktua´lnı´m standardu˚m.
Pokud se nejedna´ o prˇı´lisˇ velke´ mnozˇstvı´ uzˇivatelu˚, prova´dı´ se spra´va rucˇneˇ. Prˇihla´sı´me
se na server, spustı´me prˇı´kaz pro prˇida´nı´ uzˇivatele, nastavı´me mu heslo, prˇı´padneˇ dalsˇı´
propriety a zasˇleme mu heslo elektronickou posˇtou.
Pokud se jedna´ o velke´ mnozˇstvı´ uzˇivatelu˚, prˇı´padneˇ serveru˚, je vhodne´ si napsat na
tento u´kol skript. Ve vy´pisu 5 mu˚zˇeme videˇt cˇa´st takove´hoto skriptu. Tento u´sek skriptu
rˇesˇı´ prˇida´nı´ uzˇivatele do skupiny sudo na vzda´lene´m serveru. Cely´ skript je napsany´ v
kombinaci jazyku˚ Expect a Unix shell rˇesˇı´cı´ prˇida´nı´ uzˇivatelu˚ na jeden azˇ vı´ce serveru˚.
Automaticky se prˇihla´sı´ na server jako privilegovany´ uzˇivatel, provede operace prˇida´nı´
a nastavenı´ opra´vneˇnı´. Po skoncˇenı´ skriptu pak jen zby´va´ rozeslat hesla prˇı´slusˇny´m
uzˇivatelu˚m. Tento skript je plneˇ ovladatelny´ konfiguracˇnı´mi promeˇnny´mi, ktere´ zajisˇt’ujı´
mozˇnost zmeˇnit heslo superuzˇivatele, pouzˇı´vat prˇeddefinovane´ hesla namı´sto automa-
ticky generovany´ch a jine´ dalsˇı´ detaily. Cely´ skript mu˚zˇeme nale´zt na CD tisˇteˇne´ verze
te´to bakala´rˇske´ pra´ce.
spawn ssh −l root ${ip}
expect {
stty −echo
”∗yes/no∗” { send ”yes\r”; exp continue }
”∗assword:” { send ”${PW}\r”; exp continue }
stty echo
”Last∗” { exp continue }
”∗#” {
send −− ”SISAT=\$\(grep −n \”ˆ%sudo\” /etc/sudoers | tail −n 1 | cut −d: −f1\)\r”
send −− ”if \[ 0\$\{SISAT\} −eq 0 \]; then\r”
expect ”>∗”
send −− ”cat <<SUDO2 >> /etc/sudoers\r”
expect ”>∗”
send −− ”## −−−ADDED BY SKRIPTOS BEGIN−−−\r”
expect ”>∗”
send −− ”## Allows people in group wheel to run all commands\r”
expect ”>∗”
send −− ”%sudo ALL=(ALL) ALL\r”
expect ”>∗”







send −− ”ISGROUP=\$\(grep −n \”ˆsudo:\” /etc/group | tail −n 1 | cut −d: −f1\)\r”
send −− ”if \[ 0\$\{ISGROUP\} −eq 0 \]; then\r”
expect ”>∗”









Vy´pis 5: Cˇa´st skriptu pro vytva´rˇenı´ uzˇivatelu˚
Za zmı´nku stojı´, zˇe v dobeˇ psanı´ te´to pra´ce se neˇkolik serveru˚ prˇevedlo pod spra´vu
na´stroje AARM, vyvı´jene´ho firmou Oracle, ktery´ umozˇnˇuje spra´vu a ovla´da´nı´ uzˇivatelsky´ch
u´cˇtu˚ prˇes webovy´ formula´rˇ, bez nutnosti hla´sit se fyzicky na servery. Azˇ budou vsˇechny
servery prˇevedeny pod tento na´stroj stane se pouzˇı´va´nı´ vlastnı´ch skriptu˚ zastaraly´m.
4.5 Audit
Jak jizˇ bylo zmı´neˇno v jedne´ z kapitol, docha´zı´ pravidelneˇ k kontrola´m bezpecˇnosti ser-
veru˚. To prova´deˇjı´ bud’to specializovane´ spolecˇnosti, ktery´m je jen umozˇneˇn prˇı´stup k
serveru˚m, nebo je dorucˇen skript, ktery´ je nutno spustit a auditorske´ spolecˇnosti dodat
pouze vy´sledky. U´kolem tedy je zajistit spusˇteˇnı´ konkre´tnı´ho skriptu na serverech tak,
aby vy´sledky byly snadno dostupne´. Jelikozˇ se jedna´ o velke´ mnozˇstvı´ serveru˚, opeˇt byl
vytvorˇen skript v jazyce Expect, ktery´ je schopen takovy´to u´kol vykonat.
spawn ssh −l $user $host
expect {
”∗yes/no∗” { send ”yes\r”; exp continue }
”∗assword:∗” { send ”$userpw\r”; exp continue }
”passwd: all∗” { exp continue}
”∗denied∗” { puts ”ERROR − Password for $user is incorrect.”; exit 0 }
−re ”\[\%$#>\]” { incr logged in 1 }
−re ” ..∗ ” {
if { !$logged in && $motd counter <= $motd max} {
incr motd counter 1
exp continue;
}
Vy´pis 6: Cˇa´st skriptu rˇesˇı´cı´ prˇipojenı´ na server
Cˇa´st skriptu rˇesˇı´cı´ prˇipojenı´ na server a spusˇteˇnı´ prˇı´kazu je ve vy´pisu 6. Nejdrˇı´ve vy-
tvorˇı´me potomka ssh procesu. Na´sledneˇ je nutne´ otestovat, zda server neposlal zˇa´dost
o akceptova´nı´ ssh klı´cˇe. Na´sledneˇ se pokusı´me odeslat heslo. V prˇı´padeˇ chybne´ho hesla
koncˇı´me skript. Jinak zjistı´me, zda ma´me prompt a pokud ne, je trˇeba pokracˇovat ve
vyhodnocova´nı´ doku neujistı´me, jaky´ je proble´m, nejvı´ce vsˇak motd max pokusu˚.
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4.6 Instalace novy´ch serveru˚
Instalace novy´ch serveru˚ jsou vy´znamnou soucˇa´stı´ zmeˇnove´ho managementu. Rovneˇzˇ
jsou du˚lezˇite´ pro vybudova´nı´ infrastruktury pro za´kaznicka´ prostrˇedı´.
Fa´ze pla´nova´nı´ je provedena odpoveˇdny´m ty´mem, ktery´ projedna´ vesˇkere´ podrob-
nosti se za´kaznı´kem a podle nich sestavı´ zmeˇnovy´ tiket. Ten je na´sledneˇ prˇeda´n na Uni-
xovou skupinu, kde probeˇhne samotna´ fa´ze vykona´nı´ instalace.
Ta probı´ha´ vzda´leneˇ, prˇes neˇktery´ z na´stroju˚ pro vzda´lenou kontrolu. Bud’to prˇes
tenke´ho klienta v prohlı´zˇecˇi, pokud se jedna´ o management rozhranı´ integrovane´ v ser-
veru, nebo prˇes program VMware vSphere Klient, pokud se jedna´ o virtua´lnı´ server.
Instalace probı´ha´ v neˇkolika fa´zı´ch. V prvnı´ fa´zi je nutno zajistit prˇipojenı´ instalacˇnı´ho
me´dia. To je bud’to zajisˇteˇno jizˇ prˇed spusˇteˇnı´m instalace prˇipojenı´m takzvane´ho in-
stalacˇnı´ho kabelu, cozˇ je specia´lnı´ dedikovana´ VLAN, obsahujı´cı´ PXE server a FTP server
se soubory nutny´mi pro instalaci, nebo je nutno prˇipojit CD prˇes virtua´lnı´ CD adapte´r
serveru. Z osobnı´ zkusˇenosti mu˚zˇu rˇı´ci, zˇe prˇi prˇipojenı´ CD je instalace mnohem rych-
lejsˇı´, jelikozˇ nenı´ utilizova´na jizˇ tak prˇetı´zˇena´ sı´t’. Dalsˇı´ fa´ze je samotna´ instalace, kdy jsou
v instalacˇnı´m programu nastaveny parametry jako rozlozˇenı´ disku˚, parametry spusˇteˇnı´,
nastavenı´ zabezpecˇenı´ a pozˇadovane´ soucˇa´sti syste´mu. V dalsˇı´ fa´zi docha´zı´ k dokoncˇenı´
konfigurace a instalace doplnˇku˚ a aplikacı´ serveru.
Nutne´ konfiguracˇnı´ zmeˇny jsou:
• Vypnutı´ X serveru.
To se prova´dı´ nastavenı´ parametru initdefault na hodnotu 3, cozˇ nastavı´ vy´chozı´
runlevel na spusˇteˇnı´ bez graficke´ho prostrˇedı´.
• Zaka´za´nı´ kla´ves Ctrl–Alt–Del.
Unixove´ servery se lisˇı´ od platformy Windows i v ohledech kla´vesovy´ch zkratek.
Je proto nutne´ zajistit, aby prˇi stisku Ctrl–Alt–Del nedosˇlo k restartova´nı´ serveru,
jak je tomu nastaveno ve vy´chozı´ hodnoteˇ. Tato zkratka by na platformeˇ windows
vyvolala prˇihlasˇovacı´ obrazovku, ale na Unixu by to mohlo mı´t fata´lnı´ na´sledky.
Je nutne´, aby byla tato zkratka ignorova´na, nebo pouze rozsvı´tila vypnutou obra-
zovku. To se nastavuje v souboru /etc/inittab zakomentova´nı´m prˇı´slusˇne´ zkratky.
• Instalace za´lohovacı´ho agenta.
Jelikozˇ agent se nedistribuje jako balı´k pro operacˇnı´ syste´m, ale pouze jako sada
souboru˚, je trˇeba prove´st neˇktere´ cˇa´sti instalace rucˇneˇ. Je trˇeba rucˇneˇ editovat sou-
bor servisu˚ a prˇidat tam za´znam o nove´ sluzˇbeˇ, da´le nakopı´rovat spousˇteˇcı´ skripty
na spra´vne´ mı´sto a rovneˇzˇ nastavit routova´nı´ pro sı´t’ovou kartu dedikovanou pro
za´lohova´nı´.
• Instalace monitorovacı´ho agenta
Ta se prova´dı´ spusˇteˇnı´m instalacˇnı´ho programu prˇes webovy´ prohlı´zˇecˇ. Je nutno
zadat prˇihlasˇovacı´ udaje na server, a instala´tor se jizˇ postara´ o vesˇkerou za´bavu.





















Primární node Sekundární node
Obra´zek 7: Sche´ma funkcionality DRBD
totizˇ sta´t, zˇe na serveru chybı´ neˇktera´ sdı´lena´ knihovna a agent se tudı´zˇ nespustil,
nebo vu˚bec nenainstaloval, anizˇ by to instala´tor zjistil. V takove´m prˇı´padeˇ je nutne´
klihovna doinstalovat a instala´tor znovu spustit.
Po teˇchto provedeny´ch zmeˇna´ch jsou jesˇteˇ odesla´ny akcˇnı´ tikety na ty´my, jezˇ nastavı´
a zprovoznı´ monitoring a za´lohy. Na´sledneˇ je server prˇipraven k pouzˇı´va´nı´.
4.7 Cluster
V neˇktery´ch prˇı´padech je pozˇadavek na stabilitu sluzˇby maxima´lnı´. Tehdy je nutne´ zvo-
lit prostrˇedky, jezˇ zajistı´, aby prˇi fyzicke´m pa´du serveru byla sta´le zajisˇteˇna maxima´lnı´
dostupnost sluzˇeb.
4.8 DRBD
DRBD je ovladacˇ blokove´ho zarˇı´zenı´, umozˇnujı´cı´ vytvorˇit sdı´leny´ diskovy´ prostor pro
vysoce dostupne´ clustery. Principem je vytvorˇenı´ zrcadlene´ho obrazu disku˚ mezi jed-
notlivy´mi stanicemi na sı´ti. Mu˚zˇeme jej take´ zjednodusˇeneˇ oznacˇit jako RAID1 prˇes sı´t’.
Vy´hodou tohoto rˇesˇenı´ je snadna´ konfigurace a pomeˇrneˇ vysoka´ stabilita dat.
Na obra´zku 7 mu˚zˇeme videˇt principia´lnı´ rozlozˇenı´. Pokud si operacˇnı´ syste´m pozˇa´da´
o blok dat, jsou tyto data prˇecˇtena z loka´lnı´ho disku. Prˇi za´pisu docha´zı´ opeˇt nejdrˇı´ve k
za´pisu na prima´rnı´ (loka´lnı´) disk, na´sledneˇ jdou data odesla´na po sı´ti na sekunda´rnı´ disk.
V za´vislosti na konfiguraci mu˚zˇe by´t tato operace bud’ synchronnı´, nebo asynchronnı´.
22
Vy´hodou DRBD je, zˇe se jedna´ cˇisteˇ o ovladacˇ blokove´ho zarˇı´zenı´. Neobsahuje tak sa´m
osobeˇ zˇa´dny´ souborovy´ syste´m a my na neˇj mu˚zˇeme aplikovat libovolny´ dostupny´ v
dane´ distribuci.
Beˇhem sve´ praxe jsem DRBD nastavoval celkem trˇikra´t. Dvakra´t v rezˇimu jednoho
prima´rnı´ho uzlu, cozˇ je standardnı´ rezˇim a jednou v rezˇimu vı´ce prima´rnı´ch uzlu˚.
Nastavenı´ jednoho prima´rnı´ho uzlu je celkem trivia´lnı´. Jedine´, co musı´me zajistit je,
aby v prˇı´padeˇ vy´padku jednoho z uzlu˚ byl ten prvnı´ odstaven. K tomu se pouzˇı´va´ me-
toda STONITH, cozˇ je zkratka anglicke´ho Shoot Othet Node In The Head, neboli strˇel
druhy´ node do hlavy. Mu˚zˇeme rovneˇzˇ nastavit clusterovacı´ software, ktery´ se na´m stara´
o aplikace, aby se o likvidaci spadle´ho node postaral sa´m. V takove´m prˇı´padeˇ nenasta-
vujeme STONITH v ra´mci DRBD, ale azˇ na u´rovni aplikacˇnı´ho clusteru.
Rezˇim dvou uzlu˚ je komplikovaneˇjsˇı´, toto nastavenı´ vyzˇadovalo specia´lnı´ podporu ze
strany aplikacˇnı´ho clusteru a take´ podporu ze strany samotne´ho souborove´ho syste´mu. K
iplementaci byl nakonec zvolen souborovy´ syste´m firmy RedHat, GFS2 – Global File Sys-
tem. A ke spra´veˇ logicky´ch oddı´lu˚ bylo zvoleno clusterovacı´ LVM. Nastavenı´ probı´halo
obdobneˇ jako prˇi rezˇimu jednoho prima´rnı´ho uzlu, s tı´m rozdı´lem, zˇe jizˇ od zacˇa´tku byly
vsˇechny sluzˇby ohledneˇ disku˚ konfigurova´ny jako zdvojene´. Za zmı´nku stojı´, zˇe toto
rˇesˇenı´ je mozˇne´ pouze s pouzˇitı´m aplikacˇnı´ho clusteru zalozˇene´ho na projektu Peacema-
ker.
4.9 Pacemaker, Corosync a RedHat Cluster Suite
Red Hat Cluster Suite je skupina softwarovy´ch balı´cˇku˚ integrovany´ch do distribuce Red-
hat Enterprise Linux. Obsahuje de´mona pro heartbeat, cluster manager a resource ma-
nager. Konfigurace se prova´dı´ editacı´ XML souboru cluster.conf , ktery´ obsahuje vesˇkerou
konfiguraci clusteru. Na´sledneˇ je trˇeba rucˇneˇ, nebo prˇı´kazem rozdistribuovat konfiguraci
na vsˇechny ostatnı´ nody clusteru. Ve vy´pise 7 mu˚zˇeme videˇt za´kladnı´ nastavenı´ clusteru
obsahujı´cı´ jednu sluzˇbu. Ta je soucˇa´stı´ jedne´ failover dome´ny, tedy skupiny serveru˚, ktere´
mezi sebou sdı´lejı´ sluzˇby, takzˇe prˇi vy´padku bude automaticky restartova´na.
<rm>
<services>
<service autostart=”1” checkinterval=”15” failoverdomain=”apache” id=”1” name=”apachesvc” \
userscript=”/etc/ cluster /apachesvc”>










Vy´pis 7: U´sek konfigurace sluzˇby RedHat Clusteru
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Pacemaker je OpenSource resource manager pouzˇı´vany´ v kombinaci s cluster ma-
nagerem Corosync. Jedna´ se o vysoce kvalitnı´ rˇesˇenı´ jak sestavit cluster. Umozˇnˇuje snadne´
nastavenı´ pomocı´ prˇı´kazove´ rˇa´dky. Rovneˇzˇ obsahuje prˇı´mou podporu sı´t’ovy´ch soubo-
rovy´ch syste´mu˚ GFS2, OCFS, a DRBD rˇesˇenı´. Ve vy´pise 8 mu˚zˇeme videˇt prˇı´klad prˇida´nı´
nove´ sluzˇby do konfigurace clusteru. Oproti nutnosti prˇidat rucˇneˇ cely´ blok XML u Red-
Hat Clusteru se jedna´ o trivia´lnı´ operaci.
bash# crm configure
CRM# primitive failover−apache lsb::apache op monitor interval=15s
CRM# verify
CRM# end
Vy´pis 8: Prˇida´nı´ sluzˇby apache do clusteru
4.10 Veritas Cluster
Veritas Cluster Server je kompletnı´ rˇesˇenı´ pro vysokou dostupnost aplikacı´ vyvı´jeny´ fir-
mou Symantec. Obsahuje proprieta´rnı´ rˇesˇenı´ sı´t’ove´ho souborove´ho syste´mu a blokove´ho
zarˇı´zenı´, a sˇirokou podporu skriptu˚ pro jednotlive´ aplikace, jako je Oracle databa´ze,
nebo aplikacˇnı´ server Tomcat. Tento cluster se vsˇak ve spolecˇnosti Tieto prˇı´lisˇ nepouzˇı´va´,
vzhledem k jeho vysoke´ ceneˇ. To je dle me´ho na´zoru ovsˇem sˇkoda, jelikozˇ v porovna´nı´ s
prˇedchozı´mi popsany´mi rˇesˇenı´mi nabı´zı´ mnohem veˇtsˇı´ mozˇnosti v oblasti konfigurace,
funkcionalit a administrace.
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5 Rˇesˇene´ u´koly - Virtualizace
Unixovy´ ty´m ma´ na starosti neˇkolik virtualizacˇnı´ch prostrˇedı´ zalozˇeny´ch na platformeˇ
VMware Vsphere. Hlavnı´ch z nich je takzvane´ kapacitnı´ prostrˇedı´, ktere´ obsahuje virtua´lnı´
hosty rozlicˇne´ho mnozˇstvı´ za´kaznı´ku˚, a v dobeˇ psanı´ te´to pra´ce se skla´dalo prˇiblizˇneˇ
z 50 hostitelu˚ a 2000 hostovany´ch virtua´lnı´ stroju˚. Na´sledujı´cı´ kapitoly obsahujı´ popis
neˇktery´ch rˇesˇeny´ch proble´mu˚ teˇchto prostrˇedı´ od nejednodusˇsˇı´ho po velmi na´rocˇne´.
5.1 Alokace
Prˇi instalaci serveru prˇicha´zejı´ rovneˇzˇ pozˇadavky na vytvorˇenı´ za´kladnı´ho sı´t’ove´ho prostrˇedı´.
Je proto nutno vytvorˇit pra´zdny´ obraz serveru v prostrˇedı´ VMware. To je celkem trivia´lnı´
operace, kdy je nutno se prˇihla´sit na vCenter server prostrˇedı´ VMware a prove´st vy-
tvorˇenı´ nove´ virtua´lnı´ho stroje.
Dalsˇı´m u´kolem je alokace VLAN. Tak se skla´da´ ze dvou kroku˚. Prvnı´ udeˇla´ ty´m sta-
rajı´cı´ se o sı´teˇ, kdy VLAN zprˇı´stupnı´ na prˇepı´nacˇı´ch prˇipojeny´ch k hostitelı´ch. Na´sledneˇ
Unix ty´m prˇida´ VLAN do prostrˇedı´ VMware.
5.2 Reporty
Je dobre´ veˇdeˇt, kolik prostrˇedku˚ je aktua´lneˇ vyuzˇito, jak z du˚vodu, zˇe je nutno tyto
prostrˇedky u´cˇtovat za´kaznı´ku˚m, tak i z du˚vodu, zˇe potrˇebujeme napla´novat vhodne´
rozlozˇenı´ noveˇ alokovany´ch serveru˚.
Jednı´m z na´stroju˚ pro vytva´rˇenı´ plnohodnotny´ch statistik je VKernel Operations Su-
ite. Jedna´ se o takzvanou virtua´lnı´ appliance, tedy jizˇ prˇedprˇipraveny´ obraz virtua´lnı´ho
syste´mu. Ten se naimportuje do virtua´lnı´ho prostrˇedı´, a po provedenı´ za´kladnı´ konfi-
gurace je schopen z internı´ch logu˚ ESXu˚ a vlastnı´ch naschroma´zˇdeˇny´ch dat vytvorˇit pl-
nohodnotne´ statistiky. Z parametru˚ ktere´ mu˚zˇeme sledovat je nejvy´znamneˇjsˇı´ pameˇt’,
vyuzˇitı´ CPU, a vyuzˇitı´ diskove´ho prostoru.
Dalsˇı´ mozˇnostı´, jak vygenerovat neˇjake´ pouzˇitelne´ data je pouzˇitı´ PowerCli. To na´m
nabı´zı´ velke´ mozˇnosti jak pracovat s API VMware vSphere. Na´sledujı´cı´ kra´tky´ vy´pis 9
umozˇnˇuje vypsat seznam virtua´lek v clusteru Test1, a vypsat jejich sı´t’ove´ karty vcˇetneˇ
MAC adres, cozˇ naprˇı´klad GUI vSphere klienta jednodusˇe neumozˇnˇuje.
$credCosmgmt = Get−Credential −Credential admin
Connect−VIServer −Credential $credCosmgmt −Server vcenter1,vcenter3
Get−VM −Location Test1 | Get−NetworkAdapter | Select−Object −Property Parent,Name,Type,
NetworkName,MacAddress
Vy´pis 9: Vytvorˇenı´ seznamu virtua´lnı´ho prostrˇedı´ pomocı´ PowerCli
5.3 Migrace serveru˚
Migrace mu˚zˇou probı´hat jak mezi jednotlivy´mi Clustery, kdy automaticky´ manazˇer rˇı´dı´cı´
rozdeˇlenı´ prostrˇedku˚ clusteru rozhodne, zˇe je jeden z nodu˚ clusteru prˇetı´zˇen a je trˇeba jej
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uvolnit. Mu˚zˇeme take´ prove´st rucˇnı´ migraci prostrˇedku˚. Mu˚zˇeme prova´deˇt migrace take´
mezi jednotlivy´mi datovy´mi u´lozˇisˇteˇmi.
Obcˇas je trˇeba prove´st prˇesun velke´ho mnozˇstvı´ virtua´lnı´ch serveru˚ najednou, cozˇ by
v GUI klientu zabralo mnozˇstvı´ cˇasu a prostrˇedku˚ technika. Vhodneˇjsˇı´ je pouzˇitı´ skriptu v
PowerCli, ktery´ doka´zˇe prˇesunout zadany´ seznam serveru˚ neˇkolika ma´lo prˇı´kazy. Vy´pis
10 zobrazuje u´seky ko´du nutne´ k provedenı´ migrace.
# nacteme seznam virtualek
$vms = Get−VM −Name (Get−Content H:\virtualky.txt)
# muzeme jej i vypsat na obrazovku
$vms
# zjistime volne misto
($vms | Get−HardDisk | Measure−Object CapacityKB −sum).Sum/(1024∗1024)
# vybereme vhodny datastore
Get−Datastore | sort FreeSpaceMB
# presuneme virtualky
Move−VM −VM $vms −Datastore svn storage2 455GB
Vy´pis 10: Migrace serveru˚ mezi u´lozˇisˇteˇmi
5.4 Nove´ prostrˇedı´ a P2V konverze
Postavenı´ nove´ho VMware prostrˇedı´ se musı´ rˇı´dit neˇkolika pravidly. Musı´ by´t zajisˇteˇna
dostatecˇna´ kapacita hostitelu˚ a to jak v ohledu prostrˇedku˚ serveru, tak ze strany sı´tı´. Ze
strany sı´tı´ je pak nutny´ pozˇadavek na dostatecˇny´ pocˇet sı´t’ovy´ch karet. Vyzˇadova´ny jsou
minima´lneˇ cˇtyrˇi, dveˇ pro produkcˇnı´ prostrˇedı´ – ty jsou spojeny do bondu a chovajı´ se
jako jedna a dalsˇı´ sı´t’ova´ karta pro management a jedna pro internı´ potrˇeby clusteru.
Soucˇa´stı´ vybudova´nı´ nove´ho prostrˇedı´ by´va´ i konverze fyzicky´ch serveru˚ do virtua´lnı´ho
prostrˇedı´. To se prova´dı´ pomocı´ na´stroje VMware converter. Ten doka´zˇe prˇeve´st data
ulozˇena´ na fyzicke´m serveru vcˇetneˇ vsˇech nastavenı´ do obrazu virtua´lnı´ho stroje, ktery´
mu˚zˇeme na´sledneˇ spustit na neˇjake´m hostiteli.
5.5 Disaster recovery, MIM
MIM, neboli Major Incident Managment je proces, majı´cı´ kriticky´ vliv na veˇtsˇı´ cˇa´st in-
frastruktury. Beˇhem sve´ praxe jsem meˇl mozˇnost podı´let se na obnoveˇ infrastruktury po
jednom kriticke´m proble´mu, kdy spadlo cele´ diskove´ pole, na ktere´m bylo ulozˇeno na
tisı´ce virtua´lnı´ch masˇin. Bylo trˇeba obnovit celou infrastrukturu, od instalace serveru˚,
prˇes nastavenı´ aplikacı´ a znovuvytvorˇenı´ cele´ho prostrˇedı´.
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6 Za´kaznı´ci a soft skills
Beˇhem sve´ praxe ve firmeˇ Tieto jsem meˇl mozˇnost neˇkolikra´t se setkat s externı´mi uzˇivateli
formou jejich pozˇadavku˚ v tiketech, ale take´ s za´stupci spolecˇnosti, jı´zˇ firma Tieto nabı´zı´
sve´ outsourcingove´ sluzˇby.
Komunikace s uzˇivateli je du˚lezˇity´m prvkem pra´ce. Uzˇivatele´ majı´cı´ pocit, zˇe je s nimi
komunikova´no, jsou spokojeneˇjsˇı´ a spı´sˇe doporucˇı´ sluzˇby spolecˇnosti dalsˇı´m lidem.
Nema´lo du˚lezˇita´ je i komunikace prˇı´mo se za´stupci jine´ spolecˇnosti, ktere´ hodla´ Tieto
nabı´dnou sve´ sluzˇby. Obvykle je trˇeba zjistit, jake´ prostrˇedky by potrˇebovali, zjistit jakou
majı´ prˇedstavu o infrastruktura´ch, a dalsˇı´ parametry. Uzˇivatele´ obvykle neznajı´ technicke´
detaily a proto je du˚lezˇite´ zjistit od nich co nejveˇtsˇı´ mnozˇstvı´ informacı´ a na za´kladeˇ
neˇj na´sledneˇ navrhnout cı´lovou infrastrukturu. Vhodne´ je pak zkonzultovat s nimi zjed-
nodusˇene´ diagramy infrastruktury a sı´tı´, a podle toho navrhnout dalsˇı´ parametry. Beˇhem
procesu je trˇeba zahrnovat odbornı´ky z dalsˇı´ch odveˇtvı´, jako jsou sı´teˇ, u´lozˇisˇteˇ, databa´ze
a jine´. Iteracˇnı´m postupem se na´sledneˇ dopracujeme k vy´sledku, ktery´ bude nejvhodneˇjsˇı´
pro uzˇivatele – za´kaznı´ka a rovneˇzˇ technicky spra´vny´. Na za´kladeˇ toho je pak navrhnuto




Vysoka´ Sˇkola Ba´nˇska´ v oboru Informatika a vy´pocˇetnı´ technika nenabı´zı´ mnoho prˇedmeˇtu˚
zameˇrˇeny´ch na Unixove´ prostrˇedı´ ani ktere´ by se zaobı´raly virtualizacı´. Nejvı´ce mi po-
mohlo studium prˇedmeˇtu Operacˇnı´ syste´my, ktery´ se zaobı´ra´ programova´nı´m v Unixu
a jazyce C, cozˇ mi pomohlo se zorientovat v tomto prostrˇedı´ a pochopit procesy zde
probı´hajı´cı´. Dalsˇı´m vy´znamny´m prˇedmeˇtem, z jehozˇ repertoa´ru jsem mohl pouzˇı´t zna-
losti byl prˇedmeˇt Pocˇı´tacˇove´ sı´teˇ a rovneˇzˇ semina´rˇ Cisco CCNA, ktery´ jsem absolvoval.
Ten mi poskytl obstojny´ prˇehled nad pocˇı´tacˇovy´mi sı´teˇmi, ktery´ byl du˚lezˇity´ prˇi komuni-
kaci s ty´mem zaby´vajı´cı´m se spra´vou sı´t’ove´ infrastruktury. Rovneˇzˇ v oblasti clusteru˚ mi
byly na´pomocny znalosti zı´skane´ v prˇedmeˇtu Paralelnı´ a distribuovane´ syste´my, ktery´
obsahuje prˇehled clustrovacı´ch technologiı´.
7.2 Scha´zejı´cı´ znalosti a zkusˇenosti
Mnoho znalostı´ jsem zı´skal samostudiem. Jakozˇto dlouholety´ uzˇivatel Linuxu jsem rovneˇzˇ
vystrˇı´dal mnoho distribucı´ a meˇl mozˇnost nahle´dnout do mnoha zdrojovy´ch ko´du˚, dı´ky
pouzˇı´va´nı´ distribuce Gentoo Linux [7]. Bohuzˇel, beˇhem me´ho studia oboru Informatika
a vy´pocˇetnı´ technika na Vysoke´ sˇkole ba´nˇske´ jsem se vyhnul prˇedmeˇtu˚m, jezˇ se at’ uzˇ
jaky´mkoliv zpu˚sobem zaobı´raly platformou DotNET, prˇı´padneˇ PowerShell. Vesˇkere´ zna-
losti v tomto oboru jsem si tedy musel nasbı´rat beˇhem praxe ve firmeˇ Tieto. V te´to ob-
lasti by sta´lo za to se jesˇteˇ vzdeˇla´vat. V oblasti virtualizace jsem vsˇak zı´skal dı´ky absol-
vova´nı´ neˇkolika sˇkolenı´ a prakticky´m u´kolu˚m slusˇny´ prˇehled, ktery´ mi studium nemohlo
nabı´dnout. Vhodny´m prˇedmeˇtem, ktery´ bych rovneˇzˇ uvı´tal v pru˚beˇhu me´ho studia sve´m
studiu by byl i kurz komunikace ve firemnı´m prostrˇedı´ a se za´kaznı´ky.
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8 Za´veˇr
Spolecˇnosti Tieto je mezina´rodnı´ spolecˇnost. Z toho plyne take´ zpu˚sob jak byly neˇktere´
proble´my rˇesˇeny. Spousta z nich nemohla by´t vyrˇesˇena pouhy´m jednı´m individualistou,
ale bylo trˇeba rady a zkusˇenosti cele´ skupiny lidı´, cˇasto z mnoha rozlicˇny´ch ty´mu˚. Take´
jsem meˇl mozˇnost poznat, zˇe rˇesˇenı´ proble´mu˚ by´va´ veˇtsˇinou trivia´lnı´, ale nale´zt zdroj
tohoto proble´mu by´va´ veˇtsˇinou velice na´rocˇna´ cˇinnost.
Beˇhem sve´ praxe ve spolecˇnosti jsem se naucˇil mnoho veˇcı´ z firemnı´ho prostrˇedı´.
Velky´m prˇı´nosem povazˇuji to, zˇe jsem se meˇl mozˇnost setkat s syste´my a softwarem,
ktery´ nenı´ beˇzˇneˇ nikde dostupny´. Rovneˇzˇ komunikace a spolupra´ce s lidmi z ru˚zny´ch
koutu˚ sveˇta a ru˚zny´ch oboru˚ je velmi prˇı´nosna´ a velmi si ji va´zˇı´m. Pra´ce v ty´mu zna-
mena´ rozvoj komunikacˇnı´ch schopnostı´, ktere´ mnohokra´t lidem pohybujı´cı´ch se cˇisteˇ v
homogennı´m IT prostrˇedı´ chybı´. Kolegove´ mi rovneˇzˇ byli na´pomocni a i ja´ jsem mohl
toto oplatit svy´mi novy´mi a origina´lnı´mi na´pady k pohledu na rˇesˇene´ proble´my.
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A Prˇı´lohy k pra´ci
A.1 Pracovnı´ denı´k
Tento denı´k obsahuje vy´znamne´ rˇesˇene´ proble´my. Kromeˇ nich je kazˇdy´ ty´den rˇesˇeno
mnozˇstvı´ beˇzˇny´ch proble´mu˚, jako je zaplneˇnı´ disku, pozˇadavky uzˇivatelu˚,
Za´rˇı´
Ty´den 36 Nastavenı´ MySql, Nastavenı´ sendmailu (Prostrˇedı´ BITS).
Ty´den 37 Konfigurace+instalace Derby DB+Tomcat aplikacˇnı´ho serveru.
Ty´den 38 Na´vrh infrasktruktury pro nove´ho za´kaznı´ka (cluster databa´zovy´ch serveru˚ a aplikacˇnı´ch
serveru˚, Pro testovacı´ a produkcˇnı´ prostrˇedı´). Visio [9].
Ty´den 39 Skriptova´nı´. Expect [6], bash [1] - vzda´leny´ audit serveru˚, autologin a prˇenos sou-
boru˚, kontrola OS, spusˇteˇnı´ auditovacı´ch skriptu˚.
Rˇı´jen
Ty´den 40 skriptova´nı´, Expect [6], bash [1] - vzda´lena´ spra´va serveru˚ - management uzˇivatelu˚
(prˇida´nı´, kontrola opra´vneˇnı´, likvidace neaktivnı´ch).
Nastavenı´ automaticke´ho reportingu - vKernel vOPS [15].
Ty´den 41 VMware vSphere ESX [16], pla´nova´nı´ upgradu s ohledem na minima´lnı´ downtime
(Podle ITIL)
Jabber cluster - na´vrh sı´tı´, rozvrzˇenı´ sluzˇeb, clustering, vhodna´ aplikace a plat-
forma.
Ty´den 42 Na´vrh sı´teˇ + prostrˇedı´ pro novy´ ESX [16] cluster lab (vSphere), vcˇetne volby rˇesˇenı´
pro redundanci u´lozˇisˇteˇ.
Ty´den 43 VMware vSphere [16], upgrade prostrˇedı´ ESX 4.1.0 na ESXi 4.1.0 Update 2.
Listopad
Ty´den 44 Instalace novy´ch serveru˚.
Fyzicke´ zapojenı´ nove´ho ESX clusteru (HW) pro lab, instalace clusterovane´ho sto-
rage (DRBD) [5].
Disaster recovery, analy´za zhroucenı´ serveru, analy´za logu˚.
Ty´den 45 Na´vrh a instalace clusteru poslednı´ za´chrany, pozˇadavek na neza´vislost na externı´ch
ulozˇisˇtı´ch cˇi dalsˇı´ch sluzˇba´ch a sı´tı´ch vcˇetneˇ volby technologiı´. Zvoleno DRBD +
clvm + GFS + OpenAIS/Corosync, Apache.
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Ty´den 46 VMware vSphere [16], Instalace novy´ch ESX serveru˚.
skriptova´nı´, expect [6], bash [1]. Automaticke´ prˇida´va´nı´ uzˇivatelu˚ – ladeˇnı´ pro spe-
cifika na AIX, HP-UX, Solaris).
Ty´den 47 Instalace novy´ch Linux serveru˚ a aplikacı´.
Prˇiprava P2V migrace (virtualizova´nı´ fyzickeho serveru) v rozsahu pla´nova´nı´ dle
ITIL+za´kladnı´ koordinace kroku˚.
Prosinec
Ty´den 48 Disaster recovery, Sˇve´dske´ datacentrum - instalace novy´ch serveru˚, konfigurace
ESX clusteru. powershell [8] scripty pro VMware VSphere.
Ty´den 49 Disaster recovery, Sˇve´dske´ datacentrum, ladeˇnı´ serveru˚ v ra´mci ESX clusteru˚, spra´va
prostrˇedı´.
Leden
Ty´den 2 Reinstalace serveru˚ vcˇetneˇ pla´nova´nı´ Change Managementu dle ITIL a jednotlivy´ch
akcı´.
Ty´den 3 Pla´nova´nı´ zmeˇny dome´ny, a jmen serveru˚, vcˇetneˇ prˇecˇı´slova´nı´ sı´tı´.
Ty´den 4 Prˇejmenova´nı´ serveru˚, aktualizace dokumentace.
U´nor
Ty´den 5 Instalace skupiny serveru˚, prˇı´prava kickstartu˚.
Ty´den 6 Internı´ sˇkolenı´ na Editory v Unixu.
Ty´den 7 Troubleshooting clusteru Veritas.
Ty´den 8 Na´vsˇteˇva externı´ho za´kaznı´ka. Prezentace Unix ty´mu.
Brˇezen
Ty´den 9 Pla´nova´nı´ VMware prostrˇedı´ pro vy´voja´rˇskou skupinu, komunikace se za´kaznı´ky.
Ty´den 10 Reportova´nı´ neˇkolika parametru˚ virtua´lnı´ stroju˚. Nutnost napsat skripty v PowerCLI.
Pla´nova´nı´ VMware prostrˇedı´ pro vy´voja´rˇskou skupinu, komunikace se za´kaznı´ky,
dalsˇı´ iteracˇnı´ fa´ze.
Ty´den 11 Rˇesˇenı´ beˇzˇny´ch popsany´ch proble´mu˚ v Unixove´m prostrˇedı´.
Ty´den 12 Sˇkolenı´ na virtualizacˇnı´ platformu Citrix XenServer.
Ty´den 13 Semina´rˇ RHEV – Redhat Enterprise Virtualization.
Na´vrh prostrˇedı´ pro za´kaznı´ka, dalsˇı´ fa´ze.
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Duben
Ty´den 14 Nastavenı´ RHEV labu. Za´kladnı´ konfigurace s pouzˇitı´m existujı´cı´ch serveru˚.
Ty´den 15 Migrace serveru˚ v ra´mci prostrˇedı´ virtualizace. Nastavenı´ VMware Vcentra, prˇı´prava
na upgrade.
Ty´den 16 Na´vsˇteˇva externı´ho za´kaznı´ka. Prezentace Unix a Virtualizacˇnı´ho ty´mu.
