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The literature contains many theorems giving sufKcient conditions for 
the existence of periodic or almost periodic solutions to the equation 
x” = f(x, x’) + g(x) + e(t) (*I 
when xg(x) < 0 and e(t) is periodic or almost periodic. It is the purpose of 
this note to consider the cases which allow xg(x) > 0. In particular, we 
generalize the results of Seifert [I], who treated the equation (*) with 
f(x, x’) = m(x) x’. Our results show that the rate of growth of f(x, x’) with 
respect to X’ is somewhat irrelevant. The method of proof is to show that 
there exists a unique solution of (*) in a certain compact region of the phase 
space and then apply the results of Amerio [2]. For our purposes we shall 
consider instead of (*) the equation 
x” =f(x, x’) + e(t). (1) 
The existence of a bounded solution of (1) follows from the following 
(weak version) results of Schmitt [3], and Jackson and Schrader [4]. 
LEMMA 1. If 
(2) f (x, y) is continuous on R2, e is continuous on R, 
(3) there exist a < b such that 
f (a, 0) -i- e(t) < 0 6 f@, 0) + e(t), t E R 
(4) there exist c < 0 -C d such that f(x, c) + e(t) and f@, d) + e(t) 
do not change sign for x E [a, b] and t E R, or 
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(4’) there exists a positive continuous function k on [0, co) such that 
if@,y) + e(t)1 < 4 Y I), t E R x E [a, 4, 
YE& and I m sds ok(s) >b-U, 
then there exists a solution x(t) of (1) such that a < x(t) < b undc’ < x’(t) < d’ 
for some c’ and d’. If (4) holds we may take c = c’ and d = d’. 
Proof. The hypothesis gives the existence of solutions of boundary value 
problems on finite intervals with x(t) and x’(t) bounded as indicated, say 
xn(t) is defined on [-n, n]. According to Theorem 2 of [3] and Theorem 3.1 
of [4], x, exists such that --a < xn(t) < b for each t E [-n, n] and dn(t) 
is bounded independent of n. A standard Arzela-Ascoli argument gives 
a subsequence converging to a solution. Details may be found for example 
in [5]. 
For convenience, let A = [a, b] x [c’, d’]. 
THEOREM 1. If f and e satisfy the hypothesis of Lemma 1, with aflax and 
af/2y continuous on A, and 
(5) 
for (x, y) E A, and some h E R, then (1) has a unique solution 
x(t) such thut (x(t), x’(t)) E A, t E R. 
Proof. By Lemma 1 we have a solution with (x(t), x’(t)) E A. Suppose 
that (x,(t), dl(t)) E A is another solution. Let y = x - x1 and z = x’ - x’r . 
Then y’ = z and z’ = af/ax(u,p,) y + Sf/‘fiay(u*,q) z where (z+pJ E A. 
Now consider I’ = y(z - Xy/2) with /\ as in (5). Then V’(t) = a2 + 
(aflay - h) zy + af/&y2. In view of the hypothesis (5), V’ is a positive 
definite quadratic form. Thus V(t) is a bounded nondecreasing function 
on R. Let V(+co) = V, # 0. There exists a sequence t+, - +a, such 
that V’(t,J + 0. Since z - hy/2 is bounded and V, # 0, y(t,J + 0. For some 
E > 0 and subsequence t,,k we have 1 ynyn, 1 > E. But 
V’(t+) = (2 + ; g y -Me214 > 0 
where M = max{d(x, y)] (x, y) E A}. This contradiction shows that I’, = 0. 
Similarly V(---00) = 0 so that I’ = 0. Hence V’ E 0 so that y EG s = 0. 
Thus (1) has a unique solution in A. 
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COROLLARY 1. 1-f th UY er, e(t) is almost periodic, then equation (1) has an 
almost periodic solution. 
Proof. To use the results of Amerio, we must have a unique solution 
in A to the differential equation X” = f (x, R’) + p(t) where p(t) is an arbitrary 
uniform limit of translates of e(t). However, the conditions of Theorem 1 
only depend on the bounds of e which are the same as p, hence each of the 
equations have a unique solution in A. This unique solution must be almost 
periodic by the results of Amerio. 
We remark that the conditions (2), (3), (4), and (4’) are not severe. In fact 
(4) and (4’) include almost all functions. If 
,$zmf (x, r> = f a 
uniformly for x E [a, b], then (4) is satisfied. If f(x, y) is bounded, then (4’) 
is satisfied. The X in condition (5) serves to normalize the effect of aflay. 
If the oscillation of aflay is small with respect to aflax, then (5) is satisfied. 
In the special case when f(x, x’) = arx + j3zc’ + g(x) for a and p constants, 
the results are of particular interest. Conditions (2), (3), and (4’) are satisfied 
if g and e are continuous and there exists a < b such that 
(6) CU + g(a) + e(t) < 0 < ab + g(b) + e(t), t E R. Furthermore by 
taking h = B the condition (5) is satisfied if g’(x) -+- a > 0 on [a, b]. Hence 
the existence of almost periodic solutions does not depend on ,9. Furthermore, 
there is no monotonicity requirement on the nonlinearity g. 
When f(x, x’) = m(x) x’ + g(x), the form that Seifert [Z] considered, the 
above theorem does not give the best possible result. In this special case, 
we may take x’ = y + g m(s) ds and y’ = g(x) + e(t) as an equivalent 
system to (1). For 5 = x - x1 and 7 = y - yr where (x, y) and (x1 , yl) are 
two solutions, and V = ((7 - @/2) one gets in the same way as above that 
[ = r] = 0. We get an improvement to the theorem of Seifert. 
THEOREM 2. Assume that in the differential equation 
x” = m(x) x’ + g(x) + e(t) 
e(t) is almost periodic and there exists a < b such that 
g(a) + 4 < 0 < g(b) + e(t). 
Further, let m and g’ > 0 be continuous on [a, b]. 
Suppose [+(u, w) - Al2 - 4h(u, w) < 0 for u E [a, b], 
(7) 
Define M(x) = fi m. 
u + w E [a, b] where 
I 
wu + 4 - w4 if v#O, 
e, f4 = V 
44 if w=O, 
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and 
& - 4 -g(u) if v#O, 
h(u, v) = V 
&w if v=O. 
Then (7) has a unique solution in A which is almost periodic. 
Proof. Note that the condition (4’) is satisfied since k is linear. The 
remainder of the proof is as sketched above. 
In order to extend the above results to differential equations where the 
dependence on (N, x’) and t are not separated, one must have the conditions 
(2)-(6) for all systems achieved by taking uniform limits of translates 
according to Amerio. We leave this to the interested reader. 
A second kind of condition that gives uniqueness is the following theorem 
which was suggested by some results in [5]. 
THEOREM 3. Let A = [a, b] x [c, d] be a compact subset of R2, and 
consider the d$erential equation 
XI = f(x, x’, t). (8) 
Suppose that 
(i) there exists a positive continuous function rn such that f,” m = JL m = 
+ ~0 and (9) f(x, y, t) - f(z, y, t) Z m(t)(x - 2) whenever (x, Y), (2, y) E A, 
tER,andx>z,and 
(ii) there is a constant K such that 
If(x, y, t) -f(x, 2, t)l B K i y - z I for (GY), (x, 4 E A, t E R. (10) 
Then equation (8) has at most one solution (x(t), x’(t)) E A for all t E R. 
Proof. Suppose x and y are two solutions of (8) such that (x(t), x’(t)) and 
(y(t), y’(t)) E A. For any t at which x(t) > y(t) we have, with h = x - y 
and an obvious computation, 
h”(t) > h(t) m(t) - K ) h’(t)l. (11) 
The proof consists in showing that each of four situations cannot happen, 
and then showing that one must occur. 
First, x > y and X’ < y’ on (-to, to) cannot occur, since for t < to , 
and h = x - y one gets h’(t,) - h’(t) > h(t,) sfo m(s) ds + K(h(t,) - h(t)). 
As t -+ -co, all terms are bounded except the integral. This is a contra- 
diction. 
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Secondly, x > y and x’ > y’ on (t,, , co) cannot occur, since for t > t, , 
h’(t) - h’(t,) 2 h(t,) 1” m(s) ds - K(h(t) - h(Q) 
to 
leads to a contradiction as t + +a~. Thirdly, x > y for t > t, , x’(t,,) 3 y’(t,), 
and x’(tJ < y’(tl) for some t, > t, cannot occur. For h = x - y we have 
h’(t,,) 3 0, h 3 0 on (to , co), and h’(t,) < 0. There exists t, E [to , tJ such 
that h’(t,) = 0 and h’(t) < 0 on (tz , t,]. But from (1 I), h”(t,) >, m(t,) h(tJ > 0 
leads to a contradiction. 
Similarly x > y for t 6 tl , x’(tJ < y’(tJ, and x’(tJ > y’(tJ for some 
t, < tl cannot occur. 
Now x > y on R cannot occur since the four above statements exclude 
all cases. Hence x(t,,) = y(t,) for some t,, . The hypotheses (ii) and (i) imply 
that {t / x(t) = y(t)} is a connected set. (See [6] Corollary 1.) Suppose that 
this set is not R, say there exists t, such that x(tl) = y(tI) and x > y on 
(tl , 03). For h = x - y we have h > 0 on (tl , co), h’(t,) 3 0. The second 
and third statement exclude this possibility. Similarly x > y on (-co, tz) is 
excluded. Hence x = y on R. 
THEOREM 4. Let f(x, y, t) satisfy the following: 
(i) There exist a < b such that f(a, 0, t) < 0 < f(b, 0, t) for t E R; 
(ii) There exist c < 0 < d such that f(x, c, t) and f(x, d, t) do not 
change sign for t E R, x E [a, b]; 
(iii) f is un$ormly almost periodic on A x R = [a, b] x [c, d] x R; 
i.e., for each t > 0 there exists a relatively dense set of E-translation numbers 
that works for each (x, y) E [a, b] x [c, d]. 
(iv) There exists a positive almost periodic function m(t) such that 
f(x,y, t) -f(s4y, t) > m(t)(x - 4 f OY x > x, (x,y)~A, (z,y)~A, tER; 
(v) There exists a positive number K such that 
If(x,y,t)-f(x,+t)l bKly--zi 
whenever (x, y) E A, (x, z) E A, t E R; 
Then equation (12) has a unique solution in A which is almost periodic. 
Proof. One first argues that if f(x, y, t) is a uniform limit of translates 
of f(x, y, t) for (x, y, t) E A x R, then f(x, y, t) satisfies conditions (i), (ii), 
(iii), and (v) using the same constants. Suppose 
j&r, t> = lipf (x,3?, t + tn) 
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uniformly on A x R. There exists a subsequence t,k such that 
li,m m(t + tnk) = h(t) 
exists uniformly on R. Now f and & satisfy (iv). 
Secondly, for almost periodic functions which are positive, the integrals 
from 0 to cg are infinite since their mean values are nonzero. Thus all the 
conditions of Lemma 1 and Theorem 3 are satisfied for each equation 
2’ = f(x, x’, t). The unique solution in -4 is almost periodic by Amerio’s 
Theorem. 
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