In general, the zeros of an orthogonal rational function (ORF) on a subset of the real line, with poles among {α 1 , . . . , α n } ⊂ (C 0 ∪ {∞}), are not all real (unless α n is real), and hence, they are not suitable to construct a rational Gaussian quadrature rule (RGQ). For this reason, the zeros of a so-called quasi-ORF or a so-called para-ORF are used instead. These zeros depend on one single parameter τ ∈ (C ∪ {∞}), which can always be chosen in such a way that the zeros are all real and simple. In this paper we provide a generalized eigenvalue problem to compute the zeros of a quasi-ORF and the corresponding weights in the RGQ. First, we study the connection between quasi-ORFs, para-ORFs and ORFs. Next, a condition is given for the parameter τ so that the zeros are all real and simple. Finally, some illustrative and numerical examples are given.
Introduction. Since the fundamental work of Stieltjes and Chebyshev, among others, in the 19
th century, orthogonal polynomials (OPs) have been an essential tool in the analysis of basic problems in mathematics and engineering. For example, moment problems, numerical quadrature, rational and polynomial approximation and interpolation, linear algebra, and all the direct or indirect applications of these techniques in engineering are all indebted to the basic properties of OPs. Mostly orthogonality has been considered on the complex unit circle or on (a subset of) the real line.
Orthogonal rational functions (ORFs) were first introduced by Džrbašian in the 1960s. Most of his papers appeared in Russian literature, but an accessible survey in English can be found in [14, 17] . These ORFs are a generalization of OPs in such a way that they are of increasing degree with a given sequence of poles, and the OPs result if all the poles are at infinity. During the last years, many classical results of OPs have been extended to the case of ORFs.
Several generalizations for ORFs on the complex unit circle and the whole real line have been gathered in book [3, Chapt. 2-10] (e.g. the recurrence relation and the Favard theorem, the Christoffel-Darboux relation, properties of the zeros, etc.). Further, we refer to [1, 2, 6] and to [27] for the use of these ORFs in respectively numerical quadrature and system identification, while several results about matrixvalued ORFs can be found in e.g. [15, 16] .
Of course, many of the classical OPs are not defined with respect to a measure on the whole unit circle or the whole real line. Several theoretical results for ORFs on a subset of the real line can be found in e.g. [3, Chapt. 11] . For the special case in which this subset is a real half-line or an interval, we refer to [4, 5] and [11, 19] respectively, while some computational aspects have been dealt with in e.g. [12, 20, 21, 22, 24] .
Under some mild conditions, ORFs on a subset of the real line satisfy a three-term recurrence relation, and hence, the zeros of these ORFs are eigenvalues of a generalized eigenvalue problem (GEP) obtained by this three-term recurrence relation. In general, however, the zeros of ORFs are not all real so that they are not suitable to construct a rational Gaussian quadrature rule. For this reason, the zeros of a so-called quasiorthogonal rational function (qORF) or a so-called para-orthogonal rational function (pORF) are used instead. The zeros of a qORF or pORF depend on one single parameter τ , which can always be chosen in such a way that the zeros are all real and simple.
The aim of this paper is to present a GEP to compute the zeros of a qORF or pORF. The outline is as follows: After giving the necessary theoretical background in Section 2, in Section 3 we study the relation between qORFs and ORFs, and present a GEP to compute the zeros of a qORF. Next, in Section 4 we study the relation between qORFs and pORFs. Then in Section 5 we recall the use of qORFs in rational Gaussian quadrature and give conditions so that their zeros are all real and simple. Finally, some illustrative and numerical examples are given in Sections 6-7 for the case in which orthogonality is with respect to the Chebyshev weight functions (1 − x) a (1 + x) b on the interval [−1, 1], where a, b ∈ {± 1 2 }. 2. Preliminaries. The field of complex numbers will be denoted by C and the Riemann sphere by C = C ∪ {∞}. For the real line we use the symbol R and for the extended real line R = R ∪ {∞}. Further, the positive half line will be represented by R + = {x ∈ R : x ≥ 0}. Let a ∈ C, then ℜ{a} refers to the real part of a, while ℑ{a} refers to the imaginary part, and the imaginary unit will be denoted by i. We will also use the short notation T{a}, defined by T{a} = ℑ{a} |a| 2 , a ∈ C 0, a = ∞ .
The unit circle and the open unit disc are denoted respectively by T = {z ∈ C : |z| = 1} and D = {z ∈ C : |z| < 1}.
Whenever the value zero is omitted in a set X ⊆ C, this will be represented by X 0 . Similarly, the complement of a set Y ⊂ C with respect to a set X ⊆ C will be given by X Y ; i.e.; X Y = {t ∈ X : t / ∈ Y }. For any complex function f , we define the involution operation or super-c conjugate by f c (x) = f (x). With P k we denote the space of polynomials of degree less than or equal to k, while P represents the space of all polynomials. Further, we will use the short notation [f (x)] x=a to denote lim x→a f (x).
Let there be fixed a sequence of poles A = {α 1 , α 2 , . . .} ⊂ C 0 , where the poles are arbitrary complex or infinite; hence, they do not have to appear in pairs of complex conjugates. The rational functions we then deal with, are of the form
Note that, whenever α j = ∞ for every j 1, the "rational functions" f k (x) in (2.1) are in fact polynomials of degree k. Thus the polynomial case is automatically accounted for.
2
Define the factors (1 − x/α j ), k = 1, 2, . . . ,
then for k 0 we may write equivalently
In the remainder we will also use the short notations L
[α]
k := L{α 1 , . . . , α k−1 , α} (i.e.; the space of rational functions with the same dimension as L k , but with the last pole α k replaced by the pole α) and
Note that L k and L are rational generalizations of P k and P. Indeed, if α j = ∞ for every j 1, the expression in (2.2) becomes Z k (x) = x and the expression in (2.3)
Note that the factor 
Consider an inner product defined by a linear functional F: 4) where the linear functional F is assumed to be hermitian positive-definite (HPD); i.e.;
F{f g c } = F{f c g} and
Orthogonalizing the basis functions {b 0 , b 1 , . . .} with respect to this inner product, we obtain a sequence of orthogonal rational functions (ORFs)
where δ k,j is the Kronecker Delta. In the special case in which
we say that ϕ k is an orthonormal rational function (nORF). Put by convention α −1 = α 0 = ∞. We then call a rational function
. A zero of p k at ∞ means that the degree of p k is less than k. Further, for k > 1 we say that f k is singular iff p k (α j ) = 0 for at least one j ∈ {0, . . . , k − 2}. Finally, f k is called regular iff f k is not singular, not degenerate and not exceptional. With these definitions we now introduce the following notations:
In [10, Sec. 3 ] the following three-term recurrence relation has been proved for nORFs
is not degenerate. Then these nORFs satisfy a three-term recurrence relation of the form
where E k ∈ C 0 , D k ∈ C and
The coefficients E k and D k can be expressed in terms of inner products as follows (see [10, Thm. 3.7 and Thm. 3.9] ):
and
Whenever α k / ∈ R, the modulus of the coefficient E k can also be computed as follows:
Finally, the coefficients E k and D k can also be expressed in terms of nORFs ϕ k as follows (see [10, Thm. 5.1] ):
In the opposite direction as in Theorem 1, the following Favard-type theorem has been proved in [9] .
Theorem 2. Let {χ k } ∞ k=0 be a sequence of rational functions in L, and assume that the following conditions are satisfied:
(A1) α −1 = α 0 = ∞ and α k ∈ C 0 , k = 1, 2, . . . ; (A2) χ k is generated by the three-term recurrence relation (2.5)
defines an inner product on L for which the χ k form an orthonormal system. The above three-term recurrence relation can also be written as follows:
where
Let I n denote the n by n identity matrix, and define the matrices
, and B n = J n D n + I n − S n , and vectors ϕ n (x) = ϕ 0 (x) ϕ 1 (x) . . . ϕ n−1 (x) T and e n = 0 . . . 0 1
. . , n − 1, and ϕ n ∈ e L n , we obtain that
The following theorem has then be proved in [18, Sec. 4] .
L n are eigenvalues of the generalized eigenvalue problem (GEP)
the corresponding normalized eigenvector.
In the remainder of this paper we will assume that the following conditions hold: (C1) There exists a sequence {ϕ k } n k=0 , with n > 0 and
Finally, following a similar reasoning as in [7] for the polynomial case, the zeros x
n,j of an arbitrary rational function f n ∈ L n \ L n−1 , with
can be computed from the GEP
is the corresponding normalized eigenvector. Note that this GEP directly follows from (2.7) together with
n,n = 0.
3. Quasi-orthogonal rational functions. In general, a rational function Q n ∈ L n \L n−1 is called a quasi-orthogonal rational function (qORF) whenever Q n ⊥ F K ⊆ L n−1 . The zeros of such a qORF depend on a set of parameters, which can be chosen freely, where the number of parameters depends on the subspace K. In this paper we will consider a special kind of qORFs, namely a family of qORFs for which the zeros depend on only one parameter τ ∈ C. More specific, we will use the following definition for qORFs.
In theorem 5 below we will show that the zeros of this Q n indeed will depend on one parameter τ n ∈ C. As we will see later on in Section 5, the main importance of Q n is that it is always possible to choose the parameter τ ∈ C in such a way that all the zeros are real and simple, and hence, can be used as nodes in an n-point rational quadrature rule. Moreover, if α n / ∈ R, this n-point rational quadrature rule will have the maximal possible domain of validity in the space of rational functions with poles among A. The following theorem now gives a characterization for qORFs in terms of nORFs.
and hence
Assuming Q n ∈ L n \ L n−1 , it follows that there exists a constant γ
whereÂ n =Ã n . Indeed, forÂ n =Ã n we would get that
which is impossible due to the fact that ϕ n ∈ d L n . Thus,
which leads to the equality in (3.1).
This ends the proof.
From the previous theorem it clearly follows that the zeros of a qORF Q n ∈ L n \ L n−1 depend on one single parameter
n ∈ C.
The following two theorems will be important in order to prove the existence of values τ
[Q] n ∈ C so that the zeros of Q n are all simple and real, and to provide a characterization for those values τ
with E
[Q]
n and C
[Q] n are given by
where the coefficients C
[Q] n and D
[Q]
n are related by
Proof. From (3.1) together with (2.5) we deduce that
n is given by (3.3), and
Further, for
Finally, we deduce from (3.5) that C
As a consequence of Theorems 6 and 2, we now can prove the following.
L n , and let α ∈ C 0 be chosen in such a way that q n (α) = 0 and ℑ{α} = k · υ n for some k ∈ R + 0 , where the constant υ n is defined by
n } · T{α n−1 },
n is orthogonal on L n−1 with respect to an inner product defined by an HPD linear functional G:
not necessarily the same as the HPD linear functional F, but for which {ϕ k } n−1 k=0 are nORFs too:
n be given by
Then it holds that ϕ
n \ L n−1 . Hence, together with (3.6) and the fact that C
[Q] n = 0 it follows that assumptions (A1)-(A4) and (A6) in Theorem 2 are satisfied. Next, if υ n = 0, it follows that assumption (A5) in Theorem 2 is satisfied too for every E
[α]
n ∈ C 0 . If, on the other hand, υ n = 0, it follows that assumption (A5) in Theorem 2 is satisfied for
The previous theorem shows that the zeros of a qORF Q n ∈ d L n are in fact the zeros of a certain nORF. Under certain conditions, the opposite holds as well, as will be proved in the next theorem.
n represent a nORF with respect to an HPD linear functional G. Assume the polynomial in the numerator of ϕ
n has no zero in α n , and suppose the rational functions ϕ n−2 and ϕ n−1 are nORFs with respect to the HPD linear functional G too, such that there exist constants E
L n is a qORF with coefficients
Proof. The statement directly follows from (3.2) by considering the system of equations
and solving this system of equations for A
n and B
[Q]
n by means of (3.3)-(3.5).
Finally, let γ
n,k denote the k-th projection coefficient of Z n ϕ n−1 onto the basis {ϕ 0 , . . . , ϕ n }; i.e.;
One way to compute the zeros of a qORF Q n ∈ L n \ L n−1 , is by means of the GEP (2.10), with
L n , we deduce from Theorem 6 that
9) and
where a n−1 , b n−1 and c n−1 are defined as before in (2.8). So, let us now define
where 0 n−1 denotes the zero-vector in C n−1 , and B
n,j , η n ∈ T, (3.12) the corresponding normalized eigenvector.
n = 0. From (3.1) we then deduce that, besides the zero in α n−1 , the remaining zeros of Q n are zeros of ϕ n−1 . So, in this case the GEP (2.9) can be used instead to compute these remaining zeros.
Remark 10. For the construction of a rational Gaussian quadrature rule, we are only interested in qORFs Q n ∈ r L n (see Section 5); i.e.; τ [Q] n ∈ C and , one mostly prefers to work with so-called para-orthogonal rational functions (pORFs) to construct a rational quadrature rule with the maximal possible domain of validity in the space of rational functions with poles among A. Again, the zeros of a pORF P n ∈ L n \ L n−1 depend on one parameter τ ∈ C, but the main advantage of pORFs over qORFs is that this parameter is easily characterized to ensure all the zeros of P n are simple and inside [a, b] . In the most general way, a pORF can be defined as follows.
Definition 11. We call a rational function P n ∈ L n \ L n−1 , n > 0, a pORF iff there exist constants A
n ∈ C, so that
From this definition it clearly follows that the zeros of a pORF P n ∈ L n \ L n−1 depend on one single parameter
In Theorem 13 we will prove a connection between pORFs and qORFs, but first we need the following lemma.
Proof. For α n ∈ R 0 it has already been stated in [23, Lem. 3.1] 1 that the zeros of ϕ n are all real, so it remains to prove that they are not all real whenever α n / ∈ R. Suppose that α n / ∈ R, and assume that the zeros of ϕ n are all real. It then holds that there exists a constant κ n ∈ T so that
By definition we also have that
Taking the inner product of (4.2) and (4.3) with ϕ k , for k < n, we find that D
On the other hand, from (2.6) it follows that E
[αn] n 2 = − |E n | 2 due to the fact that
Clearly, this is impossible.
Consequently, from Theorem 5 it follows that there exist constants A * n and B * n so that
So, we have proved that a pORF is a qORF, and hence, it remains to prove that a qORF is a pORF whenever either α n / ∈ R or B
Zn(x) Z c n−1 (x) ϕ n−1 (x) = kϕ n (x) for every k ∈ C. So, the statement clearly holds for α n ∈ R 0 with B
[Q] n = 0. For α n / ∈ R it follows from the previous lemma that B * n = 0, so that
. . , n, and τ
n,k denote the k-th projection coefficient of ϕ * n onto the basis {ϕ 0 , . . . , ϕ n }; i.e.;
Again, the zeros of a pORF P n ∈ r L n can be computed, either by means of the GEP (2.10), with 5) or by means of the GEP (3.11) with the aid of the following theorem. Theorem 14. A pORF P n ∈ L n \ L n−1 is a qORF with coefficients
Proof. The equalities directly follow from (3.8) and (4.5) by setting γ
n,k for k = 0, . . . , n, and solving for A n for a given pORF P n ∈ L n \ L n−1 , the expressions in the previous theorem require the computation of four inner products. The following two theorems, however, provide an alternative way to compute these corresponding coefficients.
Theorem 15. Let
.
Then a pORF P n ∈ L n \ L n−1 is a qORF with coefficients
Proof. From Theorem 13 it follows that for every x ∈ C,
The equalities now easily follow.
Theorem 16. A pORF P n ∈ L n \ L n−1 is a qORF with coefficients
, where E n and D n are defined as before in Theorem 1, and
Proof. Since ϕ n ∈ d L n , it follows that ϕ * n is not degenerate and not exceptional. Hence, from (4.4) we deduce that ϕ * n is of the form
where F n and G n are given by (4.7), and
Consequently, the pORF P n satisfies
The equalities for A [Q] n and B
[Q]
n now follow by solving the system of equations
n andD n are given by (3.3) and (3.7) respectively. Finally, note that with C n and A
n given by (3.7) and (4.6) respectively, we indeed get that
Remark 17. It is easily verified that
is orthonormal on L n−1 with respect to the inner product (2.4). Moreover, since ϕ n ∈ d L n , it follows that
n , so that the coefficients F n and G n can also be expressed in terms of inner products as in Theorem 1.
5. Rational Gaussian quadrature. As already pointed out at the beginning of Section 3, the main importance of qORFs is that, whenever their zeros are all real and simple, they can be used as nodes in a rational Gaussian quadrature formula. This is shown in the next theorem (for the proof we refer to [8, Thm. 2 
.3.5]).
Theorem 18. Suppose the zeros x
n,j of the qORF Q n ∈ r L n are all real and simple, and let
Then the quadrature
n ϕ n (x), the quadrature is exact for every f ∈ L n · L c n−1 . From (3.12) we deduce that the weights in (5.1) can be computed too, either by means of the GEP (2.10) with the projection coefficients γ [Q] n,k given by (3.8), or by means of the GEP (3.11). The weights are then given by
n,j represents the first component of the eigenvector v
n,j . The following theorem now provides a way to determine whether the zeros of a qORF Q n ∈ L n \ L n−1 are all real and simple.
Theorem 19. The zeros of a qORF Q n ∈ d L n are all real and simple iff the constant υ n , as defined in Theorem 7, is equal to zero.
Proof. The statement directly follows from Theorem 7, and the fact that the zeros of a nORF are all real and simple iff the last pole is real.
Clearly, the zeros of a rational function f n ∈ L n \ L n−1 are all real iff there exists a constant κ n ∈ T so that f * n (x) = κ n f n (x). So, from (4.1) it follows that the zeros of a pORF P n ∈ L n \ L n−1 are all real iff either α n ∈ R 0 or τ [P ] n ∈ T. Moreover, in [8, Lem. 2.3.4] it has been proved that the zeros of P n , with τ
n ∈ T, are all simple. In particular this holds for α n ∈ R 0 (even if τ
[P ] n / ∈ T), due to the fact that the zeros of the pORF P n are then the zeros of the nORF ϕ n (and hence, are independent of τ 
We then are concerned with the rational Gaussian quadrature formula (5.2) with {x
n,j } n j=1 ⊂ I. For sure, the zeros of the corresponding nORF ϕ n are all inside I whenever α n ∈ R I , so let us have a look now at the case in which α n / ∈ R. For τ
[P ] n ∈ T it has been proved then in [23, Thm. 4.1] that at least n − 1 zeros of P n are inside (−1, 1), and that there exist τ
[P ] n ∈ T so that all the zeros of P n are in I. Thus, in order to have them all in I, it suffices that the argument θ n of τ is not in the interval [θ b , θ e ]. As a consequence of Theorem 16 we can now prove the following. Theorem 20. Let θ b and θ e be defined as above. Then, for α n / ∈ R, the zeros of a qORF Q n ∈ d L n are all in I and simple iff there exists a constant τ n = e iθn ∈ T, with θ n ∈ [θ b , θ e ], so that
Whenever α n ∈ R I , the equality reduces to D
[Q] n = D n so that the statement still holds under the condition that 'iff ' is replaced with 'if '.
Proof. From (3.4) we deduce that
while it follows from Theorem 16 that
The statement now follows by plugging this equality for τ
n into (5.4) and simplifying. Table 6 .1 Definition of the Chebyshev weight functions µ ′ (x) on I, respectivelyμ ′ (z) on T, and parameters p and q for i = 1, 2, 3.
6. Illustrative example. To illustrate the results of the previous sections, we consider the case in which the measure µ in (5.3) is one of the Chebyshev weight functions defined in Table 6 .1. Given a sequence of complex numbers B = {β 1 , β 2 , . . .} ⊂ D, we define the Blaschke factors for B as
and the corresponding Blaschke products for B as In what follows we will assume that x and z are related by this transformation. The inverse mapping is denoted by z = J inv (x) and is chosen so that z ∈ D if x ∈ C I . With the sequence A = {α 1 , α 2 , . . .} ⊂ C I we then associate a sequence B = {β 1 , β 2 , . . .} ⊂ D, so that β k = J inv (α k ), and set β 0 = J inv (α 0 ) = 0. Explicit expressions for the so-called Chebyshev nORFs, related to the i-th weight function in Table 6 .1, with arbitrary complex poles outside I are now given in the next theorem. For the proof we refer to [13, Thm. 3.2] .
Theorem 21. Let x = J(z) ∈ C and α j = J(β j ) ∈ C I , j = 1, . . . , k. Suppose p and q are defined in terms of i by Table 6 .1 and let N k represent the normalization factor given by
Then the Chebyshev nORFs ϕ k (x), k 0, related to the inner product (2.4), with the HPD linear functional F defined by (5.3), and i-th weight function in Table 6 .1, are given by
In what follows, we call a qORF or a pORF based on the nORFs ϕ k with respect to the i-th weight function in Table 6 .1 a Chebyshev qORF or a Chebyshev pORF. In the remainder i will consistently refer to the values 1, 2 or 3, while p and q will refer to the corresponding values in Table 6 .1.
We will also need the following lemmas. The first lemma has been proved in [13] , while the second lemma has been proved in [25, Lem. 3.3] .
Lemma 22. Let x = J(z) ∈ C and α k = J(β k ) ∈ C I . Then
Lemma 23. Whenever z ∈ T, it holds for every k > 0 that the derivative B ′ k (z) can be written as
Taking by convention that an empty sum equals zero, the equality holds for k = 0 too. In the case of the Chebyshev nORFs, explicit expressions are known for the recurrence coefficients E k and D k in Theorem 1. For k > 1 they are given by (see [18, Sec. 4] and [25, Thm. 3.5] )
with β 0 = 0. For k = 1 they are given by
From Theorem 21 and Lemma 22 it follows for n > 0 that
Further, note that
so that the recurrence coefficients F n and G n , defined as before in Theorem 16, are given by
The following theorem now provides expressions to check whether a given Chebyshev qORF or Chebyshev pORF is in r L n . Theorem 24. Let x = J(z) ∈ C and α k = J(β k ) ∈ C I , k = 0, . . . , n, with β 0 = 0. Further, let ε n for n > 0 be defined by
Then a Chebyshev qORF Q n with respect to the i-th weight function in Table 6 .1 is in
n ∈ C and
, n > 1, k = 0, . . . , n.
20
On the other hand, a Chebyshev pORF P n with respect to the i-th weight function in Table 6 .1 is in
where ν n ∈ T is given by (6.5).
Proof. By computing − n directly follow. The inequalities for τ [P ] n easily follow by computing −
, for n > 0 with α = α n−1 or α = α k , k = 0, . . . , n, by means of (6.4) and Theorem 21.
Next, the following theorem provides expressions to check whether the zeros of a given Chebyshev pORF P n , for which τ
n ∈ T, are all in I. Theorem 25. Let x = J(z) ∈ C and α k = J(β k ) ∈ C I , for k = 1, . . . , n and n 1. Suppose τ
n ∈ T and define
where ν n ∈ T is given by (6.5). Further, let Φ ± n be given by
Then a Chebyshev pORF P n with respect to the i-th weight function in Table 6 .1 has a zero 1. at infinity iff ρ n = ρ
3. in x = 1 iff
Proof. The zero at infinity immediately follows from (6.7) with k = 0. For a zero in x = ±1 (and hence, in z = ±1), it should hold that
Consequently, taking into account that B n−1 (±1)B c n−1 (±1) = 1, we obtain for i = 1 that
Next, consider the case in which i = 2. For x = −1 = z we then obtain the same result; i.e.; ρ
n . For x = 1 = z, on the other hand, using l'Hôpital we get that
where it follows from (6.1) that
Finally, for i = 3 we get for x = 1 = z that
, while we get for
L n , with ρ n ∈ T \ {−1}, where ρ n is given by (6.8), and defineβ
In [13, Sec. 4] it has been proved then that, wheneverβ n ∈ (−1, 1) andα n = J(β n ) ∈ C I , the rational function
is orthogonal with respect to the HPD linear 22 functional G = F. Consequently, the zeros of a Chebyshev qORF Q n are for sure all in I and simple if its recurrence coefficient
n is of the form
, n > 1, (6.10) with β 0 = 0 andβ n ∈ I. So, let us now define β
i.e;
Then for β n ∈ D I we deduce from the proof of Theorem 20 that the zeros of a Chebyshev qORF Q n all in I and simple iff its recurrence coefficient D
[Q] n is of the form given above, withβ n ∈ [β
are independent of β n , the same holds true for β n ∈ I.
The following theorem now gives a simple relation between the coefficients A
[P ] n and B
[P ]
n of a given Chebyshev pORF and the coefficients A
[Q]
n of the corresponding Chebyshev qORF.
Theorem 26. Let x = J(z) ∈ C and α k = J(β k ) ∈ C I , k = 0, . . . , n, with β 0 = 0.
Consider the Chebyshev pORF
with respect to the i-th weight function in Table 6 .1. Then the corresponding coefficients A [Q] n and B [Q] n are given by
where ν n is defined as before in (6.5). Thus, for τ
n ∈ T, it holds that
and ρ n andβ n are given by (6.8) and (6.9).
Proof. The equality for A [Q]
n directly follows from Theorems 15 and 24. Next, suppose β n−1 ∈ D I . Theorem 16 together with (6.6) yields
, and hence,
or equivalently,
The equality in (6.11) now easily follows. Since for β n ∈ I it should hold that B
[Q] n = 0, it follows that the equality in (6.11) remains valid for β n−1 ∈ I whenever β n ∈ I too. So, consider now the case in which β n−1 ∈ I and β n ∈ D I . From Theorem 16 and (6.6) we then deduce that
with
Also now the equality in (6.11) easily follows.
Finally, in order to compute the zeros of a Chebyshev qORF or Chebyshev pORF by means of the GEP (2.10), we need expressions for the projection coefficients γ
n,k , k = 0, . . . , n. Theorem 27. Let x = J(z) ∈ C and α k = J(β k ) ∈ C I , k = 1, . . . , n. Suppose the nORFs ϕ k , k = 0, . . . , n, with respect to the i-th weight function in Table 6 .1 are defined as before in Theorem 21. Then the projection coefficients γ
n,k of ϕ * n , n > 0, onto the basis {ϕ 0 , . . . , ϕ n } are given by
where ν n ∈ T is given by (6.5), and ε n is defined as before in Theorem 24. The expression for k = n can be simplified as follows:
Proof. First, note that (see [13] )
is given in Table 6 .1, and that for any function f it holds that
Consequently, for k = 0 we obtain that
where it is easily verified that
For k > 0, on the other hand, we obtain that
Theorem 28. Let x = J(z) ∈ C and α k = J(β k ) ∈ C I , k = 1, . . . , n. Suppose the nORFs ϕ k , k = 0, . . . , n, with respect to the i-th weight function in Table 6 .1 are defined as before in Theorem 21, and let ε n and e n be defined as before in Theorems 24 and 26 respectively. Then the projection coefficients γ For n > 1 the projection coefficients γ [Zϕ] n,k of Z n ϕ n−1 onto the basis {ϕ 0 , . . . , ϕ n } are given by
Proof. First, note that for n = 1 and k ∈ {0, 1} it holds that
where E 1 and D 1 are given by (6.2) and (6.3) respectively. Some computations now yields the expressions for n = 1.
Next, note that it follows from Theorem 26 and the expressions for γ
n,k and γ
n,k are related by
, for k = 0, . . . , n. It is easily verified that these equalities are satisfied for n = 1. For n > 1 and k = 0, . . . , n − 2 the equality is satisfied iff
while for 0 < k n − 2 we get that
So, it remains to prove the expressions for k ∈ {n − 1, n}. For k = n it holds that
Finally, for k = n − 1 we have that
where it holds that
The expression for k = n − 1 now easily follows.
7. Numerical experiments. For the numerical experiments that follow, we consider the sequence of poles
The recurrence coefficients a k−1 , b k−1 and c k−1 , for k = 1, . . . , n, are then given by
where e 1 = √ 2 if i = 1, and e 1 = 1 otherwise. Let the Chebyshev pORF P n be given by P n (x) = 5 {ϕ n (x) + τ n ϕ * n (x)}, with n > 0 and τ n ∈ C. From Theorem 24 it follows that P n ∈ r L n if
Further, the zeros of P n (x) are all real and simple for τ n ∈ T \ {−1}. In order to have them all in I, it follows from Theorem 25 that τ n is bounded by the condition that
From Theorem 26 we deduce that the corresponding Chebyshev qORF is given by
Let us first consider the case in which n > 2. From (7.2) it directly follows that the projection coefficients γ
n,k are given by
3)
29
while it follows from (3.9)-(3.10) that the recurrence coefficients a
n−1 and c
Note that C
[Q]
n satisfy the relation given by (3.6), and that the expression for D [Q] n could also be obtained by means of (6.10) 
, it follows that υ n , defined as before in Theorem 7, equals zero iff
In other words, D
n should lie on a circle in the complex plain with center 0, (−1) n , given by (7.4) and (6.10) , is plotted as a function of τ n andβ n , forβ n ∈ I. The values of D [Q] n forβ 3 ∈ {27/17, 16/11, −16/11} (i.e.; the endpoints of the intervals (7.1) for i = 2 and i = 3, with n = 3) and forβ n = ∞ are marked too. Clearly, the graph of D [Q] n coincides with the circle (7.5) for τ n ∈ T orβ n ∈ R. Next, for n = 2, the expressions (7.3) for the projection coefficients γ
n,k remain valid, but the recurrence coefficients are now given by
, b
For n = 1, on the other hand, we find with the aid of Theorem 27 or 28 that the projection coefficients are given by n , given by (7.4) and (6.10), as a function of τn ∈ T andβn ∈ R.
while the recurrence coefficients are given by
Finally, in the examples that follow the computations were done with Matlab 7 4 . Example 29. For the first example we consider the case in which τ n = 1. We Table 7 .1 Maximal relative difference (7.6) of the computed nodes and weights for i = 1. then computed the zeros of P n , and the corresponding weights in the rational GaussChebyshev quadrature formula, by means of the GEP (2.10) and the GEP (3.11) (let us denote the results by
n,j } n j=1 for the GEP (2.10), respectively x
[GEP] := {x
for the GEP (3.11)). Note that in this case, the zeros of P n are also zeros of a Chebyshev nORF ϕ
n . In [26] a fast and efficient algorithm has been presented to compute the nodes and weights in rational Gauss-Chebyshev quadrature formulas. So, we used this algorithm too to compute the zeros of ϕ [∞] n , and the corresponding weights in the rational Gauss-Chebyshev quadrature formula (let us denote the results by {x , n = 25k, k = 1, . . . , 10, (7.6) is given for the three Chebyshev weight functions in Table 6 .1.
Example 30. For the last example we consider the integral
where the function f (x) = sin 1 x 2 + (3/4) 2 is taken from [13, Ex. 5.3] . This function has an essential singularity in x = 3i 4 and x = − 3i 4 . Since an essential singularity can be viewed as a pole of infinite multiplicity, 5 The weights λ n,j are always strictly positive, so that the relative difference can always be considered. The zeros x n,j , however, are not bounded away from 0. So, whenever ϕ
[∞] n appeared to have a zero in x = 0, the absolute difference was considered instead in this zero. Table 7 .3 Maximal relative (7.6) of the computed nodes and weights for i = 3.
3.9 10 this suggests taking
, k = 1, . . . , n.
We calculated the exact solution of F{f } in multiprecision with Maple 10 6 . Table 7.4 then gives the relative error on the approximation of (7.7) by means of an npoint rational Gauss-Chebyshev quadrature formula based on the zeros of the Chebyshev pORF P n (x) = 5[ϕ n (x) + τ n ϕ * n (x)], n = 3, . . . , 12, where τ n is chosen in such a way thatβ n , given by (7.1), is equal to either 0 or 3n+7 3n+2 . We used the GEP (3.11) to compute the nodes and weight.
Finally, note that P n (x) should have a zero in x = 1 wheneverβ n = 3n+7 3n+2 . To verify this, the largest and smallest zero of P n (x) is given in Table 7 .5.
Conclusion.
We provided a generalized eigenvalue problem to compute the zeros of a so-called quasi-orthogonal rational function (qORF) and the corresponding weights in the rational Gaussian quadrature formula. In contrast with orthogonal rational functions (ORFs) on a subset of the real line with poles among {α 1 , . . . , α n }, the zeros of a qORF depended on a parameter τ ∈ (C ∪ {∞}), which could always Table 7 .4 Relative error on the estimation of (7.7).
nβ n = 0β n = be chosen in such a way that the zeros are all real and simple. First, we showed that the zeros of a qORF are -under some mild conditions on the parameter τ -zeros of an ORF with poles among {α 1 , . . . , α n−1 , α}, where α depended on the parameter τ . Then, we gave a relation between qORFs and the so-called para-orthogonal rational functions. Next, a condition was given for the parameter τ so that the zeros of a qORF are all real and simple. Finally, some illustrative and numerical examples were given for the case in which orthogonality was with respect to the Chebyshev weight functions (1 − 
