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Abstract
Crystalline materials often exhibit a strong anisotropy, or directionally dependent
response, with respect to their properties. Most structural materials are polycrys-
talline, composed of many microscopic crystalline regions each with a different ori-
entation with respect to the sample coorrdinate frame. Crystallographic texture, or
the presence of a statistically preferred orientation, is a key predictor of macroscale
properties and can greatly affect the material response. The estimation of texture
from X-ray diffraction data is a classical problem in materials science and geology.
Traditional methods for estimating texture have utilized a Fourier series expansion by
generalized spherical harmonics. Estimation of texture from discretely sample orien-
tations, via spherical harmonics, requires making several ad-hoc assumptions that can
strongly influence the final result.The Bingham distribution, the maximum entropy
probability distribution on the space of 3-D rotations (SO(3)), has been proposed as
a model distribution for crystallographic texture. However the Bingham distribution
does not account for the inherent crystallographic symmetry, so its application has
been severely limited. In this work we present a symmetrized Bingham distribution
that can be applied to materials with arbitrary symmetries, and efficient numerical
scheme for the estimation of distribution parameters from discretely sampled orien-
tation data. We compare texture estimates from discrete orientation data using the
symmetrized Bingham model and the classical spherical harmonic technique.
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Chapter 1: Introduction
Crystallographic texture has a profound impact on materials properties due to the
anisotropic properties of real materials. Crystallographic texture is quantified using
orientation distribution functions, or ODFs. Typical methods of calculating ODFs
rely heavily on applications of spherical harmonics and Fourier series. These methods
on ad-hoc assumptions about the texture distribution and consequently are neither
statistically rigorous or automatable. The symmetrized Bingham distribution allows
rigorous statistical analysis of texture distributions to be conducted for the first time
and is capable of being automated.
This thesis first presents a discussion of crystal texture, its origins, and its effects
on materials properties. Next, current methods of measuring and analyzing texture
are discussed, followed by a description of the mathematics and crystal symmetry,
the standard Bingham Distribution, and the symmetrized Bingham distribution. Fi-
nally, an expectation-maximation algorithm is developed to estimate parameters for
arbitrary crystal textures, and the future applications of this technique are discussed.
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Chapter 2: Background
This section of the thesis describes the crystallographic meaning of texture, its
origins in sample processing, its effect on materials’ properties, and current techniques
of measuring and quantifying crystal texture.
2.1 Definition of Crystal Texture
Crystalline materials, which are a significant group of the available engineering
materials, are typically organized into small regions of self-consistent crystal lattices,
or grains. These grains have well defined crystal structures with coordinate axes used
to define lattice positions and planes within the structure, a simple schematic showing
crystal orientations is shown below in Figure 2.1. The relationship between the local
crystal system (the grain’s lattice) and the overall sample geometry is defined as an
orientation. In effect, an orientation describes the required rotation necessary to bring
the crystal axes into alignment with the sample axes [1].
Orientations are described using several methods, the most prevalent of which
are the Euler angles. The Euler angles describe rotations in three-d space using a
succession of three rotations around the primary axes of the crystal system. This
allows the orientation relationship between an individual grain and the sample frame
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Figure 2.1: Schematic Representation of Crystal Texture, adapted from Rollet
to be completely defined. Alternative methods for describing orientations include the
unit rotation matrices, the Bunge angles, and the unit quaternions.
Crystallographic texture is defined as the existence of a preferred crystallographic
orientation in a material. An untextured material is composed of grains with ran-
dom, or near random orientations and the resulting distribution is uniform, or near
uniform. By comparison, a heavily textured material features one or more preferred
orientations that are concentrated at several multiples of the background texture.
Texture distributions are conventionally represented using pole figures, an example
of which is shown in Figure 2.2. Each pole figure represents the concentration of the
given crystallographic pole, denoted by the appropriate Miller index, in reference to
the sample frame.
2.2 Origins of Crystal Texture
The formation of crystallographic texture can be driven by a variety of processes.
These driving forces include mechanical deformation, solidification, and recrystalliza-
tion.
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Figure 2.2: X-ray Pole Figures of Material with a Strong Basal Texture
Mechanical deformation of materials, particularly rolling [2] and drawing [3] op-
erations, is one of the primary driving forces for the formation of texture in polycrys-
talline materials. Deformation driven texture evolution in metals is driven by two
competing processes. First, deformation, through the movement of dislocations, can
create lattice rotations in the deformed grains [4]. Preferred deformation modes in
most materials lead to favored orientations and the development of crystallographic
texture. Second, other deformation modes, such as crystal twinning, also create large
scale changes in the orientation distribution within a sample. In particular, deforma-
tion twinning creates a large change in texture during the deformation of materials
[5].
Solidification, and the associated phase transformations, can also lead to the for-
mation of crystallographic texture [6]. For example, processing of titanium can result
in several different texture distributions for the same alloy. In particular, the preferred
4
orientation is different for both the α and β phases. The mixture of these phases varies
due to processing, which can lead to large differences in texture between samples.
Recrystallization of deformed materials also leads to texture evolution in metals
[7]. The recrystallization texture of a material is dependent on several factors. The
heat treatment of the material can lead to different textures or a randomly oriented
material. Second, the degree of cold work applied to the material can lead to different
textures in the annealed materials. Third, the starting texture can also affect the final
texture [8].
2.3 Texture Induced Anisotropy of Properties
Crystallographic texture can have a dramatic effect on materials’ properties. The
following section discusses the effects of crystallographic texture on two materials sys-
tems; mechanical properties drawn aluminum sheet and superconducting properties
in YBCO ceramics.
2.3.1 Anisotropy of Mechanical Properties
Crystallographic texture can create large anisotropy in the mechanical properties
of crystalline solids. Single crystals of material generally feature large anisotropy in
mechanical properties dependent on the direction of applied stress [9]. This results
in differences in both the elastic and plastic response in the material. One example
of this is the deep drawing of metals, a process often used for the production of
containers.
Most sheet materials are produced by rolling. The rolling process creates a strong
texture in the final material, which is dependent on the crystal structure of the ma-
terial [10]. For example, rolled Mg alloys typically have a strong basal texture [11],
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Figure 2.3: Deep drawn Al showing earing, reproduced from Tucker [14]
with varying degrees of intensity. In Mg, this basal texture results in a significant
portion of C-axes pointing towards the sample’s normal direction. As a result of the
HCP structure of Mg, the basal texture limits plasticity along the normal direction
of the sample due to the higher critical resolved shear stress to initiate pyramidal slip
in this system [12].
Texture induced anistropy is also a concern in aluminum alloys. Aluminum alloys,
like Al 3004, commonly develop strong rolling textures during cold rolling [13]. As
in magnesium alloys, this results in strong plastic anisotropy in the final material.
For example, during deep drawing, heavily rolled sheet stock typically undergoes
earing, as shown in Figure 2.3. This creates waste material, increasing costs for the
manufacturer. The texture of the starting material, and the degree of anisotropy,
have an important effect on the properties of the material [14].
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2.3.2 Anisotropy of Electrical Properties in Superconductors
Crystallographic texture is also an area of concern in high temperature super-
conductors, particularly the YBCO superconducting systems.The YBCO (Yttrium-
Barium-Copper-Oxide) system is a non-stoichiometric ceramic oxide that displays a
high superconductivity transition temperature at 87K [15]. The high temperature
superconductivity of YBCO is significantly affected by the crystallographic texture
of the sample.
YBCO is a modified perovskite structure, as shown in Figure 2.4. The copper
containing crystallographic planes are responsible for superconduction in this mate-
rial. However, in bulk YBCO, misalignment of these crystallographic planes results
in loss of superconductivity in the bulk material, which has limited the commercial
utility of this class of materials [16]. Methods of controlling texture development
in YBCO have focused on the production of epitaxial films deposited on metallic
substrates[17]. These methods allow for alignment of the superconducting planes
in YBCO, controlling the texture, and also produce a flexible superconducting film,
usable in engineering applications.
2.4 Current Methods of Texture Measurement and Analysis
Texture measurement and analysis in materials has been focused on two specific
areas: macrotexture and microtexture. Macrotexture methods focus on the average
crystallographic texture throughout the entire sample while microtexture measure-
ments focus on discrete orientations over a more limited region of sample.
7
Figure 2.4: YBCO Structure, reproduced from Saxena [18]
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2.4.1 Bulk Texture Measurements
Bulk texture measurements, which focus on average crystallographic orientations
throughout the entire sample, are typcically gathered using bulk diffraction measure-
ments, either with neutrons or synchrotron x-rays. Neutron scattering techniques
allow the direct measurement of crystal texture, typically using large diffractometers,
by measuring diffraction patterns from several banks of time-of-flight diffractometers
[19]. Analysis of neutron texture measurements is typically conducting using full
pattern Rietveld refinements, which require experience to correctly fit the texture
distribution and avoid local minima.
Bulk texture measurements are also taken using synchrotron radiation. The sam-
ple is illuminated by a high energy, high flux x-ray beam and 2-d diffraction patterns
are taken. The sample is rotated to illuminate different grains within the sample,
produced several diffraction patterns. These are then integrated to produce an ar-
ray of 1-d spectra. The analysis then proceeds in the same manner as the neutron
diffraction measurements, with full-pattern analysis using the Rietveld method and
fitting of the orientation data with spherical harmonics [20].
2.4.2 Micro Texture Measurements
Unlike bulk texture measurements, which measure the average orienation across
the entire sample, micro-texture measurements focus on determining the orientations
of a smaller number of discrete grains in the sample. Microtexture measurements
are typically conducted using electron backscatter diffraction (EBSD) or high energy
diffraction microscopy (HEDM).
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EBSD measurements are conducted using a specialized camera in the scanning
electron microscope. The sample is tilted within the SEM and then the electron
beam is focused on the sample. A fraction of the electrons diffract out of the sample
and are indexed by the EBSD camera. This forms diffraction patterns which may
then be used to determine the orientation and crystal structure of that region of
the sample [21]. An orientation map of the sample is then developed by indexing
the diffraction patterns with a lookup table. This technique allows the mapping of
discrete orientations rapidly with relatively small capital investment in equipment
[22].
The recently developed technique of high energy diffraction microscopy (HEDM)
offers the promise of resolving microstructure and orientation data without the need
to section samples, as in EBSD [23]. The sample, typically composed of several dozen
grains is illuminated by a high energy electron beam, typically produced by a syn-
chrotron storage ring, and rotated in the beam to produce an array of diffraction
patterns. By selectively illuminating individual grains within the sample, their orien-
tation, location, and relative size may be indexed. This allows the microstructure of
the sample to be reconstructed and analyzed without the need for destructive testing
[24]. However, analysis of HEDM data is computationally expensive and the required
equipment, a synchrotron storage ring and associated equipment, requires a large
investment in capital and maintenance.
2.4.3 Analysis of Texture Measurements
Texture analysis methods have been traditionally focused on bulk texture mea-
surements, typically obtained through x-ray diffraction. Analysis of integrated 1-d
10
spectra is typically conducted by the Rietveld method, a least squares method that
fits the entire spectra profile [25]. The ODF is then typically generated using the
spherical harmonic method described by Bunge [26].
The spherical harmonic method is also generally applied to the analysis of micro-
texture; however, it is not well-suited to this task. The spherical harmonic method
requires ad-hoc assumptions about the parameters of the ODF, which has several
consequences for the analysis. First, the spherical harmonic method is not easily
automated. Texture analysis using this method requires supervision and careful re-
finement to avoid local minima. Second, the required assumptions about the texture
distribution do not allow rigorous statistical analysis of micro-texture distributions.
The symmetric Bingham distribution method promises to solve both of the problems
with traditional analysis of micro-texture [27].
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Chapter 3: The Standard Bingham Distribution
3.1 Definition of the Bingham Distribution
The Bingham distribution is a probability distribution defined over the n-d hyper-
sphere [28]. In the case where n=4, the Bingham distribution is defined over the unit
quaternions and can be written as shown in Equation (3.1). The unit quaternions
are isomorphic to the unit rotations used to describe crystallographic orientations, so
the Bingham distribution is suitable for the representation of crystallographic texture
[27].
p(g; Λ,V) =
1
F (Λ)
exp
4∑
i=1
λi(vi · g)2 (3.1)
The Bingham distribution represents the probability p of a given orientation, g,
in a distribution defined by the parameters Λ, a 4-vector representing the concen-
tration of the distribution along the primary directions, F , a normalization constant
parametrized by Λ, and V, a 4×4 matrix composed of 4 unit quaternions representing
the principal directions of the distribution. The primary difficulty in the computation
of the Bingham distribution lies in the normalization constant F , which is a hyper-
geometric function of matrix argument [28]. The normalization constant is difficult
to compute in real time. As a result, the normalization constant is calculated using
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a lookup table of precomputed values of F with interpolation for arbitrary values of
Λ [29].
The parameters of the standard Bingham distribution may be determined using
closed form maximimum likelihood estimators for both Λ and V, which are respec-
tively designated Λˆ and Vˆ. For a set of N orientations, G = {g(1), . . . ,g(N)}, the
scatter matrix S can be written as shown below.
S =
1
N
n∑
i=1
g(i)g(i)
T
= E{ggT} (3.2)
The scatter matrix can then be used to estimate the MLEs for both Λ and V
utilizing an eigenvalue decomposition of S. The eigenvectors corresponding to the
second, third, and fourth eigenvalues correspond to the columns of V. The elements
of Λ may then be calculated by setting the derivative of the log-likelihood of the
distribution equal to zero, resulting in the equation shown below. The derivatives of
the normalization constant are also stored in a precomputed lookup table, allowing
rapid computation of the derivatives via interpolation. [27]
1
F (Λ)
∂F (Λ)
∂λj
= vTj Svj. (3.3)
The closed form MLEs for the unsymmetrized Bingham distribution allow rapid
computation of parameters for arbitrary Bingham distributions when combined with
the precomputed normalization constants developed by Glover.
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3.2 Current Applications and Limitations of the Standard
Bingham Distribution
The Bingham distribution was first used to describe crystallographic texture by
Schaeben [30] and Kunze [31]. They applied the Bingham distribution to the mod-
elling of texture components, including fibers and sheets. The unsymmetrized Bing-
ham distribution is useful in the modelling of unimodal textures, but more complex
textures require mixtures of Bingham distributions for accurate representation. Fur-
thermore, the Bingham distribution also has applications in machine vision [32].
The applications of the Bingham distribution to crystallographic texture have
been limited for several reasons. First, the normalization constant is computationally
expensive to compute on demand. This issue has been solved by the creation of lookup
tables for both the normalization constant and its derivatives. Second, the standard
Bingham distribution does not account for inherent crystal symmetry or processing
induced sample symmetry. Consequently, the standard Bingham distribution has
been limited to triclinic crystal systems with no processing induced sample symmetry.
The systems are not representative of real engineering materials, so the overall utility
of the Bingham distribution to texture analysis has been limited.
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Chapter 4: The Symmetrized Bingham Distribution
As described previously, the standard Bingham distribution does not account for
either crystal or sample symmetry, limiting its utility in texture analysis. We have
developed a new variant of the Bingham distribution applicable to systems with
arbitrary crystal and sample symmetry.
4.1 Distribution Invariance under Symmetry Operations
Extension of the Bingham Distribution to symmetric materials requires the pro-
posed distribution to be invariant under sample and crystal symmetry. First, consider
the group G = {G1, ....,GM}, with a finite number of elements, each of which acts
on the space X where each element Gi maps X → X . Elements of G are associative,
with inverse and identity operations [33]. A function, f(x), is considered invariant
under G if f(Gx) = f(x) for G ∈ G. Next, we consider a random variable X defined
on X . The probability distribution of x obeys the following theorem.
Theorem: The probability density function, f(x) is invariant under G if and only
if
f(x) = 1
M
∑M
i=1 f(Gix)
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Proof. If the above theorem holds true, then f(Gx) = M−1
∑M
i=1 f(GiGx). G is a
group where GG = G, soM−1∑Mi=1 f(GiGx) = M−1∑Mi=1 f(Gjx) and f(x) = f(Gx).
Alternatively, if f(Gx) = f(x) then M−1
∑M
i=1 f(Gix) = M
−1
∑M
i=1 f(x) = f(x).
In effect, the above theorem states that any probability distribution that is in-
variant under a group can be represented as a mixture of translated distributions
under the group. This simplifies the estimation of parameters for distributions with
spherical symmetry components [34].
4.2 The Symmetrized Bingham Distribution
In order to practically apply the Bingham distribution to ODF representation we
need to account for the underlying crystallographic and sample symmetries of the
material and processing operations. Let Qc = {qc1, . . .qcM} denote a group whose
elements transform one orientation to a crystallography equivalent one.
If qc ∈ Qc then any function where f(qc ∗ g) = f(g) is said to be invariant under
Qc. A material sample can also contain statistical symmetry due to processing. The
classic example is a statistical two-fold rotation axis about the rolling, transverse,
and normal directions of a rolled plate resulting in orthotropic sample symmetry [35].
The sample symmetry group Qs = {qs1, . . . ,qsP} is defined in an identical way to the
crystal symmetry group except the group operation is right multiplication.
For materials with both symmetries any function of g must be invariant under
both symmetries as [36],
f(qc ∗ g ∗ qs) = f(g). (4.1)
As discussed previously, Chen recently derived the required form for symmetry
invariant probability distributiosn [34]. Here we trivially extend their result to include
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sample symmetry and state that the density function p : SO(3) → R is jointly
invariant under Qc and Qs if and only if
p(g; Θ) =
1
M
1
P
M∑
i=1
P∑
j=1
p(qci ∗ g ∗ qsj; Θ) (4.2)
where Θ are the parameters of the probability density. Eq. 4.2 states that any
probability density p(g) over the orientations which is invariant to crystallographic
and sample symmetry can be represented as a finite mixture with equal weights of
the rotated density under the combined crystallographic and sample symmetry groups
actions.
p(g;Q,Λ,V) = 1
MP
M∑
i=1
P∑
j=1
p(qci ∗ g ∗ qs; Λ,V) (4.3)
=
1
MP
M∑
i=1
P∑
j=1
p(g; Λ,QciVQ
s
j) =
1
MP
M∑
i=1
P∑
j=1
p(g; Λ,Vij) (4.4)
=
1
MP
1
F (Λ)
M∑
i=1
P∑
j=1
[
exp
4∑
k=1
λi
(
[Vij]k · g
)2]
(4.5)
where Q denotes the symmetry groups, Qr denotes the quaternionic matrix where
the product QrV is equivalent to applying rotation qr to each column of V, and
[Vij]k denotes the kth column of Vij. Going from eq. 4.3 to eq. 4.4 requires the
application of the inner quaternion product vk · g in eq. 3.1 and the observation
that the inverse of symmetry elements must also be elements of the symmetry group.
EQ. 4.3 states that the symmetrized Bingham distribution is a finite mixture of the
standard quaternion Bingham distributions, with each component a) having equal
weight b) having principal directions rotated by QciVQ
s
j = Vij and c) having the
same concentration parameters Λ. A similar weighted mixture mixture was defined
in [37] and termed the Pseudo-Bingham distribution.
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Given set G containing N orientation measurements, the data log-likelihood is
given by
ln p(G; Λ,V) = −N ln (MPF (Λ)) + (4.6)∑N
n=1 ln
∑M
i=1
∑P
j=1 exp
(∑4
k=1 λk ([Vij]k · gn)2
)
4.3 Limitations on the Utility of the Symmetrized Distribu-
tion
The symmetric Bingham distribution solves several of the problems with the stan-
dard, unsymmetrized Bingham distribution; however, the inclusion of sample and
crystal symmetry destroys the closed form solution to the MLEs for the Bingham pa-
rameters. Furthermore, while the derivatives of the symmetrized distribution are well
defined and trivial to compute, estimating the parameters of the distribution with a
gradient descent is computationally expensive and difficult due to local minima in the
derivatives of the distribution.
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Chapter 5: EM-ML Estimation of Symmetric Bingham
Parameters
5.1 EM-ML Algorithm
As mentioned earlier, S is a sufficient statistic for parameter estimation for the
standard Bingham distribution. Eq. 4.4 shows that the symmetrized Bingham is
finite mixture of rotated standard Bingham distributions. If S could be calculated
for the symmetrized case the standard ML estimates Λˆ and Vˆ could be trivially
computed. Consider a set of N discrete orientations, G = {g(1), . . . ,g(N)} which was
generated by sampling a symmetrized Bingham distribution. In order to calculate S
we are missing information. The complete dataset would also contain a label which
identifies which of the MP rotated components of the mixture generated each sample
[niezgoda2013, 34, 38]. The EM-ML algorithm seeks the Bingham ODF which
maximizes the probability of measuring the orientation data by a) estimating the
labels given an estimate of the Bingham parameters (E-step) then b) using this new
estimate of the labels to update the Bingham parameters (M-step). The algorithm is
described more formally below.
For compactness let Θ = {Q,Λ,V} denote the complete set of parameters nec-
essary to specify the symmetrized Bingham p(g; Θ). Further let θij = {Λ,Vij =
QciVQ
s
j} denote the set of parameters necessary to specify an individual rotated
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component of the mixture, p(g; θij). Define a set of binary label vectors Z =[
z(1), . . . , z(N)
]
, where the elements of each vector z
(n)
ij take the value 1 if g
(n) was
generated by p(g; θij) and 0 otherwise. If Z could be measured, then computing the
scatter matrix and finding the ML estimate of the parameters Θˆ would be trivial.
The complete data log-likelihood is given by
log p(G,Z; Θ) = 1
MP
N∑
n=1
M∑
i=1
P∑
j=1
z
(n)
ij log p(g
(n); θij). (5.1)
An ideal algorithm would maximize eq. 5.1 directly. However optimization of func-
tions of binary variables (i.e. Z) is problematic [39]. Instead we define the conditional
expectation,W = E
[
Z|G, Θˆ
]
. w
(n)
ij gives the probability that z
(n)
ij = 1 or equivalently
the probability that orientation g(n) was generated by the rotated Bingham p(g; θij).
By substituting W into eq. 5.1 we can use Bayes rule to update the probabilities
of mixture assignments. In the EM literature this is termed the Q function. If Θˆ
represents a current estimate of the parameters then
Q(Θ|Θˆ) = E
[
log p(G,Z|Θ)|G, Θˆ
]
(5.2)
= log p(G,W|Θ)
The E-step consists of using Bayes rule to update W as
w
(n)
ij = E[z
(n)
ij |G, Θˆ] = P [z(n)ij = 1|g(n), Θˆ] (5.3)
=
(MP )−1p(g(n);θˆij)∑
s,t(MP )
−1p(g(n);θˆst)
.
Then in the M-step the parameter estimates Θˆ are updated to maximize eq. 5.2. The
ML estimate for Q(Θ|Θˆ) can then be derived, by setting the derivatives with respect
to the parameters to zero and solving. The ML estimates take exactly the same form
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as those given for the standard Bingham if the scatter matrix is replaced by S(Q) the
symmetrized scatter matrix
S(Q) = 1
N
N∑
n=1
M∑
i=1
P∑
j=1
w
(n)
ij g
(n)
ij g
(n)
ij
T
(5.4)
where g
(n)
ij = (q
s
i)
−1 ∗g(n) ∗ (qcj)−1. The EM-ML algorithm alternates between eq. 5.3
and eq. 5.4 until convergence is reached. For this work convergence was defined as the
change in eq. 5.2 between iterations was less than some small value , ∆Q(Θ|Θˆ)/n ≤ δ.
5.2 Estimation of Strong Textures
We applied the algorithm to the case of texture estimation in a cubic-orthorhombic
material, meaning that each orientation has 96 symmetric equivalents (the composi-
tion of 24 from cubic crystallographic Laue class m3¯m and 4 from sample symmetry
group). n = 1000 i.i.d. sample orientations, and the stopping criterion δ = 10−5
was used. In order to define a “ground-truth” for comparison, n quaternions were
sampled from a non-symmetrized Bingham distribution with known parameters. The
ML estimates of the quaternion Bingham parameters (Eqs. 3.2 and 3.3) were com-
puted from the samples and the resulting fit Bingham was used as the ground truth.
The sampled quaternions were each replaced with a randomly chosen symmetrically
equivalent orientation to produce G. In this way we ensured direct comparison be-
tween the EM-ML process to fit the symmetrized Bingham and the ML estimates
of the standard quaternion Bingham distribution using equivalent initial data. The
quality of fit was evaluated by computing the data log likelihood (Eq. 4.6) and the
texture entropy for each ODF as well as the integrated error between the fit ODF
and the ground truth.
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Table 5.1: Comparison of ground truth versus fit symmetrized Bingham ODF for a
strongly textured distribution.
Λ Log Likelihood Integrated Error Entropy
Initial Target [-25.00 -20.00 -15.00] 181.63 0.0281 -0.1926
Ground Truth [-24.98 -19.11 -15.46] 182.23 0.000 -0.2058
Fit Symmetric [-24.76 -18.79 -15.80] 183.45 0.0096 -0.2027
Figure 5.1 shows the results of this procedure. For convenience the ODFs are
plotted with respect to the Bunge-Euler angles at constant φ2 sections, for interpre-
tation of the ODF images see [36, 35]. 1000 samples were drawn from an anisotropic
Bingham distribution with Λ = [−25,−20,−15] and V chosen as a random orthogo-
nal matrix. As expected the fit ODF is virtually identical to the ground truth ODF.
Specific details of the goodness of the fit are given in Table 5.1. It is interesting to
note that the likelihood of the symmetrized fit is slightly larger than the ground truth
fit. Additionally the progression of the algorithm, shown by the evolution of Q(Θ|Θˆ)
with each iteration, is highlighted in Figure 5.2 .
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Figure 5.1: Comparison of the ground truth ODF (a) against the fit ODF for a mate-
rial with cubic crystal symmetry and orthotropic sample symmetry. For convenience
the ODFs are plotted as φ2 sections of the Bunge-Euler angles [36], as is routinely
done in the quantitative texture analysis literature.
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Figure 5.2: Comparison of ground truth versus fit symmetrized Bingham ODF for
strongly textured distribution
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Chapter 6: Conclusions and Future Applications
As demonstrated, the symmetrized Bingham distribution is a promising method
for performing rigorous statistical analysis of discrete crystallographic data. The pre-
vious limitations in estimating the parameters of the symmetrized Bingham distribu-
tion have been eliminated through the development of an expectation-maximization
algorithm. This method avoids the a priori assumptions required for the traditional
spherical harmonic technique proposed by Bunge.
In the future, the symmetric Bingham distribution will be incorporated into a
mixture model combined with an unsupervised learning algorithm. This will allow
more rapid fitting of ODFs to discrete crystallographic data and allow increased au-
tomation of this process. Furthermore, the symmetrized Bingham distribution allows
rigorous statistical analysis of crystallographic data that has not been previously pos-
sible. This will allow detailed analysis of crystallographic texture and their effects on
materials properties.
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