The reservoir computing paradigm is employed to classify heartbeat anomalies online based on electrocardiogram signals. Inspired by the principles of information processing in the brain, reservoir computing provides a framework to design, train, and analyze recurrent neural networks (RNNs) for processing time-dependent information. Due to its computational efficiency and the fact that training amounts to a simple linear regression, this supervised learning algorithm has been variously considered as a strategy to implement useful computations not only on digital computers but also on emerging unconventional hardware platforms such as neuromorphic microchips. Here, this biological-inspired learning framework is exploited to devise an accurate patient-adaptive model that has the potential to be integrated into wearable cardiac events monitoring devices. The proposed patient-customized model was trained and tested on ECG recordings selected from the MIT-BIH arrhythmia database. Restrictive inclusion criteria were used to conduct the study only on ECGs including, at least, two classes of heartbeats with highly unequal number of instances. The results of extensive simulations showed this model not only provides accurate, cheap and fast patient-customized heartbeat classifier but also circumvents the problem of imbalanced classes when the readout weights are trained using weighted ridge-regression.
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Introduction

Patient-customized electrocardiogram (ECG) analysis is becoming increasingly important in clinical applications. The latest generation of event and
Holter monitor systems, patch-type electrocardiogram recorders [1] and wearable devices with ECG sensors [2] offer continuous recording and monitoring of the real-time cardiac data over time courses of days or weeks (i.e. beyond the traditional 48 hours) allowing for a detailed statistical analysis and a clearer picture of a patient's cardiovascular health. Real-time, patient-customized monitoring can also enable immediate intervention, or patient callbacks if an appropriate model has been exploited to diagnose patient-specific conditions. However, in order to manage this vast amount of data, and to extract the relevant information for conducting further statistical analyses, smart automated algorithms which are compatible with emerging hardware technology must be developed.
Over decades of research, many signal processing techniques such as frequency analysis, template-matching, wavelet transform, filter banks, and hidden Markov models as well as different variations of neural networks have been employed for arrhythmia detection or for the classification of cardiac beats [3, 4, 5, 6] . However, due to the lack of a complete set of algorithms compatible with emerging micro-device technologies, the practical exploitation of automated ECG diagnostic systems is not yet very extensive, and further improvements are needed in the field of automatic portable ECG interpretation.
The strong variations in the temporal course and morphology of ECG waveforms of different patients and patient groups are a major problem in automated ECG monitoring tasks such as beat classification. One obvious, yet computationally expensive solution to this problem is exploiting a multitude of training data recorded from many subjects -with different healthy or pathological cardiac conditions -to develop a generic classifier. This is the approach typically taken by deep-learning inspired methods to provide predictive analytic solutions when data volume and complexity of the task are inordinate [7, 8] . However, such an approach for ECG diagnostic purposes faces several challenges, among them data collection, beat annotation, and the technical challenges associated with hardware implementations. In contrast to a generic model, a patient-customized classifier does not rely on a vast amount of data collected from other subjects and make the classification algorithm adaptable to the unique characteristic features of each patients ECG records.
In this study, the echo state network (ESN), an instance of reservoir computing (RC) models, is exploited to design a real-time patient-adaptable ECG beat classifier. The basic idea of reservoir computing is to use a random excitable medium to expand an input signal into a higher-dimensional (nonlinear transform) signal space. The generality of this idea has invited researchers from computing theory and microchip technologies to consider RC as a computational paradigm for use in "unconventional" physical or computational media that differ from neural network models or digital computing circuitry [9] . Since functional reservoirs have been successfully created in electrical circuits [10, 11] , optical media [12] , or chemical (molecular) substrates [13] , it is promising to design and implement implantable or wearable biosensors, processors, and controllers based on this computational scheme. As discussed below, the model provides a predictive solution for the electrocardiogram (ECG) beat classification problem that outperforms the current state-of-the-art when it is trained and tested on ECG recordings selected from the MIT-BIH arrhythmia database [14, 15] . Applying the idea of "reservoir transfer learning" [11] , this reservoir model has been proven to be compatible with the Dynap-se processor, a neuromorphic hardware used for implementing analog spiking neural networks [16] .
The paper is organized as follows. Section 2 presents a review of the literature and introduces the idea of reservoir computing. Data acquisition, preprocessing procedure and the proposed ESN model are discussed in Section 3.
Section 4 reports the results of the obtained classifier on the MIT-BIH arrhyth-mia database and discusses the results. Conclusions are presented in Section 5.
Related Work
ECG Beat Classification Techniques
Decision-tree approaches based on various features extracted from each heartbeat have been extensively exploited for automated ECG beat classification. Such a classification system typically comprises three modules for heartbeat segmentation, feature extraction, and classification. In most cases, nonoverlapping sliding windows with different shapes and lengths are initially used to segment cardiac beats for further processing. Then, various temporal features (e.g., the width and height of QRS complex, RR interval, QRS complex area) [17, 4] , frequency domain descriptors (usually extracted using power spectral density (PSD), or discrete Cosine transform) [18, 19] , time-frequency domain representatives (obtained using discrete Wavelet transform) [4, 5] as well as features extracted from phase-space reconstruction of ECG records [20, 21] are used as input to train a classifier. A significant challenge associated with these features is their susceptibility to variations of ECG beat morphology and temporal characteristics not only among different patients or patient groups, but also for the same patient in various activity states. Therefore, the potential benefit of patient adaptation seems substantial and is worth further pursuing.
For the classification module, artificial neural networks (ANNs) [22, 23] , self-organizing maps (SOMs) [3] , support vector machines (SVMs) [18, 19] , linear discriminators [17, 24] , conditional random fields [25] and neuro-fuzzy networks [26] have been exploited for discriminating heartbeats. To the best of my knowledge, [3] was the first paper in which a "mixture-of-experts" (MOE)
approach was proposed to demonstrate the feasibility of having a patientadaptable ECG beat classification algorithm. Performance metrics averaged on 20 ECG signals selected from the MIT-BIH arrhythmia database were reported as 94.0% accuracy, 82.6% sensitivity, and 97.1% specificity. Another patient-customized heartbeat classification scheme was later proposed in [26] where the wavelet transforms variance, third-order cumulant and autoregressive (AR) model parameters served as features and a fuzzy-hybrid neural network including a fuzzy c-means classifier and an MLP neural network has been trained to discriminate normal from abnormal cardiac beats. On 7 ECG recordings from the MIT-BIH arrhythmia database, 93.5% accuracy, 99.6% sensitivity, and 95.3% specificity were obtained. The classifier has been trained and tested on a short segment of each ECG signal (i.e., 200 heartbeats). A three-class classification scheme based on cross-spectral density information extracted in the frequency domain was developed in [18] to detect normal beats, premature ventricular contractions (PVC) beats and other beats in two-lead ECG streams.
The scheme, when employed for 40 files in the MIT-BIH arrhythmia database, was shown to result in classification accuracy in the range 95.51-96.12 %.
In order to characterize ECG patterns specific to a patient, [5] suggested to consider the ECG waveforms as data-packet streams and apply packet-processing techniques. The method relies on precise localization of fiducial ECG points and exploits wavelet analysis with adaptive thresholding for ECG preprocessing and feature extraction. Aiming at abnormal beat detection, a classification accuracy of 97.42% was reported on all the 47 files in the MIT-BIH arrhythmia database.
Reservoir Computing
Inspired by the brains ability to process information, reservoir computing provides a framework to design, train and analyze recurrent neural networks (RNNs) for processing time-dependent information [27, 28] .
A reservoir computer comprises three major parts (Fig. 1) . The input layer feeds the input signal into a random, large, fixed recurrent neural network that constitutes the "reservoir". The input signal is non-linearly mapped into a higher dimensional signal space through the internal variables of this dynamical system (i.e., reservoir states). In the output layer, a linear combination of the reservoir states is computed as the time-dependent output of the reser- Nonlinear channel equalization [29] , time series prediction [27, 30] , speech recognition [31] and robot control [32] are some of the examples in which reservoir computing has been reported to perform well.
Materials and Methods
ECG signals
Our study was conducted on 17 ECG recordings from the MIT-BIH arrhythmia database where each recording provides 30-minutes excerpts of twochannel (i.e., limb lead II and one of the modified leads V1, V2, V4 or V5)
ambulatory ECG signals [14, 15] . Restrictive inclusion criteria were applied to select only 17 (out of 47) ECG signals including at least two classes of cardiac events with more than 50 occurrences in 30-minutes. The recordings were digitized at 360 samples per second with 11-bit resolution over a 10 mV range.
Every single QRS from each recording has been independently annotated by two or more cardiologists.
Since only QRS fiducial points are annotated in the database, in our study, 
Beat Classification
We initially design an appropriate reservoir architecture which is able to detect all the annotated QRS complexes in three randomly selected ECG recordings. Based on the states of this reservoir's units in response to the input ECG, a patient-customized readout layer is then trained for the classification of different classes of cardiac beats.
The dynamics of a typical reservoir computer with real-time continuous value units is governed by the following equations:
where ∆t is the real time sampling period, uptq P R N u is the input signal, xptq P R N x is the N x -dimensional reservoir state, f is a nonlinear function (usually the logistic sigmoid or the tanh function in software implementations). W, W in and W f b are the input, recurrent and output feedback weight matrices, respectively.
The output, yptq P R N y is then obtained from the extended system state (i.e., zptq " rxptq; uptqs where r.; .s stands for a vertical vector concatenation):
where g is an output activation function (typically the identity or a sigmoid) and W out is the readout weight matrix.
In this study, the leaky integrator (LI) neuron model was adopted whose leakage rate can be leveraged to control the "speed" of the reservoir dynamics.
LI neuron typically performs a leaky integration of its activation from previous time steps:
By changing the leakage parameter, α P r0, 1s, it is possible to adjust the speed at which the reservoir reacts to the input and to tune the effective interval of frequencies in which the reservoir functions. Higher values of the leaky coefficient result in reservoirs that react rapidly to the input [33] .
Training the readout is typically done by computing the linear regression weights of the target outputs on the harvested states of reservoir units and the inputs via the pseudo-inverse method, the Wiener-Hopf solution, or ridgeregression [27] . With N y outputs, N x reservoir units and N u inputs, given the set ty 1i , ..., y li , z 1i , ..., z ki u k"N x`Nu ,l"N y ,i"1,...,N of N observations, ordinary least square (OLS) regression model is commonly used in standard RC to define the regression coefficients:
where Z P R pN x`Nu qˆN is the matrix of extended system states,
contains the time courses of target outputs, I P R pN x`Nu qˆpN x`Nu q is the identity matrix and γ ě 0 is a regularization factor. The regularization improves numerical stability and reduces the sensitivity to noise and overfitting. We apply "weighted ridge-regression" [34, 35] to train the readout weights to combat the problem of unbalanced cardiac beat classes. To compute this robust ridge estimate, the formula is
where the weight matrix, V P R pN x`Nu qˆpN x`Nu q , is a diagonal matrix with diagonal elements V ii which are the weights applied to the extended system states and are intended to boost the underrepresented data (i.e., minor heartbeat classes in a single ECG recording). The weights V ii are determined from the extended system states by applying Eq. 6 where ψprq " r expp´a |r|q, r " Y target´Ă W out Z, s ě 1 and a ě 1 are scaling factors and Ă W out is estimated by Eq. 4.
The weight assigned to each residual is controlled by a and s such that the weight is asymptotic to zero for large |r|. 
Two input signals (i.e., a DC bias set at 1.0 and the lead II ECG time-series) are fed to the network to stimulate the reservoir neurons; the reservoir responses are then calculated following the Eq. 3 and the readout weights are obtained using weighted ridge-regression where the input for linear regression is the smoothed reservoir responses and the target outputs are t0, 1u-valued signals indicating the correct labels of heartbeats.
In Section 4, the standard metrics of accuracy (Acc), sensitivity (Se), precision (P), and F1-score are reported to evaluate the classification performance for each subject.
Experimental Results
The proposed model is grounded on a reservoir of leaky-integrator neurons (Eq. 3) with a few control parameters whose values determine the emergent behavior of the system in response to the input ECG signal. In this section, along with a brief review of the role of each parameter in the dynamics of the reservoir computing model, the results of customized cardiac beat classification simulations are presented in terms of above-mentioned performance metrics.
Reservoir Parametric Setting
For producing a functional reservoir for ECG beat classification, it is important to create a memory of the input to provide a temporal context for personalized ECG processing. At the same time, it should be taken into account that a reservoir mainly serves as a nonlinear high-dimensional expansion xptq of the input signal uptq in a way that in a classification task, the non-linearly separable input data become separable in the extended space of xptq. Therefore, a rich and relevant enough signal space in xptq should be provided such that the desired Y target ptq could be obtained from it by a linear combination. Given the model of Eq. 3, the defining parameters of the reservoir of LI neurons are W in , W, and the neuronal leaking rate, α. The input and recurrent connection matrices W in and W are generated randomly according to adjustable parameters such as scaling(-s) of W in , the reservoir size, N x , sparsity, distribution of nonzero elements, and spectral radius of W. In this study, the following choices of parameters were made to fine-tune the reservoir for the task at hand:
• Input scaling: to scale the uniformly distributed W in , the input scaling c is defined as the range of the interval r´c, cs from which values of W in are sampled. In this study, since one channel of ECG recordings (lead II) and a DC signal (the bias) serve as the inputs, a two columns W in needs to be scaled. The amplitude of ECG wave forms at a given time instance may have a value in r´3.0, 3.0s interval, hence, the DC bias was set to 1.0 which is smaller than the peak-to-peak amplitude of ECG signals. In order to reduce the number of freely adjustable parameters, a single scaling value was then used to scale both columns.
• Reservoir size: the size of the reservoir is defined as the number of units in the reservoir and determines the dimension of the space of reservoir signals xpnq. Intuitively, with a bigger reservoir, it is easier to find a linear combination of the signals to approximate Y target ptq. In our cardiac beat classification task, since the ultimate objective is to implement the reservoir model on available hardware platforms, N x " 768 was opted to make the architecture compatible with the Dynap-se processor, a neuromorphic hardware used for implementing analog spiking neural network [16] . In fact, N x was set to a surely large enough value and then the model capacity was sought to be confined to the best value by regularization with γ (Eq. 5).
• Sparsity, p, and the distribution of nonzero elements: the matrix W is typically generated sparse, with nonzero elements having either a symmetrical uniform or a Gaussian distribution centered around zero. In this study, to speed up the computations, each reservoir node is randomly connected to 10 of other nodes.
• Spectral radius of W: one of the most central parameters of this model is the spectral radius of the reservoir connection matrix W, i.e., the maximal absolute eigenvalue of this matrix. This parameter scales the width of the distribution of nonzero elements of W and is selected to maximize the performance. For the tasks where the current output yptq depends more on the recent history of the input, uptq, smaller values of spectral radius, ρpWq, are typically used.
• Leaking rate, α: as mentioned above, the leaking rate of the reservoir nodes in Eq. 3 can be regarded as the speed of the reservoir update dynamics discretized in time. This parameter is typically set to match the speed of the dynamics of input/output signals; as a small value of α induces slow dynamics of xptq, for the ECG-oriented tasks, higher values of α ă 1 is required to capture the slight variations in the time-series.
For the task at hand, in order to optimize the spectral radius and the leakage rate, three ECG recordings were randomly selected (i.e., files #106, #119, #232) and the reservoir was exploited to detect all the annotated QRS complexes regardless of the category to which these cardiac events belong. Within a three-fold cross-validation setup, extensive number of manual experiments were then conducted to adjust the parameters to maximize the QRS detection performance. Table 1 summarizes the global parameters defining the designed fixed reservoir.
Unlike the reservoir parameters which are fixed across all the subjects, the regularization parameter (i.e., γ in Eq. 5) and the scaling factors, a and s, governing the weighted ridge-regression routine (Eq. 6) are adjusted for every subject through a 5-fold cross-validation approach. 
Performance Evaluation
The reservoir-based patient-adaptive scheme was applied to the most challenging 15-min time frame of each record in the open-source MIT-BIH arrhythmia database. In contrast to the rest of the signal where pathological cardiac events either occur continuously over a time course of a few minutes or have the same number of events as normal beats, in selected 15-min time frames, the pathological cardiac beats randomly appear in short intervals and have far less number of occurrence than the normal beats (see Table 2 for more details).
This choice of ECG time course mainly challenges the performance of reservoir computing model in dealing with unbalanced data for early diagnosis applications.
Since the task aimed at classifying short-time events (cardiac beats), the training was set up such that the output yptq has a dimension for every pathological condition and Y target is equal to one for the entire event in the dimension corresponding to that pathological class and zero everywhere else. For each subject, the model is trained to approximate Y target and the class label at each time instance is decided by
where y j ptq is the jth dimension of yptq produced by reservoir model from uptq and τ is some integration interval. In this study, τ was adjusted through the same 5-fold cross-validation approach which has been followed to optimize the regularization parameter, γ, and weighted ridge-regression scaling factors (i.e., a and s). Here, ř y stands for yptq time-averaged over a window of length τ centered at t and is calculated as follows:
where ř z is a shorthand for ruptq; xptqs time-averaged over τ. In another word, to classify the cardiac beats, the model is trained (using Eq. 5) on the timeaveraged activations. Once the continuous signal of Y predicted ptq was calculated following Eq. 8, the label of ith QRS complex is defined as the dominant output over the entire cardiac beat. Figure 3 depicts a short time ECG signal obtained from file #217 in the MIT-BIH arrhythmia database, samples of the reservoir activations in response to this input as well as the waveforms of three outputs of the trained network.
The proposed model was individually trained on 7.5-min ECG recordings and tested on the next 7.5-min sequences for every subject. The performance of the models was evaluated using accuracy (Acc), sensitivity (Se), precision (P) and F1-score which are determined by the quantity of true positive (TP), true negative (TN), false negative(FN), false positive (FP) as follows:
In cases where a patient exhibited several abnormality classes, separate reports on different classes were provided. Table 2 presents the performance of the proposed reservoir computing model on 17 records. More details on patient specific control parameters are also reported in the same table.
As it can be seen from Table 2 , the proposed algorithm exhibited excellent performance in terms of personalized accuracy, sensitivity, precision, and F1-score. However, the global metrics, when calculated as the non-weighted average of personalized metrics over all the subjects and classes, are highly affected by the relatively poor performance of the algorithm on subjects identified by the files #209 and #207 in the dataset. In previous works with emphasis on subject-based assessments (e.g., [17, 26, 5, 18, 19] ), neither of these records were explored. Excluding these two files, a global accuracy of 0.9911 obtained in current experiments excels the values reported in [19, 26, 18, 17] which are 0.9846, 0.967, 0.9582, 0.936, respectively. The global sensitivity and precision of the proposed method (excluding those challenging files) are 0.9638 and 0.9725 and outperform the values reported in studies [17, 18, 19] where subject-specific cardiac beat classification was of interest. It is also worth mentioning that the proposed method detects premature ventricular contractions (PVCs) with a global accuracy of 0.9929 and specificity of 0.9868. As a PVC detector, it can be perceived in Table 2 that the performance of the model is worse in ECG-records associated with file #213 where there are only 53 PVCs among 814 tested cardiac beats. Excluding this subject, the proposed model outperforms existing PVC detectors in terms of sensitivity and precision as well as accuracy [18, 36, 19] .
Taking all these reported measures into consideration, however, since the performance of many algorithms for automatic heartbeats classification were obtained after training and testing on different choices of ECG recordings, various time slots and diverse numbers of normal and pathological cardiac beats, a comparison is difficult and a comparative study needs to be conducted to compare the classification abilities of the proposed method with those of previously developed algorithms. It can only be concluded that the current hardwarecompatible proposed approach is able to detect pathological beats with high accuracy even when only a few samples of a target class are presented. 
Conclusion
Investigating the possibility of applying a hardware-compatible variation of reservoir models to the heartbeat classification problem, an echo state network was trained and evaluated on several benchmark signals from the MIT-BIH arrhythmia database. It was shown that the proposed model is able to efficiently detect pathological cardiac beats with high accuracy even when only a few samples of a target class are presented. The overall accuracy and F1-score were found to be as encouraging as 99% and 97%, respectively. The F1-score was reported as the harmonic average of the precision and sensitivity to evaluate the performance of the scheme for subject-based binary (normal vs pathological) classification problems.
The primary objective of this research was to conduct a complete set of experiments to verify the reliability of this model for cardiac beat monitoring application. This model can be implemented on digital systems such as field programmable gate arrays (FPGAs) and application specific integrated circuit (ASIC) chips in both embedded and stand-alone systems. Our proposed model, for instance, is compatible with current FPGA-based ESN architectures which offer leaky neuegrator ronintal units, a neuronal arithmetic section, input/output encoding/decoding components, memory control, memory blocks such as RAMs and/or memristors wherein the neuronal and synaptic weights is stored, and a Read/Write interface to access to these memory blocks [37] .
On analog electronic systems, however, realizing a functioning reservoir entails tackling a number of critical issues related to input encoding, memory organization, parallel processing, on-chip learning and tradeoffs between area, precision and power overheads. As a further extension to this study, therefore, the "reservoir transfer learning method" (developed in [11] ) will be applied to implement this model on Dynap-se analog neuromorphic microprocessor [16] .
