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a b s t r a c t
We consider the problem of online scheduling a set of equal-processing-time tasks
with precedence constraints so as to minimize the makespan. For arbitrary precedence
constraints, it is known that any list scheduling algorithmhas a competitive ratio of 2−1/m,
where m is the number of machines. We show that for intree precedence constraints, Hu’s
algorithm yields an asymptotic competitive ratio of 3/2.
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1. Introduction
Makespan minimization is a fundamental problem in deterministic scheduling theory. The problem can be stated as
follows. We are given a set of n tasks with precedence constraints between the tasks, and m ≥ 1 identical and parallel
machines. Our goal is to schedule these n tasks on the mmachines so that the precedence constraints are observed and the
makespan (schedule length) is minimized. Each task i has a processing time pi. The tasks, together with their precedence
constraints, are described by a directed acyclic graph G = (V, A), where V is a set of vertices representing the tasks and A is a
set of directed arcs representing precedence constraints; i.e., there is a directed arc from task i to task j if task j cannot start
until task i has been finished. With respect to a schedule S, the completion time of task i is denoted by Ci, and the makespan
is denoted by Cmax = max{Ci}. Our goal is to minimize Cmax. In this article we will consider nonpreemptive schedules only.
In the three-field notation introduced by Graham et al. [3], the problem considered in this article is P | prec | Cmax.
A task i is said to be an immediate predecessor of another task j if there is a directed arc (i, j) in G; j is said to be an immediate
successor of i. We say that G is an intree if each vertex, except the root, has exactly one immediate successor; G is an outtree
if each vertex, except the root, has exactly one immediate predecessor. A chain is an intree that is also an outtree; i.e., each
task has at most one immediate predecessor and at most one immediate successor. In the literature, research in scheduling
theory has mostly concentrated on these four classes of precedence constraints: prec (for arbitrary precedence constraints),
intree, outtree, and chains.
A number of polynomial-time algorithms have been developed. In nonpreemptive scheduling, Coffman and Graham [1]
gave an optimal algorithm for P2 | pj = 1, prec | Cmax, while Hu [4] gave an optimal algorithm for both P | pj = 1, intree | Cmax
and P | pj = 1, outtree | Cmax. It is known that P | pj = 1, prec | Cmax is strongly NP-hard [2], although the complexity
is still open for each fixed m ≥ 3. For preemptive scheduling, Muntz and Coffman [7,8] gave an optimal algorithm for
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P2 | pmtn, prec | Cmax, P | pmtn, intree | Cmax and P | pmtn, outtree | Cmax. Again, P | pmtn, prec | Cmax is strongly NP-hard, while
the complexity is not known for each fixed m ≥ 3.
All of the above algorithms assume that tasks are available for processing at time t = 0. Recently, Huo and Leung [5]
considered the situation where tasks, along with their precedence constraints, are released at different times. (Note that all
the taskswithin the sameprecedence constraints graph are released at the same time.) The scheduler has tomake scheduling
decisions without knowledge of future releases. In other words, the scheduler has to schedule tasks in an online fashion. An
online scheduling algorithm is said to be optimal if it always produces a schedule with the minimum Cmax; i.e., a schedule as
good as any schedule produced by any algorithmwith full knowledge of future releases of tasks. Huo and Leung [5] extended
the notation of Graham et al. [3] to denote these online problems. For instance, P | pj = 1, intreei released at time ri | Cmax refers
to the case where tasks, with intree precedence constraints, intreei, are released at time ri. In this case, there are an arbitrary
number of machines, each task has unit processing time, preemption is not allowed, and the objective is to minimize Cmax.
With this notation, Huo and Leung [5] obtained optimal online algorithms for the following cases:
1. P2 | pj = 1, preci released at time ri | Cmax. The algorithm is an adaptation of the Coffman–Graham algorithm [1].
2. P | pj = 1, outtreei released at time ri | Cmax. The algorithm is an adaptation of Hu’s algorithm [4].
3. P2 | pmtn, preci released at time ri | Cmax. The algorithm is an adaptation of the Muntz–Coffman algorithm [7,8].
4. P | pmtn, outtreei released at time ri | Cmax. The algorithm is an adaptation of the Muntz–Coffman algorithm [7,8].
Using an adversary argument, they [5] showed that it is impossible to have optimal online algorithms for the following
cases:
1. P3 | pj = 1, intreei released at time ri | Cmax.
2. P2 | pj = p, chaini released at time ri | Cmax.
3. P3 | pmtn, pj = 1, intreei released at time ri | Cmax.
In this article we consider those cases for which it is impossible to have optimal online algorithms, and provide
approximation algorithms for them. It is known that any list scheduling algorithm for P | preci released at time ri | Cmax
will have a competitive ratio no larger than 2− 1/m [9]; i.e., Cmax(L) ≤ (2− 1/m) ∗ Cmax(S∗), where L is a list schedule and S∗
is an optimal (offline) schedule. In order to have better competitive ratios, it appears that we have to restrict the precedence
constraints and the processing times. In this regard, we will show that an online version of Hu’s algorithm (as given in [5])
gives a competitive ratio of 3/2 for P | pj = 1, intreei released at time ri | Cmax; i.e., Cmax(S) ≤ (3/2) ∗ Cmax(S∗), where S is the
schedule produced by the online version of Hu’s algorithm. For P | pj = p, intreei released at time ri | Cmax, we give an algorithm
which yields a schedule with makespan at most (3/2) ∗ (Cmax(S∗)+ p).
The article is organized as follows. In the next section we will show that an online version of Hu’s algorithm yields the
3/2 competitive ratio for P | pj = 1, intreei released at time ri | Cmax. In Section 3, we will give the results for the case where
pj = p. Finally, we draw some conclusions in the last section.
2. The 3/2 bound
In this section we will show that Hu’s algorithm yields a competitive ratio of 3/2 for P | pj = 1, intreei released at time ri |
Cmax.
It is well known that Hu’s algorithm is optimal for P | pj = 1, intree | Cmax. It works by first assigning a label to each
task which represents the priority of the task; tasks with higher labels have higher priority. Once the labels are assigned, the
tasks are scheduled as follows.Whenever amachine becomes free for assignment, assign that task all of whose predecessors
have already been executed and which has the largest label among those tasks not yet assigned. In Hu’s algorithm, the label
of a task is a function of the level of the task.
Definition: The level of a task i with no immediate successor is its processing time pi. The level of a task with immediate
successor(s) is its processing time plus the maximum level of its immediate successor(s).
Hu’s labeling algorithm assigns higher labels to tasks at higher levels; ties can be broken in an arbitrary manner.
For any instance of P | pj = 1, intree | Cmax, let SHu denote the schedule produced by Hu’s algorithm. Since the precedence
constraint is an intree, a finished task can make available at most one task for execution in the next time unit. Thus, SHu has
the following property.
Property 1. In SHu, the number of tasks scheduled in each time slot [t, t + 1] is nonincreasing in t.
Suppose that in SHu, the first t (t ≥ 1) columns are all full columns (i.e., time units during which all machines have been
assigned), but the (t+1)th column is a partial column (i.e., a time unit during which somemachines(s) are idle). Then, from
Property 1, all the columns after the (t+1)th columnmust also be partial columns. For any task in the time interval [t, t+1],
if it has no predecessor in the first t columns, then it can be moved backward to the time interval [0, 1] and the moving
distance of this task is t, which is the largest possible. Any task in the time interval [t+ i+1, t+ i+2] (i ≥ 0) has at least one
predecessor in the time interval [t+ i, t+ i+ 1] and it must be scheduled after its predecessor, so it can be moved backward
by at most t time units as well.
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Fig. 1. Bounding the improvement that can be made to SHu .
We want to bound the improvement that can be made to SHu in terms of the number of tasks that can be finished by t′
(t′ > t). Clearly, the only improvement that can be made to SHu is to move the tasks scheduled in the (t + 1)th column and
thereafter to earlier columns. For each 1 ≤ j ≤ m, let nj be the number of tasks scheduled on the jth machine in SHu. Without
loss of generality, we may assume that for any machine, say the jth machine, the task scheduled in SHu in the time interval
[t + i, t + i + 1], 0 ≤ i ≤ nj − t − 2, is the predecessor of the task scheduled in the time interval [t + i + 1, t + i + 2]. If the
tasks scheduled in the time interval [t, nj] on the jth machine have no predecessors scheduled on any other machines, then
these tasks can be moved backward to the time interval [0, nj − t]. There are two cases to consider.
Case I. nj > 2t. If the tasks in the time interval [t, nj]were moved backward to the time interval [0, nj − t], then we must
move t tasks scheduled in the first t columns out to accommodate these tasks. The best place to which these t tasks are
moved will be the idle machines in the time interval [t, t + 1] and thereafter. (Note that some precedence constraints may
be violated here.) The net effect of the move is that the last t tasks on the jth machine are moved to the idle machines in the
time interval [t, t + 1] and thereafter.
Case II. t ≤ nj ≤ 2t. If the tasks in the time interval [t, nj] were moved backward to the time interval [0, nj − t], then we
must move nj − t tasks scheduled in the first nj − t columns out to accommodate these tasks. The best place to which these
nj − t tasks are moved will be the idle machines in the time interval [t, t + 1] and thereafter. (Note that some precedence
constraints may be violated here.) The net effect of the move is that the last nj − t − 1 tasks on the jth machine are moved
to the idle machines in the time interval [t, t + 1] and thereafter. Note that, in this case, the number of tasks moved is less
than t, since nj ≤ 2t.
In both cases, the net effect is that the last min{t, nj− t− 1} tasks will be moved to the idle machines in the time interval
[t, t + 1] and thereafter. In SHu, we may assume that the first machine contains the largest number of tasks. Since Hu’s
algorithm is optimal for P | pj = 1, intree | Cmax, the makespan of SHu cannot be reduced. So we may assume that the tasks
on the first machine cannot be moved. Let S′Hu be the schedule after the move; see Fig. 1 for an illustration. (Note that S′Hu
may not be a feasible schedule since some of the precedence constraints may be violated.) With respect to S′Hu, we have the
following property.
Property 2. Compared with any other feasible schedule, S′Hu has the largest number of tasks finished by time t′ (t′ > t).
We are now ready to describe our online algorithm, which will be called Algorithm A.
Algorithm A. Whenever new tasks arrive, do {
t← the current time;
U← the set of tasks active (i.e., not finished) at time t;
Reschedule the tasks in U by Hu’s algorithm;
}
Fig. 2 illustrates Algorithm A. Shown in Fig. 2(a) are two intrees released at time t = 0 and at time t = 3, respectively.
Fig. 2(b) shows the schedule produced by Algorithm A at time t = 0, and Fig. 2(c) shows the schedule produced by
Algorithm A at time t = 3.
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Fig. 2. An example illustrating Algorithm A.
Fig. 3. Some tasks scheduled in [0, t] have levels less than h.
For any instance of P | pj = 1, intreei released at time ri | Cmax, let S denote the schedule produced by Algorithm A, and let
S∗ denote the optimal (offline) schedule. Without loss of generality, we may assume that in S, the number of tasks on the
jth machine is greater than or equal to the number of tasks on the (j + 1)th machine. If not, we can relabel the machines.
Assume that the first release time is r1 and the last release time is rk. Without loss of generality, we may assume that r1 = 0.
We have the following two cases to consider.
1. All the machines are full in the time interval [0, rk].
2. There are some idle machines in the time interval [0, rk].
We will consider these two cases separately in Sections 2.1 and 2.2, respectively.
2.1. Case 1
Let t be the last time instant such that there is a chain, say CH, of tasks scheduled in the time interval [t, Cmax(S)], and Tt is
the task scheduled in the time interval [t, t+ 1] of which no predecessor is scheduled in the time interval [t− 1, t]. Assume
that chain CH belongs to intreej, its release time is rj, and it has c tasks (i.e., c = Cmax(S) − t). Furthermore, assume the level
of Tt is h.
We consider two cases. The first case is when t = rj while the second case is when t > rj. In the former case, it is easy to
see that Cmax(S) cannot be reduced. Thus, S is an optimal schedule. In the second case, if all the tasks scheduled in the time
interval [0, t] have levels at least h, then Cmax(S) cannot be reduced and hence S is again an optimal schedule. However, if
some tasks scheduled in the time interval [0, t] have levels less than h, then it is possible to move these tasks to a later time,
and execute the chain CH earlier. Consequently, we can reduce Cmax(S). In the following we shall concentrate on this case
only.
From time 0, we find the first time instant ti1 such that there is at least one task with level less than h executing in the
time interval [ti1, ti1 + 1]. From time ti1 on, we find the first time instant tj1 such that all the tasks executing in the time
interval [tj1, tj1 + 1] have levels at least h; see Fig. 3 for an illustration. Let k1 be the number of tasks with levels at least h
executing in the time interval [tj1 − 1, tj1]. We have 1 ≤ k1 ≤ m− 1. Let Γ1 be all the tasks released before tj1, but have not
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yet been executed. Let Θ1 be all the tasks in Γ1 that have levels at least h, and let Ψ1 ⊆ Θ1 be all the tasks that are ready for
execution at time tj1 (i.e., all of whose predecessors have been executed by time tj1). Since in an intree any task has at most
one successor, the number of tasks inΨ1 is at most k1. Therefore, at most k1 ∗ ti1 tasks inΘ1 can be scheduled earlier (before
tj1) and the k1 ∗ ti1 tasks executed before ti1 can move out and replace the tasks with levels less than h in the time interval
[ti1, tj1]. (Treat the columns from time 0 to ti1− 1 as full columns and the columns from ti1 to tj1− 1 as partial columns. Then
use the arguments presented before Property 2 in Section 2 to justify the above assertion.) The tasks that are replaced will
be scheduled at a later time.
From time tj1 on, we find the first time instant ti2 such that there is at least one task with level less than h executing in
the time interval [ti2, ti2 + 1]. From time ti2 on, we find the first time instant tj2 such that all the tasks executing in the time
interval [tj2, tj2 + 1] have levels at least h. Let k2 be the number of tasks with levels at least h executing in the time interval
[tj2 − 1, tj2]. We have 1 ≤ k2 ≤ m − 1. Let Γ2 be all the tasks released before tj2, but have not yet been executed. In Γ2, if
there are tasks that belong to Γ1 and that can be scheduled before tj1, we remove these tasks from Γ2. LetΘ2 be all the tasks
in Γ2 that have levels at least h, and let Ψ2 ⊆ Θ2 be all the tasks that are ready for execution at time tj2. Since in an intree
any task has at most one successor, the number of tasks in Ψ2 is at most k2. Therefore, at most k2 ∗ (ti2 − tj1) tasks in Θ2
can be scheduled earlier (before tj2) and the k2 ∗ (ti2 − tj1) tasks executed before ti2 can move out and replace the tasks with
levels less than h in the time interval [ti2, tj2]. (Again, we can treat the columns from time tj1 to ti2 − 1 as full columns and
the columns from ti2 to tj2−1 as partial columns. Then use the arguments presented before Property 2 in Section 2 to justify
the above assertion.) The tasks that are replaced will be scheduled at a later time.
We continue to find [ti3, tj3], . . . , [til, tjl] until time t. Let k3, . . . , kl be defined as above. Assume that before t, there are a total
of a columns that contain only tasks with levels at least h and there are a total of b columns that contain tasks with levels
less than h. The number of tasks with levels less than h that can be replaced is at most
a ∗max{k1, k2, · · · , kl} ≤ a ∗ (m− 1) < a ∗ m.
If R is the number of tasks with levels less than h that can be replaced, then the chain CH can bemoved earlier by at most R/m
time units, and the tasks that have been replaced can bemoved to the idlemachines in the time interval [t−R/m, t−R/m+1]
and thereafter. Consequently, we can obtain a better schedule than Swith a reduced Cmax.
Now, Cmax(S) = a+ b+ c. If a > b, then there are at most
b ∗ (m− 1) < b ∗ m
tasks with levels less than h, and hence the chain CH can be moved earlier by at most b time units. Therefore, we have
Cmax(S
∗) ≥ a+max{b, c}
and
Cmax(S)− Cmax(S∗) ≤ a+ b+ c− (a+max{b, c}) = b+ c−max{b, c} = min{b, c}
≤ 0.5(a+min{b, c}) ≤ 0.5(a+max{b, c}) ≤ 0.5 ∗ Cmax(S∗).
Hence, we have
Cmax(S) ≤ (3/2) ∗ Cmax(S∗).
On the other hand, if a ≤ b, then at most a ∗ m tasks with levels less than h can be replaced and hence the chain CH can
be moved earlier by at most a time units. Therefore, we have
Cmax(S
∗) ≥ b+max{a, c}
and
Cmax(S)− Cmax(S∗) ≤ a+ b+ c− (b+max{a, c}) = a+ c−max{a, c} = min{a, c}
≤ 0.5(b+min{a, c}) ≤ 0.5(b+max{a, c}) ≤ 0.5 ∗ Cmax(S∗).
Hence, we again have
Cmax(S) ≤ (3/2) ∗ Cmax(S∗).
From the above discussions, we have the following lemma.
Lemma 1. If there is no idle machine in the time interval [0, rk], then Cmax(S) ≤ (3/2) ∗ Cmax(S∗).
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Fig. 4. Illustrating the conversion process.
2.2. Case 2
The basic idea in proving the worst-case bound is to convert the schedule S into a new schedule S′, which has a smaller
Cmax than S∗ butmay violate some precedence constraints. If we can show that Cmax(S)/Cmax(S′) ≤ 3/2, thenwe immediately
obtain Cmax(S)/Cmax(S∗) ≤ 3/2. The conversion is done by a sequence of conversions, eventually arriving at the schedule S′.
Starting from time r1, we find the first release time ri1 such that there are some partial columns or there is a level 1 task
scheduled before ri1 in S. Let Sˆ1 be the schedule produced by Algorithm A for the intrees released from the first i1− 1 release
times only; see Fig. 4 for an illustration. We want to bound the improvement that can be made to Sˆ1 in terms of the number
of tasks that can be finished by ri1 .
We first examine the improvement that can be made to the Cmax of Sˆ1. In Sˆ1, we locate the last time instant t1 such that
there is a chain, say CH1, of tasks executing in the time interval [t1, Cmax(Sˆ1)]. Note that t1 < ri1 . Let Tt1 be the head of the
chain, and let Tt1 be executing in the time interval [t1, t1 + 1] of which no predecessor is executing in the time interval
[t1 − 1, t1]. Let the level of Tt1 be h1. Let ai1 be the total number of columns before t1 where all the tasks executing have
levels greater than or equal to h1, bi1 be the total number of columns before t1 where some tasks executing have levels
less than h1, and ci1 be the length of the chain CH1 (i.e., ci1 = Cmax(Sˆ1) − t1). From Case 1 in Section 2.1, we know that
the chain CH1 can be scheduled earlier by at most min{ai1 , bi1 , ci1 }. Consequently, Cmax of Sˆ1 can be reduced by at most
min{ai1 , bi1 , ci1 }.
Nowwe look at the improvement that can bemade in terms of the number of tasks that can be finished by ri1 . In the time
interval [r1, ri1 ], let F1 be the set of full columns where no level 1 task is executing, and P1 be the set of remaining columns.
Let f1 =| F1 |. (Note that there is no level 1 task scheduled before t1.) We assert that min{ai1 , bi1 , ci1 } ≤ f1/2. This is because
if h1 ≤ 1, then bi1 = 0 and hence min{ai1 , bi1 , ci1 } = 0 ≤ f1/2. On the other hand, if h1 ≥ 2, then ai1 + bi1 ≤ f1 and hence
min{ai1 , bi1 , ci1 } ≤ f1/2. For any task T executing in the time interval [ri1 , ri1 + 1], its predecessors must be executing in
some columns of P1. Without loss of generality, we may assume that the chain CH1 is executing on the first machine. Since
CH1 can be scheduled earlier by at most min{ai1 , bi1 , ci1 }, the tasks executing in the time interval [ri1 , ri1 +min{ai1 , bi1 , ci1 }]
on the first machine can possibly be finished by ri1 . For tasks scheduled after ri1 on all other machines, those executing in
the time interval [ri1 , ri1 + f1] can possibly be finished by time ri1 . Let V1 be the set of tasks executing in the time interval[ri1 , ri1 +min{ai1 , bi1 , ci1 }] on the first machine plus all the tasks executing in the time interval [ri1 , ri1 + f1] on the remaining
m− 1 machines. LetW1 be all the tasks scheduled after ri1 but not in V1; see Fig. 4 for an illustration.
We will relax some precedence constraints for the tasks in V1 ∪ W1. First, we make every task in V1 a level 1 task (i.e.,
independent taskswith nopredecessors andno successors). Second, for the tasks inW1, we delete the precedence constraints
among them that are scheduled on different machines. In other words, we view the tasks scheduled on the first machine as
one chain, the tasks scheduled on the secondmachine as another chain (independent of the chain on the first machine), and
so on. After relaxing the precedence constraints, the tasks inW1 consists of at most m chains, one on each machine, and the
tasks in V1 are all level 1 tasks. We now move some tasks in V1 to the idle machines before ri1 , until all columns before ri1
become full columns. Let V ′1 be the remaining tasks in V1 that have not been moved. This is a new schedule obtained from
Sˆ1, denoted by S¯1; see Fig. 4 for an illustration. By the discussions before, S¯1 has the largest number of tasks finished by ri1 ,
compared with any other feasible schedule for the intrees released from the first i1 − 1 release times.
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We now convert S into a new schedule S1 as follows. In S1, the schedule in the time interval [r1, ri1 ] is identical to that of
S¯1. The remainder of the schedule is obtained as follows. Let TS1 be the task system consisting of all the tasks in V ′1 ∪W1 plus
all the intrees released at or after ri1 up to and including rk. Call Algorithm A to schedule the tasks in TS1, starting at time ri1 .
The schedule obtained by Algorithm A will be the remainder of S1.
We convert S1 into a new schedule S2 by the same procedure as above. Starting from ri1 , we find the first release time ri2
such that there are some partial columns or there is a level 1 task scheduled before ri2 in S1. Let Sˆ2 be the schedule produced
by Algorithm A for the tasks in V ′1 ∪W1 plus all the intrees released at or after ri1 but before ri2 . The schedule Sˆ2 starts at time
ri1 . We want to bound the improvement that can be made to Sˆ2 in terms of the number of tasks that can be finished by ri2 .
In Sˆ2, we find the last time instant t2 such that there is a chain, say CH2, of tasks executing in the time interval [t2, Cmax(Sˆ2)].
Let Tt2 be the head of the chain executing in the time interval [t2, t2 + 1] of which no predecessor is executing in the time
interval [t2−1, t2], and let the level of Tt2 be h2. Let ai2 be the total number of columns before t2 where all the tasks executing
have levels greater than or equal to h2, bi2 be the total number of columns before t2 where some tasks executing have levels
less than h2, and ci2 be the length of the chain CH2 (i.e., ci2 = Cmax(Sˆ2)− t2). From Case 1 in Section 2.1, we know that the chain
CH2 can be scheduled earlier by at most min{ai2 , bi2 , ci2 }. Consequently, Cmax of Sˆ2 can be reduced by at most min{ai2 , bi2 , ci2 }.
We now consider the improvement that can be made in terms of the number of tasks that can be finished by ri2 . In the
time interval [ri1 , ri2 ], let F2 be the set of full columns where no level 1 task is executing, and P2 be the set of remaining
columns. Let f2 =| F2 |. By the same reasoning as above, we can show that min{ai2 , bi2 , ci2 } ≤ f2/2. For any task T executing in
the time interval [ri2 , ri2 + 1], its predecessors must be executing in some columns of P2. Without loss of generality, we may
assume that the chain CH2 is executing on the first machine. Since CH2 can be scheduled earlier by at most min{ai2 , bi2 , ci2 },
the tasks executing in the time interval [ri2 , ri2 +min{ai2 , bi2 , ci2 }] on the first machine can possibly be finished by time ri2 .
For tasks scheduled after ri2 on all other machines, those executing in the time interval [ri2 , ri2 + f2] can possibly be finished
by time ri2 . Let V2 be the set of tasks executing in the time interval [ri2 , ri2 +min{ai2 , bi2 , ci2 }] on the first machine plus all the
tasks executing in the time interval [ri2 , ri2 + f2] on the remaining m− 1 machines, but not the tasks in V1. LetW2 be all the
tasks scheduled after ri2 but not in V2.
We will relax some precedence constraints for the tasks in V2 ∪W2. First, we make every task in V2 a level 1 task. Second,
for the tasks inW2, we delete the precedence constraints among them that are scheduled on different machines. That is, we
view the tasks scheduled on the first machine as one chain, the tasks scheduled on the second machine as another chain
(independent of the chain on the first machine), and so on. After relaxing the precedence constraints, the tasks inW2 consist
of at most m chains, and the tasks in V2 are all level 1 tasks. We now move some tasks in V2 to the idle machines before ri2
until all columns before ri2 become full columns. Let V
′
2 be the remaining tasks in V2 that have not been moved. This is a
new scheduled obtained from Sˆ2, denoted by S¯2. By the discussions before, S¯2 has the largest number of tasks finished by ri2 ,
compared with any other feasible schedule for the intrees released between ri1 and ri2 plus the tasks in V
′
1 ∪W1.
We now convert S1 into a new schedule S2 as follows. In S2, the schedule in the time interval [r1, ri1 ] is identical to that of
S1. The schedule in the time interval [ri1 , ri2 ] is identical to that of S¯2. The remainder of the schedule is obtained as follows. Let
TS2 be the task system consisting of all the tasks in V ′2 ∪W2 plus all the intrees released at or after ri2 up to and including rk.
Call AlgorithmA to schedule the tasks in TS2, starting at time ri2 . The schedule obtained by AlgorithmAwill be the remainder
of S2.
We can repeat the above process until we get the schedule Sy such that in Sy, either (1) riy is the last release time (i.e.,
riy = rk), or (2) riy < rk but there is no partial column and no level 1 task scheduled between riy and rk. Let Sˆy+1 be the portion
of Sy in the time interval [riy , Cmax(Sy)]. Clearly, Sˆy+1 belongs to Case 1 in Section 2.1. In Sˆy+1, we find the last time instant
ty+1 such that there is a chain, say CHy+1, of tasks executing in the time interval [ty+1, Cmax(Sˆy+1)]. Note that ty+1 > riy . Let
Tt(y+1) be the head of the chain executing in the time interval [ty+1, ty+1+1] of which no predecessor is executing in the time
interval [ty+1 − 1, ty+1], and let the level of Tt(y+1) be hy+1. Let aiy+1 be the total number of columns before ty+1 where all the
tasks executing have levels greater than or equal to hy+1, biy+1 be the total number of columns before ty+1 where some tasks
executing have levels less than hy+1, and ciy+1 be the length of the chain CHy+1 (i.e., ciy+1 = Cmax(Sˆy+1)− ty+1). From Case 1 in
Section 2.1, we know that the chain CHy+1 can be executed earlier by at most min{aiy+1 , biy+1 , ciy+1 } time units. Consequently,
the Cmax of Sˆy+1 can be reduced by at most min{aiy+1 , biy+1 , ciy+1 } time units.
From riy on, we find the first time instant t′ such that there is an idle machine or a level 1 task scheduled in the
time interval [t′, t′ + 1]. Note that t′ > ty+1. Let fy+1 = t′ − riy . Using the same argument as before , we can show that
min{aiy+1 , biy+1 , ciy+1 } ≤ fy+1/2.
Let Vy+1 be the set of tasks executing in the time interval [t′, t′ + min{aiy+1 , biy+1 , ciy+1 }] on any machine. We now relax
the precedence constraints among the tasks in Vy+1 by making all of them to be level 1 tasks. Now, move the tasks in Vy+1
to the idle machines in the time interval [t′, t′ + 1] and thereafter. Finally, move the tasks executed in the time interval
[t′ +min{aiy+1 , biy+1 , ciy+1 }, Cmax(Sˆy+1)] backwards by min{aiy+1 , biy+1 , ciy+1 } time units. The new schedule will be called S¯y+1.
We now convert Sy into a new schedule S′ as follows. In S′, the schedule in the time interval [r1, riy ] is identical to that of
Sy, while the schedule in the time interval [riy , Cmax(S¯y+1)] is identical to that of S¯y+1. In the next lemma, we will show that S′
has a smaller Cmax than S∗.
Lemma 2. S′ has a smaller Cmax than S∗.
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Proof. After we convert the schedule S into the schedule S1, we obtain a new task system TS1. TS1 contains all the tasks in
V ′1 ∪W1 plus all the intrees released at or after ri1 . Let OPT1 be an optimal schedule for TS1. We claim that ri1 + Cmax(OPT1) ≤
Cmax(S∗).
In S1, we have scheduled the largest number of tasks at or before ri1 , among all possible schedules. Therefore, the number
of tasks in TS1 is less than or equal to the number of tasks scheduled after ri1 in S
∗. Moreover, we have relaxed the precedence
constraints of the tasks in V ′1 and W1. Therefore, OPT1 must have a makespan less than or equal to the length of the portion
of the schedule S∗ from ri1 until Cmax(S
∗). Consequently, we have ri1 + Cmax(OPT1) ≤ Cmax(S∗).
Similarly, after we convert the schedule S1 into the schedule S2, we obtain a new task system TS2. Let OPT2 be an optimal
schedule for TS2. Then we have ri2 + Cmax(OPT2) ≤ ri1 + Cmax(OPT1) ≤ Cmax(S∗). Finally, we have Cmax(S′) ≤ riy + Cmax(OPTy) ≤
Cmax(S∗). 
We now show that the Cmax of S′ is at least twice the improvement made to it; i.e., Cmax(S′) ≥ 2(Cmax(S)− Cmax(S′)). First,
we need to prove a lemma which is instrumental in the proof of Cmax(S′) ≥ 2(Cmax(S)− Cmax(S′)).
Suppose there are two intrees, intree1 and intree2, both released at time 0, and intree3, intree4, . . . , intreex are released at
times r3, r4, . . . , rx, respectively. Let S˙ be the schedule produced by Hu’s algorithm for intree1, and assume that at least one
machine is idle in the first time interval [0, 1] in S˙. Let S˜ be the schedule produced by Algorithm A for all x intrees. Then, we
have the following lemma.
Lemma 3. If we remove y tasks out of intree1 with the following constraints: (1) if a task is removed, then all its predecessors are
also removed, (2) for any longest path in intree1, at most c tasks on the longest path are among the y tasks removed (because of
(1), these c tasks must be at the highest c levels), then the Cmax of S˜ can be reduced by at mostmax{y/m, c}.
Proof. Let t be the last time instant such that there is a chain executing in the time interval [t, Cmax(S˜)]. Let Tt be the head of
the chain executing in the time interval [t, t+ 1] of which no predecessor is executing in the time interval [t− 1, t]. Assume
task Tt belongs to the intree that is released at time ri. We have two cases to consider.
Case I: ri = t.
We have two subcases to consider.
Subcase (i): ri > 0.
Since ri > 0, Tt does not belong to intree1, and since ri = t, Tt is on the longest path of the intree released at time ri. Clearly,
the Cmax of S˜ cannot be reduced.
Subcase (ii): ri = 0.
If Tt is from intree2, then the Cmax of S˜ cannot be reduced. If Tt is from intree1, then it is easy to see that the chain executing
in the time interval [t, Cmax(S˜)] is one of the longest paths in intree1. Since at most c tasks are removed from this path, the
Cmax of S˜ can be reduced by at most c ≤ max{y/m, c}.
Case II: ri < t.
It is easy to see that all the tasks executing in the time interval [ri, t] have levels higher than or equal to that of task Tt .
Furthermore, there must be some tasks not from intree1 executing in the time interval [ri, t]. We again have two subcases to
consider.
Subcase (i): ri > 0.
Let Ut be the set of tasks that are released before ri, but not finished by ri. We have y tasks removed from intree1. Since
in an intree every task has at most one successor, at most y tasks from Ut can be finished by ri. So, at most y tasks from the
time interval [ri, t] of S˜ can be moved to an earlier time than ri, which implies that the Cmax of S˜ can be reduced by at most
y/m ≤ max{y/m, c}.
Subcase (ii): ri = 0.
If task Tt is from intree2, then after y tasks are removed from intree1, at most y tasks will be removed in the time interval
[0, t]. Therefore, the Cmax of S˜ can be reduced by at most y/m ≤ max{y/m, c}.
If task Tt is from intree1, then since there is at least one task not belonging to intree1 in the time interval [0, t], after y tasks
of intree1 are removed, the Cmax of S˜ can be reduced by at most y/m ≤ max{y/m, c}. 
The above lemma will be used in the following way. In converting the schedule from S into S1, let the tasks in V1 ∪W1 be
intree1, the intree released at ri1 be intree2, and the intrees released at subsequent release times be intree3, intree4, . . . , intreex.
We have defined V1 to be the set of tasks belonging to intree1 that can be moved to earlier times to fill up the idle machines.
With such a move, how much can we reduce the Cmax of the schedule of intree1, intree2, . . . , intreex? Lemma 3 provides an
answer to this question.
Lemma 4. Cmax(S)− Cmax(S′) ≤ Cmax(S′)/2.
Proof. In the process of converting S into S′, we obtain S1, S2, . . . , Sy. Also, we obtain the sets V1, V2, . . . , Vy and Vy+1, and all the
precedence constraints related to the tasks in these sets have been removed. We use | Vi | to denote the number of tasks in
Vi, 1 ≤ i ≤ y+ 1.
Let T˜S1 be the task system consisting of all the unfinished tasks at ri1 from the intrees released from the first i1−1 release
times in S, plus the intrees released at or after ri1 but before ri2 . Let T˜S
′
1 be the task system consisting of all the unfinished tasks
at ri1 from the intrees released from the first i1 − 1 release times in S1 (i.e., the tasks in V ′1 ∪W1), plus the intrees released at
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or after ri1 but before ri2 . Let T˜S2 be the task system consisting of all the unfinished tasks at ri2 from the intrees released from
the first i2−1 release times in S, plus the intrees released at or after ri2 but before ri3 . Let T˜S′2 be the task system consisting of
all the unfinished tasks at ri2 from the intrees released from the first i2− 1 release times in S2 (i.e., the tasks in V ′2 ∪W2), plus
the intrees released at or after ri2 but before ri3 . Similarly, let T˜Sy be the task system consisting of all the unfinished tasks at
riy from the intrees released from the first iy − 1 release times in S, plus the intrees released at or after riy . Let T˜S′y be the task
system consisting of all the unfinished tasks at riy from the intrees released from the first iy − 1 release times in Sy, plus the
intrees released at or after riy .
For each j, 1 ≤ j ≤ y, let S˜j be the schedule produced by Algorithm A for the task system T˜Sj, and S˜′j be the schedule
produced by Algorithm A for the task system T˜S′j . We claim that for any j, we must have
Cmax(S˜j)− Cmax(S˜′j) ≤
j
max
x=0
(
x∑
k=1
| Vk |
m
+
j∑
k=x+1
min{aik , bik , cik }
)
.
We prove this claim by induction on j. For j = 1, from Lemma 3, we know that the makespan of S˜1 can be reduced by at most
max
{
min{ai1 , bi1 , ci1 },
| V1 |
m
}
.
That is,
Cmax(S˜1)− Cmax(S˜′1) ≤ max
{
min{ai1 , bi1 , ci1 },
| V1 |
m
}
.
Assume that the claim is true for j ≤ l− 1, let us look at the schedule S˜l and S˜′l . We may assume that there is only one intree
released between ril and ril+1 . (If not, we can further consider our task systems at any new release time between ril and ril+1 ,
and by induction we can get the same argument.) Let t be the last time instant such that there is a chain executing in the
time interval [t, Cmax(S˜l)] in S˜l. Let Tt be the head of the chain executing in the time interval [t, t+1] of which no predecessor
is executing in the time interval [t − 1, t]. We have two cases to consider.
Case I: t = ril .
If Tt is from an intree released at time ril , then the makespan can be reduced by at most min{ail , bil , cil }.
If Tt is from an intree released before ril , then it is easy to see that the improvement possibly made to the makespan of S˜l
is at most the improvement possibly made to this longest chain, which is
Cmax(S˜l−1)− Cmax(S˜′l−1)+min{ail , bil , cil }.
Case II: t > ril .
It is easy to see that all the tasks scheduled in the time interval [ril , t] have levels greater than or equal to that of Tt . If Tt
is from an intree released at time ril , or there is a task released at time ril scheduled in the time interval [ril , t], then since at
most |V1| + |V2| + · · · + |Vl| tasks can be removed, the makespan of S˜l can be reduced by at most
|V1| + |V2| + · · · + |Vl|
m
.
On the other hand, if Tt and all the tasks scheduled in the time interval [ril , t] are released before ril , then the improvement
possibly made to the makespan of S˜l is at most the improvement made to S˜l−1 plus min{aiy , biy , ciy }; i.e.,
Cmax(S˜l−1)− Cmax(S˜′l−1)+min{ail , bil , cil }.
Summarizing the above two cases, the improvement that can be made will be the maximum of the improvements of the
various cases. Therefore, we have
Cmax(S˜l)− Cmax(S˜′l) ≤ max
{
min{ail , bil , cil }, Cmax(S˜l−1)− Cmax(S˜′l−1)+min{ail , bil , cil },
|V1| + |V2| + · · · + |Vl|
m
}
= max
{
Cmax(S˜l−1)− Cmax(S˜′l−1)+min{ail , bil , cil },
|V1| + |V2| + · · · + |Vl|
m
}
= lmax
x=0
(
x∑
k=1
| Vk |
m
+
l∑
k=x+1
min{aik , bik , cik }
)
.
From the above claim, we have
Cmax(S˜y)− Cmax(S˜′y) ≤
y
max
x=0
(
x∑
k=1
| Vk |
m
+
y∑
k=x+1
min{aik , bik , cik }
)
.
From Sy to S′, the makespan is reduced by at most
min{aiy+1 , biy+1 , ciy+1 }.
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So, from S to S′, the makespan is reduced by at most
y
max
x=0
(
x∑
k=1
| Vk |
m
+
y∑
k=x+1
min{aik , bik , cik }
)
+min{aiy+1 , biy+1 , ciy+1 }. (1)
It is easy to see that | Vi |≤ fi ∗ m for each 1 ≤ i ≤ y. Furthermore, min{ai1 , bi1 , ci1 } ≤ f1/2, min{ai2 , bi2 , ci2 } ≤ f2/2, . . . ,
and min{aiy , biy , ciy } ≤ fy/2. Finally, we have min{aiy+1 , biy+1 , ciy+1 } ≤ fy+1/2. From Eq. (1), let the maximum occurs at j. Then
Eq. (1) can be written as
j∑
k=1
| Vk |
m
+
y∑
k=j+1
min{aik , bik , cik } +min{aiy+1 , biy+1 , ciy+1 } ≤
j∑
k=1
| Vk |
m
+
y+1∑
k=j+1
fk/2. (2)
The tasks in Vi are scheduled in S′, but not in the time intervals of Fi. So we have
j∑
k=1
| Vk |
m
≤ Cmax(S′)−
y+1∑
k=1
fk. (3)
Furthermore, we have
j∑
k=1
| Vk |
m
≤
j∑
k=1
fk. (4)
Adding Eqs. (3) and (4) together, we have
2
(
j∑
k=1
| Vk |
m
)
≤ Cmax(S′)−
y+1∑
k=j+1
fk. (5)
Substituting Eq. (5) into Eq. (2), we obtain
j∑
k=1
| Vk |
m
+
y∑
k=j+1
min{aik , bik , cik } +min{aiy+1 , biy+1 , ciy+1 } ≤ Cmax(S′)/2, (6)
which means that
Cmax(S)− Cmax(S′) ≤ Cmax(S′)/2. 
From Lemmas 1 and 4, we immediately have the following theorem.
Theorem 1. For any instance of P | pj = 1, intreei released at time ri | Cmax, let S denote the schedule produced by Algorithm A and
let S∗ denote the optimal schedule. Then we have Cmax(S)/Cmax(S∗) ≤ 3/2.
3. Equal-processing-time tasks
In this section, we consider the casewhere the processing time of each task is p units long. First, we study the relationship
between α | pj = 1, online | Cmax and α | pj = p, online | Cmax. That is, both problems are online problems. In the first case the
processing time of each task is one unit, while in the second case the processing time of each task is p units.
Suppose there is an online algorithm X that has a competitive ratio λ for the online problem α | pj = 1, online | Cmax. Let
us consider a restricted version of α | pj = p, online | Cmax in which tasks are only released at integral multiples of p units;
i.e. at time kp for some integer k. Now, if we apply algorithm X directly to this restricted problem, it is easy to see that it will
also have a competitive ratio λ.
Now, if tasks are released at any time units, we will use the following algorithm, Algorithm Delay-X, to schedule the
tasks.
Algorithm Delay-X
1. Suppose r is the release time of a set of new tasks. If kp < r < (k + 1)p for some integer k, then delay the tasks from
consideration until the time instant (k+ 1)p.
2. Suppose r is the release time of a set of new tasks. If r = kp for some integer k, then use Algorithm X to schedule all the
active tasks (i.e., tasks that have been released but have not yet been finished).
The next theorem relates the competitive ratio of Algorithm Delay-X with the competitive ratio of Algorithm X.
Theorem 2. Suppose Algorithm X is an online algorithm for α | pj = 1, online | Cmax, with a competitive ratio of λ. For any
instance of α | pj = p, online | Cmax, let S denote the schedule obtained by Algorithm Delay-X and S∗ denote an optimal schedule.
Then we have Cmax(S) ≤ λ(Cmax(S∗)+ p).
Proof. Let TS be the original task system and TS′ be the task system obtained from TS by setting the release time of any
task between kp and (k + 1)p to be (k + 1)p. Let S denote the schedule produced by Algorithm Delay-X for TS and let S∗
denote an optimal schedule. If we shift right the schedule S∗ by p time units, we will get a feasible schedule for TS′. So,
Cmax(S∗)+ p ≥ Cmax(S)λ , or equivalently, Cmax(S) ≤ λ(Cmax(S∗)+ p). 
From Theorems 1 and 2, we immediately obtain the following Corollary.
Corollary 3. For any instance of P | pj = p, intreei released at ri | Cmax, let S denote the schedule obtained by Algorithm Delay-A
and let S∗ denote an optimal schedule. Then we have Cmax(S) ≤ (3/2)(Cmax(S∗)+ p).
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4. Conclusions
In this article, we have shown that an online version of Hu’s algorithm has the competitive ratio of 3/2 for P | pj =
1, intreei released at time ri | Cmax. For P | pj = p, intreei released at time ri | Cmax, we have shown that the makespan obtained
by algorithm Delay-A is at most (3/2)(Cmax(S∗) + p), where S∗ denotes an optimal schedule. It should be noted that our
Delay-X algorithm can be extended to solve P | pj = p, outtreei released at time ri | Cmax and P2 | pj = p, preci released at time ri |
Cmax, where X represents an online version of Hu’s algorithm and an online version of the Coffman–Graham algorithm,
respectively, and the obtained makespan is at most Cmax(S∗)+ pwhere S∗ denotes an optimal schedule.
For P | pj = 1, preci released at time ri | Cmax, we have not been able to determine the competitive ratio of an online version
of the Coffman–Graham algorithm. On the other hand, we know that it is at least 2− 2
m
, since Lam and Sethi [6] have shown
that the Coffman–Graham algorithm is a (2− 2
m
)-approximation algorithm for P | pj = 1, prec | Cmax. For future research, it
will be interesting to determine this value. Furthermore, it will be interesting to see if there are other classes of precedence
constraints and processing times that yield a competitive ratio less than 2.
In this article, we have not studied approximation algorithms for preemptive scheduling. Since the Muntz–Coffman
algorithm gives an optimal solution for P | pmtn, intree | Cmax, we can consider an online version of the Muntz–Coffman
algorithm for P | pmtn, intreei released at time ri | Cmax. What is the competitive ratio of this algorithm?
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