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Abstract
In this paper we study the quantitative homogenization of second-order parabolic sys-
tems with locally periodic (in both space and time) coefficients. The O(ε) scale-invariant
error estimate in L2(0, T ;L
2d
d−1 (Ω)) is established in C1,1 cylinders under nearly minimum
smoothness conditions on the coefficients. This process relies on the good use of smoothing
operators and fractional derivatives on intervals. We also develop a new estimate for tem-
poral boundary layers. The paper improves the corresponding result of [21].
Keywords: homogenization; parabolic systems; optimal convergence rates; locally periodic
coefficients;
1 Introduction
Let Ω be a bounded Lipschitz domain in Rd, d ≥ 2, and T > 0. We consider the sharp
convergence rate in the homogenization of the following initial-boundary value problem with
locally periodic coefficients 
∂tuε + Lεuε = f in Ω× (0, T ),
uε = g on ∂Ω × (0, T ),
uε = h on Ω× {t = 0},
(1.1)
where
Lε := − ∂
∂xi
[
Aαβij
(
x, t;
x
ε
,
t
ε2
) ∂
∂xj
]
, ε > 0, 1 ≤ i, j ≤ d, 1 ≤ α, β ≤ m. (1.2)
Note that the summation convention for repeated indices is used here and throughout the paper,
and we may also omit the superscripts α, β if it is clear to understand. The coefficient matrix
A(x, t; y, τ) = (Aαβij (x, t; y, τ)) defined on ΩT × Rd+1 is assumed to be 1-periodic in (y, τ), i.e.,
A(x, t; y + z, τ + s) = A(x, t; y, τ) for any (z, s) ∈ Zd+1, (1.3)
and satisfy the boundedness and ellipticity conditions
‖A‖L∞(ΩT×Rd+1) ≤ 1/µ,
Aαβij (x, t; y, τ)ξiξjζ
αζβ ≥ µ|ξ|2|ζ|2
(1.4)
for any ξ ∈ Rd, ζ ∈ Rm and a.e. (x, t; y, τ) ∈ ΩT ×Rd+1, where µ > 0 and ΩT := Ω× (0, T ). We
also assume that
A ∈ W σ,p¯(ΩT ;L∞) (1.5)
∗Supported by China Postdoctoral Science Foundation (2019TQ0339).
AMS Subject Classification 2010: 35B27
1
for 0 < σ < 1, p¯ ≥ 1, where W σ,p¯(ΩT ;L∞) is a vector-valued space defined in Section 2.1.
System (1.1) is a simplified model describing physical processes or chemical reactions taking
place in composite materials, such as thermal conduction, the sulfate corrosion of concrete (see
[5, 11, 18, 24] for more complicated models). It applies to processes in heterogeneous media,
while the strictly periodic model
∂tuε − div(A(x/ε, t/ε2)∇uε) = f (1.6)
is only suitable for homogeneous phenomena. From a micro perspective, the microscopic pat-
tern of system (1.1) is allowed to differ at different times and positions. Since real media in
biomechanics and engineering are almost never homogeneous, (1.1) covers better what happens
in practical applications.
System (1.1) contains two levels of scales, the macroscopic scales (x, t) and the microscopic
scales (x/ε, t/ε2). Usually, variables (x, t) in A(x, t; y, τ) are called macroscopic variables, de-
noting space-time positions, while (y, τ) are microscopic variables representing fast variations
at the microscopic structure. In both (1.1) and (1.6), the scales of fast variations in space and
time match naturally, that is, they are consistent with the intrinsic scaling (x, t)→ (δx, δ2t) of
second order parabolic equations. Generally, one may consider models where the microscopic
scales are (x/ε, t/εk) with 0 < k < ∞. In the periodic setting (1.6), when k = 2 we often say
the scales are self-similar, and when k 6= 2 they are non-self-similar [14]. Only in the case where
k = 2, the spatial scale and the temporal scale are homogenized simultaneously. More gener-
ally, problems with multiple (matching or mismatching) scales in space and time have also been
introduced in [5, 16, 23, 12, 8] and their references, where the qualitative homogenization of
different types of matches was discussed widely. However, to the author’s knowledge, quite few
quantitative results have been known for parabolic equations with multiple scales. For recent
results on the quantitative homogenization of elliptic systems with multiple scales, we refer to
[30, 19] and references therein.
In this paper, we focus our attention on the quantitative homogenization of system (1.1)
with so-called locally periodic coefficients. Although the homogenized equation for (1.1) has
been derived early in [5], there is not much progress in the quantitative homogenization. The
only notable literature is [23, 22], where, for equation (1.1) with time-independent coefficients,
the authors established the O(ε1/2) estimate of the operator exponential e−tLε to its limit in
L2 for each t ≥ 1. We also refer to the series of work [2, 3, 4] for the qualitative pointwise
convergence results of the same equation obtained by a probabilistic approach.
Under assumptions (1.4)–(1.5), the coefficient A(x, t;x/ε, t/ε2) of system (1.1) is measur-
able on ΩT . We also assume that f, g, h satisfy suitable conditions so that problem (1.1)
admits a unique weak solution uε. As is well known, uε converges to a function u0 weakly in
L2(0, T ;H1(Ω)) as ε→ 0, where u0 is the solution of the homogenized problem given by
∂tu0 + L0u0 = f in Ω× (0, T ),
u0 = g on ∂Ω × (0, T ),
u0 = h on Ω× {t = 0},
(1.7)
and L0 is a divergence type elliptic operator with variable coefficients determined by solving
unit cell problems at each point of the domain (see Section 2.3).
Our main goal is to establish the optimal convergence rate of uε to u0. Convergence rate
is a core subject of homogenization and has aroused much interest in the past few years. So
far, various results about convergence rates have been gained for parabolic systems with time-
independent or time-dependent periodic coefficients. The reader may consult [31, 17, 13, 28, 21]
and their references. Note that almost all these rates are in the sense of L2. In this paper, we
establish the optimal rate for system (1.1) in L2(0, T ;Lp0(Ω)) with p0 :=
2d
d−1 .
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Theorem 1.1. Let Ω be a bounded C1,1 domain in Rd, d ≥ 2 and T > 0. Assume that A
satisfies (1.4)–(1.5) with σ > 12 , p¯ = d. Let uε and u0 be the weak solutions to problems (1.1)
and (1.7), respectively. Suppose further u0 ∈ L2(0, T ;W 2,q0(Ω)), ∂tu0 ∈ L2(0, T ;Lq0(Ω)) with
q0 :=
2d
d+1 . Then
‖uε − u0‖L2(0,T ;Lp0 (Ω)) ≤ Cε{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))}, (1.8)
where p0 :=
2d
d−1 and C depends only on d,m, n, µ,Ω, T,A.
Theorem 1.1 extends the result of [21], a similar error estimate for (1.6), to the locally
periodic setting. It is remarkable that estimate (1.8) is scale-invariant, as 1q0 − 1p0 = 1d . This
estimate is simpler and more satisfactory than that of [21] given as (with g = 0)
‖uε − u0‖L2(0,T ;Lp0 (Ω)) ≤ Cε{‖u0‖L2(0,T ;W 2,q0 (Ω)) + ‖f‖L2(0,T ;Lq0 (Ω)) + ‖h‖H1(Ω)},
where the scale of ‖h‖H1(Ω) does not coincide with the other terms when doing scaling. The
earliest work on these kinds of scale-invariant results in homogenization should be attributed
to Z. Shen who established the rate for elliptic systems with periodic coefficients in his noted
book [26]. Later in [29, 30], the scale-invariant error estimates were extended to elliptic systems
with stratified coefficients A(x, ρ(x)/ε) under rather general smoothness assumptions, where
ρ(x) could be simply assumed to be diffeomorphic. Stratified structure and locally periodic
structure are quite similar and the keypoints of both concentrate on two scales.
The smoothness condition (1.5) on A with σ > 12 , p¯ = d in Theorem 1.1 is nearly minimum.
In a sense, it means A(x, t; y, τ) is 1-order differentiable in x and σ-order differentiable in t.
As a matter of fact, the best condition we could expect is σ = 12 , which coincides with the
regularity of general parabolic equations, and in this case W
1
2
,d(ΩT ;L
∞) has the same scale as
L∞(ΩT ×Td+1). However, due to some technical difficulties as in Remarks 3.2 and 3.3, we have
to strengthen the assumption on σ slightly.
Before describing the strategies and skills used in the paper, we introduce the notation
φε(x, t) := φ(x, t;x/ε, t/ε2)
throughout the paper. Therefore, we have the equalities
∂xi(φ
ε(x, t)) = (∂xiφ)
ε(x, t) + ε−1(∂yiφ)
ε(x, t),
∂t(φ
ε(x, t)) = (∂tφ)
ε(x, t) + ε−2(∂τφ)
ε(x, t).
(1.9)
The main difficulties of the paper are essentially caused by two scales. As seen in the formal
asymptotic expansion
uε(x, t) = u0(x, t) + εχj(x, t;x/ε, t/ε
2)∂ju0(x, t) + · · · ,
the first-order term εχj(x, t;x/ε, t/ε
2)∂ju0(x, t) may not even be measurable on ΩT , as χ is
not regular enough. To handle this problem, as in [30] for elliptic systems, we introduce the
smoothing operator Sε w.r.t. macroscopic variables (x, t). It ensures that Sε(g) is smooth in
(x, t) for any g(x, t; y, τ) which is 1-periodic in (y, τ), thereby preserving the measurability of
[Sε(g)]
ε(x, t) = Sε(g)(x, t;x/ε, t/ε
2). Moreover, this operator also helps us to separate (y, τ)
from (x, t) via Fubini’s theorem, as they are bound together in (x, t;x/ε, t/ε2). And, since we
have introduced Sε to g additionally, it is necessary to control the difference g−Sε(g). Our idea
is to write this difference into convolutions. In fact, it involves the differences in both space and
time, namely,
g − Sε(g) = g − S1,ε(g) + S1,ε(g) − Sε(g),
3
where S1,ε is the smoothing operator w.r.t. t only. The latter term is the difference in space
and, by Poincare´’s inequality, it could be dominated by the “convolution”
ˆ
B(x,ε)
|S1,ε(∇xg)(ω, t; y, τ)||ω − x|1−ddω
as in [30]. To handle the first term under as minimum conditions as possible, we employ
fractional derivatives on an interval to write g − S1,ε(g) into a “convolution”
g − S1,ε(g) = ε
ˆ T
0
D1/2a+ g(ς) · Φε(t− ς)dς,
where D1/2a+ g is the fractional derivative of g w.r.t. t of order 12 and Φ is a kernel with “good”
decay properties. This convolution acts just like a smoothing operator and intuitively it transfers
1
2 -order derivative from g in the difference to the kernel.
Furthermore, mixed norms of four-variable functions are necessarily used for correctors
and flux correctors in our situation, where space and time are anisotropic in the norms. When
trying to sort the integrals of mixed norms in the right order, additional regularities in (y, τ) are
inevitably cost. This urges us to perform each step accurately, as correctors and flux correctors
do not have much regularities in (y, τ), Even though they satisfy Meyers-type estimates. By
this reason, the process is much more delicate than that of elliptic problems in [30].
On the other hand, we introduce a new construction of flux correctors. In [13], flux correctors
were constructed in an elliptic manner by lifting the function Bij in both y and τ , which results
in high regularity in τ but low regularity in y (especially for B(d+1)ij). It does not work for
higher-order parabolic systems, as more regularity in y is required. Later, in [20] when dealing
with higher-order systems, flux correctors were constructed by lifting the regularity w.r.t. space
only. This provides enough regularity in y, but no regularity in τ . Neither of them is applicable
to our situation, as our requirements of microscopic regularities are very subtle. To this end,
we construct flux correctors in a parabolic manner novelly, in which the regularities of flux
correctors are the same as and even better than correctors. This approach seems more natural
and is also valid for higher-order systems.
Besides, another novelty of the paper is a new estimate of temporal boundary layers. Com-
pared to the method in [21], it provides better estimates but requires no restriction on g and h.
The basic idea of the approach is an embedding result for the trace of u0, which, with the help
of smoothing operators, deduces the sharp estimate of temporal boundary layers. Our estimate
also improves the result in [14], where half order of the width of layers was in fact lost.
We now describe the outline of the paper. Section 2 contains several parts of preliminaries. In
Section 2.1, various vector-valued spaces of multi-variable functions are introduced, including an
embedding result for vector-valued Sobolev spaces. They are proper tools to describe correctors
and flux correctors. Section 2.2 is devoted to the definitions and basic properties of fractional
integrals and derivatives, where the close connections between them and fractional Sobolev
spaces are provided. Then in Sections 2.3 and 2.4, correctors χ and flux correctors B, together
with their regularities, are studied. Section 3.1 is dedicated to a series of important estimates for
the smoothing operator Sε. Especially, fractional derivatives on intervals are used to estimate
the terms involving g−Sε(g). Afterwards, new estimates of boundary layers are built in Section
3.2, together with a sharp embedding result for u0.
These previous results are applied in Section 4 to establish theO(ε1/2) rate in L2(0, T ;H1(Ω))
and the O(ε) rate in L2(0, T ;Lp0(Ω)). More precisely, we consider the auxiliary function
wε = uε − u0 − εSε(Sε(χ)Sε(∇u0)ηε)(x, t; x
ε
,
t
ε2
)
− ε2∂xkSε(Sε(B(d+1)kj)Sε(∂ju0)ηε)(x, t;
x
ε
,
t
ε2
),
(1.10)
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where ηε is a cut-off function. By applying the estimates in Section 3 to the equation of wε,
we obtain the O(ε1/2) estimate for wε. Note that in this process those three Sε in the last two
terms of (1.10) play different roles: the first Sε is mainly used to maintain the measurability on
ΩT and control rapidly oscillating factors via Fubini’s theorem; the second operator helps us to
reduce the smoothness assumption on A in t; and the third one reduces the regularities of u0
at the cost of the power of ε.
To derive the rate of uε to u0 expressed in Theorem 1.1, we adopt the classical duality
argument, where the solution of the dual problem satisfies Lq − Lp estimates in ΩT . The main
challenge in this process focuses on the term∣∣∣¨
ΩT
[A− Â]ε · (∇u0 − Sε(∇u0)) · [Sε(∇yχ˜∗Kε(∇v0))]ε
∣∣∣,
where χ∗ is the corrector of the dual problem. For this term, the technique used in [21] is no
longer in force, since χ∗ is now a four-variable function and it does not have enough regularity to
rearrange multiple integrals arbitrarily in mixed norms. Instead, our idea is, formally speaking,
to transfer the gradient in ∇yχ˜∗ to u0 by integration by parts. Concretely, this is performed
through a regularity lifting argument as in the construction of flux correctors (see Lemma 3.7).
Throughout this paper, unless otherwise stated, we will use C to denote any positive constant
which may depend on d,m, µ. It should be understood that C may differ from each other even
in the same line. We also use the notation
ffl
E f := (1/|E|)
´
E f for the integral average of f
over E.
2 Preliminaries and correctors
In this section, we briefly introduce some vector-valued function spaces with mixed norms
for four-variable functions. These spaces will be used to measure the auxiliary quantities,
correctors and flux correctors, for ∂t+Lε. We also introduce fractional integrals and derivatives
on intervals.
2.1 Multi-variable function spaces
Recall that, a vector-valued function space is defined via the strong measurability. Precisely,
given a measure space (E,µ) and a Banach space (B, ‖ · ‖B), Lp(E;B) is the space of strongly
measurable vector-valued functions from E into B satisfying ‖h‖Lp(E;B) <∞, where
‖h‖Lp(E;B) :=

( ´
E ‖h‖pB dµ
)1/p
if p <∞,
ess sup
E
{‖h‖B} if p =∞.
Here the strong measurability means that elements can be approximated almost everywhere
by countably-valued functions. Following this framework, we introduce some vector-valued
function spaces with mixed norms.
For k ∈ N+, we denote the k-dimensional torus of length 1 by Tk. Then functions of
period 1 on Rk may be regarded as functions on Tk. Detailedly, Lr(Td+1) and W 1,r(Td+1)
(1 ≤ r ≤ ∞) are the subspaces of Lrloc(Rd+1) and W 1,rloc (Rd+1) whose elements are 1-periodic,
respectively. Moreover, Lsm(T
1;Lr(Td)) (1 ≤ r, s ≤ ∞) denotes the anisotropic space of 1-
periodic measurable functions on Td+1 endowed with the norm ‖ · ‖Ls(T1;Lr(Td)) (see Section
2.1 in [30]). Note that the main distinction between Lsm(T
1;Lr(Td)) and Ls(T1;Lr(Td)), the
space of strongly measurable vector-valued functions from T1 into Lr(Td), concentrates on the
measurability of elements, and these two spaces are equivalent if r <∞. Furthermore, if s = r,
Lsm(T
1;Lr(Td)) = Lr(Td+1). For the sake of brevity, we may write
L
r := Lr(Td+1), W 1,r :=W 1,r(Td+1), Ls,r := Lsm(T
1;Lr(Td)), (2.1)
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as the domain is invariant and the periodicity is always required. These spaces are all equipped
with the product measurability on Td+1 and will be the ranges of vector-valued function spaces
in our study.
Now set E = Ω × I, where I is a finite closed interval and Ω is an open set of Rd for the
moment. Given B as any space in (2.1), we discuss about vector-valued function spaces from
E into B with mixed norms. For 1 ≤ p, q ≤ ∞, we say h(x, t; y, τ) belongs to Lq,p(E;B) if h is
strongly measurable from E into B and satisfies ‖h‖Lq,p(E;B) <∞, where
‖h‖Lq,p(E;B) := ‖h‖Lq(I;Lp(Ω;B)).
Note that Lq,p(E;B) is a Banach space under norm ‖ · ‖Lq,p(E;B) and, if q = p, Lq,p(E;B) =
Lp(E;B). We also point out that the elements of Lq,p(E;B) are measurable w.r.t. the Lebesgue
(product) measure on E × Rd+1. Moreover, if h(x, t; y, τ) ∈ L1(E;L∞), then h(x, t; xε , tε2 ) is a
measurable function of (x, t) on E, where we have regarded h in h(x, t; xε ,
t
ε2
) to be its precise
representative (see [30] for more details)
h∗(x, t; y, τ) =
{
lim
r→0
ffl
{|(x′,t′;y′,τ ′)−(x,t;y,τ)|≤r} h(x
′, t′; y′, τ ′)dx′dt′dy′dτ ′ if the limit exists,
0 otherwise.
To keep presentations simple, we may use the following notations for multiple integrals of
h(x, t; y, τ) on E × Td+1:
‖h‖Lry (x, t; τ) := ‖h(x, t; ·, τ)‖Lr (Td), ‖h‖Ls,rτ,y(x, t) := ‖h(x, t; ·, ·)‖Ls,r ,
‖h‖Lp,s,rx,τ,y(Ω)(t) := ‖h(·, t; ·, ·)‖Lp(Ω;Ls,r), ‖h‖Lq,p,s,rt,x,τ,y(E) := ‖h‖Lq,p(E;Ls,r).
(2.2)
In particular, if h(x, t; y, τ) is independent of (y, τ), we have
‖h‖Lq,p(E) = ‖h‖Lq(I;Lp(Ω)).
On the other hand, due to Fubini’s theorem, we can define the weak derivative w.r.t. vari-
able x as a distribution. Indeed, if h(x, t; y, τ) ∈ L1loc(E × Rd+1), for a.e. (t; y, τ), we define
∇xh(·, t; y, τ) as a distribution on Ω by
〈∇xh(x, t; y, τ), φ(x)〉Ω = −
ˆ
Ω
h(x, t; y, τ)∇xφ(x) dx for φ ∈ C∞0 (Ω).
Furthermore, for 0 < σ < 1 and 1 ≤ q <∞, the fractional Sobolev-Slobodeckij spaceW σ,q(I;X)
is defined to be the set of vector-valued function h from I into Banach space X satisfying
‖h‖Wσ,q(I;X) := ‖h‖Lq(I;X) + [h]Wσ,q(I;X) <∞, where
[h]Wσ,q(I;X) :=
(ˆ
I
ˆ
I
‖h(t1)− h(t2)‖qX
|t1 − t2|1+σq dt1dt2
) 1
q
. (2.3)
W σ,q(I;X) is a Banach space under the norm ‖·‖Wσ,q(I;X) and we have the following embeddings
(see [15] for the scalar version).
Lemma 2.1. If σ > 1/q, then W σ,q(I;X) ⊂ Cσ−1/q(I;X) and W σ,q(I;X) ⊂ W σ1,q1(I;X)
for σ1 ≤ σ and q1 ≥ q such that σ − 1/q = σ1 − 1/q1. Especially, there exists a constant C,
depending only on σ, σ1, q, q1, such that
[h]Wσ1,q1 (I;X) ≤ C[h]Wσ,q(I;X). (2.4)
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Proof. Let X∗ be the dual space of X. For h ∈W σ,q(I;X) and t1, t2 ∈ I, we know
‖h(t1)− h(t2)‖X
|t1 − t2|σ−1/q
= sup
‖F‖X∗≤1
|F (h)(t1)− F (h)(t2)|
|t1 − t2|σ−1/q
≤ sup
‖F‖X∗≤1
[F (h)]Cσ−1/q(I)
≤ C sup
‖F‖X∗≤1
‖F (h)‖Wσ,q(I) ≤ C‖h‖Wσ,q(I;X),
where we have used the Sobolev embedding for scalar functions in the third step and C depends
only on σ, q. This proves the embeddingW σ,q(I;X) ⊂ Cσ−1/q(I;X). Based on this embedding,
we have ˆ
I
ˆ
I
‖h(t1)− h(t2)‖q1X
|t1 − t2|1+σ1q1 ≤ C
ˆ
I
ˆ
I
‖h(t1)− h(t2)‖qX · |t1 − t2|(σ−1/q)(q1−q)
|t1 − t2|1+σ1q1
= C
ˆ
I
ˆ
I
‖h(t1)− h(t2)‖qX
|t1 − t2|1+σq ,
where C depends on [h]Cσ−1/q(I;X). This means the identity operator is well-defined from
W σ,q(I;X) into W σ1,q1(I;X). Moreover, it is easy to verify that the identity operator is closed,
which implies the embeddingW σ,q(I;X) ⊂W σ1,q1(I;X) by the closed graph theorem. Further-
more, by assuming that
´
I h(t)dt = 0 in X, one can derive (2.4) easily.
Lastly, we say h ∈ W σ,p(E;B) (0 < σ < 1, 1 ≤ p ≤ ∞) if h ∈ W σ,2(I;L∞(Ω;B)), ∇xh ∈
L1(E;B) and
[h]W σ,p(E;B) := [h]Wσ,2(I;L∞(Ω;B)) + ‖∇xh‖L∞,p(E;B) <∞. (2.5)
Note that W σ,p(E;B) possesses the semi-norm [ · ]W σ,p(E;B). In one sense, h ∈ W σ,p(E;B) means
that h has σ-order derivative in time and 1-order derivative in space. If h ∈ W σ,p(E;L∞), then
h(x, t; xε ,
t
ε2 ) and ∇xh(x, t; xε , tε2 ) are measurable functions on E taking precise representatives
into consideration.
2.2 Fractional integrals and derivatives
Now we introduce Riemann-Liouville fractional integrals and derivatives on a (finite or infinite)
interval. Only the properties used in the paper are presented and the reader may consult [25]
for more details.
Let (a, b) be an interval and φ(t) ∈ L1(a, b). The integrals
Iαa+φ(t) :=
1
Γ(α)
ˆ t
a
φ(ς)
(t− ς)1−α dς and I
α
b−φ(t) :=
1
Γ(α)
ˆ b
t
φ(ς)
(ς − t)1−αdς,
where 0 < α < 1, are called the left-sided and right-sided fractional integrals of order α on
(a, b), respectively. They have the relation
ˆ b
a
φ(t)(Iαa+ψ)(t)dt =
ˆ b
a
ψ(t)(Iαb−φ)(t)dt, (2.6)
if φ ∈ Lp(a, b), ψ ∈ Lq(a, b), 1p + 1q ≤ 1 + α. Furthermore, if I1−αa+ φ is absolutely continuous on
[a, b], we set
Dαa+φ(t) :=
d
dt
(I1−αa+ φ)(t),
which is called the left-sided fractional derivative of order α on (a, b). Similarly, the right-sided
one is defined by Dαb−φ := − ddt(I1−αb− φ). In one sense, Iαa+ and Dαa+ are inverse operators:
if φ ∈ L1(a, b), then Dαa+Iαa+φ = φ,
and if Dαa+φ ∈ L1(a, b) and φ ∈ Lp(a, b) with p > 1/(1 − α), then Iαa+Dαa+φ = φ.
(2.7)
The following is a sufficient condition for the existence of fractional derivatives.
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Lemma 2.2. Suppose φ ∈W σ,q(a, b), σ > α, 1 ≤ q <∞. Then I1−αa+ φ is absolutely continuous
on [a, b]. And if in addition φ(a) = 0 when σ > 1q , then
‖Dαa+φ‖Lq(a,b) ≤ C[φ]Wσ,q(a,b),
where C depends only on σ, q, α, b − a.
Proof. Note that by Sobolev embedding, φ ∈ Lp(a, b) with p > q1−αq ≥ 11−α . And if σ > 1q , we
have φ ∈ Cσ−1/q([a, b]), in which case φ has a definite value at a. By setting Φ(t) = ´ ta φ(ς)dς,
we have for t ∈ (a, b)
ˆ t
a
φ(ς)
(t− ς)α dς = α
ˆ t
a
ˆ +∞
t−ς
φ(ς)
ξ1+α
dξdς = α
ˆ +∞
0
ˆ t
max{t−ξ,a}
φ(ς)
ξ1+α
dςdξ
= α
ˆ +∞
0
Φ(t)− Φ(max{t− ξ, a})
ξ1+α
dξ = α
ˆ t−a
0
Φ(t)− Φ(t− ξ)
ξ1+α
dξ + α
ˆ +∞
t−a
Φ(t)
ξ1+α
dξ,
where we have used Fubini’s theorem in the second equality as φ(ς)
ξ1+α
1{ξ≥t−ς} ∈ L1(R+ × (a, t)).
Since, for any constant c, I1−αa+ φ = I
1−α
a+ (φ − c) + I1−αa+ c and I1−αa+ c = c(1−α)Γ(1−α) (t − a)1−α
is absolutely continuous, we can always suppose φ(a) = 0 when σ > 1/q. To show I1−αa+ φ is
absolutely continuous, it suffices to prove that the weak derivative of I1−αa+ φ belongs to L
1(a, b).
In the following we will prove directly that [I1−αa+ φ]
′ ∈ Lq(a, b). Note that
[I1−αa+ φ]
′ =
α
Γ(1− α)
[ˆ t−a
0
φ(t)− φ(t− ξ)
ξ1+α
dξ +
ˆ +∞
t−a
φ(t)
ξ1+α
dξ
]
=
1
Γ(1− α)
[
α
ˆ t
a
φ(t)− φ(ξ)
(t− ξ)1+α dξ + φ(t)(t− a)
−α
]
,
which implies that
‖[I1−αa+ φ]′‖Lq(a,b) ≤ C
∥∥∥ˆ t
a
φ(t)− φ(ξ)
(t− ξ)1+α dξ
∥∥∥
Lq(a,b)
+ C‖φ(t)(t− a)−α‖Lq(a,b).
Since φ(t) ∈W σ,q(a, b), it follows from Ho¨lder’s inequality that∥∥∥ˆ t
a
φ(t)− φ(ξ)
(t− ξ)1+α dξ
∥∥∥
Lq(a,b)
=
∥∥∥ ˆ t
a
φ(t)− φ(ξ)
(t− ξ)σ+ 1q (t− ξ)1+α−σ− 1q
dξ
∥∥∥
Lq(a,b)
≤ C[φ]Wσ,q(a,b),
where C depends only on σ, q, α, b − a. Moreover, if σ > 1q , we have φ ∈ Cσ−1/q([a, b]) and
φ(a) = 0, in which case it holds that
‖φ(t)(t− a)−α‖Lq(a,b) = ‖[φ(t) − φ(a)](t− a)−α‖Lq(a,b) ≤ C[φ]Cσ−1/q([a,b]) ≤ C[φ]Wσ,q(a,b).
On the other hand, if σ ≤ 1q , then α < 1q , in which case we also have
‖φ(t)(t − a)−α‖Lq(a,b) ≤ C[φ]Wα,q(a,b) ≤ C[φ]Wσ,q(a,b),
according to Theorem 1.4.2.4 and Lemma 1.4.4.4 in [15]. Consequently, we deduce that
‖[I1−αa+ φ]′‖Lq(a,b) ≤ C[φ]Wσ,q(a,b),
which is exactly the desired result.
Remark 2.1. One can also derive the same estimate for vector-valued functions. For example,
if φ(t, y) is defined on (a, b)× Rk, then, under similar conditions, it holds that
‖Dαa+φ‖Lq(a,b;L∞(Rk)) ≤ C[φ]Wσ,q(a,b;L∞(Rk)).
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Moreover, one can also define fractional integrals on R as
Iα+φ(t) :=
1
Γ(α)
ˆ t
−∞
φ(ς)dς
(t− ς)1−α , −∞ < t <∞,
Iα−φ(t) :=
1
Γ(α)
ˆ ∞
t
φ(ς)dς
(ς − t)1−α , −∞ < t <∞,
which are well-defined for φ ∈ Lp(R) with 1 ≤ p < 1/α. Note that if φ is compactly supported
in (a, b), then Iα+φ(t) = I
α
a+φ(t) for t ∈ (a, b).
2.3 Correctors and effective coefficients
For 1 ≤ β ≤ m, 1 ≤ j ≤ d, set P βj = P βj (y) := yjeβ , where eβ = (0, . . . , 1, . . . , 0) with 1 in
the β-th position. According to the qualitative results of homogenization in [5], the matrix of
correctors χβj (x, t; y, τ) = (χ
γβ
j (x, t; y, τ)) is given by the following system{
∂τχ
β
j (x, t; y, τ) + Lx,tχβj (x, t; y, τ) = −Lx,t(P βj ) in Rd+1,
χβj is 1-periodic in (y, τ) and
´
Td+1
χβj (x, t; y, τ) dydτ = 0 for a.e. (x, t) ∈ ΩT ,
(2.8)
where
Lx,t := − ∂
∂yk
[
Aαγkl (x, t; y, τ)
∂
∂yl
·
]
,
and x, t play the role of parameters. By Fubini’s theorem, it is easy to verify that equation (2.8)
is well-posed for a.e. (x, t) under assumptions (1.3)–(1.4).
Moreover, the matrix of effective coefficients is defined by
Âαβij (x, t) :=
¨
Td+1
Aαβij (x, t; y, τ) +A
αγ
ik (x, t; y, τ)∂ykχ
γβ
j (x, t; y, τ) dydτ. (2.9)
Note that, by virtue of (2.8), we have
Âαβij (x, t) =
¨
Td+1
Aςγkl (x, t; y, τ)∂yl
[
P βj + χ
γβ
j (x, t; y, τ)
]
∂yk
[
Pαi + χ
ςα
i (x, t; y, τ)
]
dydτ
+
ˆ
T1
〈∂τχβj , χαi 〉H−1(Td)×H1(Td) dτ,
(2.10)
from which we can deduce the ellipticity condition of Â, since[ˆ
T1
〈∂τχβj , χαi 〉H−1(Td)×H1(Td) dτ
]
ξiξjζ
αζβ =
1
2
ˆ
T1
∂τ‖χβj ξjζβ‖2L2(Td) dτ = 0.
On the other hand, we can introduce the matrix of correctors χ∗βj for the operator −∂t + L∗ε,
where L∗ε is the adjoint operator of Lε, given by (1.2) with A replaced by its adjoint A∗. Then
χ∗βj solves the cell problem
−∂τχ∗βj (x, t; y, τ) + (Lx,t)∗χ∗βj (x, t; y, τ) = −(Lx,t)∗P βj in Td+1. (2.11)
Following an argument similar to (2.10), one can show that (Â)∗ = Â∗, where Â∗ is a matrix
defined in terms of A∗ and χ∗ as
(Â∗)αβij (x, t) =
¨
Td+1
A∗αβij (x, t; y, τ) +A
∗αγ
ik (x, t; y, τ)∂ykχ
∗γβ
j (x, t; y, τ) dydτ.
By the equation of χβj , we have the following estimates.
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Lemma 2.3. Suppose that A satisfies (1.3)– (1.4). Then
1). there exists q¯ > 2, depending only on µ, such that, for a.e. (x, t) ∈ ΩT , χ(x, t; ·, ·) ∈ B1 :=
Lq¯(T1;W 1,q¯(Td)) ∩ L∞(T1;Lq¯(Td)), and it holds that
‖χ(x, t)‖B1 ≤ C, ‖∇xχ(x, t)‖B1 ≤ C‖∇xA(x, t)‖L∞(Td+1),
and for a.e. x1, x2 ∈ Ω, t1, t2 ∈ [0, T ],
‖χ(x1, t)− χ(x2, t)‖B1 ≤ C‖A(x1, t)−A(x2, t)‖L∞(Td+1),
‖χ(x, t1)− χ(x, t2)‖B1 ≤ C‖A(x, t1)−A(x, t2)‖L∞(Td+1),
where C depends only on µ;
2). furthermore, if in addition A satisfies (1.5) with 0 < σ < 1, p¯ ≥ 1, we have χ ∈
L∞(ΩT ;B1) ∩W σ,p¯(ΩT ;B1) and
‖χ‖L∞(ΩT ;B1) ≤ C, [χ]W σ,p¯(ΩT ;B1) ≤ C[A]W σ,p¯(ΩT ;L∞).
Proof. The first part follows from Meyers-type estimate for parabolic systems in [7, 1] together
with the equation of χ. The second part mainly asserts the strong measurability of χ and ∇xχ
from ΩT into B1, which can be proved by approximations as Lemma 2.4 and Corollary 2.2 in
[30]. We omit the details.
Corollary 2.1. Under assumptions (1.4)– (1.5), we have
Âαβij (x, t) ∈W σ,2(0, T ;L∞(Ω)) ∩ L∞(0, T ;W 1,p¯(Ω)).
2.4 Flux correctors
In this subsection, we introduce flux correctors for ∂t + Lε in a new manner of parabolic type.
Denote the indices ranging between 1 and d + 1 by underlined symbols, such as
¯
i. In other
words,
¯
i may equal 1, . . . , d+ 1. As like in [13, 21], for 1 ≤ j ≤ d, set
Bαβ
¯
ij (x, t; y, τ) :=
{
Aαβ
¯
ij (x, t; y, τ) +A
αγ
¯
ik ∂ykχ
γβ
j (x, t; y, τ) − Âαβ
¯
ij (x, t), if 1 ≤ ¯i ≤ d,
−χαβj (x, t; y, τ), if ¯i = d+ 1.
(2.12)
Then
‖B
¯
ij‖L∞(ΩT ;Lq¯) ≤ C, [B¯ij ]W σ,p¯(ΩT ;Lq¯) ≤ C[A]W σ,p¯(ΩT ;L∞) for 1 ≤ ¯i ≤ d+ 1,
and further ‖∇yB(d+1)j‖L∞(ΩT ;Lq¯) ≤ C, [∇yB(d+1)j ]W σ,p¯(ΩT ;Lq¯) ≤ C[A]W σ,p¯(ΩT ;L∞).
Lemma 2.4. There exist Bαβ
¯
k
¯
ij(x, t; y, τ), 1 ≤ ¯i,¯k ≤ d+ 1, 1 ≤ j ≤ d, 1 ≤ α, β ≤ m, which are
1-periodic in (y, τ), such that
∂ykB
αβ
k
¯
ij(x, t; y, τ) + ∂τB
αβ
(d+1)
¯
ij(x, t; y, τ) = B
αβ
¯
ij (x, t; y, τ) and B
αβ
¯
k
¯
ij = −Bαβ
¯
i
¯
kj.
Furthermore, there exists a constant C, depending only on µ, such that, for 1 ≤ j ≤ d,
‖B
¯
k
¯
ij‖L∞(ΩT ;B1) ≤ C, [B
¯
k
¯
ij ]W σ,p¯(ΩT ;B1) ≤ C[A]W σ,p¯(ΩT ;L∞), if 1 ≤ ¯k,¯i ≤ d,
‖B
¯
k
¯
ij‖L∞(ΩT ;B2) ≤ C, [B¯k¯ij ]W σ,p¯(ΩT ;B2) ≤ C[A]W σ,p¯(ΩT ;L∞), if ¯k or ¯i = d+ 1,
where B1 is given in Lemma 2.3 and
B2 := L
q¯(T1;W 2,q¯(Td)) ∩W 1,q¯(T1;Lq¯(Td)).
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Proof. To keep presentations simple, we suppress parameters x, t and superscripts α, β.
For fixed
¯
i, j, observing that B
¯
ij(y, τ) ∈ L2(Td+1) and
´
Td+1
B
¯
ij(y, τ)dydτ = 0, there exists
f
¯
ij ∈ L2(T1;H2(Td)) ∩H1(T1;L2(Td)), solving the following parabolic problem in cell{
∂τf
¯
ij −∆yf
¯
ij = B
¯
ij in R
d+1,
f
¯
ij is 1-periodic in (y, τ), and
´
Td+1
f
¯
ij = 0,
(2.13)
where ∆y =
∑d
i=1 ∂
2
yi . According to equations (2.8) and (2.13), we know
(∂τ −∆y)(∂ifij + ∂τf(d+1)j) = ∂iBij + ∂τB(d+1)j = 0 in Rd+1.
Therefore, w = ∂ifij + ∂τf(d+1)j solves the parabolic problem{
∂τw −∆yw = 0 in Rd+1,
w is 1-periodic in (y, τ) and
´
Td+1
w = 0,
which yields that
∂ifij + ∂τf(d+1)j = 0. (2.14)
For 1 ≤ j ≤ d, define
B
¯
k
¯
ij =

∂
¯
if
¯
kj − ∂
¯
kf
¯
ij, if 1 ≤
¯
k,
¯
i ≤ d,
f
¯
ij + ∂
¯
if(d+1)j , if ¯
k = d+ 1, 1 ≤
¯
i ≤ d,
−f
¯
kj − ∂
¯
kf(d+1)j , if 1 ≤ ¯k ≤ d,¯i = d+ 1,
0, if
¯
k =
¯
i = d+ 1.
Obviously, B
¯
k
¯
ij = −B
¯
i
¯
kj. Moreover, for 1 ≤ i, j ≤ d, by (2.8) and (2.14), it is easy to verify
that
∂kBkij + ∂τB(d+1)ij = ∂k∂ifkj −∆yfij + ∂τfij + ∂τ∂if(d+1)j = Bij ,
and
∂kBk(d+1)j + ∂τB(d+1)(d+1)j = −∂kfkj −∆yf(d+1)j = ∂τf(d+1)j −∆yf(d+1)j = B(d+1)j .
Lastly, the regularity estimates onB follow from Meyers-type estimate for parabolic systems
[7, 1] as well as Lemma 2.3 and Corollary 2.1. We omit the details.
3 Smoothing operators and boundary layers
3.1 Macroscopic smoothing operators for multi-variable functions
In this subsection, we introduce the macroscopic smoothing operators Si,ε, i = 1, 2, in order to
handle functions of the form φ(x, t;x/ε, t/ε2) deriving from multi-variable function φ(x, t; y, τ)
which is 1-periodic in (y, τ).
Suppose ϕ1 ∈ C∞0 ((−1/2, 1/2)), ϕ2 ∈ C∞0 (B(0, 1/2)), where B(0, 1/2) is the ball in Rd of
radius 1/2 centered at 0, such that
ϕi ≥ 0, i = 1, 2 and
ˆ
R
ϕ1(s) ds = 1,
ˆ
Rd
ϕ2(z) dz = 1. (3.1)
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For ε > 0, let ϕ1,ε(s) = ε
−2ϕ1(s/ε
2), ϕ2,ε(z) = ε
−dϕ2(z/ε). For a multi-variable function
φ(x, t; y, τ) on Rd+1 × Rd+1, set
S1,ε(φ)(x, t; y, τ) :=
ˆ
R
φ(x, t− s; y, τ)ϕ1,ε(s)ds,
S2,ε(φ)(x, t; y, τ) :=
ˆ
Rd
φ(x− z, t; y, τ)ϕ2,ε(z)dz,
(3.2)
which are smoothing operators w.r.t. t and x, respectively. In the sequel, we use the notation
Sε := S1,ε ◦ S2,ε = S2,ε ◦ S1,ε,
and more briefly,
φ˜ := Sε(φ). (3.3)
We remark that Sε is commutative with all the partial derivatives w.r.t. x, t, y and τ .
Before stating a series of properties of Sε, we introduce the notations
Ωδ := {x ∈ Ω : dist(x, ∂Ω) < δ}
for the spatial boundary layer, and
Ωk,εT := [Ωkε × (0, T )] ∪ [Ω× (0, kε2)] ∪ [Ω× (T − kε2, T )]
for the spatiotemporal boundary layer in ΩT , where δ, k > 0.
Lemma 3.1. Let T > 0 and h(τ) : R→ R be 1-periodic. Then for any ε ≤ √T ,
ˆ T
0
|h( t
ε2
)|dt ≤ CT
ˆ
T1
|h(τ)|dτ, (3.4)
where C is a constant.
Moreover, suppose 1 ≤ q < ∞, g(t; τ) ∈ Lq1(R;Ls1(T1)), f(t, τ) ∈ Lq2(R;Ls2(T1)) with
1
q1
+ 1q2 =
1
s1
+ 1s2 =
1
q . We have, for ε > 0,
‖[S1,ε(g) · S1,ε(f)]ε‖Lq(ε2,T−ε2) ≤ C‖g‖Lq1 (0,T ;Ls1 (T1))‖f‖Lq2 (0,T ;Ls2(T1)). (3.5)
Proof. Estimate (3.4) follows from a change of variables. To prove (3.5), we set H(t1, t2; τ) =
g(t1; τ) · f(t2; τ) and denote
St11,ε ◦ St21,ε(H)(t; τ) :=
ˆ
R
ˆ
R
H(ς1, ς2; τ)ϕ1,ε(t− ς1)ϕ1,ε(t− ς2)dς2dς1. (3.6)
Then S1,ε(g)(t; τ) ·S1,ε(f)(t; τ) = St11,ε ◦St21,ε(H)(t; τ). Since the values outside of (0, T )2×R are
not involved, we may suppose H is supported in (0, T )2 ×R. Note that (ε2, T − ε2) is empty if
ε >
√
T/2. By applying Ho¨lder’s inequality and Fubini’s theorem, we have, for ε ≤
√
T/2,
ˆ T−ε2
ε2
|[St11,ε ◦ St21,ε(H)]ε|qdt ≤ C
ˆ
R
 
{|ς1−t|≤
ε2
2
}
 
{|ς2−t|≤
ε2
2
}
|H(ς1, ς2; t
ε2
)|qdς2dς1dt
≤ C
ˆ
R
 
{|ς2−ς1|≤ε2}
 
{|ς2−t|≤
ε2
2
}
|H(ς1, ς2; t
ε2
)|qdtdς2dς1
≤ C
ˆ
R
 
{|ς2−ς1|≤ε2}
‖H(ς1, ς2; ·)‖qLq(T1)dς2dς1
≤ C
ˆ
R
‖g(ς1; ·)‖qLs1 (T1)
 
{|ς2−ς1|≤ε2}
‖f(ς2; ·)‖qLs2 (T1)dς2dς1
≤ C‖g‖q
Lq1 (R;Ls1 (T1))
‖f‖q
Lq2 (R;Ls2 (T1))
,
(3.7)
where we have also used (3.4) in the third inequality and Ho¨lder’s inequality in the last two
steps. The proof is completed.
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Lemma 3.2. Let Ω be a Lipschitz domain in Rd, T > 0 and 1 ≤ p, q < ∞. Suppose g ∈
Lq1,p1(Rd+1;Ls1,r1), f ∈ Lq2,p2(Rd+1;Ls2,r2) with 1p1 + 1p2 = 1r1 + 1r2 = 1p , 1q1 + 1q2 = 1q . Let
1
s =
1
s1
+ 1s2 . If s ≥ max{p, q}, then for ε > 0,
‖[Sε(g) · Sε(f)]ε‖Lq,p(ΩT \Ω1,εT ) ≤ C‖g‖Lq1,p1 (ΩT ;Ls1,r1)‖f‖Lq2,p2 (ΩT ;Ls2,r2),
where C depends only on d.
Specially, if f ≡ 1 on ΩT and s ≥ max{p, q}, we have
‖[Sε(g)]ε‖Lq,p(ΩT \Ω1,εT ) ≤ C‖g‖Lq,p(ΩT ;Ls,p).
Proof. Noticing that
ΩT \ Ω1,εT = (Ω \Ωε)× (ε2, T − ε2),
it is sufficient to consider the case where ε < min{diam(Ω)/2,
√
T/2}, otherwise the domain
is empty. By considering g · 1ΩT×Rd+1 and f · 1ΩT×Rd+1 instead, we may also suppose g, f are
defined on the whole space. For each t, by the definition of Sε and applying an argument similar
to (3.7) to the integral w.r.t. x, we get
‖[Sε(g) · Sε(f)]ε(·, t)‖Lp(Ω\Ωε)
≤ C
(ˆ
Rd
‖S1,ε(g)‖pLr1y (x, t;
t
ε2
) ·
 
{|ω−x|≤ε}
‖S1,ε(f)‖pLr2y (ω, t;
t
ε2
) dωdx
) 1
p
≤ C
ˆ
R
ˆ
R
( ˆ
Rd
‖g‖p
L
r1
y
(x, ς1;
t
ε2
) · |F |p(x, ς2; t
ε2
)dx
) 1
p
ϕ1,ε(t− ς1)ϕ1,ε(t− ς2)dς1dς2,
where we have used Minkowski’s inequality to take the integral of S1,ε outside in the last
inequality,
F (x, t; τ) =
( 
{|ω−x|≤ε}
‖f‖p
L
r2
y
(ω, t; τ)dω
) 1
p
,
and C depends only on d. Denote
H(ς1, ς2; τ) =
(ˆ
Rd
‖g‖p
L
r1
y
(x, ς1; τ) · F p(x, ς2; τ)dx
) 1
p
,
which, by notation (3.6), yields that
‖[Sε(g) · Sε(f)]ε(·, t)‖Lp(Ω\Ωε) ≤ CSt11,ε ◦ St21,ε(H)(t; t/ε2).
Thus, it follows from the process of (3.7) that
‖[Sε(g) · Sε(f)]ε‖Lq,p(ΩT \Ω1,εT ) ≤ C‖[S
t1
1,ε ◦ St21,ε(H)]ε‖Lq((ε2,T−ε2))
≤ C
(ˆ
R
 
{|ς2−ς1|≤ε2}
‖H(ς1, ς2; ·)‖qLq(T1)dς2dς1
) 1
q
.
By using Minkowski’s inequality and Ho¨lder’s inequality repeatedly, we have, for s ≥ max{p, q}
‖H(ς1, ς2; ·)‖Lq(T1) ≤ ‖H(ς1, ς2; ·)‖Ls(T1)
≤
(ˆ
Rd
( ˆ
T1
‖g‖s
L
r1
y
(x, ς1; τ) · F s(x, ς2; τ)dτ
) p
s
dx
) 1
p
≤
(ˆ
Rd
‖g‖p
L
s1,r1
τ,y
(x, ς1) · ‖F (x, ς2; ·)‖pLs2 (T1)dx
) 1
p
≤
(ˆ
Rd
‖g‖p
L
s1,r1
τ,y
(x, ς1) ·
 
{|ω−x|≤ε}
‖f‖p
L
s2,r2
τ,y
(ω, ς2)dωdx
) 1
p
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≤ ‖g‖Lp1,s1,r1x,τ,y (Rd)(ς1) · ‖f‖Lp2,s2,r2x,τ,y (Rd)(ς2),
where notation (2.2) was used. Consequently,
‖[Sε(g) · Sε(f)]ε‖Lq,p(ΩT \Ω1,εT ) ≤ C‖g‖Lq1,p1,s1,r1t,x,τ,y (Rd+1) · ‖f‖Lq2,p2,s2,r2t,x,τ,y (Rd+1).
This completes the proof.
Remark 3.1. Lemma 3.2 still holds even if ϕ1, ϕ2 do not satisfy (3.1). In particular, we have
‖[∇xSε(h)]ε‖Lq,p(ΩT \Ω1,εT ) = ε
−1‖[(∇ϕ2)ε ∗ S1,ε(h)]ε‖Lq,p(ΩT \Ω1,εT ) ≤ Cε
−1‖h‖Lq,p(ΩT ;Ls,p),
where (∇ϕ2)ε(x) = ε−d(∇ϕ2)(x/ε), s ≥ max{p, q}.
Lemma 3.3. Let Ω be a Lipschitz domain in Rd, T > 0 and 1 ≤ p, q < ∞. Suppose that g ∈
W
1
2
,qˇ1(0, T ;Lpˇ1(Ω;L∞)), ∇xg ∈ Lq1,p1(ΩT ;L∞), f ∈ Lq2,p2(ΩT ;Ls2,r2) ∩ Lqˇ2,pˇ2(ΩT ;Ls2,r2),
h ∈ Lq3,p3(ΩT ;Ls3,r3) ∩ Lqˇ3,pˇ3(ΩT ;Ls3,r3), where pi, pˇi, qi, qˇi, ri satisfy 1p = 1p1 + 1p2 + 1p3 =
1
pˇ1
+ 1pˇ2 +
1
pˇ3
= 1r2 +
1
r3
, 1q =
1
q1
+ 1q2 +
1
q3
= 1qˇ1 +
1
qˇ2
+ 1qˇ3 . Let
1
s =
1
s2
+ 1s3 . If s ≥ max{p, q},
then for ε > 0,
‖{[Sε(g) · Sε(f)− Sε(g · f)] · Sε(h)}ε‖Lq,p(ΩT \Ω1,εT )
≤ Cε{‖∇xg‖Lq1,p1 (ΩT ;L∞) · ‖f‖Lq2,p2 (ΩT ;Ls2,r2) · ‖h‖Lq3,p3 (ΩT ;Ls3,r3)
+ [g]
W
1
2
,qˇ1 (0,T ;Lpˇ1 (Ω;L∞))
· ‖f‖Lqˇ2,pˇ2 (ΩT ;Ls2,r2) · ‖h‖Lqˇ3,pˇ3 (ΩT ;Ls3,r3)},
where [g]
W
1
2
,qˇ1 (0,T ;Lpˇ1(Ω;L∞))
is given by (2.3) and C depends only on d, p, p1.
Proof. To keep the proof simple, we prove the case where ΩT = R
d+1 and h ≡ 1. The general
case can be proved similarly. Observe that
‖[Sε(g) · Sε(f)− Sε(g · f)]ε‖Lq,p(Rd+1)
≤ ‖[S2,ε(S1,ε(g)) · S2,ε(S1,ε(f))− S2,ε(S1,ε(g) · S1,ε(f))]ε‖Lq,p(Rd+1)
+ ‖[S2,ε(S1,ε(g) · S1,ε(f)− S1,ε(g · f))]ε‖Lq,p(Rd+1).
For the first term, by using the inequality that
ˆ
B(x,r)
|u(y)− u(z)|qdy ≤ Cd,prd+q−1
ˆ
B(x,r)
|∇u(y)|q|y − z|1−ddy (3.8)
for any u ∈ C1(B(x, r)), z ∈ B(x, r) and 1 ≤ q <∞, one can obtain
‖[S2,ε(S1,ε(g)) · S2,ε(S1,ε(f))− S2,ε(S1,ε(g) · S1,ε(f))]ε‖Lq,p(Rd+1)
≤ Cε1− 1p
[ˆ
R
(ˆ
Rd
ˆ
Rd
‖S1,ε(∇xg)‖pL∞y (ω, t;
t
ε2
) · φε(ω − ξ) · ‖S1,ε(f)‖pLpy(ξ, t;
t
ε2
)dωdξ
) q
p
dt
] 1
q
,
where φε(z) = |z|1−d1{|z|≤ε} (see Lemma 3.3 in [30] for details). By Minkowski’s inequality, we
can take S1,ε outside and get
‖[S2,ε(S1,ε(g)) · S2,ε(S1,ε(f))− S2,ε(S1,ε(g) · S1,ε(f))]ε‖Lq,p(Rd+1)
≤ Cε1− 1p
[ˆ
R
 
{|ς1−t|≤
ε2
2
}
 
{|ς2−t|≤
ε2
2
}
( ˆ
Rd
ˆ
Rd
‖∇xg‖pL∞y (ω, ς1;
t
ε2
)
· φε(ω − ξ) · ‖f‖pLpy(ξ, ς2;
t
ε2
)dωdξ
) q
p
dς2dς1dt
] 1
q
14
≤ Cε1− 1p
[ˆ
R
 
{|ς2−ς1|≤ε2}
 
{|ς1−t|≤
ε2
2
}
(ˆ
Rd
ˆ
Rd
‖∇xg‖pL∞y (ω, ς1;
t
ε2
)
· φε(ω − ξ) · ‖f‖pLpy(ξ, ς2;
t
ε2
)dωdξ
) q
p
dtdς2dς1
] 1
q
≤ Cε1− 1p
[ˆ
R
 
{|ς2−ς1|≤ε2}
( 
{|ς1−t|≤
ε2
2
}
( ˆ
Rd
ˆ
Rd
‖∇xg‖pL∞y (ω, ς1;
t
ε2
)
· φε(ω − ξ) · ‖f‖pLpy(ξ, ς2;
t
ε2
)dωdξ
) s
p
dt
) q
s
dς2dς1
] 1
q
,
where Fubini’s theorem was used and s ≥ max{p, q}. Then we take the integral w.r.t. t inside
by Minkowski’s inequality as s ≥ p, and use Lemma 3.1 together with Ho¨lder’s inequality to
obtain
‖[S2,ε(S1,ε(g)) · S2,ε(S1,ε(f))− S2,ε(S1,ε(g) · S1,ε(f))]ε‖Lq,p(Rd+1)
≤ Cε1− 1p
[ˆ
R
 
{|ς2−ς1|≤ε2}
(ˆ
Rd
ˆ
Rd
‖∇xg‖pL∞,∞τ,y (ω, ς1) · φε(ω − ξ) · ‖f‖
p
Ls,pτ,y
(ξ, ς2)dωdξ
) q
p
dς2dς1
] 1
q
≤ Cε
( ˆ
R
 
{|ς2−ς1|≤ε2}
‖∇xg‖qLp1,∞,∞x,τ,y (Rd)(ς1) · ‖f‖
q
L
p2,s,p
x,τ,y (Rd)
(ς2)dς2dς1
) 1
q
≤ Cε‖∇xg‖Lq1,p1,∞,∞t,x,τ,y (Rd+1)‖f‖Lq2,p2,s,pt,x,τ,y (Rd+1),
where we have also used Young’s inequality in the second step and C depends only on d, p, p1.
To deal with the second term, note that
|S1,ε(g) · S1,ε(f)− S1,ε(g · f)|(x, t; y, τ)
≤ C
ˆ
R
|f(x, ς1; y, τ)| · ϕ1,ε(t− ς1) ·
 
{|ς2−t|≤
ε2
2
}
|g(x, ς1; y, τ) − g(x, ς2; y, τ)|dς2dς1
≤ C
ˆ
R
|f(x, ς1; y, τ)| · ϕ1,ε(t− ς1) ·
 
{|ς2−ς1|≤ε2}
|g(x, ς1; y, τ)− g(x, ς2; y, τ)|dς2dς1
= CS1,ε(|f | ·G),
where
G(x, t; y, τ) =
 
{|ς−t|≤ε2}
|g(x, t; y, τ) − g(x, ς; y, τ)|dς.
Therefore, it follows from Lemma 3.2 that, for s ≥ max{p, q},
‖[S2,ε(S1,ε(g) · S1,ε(f)− S1,ε(g · f))]ε‖Lq,p(Rd+1) ≤ C‖[Sε(|f | ·G)]ε‖Lq,p(Rd+1)
≤ C‖G‖Lqˇ1,pˇ1(Rd+1;L∞)‖f‖Lqˇ2,pˇ2(Rd+1;Ls,p).
Moreover, by Ho¨lder’s inequality,
‖G‖Lqˇ1,pˇ1 (Rd+1;L∞) ≤
( ˆ
R
∣∣∣  
{|ς−t|≤ε2}
‖g(·, t; ·, ·) − g(·, ς; ·, ·)‖Lpˇ1 (Rd;L∞)dς
∣∣∣qˇ1dt) 1qˇ1
≤ ε1+
2
qˇ1
(ˆ
R
∣∣∣  
{|ς−t|≤ε2}
‖g(·, t; ·, ·) − g(·, ς; ·, ·)‖Lpˇ1 (Rd;L∞)
|t− ς|1/2+1/qˇ1 dς
∣∣∣qˇ1dt) 1qˇ1
≤ ε
( ˆ
R
ˆ
{|ς−t|≤ε2}
‖g(·, t; ·, ·) − g(·, ς; ·, ·)‖qˇ1
Lpˇ1 (Rd;L∞)
|t− ς|1+qˇ1/2 dςdt
) 1
qˇ1
≤ ε[g]
W
1
2
,qˇ1 (R;Lpˇ1(Rd;L∞))
,
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which implies that
‖[S2,ε(S1,ε(g) · S1,ε(f)− S1,ε(g · f))]ε‖Lq,p(Rd+1) ≤ Cε[g]W 12 ,qˇ1 (R;Lpˇ1(Rd;L∞))‖f‖Lqˇ2,pˇ2 (Rd+1;Ls,p).
Consequently, we obtain
‖[Sε(g) · Sε(f)− Sε(g · f)]ε‖Lq,p(Rd+1) ≤ Cε{‖∇xg‖Lq1,p1 (Rd+1;L∞) · ‖f‖Lq2,p2 (Rd+1;Ls,p)
+ [g]
W
1
2
,qˇ1 (R;Lpˇ1 (Rd;L∞))
· ‖f‖Lqˇ2,pˇ2 (Rd+1;Ls,p)},
where C depends only on d, p, p1.
Lemma 3.4. Let Ω be a Lipschitz domain in Rd, T > 0 and 1 ≤ p, q < ∞. Suppose that g ∈
W σ,qˇ1(0, T ;L∞(Ω;L∞)), ∇xg ∈ Lq1,p1(ΩT ;L∞), f ∈ Lq2,p2(ΩT ;Ls2,r2) ∩ Lqˇ2,pˇ2(ΩT ;Ls2,r2),
h ∈ Lq3,p3(ΩT ;Ls3,r3)∩Lqˇ3,pˇ3(ΩT ;Ls3,r3), where 1p = 1p1 + 1p2 + 1p3 = 1pˇ2 + 1pˇ3 , 1q = 1q1 + 1q2 + 1q3 =
1
qˇ1
+ 1qˇ2 +
1
qˇ3
. Let 1r =
1
r2
+ 1r3 ,
1
s =
1
s2
+ 1s3 . Suppose further σ >
1
2 , s ≥ max{p, q} and
1
s <
1
2 +
1
qˇ2
+ 1qˇ3 , r ≥ p and 1r < 1d + 1p2 + 1p3 . Then for ε > 0,
‖[(g − Sε(g)) · Sε(f) · Sε(h)]ε‖Lq,p(ΩT \Ω1,εT )
≤ Cε{‖∇xg‖Lq1,p1(ΩT ;L∞) · ‖f‖Lq2,p2 (ΩT ;Ls2,r2) · ‖h‖Lq3,p3 (ΩT ;Ls3,r3)
+ [g]Wσ,qˇ1 (0,T ;L∞(Ω;L∞)) · ‖f‖Lqˇ2,pˇ2 (ΩT ;Ls2,r2) · ‖h‖Lqˇ3,pˇ3 (ΩT ;Ls3,r3)},
where C depends only on d, σ, p, p1, q, qˇ1, s, r, T .
Proof. Without loss of generality, we suppose h ≡ 1, in which case p3 = pˇ3 = q3 = qˇ3 =∞ and
1
p =
1
p1
+ 1p2 =
1
pˇ2
, 1q =
1
q1
+ 1q2 =
1
qˇ1
+ 1qˇ2 . Note that
‖[(g − Sε(g)) · Sε(f)]ε‖Lq,p(ΩT \Ω1,εT ) ≤ ‖[(g − S1,ε(g)) · Sε(f)]
ε‖
Lq,p(ΩT \Ω
1,ε
T )
+ ‖[S1,ε(g − S2,ε(g)) · Sε(f)]ε‖Lq,p(ΩT \Ω1,εT ).
(3.9)
For the second term, only the sketch of the proof will be presented and the reader can
consult Lemma 3.4 in [30] for details. We also focus on the case p ≤ d, as the remaining case is
simple. By using inequality (3.8) and Ho¨lder’s inequality, one can calculate
‖[S1,ε(g − S2,ε(g)) · Sε(f)]ε(·, t)‖Lp(Ω\Ωε)
≤ Cε
(ˆ
Rd
‖S1,ε(∇xg)‖pL∞,∞τ,y (x, t) ·
 
{|ω−x|≤ε}
F (ω, t;
x
ε
,
t
ε2
)dωdx
) 1
p
,
where
F (x, t; y, τ) =
ˆ
B(0, 1
2
)
|ζ|β−d|S1,ε(f)|p(x, t; y + ζ, τ)dζ
with β ∈ (0, p) to be determined (if p = 1, let β = 1). This, together with Ho¨lder’s inequality,
leads to
‖[S1,ε(g − S2,ε(g)) · Sε(f)]ε(·, t)‖Lp(Ω\Ωε)
≤ Cε
( ˆ
Rd
 
{|ω−x|≤ε}
‖S1,ε(∇xg)‖pL∞,∞τ,y (x, t) · F (ω, t;
x
ε
,
t
ε2
)dxdω
) 1
p
≤ Cε
{ ˆ
Rd
( 
{|ω−x|≤ε}
‖S1,ε(∇xg)‖p1L∞,∞τ,y (x, t)dx
) p
p1
( 
{|ω−x|≤ε}
∣∣∣F (ω, t; x
ε
,
t
ε2
)
∣∣∣ p2p dx) pp2 dω} 1p
≤ Cε
{ ˆ
Rd
( 
{|ω−x|≤ε}
‖S1,ε(∇xg)‖p1L∞,∞τ,y (x, t)dx
) p
p1 · sup
y∈Rd
‖F (ω, t; ·, t
ε2
)‖
L
p2
p (B(y,1))
dω
} 1
p
16
≤ Cε
{ ˆ
Rd
( 
{|ω−x|≤ε}
‖S1,ε(∇xg)‖p1L∞,∞τ,y (x, t)dx
) p
p1 · ‖S1,ε(f)‖pLry(ω, t;
t
ε2
)dω
} 1
p
,
where C depends only on d, p, p1, r, and in the last step we have used the estimate
sup
y∈Rd
‖F (ω, t; ·, t
ε2
)‖
L
p2
p (B(y,1))
≤ C‖S1,ε(f)‖pLry(ω, t;
t
ε2
) (3.10)
derived from Young’s inequality under the conditions that r ≥ p, 1r < 1d + 1p2 and β is chosen
close enough to p such that 1+ pp2 >
p
r +
d−β
d . Note that above we have regarded ∇xg and f as
functions defined on the whole space by introducing invisible characteristic functions. Further,
to deal with the integral w.r.t. t, we apply the arguments of Lemma 3.2 to obtain
‖[S1,ε(g − S2,ε(g)) · Sε(f)]ε‖Lq,p(ΩT \Ω1,εT ) ≤ Cε‖∇xg‖Lq1,p1,∞,∞t,x,τ,y (Rd+1)‖f‖Lq2,p2,s,rt,x,τ,y (Rd+1) (3.11)
for s ≥ max{p, q}. This gives the estimate for the second term.
To deal with the first term in the r.h.s. of (3.9), note that
‖[(g − S1,ε(g)) · Sε(f)]ε‖Lq,p(ΩT \Ω1,εT )
≤
(ˆ T−ε2
ε2
‖g − S1,ε(g)‖qL∞,∞,∞x,τ,y (Ω\Ωε)(t) · ‖S1,ε(f)‖
q
Lp,px,y
(t;
t
ε2
)dt
) 1
q
.
Without loss of generality, here we prove a scalar version of the desired estimate, that is,
‖(g − S1,ε(g)) · [S1,ε(f)]ε‖Lq(ε2,T−ε2) ≤ Cε[g]Wσ,qˇ1 (0,T )‖f‖Lqˇ2 (0,T ;Ls(T1)), (3.12)
where g is independent of x, y, τ and f is independent of x, y. The vector-valued case can be
proved in the same manner. Moreover, noticing that g − S1,ε(g) = (g − c)− S1,ε(g − c) for any
constant c, we may suppose
g(0) = 0, (3.13)
if g has a definite value at 0.
To prove (3.12), we take advantage of fractional integrals and derivatives introduced in
Section 2.2 to establish an expression of g − S1,ε(g). Denote a = 0, b = T . Thanks to Lemma
2.2 and (2.7), we know g(t) = I
1/2
a+ D1/2a+ g(t) on (a, b). This implies that, for t ∈ (a+ ε2, b− ε2)
g(t) − S1,ε(g)(t) = I
1
2
a+D
1
2
a+g(t)−
ˆ
R
I
1
2
a+D
1
2
a+g(ς) · ϕ1,ε(t− ς)dς
= I
1
2
a+D
1
2
a+g(t)−
ˆ b
a
I
1
2
a+D
1
2
a+g(ς) · ϕ1,ε(t− ς)dς
= I
1
2
a+D
1
2
a+g(t)−
ˆ b
a
D
1
2
a+g(ς) · I
1
2
b−(ϕ1,ε(t− ·))(ς)dς,
where (2.6) was used. By calculation, for t ∈ (a+ ε2, b− ε2)
I
1
2
b−(ϕ1,ε(t− ·))(ς) =
1
Γ(1/2)
ˆ b
ς
ϕ1,ε(t− ·)
(· − ς) 12
=
1
Γ(1/2)
ˆ t−ς
−∞
ϕ1,ε(ξ)
(t− ς − ξ) 12
dξ = I
1
2
+ϕ1,ε(t− ς).
Therefore, for t ∈ (a+ ε2, b− ε2), we have
g(t)− S1,ε(g)(t) = 1
Γ(1/2)
ˆ t
a
D
1
2
a+g(ς)
(t− ς) 12
dς −
ˆ b
a
D
1
2
a+g(ς) · I
1
2
+ϕ1,ε(t− ς)dς,
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which, by setting
Φ(t) = Γ(1/2)−1(t+)
− 1
2 − I
1
2
+ϕ1(t) with t+ = t · 1t>0, and Φε(t) = ε−2Φ(t/ε2),
reads
g(t) − S1,ε(g)(t) = ε
ˆ b
a
D
1
2
a+g(ς) · Φε(t− ς)dς on (a+ ε2, b− ε2). (3.14)
Before turning to the proof of (3.12), we claim that Φ ∈ L1(R), Φ(t) = O(|t|−1/2) near
0, and Φ(t) = O(|t|−3/2) at infinity. Indeed, by the definition of Φ, one can see directly that
Φ ∈ L1loc(R) and Φ(t) = O(|t|−1/2) near 0. Since supp(ϕ1) ⊂ (1/2,−1/2), it holds that Φ(t) = 0
for t < −1/2. And for t > 1/2 large,
Γ(1/2)Φ(t) = t−
1
2 −
ˆ t
−∞
ϕ1(ς)
(t− ς) 12
dς =
ˆ
|ς|≤1
(t− ς) 12 − t 12
t
1
2 (t− ς) 12
ϕ1(ς)dς
= t−
3
2
ˆ
|ς|≤1
t[(1− ς/t) 12 − 1]
(1− ς/t) 12
ϕ1(ς)dς ≈ t−
3
2 · t[(1− 1/t) 12 − 1] ≈ O(t− 32 )
by L’Hoˆpital’s law as t→ +∞. Further, this, together with Φ ∈ L1loc(R), yields that Φ ∈ L1(R).
With these preparations in hand, we are ready to prove (3.12). To do this, by expression
(3.14) with a = 0, b = T , we have
‖(g − S1,ε(g)) · [S1,ε(f)]ε‖Lq(ε2,T−ε2)
= ε
( ˆ
R
∣∣∣ˆ
R
G(ς) · Φε(t− ς)dς
∣∣∣q · |[S1,ε(f)]ε|qdt) 1q
≤ ε
( ˆ
R
∣∣∣ˆ
{|t−ς|≤3ε2}
G(ς) · Φε(t− ς)dς
∣∣∣q · |[S1,ε(f)]ε|qdt) 1q
+ ε
( ˆ
R
∣∣∣ ˆ
{|t−ς|≥3ε2}
G(ς) · Φε(t− ς)dς
∣∣∣q · |[S1,ε(f)]ε|qdt) 1q .= ε(L1 + L2),
(3.15)
where in the first equality we have introduced an invisible characteristic function 1(a,b) to f and,
similarly, G(t) = D1/2a+ g(t) · 1(a,b).
For L1, noticing that Φ(t) = O(|t|−1/2) near 0, we know |Φε(t)| ≤ Cε−1|t|−1/2 for |t| ≤ 3ε2.
Therefore, by introducing a parameter γ ∈ (1q − 12 , 12 ] and applying Ho¨lder’s inequality, we have
Lq1 ≤ εq
ˆ
R
∣∣∣ 
{|t−ς|≤3ε2}
|G(ς)||t − ς|− 12dς
∣∣∣q · |[S1,ε(f)]ε|qdt
≤ Cε2γq
ˆ
R
 
{|t−ς|≤3ε2}
|G(ς)|q |t− ς|−γqdς ·
ˆ
R
|f(ξ, t
ε2
)|qϕ1,ε(t− ξ)dξdt
≤ Cε2γq
ˆ
R
 
{|ς−ξ|≤4ε2}
|G(ς)|q ·
 
{|t−ς|≤3ε2}
|f(ξ, t
ε2
)|q|t− ς|−γqdtdςdξ
≤ Cε2
ˆ
R
 
{|ς−ξ|≤4}
|G(ε2ς)|q · F (ε2ξ, ς)dςdξ
≤ Cε2
ˆ
R
( 
{|ς−ξ|≤4}
|G(ε2ς)|qˇ1dς
) q
qˇ1 ·
( 
{|ς−ξ|≤4}
|F (ε2ξ, ς)|
qˇ2
q dς
) q
qˇ2 dξ,
where we have used Fubini’s theorem in the third inequality as well as the change of variables
in the fourth one, and
F (ζ, ς) =
 
{|t−ς|≤3}
|f(ζ, t)|q|t− ς|−γqdt.
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Then, similar to estimate (3.10), by choosing γ close enough to 1q − 12 , depending on q, qˇ1 and
s (if q = 1, let γ = 12 ), we apply Young’s inequality to obtain
Lq1 ≤ Cε2
ˆ
R
( 
{|ς−ξ|≤4}
|G(ε2ς)|qˇ1dς
) q
qˇ1 · ‖f‖qLsτ (ε
2ξ)dξ ≤ C‖G‖q
Lqˇ1 (R)
· ‖f‖q
Lqˇ2 (R;Ls(T1))
(3.16)
under the conditions that s ≥ q and 1s < 12 + 1qˇ2 . On the other hand, it follows from Ho¨lder’s
inequality and Φ ∈ L1(R) that
Lq2 ≤
ˆ
R
ˆ
{|t−ς|≥3ε2}
|G(ς)|q |Φε(t− ς)|dς ·
ˆ
R
|f(ξ, t
ε2
)|qϕ1,ε(t− ξ)dξdt
≤
ˆ
R
|G(ς)|qdς ·
ˆ
{|ς−ξ|≥2ε2}
dξ ·
 
{|t−ξ|≤ε2}
|f(ξ, t
ε2
)|q|Φε(t− ς)|dt
≤ ε2
ˆ
R
|G(ε2ς)|qdς ·
ˆ
{|ς−ξ|≥2}
dξ ·
ˆ
{|t−ξ|≤1}
|f(ε2ξ, t)|q|Φ(t− ς)|dt,
where the fact that 1{|t−ς|≥3ε2} · 1{|t−ξ|≤ε2} ≤ 1{|ς−ξ|≥2ε2} was used. To continue, we split
{ξ : |ς − ξ| ≥ 2} =
∞⋃
k=1
{ξ : 2k ≤ |ς − ξ| < 2k+1}.
Since Φ(t) = O(|t|−3/2) at infinity, it holds that |Φ(t− ς)| ≤ C2−3k/2, if 2k ≤ |ς − ξ| < 2k+1 and
|t− ξ| ≤ 1. Thus,
Lq2 ≤ ε2
ˆ
R
|G(ε2ς)|qdς ·
∞∑
k=1
ˆ
{2k≤|ς−ξ|<2k+1}
dξ ·
ˆ
{|t−ξ|≤1}
|f(ε2ξ, t)|q|Φ(t− ς)|dt
≤ Cε2
ˆ
R
|G(ε2ς)|qdς ·
∞∑
k=1
ˆ
{2k≤|ς−ξ|<2k+1}
2−
3k
2 dξ ·
ˆ
{|t−ξ|≤1}
|f(ε2ξ, t)|qdt
≤ Cε2
ˆ
R
ˆ
R
|G(ε2ς)|q ·
∞∑
k=1
2−
3k
2 1{2k≤|ς−ξ|<2k+1} · ‖f‖qLqτ (ε
2ξ)dξdς
≤ C‖G‖q
Lqˇ1 (R)
· ‖f‖q
Lqˇ2 (R;Lq(T1))
,
(3.17)
where Young’s inequality was used lastly. Finally, according to Lemma 2.2 and (3.13), it holds
‖G‖Lqˇ1 (R) = ‖D1/2a+ g‖Lqˇ1 (a,b) ≤ C[g]Wσ,qˇ1 (a,b), (3.18)
which, combined with estimates (3.15)–(3.17), gives exactly (3.12). And the desired result
follows from (3.9) and (3.11)–(3.12).
Remark 3.2. The conditions on g in Lemma 3.4 can be improved if one can improve (3.18).
As we know, if (a, b) = R and g(t) is really a scalar function having values in R, (3.18) is valid
for σ = 12 , qˇ1 = 2 via the Fourier transform. See [6, 25].
Corollary 3.1. Suppose the assumptions of Lemma 3.4 hold and σ > 12 . Then there exists a
large number r0 <∞, depending only on σ, such that, for ε > 0,
1). if 1 ≤ p ≤ 2, s ≥ 2, r > p,
‖[g · Sε(f)− Sε(g · f)]ε‖L2,p(ΩT \Ω1,εT )
≤ Cε[g]W σ,d(ΩT ;L∞) · {‖f‖L2,p∗ (ΩT ;Ls,r) + ‖f‖Lr0,p(ΩT ;Ls,r)},
(3.19)
where [ · ]W σ,d(ΩT ;L∞) is given as (2.5), p∗ := dpd−p , and C depends only on d, σ, p, s, r, T ;
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2). if 1 ≤ p ≤ 2,
‖{Sε([g · Sε(h)− Sε(g · h)] · f)}ε‖L2,p(ΩT \Ω1,εT )
≤ Cε[g]W σ,d(ΩT ;L∞) · ‖h‖L∞(ΩT ;L2,p) · {‖f‖L2,p∗ (ΩT ;L∞) + ‖f‖Lr0,p(ΩT ;L∞)},
(3.20)
where C depends only on d, σ, p, T ;
3). for p0 =
2d
d−1 , q0 =
2d
d+1 , if s ≥ 1, r > 1,
‖[{g · Sε(f)− Sε(g · f)} · Sε(h)]ε‖L1(ΩT \Ω1,εT ) ≤ Cε[g]W σ,d(ΩT ;L∞)
· ‖h‖L2,p0 (ΩT ;Ls3,r3) · {‖f‖L2,q∗0 (ΩT ;Ls2,r2) + ‖f‖Lr0,q0 (ΩT ;Ls2,r2)},
(3.21)
where C depends only on d, σ, s, r, T .
Proof. Estimates (3.19) and (3.21) follow from Lemmas 3.3 and 3.4. In fact, we set σ˜ = 2σ+14 ,
q = 43−2σ and
1
r0
+ 1q =
1
2 . Then the l.h.s. of (3.19) can be bounded by
Cε{‖∇xg‖L∞,d(ΩT ;L∞) · ‖f‖L2,p∗ (ΩT ;Ls,r) + [g]W σ˜,q(0,T ;L∞(Ω;L∞)) · ‖f‖Lr0,p(ΩT ;Ls,r)}.
Combined with the embedding [g]W σ˜,q(0,T ;L∞(Ω;L∞)) ≤ C[g]Wσ,2(0,T ;L∞(Ω;L∞)) by Lemma 2.1,
(3.19) follows. (3.21) can be derived in the same manner. To show (3.20), note that
‖{Sε([g · Sε(h) − Sε(g · h)] · f)}ε‖L2,p(ΩT \Ω1,εT ) ≤ ‖{Sε([g − Sε(g)] · Sε(h) · f)}
ε‖
L2,p(ΩT \Ω
1,ε
T )
+ ‖{Sε([Sε(g) · Sε(h) − Sε(g · h)] · f)}ε‖L2,p(ΩT \Ω1,εT ).
Both of these two terms satisfy the same estimates as Lemma 3.3 and, following the argument
of (3.19), we obtain (3.20).
Remark 3.3. The reason why we do not set r0 = ∞ in Corollary 3.1 is because ‖f‖L∞,p(ΩT )
can not be controlled properly when p < 2. See Lemma 3.11 for the sharp embedding we have.
Lemma 3.5. Suppose X is a Banach space and g ∈W 12 ,r(0, T ;X), 1 < r <∞. Then
‖∂tS1,ε(g)‖Lr( ε2
2
,T− ε
2
2
;X)
≤ Cε−1[g]
W
1
2
,r(0,T ;X)
,
where S1,ε(g) is defined in the sense of Bochner integral and C depends only on r.
Proof. For each t ∈ (ε2/2, T − ε2/2),
∂tS1,ε(g)(t) = ε
−2
ˆ
R
(∂tϕ1)ε(t− ς) · g(ς)dς = ε−2
ˆ
R
(∂tϕ1)ε(t− ς) · {g(ς) − g(t)}dς,
where (∂tϕ1)ε(ς) = ε
−2∂tϕ1(ς/ε
2) and we have used the fact that
´
R
(∂tϕ1)ε = 0. This, together
with the fact supp(∂tϕ1)ε ⊂ (−ε2/2, ε2/2), implies that for t ∈ (ε2/2, T − ε2/2)
‖∂tS1,ε(g)(t)‖X ≤ ε−2
ˆ T
0
|(∂tϕ1)ε(t− ς)| · ‖g(ς) − g(t)‖Xdς
≤ ε−2
( ˆ T
0
|(∂tϕ1)ε(t− ς)|r′ |t− ς|(
1
2
+ 1
r
)r′dς
) 1
r′ ·
(ˆ T
0
‖g(ς) − g(t)‖rX
|ς − t|1+r/2 dς
) 1
r
≤ Cε−1
(ˆ T
0
‖g(ς) − g(t)‖rX
|ς − t|1+r/2 dς
) 1
r
.
The desired result follows directly.
20
Lemma 3.6. (i). Suppose f(x, t) ∈ L2(R;Lq(Rd)), 1 ≤ q ≤ ∞. Then for any q ≤ p ≤ ∞,
‖S2,ε(f)‖L2(R;Lp(Rd)) ≤ Cε
d
p
− d
q ‖f‖L2(R;Lq(Rd)), (3.22)
where C depends only on d, p, q.
(ii). Suppose f ∈ L2(R;W 2,q(Rd)) and ∂tf ∈ L2(R;Lq(Rd)). If 1 ≤ p <∞ and max{1, dpd+p} ≤
q ≤ p, or p =∞ and d(= dpd+p) < q ≤ ∞, then
‖∇f − Sε(∇f)‖L2(R;Lp(Rd)) ≤ Cε1+
d
p
− d
q {‖∇2f‖L2(R;Lq(Rd)) + ‖∂tf‖L2(R;Lq(Rd))}, (3.23)
where C depends only on d, p, q.
Proof. Estimate (3.22) is a direct result of Young’s inequality. We emphasize that (3.22) is valid
for any ϕ2 ∈ C∞0 (B(0, 1/2)), even if assumption (3.1) is not satisfied. To show (3.23), we have
‖∇f − Sε(∇f)‖L2(R;Lp(Rd)) ≤ ‖∇f − S2,ε(∇f)‖L2(R;Lp(Rd)) + ‖S2,ε(∇f)− Sε(∇f)‖L2(R;Lp(Rd)).
For the first term, by rescaling and Young’s inequality, one can show that ([30])
‖∇f − S2,ε(∇f)‖L2(R;Lp(Rd)) ≤ Cε1+
d
p
− d
q ‖∇2f‖L2(R;Lq(Rd)). (3.24)
On the other hand, it follows from inequality (3.8) that
|S2,ε(∇f)(t)− Sε(∇f)(t)| ≤ C
 
{|ς−t|≤ ε
2
2
}
|S2,ε(∇f)(t)− S2,ε(∇f)(ς)|dς
≤ Cε2
 
{|ς−t|≤ ε
2
2
}
|∂tS2,ε(∇f)(ς)|dς,
which, together with (3.22), yields
‖S2,ε(∇f)− Sε(∇f)‖L2(R;Lp(Rd)) ≤ Cε2
∥∥∥  
{|ς−t|≤ ε
2
2
}
|∂tS2,ε(∇f)(ς)|dς
∥∥∥
L2(R;Lp(Rd))
≤ Cε
∥∥∥ 
{|ς−t|≤ ε
2
2
}
|(∇ϕ2)ε ∗ (∂tf)(ς)|dς
∥∥∥
L2(R;Lp(Rd))
≤ Cε1+ dp− dq ‖∂tf‖L2(R;Lq(Rd)).
This completes the proof.
In particular, for q0 =
2d
d+1 , we have the following estimates
‖S2,ε(f)‖L2(Rd+1) ≤ Cε−1/2‖f‖L2(R;Lq0 (Rd)),
‖∇f − Sε(∇f)‖L2(Rd+1) ≤ Cε1/2{‖∇2f‖L2(R;Lq0 (Rd)) + ‖∂tf‖L2(R;Lq0 (Rd))}.
(3.25)
Lemma 3.7. Suppose g ∈ L∞(ΩT ;L2), ∂tf ∈ L2(0, T ;Lq0(Ω)), ∇f ∈ L2(0, T ;W 1,q0(Ω)), and
h ∈ L2(0, T ;Lp0(Ω)). Suppose further supp(h) ⊂ ΩT \Ω2,εT . Then for ε > 0,∣∣∣¨
ΩT
(∇f − Sε(∇f)) · [Sε(g · h)]εdxdt
∣∣∣
≤ Cε{‖∇2f‖L2,q0 (ΩT ) + ‖∂tf‖L2,q0 (ΩT )} · ‖g‖L∞(ΩT ;L2) · ‖h‖L2,p0 (ΩT ),
where C depends only on d.
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Proof. We apply a regularity lifting argument of parabolic type to g. Write g = g1 + g2, where
g2(x, t) =
ˆ
Td+1
g(x, t; y, τ)dydτ,
such that,
´
Td+1
g1(x, t; ·, ·) = 0 for each (x, t). Let u(x, t; y, τ) be the solution to{
∂τu−∆yu = g1 in Rd+1,
u is 1-periodic in (y, τ), and
´
Td+1
u(x, t; ·, ·) = 0,
which satisfies that, for each (x, t)
‖u(x, t; ·, ·)‖L2(T1;H2(Td))∩H1(T1;L2(Td)) ≤ C‖g1(x, t; ·, ·)‖L2(Td+1) ≤ C‖g(x, t; ·, ·)‖L2(Td+1).
Set Gk = −∂yku for 1 ≤ k ≤ d, and Gd+1 = u. Then
∑
1≤k≤d ∂ykGk + ∂τGd+1 = g1 and for
each (x, t)∑
1≤k≤d
‖Gk‖L2(T1;H1(Td))∩L∞,2 + ‖Gd+1‖L2(T1;H2(Td))∩H1(T1;L2(Td)) ≤ C‖g‖L2(Td+1),
which, by interpolation, yields that∑
1≤k≤d
‖Gk‖L∞(ΩT ;L4,p0) + ‖∇yGd+1‖L∞(ΩT ;L4,p0) ≤ C‖g‖L∞(ΩT ;L2), (3.26)
where 2 ≤ p0 ≤ 4 as d ≥ 2. Therefore, with this expression of g, we have∣∣∣¨
ΩT
(∇f − Sε(∇f)) · [Sε(g · h)]εdxdt
∣∣∣ ≤ ∣∣∣¨
ΩT
(∇f − Sε(∇f)) · [Sε(∂ykGk · h)]εdxdt
∣∣∣
+
∣∣∣¨
ΩT
(∇f − Sε(∇f)) · [Sε(∂τGd+1 · h)]εdxdt
∣∣∣+ ∣∣∣¨
ΩT
(∇f − Sε(∇f)) · [Sε(g2 · h)]εdxdt
∣∣∣
.
= K1 +K2 +K3.
Here we have omitted the summation w.r.t. k from 1 to d.
For K1, it follows from (1.9) and integration by parts that
K1 = ε
∣∣∣¨
ΩT
(∇f − Sε(∇f)) · {∂k[Sε(Gk · h)]ε − [∂xkSε(Gk · h)]ε}dxdt
∣∣∣
≤ ε
∣∣∣¨
ΩT
∂k(∇f − Sε(∇f)) · [Sε(Gk · h)]εdxdt
∣∣∣
+ ε
∣∣∣¨
ΩT
(∇f − Sε(∇f)) · [∂xkSε(Gk · h)]εdxdt
∣∣∣
≤ Cε‖∇2f‖L2,q0 (ΩT )‖[Sε(Gk · h)]ε‖L2,p0 (ΩT )
+ ‖∇f − Sε(∇f)‖L2,q0 (ΩT \Ω1,εT ) · ‖[(∂kϕ2)ε ∗ S1,ε(Gk · h)]
ε‖L2,p0 (ΩT )
≤ Cε{‖∇2f‖L2,q0 (ΩT ) + ‖∂tf‖L2,q0 (ΩT )} · ‖Gk · h‖L2,p0 (ΩT ;Lp0 )
≤ Cε{‖∇2f‖L2,q0 (ΩT ) + ‖∂tf‖L2,q0 (ΩT )} · ‖g‖L∞(ΩT ;L2) · ‖h‖L2,p0 (ΩT ),
where we have applied Lemma 3.2 and (3.23) in the fourth step as well as (3.26) in the last one.
Similarly,
K2 = ε
2
∣∣∣¨
ΩT
(∇f − Sε(∇f)) · {∂t[Sε(Gd+1 · h)]ε − [∂tSε(Gd+1 · h)]ε}dxdt
∣∣∣
≤ ε2
∣∣∣¨
ΩT
∂t(f − Sε(f)) · ∇[Sε(Gd+1 · h)]εdxdt
∣∣∣
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+ ε2
∣∣∣¨
ΩT
(∇f − Sε(∇f)) · [∂tSε(Gd+1 · h)]εdxdt
∣∣∣
≤ ε
¨
ΩT
|∂t(f − Sε(f))| · |[(∇xϕ2)ε ∗ S1,ε(Gd+1 · h)]ε + [Sε(∇yGd+1 · h)]ε|dxdt
+
¨
ΩT
|∇f − Sε(∇f)| · |[(∂tϕ1)ε ∗ S2,ε(Gd+1 · h)]ε|dxdt
≤ Cε{‖∂tf‖L2,q0 (ΩT ) + ‖∇2f‖L2,q0 (ΩT )} · ‖g‖L∞(ΩT ;L2) · ‖h‖L2,p0 (ΩT ),
where (∂tϕ1)ε(t) = ε
−2(∂tϕ1)(t/ε
2). Lastly, it is easy to see from Ho¨lder’s inequality and (3.23)
K3 ≤ Cε{‖∇2f‖L2,q0 (ΩT ) + ‖∂tf‖L2,q0 (ΩT )} · ‖g2‖L∞(ΩT ) · ‖h‖L2,p0 (ΩT )
≤ Cε{‖∇2f‖L2,q0 (ΩT ) + ‖∂tf‖L2,q0 (ΩT )} · ‖g‖L∞(ΩT ;L2) · ‖h‖L2,p0 (ΩT ).
By combining the estimates of K1-K3, we obtain the desired result.
3.2 Embeddings and boundary layers
In this subsection, we establish some embedding results for functions on ΩT and then use them,
with the help of smoothing operators, to derive the estimates of boundary layers.
Lemma 3.8. Suppose f ∈ L2(0, T ;W 1,q(Ω)), 2dd+2 ≤ q ≤ q0 = 2dd+1 . Then
‖f‖L2(Ωδ×(0,T )) ≤ Cδ1+
d
2
− d
q ‖f‖L2(0,T ;W 1,q(Ω)),
where C depends only on q, Ω.
Proof. This derives directly from the estimate of spatial boundary layers. See [30].
Lemma 3.9. Let Ω be a bounded Lipschitz domain in Rd, d ≥ 2. Suppose u ∈ L2(0, T ;W 2,p′(Ω))
and ∂tu ∈ L2(0, T ;Lp(Ω)), where 1 < p < 2∗, p′ := pp−1 . Then for any t ∈ [0, T ] and 0 < λ <∞,
‖∇u(t)‖L2(Ω) ≤ C{λ‖∂tu‖L2(0,T ;Lp(Ω)) + λ−1‖∇u‖L2(0,T ;W 1,p′(Ω)) + T−1/2‖∇u‖L2(ΩT )},
where C depends only on Ω.
Proof. By setting v = ∇u, it is sufficient to show
‖v(t)‖L2(Ω) ≤ C{λ‖∂tv‖L2(0,T ;W−1,p(Ω)) + λ−1‖v‖L2(0,T ;W 1,p′(Ω)) + T−1/2‖v‖L2(ΩT )}.
By an approximation argument, we can assume that v ∈ C1([0, T ];W 1,p′(Ω)). Note that 1 <
p < ∞ and W 1,p′(Ω) ⊂ L2(Ω), as p < 2∗, d ≥ 2. Since ∂Ω is Lipschitz, there exists a linear
extension operator P , such that, P is bounded from W 1,p
′
(Ω) into W 1,p
′
(Rd) with compact
support and, at the same time, bounded from W−1,p(Ω) into W−1,p(Rd). Denoting P (v) still
by v, we have
‖v‖L2(0,T ;W 1,p′(Rd)) + ‖∂tv‖L2(0,T ;W−1,p(Rd)) ≤ C{‖v‖L2(0,T ;W 1,p′(Ω)) + ‖∂tv‖L2(0,T ;W−1,p(Ω))}.
Therefore, it is sufficient to prove the case where Ω = Rd. Note that in this case W−1,p(Ω) =
[W 1,p
′
(Ω)]′. Now, for any t, s ∈ [0, T ], we have
‖v(t)‖2L2(Ω) = ‖v(s)‖2L2(Ω) +
ˆ t
s
d
dt
‖v(τ)‖2L2(Ω)dτ
= ‖v(s)‖2L2(Ω) + 2
ˆ t
s
〈∂tv, v〉[W 1,p′ ]′×W 1,p′dτ
≤ ‖v(s)‖2L2(Ω) + 2‖∂tv‖L2(0,T ;W−1,p(Ω))‖v‖L2(0,T ;W 1,p′(Ω))
≤ ‖v(s)‖2L2(Ω) + λ2‖∂tv‖2L2(0,T ;W−1,p(Ω)) + λ−2‖v‖2L2(0,T ;W 1,p′(Ω)),
which, by choosing ‖v(s)‖2L2(Ω) =
ffl T
0 ‖v(τ)‖2L2(Ω)dτ , yields the desired estimate.
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Lemma 3.10. Suppose f ∈ L2(0, T ;W 2,q(Ω)) and ∂tf ∈ L2(0, T ;Lq(Ω)), 2dd+2 ≤ q ≤ q0. Then
for any s ∈ [0, T − δ2],
‖∇f‖L2(Ω×(s,s+δ2)) ≤ Cδ1+
d
2
− d
q {‖∂tf‖L2(0,T ;Lq(Ω)) + ‖∇f‖L2(0,T ;W 1,q(Ω))},
where C depends only on q,Ω, T .
Proof. Without loss of generality, we suppose s = 0. Note that
‖∇f‖L2(Ω×(0,δ2)) ≤ ‖∇f‖L2(Ω\Ωδ×(0,δ2)) + ‖∇f‖L2(Ωδ×(0,δ2))
≤ ‖S2,δ(∇f)‖L2(Ω\Ωδ×(0,δ2)) + ‖∇f − S2,δ(∇f)‖L2(Ω\Ωδ×(0,δ2)) + ‖∇f‖L2(Ωδ×(0,δ2)),
where S2,δ is given by (3.2). Thanks to estimate (3.24) and Lemma 3.8, the last two terms can
be dominated by
Cδ1+
d
2
− d
q ‖∇f‖L2(0,T ;W 1,q(Ω)).
Moreover, due to Lemma 3.9, we have for each t
‖S2,δ(∇f)(·, t)‖L2(Ω\Ωδ)
≤ λ‖∂tS2,δ(f)‖L2(0,T ;Lq(Ω\Ωδ)) + λ−1‖S2,δ(∇f)‖L2(0,T ;W 1,q′ (Ω\Ωδ)) + T
−1/2‖S2,δ(∇f)‖L2(Ω\Ωδ×(0,T ))
≤ Cλ‖∂tf‖L2(0,T ;Lq(Ω)) + Cδ
d
q′
− d
q λ−1‖∇f‖L2(0,T ;W 1,q(Ω)) + CT δ
d
2
− d
q ‖∇f‖L2(0,T ;Lq(Ω))
≤ CT δ
d
2
− d
q {‖∂tf‖L2(0,T ;Lq(Ω)) + ‖∇f‖L2(0,T ;W 1,q(Ω))},
where (3.22) was used in the second inequality and λ = δ
d
2
− d
q in the last step. As a result,
‖S2,δ(∇f)‖L2(Ω\Ωδ×(0,δ2)) ≤ CT δ1+
d
2
− d
q {‖∂tf‖L2(0,T ;Lq(Ω)) + ‖∇f‖L2(0,T ;W 1,q(Ω))}.
The proof is completed.
Lemma 3.11. Suppose Ω is a bounded Lipschitz domain in Rd, and u ∈ L2(0, T ;W 2,p(Ω)),
∂tu ∈ L2(0, T ;Lp(Ω)), 1 < p ≤ 2. Then for any 1 < q <∞, we have
‖∇u‖Lq(0,T ;Lp(Ω)) ≤ C{‖∇u‖L2(0,T ;W 1,p(Ω)) + ‖∂tu‖L2(0,T ;Lp(Ω))},
where C depends only on p, q,Ω, T .
Proof. As like Lemma 3.9, by setting v = ∇u, it is sufficient to show
‖v‖Lq(0,T ;Lp(Ω)) ≤ C{‖v‖L2(0,T ;W 1,p(Ω)) + ‖∂tv‖L2(0,T ;W−1,p(Ω))}.
Since ∂Ω is Lipschitz, we can extend v onto Rd+1 with compact support, such that
‖v‖L2(R;W 1,p(Rd)) + ‖∂tv‖L2(R;W−1,p(Rd)) ≤ C{‖v‖L2(0,T ;W 1,p(Ω)) + ‖∂tv‖L2(0,T ;W−1,p(Ω))}, (3.27)
where C depends only on p,Ω, T . Suppose supp(v) ⊂⊂ D × (−L,L), where D is an open ball
and L depends on T . By approximation, we may also suppose that v ∈ C1(R;W 1,p(Rd)). For
f ∈ Lq′(−L,L;Lp′(D)), let w be the solution to
∂tw −∆w = f in D × (−L,L).
w = 0 on ∂D × (−L,L),
w = 0 on D × {t = −L},
which satisfies
‖w‖Lq′ (−L,L;W 2,p′(D)) + ‖∂tw‖Lq′ (−L,L;Lp′(D)) ≤ C‖f‖Lq′ (−L,L;Lp′(D)), (3.28)
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as 2 ≤ p′ <∞, 1 < q′ <∞. Note that w(t) ∈W 1,p′0 (D) ⊂W 1,p
′
(Rd) for each t. Then
ˆ L
−L
ˆ
D
v · fdxdt =
ˆ L
−L
ˆ
D
(−∂tv · w +∇v · ∇w)dxdt =
ˆ L
−L
ˆ
Rd
(−∂tv · w +∇v · ∇w)dxdt
≤ ‖∂tv‖L2(−L,L;W−1,p(Rd))‖w‖L2(−L,L;W 1,p′(Rd)) + ‖∇v‖L2(−L,L;Lp(Rd))‖∇w‖L2(−L,L;Lp′(Rd)).
Thus, in view of (3.27) and (3.28), it is sufficient to prove the embedding for any w that
‖w‖L2(−L,L;W 1,p′(D)) ≤ C{‖w‖Lq′ (−L,L;W 2,p′(D)) + ‖∂tw‖Lq′ (−L,L;Lp′(D))}. (3.29)
To do this, by approximation, we suppose w ∈ C1([−L,L];W 2,p′(D)∩W 1,p′0 (D)). Note that
∇w(t) = ∇w(s) +
ˆ t
s
∂t∇w(τ)dτ,
which, since p′ ≥ 2, implies that
‖∇w(t)‖p′
Lp′ (D)
=
ˆ
D
∇w(s) · |∇w(t)|p′−2∇w(t)dx+
ˆ
D
ˆ t
s
∂t∇w(τ)dτ · |∇w(t)|p′−2∇w(t)dx
≤
ˆ
D
∇w(s) · |∇w(t)|p′−2∇w(t)dx
+ (p′ − 1)
ˆ
D
ˆ t
s
|∂tw(τ)|dτ · |∇w(t)|p′−2|∇2w(t)|dx
≤ ‖∇w(s)‖Lp′ (D)‖∇w(t)‖p
′−1
Lp′ (D)
+ C
ˆ t
s
‖∂tw(τ)‖Lp′ (D)dτ · ‖∇w(t)‖p
′−2
Lp′ (D)
‖∇2w(t)‖Lp′ (D).
Therefore, it follows that
‖∇w(t)‖2
Lp′ (D)
≤ ‖∇w(s)‖2
Lp′ (D)
+ C
ˆ t
s
‖∂tw(τ)‖Lp′ (D)dτ · ‖∇2w(t)‖Lp′ (D).
By choosing ‖∇w(s)‖Lp′ (D) =
ffl L
−L ‖∇w(τ)‖Lp′ (D)dτ and integrating in t over (−L,L), we obtain
‖∇w‖L2(−L,L;Lp′(D)) ≤ C{‖∇w‖L1(−L,L;Lp′(D)) + ‖∂tw‖L1(−L,L;Lp′(D)) + ‖∇2w‖L1(−L,L;Lp′(D))},
which gives (3.29). The proof is completed.
4 Convergence rates
This section is devoted to establishing the sharp convergence rate for problem (1.1). We always
assume that ∂Ω ∈ C1,1 henceforward.
Suppose ηε := η1,ε · η2,ε, where η1,ε and η2,ε are two smooth cut-off functions on (0, T ) and
Ω, respectively, such that, 0 ≤ η1,ε, η2,ε ≤ 1 and
supp(η1,ε) ⊂ (4ε2, T − 4ε2), η1,ε = 1 in (5ε2, T − 5ε2), |(η1,ε)′| ≤ C/ε2,
η2,ε = 0 on Ω4ε, η2,ε = 1 on Ω \ Ω5ε, |∇η2,ε| ≤ C/ε.
(4.1)
Let uε and u0 be the solutions to problems (1.1) and (1.7) respectively. For the sake of
simplicity, we extend u0 onto R
d × (0, T ), such that,
‖∂tu0‖L2(0,T ;Lq0 (Rd)) + ‖u0‖L2(0,T ;W 2,q0 (Rd)) ≤ C‖∂tu0‖L2(0,T ;Lq0 (Ω)) + ‖u0‖L2(0,T ;W 2,q0(Ω)).
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By equations (1.1) and (1.7), we calculate that
(∂t + Lε)(uε − u0) = −div{(Â −Aε)∇u0}
= −div{Â∇u0 −Aε∇u0 −Aε[Sε(∇yχ˜Kε(∇u0))]ε} − div{Aε[Sε(∇yχ˜Kε(∇u0))]ε},
where Kε(·) := Sε(·)ηε with Sε defined in Section 3.1 and notation (3.3) was used in χ˜. Note
that we have regarded χ as functions on Rd+1 ×Rd+1 having value 0 outside of ΩT , due to the
cut-off effect of Kε (see (4.1)). Recalling that ∇y is commutative with the smoothing operator
Sε, we deduce from (1.9) that
−div{Aε[Sε(∇yχ˜Kε(∇u0))]ε} = −div{Aε[∇ySε(χ˜Kε(∇u0))]ε}
= Lε(ε[Sε(χ˜Kε(∇u0))]ε) + div{Aεε[∇xSε(χ˜Kε(∇u0))]ε}.
Thus, by setting Bε = (B
α
ε,i), 1 ≤ i ≤ d, 1 ≤ α ≤ m, where
Bαε,i(x, t; y, τ) := A
αβ
ij ∂ju
β
0 +A
αγ
ik Sε(∂yk χ˜
γβ
j Kε(∂ju
β
0 ))− Âαβij ∂juβ0 ,
it follows that
(∂t + Lε)(uε − u0 − ε[Sε(χ˜Kε(∇u0))]ε)
= div{(Bε)ε}+ div{Aεε[∇xSε(χ˜Kε(∇u0))]ε} − ε∂t([Sε(χ˜Kε(∇u0))]ε)
= ∂i{(Bε,i)ε − [Sε(B˜ijKε(∂ju0))]ε}+ ∂i{[Sε(B˜ijKε(∂ju0))]ε}
+ div{Aεε[∇xSε(χ˜Kε(∇u0))]ε} − ε∂t([Sε(χ˜Kε(∇u0))]ε),
(4.2)
where (Bαβij ) is defined by (2.12). We emphasize that
Bε,i − Sε(B˜ijKε(∂ju0)) = Aij∂ju0 − Sε(A˜ijKε(∂ju0)) +AikSε(∂yk χ˜jKε(∂ju0))
− Sε[Sε(Aik∂ykχj)Kε(∂ju0)]− Âij∂ju0 + Sε(Sε(Âij)Kε(∂ju0)),
(4.3)
where the main difference between Bε and Sε(B˜Kε(∇u0)) focuses on the smoothing acts of Sε.
Noticing that χj = −B(d+1)j , by Lemma 2.4, we write
∂i{[Sε(B˜ijKε(∂ju0))]ε} − ε∂t([Sε(χ˜Kε(∇u0))]ε)
= ∂i{[Sε([∂ykB˜kij + ∂τB˜(d+1)ij ]Kε(∂ju0))]ε}+ ∂t{ε[Sε(∂ykB˜k(d+1)jKε(∂ju0))]ε}
= ∂i{[∂ykSε(B˜kijKε(∂ju0))]ε}+ ∂i{[∂τSε(B˜(d+1)ijKε(∂ju0))]ε}
+ ∂t{ε[∂ykSε(B˜k(d+1)jKε(∂ju0))]ε},
where we have also used the fact that B(d+1)(d+1)j = 0 in the first equality, as well as the
commutativity between Sε and the partial derivatives w.r.t. (y, τ) in the second one. In view
of (1.9), together with the skew-symmetry of B in Lemma 2.4, this yields that
∂i{[Sε(B˜ijKε(∂ju0))]ε} − ε∂t([Sε(χ˜Kε(∇u0))]ε)
= ∂i{ε∂k([Sε(B˜kijKε(∂ju0))]ε)− ε[∂xkSε(B˜kijKε(∂ju0))]ε}
+ ∂i{ε2∂t([Sε(B˜(d+1)ijKε(∂ju0))]ε)− ε2[∂tSε(B˜(d+1)ijKε(∂ju0))]ε}
+ ∂t{ε2∂k([Sε(B˜k(d+1)jKε(∂ju0))]ε)− ε2[∂xkSε(B˜k(d+1)jKε(∂ju0))]ε}
= −ε∂i{[∂xkSε(B˜kijKε(∂ju0))]ε} − ε2∂i{[∂tSε(B˜(d+1)ijKε(∂ju0))]ε}
− ε2∂t{[∂xkSε(B˜k(d+1)jKε(∂ju0))]ε}.
(4.4)
Therefore, by defining
wε := uε − u0 − ε[Sε(χ˜Kε(∇u0))]ε − ε2[∂xkSε(B˜(d+1)kjKε(∂ju0))]ε, (4.5)
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and combining (4.2) and (4.4), we finally get
(∂t + Lε)wε = ∂i{(Bε,i)ε − [Sε(B˜ijKε(∂ju0))]ε}+ div{Aεε[∇xSε(χ˜Kε(∇u0))]ε}
+ div{Aε∇(ε2[∂xkSε(B˜(d+1)kjKε(∂ju0))]ε)} − ε∂i{[∂xkSε(B˜kijKε(∂ju0))]ε}
− ε2∂i{[∂tSε(B˜(d+1)ijKε(∂ju0))]ε}.
(4.6)
Lemma 4.1. Let Ω be a bounded Lipschitz domain in Rd and 0 < ε ≤ √T . Assume that A
satisfies (1.4)–(1.5) with σ > 12 , p¯ = d. Let wε be defined by (4.5) with Kε(·) = Sε(·)ηε and r0
be given in Corollary 3.1. Then for any ψ ∈ L2(0, T ;C10 (Ω)) and 1 < q ≤ 2,∣∣∣ˆ T
0
〈∂twε, ψ〉H−1(Ω)×H1
0
(Ω) +
¨
ΩT
Aε∇wε · ∇ψ
∣∣∣ ≤ C‖∇u0 − Sε(∇u0)‖L2,q(ΩT \Ω4,εT )‖∇ψ‖L2,p(ΩT )
+ C‖∇u0‖L2(Ω6,εT )‖∇ψ‖L2(Ω6,εT ) +Cε
{
‖Sε(∇u0)‖L2,q∗ (ΩT \Ω4,εT ) + ‖Sε(∇u0)‖Lr0,q(ΩT \Ω4,εT )
+ ‖Sε(∇2u0)‖L2,q(ΩT \Ω4,εT ) + ‖(∇ϕ2)ε ∗ ∂tu0‖L2,q(ΩT \Ω4,εT )
}
· ‖∇ψ‖L2,p(ΩT ), (4.7)
where 1p+
1
q = 1, (∇ϕ2)ε(x) = ε−d∇ϕ2(xε ) and C depends only on d, µ, σ, q, T , [A]W σ,d(ΩT ;L∞).
Proof. According to (4.6), we have∣∣∣ ˆ T
0
〈∂twε, ψ〉H−1(Ω)×H1
0
(Ω) +
¨
ΩT
Aε∇wε · ∇ψ
∣∣∣
≤
∣∣∣¨
ΩT
[Bε,i − Sε(B˜ijKε(∂ju0))]ε∂iψ
∣∣∣+ Cε¨
ΩT
|[∇xSε(χ˜Kε(∇u0))]ε||∇ψ|
+ ε
¨
ΩT
|[∂xkSε(B˜kijKε(∂ju0))]ε∂iψ|+ Cε2
¨
ΩT
|∇([∂xkSε(B˜(d+1)kjKε(∂ju0))]ε)||∇ψ|
+ ε2
¨
ΩT
|[∂tSε(B˜(d+1)ijKε(∂ju0))]ε∂iψ| (4.8)
.
= I1 + I2 + I3 + I4 + I5,
where C depends only on µ.
Firstly, by (4.3), we have
Bε − Sε(B˜Kε(∇u0)) = (A− Â) · ∇u0 − Sε(Sε(A− Â) ·Kε(∇u0))
+ASε(∇yχ˜ ·Kε(∇u0))− Sε[Sε(A∇yχ) ·Kε(∇u0)]
= (A− Â) · [∇u0 − Sε(Kε(∇u0))] + (A− Â) · Sε(Kε(∇u0))− Sε[Sε(A− Â) ·Kε(∇u0)]
+ASε(∇yχ˜ ·Kε(∇u0))− Sε[Sε(A∇yχ) ·Kε(∇u0)],
which, by the definition of Kε, yields that
I1 ≤ C
¨
ΩT
|∇u0 − Sε(Sε(∇u0)ηε)||∇ψ|
+
¨
ΩT
|(A− Â) · Sε(Kε(∇u0))− Sε(Sε(A− Â) ·Kε(∇u0))||∇ψ|
+
¨
ΩT
|[ASε(∇yχ˜ ·Kε(∇u0))− Sε(Sε(A∇yχ) ·Kε(∇u0))]ε||∇ψ|
.
= I11 + I12 + I13.
It is not hard to see that I11 can be bounded by
C‖∇u0 − Sε(∇u0)‖L2,q(ΩT \Ω4,εT )‖∇ψ‖L2,p(ΩT ) +C‖∇u0‖L2(Ω6,εT )‖∇ψ‖L2(Ω6,εT ).
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Then we turn to I13, as I12 can be handled in the same manner and has the same estimate.
Precisely, I13 can be dominated by
¨
ΩT
|[ASε(∇yχ˜ ·Kε(∇u0))− Sε(A∇yχ˜ ·Kε(∇u0))]ε||∇ψ|
+
¨
ΩT
|{Sε([A∇yχ˜− Sε(A∇yχ)] ·Kε(∇u0))}ε||∇ψ|,
which, by applying estimates (3.19) and (3.20) to these two terms respectively, yields that
I13 ≤ Cε{‖∇yχ˜ ·Kε(∇u0)‖L2,q∗ (ΩT ;Lq¯) + ‖∇yχ˜ ·Kε(∇u0)‖Lr0,q(ΩT ;Lq¯)
+ ‖Kε(∇u0)‖L2,q∗ (ΩT ) + ‖Kε(∇u0)‖Lr0,q(ΩT )} · ‖∇ψ‖L2,p(ΩT )
≤ Cε{‖Sε(∇u0)‖L2,q∗ (ΩT \Ω4,εT ) + ‖Sε(∇u0)‖Lr0,q(ΩT \Ω4,εT )} · ‖∇ψ‖L2,p(ΩT ),
where Lemma 2.3 was also used and C depends only on d, µ, σ, q, T , [A]W σ,d(ΩT ;L∞). Therefore,
I1 can be bounded by
C‖∇u0 − Sε(∇u0)‖L2,q(ΩT \Ω4,εT )‖∇ψ‖L2,p(ΩT ) + C‖∇u0‖L2(Ω6,εT )‖∇ψ‖L2(Ω6,εT )
+ Cε{‖Sε(∇u0)‖L2,q∗ (ΩT \Ω4,εT ) + ‖Sε(∇u0)‖Lr0,q(ΩT \Ω4,εT )}‖∇ψ‖L2,p(ΩT ).
For I2, by the definitions of Sε,Kε, and Lemmas 2.3, 3.2, we have
I2 ≤ Cε
¨
ΩT
|{Sε[∇xχ˜Sε(∇u0)ηε + χ˜Sε(∇2u0)ηε + χ˜Sε(∇u0)∇ηε]}ε||∇ψ|
≤ Cε{‖∇xχ˜Sε(∇u0)ηε‖L2,q(ΩT ;L2,q) + ‖χ˜Sε(∇2u0)ηε‖L2,q(ΩT ;L2,q)} · ‖∇ψ‖L2,p(ΩT )
+ C‖∇u0‖L2(Ω6ε×(0,T ))‖∇ψ‖L2(Ω6ε×(0,T ))
≤ Cε{‖Sε(∇u0)‖L2,q∗ (ΩT \Ω4,εT ) + ‖Sε(∇
2u0)‖L2,q(ΩT \Ω4,εT )} · ‖∇ψ‖L2,p(ΩT )
+ C‖∇u0‖L2(Ω6ε×(0,T ))‖∇ψ‖L2(Ω6ε×(0,T )),
where we have used the fact that Sε[χ˜Sε(∇u0)∇ηε] = Sε[χ˜Sε(∇u0)∇ηε]1Ω6ε , and C depends
only on d, µ, [A]
W
1
2
,d(ΩT ;L∞)
. Similarly,
I3 ≤ Cε{‖Sε(∇u0)‖L2,q∗ (ΩT \Ω4,εT ) + ‖Sε(∇
2u0)‖L2,q(ΩT \Ω4,εT )} · ‖∇ψ‖L2,p(ΩT )
+ C‖∇u0‖L2(Ω6ε×(0,T ))‖∇ψ‖L2(Ω6ε×(0,T )).
To handle I4, we write
I4 ≤ Cε2
¨
ΩT
{|[∇x∂xkSε(B˜(d+1)kjKε(∂ju0))]ε|+ ε−1|[∇y∂xkSε(B˜(d+1)kjKε(∂ju0))]ε|}|∇ψ|
≤ Cε2
¨
ΩT
|[∇2xSε(B˜d+1Kε(∇u0))]ε||∇ψ|+ Cε
¨
ΩT
|[∇xSε(∇yB˜d+1Kε(∇u0))]ε||∇ψ|,
where we have used (1.9) and the notation Bd+1 = (B(d+1)kj). By using the arguments of I2
together with Lemma 2.4 and Remark 3.1, it follows that
I4 ≤ Cε
¨
ΩT
|{(∇ϕ2)ε ∗ S1,ε(∇x[B˜d+1Kε(∇u0)])}ε||∇ψ|+ |{Sε(∇x[∇yB˜d+1Kε(∇u0)])}ε||∇ψ|
≤ Cε{‖Sε(∇u0)‖L2,q∗ (ΩT \Ω4,εT ) + ‖Sε(∇
2u0)‖L2,q(ΩT \Ω4,εT )} · ‖∇ψ‖L2,p(ΩT )
+ C‖∇u0‖L2(Ω6ε×(0,T ))‖∇ψ‖L2(Ω6ε×(0,T )).
For the last term, we have
I5 ≤ ε2
¨
ΩT
|[Sε(∂tB˜d+1Kε(∇u0)) + Sε(B˜d+1∂tKε(∇u0))]ε||∇ψ|
≤ ε2
¨
ΩT
|[Sε(∂tB˜d+1Kε(∇u0))]ε||∇ψ|+ ε2
¨
ΩT
|[Sε(B˜d+1∇Sε(∂tu0)ηε)]ε||∇ψ|
+ ε2
¨
ΩT
|[Sε(B˜d+1Sε(∇u0)∂tηε)]ε||∇ψ|
.
= I51 + I52 + I53,
where we have used the fact
∂tKε(∇u0) = Sε(∇∂tu0)ηε + Sε(∇u0)∂tηε = ∇Sε(∂tu0)ηε + Sε(∇u0)∂tηε.
To bound I51, we apply Lemma 3.2 to obtain
I51 ≤ Cε2‖∂tB˜d+1Kε(∇u0)‖L2,q(ΩT ;L2,q)‖∇ψ‖L2,p(ΩT )
≤ Cε2‖∂tB˜d+1‖
L
2r0
r0−2
,∞
(ΩT \Ω
1,ε
T ;L
2,q)
‖Sε(∇u0)‖Lr0,q(ΩT \Ω4,εT )‖∇ψ‖L2,p(ΩT ).
It follows from Lemmas 3.5 and 2.1 (as r0 is large enough) that
‖∂tB˜d+1‖
L
2r0
r0−2
,∞
(ΩT \Ω
1,ε
T ;L
2,q)
≤ Cε−1[Bd+1]
W
1
2
,
2r0
r0−2 (0,T ;L∞(Ω;L2,q))
≤ Cε−1[Bd+1]Wσ,2(0,T ;L∞(Ω;L2,q))
≤ Cε−1,
(4.9)
where Lemma 2.4 was also used and C depends only on µ, σ, [A]W σ,d(ΩT ;L∞). Thus,
I51 ≤ Cε‖Sε(∇u0)‖Lr0,q(ΩT \Ω4,εT )‖∇ψ‖L2,p(ΩT ).
Moreover, it follows from Lemmas 2.4 and 3.2 that
I52 ≤ Cε2‖B˜d+1∇Sε(∂tu0)ηε‖L2,q(ΩT ;L2,q)‖∇ψ‖L2,p(ΩT )
≤ Cε‖(∇ϕ2)ε ∗ ∂tu0‖L2,q(ΩT \Ω4,εT )‖∇ψ‖L2,p(ΩT ),
where (∇ϕ2)ε(x) = ε−d∇ϕ2(xε ) and C depends only on d, µ. On the other hand,
I53 = ε
2
¨
ΩT
|[Sε(B˜d+1Sε(∇u0)∂tηε · 1(0,5ε2)∪(T−5ε2,T ))]ε||∇ψ|
≤ C‖∇u0‖L2(Ω×[(0,6ε2)∪(T−6ε2,T )])‖∇ψ‖L2(Ω×[(0,6ε2)∪(T−6ε2,T )]),
where we have applied Lemma 3.2 in the second step. As a result, I5 can be bounded by
Cε{‖Sε(∇u0)‖Lr0,q(ΩT \Ω4,εT ) + ‖(∇ϕ2)ε ∗ ∂tu0‖L2,q(ΩT \Ω4,εT )}‖∇ψ‖L2,p(ΩT )
+ C‖∇u0‖L2(Ω×[(0,6ε2)∪(T−6ε2,T )])‖∇ψ‖L2(Ω×[(0,6ε2)∪(T−6ε2,T )]).
By combining (4.8) and the estimates of I1–I5, we conclude the desired estimate.
Theorem 4.1. Suppose the assumptions of Lemma 4.1 hold. Then for 2dd+2 ≤ q ≤ q0 = 2dd+1 ,
‖wε‖L2(0,T ;H1(Ω)) ≤ Cε1+
d
2
− d
q {‖∇u0‖L2(0,T ;W 1,q(Ω)) + ‖∂tu0‖L2(0,T ;Lq(Ω))},
where C depends only on d, µ, σ, q,Ω, T, [A]W σ,d(ΩT ;L∞). In particular,
‖wε‖L2(0,T ;H1(Ω)) ≤ Cε1/2{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))}.
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Proof. Note that wε(t) ∈ H10 (Ω) for all t ∈ [0, T ] and wε(0) = wε(T ) = 0. By setting p = q = 2
and ψ = wε in (4.7), we have
‖wε‖L2(0,T ;H1(Ω)) ≤ C‖∇u0 − Sε(∇u0)‖L2(ΩT \Ω4,εT ) +C‖∇u0‖L2(Ω6,εT )
+ Cε‖Sε(∇u0)‖L2,2∗ (ΩT \Ω4,εT ) + Cε‖Sε(∇u0)‖Lr0,2(ΩT \Ω4,εT )
+ Cε‖Sε(∇2u0)‖L2(ΩT \Ω4,εT ) + Cε‖(∇ϕ2)ε ∗ ∂tu0‖L2(ΩT \Ω4,εT )
.
= J1 + J2 + J3 + J4 + J5 + J6.
By Lemma 3.6, it is not hard to see that
J1 + J3 + J5 + J6 ≤ Cε1+
d
2
− d
q {‖∇u0‖L2(0,T ;W 1,q(Ω)) + ‖∂tu0‖L2(0,T ;Lq(Ω))}.
Similarly, it follows from Lemma 3.11 that
J4 ≤ Cε{‖Sε(∇u0)‖L2(0,T ;W 1,2(Ω)) + ‖Sε(∂tu0)‖L2(0,T ;L2(Ω))}
≤ Cε1+ d2− dq {‖∇u0‖L2(0,T ;W 1,q(Ω)) + ‖∂tu0‖L2(0,T ;Lq(Ω))}.
On the other hand, thanks to Lemmas 3.8 and 3.10, we have
J2 ≤ C{‖∇u0‖L2(Ω6ε×(0,T )) + ‖∇u0‖L2(Ω×[(0,6ε2)∪(T−6ε2,T )])}
≤ Cε1+ d2− dq {‖∇u0‖L2(0,T ;W 1,q(Ω)) + ‖∂tu0‖L2(0,T ;Lq(Ω))}.
(4.10)
This completes the proof.
Corollary 4.1. Suppose the assumptions of Lemma 4.1 hold. Then for any ψ ∈ L2(0, T ;C10 (Ω)),∣∣∣ˆ T
0
〈∂twε, ψ〉H−1(Ω)×H1
0
(Ω) +
¨
ΩT
Aε∇wε · ∇ψ
∣∣∣
≤ Cε1/2{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖∇ψ‖L2(ΩT ),
where C depends only on d, µ, σ,Ω, T, [A]W σ,d(ΩT ;L∞).
Now we turn to the proof of Theorem 1.1 concerning the optimal O(ε)-convergence rate in
L2(0, T ;Lp0(Ω)).
We first introduce the dual problem. For F ∈ C∞0 (ΩT ), let vε (ε ≥ 0) be the weak solution
to the following problem 
−∂tvε + L∗εvε = F in Ω× (0, T ),
vε = 0 on ∂Ω × (0, T ),
vε = 0 on Ω× {t = T},
(4.11)
where L∗ε is the adjoint operator of Lε (ε ≥ 0). By setting v̂ε(s) = vε(−s), one can see that v̂ε
solves 
∂sv̂ε + L̂∗εv̂ε = F̂ in Ω× (−T, 0),
v̂ε = 0 on ∂Ω × (−T, 0),
v̂ε = 0 on Ω× {s = −T},
(4.12)
where L̂∗ε is the operator given by (1.2) with A(x, t; y, τ) replaced by A∗(x,−t; y,−τ) and
F̂ (x, s) = F (x,−s). Observe that A∗(x,−t; y,−τ) satisfies the same conditions on Ω× (−T, 0)
as A. Thus, the process and results discussed above for problem (1.1) remain valid for problem
(4.12), thereby holding for problem (4.11). Especially, the correctors χ∗ and flux correctors B∗
could be introduced for the operator −∂t + L∗ε (see also (2.11)).
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Define
̟ε = vε − v0 − ε[Sε(χ˜∗Kε(∇v0))]ε − ε2[∂xkSε(B˜∗(d+1)kjKε(∂jv0))]ε. (4.13)
Then ̟ε has the same estimates as wε. As like Theorem 4.1, we have,
Corollary 4.2. Let ̟ε be defined by (4.13). Then
‖̟ε‖L2(0,T ;H1(Ω)) ≤ Cε1/2{‖∇v0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tv0‖L2(0,T ;Lq0 (Ω))},
where C depends only on d, µ, σ,Ω, T, [A]W σ,d(ΩT ;L∞).
Lemma 4.2. Suppose Ω is a bounded C1,1 domain in Rd and A satisfies (1.4)–(1.5) with σ > 12 ,
p¯ = d. Let v0 be the solution to problem (4.11) with ε = 0. Then
‖v0‖L2(0,T ;W 2,q0(Ω)) + ‖∂tv0‖L2(0,T ;Lq0 (Ω)) ≤ C‖F‖L2(0,T ;Lq0 (Ω)), (4.14)
where C depends only on d, µ,Ω, T, ‖∇xA‖L∞,d(ΩT ;L∞) and the VMOx character ̺ of Â given
by (4.16). Consequently,
‖∇v0‖L2(Ω6,εT ) ≤ Cε
1/2‖F‖L2(0,T ;Lq0 (Ω)). (4.15)
Proof. Due to Corollary 2.1, Â ∈ W σ,2(0, T ;L∞(Ω)) ∩ L∞(0, T ;W 1,d(Ω)) and, thereby, Â ∈
Cσ−1/2([0, T ];L∞(Ω)) by Lemma 2.1. We claim that Â satisfies the so-called VMOx condition
lim
R→0
̺(R) = 0,
where
̺(R) := sup
0<r<R
sup
B(x,r)⊂Ω
t∈(0,T−r2)
 t+r2
t
 
B(x,r)
 
B(x,r)
|Â(ω, ς)− Â(z, ς)|dωdzdς. (4.16)
Indeed, let N ∈ N+ and we decompose [0, T ) into N intervals Ek = [kT/N, (k + 1)T/N),
k = 0, . . . , N − 1. Set
AN (x, t) =
 
Ek
Â(x, ς)dς if t ∈ Ek, k = 0, . . . ,K − 1.
Then AN is finitely-valued w.r.t. t and AN (·, t) ∈W 1,d(Ω) for each t. By using inequality (3.8),
together with Ho¨lder’s inequality, we calculate that
 
B(x,r)
 
B(x,r)
|AN (ω, t)− AN (z, t)|dωdz ≤ Cd
 
B(x,r)
ˆ
B(x,r)
|∇AN (y, t)||y − z|1−ddydz
≤ C‖AN (·, t)‖Ld(B(x,r)),
which yields that AN (·, t) is a VMO function on Ω for each t. Thus, since AN is finitely-valued,
we have
lim
R→0
sup
0<r<R
sup
B(x,r)⊂Ω
t∈(0,T )
 
B(x,r)
 
B(x,r)
|AN (ω, t)−AN (z, t)|dωdz = 0. (4.17)
Moreover, for 0 < r < R, B(x, r) ⊂ Ω and ς ∈ (0, T ),
 
B(x,r)
 
B(x,r)
|Â(ω, ς)− Â(z, ς)|dωdz
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≤ 2
 
B(x,r)
|Â(ω, ς) − AN (ω, ς)|dω +
 
B(x,r)
 
B(x,r)
|AN (ω, ς) − AN (z, ς)|dωdz
≤ 2T σ− 12N 12−σ[Â]
Cσ−
1
2 ([0,T ];L∞(Ω))
+
 
B(x,r)
 
B(x,r)
|AN (ω, ς)− AN (z, ς)|dωdz,
which, together with (4.17), yields that limR→0 ̺(R) = 0.
Now, thanks to Lq − Lp estimates of non-divergence type parabolic systems with VMOx
coefficients in C1,1 cylinders (see [10] and references therein for the problems on the whole
space and half space, from which one can deduce the estimates for bounded cylinders), we have
‖∂tv0‖L2(0,T ;Lq0 (Ω)) + ‖v0‖L2(0,T ;W 2,q0 (Ω))
≤ C{‖F‖L2(0,T ;Lq0 (Ω)) + ‖∇Â∇v0‖L2(0,T ;Lq0 (Ω))}
≤ C{‖F‖L2(0,T ;Lq0 (Ω)) + ‖∇Â‖L∞(0,T ;Ld(Ω))‖∇v0‖L2(0,T ;Lq∗0 (Ω))}
≤ C‖F‖L2(0,T ;Lq0 (Ω)),
where we have also used Lq − Lp estimates of divergence type parabolic systems with VMOx
coefficients [9] in the last inequality, and C depends only on d, µ,Ω, T, ̺, ‖∇xA‖L∞,d(ΩT ;L∞).
This gives (4.14). (4.15) now follows from the same argument as (4.10).
Armed with the previous results, we are now prepared to prove Theorem 1.1 by using the
duality argument initiated in [27]. See also [13].
Proof of Theorem 1.1. By interpolation, we deduce from Lemmas 2.3 and 2.4 that
χ,B ∈ L∞(ΩT ;L4,p0).
Note that 2 ≤ p0 ≤ 4, as d ≥ 2. Then Lemma 3.2, together with Remark 3.1, implies that
ε‖[Sε(χ˜Kε(∇u0))]ε‖L2,p0 (ΩT ) + ε2‖[∂xkSε(B˜(d+1)kjKε(∂ju0))]ε‖L2,p0 (ΩT )
≤ Cε{‖χ˜‖L∞(ΩT ;Lp0 ) + ‖B˜d+1‖L∞(ΩT ;Lp0 )}‖∇u0‖L2,p0 (ΩT )
≤ Cε‖∇u0‖L2(0,T ;W 1,q0(Ω)).
Thus, it is sufficient to bound ‖wε‖L2,p0 (ΩT ). To do this, let vε be the solution of problem (4.11)
and ̟ε be given by (4.13). Then we have∣∣∣¨
ΩT
wε · Fdxdt
∣∣∣ = ˆ T
0
〈∂twε, vε〉+
¨
ΩT
Aε∇wε · ∇vε
=
ˆ T
0
〈∂twε,̟ε〉+
¨
ΩT
Aε∇wε · ∇̟ε +
ˆ T
0
〈∂twε, v0〉+
¨
ΩT
Aε∇wε · ∇v0
+
ˆ T
0
〈∂twε,̟ε − vε − v0〉+
¨
ΩT
Aε∇wε · ∇(̟ε − vε − v0)
.
= Q1 +Q2 +Q3. (4.18)
For Q1, by Corollaries 4.1 and 4.2, we have
Q1 ≤ Cε1/2{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖∇̟‖L2(ΩT )
≤ Cε{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))}
· {‖∇v0‖L2(0,T ;W 1,q0(Ω)) + ‖∂tv0‖L2(0,T ;Lq0 (Ω))}
≤ Cε{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖F‖L2(0,T ;Lq0 (Ω)),
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where we have used estimate (4.14) in the last inequality, and C depends only on d, µ, σ,Ω, T ,
[A]W σ,d(ΩT ;L∞) and the VMOx character of Â (which can be reduced to the character of A).
To bound Q2, we use (4.7) with p = p0, q = q0 to obtain
Q2 ≤ C{ε1/2‖∇v0‖L2(Ω6,εT ) + ε‖∇v0‖L2,p0 (ΩT )} · {‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))}
≤ Cε{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖F‖L2(0,T ;Lq0 (Ω)),
where we have used estimates (3.25), (4.10) and Lemma 3.11 in the first inequality, as well as
(4.14)–(4.15) in the last one.
To deal with Q3, we start from (4.8) with
ψ = ε[Sε(χ˜
∗Kε(∇v0))]ε + ε2[∂xkSε(B˜∗(d+1)kjKε(∂jv0))]ε.
Note that the latter term in ψ can be written into
ε2[∂xkSε(B˜
∗
(d+1)kjKε(∂jv0))]
ε = ε[(∂kϕ2)ε ∗ S1,ε(B˜∗(d+1)kjKε(∂jv0))]ε,
which has the same form as the former one, and B∗d+1 is more regular than χ
∗. This means
the latter term can be handled in the same way as the former one. Similarly, taking the former
term as the test function into (4.8), we find
∇(ε[Sε(χ˜∗Kε(∇v0))]ε) = [(∇ϕ2)ε ∗ S1,ε(χ˜∗Kε(∇v0))]ε + [Sε(∇yχ˜∗Kε(∇v0))]ε,
where these two terms are in the same form and χ˜∗ is more regular than ∇yχ˜∗. Thus, in view
of I1 − I5 in the proof of Lemma 4.1, the key is to bound
Q31 =
∣∣∣¨
ΩT
[A− Â]ε · (∇u0 − Sε(∇u0)) · [Sε(∇yχ˜∗Kε(∇v0))]ε
∣∣∣,
Q32 =
¨
ΩT
|[ASε(∇yχ˜Kε(∇u0))− Sε(A∇yχ˜Kε(∇u0))]ε||[Sε(∇yχ˜∗Kε(∇v0))]ε|,
Q33 = ε
¨
ΩT
|{Sε[∇xχ˜Kε(∇u0) + χ˜Kε(∇2u0)]}ε||[Sε(∇yχ˜∗Kε(∇v0))]ε|,
Q34 = ε
2
¨
ΩT
|{Sε[∂tB˜d+1Kε(∇u0) + B˜d+1∇Sε(∂tu0)ηε]}ε||[Sε(∇yχ˜∗Kε(∇v0))]ε|.
The remaining terms can be handled in the same manner. Especially, the terms of boundary
layers can be estimated by (4.10) and (4.15).
To bound Q31, we write
Q31 ≤
∣∣∣¨
ΩT
(∇u0 − Sε(∇u0))
· {(A∗ − Â∗) · Sε[∇yχ˜∗Kε(∇v0)]− Sε[(A∗ − Â∗) · ∇yχ˜∗Kε(∇v0)]}ε
∣∣∣
+
∣∣∣¨
ΩT
(∇u0 − Sε(∇u0)) · {Sε[(A∗ − Â∗) · ∇yχ˜∗ ·Kε(∇v0)]}ε
∣∣∣,
where the second term can be handled by Lemma 3.7. For the first term, one can see from
Ho¨lder’s inequality and estimate (3.19) that it can be bounded by
‖∇u0 − Sε(∇u0)‖L2,p0 (ΩT \Ω1,εT )
· ‖[(A∗ − Â∗) · Sε(∇yχ˜∗Kε(∇v0))− Sε((A∗ − Â∗) · ∇yχ˜∗Kε(∇v0))]ε‖L2,q0 (ΩT )
≤ Cε‖∇u0‖L2,p0 (ΩT ) · {‖∇yχ˜∗Kε(∇v0)‖L2,q∗0 (ΩT ;L2) + ‖∇yχ˜
∗Kε(∇v0)‖Lr0,q0 (ΩT ;L2)}
≤ Cε‖∇u0‖L2(0,T ;Lp0 (Ω)) · {‖∇v0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tv0‖L2(0,T ;Lq0 (Ω))},
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where Lemma 3.11 was also used. Therefore, it follows from estimate (4.14) that
Q31 ≤ Cε{‖∇u0‖L2(0,T ;W 1,q0(Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖F‖L2(0,T ;Lq0 (Ω)).
For Q32, by using (3.21), we see that
Q32 ≤ Cε{‖∇yχ˜Kε(∇u0)‖L2,q∗0 (ΩT ;L2,q¯) + ‖∇yχ˜Kε(∇u0)‖Lr0,q0 (ΩT ;L2,q¯)}
· ‖∇yχ˜∗Kε(∇v0)‖L2,p0 (ΩT ;L2,q¯)
≤ Cε{‖∇u0‖L2,q∗0 (ΩT ) + ‖∇u0‖Lr0,q0 (ΩT )} · ‖∇v0‖L2,p0 (ΩT )
≤ Cε{‖∇u0‖L2(0,T ;W 1,q0(Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖F‖L2(0,T ;Lq0 (Ω)),
where Lemmas 2.3, 3.11 and 4.2 were used in the last two steps and C depends only on d, µ,
σ, Ω, T , [A]W σ,d(ΩT ;L∞), the VMOx character of Â. Moreover, it follows from Lemmas 3.2 and
2.3 that
Q33 ≤ Cε{‖∇xχ˜Kε(∇u0)‖L2,q0 (ΩT ;L2) + ‖χ˜Kε(∇2u0)‖L2,q0 (ΩT ;L2)} · ‖∇yχ˜∗Kε(∇v0)‖L2,p0 (ΩT ;L2)
≤ Cε‖∇u0‖L2(0,T ;W 1,q0 (Ω)) · ‖F‖L2(0,T ;Lq0 (Ω)).
To deal with Q34, by using Lemma 3.2 again, we have
Q34 ≤ Cε2‖∂tB˜d+1Kε(∇u0) + B˜d+1∇Sε(∂tu0)ηε‖L2,q0 (ΩT ;L2)‖∇v0‖L2,p0 (ΩT )
≤ Cε{‖∇u0‖L2(0,T ;W 1,q0(Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖F‖L2(0,T ;Lq0 (Ω)),
where we have also used estimate (4.9), Lemmas 2.4 and 3.11 lastly. Consequently, we have
Q3 ≤ Cε{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖F‖L2(0,T ;Lq0 (Ω)).
In view of the estimates of Q1, Q2, Q3 and (4.18), we get∣∣∣¨
ΩT
wε · Fdxdt
∣∣∣ ≤ Cε{‖∇u0‖L2(0,T ;W 1,q0 (Ω)) + ‖∂tu0‖L2(0,T ;Lq0 (Ω))} · ‖F‖L2(0,T ;Lq0 (Ω)),
which, by duality, yields the desired result. The proof is completed.
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