Fredholm properties and nonlinear Dirichlet problems for mixed type operators  by Lupo, Daniela et al.
J. Math. Anal. Appl. 397 (2013) 837–860
Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
journal homepage: www.elsevier.com/locate/jmaa
Fredholm properties and nonlinear Dirichlet problems for mixed
type operators
Daniela Lupo a, Dario D. Monticelli b, Kevin R. Payne b,∗
a Dipartimento di Matematica ‘‘F. Brioschi’’, Politecnico di Milano, P.zza L. da Vinci, 32, 20133-Milano, Italy
b Dipartimento di Matematica ‘‘F. Enriques’’, Università di Milano, Via C. Saldini 50, 20133-Milano, Italy
a r t i c l e i n f o
Article history:
Received 5 June 2012
Available online 21 August 2012
Submitted by P.J. McKenna
Keywords:
Mixed type PDE
Spectral theory
Fredholm alternatives
Topological methods
Variational methods
Nonlinear boundary value problems
Resonance
Jumping nonlinearities
a b s t r a c t
For a class of linear partial differential operators of mixed elliptic–hyperbolic type with
homogeneous Dirichlet data on the entire boundary of suitable planar domains, we exploit
the recent spectral theory of Lupo et al. [2] to establish a Fredholm alternative for weak
solutions of the linear Dirichlet problem. This alternative is then used to study nonlinear
Dirichlet problems with at most asymptotically linear nonlinearities, both in resonant and
nonresonant cases. In particular, we obtain solvability results in nonresonant situations,
a nonlinear Fredholm alternative (in the spirit of Landesman and Lazer) valid in both
nonresonant and strongly resonant situations and establish a multiplicity result valid in
nonresonant and weakly resonant situations.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this work, the recently established solvability theory [1] for weak solutions to the Dirichlet problem for a class of
linear mixed type equations in the plane and the corresponding spectral theory of [2] will be exploited to give existence and
multiplicity results for sublinear and asymptotically linear problems. We will treat both resonant and nonresonant cases,
in the spirit of the seminal paper of Brezis–Nirenberg [3], and we will thus extend many results which are well known for
elliptic (and some hyperbolic) problems to problems involving operators ofmixed type.More precisely, for suitable bounded
domainsΩ ⊂ R2, we will establish the existence of weak solutions u ∈ H10 (Ω; K) to problems of the form
Lu := −[K(y)uxx + uyy] = h(x, y, u) inΩ
u = 0 on ∂Ω (1.1)
where H10 (Ω; K) is a weighted version of the Sobolev space H10 (Ω) compatible with the divergence structure of L and the
weightK has the sign of y so that the equation is elliptic/hyperbolic for y > 0/y < 0.We split the nonlinearity h : Ω×R→ R
in the following way
h(x, y, u) = W (x, y) [λu+ g(x, y, u)+ f (x, y)] (1.2)
where λ ∈ R yields a spectral term λu, g is a suitable nonlinear perturbation, and f a suitable forcing term. The weight
W : Ω → R satisfies the following definition which leads to the spectral theory for Lwith weightW in [2].
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Definition 1.1. ForΩ a bounded domain, defineW the class ofweight functions controlled by |K | as the set of allW ∈ L1(Ω)
such that there exists a constant CW > 0 for which
0 < W ≤ CW |K | a.e. onΩ. (1.3)
While the splitting (1.2) is not canonical and often not necessary, splitting off λumakes sense in order to underline the
interaction of h with the spectrum of L and splitting off f makes sense when λ is an eigenvalue of L with weight W ; that
is, when the linear homogeneous problem will have nontrivial solutions. In such a case, we will be particularly interested
in the validity of a Fredholm alternative for both linear and nonlinear situations. Moreover, when the nonlinearity h is
asymptotically linear in u, the splitting (1.2) facilitates the characterization of resonance for the problem (1.1) as will be
described below.
For these reasons, we will restrict attention in this work to g : R3 → Rwith at most linear growth as |u| → +∞, which
also allows for a Hilbert space approach andΩ will be admissible in the sense of [1]. The admissibility is implied, for example,
by a suitable notion of pseudo-convexity onΩ . Precise assumptions onΩ, K , f , λ, g will be introduced as needed.
We proceed to describe the main results of this work. In Section 2, we study the linear case, where g = 0. When λ = 0,
one has a unique weak solution u ∈ H10 (Ω; K) for each f ∈ L2(Ω,W ) by the main result of [1]. For f = 0, one has the
linear spectral theory of [2], which yields a doubly infinite sequence of eigenvalues {λ±k } ⊂ R, where λ±k = λ±k (Ω;W )
are non zero, have finite multiplicity and tend to ±∞ for k → +∞. For completeness, these linear results are recalled in
Theorems 2.1 and 2.2. We use them to establish the Fredholm alternative for the operator L− λWI in Theorem 2.3.
In preparation for the nonlinear results, we present (in Section 3) an operator theoretic reformulation of the problem
(1.1) as
Au+ B(u) = f ,
where A = Aλ is a self-adjoint realization of L − λWI on L2(Ω;W ) with respect to Dirichlet boundary conditions and B is
the Nemytski operator associated to−g . Describing the range R(A+ B) then answers the question of existence of solutions
to (1.1) and we make use of the important results of Brezis–Nirenberg [3] in this context. Elementary properties of A and B,
which will be used throughout, are presented in Propositions 3.1 and 3.2.
In Section 4, we present solvability results of the form: for each f ∈ L2(Ω;W ) there exists a weak solution u ∈ H10 (Ω; K)
to (1.1). The key ingredient is to exploit monotonicity of the nonlinear operator, by making a monotonicity assumption on g
or g −µuwith µ ∈ Rwell chosen (see Theorems 4.6, 4.8 and 4.9). All of the results in Section 4 are nonresonant at infinity,
where by resonance at infinity for the problem (1.1) we mean that h = h(x, y, s) is asymptotically linear in s for |s| → +∞
and satisfies
lim|s|→+∞
h(x, y, s)
s
= λ±k for some k ∈ N, (1.4)
where λ±k is an eigenvalue of L with weight W . With respect to the splitting (1.2), one has resonance if λ ∈ {λ±k }k∈N and
g(x, y, s)/s → 0 as |s| → +∞ or if (λs+ g(x, y, s))/s → λ±k for some k ∈ N. See [4] for a discussion of the case of L = −∆
and for the notion of strength of the resonance. Roughly speaking, the smaller is g at infinity, the stronger the resonance is.
On the other hand, in Section 5we present a nonlinear Fredholm alternativewhich treats both resonant and nonresonant
situations. In particular, under suitable hypotheses on g , whenλ is not an eigenvalue,wehave solvability (andnonresonance)
andwhen λ is an eigenvalue, we obtain a sufficient condition on f for existencewhich is almost necessary (see Theorem 5.1).
Such a result for elliptic equations was first established by Landesman and Lazer [5], and we exploit the refinements and
generalizations as given in [3]. Strong resonance is possible when λ is an eigenvalue.
In Section 6 we prove the existence of a nontrivial solution u ≠ 0 when f = 0 and g(x, y, 0) = 0, under suitable hypo-
theses on g . This multiplicity result (Theorem 6.1) makes use of a perturbed problem which is solved variationally and
uniform estimates allow for the passage to a limiting solution. Our approach follows closely that used by Brezis [6] in a
hyperbolic context, for time periodic solutions with Dirichlet boundary conditions to semilinear problems with the wave
operator in one space dimension. The main difficulty for us is the lack of sup norm control on the weak eigenfunctions of L
in our context. Weak resonance is possible in certain situations, when g implies the condition of Ahmad et al. [7].
As a final remark, many of the results presented allow for jumping nonlinearities of the kind introduced by Ambrosetti and
Prodi [8] and studied by numerous authors. Such examples are useful as a means of providing simple model nonlinearities
and their interactionwith the spectrum of the linear part is the key issue. In particular, jumping nonlinearities have received
much attention in connection to the conjecture of Lazer and McKenna [9] on multiplicity of solutions. Remarks about
resonance and jumping nonlinearities will be given periodically throughout the text (see Remarks 4.11, 4.12, 5.2, 5.3, 6.9
and 6.10).
2. Linear theory: the spectrum and the Fredholm alternative
In this section, we prepare the terrain for the subsequent applications to nonlinear problems by first briefly reviewing the
solvability theory of [1] for the linear Dirichlet problem and the associated spectral theory of [2] for the operator L defined in
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(1.1). We will then examine the Fredholm alternative for L− λWI and related results on which the subsequent applications
are based. We will attempt to be brief, but given the crucial role played by this theory, we would like to review the main
ingredients.
2.1. Notations and background
In all that follows, R2 will have global coordinates (x, y),Ω will be a bounded domain in R2 with piecewise C1 boundary
∂Ω and L = −[K(y)D2x + D2y]where K ∈ C0(R2) and satisfies
K(0) = 0 and yK(y) > 0 for y ≠ 0.
For simplicity, we will assume that K is of pure power type; that is
K(y) = y|y|m−1, m > 0, (2.1)
but other classes of K could be considered as well (cf. Remark 2.4 of [2]). We assume that
Ω± := {(x, y) ∈ Ω : ±y > 0} ≠ ∅,
so that the operator L is ofmixed elliptic–hyperbolic type. Since L is invariantwith respect to translations in x, wemay assume
that the origin O = (0, 0) lies on the boundary of Ω without affecting the generality of the results. The linear solvability
theory requires thatΩ be admissible, which means the validity of a certain global energy estimate. The proof of the energy
estimate makes use of a well chosen auxiliary Lipschitz continuous vector field V and requires that Ω is star-shaped with
respect to V (see Section 2.1 of [2]) and thatΩ satisfies
Ω \ {(x, y) : x < 0} = (0, 0) = O.
If K is given by (2.1), then anyΩ satisfying the above conditions with V of the form
b = x; c = c0y with c0 =

2/(m+ 2) y ≥ 0
1/(m+ 2) y < 0,
will be admissible.
We recall a few needed function spaces (see Section 2.2 of [2] for more details). We recall the weighted Lebesgue space
L2(Ω; |K |−1) := {f ∈ L2(Ω) : |K |−1/2f ∈ L2(Ω)},
and the weighted Sobolev space H10 (Ω; K) defined as the completion of C10 (Ω)with respect to the norm
∥u∥H1(Ω;K) :=

Ω
|K |u2x + u2y + u2 dxdy1/2 .
The linear solvability result of [1] is the following theorem (see also Theorem 2.3 of [2]).
Theorem 2.1. LetΩ be an admissible domain. Then, for each f ∈ L2(Ω; |K |−1) there exists a uniqueweak solution u ∈ H10 (Ω; K)
to the Dirichlet problem
Lu = −K(y)uxx − uyy = f inΩ, (2.2)
u = 0 on ∂Ω. (2.3)
Moreover, the solution map S : L2(Ω; |K |−1)→ H10 (Ω; K) defines a bounded linear operator.
We recall that one of two equivalent formulations of a weak solution to (2.2)–(2.3) is (see Definition 2.2 of [2])
B(u, ϕ) :=

Ω

Kuxϕx + uyϕy

dxdy = (f , ϕ)L2(Ω), ∀ ϕ ∈ H10 (Ω, K),
where
B : H10 (Ω; K)× H10 (Ω; K)→ R
is the natural continuous bilinear form associated to L, which is in divergence form.
2.2. Spectral theory
The solution operator S of Theorem 2.1 does not act on a fixed Hilbert space since H10 (Ω; K) ⊄ L2(Ω; |K |−1); however
composing S withmultiplication by aweightW in theweight class of Definition 1.1 yields a linear operator on a larger space
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L2(Ω;W ) consisting of equivalence classes of measurable functions such that
∥f ∥L2(Ω;W ) =

Ω
f 2W dxdy
1/2
< +∞.
The map
T := S ◦MW : L2(Ω;W )→ L2(Ω;W ) (2.4)
with
MW f := Wf (2.5)
is compact and self-adjoint and hence the spectrum of T consists of 0 and eigenvalues of finite multiplicity (see Lemma 3.2
of [2]). Moreover, a variational argument gives rise to the following theorem (see Theorem 3.6 of [2]).
Theorem 2.2. Let Ω be an admissible Dirichlet domain for L. For each W ∈ W the solution operator T defined in (2.4)–(2.5)
which associates to each f ∈ L2(Ω;W ) the unique weak solution u = Tf ∈ H10 (Ω; K) ⊂ L2(Ω;W ) of the problem
Lu = −K(y)uxx − uyy = Wf inΩ
u = 0 on ∂Ω (2.6)
is compact and self-adjoint and has spectrum consisting of 0, which is not an eigenvalue of T , and a doubly infinite sequence
{µ±k }k∈N of real eigenvalues having finite multiplicity with 0 as the only accumulation point of the sequence. Moreover
(i) µ+k > 0 and µ
−
k < 0;
(ii) µ+k ↘ 0 and µ−k ↗ 0;
(iii) there is an orthonormal basis {u±k }k∈N of L2(Ω;W ) with u±k an eigenfunction of T associated to µ±k , where the eigenvalues
µ±k are repeated according to their multiplicity. These eigenfunctions form a basis of H
1
0 (Ω; K) and are weak solutions of
the problem
Lu±k = λ±k Wu±k inΩ
u = 0 on ∂Ω (2.7)
where λ±k = 1/µ±k .
2.3. The Fredholm alternative for L− λWI.
Since T = S ◦MW : L2(Ω;W )→ L2(Ω;W ) is compact, by the Fredholm alternative if µ ≠ 0 is not an eigenvalue µ±k of
T then (µI − T ) is onto and hence one has an inverse
(µI − T )−1 : L2(Ω;W )→ L2(Ω;W ),
which is then continuous by the open mapping theorem and henceµ ∈ ρ(T ), the resolvent set of T . Consequently, for each
h ∈ L2(Ω;W ) there is a unique u ∈ L2(Ω;W ) such that
Tu = µu+ h
and the solution map−(µI − T )−1 : L2(Ω;W )→ L2(Ω;W ) is continuous.
On the other hand, assume that µ = µ±k is an eigenvalue of T with associated finite dimensional eigenspace
H1 ⊂ L2(Ω,W ). Define
H2 := H⊥1 = span{v ∈ L2(Ω,W ) : Tv = αv, α ≠ µ}, (2.8)
where the closure is taken in L2(Ω,W ), and denote byT := T|H2 . (2.9)
ThenT : H2 → H2 is a compact self-adjoint linear operator whose spectrum is σ(T ) = σ(T ) \ {µ} and so one has a conti-
nuous linear inverse map
(µI −T )−1 : H2 → H2
for which the Fredholm alternative gives: to each h ∈ L2(Ω,W ) there exists u ∈ L2(Ω,W ) such that Tu = µu + h if and
only if h ∈ H2. Unwinding this in the standard way and using Theorem 2.1, one obtains the following Fredholm alternative
for L.
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Theorem 2.3. Let Ω be admissible, W ∈ W and λ ∈ R. Then for the problem
Lu = −[Kuxx + uyy] = λWu+Wf inΩ
u = 0 on ∂Ω (2.10)
one has the following alternative.
(I) If λ = 0, then for each f ∈ L2(Ω;W ) there is a unique weak solution u ∈ H10 (Ω; K) to the problem (2.10) and the solution
map T : L2(Ω;W )→ L2(Ω;W ) is linear, continuous and compact.
(II) If λ ≠ 0 is not an eigenvalue of (2.10); that is, if λ ∉ {λ±k }k∈N, then for each f ∈ L2(Ω;W ) there is a unique weak solution
u ∈ H10 (Ω; K) to the problem (2.10) and the solution map, which is given by
1
λ
T

1
λ
I − T
−1
: L2(Ω;W )→ L2(Ω;W ),
is linear, continuous and compact.
(III) If λ ≠ 0 is an eigenvalue of (2.10), then there is a weak solution u ∈ H10 (Ω; K) to the problem (2.10) if and only if
f ∈ L2(Ω;W ) satisfies (f , v)L2(Ω;W ) = 0 for each v ∈ H10 (Ω; K) solution to the homogeneous problem
Lv = −[Kvxx + vyy] = λWv inΩ
v = 0 on ∂Ω. (2.11)
In terms of the subspace H2 and the mapT defined in (2.8) and (2.9), the solution map, which is given by
1
λ
T

1
λ
I −T−1 : H2 ⊂ L2(Ω;W )→ H2 ⊂ L2(Ω;W ),
is linear, continuous and compact.
3. An operator theoretic reformulation of the problems
As a final preparation for the nonlinear applications,wewill find it convenient to give an operator theoretic reformulation
of weak solutions u ∈ H10 (Ω; K) to the Dirichlet problem (1.1) with h of the form (1.2). By definition, a weak solution
u ∈ H10 (Ω; K) of
Lu := −[K(y)uxx + uyy] = W [λu+ g(x, y, u)+ f (x, y)] inΩ
u = 0 on ∂Ω (3.1)
will satisfy the relation
Ω

K(y)uxϕx + uyϕy

dxdy =

Ω
[λu+ g(x, y, u)+ f (x, y)]ϕWdxdy (3.2)
for each ϕ ∈ C∞0 (Ω). Noticing that the integrals involving λu and f can be interpreted as scalar products in L2(Ω;W ), we
will re-express (3.2) in the form: look for u ∈ D(A) ⊂ L2(Ω;W ) such that
Au+ B(u) = f in L2(Ω;W ), (3.3)
where A will be a densely defined linear operator corresponding to the linear part L − λWI and B(u) a nonlinear operator
corresponding to g which needs to be well defined on D(A), the domain of A. That is, A will be a self-adjoint realization of
L− λWI on L2(Ω;W ).
We begin by defining the domain of A to be those u ∈ H10 (Ω; K) which are the weak solution to the linear Dirichlet
problem for the equation Lu = Wf0 for some f0 ∈ L2(Ω,W ). This means that u = Tf0 = (S ◦MW )f0 and hence
D(A) = R(T ) = {u ∈ H10 (Ω; K) : u = Tf0 with f0 ∈ L2(Ω,W )} ⊂ L2(Ω,W ). (3.4)
We recall that the relation u = Tf0 means that (3.2) holds with g, λ = 0 and f = f0.
We then define, for fixed λ ∈ R, the linear operator
A : D(A) ⊂ L2(Ω,W )→ L2(Ω,W )
u → f0 − λu, where Tf0 = u. (3.5)
It should be noted that we are in fact defining a family of operators Aλ = A0 − λI with a common domain D(A) = D(A0)
defined by (3.4). We will suppress λ for notational simplicity. Notice that if u ∈ D(A) satisfies the linear equation Au = f in
L2(Ω;W ), then one has for each ϕ ∈ C∞(Ω) ⊂ L2(Ω,W )
Ω
(f0 − λu)ϕW dxdy =

Ω
f ϕW dxdy
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but using the relation u = Tf0 one has
Ω

K(y)uxϕx + uyϕy

dxdy−

Ω
λuϕW dxdy =

Ω
f ϕW dxdy,
which is (3.2) with g = 0.
Elementary considerations and the Fredholm alternative Theorem 2.3 yield the following properties for the family of
operators A.
Proposition 3.1. Let λ ∈ R and the operator A = Aλ be defined on the domain (3.4) with action (3.5). Then:
(i) D(A) is a dense subspace of L2(Ω,W );
(ii) A is densely defined, linear and closed;
(iii) A is self-adjoint, where the L2(Ω;W ) adjoint A∗ of A also has domain D(A);
(iv) the range R(A) ⊂ L2(Ω,W ) is closed;
(v) A : D(A)→ R(A) admits an inverse
A−1 : R(A)→ D(A) ⊂ L2(Ω;W ),
which is linear and compact. More precisely, one has:
(a) if λ = 0, then R(A) = L2(Ω;W ) and A−1 = T : L2(Ω;W )→ D(A) ⊂ L2(Ω;W );
(b) if λ ≠ 0 and λ ∉ {λ±k }k∈N, then R(A) = L2(Ω;W ) and A−1 : L2(Ω;W )→ D(A) ⊂ L2(Ω;W ) is given by
A−1 = 1
λ
T

1
λ
I − T
−1
;
(c) if λ = λ±k for some k ∈ N, then R(A) = H2 ⊂ L2(Ω;W ) as defined in (2.8) and A−1 : R(A) = H2 → R(A) = H2 is
given by
A−1 = 1
λ
T

1
λ
I −T−1 ,
whereT = T|H2 as defined in (2.9).
(vi) N(A) = (R(A))⊥ and dimN(A) < +∞;
(vii) the positive constant α0 = α0(λ) defined by
α0 := min{λ− λ±k : with 1/λ±k an eigenvalue of T satisfying λ±k < λ} (3.6)
is the first positive eigenvalue of the operator −A and is the best constant for which the following inequality holds:
(Au, u)L2(Ω,W ) ≥ −
1
α0
∥Au∥2L2(Ω,W ), u ∈ D(A). (3.7)
Similarly, the positive constant β0 = β0(λ) defined by
β0 := min{λ±k − λ : with 1/λ±k an eigenvalue of T satisfying λ±k > λ} (3.8)
is the first positive eigenvalue of the operator A and is the best constant for which the following inequality holds:
(−Au, u)L2(Ω,W ) ≥ −
1
β0
∥ − Au∥2L2(Ω,W ), u ∈ D(A); (3.9)
(viii) for each λ ∉ {λ±k }, the positive constant γ0 = γ0(λ) defined by
γ0 := min{α0, β0} (3.10)
is the reciprocal of the operator norm of A−1 : L2(Ω;W )→ D(A) ⊂ L2(Ω;W ); that is,
1
γ0
= sup
f∈L2(Ω;W )
∥f ∥L2(Ω;W )=1
∥A−1f ∥L2(Ω;W ) := ∥A−1∥op; (3.11)
(ix) {u ∈ D(A), ∥u∥L2(Ω,W ) ≤ 1, ∥Au∥L2(Ω,W ) ≤ 1} is compact.
Proof. For the claim (i), D(A) is clearly a linear subspace of L2(Ω;W ) and is dense since it contains the orthonormal basis
{u±k }k∈N of eigenfunctions for T described by Theorem 2.2. For the claim (ii), it suffices to show that A is a closed operator,
but this follows from the continuity of T . By its definition, clearly A is self-adjoint and hence claim (iii). The claims (iv)–(vi)
follow from the Fredholm alternative (Theorem 2.3).
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In order to prove the estimate (3.7) of claim (vii), recall that u ∈ D(A) if and only if there exists a f0 ∈ L2(Ω,W ) such that
Tf0 = u and that f0 is uniquely determined by u ∈ D(A). Expanding f0 and u = Tf0 with respect to the orthonormal basis
{u±k }k∈N yields
f0 =
∞
k=1
a+k u
+
k +
∞
k=1
a−k u
−
k , and u = Tf0 =
∞
k=1
a+k
λ+k
u+k +
∞
k=1
a−k
λ−k
u−k .
Hence Au = f0 − λu = (I − λT )f0 is given by
Au =
∞
k=1
a+k
λ+k
(λ+k − λ)u+k +
∞
k=1
a−k
λ−k
(λ−k − λ)u−k
and
(Au, u)L2(Ω;W ) =
∞
k=1

a+k
λ+k
2
(λ+k − λ)+
∞
k=1

a−k
λ−k
2
(λ−k − λ) (3.12)
∥Au∥2L2(Ω;W ) =
∞
k=1

a+k
λ+k
2
(λ+k − λ)2 +
∞
k=1

a−k
λ−k
2
(λ−k − λ)2. (3.13)
For each k such that λ±k − λ ≥ 0 the corresponding terms in (3.12) and (3.13) satisfy
a±k
λ±k
2
(λ±k − λ) ≥ 0 ≥ −
1
α

a±k
λ±k
2
(λ±k − λ)2, ∀ α > 0, (3.14)
so one needs only to control the ‘‘negative terms’’ where λ±k < λ. For these k, with α0 defined by (3.6), one has
− 1
α0
≤ 1
λ±k − λ
and hence the corresponding terms in (3.12) and (3.13) satisfy
0 ≥

a±k
λ±k
2
(λ±k − λ) ≥ −
1
α0

a±k
λ±k
2
(λ±k − λ)2. (3.15)
Combining (3.12)–(3.15) and summing over k ∈ N gives the desired estimate. That α0 is the best constant follows from
considering eigenfunctions u = u±k (one finds that α0 is the largest positive constant such that (3.7) holds). Finally we note
that since the eigenvalues of A0 = T−1 are {λ±k }k∈N, the eigenvalues of Aλ = A0−λI are {λ±k −λ}k∈N and so those of−Aλ are
{λ−λ±k }k∈N and hence the smallest positive eigenvalues of−A and A are α0 and β0 respectively, which completes the proof
of the claim and (vii). When λ ∉ {λ±k }k∈N, then by part (v) the inverse A−1 is defined on all of L2(Ω;W ) and its eigenvalues
will be the reciprocals of those of A. The operator norm claim (viii) then follows.
Finally, the compactness claim (ix) relies on elementary considerations and the compactness of the operator T , where
u ∈ D(A) if and only if u = Tf0 for some f0 ∈ L2(Ω;W ). 
We conclude this section with operator theoretic considerations on the nonlinear termWg in the problem (3.1). In order
tomake use of the linear solvability theory, we need at aminimum thatWg(·, ·, u)will lie in L2(Ω; |K |−1) for u ∈ H10 (Ω; K),
which is achieved if g(·, u) ∈ L2(Ω;W ). As shown in [2], we are led to note that there is a continuous embedding chain
H10 (Ω; K) ↩→ Lq(Ω) ↩→ Lq(Ω;W ), q ∈ [1, 2∗(m)], (3.16)
where 2∗(m) = (2m + 8)/m is the critical exponent of [10]. The embedding is compact for q ∈ [1, 2∗(m)) (cf. [11]). If we
impose the Carathèodory conditions on g = g(x, y, s) : Ω × R→ R
g is measurable in (x, y) for each s ∈ R and continuous in s for a.e. (x, y) ∈ Ω (3.17)
and the natural growth bound
|g(x, y, s)| ≤ a(x, y)+ b|s|p, p = q/2, a ≥ 0 in L2(Ω;W ), b ≥ 0 in R, (3.18)
which needs to hold for almost every (x, y) ∈ Ω and each s ∈ R, one obtains a well defined and continuous Nemytski
operator
g# : Lq(Ω;W )→ L2(Ω;W ), q ≥ 1
u → g(·, u(·)), (3.19)
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which maps bounded sets to bounded sets. These claims on g# are standard (see e.g. [12]). We remark that we can view the
weighted spaces Lp(Ω;W ) as being standard Lp spaces with respect to the measure µ(E) := E W dxdywhich is absolutely
continuous with respect to the Lebesgue measure.
In the case where λ, f = 0 in (3.1), various results have been obtained in [2] under additional hypotheses on the nonlin-
earity g , and twoof themwill be recalled at the beginning of the following section. In particular, the nonlinearities considered
there satisfy (3.18)with p ∈ [0, 1]which is to say sublinear or atmost linear growth at infinity for g . Herewe are particularly
interested in the validity of a nonlinear Fredholm alternative for L − λWI; that is, for which nonlinear perturbations g can
we characterize the solvability of (3.1) with f ∈ L2(Ω;W )? We will be able to do that under the least restrictive growth
bounds considered previously, that is, q = 2 in (3.19) and hence p = 1 in (3.18) so that g has at most linear growth in s at
infinity. We record the following result for later use.
Proposition 3.2. Given g = g(x, y, s) : Ω × R→ R satisfying (3.17) and (3.18) with p = 1, the nonlinear operator
B = −g# : L2(Ω;W )→ L2(Ω;W ) (3.20)
satisfies:
(i) B is well defined and continuous;
(ii) if there exists u ∈ D(A) ⊂ L2(Ω;W ) such that (3.3) holds with f ∈ L2(Ω;W ) and λ ∈ R fixed, then u ∈ H10 (Ω; K) is a
weak solution of (3.1).
Proof. The claim (i) has been justified above and the claim (ii) follows from multiplying (3.3) by an arbitrary ϕ ∈ C∞0 (Ω)
and integrating overΩ to obtain (3.2). 
4. Solvability results for the nonlinear problem
We are now ready to present the results on existence of weak solutions to the semilinear Dirichlet problems (3.1) under
the hypotheses that Ω is admissible in the sense described in Section 2.1, K is given by (2.1) and W is a weight function
satisfying (1.3). Hence the solvability theorem, spectral theory and Fredholm alternative hold for the linear problem. We
will impose various hypotheses on the nonlinear term g = g(x, y, u) which ensure that a weak solution exists for each
f ∈ L2(Ω;W ). For purposes of comparison to what we will do here, we first recall two results from [2] in the case λ = 0.
The solutions were found as fixed points u of the nonlinear map G : L2(Ω;W )→ L2(Ω;W ) defined by
G := S ◦MW ◦ g# = T ◦ g#.
Since the image of G lies in the subspace H10 (Ω; K) such fixed points will be weak solutions to (3.1) in the sense of (3.2) (see
Lemma 4.1 of [2]). The first result uses the Leray–Schauder principle for g with sublinear growth (see Theorem 4.2 of [2]).
Theorem 4.1. Assume that λ = 0. Consider g satisfying the Carathèodory conditions (3.17) and the growth bound (3.18) with
p = q/2 ∈ [0, 1). Then for each f ∈ L2(Ω;W ) there exists a weak solution u ∈ H10 (Ω; K) to the semilinear Dirichlet
problem (3.1).
On the other hand, for g with at most linear growth but satisfying a suitable Lipschitz condition, the contractionmapping
principle gives the existence of a unique solution (see Theorem 4.3 of [2]).
Theorem 4.2. Assume that λ = 0. Consider g satisfying the Carathèodory conditions (3.17), the growth bound (3.18) with p =
q/2 ∈ [0, 1] and the estimate
|g(x, y, s)− g(x, y, t)| ≤ CL|s− t|, for a.e. (x, y) ∈ Ω and each s, t ∈ R (4.1)
with the Lipschitz constant satisfying
0 < CL < min{λ+1 , |λ−1 |}, (4.2)
where λ±1 are the positive/negative eigenvalues of minimum modulus of L. Then for each f ∈ L2(Ω;W ) there exists a unique
weak solution u ∈ H10 (Ω; K) to the semilinear Dirichlet problem (3.1).
Before proceeding to the new results, we would like to make two observations.
Remark 4.3. If g(x, y, 0) + f (x, y) = 0 for almost every (x, y) ∈ Ω , then clearly u = 0 is a trivial solution of (3.1). On the
other hand, if g(x, y, 0)+ f (x, y) ≠ 0 on a set of positive measure, then the solutions in Theorems 4.1 and 4.2 are nontrivial.
This observation will also apply to the results below.
Remark 4.4. Concerning the splitting (1.2) and the choice of λ = 0 in the previous two theorems, we notice the following
facts.
(a) Both theorems were stated in [2] with f = 0. This case suffices for general f ∈ L2(Ω;W ). Indeed, then the function
gf := g + f will continue to satisfy all of the required hypotheses. The same fact will appear later on when λ ≠ 0 is not
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an eigenvalue of L with weight W and hence there is a trivial kernel for the linear part A which then maps D(A) onto
L2(Ω;W ) in accordance with Theorem 2.3.
(b) On the other hand, as written, we cannot take λ ≠ 0 without trying to absorb the spectral term into the operator L. In
particular, an attempt to use gλ(x, y, s) := λs + g(x, y, s) does not yield a nonlinearity gλ satisfying the hypotheses of
the two theorems above. In what follows, we will group together L and the λ term in the form of the linear operator A
described in the previous section.
We now turn our attention to the new results, which will place various hypotheses on g and λ suitable for obtaining
existence or existence with uniqueness of weak solutions to (3.1) in cases not covered by the previous results. Most of the
results will exploit ideas from [3] in which the formulation (3.3) will be exploited as suggested by part (ii) of Proposition 3.2.
In particular, the basic question concerns the range of the operator A + B where the linear part A may be surjective or not
and the nonlinear part Bmay be monotone or not.
We will begin by examining some monotonicity properties of the operator B ensured by monotonicity in g and the
interaction of monotonicity with the linear growth bound on g .
Proposition 4.5. Let g = g(x, y, s) : Ω × R→ R be a Carathèodory function with the linear upper bound: there exist γ > 0
in R and h2 ≥ 0 in L2(Ω;W ) such that
|g(x, y, s)| ≤ γ |s| + h2(x, y) ∀ s ∈ R and a.e. (x, y) ∈ Ω, (4.3)
so that B(u) = −g# : L2(Ω;W )→ L2(Ω;W ) is continuous in accordance with Proposition 3.2. Then the following statements
hold.
(i) If g is monotone in s for almost every (x, y) ∈ Ω , then±B is a monotone operator.
(ii) If g is strictly monotone in s for almost every (x, y) ∈ Ω , then±B is injective.
(iii) If g is increasing in s for almost every (x, y) ∈ Ω and if γ < γ ′ then there exists σ ∈ (γ , γ ′) such that
(B(v)− B(u), u)L2(Ω,W ) ≥
1
σ
∥B(u)∥2L2(Ω,W ) − C, ∀u, v ∈ L2(Ω,W ) (4.4)
for some C = C(γ , γ ′, v, h2) > 0.
(iv) If g is decreasing in s for almost every (x, y) ∈ Ω and if γ < γ ′ then there exists σ ∈ (γ , γ ′) and such that
(B(u)− B(v), u)L2(Ω,W ) ≥
1
σ
∥B(u)∥2L2(Ω,W ) − C, ∀u, v ∈ L2(Ω,W ) (4.5)
for some C = C(γ , γ ′, v, h2) > 0.
If g also satisfies the Lipschitz estimate: there exists CL > 0 such that
|g(x, y, s)− g(x, y, t)| ≤ CL|s− t| ∀ s ∈ R and a.e. (x, y) ∈ Ω, (4.6)
then one has the following properties.
(v) If g is increasing in s for almost every (x, y) ∈ Ω then
(B(v)− B(u), u− v)L2(Ω,W ) ≥
1
CL
∥B(u)− B(v)∥2L2(Ω,W ) ∀u, v ∈ L2(Ω,W ). (4.7)
(vi) If g is decreasing in s for almost every (x, y) ∈ Ω then
(B(u)− B(v), u− v)L2(Ω,W ) ≥
1
CL
∥B(u)− B(v)∥2L2(Ω,W ) ∀u, v ∈ L2(Ω,W ). (4.8)
If g is monotone and satisfies the lower bound: there exist η > 0 in R and h1 ≥ 0 in L2(Ω,W ) such that
|g(x, y, s)| ≥ η|s| − h1(x, y) ∀ s ∈ R and a.e. (x, y) ∈ Ω, (4.9)
then for almost all (x, y) ∈ Ω one has g(x, y, ·) : R→ R is surjective and the following properties hold:
(vii) ∥B(u)∥L2(Ω,W ) →+∞ for ∥u∥L2(Ω,W ) →+∞;
(viii) B : L2(Ω;W )→ L2(Ω;W ) is surjective.
Proof. The result is standard (see [3] for example). For completeness we will sketch the main points.
(i) It is enough to notice that for each u, v ∈ L2(Ω;W ) one has
(B(u)− B(v), u− v)L2(Ω,W ) =

Ω
(B(u)− B(v))(u− v)W dxdy,
where B(u) − B(v) = g#(v) − g#(u) will have the same/opposite sign as u − v a.e. inΩ if g is decreasing/increasing
in s. The claim (i) follows where∓g increasing gives±Bmonotone.
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(ii) In fact, B(u) = B(v) in L2(Ω;W ) if and only if 
Ω
[B(u)− B(v)]2 W dxdx = 0 which happens exactly when
g(x, y, u(x, y))− g(x, y, v(x, y)) = 0 for a.e. (x, y) ∈ Ω.
By the strict monotonicity of g it follows that u = v a.e. inΩ .
(iii) The point is to combine the monotonicity of g with a lower bound using (4.3) (as in Proposition A.6 of [3]) to find first
that
(B(v)− B(u), u− v)L2(Ω;W ) ≥

Ω
|g#(v)− g#(u)|
 |g#(u)| − h2
γ
− |v|

W dxdy
≥ 1
σ
∥B(u)∥2L2(Ω;W ) − C(σ , v, γ , h2),
with σ ∈ (γ , γ ′) coming from an application of Cauchy’s inequality with ϵ. Then
(B(v)− B(u), u)L2(Ω;W ) = (B(v)− B(u), u− v)L2(Ω;W ) + (B(v)− B(u), v)L2(Ω;W )
and one estimates (B(v)− B(u), v)L2(Ω;W ) from below again using Cauchy’s inequality with ϵ.
(iv) One estimates just as in the claim (iii).
(v) The estimate (4.6) combined with the monotonicity yields
(B(v)− B(u), u− v)L2(Ω;W ) ≥
1
CL

Ω
|g#(v)− g#(u)|2 W dxdy.
(vi) Proceeds as in claim (v).
(vii) The surjectivity claim for g comes from the monotonicity and continuity in s combined with the fact that (4.9) yields
|g(x, y, s)| → +∞ as |s| → +∞. The lower bound (4.9) also yields
Ω
(|B(u)| + h1(x, y))2 W dxdy ≥

Ω
η2|u|2W dxdy
and hence
2(∥B(u)∥2L2(Ω;W ) + ∥h1∥2L2(Ω;W )) ≥ η2∥u∥L2(Ω;W ),
so that ∥B(u)∥L2(Ω;W ) →+∞ if ∥u∥L2(Ω;W ) →+∞.
(viii) In the case that g is increasing (the case g decreasing is analogous), the function h : Ω × R→ R defined by
h(x, y, t) := sup{s ∈ R : g(x, y, s) ≤ t} (4.10)
is well defined almost everywhere onΩ and measurable and satisfies
g(x, y, h(x, y, t)) = t for a.e. (x, y) ∈ Ω and each s ∈ R (4.11)
since g(x, y, ·) : R→ R is continuous and surjective for a.e. (x, y). From the lower bound (4.9) one finds that
|h(x, y, t)| ≤ 1
η
(|t| + h1(x, y)) . (4.12)
For each u ∈ L2(Ω;W ), one defines v = h#(u) ∈ L2(Ω;W ), where h# gives a continuous Nemytski operator since h
satisfies (4.12). Using (4.11), one has that for almost every (x, y) ∈ Ω:
−B(h#(u))(x, y) = g(x, y, h#(u(x, y))) = g(x, y, h(x, y, u(x, y))) = u(x, y)
and hence−B is surjective and hence also B. 
Theorem 4.6. Let λ ∈ R and g = g(x, y, s) : Ω × R→ R satisfying the Carathèodory conditions (3.17) be monotone in s for
a.e. (x, y) ∈ Ω . Assume also that there exist h1, h2 ≥ 0 in L2(Ω,W ) and γ , η > 0 in R such that
η|s| − h1(x, y) ≤ |g(x, y, s)| ≤ γ |s| + h2(x, y) a.e. (x, y) ∈ Ω , every s ∈ R. (4.13)
with
0 < γ < α0 if g is decreasing ; 0 < γ < β0 if g is increasing (4.14)
where α0 = α0(λ) is given by (3.6) and β0 = β0(λ) is given by (3.8). Then for each f ∈ L2(Ω;W ) there exists at least one weak
solution u ∈ H10 (Ω, K) to the semilinear Dirichlet problem (3.1).
Furthermore if one has the Lipschitz estimate
|g(x, y, s)− g(x, y, t)| ≤ γ |s− t| a.e. inΩ, ∀ s, t ∈ R, (4.15)
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where γ satisfies (4.14), then the solution is unique modulo the kernel of the linear part
H1 =

v ∈ L2(Ω,W ) : Tv = 1
λ
v

.
The solution is unique if g is strictly monotone in s for a.e. (x, y) ∈ Ω .
Remark 4.7. Comparing this theorem with the previous results (Theorems 4.1 and 4.2) we observe the following facts.
(a) Having used A = Aλ = A0 − λI with A0 = T−1 we can now deal with nonlinearities not only in the vicinity of the first
positive eigenvalue λ+1 of L, but also in the vicinity of a generic eigenvalue λ
±
k of L.
(b) In the uniqueness result when λ = 0, the monotonicity of g and the lower bound in (4.13) allow us to improve the
constant from CL given by (4.2) to α0 = |λ−1 | or β0 = λ+1 .
(c) On the other hand, Theorem 4.1 allows for g not necessarily monotone and g sublinear (p < 1), but the lower bound in
(4.13) in Theorem 4.6 excludes sublinearity.
Proof of Theorem 4.6. The first part of the theorem follows by applying Corollary I.2 of [3]. This can be done thanks to the
Propositions 3.1, 3.2 and 4.5. To prove the uniqueness/uniqueness modulo H1, the cited propositions allow one to apply
Corollary I.6 of [3]. To aid the reader, we give a brief sketch of the main points.
In the case when g is decreasing, we apply their machinery with the linear operator A : D(A) ⊂ L2(Ω;W )→ L2(Ω;W )
defined in (3.4) and (3.5) and the nonlinear operator B : L2(Ω;W )→ L2(Ω;W ) defined by (3.20). In the case g increasing,
we will use−A and−B in place of A and B.
In the case g decreasing, Corollary I.2 of [3] states that under suitable hypotheses on A and B, the operator A + B maps
D(A) onto L2(Ω;W ) and hence by Proposition 3.2, we will have the existence of a weak solution u ∈ H10 (Ω; K) for each
f ∈ L2(Ω;W ). The needed properties for A correspond exactly to parts (i)–(v) of Proposition 3.1. The needed properties of
B follow from part (i) of Proposition 3.2 and parts (i), (iii), (iv) and (vii) of Proposition 4.5. More precisely, one needs:
• continuity of Bwhich comes from the upper bound in (4.13);
• monotonicity of Bwhich comes from that of g;
• the validity of the estimate (4.5) with σ < α0 which comes from the upper bound (4.13) with γ < α0;
• the property ∥B(u)∥L2(Ω;W ) →+∞ for ∥u∥L2(Ω;W ) →+∞which comes from the lower bound in (4.13).
In the case when g is increasing, one does the same thing where now the upper bound in (4.13) requires γ < β0.
For the uniqueness claims, Corollary I.6 of [3] yields the uniqueness modulo H1 if one has the estimate (4.8) with
CL = γ < α0 in the case g decreasing or (4.7) with CL = γ < β0 in the case g increasing. These estimates follow from the
hypothesis (4.15) by parts (v) and (vi) of Proposition 4.5. Furthermore, Corollary I.6 gives uniqueness if±B is injective, which
follows if one assumes that g is strictly monotone by part (ii) of Proposition 4.5. 
Another way to implement the needed monotonicity comes from absorbing the term λu into the nonlinearity provided
that λ is not a weighted eigenvalue of L. To this end, we assume that g has the form
g(x, y, s) := µs+g(x, y, s), µ ∈ R, µ ≠ 0, µ ≠ λ±k for each k ∈ N (4.16)
and satisfies the estimate: for every δ > 0 in R there exists hδ ≥ 0 in L2(Ω,W ) such that
|g(x, y, s)| ≤ δ|s| + hδ(x, y) a.e. (x, y) ∈ Ω, ∀s ∈ R. (4.17)
Notice thatg is sublinear at infinity. We will assume one of the following monotonicity conditions:
g is increasing (resp. decreasing) in s for a.e. (x, y) ∈ Ω if µ > 0 (resp. µ < 0) (4.18)
or
g is monotone in s for a.e. (x, y) ∈ Ω . (4.19)
Under these conditions, we have two related existence results. The first result uses the condition (4.18).
Theorem 4.8. If λ = 0 and g is a Carathèodory function satisfying (4.16)–(4.18), then for each f ∈ L2(Ω;W ) there exists at
least one weak solution to the semilinear Dirichlet problem (3.1); that is, a weak solution of
Lu : −[K(y)uxx + uyy] = W [µu+g(x, y, u)+ f (x, y)] inΩ
u = 0 on ∂Ω. (4.20)
848 D. Lupo et al. / J. Math. Anal. Appl. 397 (2013) 837–860
Proof. It suffices to apply Theorem I.1′ of [3]. More precisely, in the case g decreasing (and hence µ < 0) we will use the
linear part A = A0 = T−1 and nonlinear part B(u) = −g#(u), while in the case g increasing (and hence µ > 0) we will use
−A and g#. Their theorem affirms that A + B maps D(A) = R(T ) onto L2(Ω;W ) provided that A and B satisfy appropriate
conditions. For A one needs the properties (i)–(v) of Proposition 3.1 and that A−rI is invertible for some r < 0, which clearly
hold under the given hypotheses by choosing r = µ. As for B, one needs continuity and Bmonotone plus the property
lim∥u∥→∞
∥B(u)+ ru∥
∥u∥ = 0 (4.21)
where ∥ · ∥ = ∥ · ∥L2(Ω;W ). Since r = µ, this property follows from the estimate (4.17) since
∥B(u)+ µu∥2 =

Ω
|g(x, y, u(x, y))|2 W dxdy ≤ 2 
Ω

δ2|u|2 + h2δ

W dxdy
and hence
∥B(u)+ µu∥
∥u∥ ≤

2δ2∥u∥2 + 2∥hδ∥2
∥u∥2
1/2 ∥u∥→+∞−→ √2δ,
but δ > 0 is arbitrary. The proof with g increasing is analogous. 
The second result uses the condition (4.19).
Theorem 4.9. If λ = 0 and g is a Carathèodory function satisfying (4.16), (4.17) and (4.19), then for each f ∈ L2(Ω;W ) there
exists at least one weak solution to the semilinear Dirichlet problem (4.20).
Proof. One again applies I.1′ but with a slight modification in the choice of A and B. In the caseg decreasing, we take
A = Aµ+1 = A0− (µ+1)I; that is, for each f0 ∈ R(T ) = D(A), the action is Au = f0− (µ+1)u andwe take B(u) = u−g#(u)
so that Au+ B(u) = A0u− µu−g#(u). The linear part satisfies properties (i)–(v) of Proposition 3.1 as before and choosing
r = −1 < 0, we have A− rI = A0−µI is invertible sinceµ ≠ λ±k . On the other hand, B is clearly continuous and increasing
since g(x, y, s) = s−g(x, y, s) is increasing and the needed property (4.21) with r = −1 follows from
lim∥u∥→∞
∥B(u)− u∥
∥u∥ = lim∥u∥→∞

Ω
(g(x, y, u))2W dxdy
Ω
u2W dxdy
1/2
= 0
by using the bound (4.17). The proof forg increasing is analogous. 
Example 4.10. Theorems 4.8 and 4.9 are different and complementary since the monotonicity is requested globally for g in
the first result, while in the second result the monotonicity is requested only forg . For example, the function µs + µ2 sin s
(withµ > 0 andµ ≠ λ+k ) satisfies the hypotheses of Theorem 4.8 and not those of Theorem 4.9. Vice versa for the function
µs− 2µ arctan s (with µ > 0 and µ ≠ λ+k ).
We conclude this section with remarks about resonances and jumping nonlinearities.
Remark 4.11. All of the examples in this section arenot resonant at infinity in the sense that (1.4) does not hold. In particular,
in Theorems 4.1 and 4.2 (with p ∈ [0, 1)) one has
lim|s|→+∞
h(x, y, s)
s
= 0 ∉ {λ±k }k∈N.
In the remaining case (p = 1) of Theorem 4.2, assuming that g(x, y, s)/s admits limits for |s| → +∞, the estimates (4.1)–
(4.2) show that h(x, y, s)/s → l ∈ (λ−1 , λ+1 ) and hence there is no resonance. In Theorem 4.6, resonance would require
lim|s|→+∞
g(x, y, s)
s
= l with l = λ±k − λ for some k ∈ N, (4.22)
but in the case g decreasing (increasing), if this limit l exists, one has l ∈ (−α0,−η]([η, β0)). Hence l ∉ {λ±k −λ}k∈N by (3.6)
((3.8)). Finally, in Theorems 4.8 and 4.9, the hypotheses (4.16)–(4.17) yield h(x, y, s)/s → µ ∉ {λ±k }k∈N.
Remark 4.12. In order to have a jumping nonlinearity for the problem (1.1), one needs that for almost every (x, y) ∈ Ω , the
function g in the splitting (1.2) satisfies
lim
s→±∞
g(x, y, s)
s
= l± ∈ R with l− ≠ l+ (4.23)
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and hence one has
lim
s→±∞
h(x, y, s)
s
= λ± := λ+ l± ∈ R with λ− ≠ λ+. (4.24)
As discussed in [13], resonance at infinity requires λ− = λ+ ∈ {λ±k }k∈N so, in particular, jumping nonlinearities are not
resonant in the sense of (1.4). However, the interaction of h with the spectrum of L is quantified by the number N of
eigenvalues λ±k (counted with their multiplicity) in the interval determined by λ− and λ+. The aforementioned conjecture
of Lazer andMcKenna [9] ledmany to predict the existence of 2N solutions under suitable conditions. In any case, the rough
expectation is that themore the nonlinearity interacts with the spectrum, the higher themultiplicity of solutions should be.
For the results in this section, Theorems 4.1 and 4.2 (in the case p ∈ [0, 1)) do not admit jumping since λ− = λ+ = 0.
In the case p = 1 of Theorem 4.2, one can have jumping, but the conditions (4.1)–(4.2) imply that N = 0. Theorem 4.6 also
admits jumping but again with N = 0 as the reasoning for the lack of resonance in Remark 4.11 shows. Theorems 4.8 and
4.9 do not admit jumping since λ− = λ+ = µ.
5. A nonlinear Fredholm alternative
Wenow turn our attention to the question of what one can say about the existence of weak solutions to the problem (3.1)
whenλmayormaynot be aweighted eigenvalue of L, so thatA (the self-adjoint realization of L−λWI on L2(Ω;W ))mayhave
a nontrivial kernel N(A). In particular, can one obtain a nonlinear analog to the linear Fredholm alternative (Theorem 2.3)
under suitable hypotheses on the nonlinearity g? Again, wewill exploit the operator theoretic formulation of the problem as
summarized in part (ii) of Proposition 3.2, where B = −g# is the Nemytski operator associated to−g and themain question
concerns the range of A+ B. An important role will be played by the asymptotic behavior of the nonlinearity at±∞. More
precisely, conditions will be formulated in terms of the following quantities:
(−g)+(x, y) = lim inf
s→+∞ [−g(x, y, s)] ; (−g)−(x, y) = lim sups→−∞ [−g(x, y, s)] . (5.1)
In addition, following [3], the description of the range of A + B will make use of the recession function JB : L2(Ω;W ) →
[−∞,+∞] associated to B = −g# and defined by
JB(u) := lim inf
t→+∞
v→u
(B(tv), v)L2(Ω;W ).
For any nonlinear map B, one knows that JB is lower semicontinuous and positively homogeneous of degree one; that is
JB(λu) = λJB(u), ∀ λ > 0, u ∈ L2(Ω;W ).
See Proposition II.1 of [3].
In addition to g = g(x, y, s) being a Carathèodory function, we will require that |g| and sg satisfy suitable linear growth
bounds:
∃ b ≥ 0 in L2(Ω;W ), γ ∈ (0, γ0) : |g(x, y, s)| ≤ γ |s| + b(x, y) a.e. (x, y) ∈ Ω, ∀ s ∈ R (5.2)
where γ0 = ∥A−1∥op is defined by (3.10) and
∃ c ≥ 0 in L2(Ω;W ), d ≥ 0 in L1(Ω;W ):sg(x, y, s) ≤ c(x, y)|s| + d(x, y) a.e. (x, y) ∈ Ω, ∀ s ∈ R. (5.3)
Finally we will require either the following strengthening of (5.2)
∀ δ > 0, ∃ bδ ≥ 0 in L2(Ω;W ) : |g(x, y, s)| ≤ δ|s| + bδ(x, y) a.e. (x, y) ∈ Ω, ∀ s ∈ R, (5.4)
which implies that g is sublinear at infinity, or we will require the inequality
(−g)− ≤ (−g)+ a.e. inΩ, (5.5)
where (−g)− and (−g)+ are defined in (5.1).
The main result of this section is the following theorem.
Theorem 5.1. Let g = g(x, y, s) : Ω × R→ R satisfy (3.17), (5.2), (5.3) and either (5.4) or (5.5). Then:
(a) If N(A) = {0}, that is if λ ∉ {λ±k }k∈N, then for each f ∈ L2(Ω;W ) there exists a weak solution u ∈ H10 (Ω; K) to the
semilinear Dirichlet problem (3.1).
(b) If N(A) ) {0}, that is if λ ∈ {λ±k }k∈N, then for each f ∈ L2(Ω;W ) which satisfies
{v>0}
(−g)+vW dxdy+

{v<0}
(−g)−vW dxdy >

Ω
f vW dxdy ∀ v ∈ N(A) \ {0}, (5.6)
there exists a weak solution u ∈ H10 (Ω; K) to the semilinear Dirichlet problem (3.1).
850 D. Lupo et al. / J. Math. Anal. Appl. 397 (2013) 837–860
(c) If the problem (3.1) admits a weak solution u ∈ H10 (Ω; K) and if g satisfies
(−g)−(x, y) ≤ −g(x, y, s) ≤ (−g)+(x, y) a.e. (x, y) ∈ Ω,∀ s ∈ R, (5.7)
then f must satisfy the condition
{v>0}
(−g)+vW dxdy+

{v<0}
(−g)−vW dxdy ≥

Ω
f vW dxdy ∀ v ∈ N(A) \ {0}. (5.8)
(d) If f satisfies (5.8), then f ∈ R(A+ B); i.e., there is a sequence {uk}k∈N ⊂ H10 (Ω; K) of weak solutions to the problem
(3.1) corresponding to {fk}k∈N ⊂ L2(Ω,W ) such that fk → f in L2(Ω;W ) as k →+∞.
Before discussing the proof, a few remarks are in order. Part (b) of the theorem says that (5.6) is a sufficient condition on
f for existence. Part (c) says that a slightly weaker relation (5.8) is necessary, but part (d) says that this weaker condition is
not quite sufficient.
Proof. To simplify notation, throughout the proof ∥ · ∥ and (·, ·)will denote the norm and scalar product on H = L2(Ω;W ).
Part (a): Existence for each f ∈ L2(Ω;W ) if N(A) = {0}. We will make use of the Leray–Schauder principle where conditions
(3.17) and (5.2) suffice. Indeed, since λ ∉ {λ±k }k∈N, we have a compact inverse A−1 : L2(Ω;W )→ D(A) ⊂ H10 (Ω; K) so that
we can rewrite the operator equation Au+ B(u) = f as
u = F(u) := A−1(f − B(u)).
Since B is continuous by (3.17) and (5.2) for any γ > 0, we have that F is compact. By the Leray–Schauder principle, it is
enough to establish the a priori estimate: there exists a constant Λ ∈ R+ such that
u = tF(u) with t ∈ [0, 1] ⇒ ∥u∥ ≤ Λ.
Wemay assume that t > 0 and hence that u ≠ 0 in L2(Ω;W ). Since A−1 is bounded, t ≤ 1 and−B(u) = g#(u)we have
∥u∥ ≤ ∥A−1∥op (∥f ∥ + ∥B(u)∥)
= 1
γ0
(∥f ∥ + ∥B(u)∥) ,
where the last equality is part (viii) of Proposition 3.1. The growth bound (5.2) with γ < γ0 yields the estimate
∥B(u)∥ ≤ γ ∥u∥ + ∥b∥
and hence
1− γ
γ0

∥u∥ ≤ 1
γ0
(∥f ∥ + ∥b∥).
Since γ0 − γ > 0 we have the needed estimate withΛ = (∥f ∥ + ∥b∥)/(γ0 − γ ).
Part (b): Existence for each f satisfying (5.6) if N(A) ) {0}. Here we will make use of the recession function, as in [3], and the
proof splits into two cases depending on whether we assume (5.4) or (5.5).
Case 1: (g satisfying (5.4)). We will apply Theorem III.1 of [3] which asserts that f lies in the interior of the range R(A+ B)
provided that A and B satisfy suitable hypotheses. The requirements on A are met by parts (i)–(vi) of Proposition 3.1. For B
one needs the continuity which is ensured by (3.17) and (5.2) (for any γ ≥ 0), and two additional conditions. The first is the
following estimate: for each σ > 0 there exist constants M and Cσ such that:
(B(v), v) ≥ 1
σ
∥B(v)∥2 −M∥v∥ − Cσ , ∀ v ∈ L2(Ω;W ). (5.9)
It is not difficult to show that under the hypotheses (5.3)–(5.4) (valid for each δ > 0), one obtains (5.9) for each σ > δ and
hence for each σ > 0. Indeed, one can use the same reasoning as that of the proof of Corollary III.5 of [3] noting only that
we are using B(v) = −g#(v) as opposed to g#(v)which changes signs in the bound (5.3).
The second additional property needed for B asks that the recession function JB and the function f satisfy
JB(v) > (f , v), ∀v ∈ N(A) \ {0}. (5.10)
For any g satisfying a growth bound like (5.2) (for any γ > 0) and (5.3), the reasoning used in Proposition II.4 of [3] shows
that
JB(v) ≥

{v>0}
(−g)+vW dxdy+

{v<0}
(−g)−vW dxdy, ∀v ∈ L2(Ω;W ). (5.11)
Combining (5.11) with the hypothesis (5.6) yields the needed estimate (5.10).
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Case 2: (g satisfying (5.5)). We will apply Theorem III.2 of [3], which again asserts that f lies in the interior of the range
R(A+ B) under the same conditions on A and modified conditions on B. One needs the continuity of B and its boundedness
(it maps bounded sets to bounded sets), which we have, plus modifications of (5.9) and (5.10). Namely B and f must satisfy
the estimate: there exist positive constants γ ′ < α0, µ, and C such that
(B(u)− f , u) ≥ 1
γ ′
∥B(u)∥2 − µ∥u∥ − C(∥u1∥ + 1) ∀ u ∈ L2(Ω;W ), (5.12)
where u = u1+u2 with u1, u2 the projections of u onto R(A),N(A) respectively. In addition JB and f must satisfy the estimate:
there exists ρ > 0 such that
JB(v) ≥ (f , v)+ ρ∥v∥, ∀v ∈ N(A) \ {0} (5.13)
and with respect to the constants γ ′ and µ in (5.12) one has
γ ′ < α0

1+ µ
ρ
−1
. (5.14)
In order to obtain the needed estimates, one first shows (as in Corollary III.5 of [3]) that if g satisfies (3.17), (5.2) (since
γ < γ0 ≤ α0), (5.3) and (5.5) and if f satisfies (5.8) (which is weaker than (5.6)), then there exists γ ′ ∈ (0, α0) such that for
every µ > 0 one has a positive constant C such that (5.12) holds. Then, if one can establish (5.13) for some ρ, the constant
γ ′ < α0 in (5.12) will satisfy (5.14) by choosing µ small enough.
It remains only to prove the estimate (5.13). Using the inequality (5.11) and the hypothesis (5.6), we have that
JB(v) > (f , v), ∀ v ∈ N(A) \ {0}, (5.15)
and hence
ρ := inf
v∈N(A)
∥v∥=1
[JB(v)− (f , v)] ≥ 0. (5.16)
We claim that ρ > 0 and is assumed by some v∗ ∈ N(A)with ∥v∗∥ = 1. Indeed, consider a minimizing sequence for ρ; that
is, {vk}k∈N ⊂ {v ∈ N(A) : ∥v∥ = 1} such that JB(vk) − (f , vk) → ρ. Since N(A) is finite dimensional and closed, we can
assume (by passing to a subsequence if necessary) that there exists v∗ ∈ N(A) with ∥v∗∥ = 1 such that vk → v∗ in
L2(Ω;W ). Since JB is lower semicontinuous and (f , ·) is continuous we have
JB(v
∗)− (f , v∗) ≤ lim inf
k→+∞ JB(vk)− limk→+∞(f , vk)
= lim
k→+∞ (JB(vk)− (f , vk)) = ρ,
and hence the infimum ρ is achieved by v∗ and (5.15) shows that ρ > 0. Since JB and (f , ·) are positively homogeneous of
degree 1, the desired estimate (5.13) follows.
Part (c): The necessary condition (5.8) if g satisfies (5.7). This is a direct calculation. In fact, if (3.1) admits a weak solution
u ∈ H10 (Ω; K) then
Ω

Kuxvx + uyvy − λWuv −Wg(x, y, u)v

dxdy =

Ω
Wf v dxdy
and hence for each v ∈ N(A)we have (using the inequality (5.7)):
Ω
f vWdxdy =

Ω
(−g)(x, y, u)vWdxdy
≤

{v>0}
(−g)+vW dxdy+

{v<0}
(−g)−vW dxdy,
as claimed.
Part (d): The necessary condition (5.8) on f yields f ∈ R(A+ B). The proof again will be divided into two cases.
Case 1: (g satisfying (5.4)). We will apply Theorem III.1 of [3] which asserts that f ∈ R(A+ B) if A satisfies the conditions
already discussed and if B is continuous and satisfies the estimate (5.9) and JB and f satisfy
JB(v) ≥ (f , v), ∀v ∈ N(A) \ {0}, (5.17)
which is weaker than the condition (5.10) used for the sufficient conditions in Case 1 of Step 2. We have already shown that
the estimate (5.9) holds in this case, so we need only verify the condition (5.17). This follows directly from (5.11) and the
hypothesis (5.8) on f .
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Case 2: (g satisfying (5.5)). In this case, Theorem III.2 of [3] states that the validity of the estimate (5.12) with some
γ ′ < α0, µ and C coupled with the condition (5.17) yields
dist(f , R(A+ B)) ≤ µγ
′
α0
. (5.18)
Again (5.17) follows from (5.11) and the hypothesis (5.8) on f . From Case 2 of Step 2, the estimate (5.12) holds for each
µ > 0 and hence f ∈ R(A+ B) follows from (5.18) since µ can be chosen arbitrarily small. 
Remark 5.2. Unlike the results of Section 4, Theorem 5.1 includes examples with resonance at infinity when g is sublinear;
that is, when (5.4) holds andλ ∈ {λ±k }k∈N. Moreover, one can find examples of strong resonance, whichmeans that in addition
to (1.4) one has
lim|s|→+∞ g(x, y, s) = 0 and lim|s|→+∞
 s
0
g(x, y, t) dt exists and is finite. (5.19)
Remark 5.3. In an analogous way, Theorem 5.1 does not admit jumping nonlinearities in the case where (5.4) holds since
λ− = λ+ = λ. On the other hand, if (5.5) holds then jumping requires only that (4.23) holds, which is not incompatible with
(5.5). If, in addition, one has λ ∈ {λ±k }k∈N, then interaction with the spectrum is possible, but the growth bound (5.2) with
γ0 satisfying (3.10) shows that the number of distinct eigenvalues involved is at most 1, so that N = dim(E±k ), where E±k is
the associated eigenspace.
6. Multiplicity of solutions in the presence of trivial solutions
As noted in Remark 4.3, if g(x, y, 0) + f (x, y) = 0 for a.e. (x, y) ∈ Ω , then u = 0 is a trivial solution of (3.1) for each
λ ∈ R. The goal in this section is to give existence of a second (nontrivial) solution by placing suitable monotonicity and
growth conditions on g . To simplify the notation, we will absorb the term f into the nonlinearity g and hence we will be
looking for nontrivial solutions to the problem
Lu := −[K(y)uxx + uyy] = W [λu+ g(x, y, u)] inΩ
u = 0 on ∂Ω. (6.1)
We take our inspiration from the paper of Brezis [6] in which an analogous result is obtained for L the one dimensional
wave equation with mixed boundary conditions (see Theorems 2, 3 and 4 of that paper). We will assume that g is a
Carathèodory function and satisfies the linear growth bound at infinity: there exist γ ∈ (0, α0) and b ≥ 0 in L2(Ω;W )
such that
|g(x, y, s)| ≤ γ |s| + b(x, y) a.e. (x, y) ∈ Ω , every s ∈ R, (6.2)
where α0 = α0(λ) is given by (3.6). We will also assume that:
g is decreasing in s for a.e. (x, y) ∈ Ω; (6.3)
and the following behavior for g near s = 0:
∃η > 0 : lim inf
s→0
−g(x, y, s)
s
≥ α0 + η for a.e. (x, y) ∈ Ω. (6.4)
Finally, in order to be in the presence of a trivial solution for every λ ∈ R, we will assume that
g(x, y, 0) = 0 for a.e. (x, y) ∈ Ω. (6.5)
One has the following theorem, where 2∗ = 2∗(m) is the critical exponent in the embedding (3.16).
Theorem 6.1. Let λ ∈ R and g = g(x, y, s) : Ω × R → R satisfy (3.17) and (6.2)–(6.5). Then there exists a weak solution
u ∈ H10 (Ω; K) \ {0} to the semilinear Dirichlet problem (6.1) if one of the following conditions holds:
λ ∉ {λ±k }k∈N (6.6)
or there exist positive constants M and p ∈ (1, 2∗ − 1] and there exists c ≥ 0 in L 2
∗
2∗−p−1 (Ω;W ) with c > 0 a.e. inΩ such that
|g(x, y, s)| ≥
 |s|
c(x, y)
1/p
for a.e. (x, y) ∈ Ω , for each s : |s| ≥ M. (6.7)
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Remark 6.2. This theorem has a complementary version where one replaces g decreasing with g increasing in (6.3). In that
case, one replaces α0 with β0 in (6.2) and replaces the condition (6.4) with
∃η > 0 : lim sup
s→0
−g(x, y, s)
s
≤ −β0 − η for a.e. (x, y) ∈ Ω. (6.8)
Proof of Theorem 6.1. The proof will make use of a suitably perturbed problem, which will be solved by a dual variational
method, and then suitable uniform estimates will allow for the passage to a limit.
Step 1: (The perturbed problem). We will again rewrite the problem (6.1) in operator form Au+ B(u) = 0 where A is defined
by (3.4) and (3.5) and B(u) = −g#(u), where we recall that Propositions 3.1, 3.2 and 4.5 imply that there is a linear and
compact inverse
A−1 : R(A)→ D(A) ⊂ L2(Ω;W )
and
B : L2(Ω;W )→ L2(Ω;W )
is continuous, maps bounded sets to bounded sets (using (3.17) and (6.2)) and is monotone (using (6.3)). We introduce the
following perturbation of B:
Bε(u) = B(u)+ εu;
that is, Bε = (gε)# where
gε(x, y, s) = −g(x, y, s)+ εs.
Clearly gε is Carathèodory, is strictly increasing and satisfies
gε(x, y, 0) = 0 and sgε(x, y, s) > 0 for a.e. (x, y) ∈ Ω , every s ≠ 0 (6.9)
and
ε|s| ≤ |gε(x, y, s)| ≤ (γ + ε)|s| + b(x, y) for a.e. (x, y) ∈ Ω , every s ∈ R. (6.10)
By Proposition 4.5, Bε : L2(Ω;W )→ L2(Ω;W )will be injective and surjective. In particular, the inverse is
B−1ε = (hε)# : L2(Ω;W )→ L2(Ω;W ),
where hε : Ω × R→ R satisfies
gε(x, y, hε(x, y, t)) = t and hε(x, y, gε(x, y, s)) = s, (6.11)
for a.e. (x, y) ∈ Ω and each s, t ∈ R. Hence hε is a strictly increasing Carathèodory function and satisfies
hε(x, y, 0) = 0 and thε(x, y, t) > 0 for a.e. (x, y) ∈ Ω , each t ≠ 0. (6.12)
By (6.10) and (6.11), one also has
1
γ + ε (|t| − b(x, y)) ≤ |hε(x, y, t)| ≤
1
ε
|t| for a.e. (x, y) ∈ Ω , every t ∈ R. (6.13)
Perturbed problem: For each ε > 0 small, find uε ∈ D(A) such that
Auε + Bε(uε) = 0 in L2(Ω;W ). (6.14)
Since Bε is invertible, we can solve (6.14) by solving the following problem.
Dual problem: For each ε > 0 small, find vε ∈ R(A) such that
A−1vε + B−1ε (vε) ∈ R(A)⊥ = N(A); (6.15)
that is, find vε ∈ R(A) such that
(A−1vε + B−1ε (vε), ϕ)L2(Ω;W ) = 0, ∀ ϕ ∈ R(A). (6.16)
We encode this duality principle as a lemma.
Lemma 6.3. For any ε > 0 fixed, if vε ∈ R(A) satisfies (6.15), then
uε := B−1ε (vε) ∈ D(A) (6.17)
and satisfies (6.14).
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Proof of Lemma 6.3. Indeed, defining uε by (6.17) we have vε = Bε(uε) and (6.15) says that
A−1(Bε(uε))+ uε = θε for some θε ∈ N(A). (6.18)
Since θε ∈ D(A) and A−1 : R(A)→ R(A) ⊂ D(A), we have uε ∈ D(A). Applying A one has that (6.14) holds and Auε = −vε .
This proves Lemma 6.3. 
The dual problem will be solved variationally for each ε small and then uniform estimates in ε will be needed to pass to
a limit to obtain a solution to the original problem.
Step 2: (A variational formulation of the dual problem). Since hε = hε(x, y, t) : Ω × R → R is Carathèodory and satisfies
the upper bound in (6.13), the operator B−1ε = (hε)# is continuous and maps bounded sets to bounded sets. We define the
primitive vanishing in t = 0 by
Hε(x, y, t) =
 t
0
hε(x, y, τ ) dτ for a.e. (x, y) ∈ Ω , all t ∈ R,
and consider the functional Jε : R(A) ⊆ L2(Ω;W )→ R defined by
Jε(v) = 12

Ω
vA−1vW dxdy+

Ω
Hε(x, y, v(x, y))W dxdy, v ∈ R(A). (6.19)
We record the following elementary properties of Jε .
Lemma 6.4. For each ε > 0, Jε : R(A) → R is well defined by (6.19) on the closed linear subspace R(A) of L2(Ω;W ) and is
weakly lower semicontinuous; that is,
Jε(v) ≤ lim inf
k→+∞ Jε(vk) if vk ⇀ v with {vk}k∈N ⊂ R(A) ⊂ L
2(Ω;W ). (6.20)
Moreover, Jε is a C1 functional and satisfies
J ′ε(v)[ϕ] =

Ω
ϕA−1vW dxdy+

Ω
ϕhε(x, y, v)W dxdy, ∀ v, ϕ ∈ R(A). (6.21)
Proof of Lemma 6.4. The first term in Jε is just 2−1(v, A−1v)L2(Ω;W ) and so it is well defined since A−1 : R(A) → R(A) is a
compact linear operator and R(A) is a closed linear subspace of L2(Ω;W ). For the second term, using the upper bound in
(6.13), one has
|Hε(x, y, t)| ≤ 12ε |t|
2 for a.e. (x, y) ∈ Ω , each t ∈ R,
and hence (Hε)# : L2(Ω;W )→ L1(Ω;W ) is a continuous Nemytski operator and Jε is well defined. Standard considerations
show that Jε is a C1 functional on the Hilbert space

R(A), ∥ · ∥L2(Ω;W )

and that the derivative formula (6.21) holds, since
A−1 is linear and Hε(x, y, ·) : R→ R is a C1 function for a.e. (x, y) ∈ Ω with derivative equal to hε(x, y, ·).
The weak lower semicontinuity follows from the compactness of A−1 on R(A) and the monotonicity in t of hε(x, y, t).
More precisely, since R(A) is strongly closed in L2(Ω;W ) and convex (it is a linear subspace), by Mazur’s theorem, R(A)will
be weakly closed; that is,
{vk}k∈N ⊂ R(A), v ∈ L2(Ω;W ), vk ⇀ v in L2(Ω;W ) H⇒ v ∈ R(A).
By the compactness of A−1 on R(A) it then follows that the first term in Jε satisfies
lim
k→+∞
1
2
(vk, A−1vk)L2(Ω;W ) =
1
2
(v, A−1v)L2(Ω;W ). (6.22)
Then, using the mean value theorem, one has that for a.e. (x, y) ∈ Ω there exists ξ = ξ(x, y) between vk(x, y) and v(x, y)
such that
Hε(x, y, vk(x, y))− Hε(x, y, v(x, y)) = hε(x, y, ξ(x, y))(vk(x, y)− v(x, y))
≥ hε(x, y, v(x, y))(vk(x, y)− v(x, y)),
since hε is increasing in t and has the sign of t (see (6.12)). Integrating overΩ , one has
Ω
Hε(x, y, vk)W dxdy−

Ω
Hε(x, y, v)W dxdy ≥

Ω
hε(x, y, v)(vk − v)W dxdy k→+∞,−→ 0,
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since vk ⇀ v in L2(Ω;W ) and (hε)#(v) ∈ L2(Ω;W ). Hence one has
lim inf
k→+∞

Ω
Hε(x, y, vk)W dxdy ≥

Ω
Hε(x, y, v)W dxdy. (6.23)
Combining (6.19) with (6.22) and (6.23) yields (6.20). 
Finally, notice that if one can establish the existence of a critical point vε ∈ R(A) for Jε , then (6.21) shows that (6.16)
holds. Hence uε = B−1ε (vε) ∈ D(A) and solves (6.14) by Lemma 6.3. Moreover, since Jε is weakly lower semicontinuous,
we will have a minimizer vε if Jε is bounded from below and coercive. Since Jε(0) = 0, the minimizer will be nontrivial if
infR(A) Jε ≠ 0.
Step 3: (Existence of minR(A) Jε for every ε small.) We begin with the following coercivity estimate which is uniform in ε for ε
small.
Lemma 6.5. There exist α > 0 and C > 0 such that
Jε(v) ≥ α∥v∥2L2(Ω;W ) − C, ∀ v ∈ R(A), ∀ε ∈ (0, (α0 − γ )/2). (6.24)
Proof of Lemma 6.5. In fact, using (6.12), by integrating the lower bound in (6.13) one obtains
Hε(x, y, t) ≥ 12(γ + ε) |t|
2 − 1
γ + ε b(x, y)|t| for a.e. (x, y) ∈ Ω, all t ∈ R,
and hence the following lower bound on the nonlinear term:
Ω
Hε(x, y, v(x, y))W dxdy ≥ 12(γ + ε)∥v∥
2
L2(Ω;W ) −
1
γ + ε ∥b∥L2(Ω;W ) ∥v∥L2(Ω;W ), ∀ v ∈ L
2(Ω;W ). (6.25)
As for the linear term, for each v ∈ R(A) one has v = Au for some u = A−1v ∈ D(A) and hence by (3.7) one has
(v, A−1v)L2(Ω;W ) = (Au, u)L2(Ω;W ) ≥ −
1
α0
∥Au∥2L2(Ω;W ) = −
1
α0
∥v∥2L2(Ω;W ). (6.26)
Combining (6.19), (6.25) and (6.26) one has for each v ∈ R(A)
Jε(v) ≥ 12
α0 − (γ + ε)
α0(γ + ε) ∥v∥
2
L2(Ω;W ) −
1
γ
∥b∥L2(Ω;W ) ∥v∥L2(Ω;W )
≥ 1
8
α0 − γ
α20
∥v∥2L2(Ω;W ) −
2α20
γ 2(α0 − γ )∥b∥
2
L2(Ω;W ),
where we have used Young’s inequality and ε ∈ (0, (α0 − γ )/2). This proves Lemma 6.5. 
Next we give a uniform two sided bound on Jε .
Lemma 6.6. There exist m > 0 and C > 0 independent of ε ∈ (0, (α0 − γ )/2) such that
− C ≤ inf
v∈R(A)
Jε(v) ≤ −m. (6.27)
In particular, v = 0 cannot realize infR(A) Jε since Jε(0) = 0.
Proof of Lemma 6.6. The lower bound in (6.27) follows directly from (6.24). For the upper bound in (6.27), it suffices to find
a trial function v ∈ R(A)with Jε(v) ≤ −m < 0 for somem > 0 independent of ε ∈ (0, (α0 − γ )/2). The proof of the upper
bound splits into two cases, depending on whether we assume (6.6) or (6.7). In both cases, the desired trial function v will
be a suitable eigenfunction v0 of A−1 (or a bounded approximation of v0) with small L2(Ω;W ) (or sup) norm so that the
negative contribution of the linear part to Jε(v)will dominate the nonnegative contribution to Jε(v) of the nonlinear part.
We first describe the eigenfunction v0 that will be used. For λ ∈ R arbitrary and α0 = α0(λ) the smallest positive
eigenvalue of−A, there exists v0 ∈ D(A) \ {0} such that Av0 = −α0v0 so that v0 ∈ R(A) and hence v0 = −α0A−1v0; that is,
A−1v0 = − 1
α0
v0
and
1
2

Ω
v0A−1v0W dxdy = 12 (v0, A
−1v0)L2(Ω;W ) = −
1
2α0
∥v0∥2L2(Ω;W ) < 0. (6.28)
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A priori, we only know that v0 ∈ H10 (Ω; K) ⊂ L2(Ω;W ) and we do not know whether v0 must be essentially bounded.
Hence, estimates on the nonlinear part which require information on the L∞ norm of v will be obtained approximating v0
by a C∞0 (Ω) function. We are now ready to carry out the rest of the proof of the lemma.
Case 1: The upper bound assuming the condition (6.6): In this case, we will be able to exploit control on the nonlinear part
which requires a sup norm estimate on the trial function v since λ ∉ {λ±k } implies that R(A) = L2(Ω;W ) and hence
C∞0 (Ω) ⊂ R(A), so that we can approximate v0 with bounded functions that lie in the range R(A).
To control the nonlinear term in Jε , the behavior of g near s = 0 gives the estimate
∃r∗ > 0 : |g(x, y, s)| ≥

α0 + η2

|s| for a.e. (x, y) ∈ Ω , each swith |s| < r∗. (6.29)
Indeed, (6.5) yields (6.29) for s = 0, where (6.3) yields−g(x, y, s)/s > 0 for s ≠ 0. The existence of r∗ > 0 such that (6.29)
holds then follows from (6.4). As in the proof of part (vii) of Proposition 3.2, the function −g , which is increasing in s and
vanishes in s = 0 will admit an inverse near s = 0. More precisely, this inverse is defined for a.e. (x, y) ∈ Ω by
h(x, y, t) := sup{s : −g(x, y, s) ≤ t} ∀ t with |t| ≤ (α0 + η/2)r∗ (6.30)
and by (6.29) must satisfy
|h(x, y, t)|(α0 + η/2) ≤ |t| ∀ t with |t| ≤ (α0 + η/2)r∗. (6.31)
One has t = −g(x, y, hε(x, y, t))+ εhε(x, y, t) for each ε > 0 and a.e. (x, y) ∈ Ω , where hε(x, y, t) has the sign of t . Using
then (6.30) and (6.31), one has
|t| ≥ (α0 + η/2)|hε(x, y, t)| for a.e. (x, y) ∈ Ω, each t with |t| ≤ (α0 + η/2)r∗
and hence
0 ≤ Hε(x, y, t) ≤ 12α0 + η |t|
2 for a.e. (x, y) ∈ Ω , each t with |t| ≤ (α0 + η/2)r∗. (6.32)
The estimate (6.32) shows that the nonnegative nonlinear term will be small for each v sufficiently small in the sup norm.
As noted above, using the conditionλ ∉ {λ±k }k∈N, we have thatR(A) = L2(Ω;W ) andhencewe can take {ϕj}j∈N ⊂ C∞0 (Ω)
such that ϕj → v0 in L2(Ω;W ) as j →+∞. Hence we have an approximation of the linear part:
1
2

Ω
ϕjA−1ϕjW dxdy
j→+∞−→ 1
2

Ω
v0A−1v0W dxdy = − 12α0 ∥v0∥
2
L2(Ω;W ).
We fix j ∈ N large enough and then δ > 0 small enough so that
1
2
(ϕj, A−1ϕj)L2(Ω;W ) ≤ −
1
2α0 + η/2∥ϕj∥
2
L2(Ω;W ) and δ sup
Ω
|ϕj| ≤ (α0 + η/2)r∗. (6.33)
Choosing the trial function v := δϕj and combining the estimates (6.32) and (6.33), for j large enough and δ small enough,
we have
Jε(δϕj) = δ
2
2
(ϕj, A−1ϕj)L2(Ω;W ) +

Ω
Hε(x, y, δϕj)W dxdy
≤ − δ
2η
(4α0 + η)(2α0 + η)∥ϕj∥
2
L2(Ω;W ) := −m,
wherem is independent of ε ∈ (0, (α0 − γ )/2).
Case 2: The upper bound assuming (6.7): In this case, the control on the nonlinear part will involve an estimate on the
L2(Ω;W ) norm of the trial function. The lower bound (6.7) on |g| implies that
|g(x, y, s)| → +∞ for |s| → +∞ for a.e. (x, y) ∈ Ω,
where for almost every (x, y) ∈ Ω , the function−g(x, y, s) is increasing in s, has the sign of s and vanishes in s = 0. Hence
the inverse function h = h(x, y, t) : Ω × R→ R is well defined for a.e. (x, y) ∈ Ω by
h(x, y, t) := sup{s ∈ R : −g(x, y, s) ≤ t}
and satisfies
|g(x, y, h(x, y, t))| = |t| for a.e. (x, y) ∈ Ω , each t ∈ R. (6.34)
From (6.7) and (6.34) it follows that for a.e. (x, y) ∈ Ω and for each t ∈ R one has
|h(x, y, t)| ≥ M H⇒ |h(x, y, t)| ≤ c(x, y)|t|p
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and hence for each N > 0 one has
|h(x, y, t)| ≤

c(x, y)+ M
Np

|t|p for a.e. (x, y) ∈ Ω , each t with |t| ≥ N. (6.35)
Recall that hwas already defined for small |t| and satisfies the estimate (6.31). Choosing N = (α0 + η/2)r∗ and combining
(6.31) and (6.36) yields
|h(x, y, t)| ≤ 1
(α0 + η/2) |t| +

c(x, y)+ M
(α0 + η/2)prp∗

|t|p for a.e. (x, y) ∈ Ω, each t ∈ R. (6.36)
Since t = −g(x, y, hε(x, y, t)) + εhε(x, y, t) for each ε > 0 and a.e. (x, y) ∈ Ω , where hε(x, y, t) has the sign of t , one has
|hε(x, y, t)| ≤ |h(x, y, t)| for a.e. (x, y) ∈ Ω and each t ∈ R. Hence (6.36) yields
|hε(x, y, t)| ≤ 1
(α0 + η/2) |t| + c˜(x, y)|t|
p for a.e. (x, y) ∈ Ω, ∀ t ∈ R, ε > 0, (6.37)
where
c˜(x, y) = c(x, y)+ M
(α0 + η/2)prp∗ ∈ L
2∗
2∗−p−1 (Ω;W ).
Integrating (6.37) then yields
0 ≤ Hε(x, y, t) ≤ 12α0 + η |t|
2 + c˜(x, y)
p+ 1 |t|
p+1 for a.e. (x, y) ∈ Ω, ∀ t ∈ R, ε > 0. (6.38)
By choosing the trial function v = δv0 and using the estimates (6.28) and (6.38), one has
Jε(δv0) = δ
2
2
(v0, A−1v0)L2(Ω;W ) +

Ω
Hε(x, y, δv0)W dxdy
≤ − δ
2
2α0
∥v0∥2L2(Ω;W ) +
δ2
2α0 + η∥v0∥
2
L2(Ω;W ) +
δp+1
p+ 1∥v0∥
p+1
L2∗ (Ω;W )∥c˜∥L 2
∗
2∗−p−1 (Ω;W )
≤ − δ
2η
2α0(2α0 + η)∥v0∥
2
L2(Ω;W ) +
Cp+1∗ δp+1
p+ 1 ∥v0∥
p+1
H10 (Ω;K)
∥c˜∥
L
2∗
2∗−p−1 (Ω;W )
where C∗ is the constant in the embedding (3.16). Since p > 1, one has Jε(δv0) ≤ −m < 0 by picking δ > 0 small enough.
This proves Lemma 6.6. 
The existence of a minimizer for each small ε now follows easily.
Lemma 6.7. For each ε ∈ (0, (α0 − γ )/2), there exists vε ∈ R(A) such that
Jε(vε) = inf
v∈R(A)
Jε(v) := J∗ε , (6.39)
where J∗ε ∈ [−C,−m] with C,m > 0 as in Lemma 6.5 and hence vε ≠ 0 in L2(Ω;W ).
Proof of Lemma 6.6. The functional Jε : R(A)→ R is bounded from below, coercive and weakly lower semicontinuous and
hence admits a minimizer vε , which is not 0 since J∗ε < 0. 
Step 4: (Uniform estimates on vε and uε for every ε small.) We will prove the following estimates.
Lemma 6.8. Let ε∗ = (α0 − γ )/2 and vε ∈ R(A) be the minimizer of Jε on R(A) of Lemma 6.7. Define uε = B−1ε (vε) ∈ D(A)
the corresponding solution to (6.15) in accordance with Lemma 6.3. There exist positive constants C1, C2 and C3 independent of
ε ∈ (0, ε∗) such that:
∥vε∥L2(Ω;W ), ∥Auε∥L2(Ω;W ), ∥Bε(uε)∥L2(Ω;W ) ≤ C1, ∀ε ∈ (0, ε∗); (6.40)
∥uε∥L1(Ω;W ) ≤ C2, ∀ε ∈ (0, ε∗); (6.41)
and
∥uε∥H10 (Ω;K) ≤ C3, ∀ε ∈ (0, ε
∗). (6.42)
In addition, with m > 0 the constant of Lemma 6.6, one has
(uε, Auε)L2(Ω;W ) ≤ −2m < 0. (6.43)
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Proof of Lemma 6.8. From Lemmas 6.5 and 6.6 each minimizer vε satisfies
∥vε∥2L2(Ω;W ) ≤
1
α
(C + Jε(vε)) ≤ C −m
α
,
with α, C and m independent of ε ∈ (0, ε∗). Hence (6.40) holds for vε with C1 := √(C −m)/α. As noted at the end of the
proof of Lemma 6.3, one has Auε = −vε = −Bε(uε) and hence (6.40) for all three quantities.
In order to prove (6.41), we recall that vε = Bε(uε) = (gε)#(uε)where gε(x, y, s) = −g(x, y, s)+εs satisfies the estimate:
there exist M1,M2 > 0 and independent of ε such that
sgε(x, y, s) ≥ M1|s| −M2, for a.e. (x, y) ∈ Ω , every s ∈ R. (6.44)
Indeed, using the lower bound (6.29) on |g| for |s| ≤ r∗ and the fact that−g has the sign of s, one obtains
s(−g(x, y, s)) ≥ (α0 + η/2)|s|2, for a.e. (x, y) ∈ Ω , every s : |s| ≤ r∗, (6.45)
while for |s| ≥ r∗ since s(−g(x, y, s)) is increasing in |s|, one has for a.e. (x, y) ∈ Ω
s(−g(x, y, s)) = |s| |g(x, y, s)| ≥ (α0 + η/2)r∗|s|, ∀ s : |s| ≥ r∗. (6.46)
Combining (6.45) and (6.46) with the fact that
sgε(x, y, s) ≥ s(−g(x, y, s)) for a.e. (x, y) ∈ Ω , every s ∈ R,
one obtains (6.44) withM1,M2 > 0 suitable constants which do not depend on ε.
For each ε > 0, one integrates (6.44) to find
M1

Ω
|uε|W dxdy ≤

Ω
uεgε(x, y, uε)W dxdy+M2

Ω
W dxdy,
but, as noted above, vε = Bε(uε) = (gε)#(uε) and uε = θε − A−1vε for some θε ∈ N(A) = R(A)⊥ (see (6.18)). Hence
∥uε∥L1(Ω;W ) ≤
1
M1

M2∥W∥L1(Ω) +

Ω
(θε − A−1vε)vεW dxdy

= 1
M1

M2∥W∥L1(Ω) − (vε, A−1vε)L2(Ω;W )

≤ 1
M1

M2∥W∥L1(Ω) +
1
α0
∥vε∥2L2(Ω;W )

,
where one uses the lower bound (3.7). Now using the bound (6.40) on vε , one obtains (6.41) with
C2 := 1M1

M2∥W∥L1(Ω) +
1
α0
C21

.
For the estimate (6.42), we exploit the direct sum decomposition into N(A)⊕ R(A) and denote by
uε := u1,ε + u2,ε, where u1,ε ∈ N(A), u2,ε ∈ R(A).
Recall that A−1 : R(A) → R(A) is a compact linear operator which is also continuous as a map from R(A) ⊂ L2(Ω;W ) into
H10 (Ω; K). Hence subsets of R(A)which are bounded in L2(Ω;W )-norm will be mapped into subsets which are bounded in
H10 (Ω; K)-norm and relatively compact in Lq(Ω;W ) for each q ∈ [1, 2∗).
Since u2,ε = A−1(Auε) and {Auε}ε∈(0,ε∗) is bounded in L2(Ω;W ), one has that {u2,ε}ε∈(0,ε∗) is bounded in H10 (Ω; K) and
relatively compact in Lq(Ω;W ) for each q ∈ [1, 2∗). Since {uε}ε∈(0,ε∗) is bounded in L1(Ω;W ) and u1,ε = uε−u2,ε , it follows
that {u1,ε}ε∈(0,ε∗) is bounded in L1(Ω;W ), but N(A) is finite dimensional and hence all norms are equivalent on N(A). Hence
{u1,ε}ε∈(0,ε∗) and {uε}ε∈(0,ε∗) are bounded in H10 (Ω; K) as well. Hence there exists C3 > 0 such that (6.42) holds.
Finally, as noted in the proof of Lemma 6.3, vε = −Auε and uε = θε − A−1vε , where vε ∈ R(A) and θε ∈ N(A) = R(A)⊥.
Hence
(uε, Auε)L2(Ω;W ) = (A−1vε − θε, vε)L2(Ω;W ) = (A−1vε, vε)L2(Ω;W )
= 2Jε(vε)− 2

Ω
Hε(x, y, vε)W dxdy ≤ 2Jε(vε) ≤ −2m,
since 0 ≤ Hε(x, y, s) for a.e. (x, y) ∈ Ω . Hence we have (6.43) and the proof of Lemma 6.8 is complete. 
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Step 5: (Existence of a nontrivial solution). Consider the family {uε}ε∈(0,ε∗) of solutions to (6.14) described in Lemma 6.8 which
is uniformly bounded in H10 (Ω; K)-norm. For each ε ∈ (0, ε∗), one has uε ∈ D(A) and hence, by (3.4) and (3.5),
there exists fε ∈ L2(Ω;W ) such that uε = Tfε and Auε := fε − λuε.
Since fε = Auε + λuε , the family {fε}ε∈(0,ε∗) will be bounded in L2(Ω;W ) by (6.40)–(6.42). Let {εj}j∈N be any sequence such
that εj ∈ (0, ε∗) and εj ↘ 0 as j → +∞. By the above considerations, and by passing to subsequences if necessary, there
exist u ∈ H10 (Ω; K) and f ,Φ ∈ L2(Ω;W ) such that as j →+∞ one has
uεj ⇀ u in H
1
0 (Ω; K) and uεj → u in L2(Ω;W ); (6.47)
fεj ⇀ f in L
2(Ω;W ) and Auεj ⇀ Φ in L2(Ω;W ). (6.48)
By the definitions of A and T , for each ϕ ∈ C∞0 (Ω) and for each j ∈ N:
Ω
AuεjϕW dxdy =

Ω
fεjϕW dxdy− λ

Ω
uεjϕW dxdy
=

Ω

K

uεj

x
ϕx +

uεj

y
ϕy

W dxdy− λ

Ω
uεjϕW dxdy.
Letting j →+∞ and using (6.47) and (6.48) one finds
Ω
ΦϕW dxdy =

Ω
f ϕW dxdy− λ

Ω
uϕW dxdy
=

Ω

K(u)xϕx + (u)yϕy

W dxdy− λ

Ω
uϕW dxdy.
Hence u = Tf with f ∈ L2(Ω;W ) so that u ∈ D(A) and Au = Φ , which shows that the second limit in (6.48) is
Auεj ⇀ Au in L
2(Ω;W ). (6.49)
Finally one notices that
Bεj(uεj)→ B(u) in L2(Ω;W ), (6.50)
since Bεj(uεj) = (−g)#(uεj)+ εjuεj , the Nemytski operator g# is continuous, uεj → u in L2(Ω;W ) and εj → 0 in R. Passing
to the limit as j →+∞ in the equation
Auεj + Bεj(uεj) = 0 in L2(Ω;W )
and using (6.49), (6.50) and (6.43), one obtains
Au+ B(u) = 0 in L2(Ω;W ) and (u, Au)L2(Ω;W ) ≤ −2m < 0,
so that u is a nontrivial solution of (6.1). 
Remark 6.9. With respect to resonances at infinity in Theorem 6.1, they are not present when λ ∉ {λ±k }; i.e. when the
condition (6.6) holds. Indeed, if the limit l exists then l ∈ (−α0, 0) and hence (3.6) implies that (4.22) does not hold. On
the other hand, if λ ∈ {λ±k }, one needs only that g(x, y, s)/s → 0 as |s| → +∞ which is not incompatible with (6.7).
However, the resonance will not be strong in the sense of (5.19) since the condition (6.7) excludes the possibility that
lim|s|→+∞ g(x, y, s) = 0. In particular, this growth condition (6.7) on g at infinity implies the Ahmad, Lazer and Paul-type
condition [7]:
Ω
G(x, y, ψ(x, y))W dxdy →±∞ if ∥ψ∥H10 (Ω;K) →+∞,
where the limits are taken overψ in the (finite dimensional) space of weak eigenfunctions associated to λ±k and G(x, y, s) := s
0 g(x, y, t) dt is the primitive of g vanishing in s = 0.
Remark 6.10. Theorem 6.1 admits examples with jumping nonlinearities in both cases (6.6) and (6.7), since (4.23) is not
incompatible with the growth bounds (6.2) and (6.7) and the limits l± of g/s as s →±∞must satisfy l± ∈ (−α0, 0]. By the
definition of α0 in (3.6), one does not have an eigenvalue λ±k in the interior of the interval determined by λ± = λ + l± in
either case.
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