It is very difficult to accurately divide farmland and woodland in Gaofen 2 (GF-2) remote 16 sensing image, because their single plant coverage is very small, and their spectra are very similar.
Introduction

35
Image segmentation is the precondition and foundation for the extraction and target 36 identification of high-resolution remote sensing image [1] . In high-resolution images, the spectral 37 features are more abundant, In the high-resolution image, The spectral confusion is more serious and 38 the differentiation is significantly reduced, and the accuracy of the segmentation method based on 39 spectral statistics is significantly reduced [2, 3] .Object-oriented image segmentation method can 40 overcome the influence of "salt and pepper" noise and improve the accuracy by using object structure 41 and spectral signature. It needs to adjust the segmentation scale to obtain the suitable image 50 algorithm [15] [16] [17] , Due to the limited network structure, shallow learning algorithm has difficult to 51 express complex function effectively, so enhanced with the increase of sample size and diversity of 52 samples, shallow model also gradually cannot adapt to the complex samples. [18, 19] .
53
The recent advancement in the deep learning motivates us to address these problems with deep 54 neural networks [20] [21] [22] [23] . As one of the important branches of deep learning, convolutional neural 55 network has long been applied to image data due to its outstanding ability of feature learning [24- 56 26].The deep learning network composed of multi nonlinear mapping layers has strong function 57 expression power which has obtained excellent results in image segmentation and many of its 58 achievements have been approved [27, 28] . As one of the important branches of deep learning,
59
Convolutional Neural Network has long been applied to image data due to its prominent ability in 
73
The key models such as FCN achieve success because they express rich detail features on images
74
well through the multi-layer convolution. But we notice that in farmland region, one pixel usually 75 contains several individual plants, thus the information between pixels does not change much and 76 the image texture is smoother. Although the individual trees are larger than the crop, a tree typically 77 occupies two or three pixels on the GF-2 image, and smaller trees tend to occupy only one pixel or 78 less than one pixel. The information change between pixels is still small, due to the difference of the 79 pixel content, the image has a grainy texture. Because of the nature of the pixel that covers the crops 80 and trees, the effect of deep layer convolution is very small, and more features cannot be found, and 81 even greater noise can be pulled in, resulting in poor segmentation effect.
82
From the above analysis, we may find that the proportion of spatial resolution of the image and 83 the area size of extracting features must be fully considered when image segmentation by deep 84 learning is implemented in order to design a network structure for the specific scenario, to improve 85 the segmentation accuracy. Overall, the paper puts forward a Convolutional Encode Neural
86
Networks (CENN) model according to the characteristics of the GF-2 images, such as lesser covering 87 area of single crop and tree, fewer pixels and details and continuous plant emergence to realize 88 farmland and woodland extract, which improve the segmentation accuracy effectively and achieves 89 good results. The paper mainly carried on the following work:
90
(1) According to the characteristics of GF-2 data, a network structure composed of convolution 91 and encoder is designed, in which the convolution part is used to extract the features, the encoder is 92 used to encode and map them into the corresponding feature categories.
93
（2）In the model training, the method of classification training was adopted. Taking the sample 94 of farmland and woodland as the positive sample, the others as the negative sample, and the 95 farmland and the woodland as negative samples for each other, the model was trained to obtain 96 sufficient recognition ability. 
99
Methods
100
Similar to other research on image segmentation using convolutional neural networks, we 
103
The upper part of Figure 1 shows the training stage, image-label pairs, with pixel-class 104 correspondence, which together becomes input to the CENN as training samples. The error between 105 predicted class labels and labels is calculated and back-propagated through the network using the 106 chain rule, and then the parameters of the CENN are updated using the gradient descent method.
107
The above iteration will be stopped when the error is less than a given threshold. The lower part of 
128
h are all set to 3 because we only use three channels of GF-2. There are four types of convolution 129 kernel which is 1*1*3，3*3*3，5*5*3，7*7*3, designed in CENN as Figure 2（b） (c) shows.
130
(1) 1*1*3The main role of the convolution kernel is to extract the color characteristics of the center 131 pixel.
132
(2)The convolution kernel of 3*3*3 is divided into two sub-categories. The first subclass is the 
139
indicates that the calculation result is the absolute value of the color difference, so it will be 140 convenient for subsequent operations. 
155
Among them, 5 * 5 * 3 processing method is:
157 7 * 7 * 3 is handled as follows:
159 r , r , r means differences between the pixels.
160
The convolution kernels were divided into two groups A and B, group A was designated to 161 learn farmland samples, and group B to study woodland samples. Both groups contain 1*1*1，3*3*3， 162 5*5*3 ， 7*7*3 four type convolution kernels. After training, two sets of convolution kernels are 
172
There is 1 encoder in the second encoder layer, that is the (f)encoder-adjust in Figure. 
180
In Figure. 6, the blue part represents the farmland coding result, the yellow part represents the 181 woodland coding result, and the brown part represents the negative sample coding result. 
200
We manually labeled all images at the pixel level as label data. In other words, for each image,
201
there exists a 7300*6900 label map, having a pixel-class (row-col indexed) correspondence with it. We 
218
In our training, the SGD method with momentum is used for parameter updates, the following 
221
Where, W(n) denote the old parameters while W(n+1) denotes the new parameters, and ∆W(n+1)
222
is the increment for the current iteration, which is a combination of old parameters, gradient, and 223 historical increment: 
Experiments
235
We designed a set of test experiments and comparative experiments to verify the feasibility of 236 CENN. Our algorithm is implemented using Python 2.7 and is performed on the Linux Ubuntu 16.04 237 operating system installed NVIDIA GeForce Titan X Graphics device with 12G byte graphic memory.
238
The data and classification criteria we used have already been described in Section 2.2.1. We 239 selected about a half pixels of each image as samples to train CENN and the rest as test data.
240
Learning ability of CENN indicators
241
The ability of CENN model is mainly reflected in the two aspects of feature extraction ability 242 and coding ability. The features of the four scales extracted by CENN model are all in numerical form.
243
It accumulates the degree of concentration of the extracted eigenvalues as an index to examine the 244 feature extraction ability, and takes the discrimination among farmland, woodland and background
245
as an index to check the coding ability after coding, further the proportion of the number of the wrong 246 pixel as the index of a test model is taken to examine the overall segmentation ability of the model.
247
Comparison Model
248
We chose the DBN model, the FCN model and the Deeplab model as the comparative models 
255
The training process of this thesis includes two processes: pre-training and fine-tuning. The pre- 
283
In Figure 8 , we give the distributions of the features learned from Sample-Farm, Sample-Forest,
284
and Sample-Ground respectively. It can be seen from Figure 9 that after the convolution operation,
285
the characteristics of farmland and forest are mainly concentrated in two regions while the Sample-
286
Ground type is very scattered. This is mainly because of the seasonal differences between the data 287 we selected and the more significant differences in color values. At the same time, the characteristics 288 concentration of the forest is less than that of farmland, which is mainly because the color change of 289 woodland is much larger than that of farmland. 
309
From the results, we can observe that on one hand, multi-space convolution kernel is more 310 specifically suitable for the extraction of farmland and woodland features rather than the application
311
of depth convolution kernel, on the other hand, the result indicates the need to combine multiple 312 features in order to accurately determine the type of pixel description, and the necessity of encoder.
313
Figure 11 
Experiment Result Comparison
320
In Comparison Experiment, we adopt our trained model on four GF-2 for the Segmentation. All 321 the image sizes are 7300*6900. These images are the testing images that are not involved in training.
322 Figure 12 is the illustration of the results and the comparisons. Figure 13 is the Errors of DBN, Figure   323 14 is the Errors of FCN, Figure 15 is the Errors of Deeplab. 
334
We employ precision, recall, and Kappa coefficient as the indicators to evaluate our approach.
335
These indexes are calculated from the confusion matrix C, where the precision is calculated as
336
∑ C / ∑ C that denotes the average proportion of pixels being classified to one class that are 337 correct, and the recall is computed as ∑ C / ∑ C that represents the average proportion of pixels 338 that are correctly classified, and the Kappa coefficient measures the consistency of the predicted
339
classes with the manual labels [43] . The comparisons are listed in Table 1 . 
340
FCN vs. Our Approach
365
The advantage of the FCN model is that the depth convolution can make good use of rich detail 366 features of the image, which is obvious when extracting a target object with a large number of pixels.
367
However, if the target object covers a large number of pixels even when one pixel contains several 368 target objects, the use of depth convolution not only fails to achieve the purpose of extracting more 369 detailed features but may also introduce more noise due to the expansion of the visual field, which 370 affects the decision of pixel ownership. When using FCN to extract farmland and woodland from GF-371 2 images, although it occupies a large number of pixels in a farmland or woodland, the difference in 372 pixel coverage due to a single plant is small and the advantage of the FCN cannot be played.
373
In contrast to the idea that the FCN model extends the field of view by deepening the hierarchy,
374
the CENN model expands the field of view by increasing the "width". In the GF-2 image segmentation, 375 using 3*3*3, 5*5 *3 and 7*7*3 three convolution kernels, the maximum observed area is about 49m2,
376
which can cover most of the canopy. Therefore, the CENN model can not only fully exploit the 377 features of the pixels themselves, but also fully exploit the spatial relationships between pixels, taking 
388
(1) the deconvolution part is improved; (2) the network finally uses the Fully-Connected Conditional 
406
that the model can obtain sufficient discrimination ability and achieve the goal of extracting farmland
407
and woodland with high accuracy from the high score 2 image. The paper also provides a method of 408 using ROI for sample annotation, which can reduce the manual workload of marking and improve 409 the marking efficiency.
410
The goal of CENN is to make up for the shortcomings of extracting models of farmland and 
423
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