


























Pischke，2010)。① 比如一个极端的例子，Sala－i－Martin (1997)估计了 200 万个包含 62 个可
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能的解释变量的增长回归模型，其中 3 个变量是主要控制变量(包括 GDP、预期寿命和 1960

































































Imbens 和Wooldridge，2009)。这也是为什么 LaLonde (1986)的经典论文中，以随机化实验作




















性革命”的内涵，我们还需要了解 Ｒubin因果模型 (Ｒubin Causal Model，简记为 ＲCM)或潜在







起很大的关注。直到 1974 年，Ｒubin (1974)重新独立提出了潜在结果的框架，并且将潜在结
果框架的应用推广到观测研究中，从而将随机化实验和观测研究统一在同一个框架下。Hol-


















架是由 Neyman 和 Ｒubin 分别独立创立的。而经济学界，比如 Heckman 等人将潜在结果框架归功于 Ｒoy
(1951)。但 Ｒoy (1951)只是文字表述，没有提出任何潜在结果的表述方法和符号，因而引起 Ｒubin等人的不
满(Ｒubin，2005)。在学界，Ｒubin、Pearl 和 Heckman 之间的争论成为佳话。Ｒubin 是哈佛大学统计学教授，
Pearl是加州大学洛杉矶分校的计算机科学教授，也是因果图 (causal diagram)方法的提出者，Heckman 是大
家熟悉的芝加哥大学经济学教授，诺贝尔经济学奖获得者。三位世界顶尖大师之间的争论，推动了经济学、医
学、计算机科学等学科因果推断理论的发展和进步。





果是不变的、确定的变量。因而，对于某个体 i，我们可以用 Yi(0) ，Yi(1)分别表示该个体在状




的。③ 比如，某个体是大学毕业的(D = 1) ，那么，我们可以观察到该个体大学毕业的收入 Y
(1) ，但观察不到他如果没有完成大学教育(D = 0)时的收入 Y(0) ;相反，如果该个体仅高中
毕业(D = 0) ，则我们可以观察到其高中教育后的收入 Y(0) ，但无法观察到他如果完成大学
教育(D = 1)时的收入 Y(1)。④ 因而，我们观察到的结果 Y(观测收入)可以表述为，
Y= DY(1)+ (1 － D)Y(0)
=
Y 0( ) 如果 D = 0，
Y(1) 如果 D = 1．{ (2)












τi = Yi(1)－ Yi(0) (3)
即两种状态下潜在结果的差异就是原因变量对结果变量的影响。如果某个体接受大学教
育的潜在收入是 6000元，而仅接受高中教育的潜在收入是 4000 元，那么，上大学对其收入的
·48·



























学的“可信性革命”，代表人物主要包括斯坦福大学的 Imbens、麻省理工学院的 Angrist和 Aba-
die等人，他们通常被称为计量经济学的“实验学派”。










对随机化实验，后两种机制适用于观测研究 (observational studies)。① 在随机化实验中，每个


















是独立的，③它的基本含义就是在控制了观测变量 X，或在观测变量 X 某给定取值下，原因变
量 D的取值可以看成是随机化分配的。在这种情况下，因果效应的估计比较简单，类似于随
机化实验下的估计，可以利用匹配方法或回归方法得到可信的因果效应估计，具体方法可以参
见 Angrist和 Pischke (2009)。
对于第三种机制，分配机制部分依赖于潜在结果，这种情况下没有统一的处理方法，但对
于一些特殊的机制，目前学界已经有比较深刻的理解，比如工具变量法 (Instrumental Varia-
bles，简记为 IV)、倍差法(difference－in－difference，简记为 DID)、断点回归法 (Ｒegression Dis-
continuity Design，简记为 ＲDD)。所有这些方法的共同特点都是利用“自然实验”或“准实验”
来模拟随机化实验，以得到更为可信的因果效应估计。比如我国经济学界比较熟悉的工具变
量法，它的基本要求是找到一个外生的工具 Z，这一工具与我们关心的原因变量 D 相关，但独
立于潜在结果，④Z仅通过原因变量 D这一唯一途径影响结果 Y。或者说，要求工具变量 Z 满
足非混杂性，即以观测变量 X 为条件，工具变量 Z 与潜在结果 (Y(0) ，Y(1) )是独立的
(Y(0) ，Y(1)╨ Z | X)。工具变量类似于一种随机分配机制，工具变量 Z与潜在结果(Y(0) ，
Y(1) )之间的关系类似于一种随机化实验。工具变量 Z 的变动会改变个体的状态 D，如果 D
和 Z都是二元变量，我们可将考察的群体分成四类:总是参与者 (always takers)、从不参与者




量(X)⑦的取值是否高于某一特定的阀值(c)的情形，D = 1(X≥ c) ，其中 1(·)为示性函数，
条件为真取 1，为假取 0。如果个体不能够精确的操纵分配变量 X，那么在临界点(c)附近，就
近似于一种随机化实验，即在临界点附近，两种状态下(D = 1和 D = 0)的个体在观测和未观
·68·








计量经济学中也称为条件独立性(conditional independence) ，即 Pr(D= 1 | X，Y(0) ，Y(1) )= Pr(D= 1 |
X)。
倾向指数是个体接受干预的概率，定义为 ei ≡ Pr(D = 1 | Xi)。
这是非混杂性的另一种表述方式，可记为，Y(0) ，Y(1)╨ D | X，表示以 X 为条件下，潜在结果
(Y(0) ，Y(1) )与原因变量 D是独立的。
计量经济学教科书里，通常要求 Z与拢动项 u不相关。
关于潜在结果框架下工具变量的解释参见 Angrist等 (1996) ，Angrist和 Pischke (2009)。在单调性
(Di(1)≥ Di(0) )假设下，即工具变动对所有人的影响方向是一致的，将不存在叛逆者。
利用潜在结果框架，Angrist等(1996)扩展了传统计量经济学中工具变量法的内含。















































































美国一般是要求孩子 9月份入学时要在当年 12月 31日前达到 6岁，这样，出生季度比较大的入学时

























Angrist，J．，Imbens，W． and Ｒubin D．，1996，Identification of Causal Effects Using Instrumental Variables，Journal
of the American Statistical Association 91(434) ，444－455．
Angrist，J． and Krueger，A．，1991，Does Compulsory School Attendance Affect Schooling and Earnings?Quarterly
Journal of Economics 106(4) ，976－1014．
Angrist，J． and Pischke，J．，2009，Mostly Harmless Econometrics:An Empiricists' Companion，Princeton University
Press．
Angrist，J． and Pischke，J．，2010，The Credibility Ｒevolution in Empirical Economics:How Better Ｒesearch Design
Is Taking the Con out of Econometrics，Journal of Economic Perspectives 24(2) ，3－30．
Duflo，E．，Glennerster，Ｒ． and Kremer，M．，2007，Using Ｒandomization in Development Economics Ｒesearch:A
Toolkit，in Handbook of Development Economics，T． P． Schultz and J． Strauss，Editors． North－Holland:Amster-
dam，3895－3962．
Fisher，Ｒ． A．，1935，Design of Experiments，Oliver ＆ Boyd．
Haavelmo，T．，1943，The Statistical Implications of a System of Simultaneous Equations，Econometrica11(1) ，1－12．
Henry，D．，1980，Econometrics—Alchemy or Science?Economica 47(288) ，387－406．
·98·
经济资料译丛 2017年第 2期
Holland，P．，1986，Statistics and Causal Inference，Journal of the American Statistical Association 81(396) ，945－
960．
Imbens，W． and Wooldridge，J．，2009，Ｒecent Developments in the Econometrics of Program Evaluation，Journal of
Economic Literature 47(1) ，5－86．
LaLonde，J．，1986，Evaluating the Econometric Evaluations of Training Programs with Experimental Data，American
Economic Ｒeview 76(4) ，604－620．
Leamer，E．，1983，Let's Take the Con Out of Econometrics，American Economic Ｒeview 75(3) ，31－43．
Lee，D． and Lemieux，T．，2010，Ｒegression Discontinuity Designs in Economics，Journal of Economic Literature 48
(2) ，281－355．
Neyman，J．，1990，On the Application of Probability Theory to Agricultural Experiments． Essay on Principles，Ｒoc-
zniki Nauk Ｒolniczych Tom X，1923［in Polish］:translated in Statistical Science 5，465－480．
Ｒosenbaum，Ｒ．，2002，Observational Studies (2nd ed．) ，Springer－Verlag．
Ｒosenbaum，Ｒ． and Ｒubin，D．，1983，The Central Ｒole of the Propensity Score in Observational Studies for Causal
Effects，Biometrika 70(1) ，41－55．
Ｒoy，A．，1951，Some Thoughts on the Distribution of Earnings，Oxford Economic Papers 3，135－146．
Ｒubin，D．，1974，Estimating Causal Effects of Treatments in Ｒandomized and Nonrandomized Studies，Journal of Ed-
ucational Psychology 66(5) ，688－701．
Ｒubin，D．，2005，Causal Inference Using Potential Outcomes:Design，Modeling，Decisions，Journal of the American
Statistical Association 100(469) ，322－331．
Ｒubin，D．，2008，For Objective Causal Inference，Design Trumps Analysis，The Annals of Applied Statistics 2(3) ，
808－840．








Journal of Translation from Foreign Literature of Economics
