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Abstract— The Robotarium, a remotely accessible swarm-
robotics testbed, has provided free, open access to robotics
and controls research for hundreds of users in thousands of
experiments. This high level of usage requires autonomy in the
system, which mainly corresponds to constraint satisfaction in
the context of users’ submissions. In other words, in case that
the users’ inputs to the robots may lead to collisions, these
inputs must be altered to avoid these collisions automatically.
However, these alterations must be minimal so as to preserve the
users’ objective in the experiment. Toward this end, the system
has utilized barrier functions, which admit a minimally invasive
controller-synthesis procedure. However, barrier functions are
yet to be robustified with respect to unmodeled disturbances
(e.g., wheel slip or packet loss) in a manner conducive to real-
time synthesis. As such, this paper formulates robust barrier
functions for a general class of disturbed control-affine systems
that, in turn, is key for the Robotarium to operate fully
autonomously (i.e., without human supervision). Experimental
results showcase the effectiveness of this robust formulation in
a long-term experiment in the Robotarium.
I. INTRODUCTION
The Robotarium, a remotely accessible swarm-robotics
testbed, located at the Georgia Institute of Technology,
provides free, open access to a large number of differential-
drive robots [1], alleviating the cost, in terms of both time
and money, of starting a robotics testbed. To date, hundreds
of people have utilized the Robotarium for over thousands
of experiments. In turn, this high level of usage necessarily
requires the automatic and continuous execution of these
experiments, as manually executing this large number of
experiments is infeasible.
For the system to be autonomous, it must be endowed
with the capabilities to enforce constraints in the context
of users’ submissions. For example, the robots must avoid
inter-robot collisions. However, since the primary goal of the
Robotarium is to enable controls research for a wide class of
users, which may include nontraditional controls researchers
(e.g., biologists), these constraints must be enforced in a
manner that guarantees safety but also minimally interferes
with users’ experiments.
Toward this end, the Robotarium has extensively utilized
barrier functions, as they are amenable to controller synthesis
[2], [3], [4], [5], [6], [7], [8]. In particular, they do not encode
objectives, such as may be the case for Lyapunov or potential
functions (e.g., [9]), which results in a minimally invasive
formulation. Formally, barrier functions satisfy constraints
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by guaranteeing forward invariance of a particular set that
represents the constraint (e.g., the robots must always remain
in the testbed).
The Robotarium has successfully executed thousands of
experiments while using barrier functions to enforce con-
straints [1]; however, uncertainty stemming from unmodeled
behavior, such as packet loss or wheel slip, poses a con-
tinuing issue by preventing fully autonomous operation (i.e.,
with no human supervision). For example, in its current state,
a human operator must manually flag an experiment for re-
execution if collisions occur. As such, the Robotarium has a
need for a formulation of barrier functions that can account
for disturbances in an efficient manner.
Prior work on barrier functions has mainly addressed
smooth barrier functions, formulating the associated forward-
invariance results with respect to continuous dynamical sys-
tems. Moreover, some work has focused on robust barrier
functions for uncertain systems [10], [11]. However, as
formulated in these works, accounting for the disturbance
in real-time controller synthesis involves solving a nonlinear
optimization program, making the approach too costly for
the Robotarium, which must quickly synthesize controllers
for large groups of robots (e.g., at 60 Hz for 40 robots). Since
disturbed control systems may be represented by differential
inclusions, the publications [7], [8], which utilize differential
inclusions to develop a class of nonsmooth barrier functions,
relate to this work on a theoretical level. However, these
results (e.g., [7]) have not been specialized for disturbed
systems.
As such, this work extends barrier functions to disturbed
control systems, resulting in robust Control Barrier Func-
tions (CBFs). To do so, this work utilizes some results
from [7] by reformulating them in the context of disturbed
control systems. Specifically, this work addresses a particular
class of disturbed control affine systems for which general
disturbances may be addressed with linear computational
complexity. Additionally, we show that this class of robust
barrier functions admits a controller-synthesis procedure via
Quadratic Program (QP), ensuring that it can be run in real
time, even on resource-limited systems. Subsequently, this
work specifically examines the case in which the control
system is a nonlinear differential-drive robot, for usage in the
Robotarium, and specializes the robust CBF framework to
this context. This paper also presents a long-term experiment
that demonstrates the increased autonomy afforded by the
robust formulation.
The paper is organized as follows. Section II introduces the
necessary background material and notation for the paper. In
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Section III, we model the disturbances as the convex hull of
a finite set of points and derive sufficient conditions for the
robustness of the forward invariance property with respect
to the disturbed control system. Furthermore, Section IV
provides some controller-synthesis results with respect to
disturbed control systems. Lastly, in Sections V and VI, we
formulate the controller-synthesis procedure for differential-
drive robots and apply the proposed method to the Robotar-
ium in a long-term experiment. Section VII concludes the
paper.
II. BACKGROUND MATERIAL
The main contribution of this work pertains to Control
Barrier Functions (CBFs) in the context of uncertain systems.
As such, the theory of CBFs and differential inclusions is
introduced as the main tools to address this problem.
A. Notation
The notation R≥a represents the set of nonnegative real
numbers greater or equal to a. The expression B(x′, δ)
denotes an open ball of radius δ centered on a point x′ ∈
Rn. The operation co represents the convex hull of a set.
A function α : R → R is extended class-K if α is
continuous, strictly increasing, and α(0) = 0. A function
β : R≥0 × R≥0 → R≥0 is class-KL if it is class-K in its
first argument and, for each fixed r, β(r, ·) is continuous,
strictly decreasing, and lims→∞ β(r, s) = 0.
B. Control Barrier Functions
Control Barrier Functions (CBFs) are formulated with
respect to control systems [2], [3], [12], and this work
considers control-affine systems
x˙(t) = f(x(t)) + g(x(t))u(x(t)), x(0) = x0, (1)
where f : Rn → Rn, g : Rn → Rn×m, and u : Rn →
Rm are continuous. These types of systems capture most
robotic systems (e.g., differential-drive robots, quadrotors,
autonomous vehicles) and remain amenable to controller
synthesis, which is demonstrated later. A set C is called
forward invariant with respect to (1) if given a solution
(potentially nonunique) to (1) x : [0, t1]→ Rn
x0 ∈ C =⇒ x(t) ∈ C,∀t ∈ [0, t1].
Barrier functions ensure forward invariance of a particular
set that typically represents a constraint in a robotic system,
such as collision avoidance or connectivity maintenance.
Specifically, a barrier function is a continuously differen-
tiable function h : Rn → R (sometimes referred to as a
candidate barrier function), and the so-called safe set C ⊂ Rn
is defined as the super-zero level set to h
C = {x′ ∈ R : h(x′) ≥ 0}.
Now, the goal becomes to ensure the forward set invariance
of C, which can be done equivalently by guaranteeing
positivity of h along trajectories.
Positivity can be shown if there exists a locally Lipschitz
extended class-K function α : R → R and a continuous
function u : Rn → Rm such that
∇h(x′)>(f(x′)+g(x′)u(x′)) ≥ −α(h(x′)),∀x′ ∈ Rn. (2)
Then, h is called a valid CBF for (1) [12]. Note that (2)
does not explicitly account for any uncertainty in the system.
As such, real-world disturbances (e.g., packet loss or wheel
slip) can cause the system to violate the constraint. Toward
resolving this issue, the next section formulates an analogous
result in the context of uncertain control systems.
C. Differential Inclusions
Differential inclusions are a generalization of differential
equations that have been used to represent a variety of
problems including perturbed Ordinary Differential Equa-
tions (ODEs) as in (1) and discontinuous dynamical systems
[7]. Uncertain or disturbed systems, in the context of this
paper, fall into a particular class of differential inclusions. As
such, this section presents the high-level theory of differential
inclusions, and later sections formulate the disturbed system
that this work considers.
In general, differential inclusions are formulated as
x˙(t) ∈ F (x(t)), x(0) = x0, (3)
where F : Rn → 2Rn is an upper semi-continuous set-valued
map that takes nonempty, convex, and compact values. A
set-valued map is called upper semi-continuous if for every
 > 0, x′ ∈ Rn there exists δ > 0 such that
F (y) ⊂ F (x′) +B(0, ),∀y ∈ B(x′, δ).
Note that the term F (·) +B(0, ) is meant to be taken as a
set-valued addition. That is,
F (·) +B(0, ) = {v + e : v ∈ F (·), ‖e‖ ≤ }.
Under the given assumptions for F in (3), existence of
a particular type of solution, a Carathe´odory solution, may
be guaranteed [13]. A Carathe´odory solution to (3) is an
absolutely continuous trajectory x : [0, t1] → Rn such that
x˙(t) ∈ F (x(t)) almost everywhere on [0, t1] and x(0) = x0.
In this case, uniqueness can by no means be guaranteed. For
a more comprehensive survey of differential inclusions, see
[14].
Forward invariance in the context of differential inclusions
typically admits two standard definitions, stemming from the
nonuniqueness of solutions [14]. Weak invariance insists that,
given an initial condition in C, at least one solution remains
in the set for all time. Strong invariance requests that, given
an initial condition in C, all solutions stay in the set for all
time. This paper provides results for strong invariance and
simply refers to this quality as invariance.
D. Barrier Functions for Differential Inclusions
The work in [7] generalizes the result in (2) to nonsmooth
barrier functions and differential inclusions. However, in the
case that the barrier function is smooth, the same result
applies to a system described by a differential inclusion.
As such, this result becomes useful for this work, and it is
subsequently stated in a form that has been modified to fit the
terminology of this work. In the next section, we specialize
this result for the purpose of robust control and apply it to
validate CBFs for disturbed control systems. Note that the
results here are originally phrased for uncontrolled systems
in [7]; however, for brevity, we still refer to barrier functions
as CBFs, as the same results hold by considering the closed-
loop system.
Definition 1. [7, Definition 4] A locally Lipschitz function
h : Rn → R is a valid Control Barrier Function (CBF) for
(3) if and only if x0 ∈ C implies that there exists a class-KL
function β : R≥0 × R≥0 → R≥0 such that
h(x(t)) ≥ β(h(x0), t),∀t ∈ [0, t1],
for every Carathe´odory solution x : [0, t1] → Rn starting
from x0.
Theorem 1. [7, Theorem 1] Let h : Rn → R be a
continuously differentiable function. If there exists a locally
Lipschitz extended class-K function α : R→ R such that
min∇h(x′)>F (x′) ≥ −α(h(x′)),∀x′ ∈ Rn,
then h is a valid CBF for (3).
Remark 1. In [7], the gradient ∇h is replaced with the
Clarke generalized gradient ∂ch : Rn → 2Rn (see [15])
and h is only assumed to be locally Lipschitz continuous.
However, in the case that h is continuously differentiable,
these two objects are equivalent. Hence, Theorem 1 is
equivalent to [7, Theorem 1] in the context of this work.
III. BARRIER FUNCTIONS FOR DISTURBED DYNAMICAL
SYSTEMS
This section discusses a formulation of CBFs that can
account for a large class of disturbances in an efficient
manner. In particular, this section contains an extension of
Theorem 1 to disturbed control-affine systems. Then, a class
of systems with disturbances described by convex sets is
presented along with efficient methods for validating the
associated CBFs.
In this paper, we will focus on disturbed control-affine sys-
tems that can be modelled through the following differential
inclusion
x˙(t) ∈ f(x(t))+g(x(t))u(x(t))+D(x(t)), x(0) = x0, (4)
where D : Rn → 2Rn (the disturbance) is an upper semi-
continuous set-valued map that takes nonempty, convex, and
compact values; and f , g, u are as in (1). The assumption on
the convexity of D may be seen as restrictive, but we later
show that this assumption is actually highly nonrestrictive.
Following from Theorem 1, we can state a corollary that
specifically targets (4).
Corollary 1.1. Let h : Rn → R be a continuously
differentiable function. If there exists a continuous function
u : Rn → Rm and a locally Lipschitz extended class-K
function α : R→ R such that
min∇h(x′)>(f(x′) + g(x′)u(x′) +D(x′)) ≥
− α(h(x′)),∀x′ ∈ Rn,
then h is a valid CBF for (4).
By using the corollary above, the main contribution of
this paper utilizes the properties of convex hulls to generate
a control law robust to set-valued disturbances (i.e., as in
(4)). Specifically, we assume that a convex hull of p > 0
continuous functions ψi : Rn → Rn, i ∈ {1, . . . , p} captures
the disturbance. That is,
D(x′) = co Ψ(x′) = co{ψ1(x′) . . . ψp(x′)},∀x′ ∈ Rn. (5)
In this case, the differential inclusion in (4) can be re-
written as
x˙(t) ∈ f(x(t)) + g(x(t))u(x(t)) + co Ψ(x(t)), (6)
and the first main result of this paper pertains to validating
CBFs with respect to (6).
Lemma 1. Let ψi : Rn → Rn, i ∈ {1, . . . , p} be a set of
p > 0 continuous functions. Then, D : Rn → 2Rn defined as
D(x′) = co Ψ(x′) = co{ψi(x′) : i ∈ {1, . . . , p}},∀x′ ∈ Rn
is an upper semi-continuous set-valued map that takes com-
pact, nonempty, and convex values.
Proof. Let x′ ∈ Rn. Then, by definition, D(x′) is convex
and nonempty, since p > 0. Moreover, D(x′) is compact,
since it is the convex hull of a finite number of points.
Now, it remains to show upper semi-continuity. Let  > 0.
Because each ψi is continuous, there exists corresponding
δi > 0 such that
‖ψi(y)− ψi(x′)‖ ≤ , ∀y ∈ B(x′, δi),
meaning that
ψi(y) ∈ ψi(x′) +B(0, ),∀y ∈ B(x′, δi).
Set
δ = min
i
δi,
which satisfies δ > 0, because p is finite.
Since
D(·) = co{ψi(·) : i ∈ {1, . . . , p}},
it now suffices to show that
Ψ(y) ⊂ Ψ(x′) +B(), ),∀y ∈ B(x′, δ).
Let i ∈ {1, . . . , p} and consider ψi(y). By choice of δ,
ψi(y) ∈ ψi(x′) +B(0, ),
as such
ψi(y) ∈ Ψ(x′) +B(0, ).
Accordingly, D is upper semi-continuous.
Theorem 2. Let h : Rn → R be a continuously differentiable
function. Let ψi : Rn → Rn, i ∈ {1, . . . , p} be a set of p > 0
continuous functions, and define the disturbance D : Rn →
2R
n
as
D(x′) = co Ψ(x′) = co{ψ1(x′) . . . ψp(x′)},∀x′ ∈ Rn.
If there exists a continuous function u : Rn → Rm and a
locally Lipschitz extended class-K function α : R→ R such
that
∇h(x′)>(f(x′) + g(x′)u(x′)) ≥
− α(h(x′))−min∇h(x′)>Ψ(x′),∀x′ ∈ Rn, (7)
then h is a valid CBF for (4).
Proof. We begin by substituting the definition of D(x′) from
(5) into the result from Corollary 1.1. In particular, it must
be shown that
min∇h(x′)>(f(x′) + g(x′)u(x′) + co Ψ(x′)) ≥
− α(h(x′)),∀x′ ∈ Rn.
By Lemma 1, co Ψ is an upper semi-continuous set-valued
map that takes nonempty, convex, and compact values, so
the results of Corollary 1.1 may be applied.
Note that, for any x′ ∈ Rn, the condition above is
equivalent to
∇h(x′)>(f(x′) + g(x′)u(x′)) ≥
− α(h(x′))−min∇h(x′)> co Ψ(x′). (8)
We can then take advantage of the properties of the convex
hull (see [7, Lemma 3]) through the following equality
min∇h(x′)>coΨ(x′) = min∇h(x′)>Ψ(x′). (9)
Thus, by substituting (9) into (8), we obtain (7).
Remark 2. Note that the function
x′ 7→ min∇h(x′)> co Ψ(x′) = min
i={1,...,p}
∇h(x′)>ψi(x′)
is continuous, since it is a minimum of continuous functions.
An interesting aspect of Theorem III is that only the
extreme points of co Ψ(·) must be evaluated (i.e., each
ψi(·)). This evaluation remains equivalent to checking every
disturbance in co Ψ(·). Thus, infinitely many disturbances are
addressed by checking a finite number of points. As such,
Theorem III can be directly used for synthesizing controllers
robust to disturbance, because the computational cost of
min∇h(x′)>Ψ(x′) is linear with respect to the size of the
set Ψ(x′).
Notably, in Theorem III, it may not be the case that:
0n ∈ D(x′),∀x′ ∈ Rn, (10)
and therefore undisturbed trajectories may be unmodeled.
However, if (10) holds, then the undisturbed solutions that
start within C also remain within C. Additionally, Theorem III
readily generalizes to the case where D is the union of the
convex hulls of a finite number of function-valued points, as
shown by the following proposition.
Proposition 1. Define
D(x′) =
q⋃
i=1
co(Ψi(x
′)),∀x′ ∈ Rn
such that
Ψi(x
′) = {ψi1(x′), . . . , ψipi(x′)},∀i ∈ {1, . . . , q},
where each ψij(·) is continuous. Let h : Rn → R be a con-
tinuously differentiable function. If there exists a continuous
function u : Rn → Rm and a locally Lipschitz extended
class-K function α : R→ R such that
∇h(x′)>(f(x′) + g(x′)u(x′)) ≥
− α(h(x′))−min∇h(x′)>Ψi(x′),∀i ∈ {1, . . . , q},
then h is a valid CBF for (6).
Proof. This proposition is directly obtained by applying
Theorem III q times. Given that inequality (7) holds for
each Di(x′) = co Ψi(x′) then it follows that it holds for
D(x′) =
q⋃
i=1
Di(x
′), since
min(
q⋃
i=1
Yi) = min({min(Y1), . . . ,min(Yq)}),
where each Yi is a compact set containing an arbitrary
number of scalar values.
Remark 3. The line of reasoning in the proof above illus-
trates the fact that h is a valid CBF for
D(x′) =
q⋃
i=1
co Ψi(x
′),∀x′ ∈ Rn
if and only if it is also valid for
D(x′) = co
q⋃
i=1
Ψi(x
′),∀x′ ∈ Rn
The nonconvexity of D, as given in Proposition 1, may
appear to pose a problem, as the sufficient conditions for the
existence of solutions to a differential inclusion requires that
the set-valued map takes convex values (see (3)). However,
as noted by Remark 3, D may be equivalently defined as
D(x′) = co
q⋃
i=1
Ψi(x
′),∀x′ ∈ Rn,
which is indeed convex.
Describing disturbances as a finite union of convex sets
encodes a very wide class of disturbances. However, Re-
mark 3 implies that considering this nonconvex disturbance
is actually completely equivalent to considering the convex
hull of the disturbance. As such, this result indicates that uti-
lizing convex hulls to approximate a disturbance equivalently
addresses a wide class of nonconvex disturbances.
The simplicity of the condition presented in Theorem III
allows for the synthesis of a controller that satisfies (7) for
a given system in real time, since only a finite number of
points need to be evaluated. In the next section, we present a
QP for the purposes of controller synthesis, which we apply
to the Robotarium as presented in Section V.
IV. CONTROLLER SYNTHESIS VIA QUADRATIC
PROGRAM
Many of the Robotarium’s users do not incorporate colli-
sion avoidance into their algorithms (e.g. [16], [17]). This
may be due to lack of knowledge, since access to the
Robotarium is not restricted to roboticists and controls re-
searchers, and/or the fact that many of these algorithms are
designed for higher level objectives. To mitigate this issue,
we minimally alter the robots’ control inputs so as to avoid
collisions through the application of the framework presented
below. The choice of using CBFs instead of its alternatives
(e.g. potential functions, Lyapunov functions) stems from the
fact that CBFs do not encode any underlying assumptions
about the user’s objective, making them the ideal choice
for this application. Moreover, since differential-drive robots
are susceptible to issues such as wheel slip and network
latency, by incorporating noise into the CBFs, we render
this framework robust to these various risks of collision. In
this section, we will introduce the QP used to synthesize
the minimally invasive controller with respect to a nominal
input.
The dynamics of the robots are modeled as follows,
x˙(t) ∈ f(x(t)) + g(x(t))(u(x(t)) + co Ψ),
where Ψ = {ψ1, . . . , ψp} ⊂ Rn, for some p > 0.
Note that the disturbance appears in the control input.
Referring to (4), we can re-write the latter as
x˙(t) ∈ f(x(t)) + g(x(t))u(x(t)) +D(x(t)),
where D(x(t)) = co g(x(t))Ψ, via properties of the convex
hull operation in multiplication. Note that each function x′ 7→
g(x′)ψi is a continuous function, because g is assumed to
be continuous and Ψ is a collection of constant vectors. The
reason that we choose to model the disturbance as such is
because various issues (e.g., wheel slip) can be modelled as
offsets to the input motor velocities.
Proposition 2. Let h : Rn → R be a continuously
differentiable function, and let ψi ∈ Rn, i ∈ {1, . . . , p} be a
set of p > 0 constant vectors. Define
D(x′) = co g(x′)Ψ = co g(x′){ψi : i ∈ {1, . . . , p}},
for all x′ ∈ Rn. If u∗ : Rn → Rm defined as
u∗(x′) = arg min
u∈Rm
‖unom(x′)− u‖2
s.t. ∇h(x′)>(f(x′) + g(x′)u(x′)) ≥ −α(h(x′))
−min∇h(x′)>g(x′)Ψ(x′)
is continuous, then h is valid CBF for (4).
Note that since each x′ 7→ g(x′)ψi(x′) and ∇h are contin-
uous, so is x′ 7→ min∇h(x′)>g(x′)Ψ(x′) (see Remark 2).
Proposition 2 assumes continuity of u∗; however, under
continuity of x′ 7→ min∇h(x′)>g(x′)Ψ, certain constraint-
qualification assumptions lead to continuity of u∗. As such,
continuity of u∗ may be guaranteed under one of these
conditions (e.g., see [18]). Assuming we are given a nominal
Fig. 1: A picture of the GRITSbot, the differential-drive robot
used by the Robotarium.
control unom and a CBF h for (11), this QP has the objective
of minimally changing unom such that h is a valid CBF for
(11). In terms of application, we assume that the QP above
is solved at each point in time t ∈ [0, t1].
The QP contained in Proposition 2 is strongly convex.
As such, most solvers admit a polynomial-time solution
in the number of decision variables (i.e., control inputs)
O(m3). Accounting for the disturbances only requires the
computation of min∇h(·)>g(·)Ψ(·), which is linear in the
number of function from which Ψ is composed and has a
runtime of O(p). Thus, the overall runtime of the synthesis
procedure in Proposition 2 is O(m3 + p).
V. ROBUST COLLISION AVOIDANCE FOR THE
ROBOTARIUM
In this section, we specialize the robust CBFs detailed
in Section III and the controller-synthesis framework in
Section IV for differential-drive robots for use in the Rob-
otarium. Specifically, the controller-synthesis procedure is
formulated with respect to collision-avoidance CBFs. For the
sake of clarity, we omit the explicit dependence on time for
brevity.
Consider N differential-drive robots, where each robot has
state xi ∈ R3 composed of its global position in the plane
and heading
xi :=
[
xi,1 xi,2 θi
]>
. (11)
Each robot has dynamics
x˙i ∈
cos θi 0sin θi 0
0 1
G(ui(xi) + co Ψ),
where
Ψ = {
[
ψ
ψ
]
,
[
ψ
−ψ
]
,
[−ψ
ψ
]
,
[−ψ
−ψ
]
}, ψ ∈ R+.
The matrix G is given by
G =
[
r/2 r/2
−r/lb r/lb
]
,
Fig. 2: Diagram of the GRITSbot. The symbol lb denotes the
base length, r the wheel radius, lp the projection distance, δ
the diameter of the GRITSbot, and p the center of the robot.
Note that lp projects the wheel-axle’s center-line, denoted by
the red-line, to the center-line of the robot.
where r and lb are the wheel radius and the robot’s base
length respectively, and the differential-drive input is given
by
ui =
[
ωRi , ω
L
i
]>
,
where ωRi and ω
L
i are the right and left wheels’ angular
velocities, respectively. This geometric model, illustrated in
Figure 2, is representative of the control methodology of
the Robotarium’s robots shown in Figure 1, for which the
control inputs are velocity commands to the DC motors of
the robot. As such, this formulation allows one to account
for the actuation limits during controller synthesis.
The Robotarium’s differential-drive robots’ wheels are lo-
cated toward the back of the robot. To permit the formulation
of a collision-avoidance constraint from the centroid of the
robot, we introduce the following output of the state. This
technique considers a point at a distance lp ≥ 0 ahead of
the robot and orthogonal to the wheel axis. In deployment,
this parameter is chosen to lie on the centroid of the robot
as shown in Figure 2.
In particular, define the output (i.e., the point ahead of the
robot) pi : R3 → R2 as
pi(xi) =
[
xi1
xi2
]
+ lp
[
cos θi
sin θi
]
.
Differentiating pi along the differential-drive dynamics yields
that
p˙i(xi) = gi(xi)ui(xi),
where
gi(xi) = Ri(θi)LG, Ri(θi) =
[
cos θi − sin θi
sin θi cos θi
]
and
L =
[
1 0
0 lp
]
.
Note that both Ri(·) and L are always invertible, so choosing
pi in this manner yields an invertible mapping between p˙i
and ui. For later convenience, define the ensemble variables
u =
[
u>1 . . . u
>
N
]>
, x =
[
x>1 . . . x
>
N
]>
p =
[
p>1 . . . p
>
N
]>
Using the fact that lp is chosen so that pi is at the centroid
of each robot, the following CBF encodes a collision-
avoidance constraint between robots i and j
hij(p(x)) = ‖pi(xi)− pj(xj)‖2 − δ2, (12)
where δ > 0 denotes the diameter of the robot (see Figure 2).
Note that
∇pihij(p(x)) = (pi(xi)− pj(xi)) = −∇pjhij(p(x)).
‘ The CBF in (12) models each robot as a circle of diameter
δ. Again, note that the center of each robot’s wheel axle is
shifted from the center of the circle. Conveniently, this issue
can be easily mitigated by setting the look-ahead distance lp
to map the point pi to the center of the robot.
The barrier certificate that needs to be satisfied for each
pair (i, j) of robots is obtained via Proposition 2
∇pihij(p(x))>gi(x)ui +∇pjhij(p(x))>gj(x)uj ≥ (13)
− γhij(x)3
−min (∇pihij(p(x))>gi(x) +∇pjhij(p(x))>gj(x))Ψ,
where hij(x) 7→ γhij(x)3 is the extended class-K function,
for some γ > 0.
Now, it remains to formulate (13) as in a form conducive
to an optimization program (i.e., as an inequality constraint).
It is then convenient to define a matrix-valued function A and
a vector-valued function b so that the constraint can take the
ensemble form A(x)u ≥ b(x). We do so by defining the
following row-vector A(i,j)(x) and scalar b(i,j)(x) for each
pair (i, j) of robots
A(i,j)(x) =
[
a
(i,j)
1 . . . a
(i,j)
N
]
b(i,j)(x) = −γh3ij(x)
−min (∇pihij(p(x))>gi(x) +∇pjhij(p(x))>gj(x))Ψ
where a(i,j)k ∈ R1×2 is defined w.r.t. each A(i,j)(x) as
a
(i,j)
k =

∇pihij(p(x))>gi(x), if k = i
∇pjhij(p(x))>gj(x), if k = j
0, o.w.
Note that this process is repeated ∀i ∈ {1, . . . , N − 1} and
∀j ∈ {i + 1, . . . , N} to account for all possible pairwise-
collisions, and the A and b matrices are then obtained
by vertically stacking all the generated A(i,j) and b(i,j),
respectively. At last, by using all the variables introduced so
far, we can formulate a similar QP to the one in Proposition 2
Fig. 3: In the Robotarium, a group of 22 GRITSbots complete an iteration of the repeated experiment detailed in Section VI.
The robots are initially arranged on a circle (left) and attempt to traverse to the opposite side (right). The Robotarium utilizes
the robust-CBF-based controller synthesis (see (14)) to prevent collisions (middle) and ensure that each robot reaches the
opposite side of the circle (right).
as
u∗ = argmin.
u∈Rm
||LcGc(unom(x)− u)||2 (14)
s.t. ‖u‖∞ ≤ umax
A(x)u ≥ b(x),
where
Gc = IN ⊗G, Lc = IN ⊗ L,
where ⊗ denotes the Kronecker product. This formulation
ensures that the barrier functions minimally alter unom to
render the input safe while taking actuation limits into
account. The matrix Gc is introduced to transform the
differential-drive inputs to linear and angular velocities, and
Lc is a weighting matrix that alleviates dead-lock situations
by encouraging alterations in the angular velocities rather
than the linear velocities. To account for actuator limits,
(14) includes the constraint ‖u‖ ≤ umax, which does not
change results of Proposition 2. In the next section, we
present extensive experimentation demonstrating how the
robust CBF formulation decreases the number of collisions
during autonomous operation of the Robotarium.
VI. EXPERIMENTS
To highlight the fact that the work in this paper is a
milestone toward achieving autonomy in the Robotarium,
we present the results yielded by extended experimentation.
This scenario showcases how the robust CBF formulation
drastically decreases the frequency of collisions at almost
no additional computational cost.
The setup is as follows. The experiment utilizes 22
GRITSbots, and their parameterisation is shown in Table I.
In the case of the non-robust CBF experiment, ψ is simply
changed to 0. We run an experiment repeatedly for a given
period of time using the non-robust CBF formulation to serve
as a base case. Then, the same experiment is run repeatedly
using the robust CBF formulation, and we compare the
frequency of collisions in both experiments. The initialization
of the experiment involves driving the 22 GRITSbots to a
circular formation as shown in Figure 3. Upon the termina-
tion of the initialization, each robot is commanded to drive
to the opposite end of the circle relative to their current
position through the use of a proportional controller. Note
lp (m) lb (m) r (m) δ (m) γ umax (rad/s) ψ (rad/s)
0.03 0.105 0.016 0.12 150 25 5
TABLE I: Values of the relevant GRITSbot’s and experi-
ments’ parameters.
Robust CBF Non-Robust CBF
Avg. WCT (ms) 4.473 4.048
Var. of WCTs (ms2) 5.793 3.435
Avg. Freq. (Hz) 222 247
Time Violated (s) 0 138
TABLE II: Comparison of the Wall-Clock Times (WCTs) for
solving the Quadratic Programs with and without the robust
CBF formulation. The last entry is the duration during which
the constraint was violated for each experiment.
that this procedure results in all the robots’ paths crossing
at the center of the circle as highlighted in Figure 3. This
experiment is then run repeatedly for an extended period for
each of the two formulations.
The metrics upon which we compare the performance of
the non-robust and robust CBF formulations is the frequency
of collisions occurring in each experiment and the wall-
clock times associated with solving each formulation’s QP.
Specifically, we record the minimum hij value at each time
step and check if it is negative (i.e. an occurrence of a
collision). The plot of the minimum value of hij over time is
shown in Figure 4. It is clear by inspection that 0 collisions
occur during the robust CBF formulation. On the other hand,
Figure 4 displays the result of the non-robust formulation
where the minimum value of hij frequently drops below 0.
This violation mainly occurs when the robots are clustered
near the center of the circle.
Focusing on the run time, solving the robust CBF QP
averaged a wall-clock time of 4.5 ms, translating to a
frequency of approximately 220 Hz, resulting in only a
25 Hz decrease compared to solving the non-robust CBF QP.
The reason the frequency decreases slightly is that the only
computation added is a min operation over p values, which
is linear with respect to p (O(p)), where p is the number
of points forming the convex hull of the disturbance. The
comparison of the wall-clock times of both experiments is
shown in Table II.
Fig. 4: Plots of min(hij(t)) over time for the experiments with and without the robust CBF formulation (left and right,
respectively). At each point in time, if the value min(hij(t)) is below the dashed line (i.e. value is negative) then the
collision-avoidance constraint is violated. The robust CBF formulation (left) encounters 0 collisions whereas the non-robust
CBF formulation (right) periodically encounters collisions as shown in Table II.
This experiment demonstrates how the robust CBF formu-
lation drastically reduces the number of collisions during the
Robotarium’s operation, which in turn aids in the process of
fully automating the Robotarium. For example, in its current
state, a human operator must manually flag an experiment for
re-execution if a collision occurs. The robust CBFs decrease
the need for this human operator and increase the throughput
of successful experiments via the reduction of collisions.
VII. CONCLUSION
This paper extended barrier functions to control systems
with an additive disturbance, resulting in robust control
barrier functions. Moreover, this work showed that checking
a finite number of points actually accounts for a wide class of
disturbances. As such, these robust control barrier functions
remain amenable to controller synthesis via quadratic pro-
gramming. Experimental results showcased the efficacy of
the approach in a long-term experiment in the Robotarium.
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