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Abstract
In this work, we propose a residual-based a posteriori error estimator for al-
gebraic flux-corrected (AFC) schemes for stationary convection-diffusion equa-
tions. A global upper bound is derived for the error in the energy norm for
a general choice of the limiter which defines the nonlinear stabilization term.
In the diffusion-dominated regime, the estimator has the same convergence
properties as the true error. A second approach is discussed, where the upper
bound is derived in a posteriori way using the SUPG estimator proposed in
[JN13]. Numerical examples study the effectivity index and the adaptive grid
refinement for two limiters.
Keywords: a posteriori estimator, steady-state convection-diffusion equa-
tions, algebraic flux correction (AFC) schemes, SUPG finite element method,
energy norm
1 Introduction
In this paper we will study the steady-state Convection-Diffusion-Reaction equa-
tions given as follows:
−ε∆u+ b · ∇u+ cu = f on Ω,
u = uD on ΓD,
ε∂nu = g on ΓN ,
(1)
where Ω is a polygonal domain in Rd, d ≥ 2, with Lipschitz boundary Γ consisting
of two components ΓD and ΓN . Such equations model the transport of a quan-
tity such as a temperature or concentration. We are interested in the case when
convection dominates diffusion as it leads to the formation of layers on the bound-
ary and in the interior of the domain. Hence, one would like a discretization that
approximate these layers properly, i.e., they should be sharp and physically consis-
tent, which for Convection-Diffusion-Reaction equations mean that they satisfy the
discrete maximum principle (DMP). In this work, we focus on nonlinear discretiza-
tions, namely the algebraic flux correction schemes (AFC) (see [Kuz06, Kuz07]).
The AFC schemes belong to a small class of discretizations that not only compute
the layer sharply but also give physically consistent results. The first convergence
analysis relating to the AFC schemes has been proposed in [BJK16] using the so-
called Kuzmin limiter where the analysis regarding the DMP and convergence of
the scheme relies on certain assumptions on the grid. A new definition of the sta-
bilization parameter has been proposed in [BJK17], called the BJK limiter, which
makes the scheme linearity preserving. The first comprehensive study regarding the
solvability of the nonlinear problem arising in the AFC scheme has been presented
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in [JJ18, JJ19] where it has been noted that the nonlinear problem arising for the
BJK limiter is more difficult to solve as compared to the Kuzmin limiter.
An approach to approximate the layers properly and reduce the number of un-
knowns is the use of highly non-equidistant meshes instead of equidistant (or uni-
form) meshes. Now, one can use a priori non-equidistant mesh based on the knowl-
edge of the exact solution (e.g. graded meshes [Bah69], Shishkin meshes [MOS96,
FHM+00]), or one may begin with some uniform mesh, compute a numerical solu-
tion on it, and, then use information from this to adapt the grid in an a posteriori
way, thereby obtaining a grid more suited to the problem. This technique is referred
to as adaptive methods based on a posteriori error estimation. Modern interest in a
posteriori error estimation for FEMs for two-point boundary value problems began
with the pioneering work of Babusˇka and Rheinboldt [BR78]. In the review [Sty05]
the author prophesies that adaptive methods will triumph over other methods to
solve Convection-Diffusion-Reaction equations.
From the past three decades, a posteriori error estimation for Convection-Diff
usion-Reaction equations has received a lot of attention. A review of all the
estimators proposed for these equations is beyond the scope of this work, but
some examples of estimators obtained using different techniques can be found in
[Ver98, APS05, San08, JN13]. One of the initial studies for the comparison of differ-
ent estimators using the SUPG solution of Convection-Diffusion-Reaction equations
was done in [Joh00] and it was shown that none of the estimators was robust with
respect to the diffusion coefficient, ε. By robustness, we mean that the equivalence
constants between the estimator and the error should be independent of how much
convection-dominated the problem is. Work towards deriving a robust estimator
was proposed in [Ver05] where the analysis from [Ver98] was extended by adding a
dual norm of the convective derivative to the energy norm, but the additional term
in the norm can only be approximated. Robust a posteriori error estimators for
L1(Ω) and L2(Ω) norm of the error can be found in [HDF+06, HFD08, HDF11].
In [JN13] a robust estimator is proposed in the same norm in which the a priori
analysis is performed for the SUPG method, namely the SUPG norm. Here the
analysis relied on certain hypotheses including the interpolation of the solution.
One of the drawbacks of all the above-mentioned estimators is the presence of
certain constants which can only be approximated. Results related to find a fully
computable upper bound for the error of convection-diffusion equations have gained
attention recently and can be found in [AABR13, ESV10]. For the algebraic flux
correction schemes (AFC), a fully computable estimator was proposed in [ABR17]
with respect to the energy norm. To the best of our knowledge, this was the
first work, where an a posteriori error estimator has been derived for the AFC
schemes. It is shown that the estimator is not robust with respect to ε and also the
local efficiency of the scheme relied on certain assumptions including the Lipschitz
continuity of the nonlinear term and the linearity preservation of the scheme.
In this work, we propose a new residual-based estimator for the AFC schemes
in the energy norm. Our analysis will consider piecewise linear elements as AFC
schemes are restricted to the lowest order element. Results on some concrete choices
of constants that appear in certain trace inequalities will be presented. The paper
is organized as follows: Sec. 2 introduces certain notations, definitions, and auxil-
iary results that will be used in our a posteriori error analysis. In Sec. 3 a global
upper bound and a local lower bound are derived for the error in the energy norm.
Here, we also present another strategy for deriving an upper bound using the SUPG
solution. Result obtained with numerical simulations are presented in Sec. 4. Main
observations include that the proposed residual-based error estimator has, in the
diffusion-dominated regime, the same convergence properties as the true error, the
actual choice of the limiter plays a minor role in the strategy which uses the SUPG
solution and that the convergence of the AFC scheme with Kuzmin limiter becomes
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irregular on adaptive grids with conforming closure once the problem becomes lo-
cally diffusion-dominated. Finally, some conclusions and an outlook are given.
2 Preliminaries
Throughout this paper we use standard notions for Sobolev spaces and their norms
(see [Ada75]). Let Ω ⊂ Rd be a measurable set, then inner product in L2(Ω)
is denoted by (·, ·). The norm (semi-norm) on Wm,p(Ω) is denoted by ‖ · ‖m,p,Ω
(| · |m,p,Ω), with the convention ‖ · ‖m,Ω = ‖ · ‖m,2,Ω.
In (1) the Dirichlet part ΓD has a positive (d−1)-dimensional Lebesgue measure
and ∂Ω− ⊂ ΓD, where ∂Ω− being the inflow boundary of Ω, i.e.,
∂Ω− = {x ∈ ∂Ω : b(x) · n(x) < 0},
we assume that ε ∈ R+, b ∈ W 1,∞(Ω), c ∈ L∞(Ω), f ∈ L2(Ω), and (1) is scaled
such that ‖b‖L∞(Ω) = O(1) and ‖c‖L∞(Ω) = O(1). We are interested in the case of
convection domination, so we have additional assumption of 0 < ε 1.
It is well known that under the assumption(
c(x)− 1
2
∇ · b(x)
)
≥ σ0 > 0, (2)
(1) possesses a unique weak solution u ∈ H1D(Ω) = {v ∈ H1(Ω) : v|ΓD = uD} that
satisfies
a(u, v) = 〈f, v〉+ 〈g, v〉ΓN ∀v ∈ H10,D(Ω) (3)
with
a(u, v) = ε(∇u,∇v) + (b · ∇u, v) + (cu, v), (4)
and H10,D(Ω) = {v ∈ H1(Ω) : v|ΓD = 0} e.g. see [RST08].
The algebraic flux correction scheme for (1) reads as (see [BJK16]): Find uh ∈
Wh(⊆ C(Ω¯) ∩H1D(Ω)) such that
aAFC(uh;uh, vh) = 〈f, vh〉+ 〈g, vh〉ΓN ∀vh ∈ Vh(⊆ C(Ω¯) ∩H10,D(Ω)), (5)
with aAFC(·, ·) : H1D(Ω)×H10,D(Ω)→ R such that
aAFC(uh;uh, vh) := a(uh, vh) + dh(uh;uh, vh),
where
dh(w;u, v) =
N∑
i,j=1
(1− αij(w))dij(u(xj)− u(xi))v(xi) ∀u, v, w ∈ C(Ω¯), (6)
and a(uh, vh) is given by (4). For our analysis we will be assuming homogenous
Dirichlet conditions, i.e., uD = 0.
In [BJKR18] a different representation of dh(·; ·, ·) is given for conforming piece-
wise linear finite element functions u and v, which reads as
dh(w;u, v) =
∑
E∈Eh
(1− αE(w))|dE |hE(∇u · tE , ∇v · tE)E , (7)
where Eh is the set of all edges and tE is the tangential derivative on edge E. Results
regarding the existence and uniqueness (of the linearized system) of the solution can
be found in [BJK16].
For u, v, w, u1, u2 ∈ C(Ω¯) we have the following properties of dh(·; ·, ·) (see
[BJK16]),
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1. Non-negativity : 0 ≤ dh(w; v, v).
2. Linearity :
dh(w;u1 + u2, v) = dh(w;u1, v) + dh(w;u2, v),
dh(w; v, u1 + u2) = dh(w; v, u1) + dh(w; v, u2).
(8)
3. Semi-Norm property, Cauchy-Schwarz inequality :
dh(w;u, v) ≤ d1/2h (w;u, u)d1/2h (w; v, v). (9)
Our a posteriori error estimator will be derived with respect to the energy norm,
‖v‖2a = ε|v|21,Ω + σ0‖v‖20.Ω ∀v ∈ H1(Ω). (10)
We would also like to mention the induced AFC norm of the system which is
used for its a priori analysis ([BJK16, BJK17]) and would be the starting point of
our a posteriori analysis,
‖u‖2AFC = ‖u‖2a + dh(uh, u, u) ∀u ∈ H1(Ω). (11)
Let {Th} (h > 0) be a family of triangulations consisting of simplices that
partitions Ω. It will be assumed that the partitions are admissible, i.e., any two
mesh cells are either disjoint or they share a complete m face, 0 ≤ m ≤ d−1. Next,
we assume its shape regularity, i.e., there exists a constant Cshrg > 0 such that for
each mesh cell K ∈ Th, it holds
ρK ≥ CshrghK , (12)
where hK and ρK denote the diameter of K and the diameter of the largest ball
inside K, respectively. The characteristic parameter of the triangulation is given
by h = maxK∈Th . We use |K| as a symbol for the volume of a mesh cell K. The
boundary ∂K of K consists of m-dimensional linear manifolds, 0 ≤ m ≤ d − 1,
which are called m-faces. The 0-faces are the vertices of the mesh cell, the 1-faces
are the edges, and the (d−1)-faces are called facets or just faces. The set of all edges
is denoted by Eh and the set of the edges of a mesh cell K by Eh(K). The set of all
faces is denoted by Fh = Fh,Ω∪Fh,D∪Fh,N , where Fh,Ω, Fh,D, and Fh,N denote the
interior, Dirichlet, and Neumann faces respectively. In 2d, it holds that Eh = Fh.
The set of mesh cells having a common face F is denoted by ωF = ∪F⊂∂K′K ′ and
ωK denotes the patch of mesh cells that have a joint face with K.
Remark 1 (Consequences of the shape regularity assumption (12)). The 2d and 3d
case will be discussed separately.
2d case. Denote the edges of an arbitrary triangle K by E1, E2, and E3, the
angle opposite the edge Ei by θi, and the length of Ei by hEi , i = 1, 2, 3. Then, the
diameter of the largest ball inside K can be computed by
ρK =
2|K|
hE1 + hE2 + hE3
.
Hence, for a given triangulation, one can compute ρK/hK for each mesh cell, such
that one gets information on the constant Cshrg. Likewise, it is
ρK =
hE1
cot θ22 + cot
θ3
2
and similarly for the other edges. Since θ2 > 0, θ3 > 0, and θ2 + θ3 < pi, one can
check that the denominator is larger than 2 such that ρK < hE1 and similarly for
the two other edges:
hEi > ρK , hEi ≥ CshrghK , i = 1, 2, 3. (13)
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In 2d, the shape regularity condition (12) is equivalent with the minimal angle
condition, i.e., there is a minimal angle θ0 > 0 for all triangles and all triangulations
from the family of triangulations (see [Cia78, Pg. 130, 3.1.3]). The minimal angle
condition implies a maximal angle condition. Altogether, there is a positive constant
Ccos < 1 such that for all Th and all K ∈ Th
cos(θi) ≤ Ccos i = 1, 2, 3. (14)
For a given triangulation, Ccos can be computed.
3d case. In [BKK08] it’s shown that for 3d, shape regularity implies minimum
angle condition and hence (14) holds in 3d as well with θi replaced by θij , the
dihedral angle between the faces Fi, Fj . Also ρK < hE , because the projection of
the ball onto the surface of the tetrahedron gives the result.
2.1 Auxiliary results
In this subsection, we would mention certain standard results used for a posteriori
error estimation. We would also give some concrete choices of constants in certain
trace results. We will assume that the triangulations are regular.
Lemma 2. (Inverse estimate) ([BS08, Lemma 4.5.4]) Let ρh ≤ hK ≤ h, where
0 < h ≤ 1, and Vh be a finite-dimensional subspace of Hm(K) ∩ H l(K), where
0 ≤ l ≤ m. Then there exists a constant Cinv such that for all v ∈ Vh and K ∈ Th,
we have
‖vh‖m,K ≤ Cinvhl−mK ‖vh‖l,K . (15)
Theorem 3. (Interpolation estimate) ([BS08, Theorem 4.4.4]) Let q ∈ [1,∞],
s ∈ {0, 1} and s ≤ t. Let, Ih : W t,q(Ω)→ Vh denote a bounded linear interpolation
operator. Then, it satisfies ∀v ∈W t,q(Ω) and all mesh cells K ∈ Th
|v − Ihv|s,q,K ≤ CIht−sK |v|t,q,K . (16)
Remark 4. For l = m in (16), one gets with uh = Ihuh
‖u− Ihu‖ ≤ ‖u− uh‖+ ‖Ihu− Ihuh‖ ≤ ‖u− uh‖+ CI‖u− uh‖
= (1 + CI)‖u− uh‖. (17)
A trace inequality which relates the L2(F ) norm on a face of a mesh cell K to
norms defined on K was proved in [Ver98].
Lemma 5. ([Ver98, Lemma 3.1]) Let v ∈ H1(K) and F ⊂ ∂K, then it holds
‖v‖L2(F ) ≤ C
(
h
−1/2
F ‖v‖L2(K) + ‖v‖1/2L2(K)‖∇v‖1/2L2(K)
)
. (18)
Finally, one would like to mention a local trace inequality which takes the size
of the mesh cell into account.
Lemma 6. ([Ada75]) Let v ∈ H1(K) and E ⊂ ∂K then it holds
‖v‖0,E ≤ CT1h−1/2K ‖v‖L2(K) + CT2h1/2K ‖∇v‖L2(K), (19)
where the constants CT1 and CT2 are independent on the size of the mesh cell K.
Lemma 7. Let E be an edge with length hE and v be a linear function on E, then
‖∇v · tE‖20,E ≤ ‖∇v‖20,E , (20)
where tE is the tangent unit vector to E.
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Proof. From orthogonal decomposition one has
∇v = (∇v · tE)tE + (∇v · nE)nE
where nE is the normal unit vector to E. Now, one knows nE · tE = 0.
So,
∇v · ∇v = (∇v · tE)2 + (∇v · nE)2 + 2(∇v · tE)(∇v · nE)nE · tE .
Integrating on both sides along the edge E,
‖∇v‖20,E = ‖∇v · tE‖20,E + ‖∇v · nE‖20,E .
Hence, (20) follows.
Lemma 8 (Estimate of trace on edge by norm on the mesh cell). Let K ∈ T be a
mesh cell, Eh(K) the set of all edges of K and ϕh ∈ P1(K). Then, it holds∑
E∈Eh(K)
‖∇ϕh · tE‖2L2(E) ≤ Cedgeh1−dK ‖∇ϕh‖2L2(K), (21)
with Cedge independent of K.
Proof. The principal way for proving the statement of the lemma is the same for
two and three dimensions. It uses the mapping to the reference cell. First, the proof
for d = 2 will be presented.
Relating the norms on E and Eˆ. This step is just a one-dimensional consider-
ation for an edge. Thus, one has to do the same calculations in 2d and 3d. For
brevity, the presentation below is performed for the 2d case.
Let Kˆ be the reference triangle with the vertices Vˆ0 = (0, 0), Vˆ1 = (1, 0), and
Vˆ2 = (0, 1). Since a additive constant does not play any role, it will be assumed
that ϕˆh(Vˆ0) = 0, ϕˆh(Vˆ1) = α, and ϕˆh(Vˆ2) = β with α, β ∈ R. Consequently, it is
∇ϕˆh = (α, β)T . One obtains for Eˆ = Vˆ0Vˆ1 and hEˆ = |Eˆ| = 1∫ Vˆ1
Vˆ0
(∇ϕˆh · tEˆ)2 ds =
(
(ϕˆh(Vˆ1)− ϕˆh(Vˆ0))2
h2
Eˆ
)
hEˆ = α
2. (22)
Analogously, one finds∫ Vˆ2
Vˆ0
(∇ϕˆh · tEˆ)2 ds = β2,
∫ Vˆ2
Vˆ0
(∇ϕˆh · tEˆ)2 ds =
1√
2
(α− β)2. (23)
Let the reference map FK : Kˆ → K map Vˆ0 to V0 and Vˆ1 to V1, where V0 and
V1 are vertices of K. Then it holds that ϕˆh(Vˆ0) = ϕh(V0) and ϕˆh(Vˆ1) = ϕh(V1).
Denote E = V0V1, then it is∫ V1
V0
(∇ϕh · tE)2 ds =
(
(ϕh(V0)− ϕh(V1))2
h2E
)
hE .
The value of this integral has to be equal to (22), from what follows that
‖∇ϕh · tE‖2L2(E) =
hEˆ
hE
‖∇ϕˆh · tEˆ‖2L2(Eˆ).
Performing the same considerations for the other two edges, one obtains with (23)
‖∇ϕh · tE‖2L2(E) ≤
√
2
hE
‖∇ϕˆh · tEˆ‖2L2(Eˆ). (24)
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2d: Estimate on the reference cell. Using (22), (23) and Young’s inequality
yields ∑
Eˆ⊂∂Kˆ
‖∇ϕˆh · tEˆ‖2L2(Eˆ) = α2 + β2 +
1√
2
(α− β)2
≤
(
1 +
√
2
)
(α2 + β2).
Since ∫
Kˆ
(∇ϕˆh · ∇ϕˆh) dx = 1
2
(α2 + β2), (25)
one obtains ∑
Eˆ⊂∂Kˆ
‖∇ϕˆh · tEˆ‖2L2(Eˆ) ≤ 2
(
1 +
√
2
)
‖∇ϕˆh‖2L2(Kˆ). (26)
3d: estimate on the reference cell. The reference cell is given by the vertices
Vˆ0 = (0, 0, 0), Vˆ1 = (1, 0, 0), Vˆ2 = (0, 1, 0), and Vˆ2 = (0, 0, 1). A linear function
ϕˆh is considered with ϕˆh(Vˆ0) = 0, ϕˆh(Vˆ1) = α, ϕˆh(Vˆ2) = β, and ϕˆh(Vˆ3) = γ.
Performing very similar calculations as in the 2d case leads to the estimate∑
Eˆ⊂∂Kˆ
‖∇ϕˆh · tEˆ‖2L2(Eˆ) ≤ 6
(
1 +
√
2
)
‖∇ϕˆh‖2L2(Kˆ). (27)
Relating the norms on Kˆ and K. From the standard numerical analysis it is
known that there is a constant C which is independent of K, such that
‖∇ϕˆh‖2L2(Kˆ) ≤ Ch2−dK ‖∇ϕh‖2L2(K). (28)
Estimate (21) is now obtained by combining (24), (26) or (27), and (28), and
using the shape regularity of the mesh cell (13).
Remark 9 (More detailed estimate in 2d). Let ϕh be a linear function on K with
ϕh(V0) = 0, ϕh(V1) = α, and ϕh(V2) = β, and (x0, y0), (x1, y1), and (x2, y2) be the
coordinates of V0, V1, and V2 respectively. Then the standard Hessian form of the
plane on K is given by
ϕh = −
(
a4 +
a1x
a3
+
a2y
a3
)
,
where a1 = (y1 − y0)β − (y2 − y0)α, a2 = (x2 − y0)α − (x1 − x0)β, a3 = (x1 −
x0)(y2 − y0)− (x2 − x0)(y1 − y0), and a4 is a constant which can be computed by
a point on the plane. Now
∇ϕh = − 1
a3
(
a1
a2
)
= − 1
2|K|
(
a1
a2
)
A direct calculation gives that
∇ϕh · ∇ϕh = 1
4|K|2
(
α2h2E2 + β
2h2E1 − 2αβhE1hE2 cos(θ0)
)
,
where E1 and E2 are the edges joining (x0, y0) with (x1, y1) and (x2, y2), respectively
and θ0 is the angle between the two edges.
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Using the condition (14) on the maximal cosine, Young’s inequality, the shape
regularity (13), and (25) yields
‖∇ϕh‖2L2(K) ≥
1
4|K|
(
α2h2E2 + β
2h2E1 − 2Ccos|α||β|hE1hE2
)
≥ 1
4|K|
(
α2h2E2(1− Ccos) + β2h2E1(1− Ccos)
)
≥ 1− Ccos
4|K| ρ
2
K
(
α2 + β2
)
=
1− Ccos
2|K| ρ
2
K‖∇ϕˆh‖2L2(Kˆ).
Combining this estimate with (24), (13), and (26) leads to∑
E∈Eh(K)
‖∇ϕh · tE‖2L2(E) ≤
√
2
ρK
∑
Eˆ⊂∂Kˆ
‖∇ϕˆh · tEˆ‖2L2(Eˆ)
≤ 2
√
2
(
1 +
√
2
)
ρK
‖∇ϕˆh‖2L2(Kˆ)
≤ 4
√
2
(
1 +
√
2
) |K|
(1− Ccos)ρ3K
‖∇ϕh‖2L2(K).
The first factor on the right-hand side scales like h−1K since ρK ∼ hK and |K| ∼ h2K .
For a given triangulation, it is computable.
Remark 10. (More detailed estimate in 3d). Let ϕh be a linear function on K with
ϕh(V0) = 0, ϕh(V1) = α,ϕh(V2) = β, and ϕh(V3) = γ. For linear simplical elements
on K we have
(∇vi)>∇vj = −|Fi||Fj |
(3|K|)2 cos(θij), if i 6= j, (29)
where vi are basis functions and θij is the dihedral angle between two faces Fi and
Fj (see [KQ95]). For the case i = j we can follow the same steps as for 2d, i.e., use
the standard Hessian form to get the value as
(∇vi)>∇vi = |Fi|
2
(3|K|)2 .
Using (29) a direct calculation gives
∇ϕh · ∇ϕh = 1
9|K|2
[
α2|F1|2 + β2|F2|2 + γ2|F3|2
−2αβ|F1||F2| cos(θ12)− 2αγ|F1||F3| cos(θ13)
−2γβ|F2||F3| cos(θ23)
]
.
Using Young’s inequality, the shape regularity (13), and
∫
Kˆ
(∇ϕˆh ·∇ϕˆh)dx = 16 (α2+
β2 + γ2) yields
‖∇ϕh‖2L2(K) ≥
6
9|K|ρ
4
K(1− 2C0)‖∇ϕˆh‖2L2(Kˆ),
where
C0 = max
1≤i≤j≤3
cos(θij).
Combining this estimate with (24), (13), (27), and assuming C0 < 1/2 leads to∑
E∈Eh(K)
‖∇ϕh · tE‖2L2(E) ≤
9
√
2(1 +
√
2)|K|
(1− 2C0)ρ5K
‖∇ϕh‖2L2(K). (30)
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The first factor scales as h−2K as |K| ∼ h3K and ρK ∼ hK .
Remark 11. In Remark 10 we assumed that C0 < 1/2. This condition is not
a consequence of the shape regularity but an essential argument arising in the
proof. Another reformulation of this condition is that all the dihedral angles in a
tetrahedron are greater than pi/3. In general, this condition is not satisfied, for e.g.,
for reference unit tetrahedra we have dihedral angles less than pi/3.
3 A Posteriori Error Estimator
In this section, we propose a new residual-based a posteriori error estimator for the
AFC schemes in the energy norm. To the best of our knowledge only one work
has been done in the context of a posteriori error estimation and the AFC schemes
(see [ABR17]). A fully computable upper bound has been derived under certain
assumptions on the nonlinear stabilization term. In this work ideas from [AABR13]
have been extended to the AFC schemes. The design of the estimator relies on in-
troducing certain first-order consistent equilibrated fluxes and then solving a local
Neumann problem to get explicit bounds. To show the local efficiency of the esti-
mator two assumptions are made on the nonlinear stabilization (dh(·; ·, ·)) namely
the local Lipschitz continuity and the linearity preservation. Because of the last
assumption, this estimator was not applicable to the Kuzmin limiter (see [BJK16]).
The derivation of an estimator presented in this section follows the standard
residual-based approach. We start with the variational formulation and use stan-
dard interpolation estimates to bound the terms. We also propose an estimator
later in this section which uses the SUPG solution for bounding the error.
3.1 Residual-Based Estimator
3.1.1 Global upper bound
In this section we will present a global upper bound for the AFC scheme in the
energy norm (10).
Let u ∈ H1D(Ω) be a solution of (3) and uh ∈Wh be a solution for (5), then for
vh ∈ Vh one obtains with (3) and (5)
aAFC(uh;u− uh, vh) = a(u− uh, vh) + dh(uh;u− uh, vh)
= 〈f, vh〉+ 〈g, vh〉ΓN − 〈f, vh〉 − 〈g, vh〉ΓN + dh(uh;u, vh)
= dh(uh;u, vh). (31)
For any v ∈ H10 (Ω), the application of (5), (6) ,(31), and the fact that the interpo-
lation operator is the Lagrangian interpolation yields
aAFC(uh;u− uh, v)
= aAFC(uh;u− uh, v − Ihv) + aAFC(uh;u− uh, Ihv)
= a(u− uh, v − Ihv) + dh(uh;u− uh, v − Ihv) + dh(uh;u, Ihv)
= 〈f, v − Ihv〉+ 〈g, v − Ihv〉ΓN + dh(uh;u, Ihv)− a(uh, v − Ihv).
Taking v = u − uh in this equation, using uh = Ihuh, and applying integration by
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parts, one gets
‖u− uh‖2AFC
= ‖u− uh‖2a + dh(uh;u− uh, u− uh)
= aAFC(uh;u− uh, u− uh)
= 〈f, u− Ihu〉+ 〈g, u− Ihu〉ΓN + dh(uh;u, Ihu− Ihuh)− a(uh, u− Ihu) (32)
=
∑
K∈Th
(RK(uh), u− Ihu)K +
∑
F∈Fh
〈RF (uh), u− Ihu〉F + dh(uh;u, Ihu− uh)
with
RK(uh) := f + ε∆uh − b · ∇uh − cuh|K ,
RF (uh) :=
 −ε[|∇uh · nF |]F if F ∈ Fh,Ω,g − ε(∇uh · nF ) if F ∈ Fh,N ,
0 if F ∈ Fh,D.
The terms on the right-hand side of (32) have to be bounded.
For the first term in (32), using the Cauchy–Schwarz inequality, uh = Ihuh,
the interpolation estimate (16) with s = 0, t = 0, and the generalized Young’s
inequality gives∑
K∈Th
(RK(uh), u− Ihu)K ≤
∑
K∈Th
‖RK(uh)‖L2(K)‖u− Ihu‖L2(K)
=
∑
K∈Th
‖RK(uh)‖L2(K)‖(u− uh)− Ih(u− uh)‖L2(K)
≤
∑
K∈Th
‖RK(uh)‖L2(K)CI‖u− uh‖L2(K) (33)
≤ CY C
2
I
2σ0
∑
K∈Th
‖RK(uh)‖2L2(K) +
σ0
2CY
‖u− uh‖2L2(Ω),
where CY is the Young’s inequality constant.
One can also approximate the interpolation error with (16) and s = 0, t = 1,
leading to∑
K∈Th
(RK(uh), u− Ihu)K ≤
∑
K∈Th
‖RK(uh)‖L2(K)‖u− Ihu‖L2(K)
≤
∑
K∈Th
‖RK(uh)‖L2(K)CIhK |u− uh|H1(K) (34)
≤ CY C
2
Ih
2
K
2ε
∑
K∈Th
‖RK(uh)‖2L2(K)
+
ε
2CY
|u− uh|2H1(Ω).
Hence, combining (33) and (34) gives∑
K∈Th
(RK(uh), u− Ihu)K
≤ CY
2
∑
K∈Th
min
{
C2I
σ0
,
C2Ih
2
K
ε
}
‖RK(uh)‖2L2(K) +
1
2CY
‖u− uh‖2a. (35)
The estimate of the second term in (32) starts also with the Cauchy–Schwarz
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inequality and using uh = Ihuh∑
F∈Fh
〈RF (uh), u− Ihu〉F ≤
∑
F∈Fh
‖RF (uh)‖L2(F )‖u− Ihu‖L2(F )
=
∑
F∈Fh
‖RF (uh)‖L2(F )‖(u− uh)− Ih(u− uh)‖L2(F ).
Now, the local trace estimate (18) is applied to the second factor on the right-hand
side. After this, one proceeds essentially as for the mesh cell residual by using
the interpolation estimate (16), considering the cases s = t = 0 and s = 0, t = 1
for the interpolation error in L2(K), performing some straightforward calculations,
compare [JN13], and using the shape regularity of the mesh cell, to find
‖(u− uh)− Ih(u− uh)‖L2(F ) ≤ CF min
{
h
1/2
F
ε1/2
,
1
σ
1/4
0 ε
1/4
}
‖u− uh‖a,
where the constant CF depends on the constant from (18) and the interpolation
constant. Applying now the generalized Young’s inequality, one gets for the face
residuals∑
F∈Fh
〈RF (uh), u− Ihu〉F
≤ CY
2
∑
F∈Fh
min
{
C2FhF
ε
,
C2F
σ
1/2
0 ε
1/2
}
‖RF (uh)‖2L2(F ) +
1
2CY
‖u− uh‖2a. (36)
As intermediate result, one obtains from (32), (35), and (36)
‖u− uh‖2a +
CY
CY − 1dh(uh;u− uh, u− uh)
≤ C
2
Y
2(CY − 1)
∑
K∈Th
min
{
C2I
σ0
,
C2Ih
2
K
ε
}
‖RK(uh)‖2L2(K)
+
C2Y
2(CY − 1)
∑
F∈Fh
min
{
C2FhF
ε
,
C2F
σ
1/2
0 ε
1/2
}
‖RF (uh)‖2L2(F )
+
CY
CY − 1dh(uh;u, Ihu− uh). (37)
One way for starting with estimating the last term in (37), is using (8) and that
u = Ihu in the vertices of the mesh cells, leading to
dh(uh;u, Ihu− uh) = dh(uh;u− uh, u− uh) + dh(uh;uh, Ihu− uh). (38)
Inserting this relation in (37) reveals that the stabilization term on the left-hand
side cancels with the first term on the right-hand side of (38). Consequently, only
the energy norm is left to be estimated.
Since Ihu − uh is linear on each edge, the second term on the right-hand side
of (38) can be rewritten as integral over the edges, see (7), and estimated with the
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Cauchy–Schwarz inequality and the generalized Young’s inequality
dh(uh;uh, Ihu− uh)
=
∑
E∈Eh
(1− αE)|dE |hE(∇uh · tE ,∇(Ihu− uh) · tE)E
≤
∑
E∈Eh
(1− αE)|dE |hE‖∇uh · tE‖L2(E)‖∇(Ihu− uh) · tE‖L2(E)
≤ 1
2CY κ1
∑
E∈Eh
εhd−1E ‖∇(Ihu− uh) · tE‖2L2(E)
+
CY κ1
2
∑
E∈Eh
ε−1(1− αE)2|dE |2h3−dE ‖∇uh · tE‖2L2(E). (39)
The parameter κ1 will be defined later. The second term is computable.
Consider the first term in (39). Denoting
Cedge,max = max
K∈Th
Cedge,
using hE ≤ hK , d− 1 > 0, (21), the triangle inequality, and (17) yields
1
κ 1
∑
E∈Eh
εhd−1E ‖∇(Ihu− uh) · tE‖2L2(E)
≤ ε
κ 1
∑
K∈Th
( ∑
E∈∂K
hd−1E ‖∇(Ihu− uh) · tE‖2L2(E)
)
≤ ε
κ1
∑
K∈Th
Cedge‖∇(Ihu− uh)‖2L2(K)
≤ 2εCedge,max
κ1
∑
K∈Th
(
‖∇(u− uh)‖2L2(K) + ‖∇(u− Ihu)‖2L2(K)
)
≤ 2Cedge,max(1 + (1 + CI)
2)
κ1
‖u− uh‖2a. (40)
Choosing
κ1 = Cedge,max(1 + (1 + CI)
2), (41)
then this term factored with (2CY )
−1 can be absorbed in the left-hand side of (36).
An alternative estimate proceeds similarly to (39)
dh(uh;uh, Ihu− uh) ≤ 1
2CY κ2
∑
E∈Eh
σ0h
d+1
E ‖∇(Ihu− uh) · tE‖2L2(E)
+
CY κ2
2
∑
E∈Eh
σ−10 (1− αE)2|dE |2h1−dE ‖∇uh · tE‖2L2(E).(42)
Continuing similarly to (40) and using in addition the inverse inequality (15) leads
to
1
κ 2
∑
E∈Eh
σ0h
d+1
E ‖∇(Ihu− uh) · tE‖2L2(E)
≤ σ0
κ2
∑
K∈Th
CedgeC
2
inv‖Ihu− uh‖2L2(K)
≤ 2C
2
invCedge,max(1 + (1 + CI)
2)
κ2
‖u− uh‖2a. (43)
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Choosing
κ2 = C
2
invCedge,max(1 + (1 + CI)
2) (44)
enables again to absorb this term factored with (2CY )
−1 in the left-hand side of
(36). Inserting (38) – (44) in (37) one gets
‖u− uh‖2a
≤ C
2
Y
2(CY − 2)
∑
K∈Th
min
{
C2I
σ0
,
C2Ih
2
K
ε
}
‖RK(uh)‖2L2(K)
+
C2Y
2(CY − 2)
∑
F∈Fh
min
{
C2FhF
ε
,
C2F
σ
1/2
0 ε
1/2
}
‖RF (uh)‖2L2(F )
+
C2Y
2(CY − 2)
∑
E∈Eh
min
{
κ1h
2
E
ε
,
κ2
σ0
}
(1− αE)2|dE |2h1−dE ‖∇uh · tE‖2L2(E).(45)
Using standard calculus arguments one gets an optimal value of CY = 4.
The estimates are summarized in the following theorem.
Theorem 12 (Global a posteriori error estimate). A global a posteriori error esti-
mate for the energy norm is given by
‖u− uh‖2a ≤ η21 + η22 + η23 , (46)
where
η21 =
∑
K∈Th
min
{
4C2I
σ0
,
4C2Ih
2
K
ε
}
‖RK(uh)‖2L2(K),
η22 =
∑
F∈Fh
min
{
4C2FhF
ε
,
4C2F
σ
1/2
0 ε
1/2
}
‖RF (uh)‖2L2(F ),
η23 =
∑
E∈Eh
min
{
4κ1h
2
E
ε
,
4κ2
σ0
}
(1− αE)2|dE |2h1−dE ‖∇uh · tE‖2L2(E),
with κ1 and κ2 defined in (41) and (44), respectively.
Proof. The proof follows by inserting CY = 4 in (45).
Remark 13. Already the first step in the estimate of the stabilization term, equality
(38), results in the canceling of the stabilization term on the left-hand side of the a
posteriori error estimate such that only the energy norm remains. Another way to
start with the estimate of the last term on the right-hand side of (37) consists in
applying the Cauchy–Schwarz inequality (9) and Young’s inequality
dh(uh;u, Ihu− uh) = dh(uh;u, u− uh)
≤ dh(uh;u− uh, u− uh)1/2dh(uh;u, u)1/2
≤ 1
2
dh(uh;u− uh, u− uh) + 1
2
dh(uh;u, u). (47)
Expanding the last term and using u = Ihu in the vertices of the mesh cells leads
to
dh(uh;u, u) = dh(uh;u− uh, u− uh) + dh(uh; Ihu− uh, u− uh) + dh(uh;uh, Ihu).
Inserting this expression in (47) shows that again the stabilization term on the left-
hand side of (37) vanishes. Altogether, loosing the AFC stabilization term on the
left-hand side of this estimate seems to be inevitable with the used approach.
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3.1.2 Local lower bound
The posteriori estimator implied by the equation (46)
‖u− uh‖2a ≤ C
∑
K∈T
η2K ,
provides a global upper bound on the discretization error up to the constant C.
For using this estimator as the basis of an adaptive refinement algorithm, then one
wants the estimator to be efficient in the sense that C is independent of the mesh
size such that
η2K ≤ C‖u− uh‖2a,ωK ,
where ωK is some neighborhood of K. This type of bound is important as in con-
junction with (46) it confirms that the rate of change of estimator as the mesh size
is reduced matches the behavior of the actual error. If no such estimate is available,
the performance of the estimator is not optimal, and its use in the applications may
result in poorly designed meshes.
To derive such a lower bound we will use the standard bubble functions ar-
gument. The idea was introduced by Verfu¨rth in [Ver94]. Let ψK be the interior
bubble function associated with the mesh cell K which vanish on ∂K, and let ψF be
the face bubble function associated to the face F which vanishes on the boundary
of ωF = K ∪K ′, where K and K ′ are two mesh cells sharing the face F .
Theorem 14. ([AO00, Theorem 2.2]) There exists a constant CK such that for all
v ∈ Vh
C−1K ‖v‖20,K ≤ (v, vψK)0,K ≤ CK‖v‖20,K , (48)
and
C−1K ‖v‖0,K ≤ ‖vψK‖0,K + hK‖∇(vψK)‖0,K ≤ CK‖v‖0,K . (49)
One can find similar estimates for the face bubble function.
Theorem 15. ([AO00, Theorem 2.4]) Let F ⊂ ∂K be a face and let ψF be the
corresponding face bubble function. Let Vh(F ) be the finite-dimensional space of
functions defined on F obtained by mapping Vh(Fˆ ) ⊂ H1(Fˆ ). Then there exists a
constant C such that
C−1‖v‖20,F ≤ (v, vψF )0,F ≤ C‖v‖20,F , (50)
h
−1/2
K ‖vψF ‖0,K + h1/2K ‖∇(vψF )‖0,K ≤ C‖v‖0,F , (51)
where the constant C is independent of v and hK .
Consider a mesh cell K. Now the local estimator for mesh cell K is defined as
η2K = η
2
Int,K +
∑
F∈Fh(K)
η2Face,F +
∑
E∈Eh(K)
η2dh,E (52)
where
η2Int,K = min
{
4C2I
σ0
,
4C2Ih
2
K
ε
}
‖RK,h(uh)‖2L2(K),
η2Face,F =
1
2
min
{
4C2FhF
ε
,
4C2F
σ
1/2
0 ε
1/2
}
‖RF (uh)‖2L2(F ),
η2dh,E = min
{
4κ1h
2
E
ε
,
4κ2
σ0
}
(1− αE)2|dE |2h1−dE ‖∇uh · tE‖2L2(E),
(53)
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where Fh(K) is the set of all facets of K, E ∈ Eh(K) the set of all edges belonging
to K, and nE the number of mesh cells where the edge E belongs to. Each inner
facet belongs to two mesh cells, that’s why the factor of 1/2 is introduced. In two
dimensions, nE = 2 for edges that do not lie on the boundary of the domain. We
approximate each term individually.
Interior Residual In (52) define
RK,h(uh) = fh + ε∆uh − bh · ∇uh − chuh
as a polynomial approximation of the mesh cell residual, with suitable polynomial
approximations bh, ch, and fh of the coeffecients (1).
Let v = RK,h(uh)ψK , then this function is a polynomial on K, that vanishes on
the boundary of K and it can be extended by zero to the whole domain Ω. This
function belongs to H10 (Ω), and hence, it can be used as test function in (3). Let
e = u − uh, then one obtains with integration by parts of the diffusion term, (3),
and the definition of RK,h(uh)
a(e,RK,h(uh)ψK) = (RK,h(uh), RK,h(uh)ψK)K
+(RK(uh)−RK,h(uh), RK,h(uh)ψK)K . (54)
Using (48), (54), Hlder’s inequality, (49), and ‖ψK‖L∞(K) = 1 yields
‖RK,h(uh)‖2L2(K) ≤ CK(RK,h(uh), RK,h(uh)ψK)K
−CKa(e,RK,h(uh)ψK)K − CK(RK(uh)
−RK,h(uh), RK,h(uh)ψK)K
≤ CK
[
ε‖∇e‖L2(K)‖∇(RK,h(uh)ψK)‖L2(K)
+‖b‖L∞(K)‖∇e‖L2(K)‖RK,h(uh)ψK‖L2(K)
+‖c‖L∞(K)‖e‖L2(K)‖RK,h(uh)ψK‖L2(K)
]
+CK‖RK(uh)−RK,h(uh)‖L2(K)‖RK,h(uh)‖L2(K)
≤ CK
[
CKh
−1
K ε‖∇e‖L2(K) + ‖b‖L∞(K)‖∇e‖L2(K)
+‖c‖L∞(K)‖e‖L2(K)
]
‖RK,h(uh)‖L2(K)
+CK‖RK(uh)−RK,h(uh)‖L2(K)‖RK,h(uh)‖L2(K).
Hence, one obtains
‖RK,h(uh)‖2L2(K) ≤ C1ε1/2‖∇e‖L2(K) + C2σ1/20 ‖e‖L2(K)
+CK‖RK(uh)−RK,h(uh)‖L2(K)
≤ max{C1, C2}(ε1/2‖∇e‖L2(K) + σ1/20 ‖e‖L2(K))
+CK‖RK(uh)−RK,h(uh)‖L2(K)
≤ 2max{C1, C2}
(
ε‖∇e‖2L2(K) + σ0‖e‖2L2(K)
)1/2
+CK‖RK(uh)−RK,h(uh)‖L2(K)
= 2max{C1, C2}‖e‖a,K
+CK‖RK(uh)−RK,h(uh)‖L2(K), (55)
with
C1 =
C2Kε
1/2
hK
+
CK‖b‖L∞(K)
ε1/2
, C2 =
CK‖c‖L∞(K)
σ20
.
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Let 1/σ0 > h
2
K/ε, then one gets with (55)
ηInt,K = C
hK
ε1/2
‖RK,h(uh)‖L2(K)
≤ Cmax
{
C2K +
CKhK
ε
‖b‖L∞(K), CKhK
ε1/2σ
1/2
0
‖c‖L∞(K)
}
‖u− uh‖a,K
+
hK
ε1/2
CK‖RK(uh)−RK,h(uh)‖L2(K)
≤ Cmax
{
C2K +
CKhK
ε
‖b‖L∞(K), CK
σ0
‖c‖L∞(K)
}
‖u− uh‖a,K
+
hK
ε1/2
CK‖RK(uh)−RK,h(uh)‖L2(K).
If 1/σ0 ≤ h2K/ε, then a similar inequality can be obtained.
Hence, this leads to
ηInt,K ≤ C
(
max
{
C2K +
CKhK
ε
‖b‖L∞(K), CK
σ0
‖c‖L∞(K)
}
‖u− uh‖a,K
+
hK
ε1/2
CK
(
‖f − fh‖0,K + ‖(b− bh) · ∇uh‖0,K + ‖(c− ch)uh‖0,K
))
.
(56)
Face Residuals The analysis of the face residuals follows the same idea as that of
the interior residuals. Let RF,h(uh) be an approximation to the face residual from a
suitable finite-dimensional space and ψF be the face bubble function that vanishes
on the boundary of ωF . Then one obtains with (50)
‖RF,h(uh)‖20,F ≤ C(RF,h(uh), RF,h(uh)ψF )F . (57)
Let v = RF,h(uh)ψF , which vanishes on all the nodes, belongs to H
1
0 (Ω). Hence,
using this as test function in (3) and using the same arguments as that for the
interior residual, shows that
a(e,RF,h(uh)ψF ) =
∑
K∈ωF
(RK(uh), RF,h(uh)ψF )K
+(RF,h(uh), RF,h(uh)ψF )F + (g − gh, RF,h(uh)ψF )F .
Using (50) and (58) leads to
‖RF,h(uh)‖2L2(F ) ≤ CF (RF,h(uh), RF,h(uh)ψF )F
= CFa(e,RF,h(uh)ψF )− CF
∑
K∈ωF
(RK(uh), RF,h(uh)ψF )K
−CF (g − gh, RF,h(uh)ψF )F . (58)
(59)
The first term is estimated similarly to the cell residual, using (51) and Young’s
inequality
a(e,RF,h(uh)ψF ) ≤
√
2
( ∑
K∈ωF
max{C1,K , C2,K}‖e‖a,K
)
‖RF,h(uh)‖L2(F )
≤ 2
√
2 max{C1,ωF , C2,ωF }‖e‖a,ωF ‖RF,h(uh)‖L2(F ),
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with
C1,K =
CF ε
1/2
h
1/2
F
+
CFh
1/2
F ‖b‖L∞(K)
ε1/2
, C2,K =
CFh
1/2
F ‖c‖L∞(K)
σ
1/2
0
and C1,ωF , C2,ωF defined similarly with the norms on K replaced with the norms
on ωF . Applying the Cauchy-Schwarz inequality and (51) yields
∑
K∈ωF
(RK(uh), RF,h(uh)ψF )K ≤ CFh1/2F
( ∑
K∈ωF
‖RK(uh)‖L2(K)
)
×‖RF,h(uh)‖L2(F )‖.
The term with the data approximation error of the Neumann data appears of course
only if F ∈ Fh,N . Then, one obtains with the Cauchy-Schwarz inequality and
‖ψF ‖L∞(F ) = 1
(g − gh, RF,h(uh)ψF )F ≤ δF,Fh,N ‖g − gh‖L2(F )‖RF,h(uh)‖L2(F ),
with
δF,Fh,N =
{
1 if F ∈ Fh,N
0 else.
Inserting the last three bounds in (58) leads to
‖RF,h(uh)‖L2(F ) ≤ 2
√
2 CF max{C1,ωF , C2,ωF }‖e‖a,ωF
+C2Fh
1/2
F
( ∑
K∈ωF
‖RK,h(uh)‖L2(K)
)
+C2Fh
1/2
F
( ∑
K∈ωF
‖RK(uh)−RK,h(uh)‖L2(K)
)
+CF δF,Fh,N ‖g − gh‖L2(F ).
The second term was already estimated by the error in the energy norm in (56).
If hF /ε
1/2 ≤ 1/σ1/20 f, one obtains with hF ≤ hK
ηFace,F ≤ Ch
1/2
F
ε1/2
‖RF,h(uh)‖L2(F )
≤ Cmax
{
CF +
CFhF ‖b‖L∞(ωF )
ε
,
CFhF ‖c‖L∞(ωF )
ε1/2σ
1/2
0
}
‖u− uh‖a,ωF
+C
∑
K∈ωF
max
{
C2K +
CKhK
ε
‖b‖L∞(K), CK
σ0
‖c‖∞L (K)
}
‖u− uh‖a,K
+C
∑
k∈ωF
hK
ε1/2
‖RK(uh)−RK,h(uh)‖L2(K)
+CδF,Fh,N
h
1/2
F
ε1/2
‖g − gh‖L2(F ).
With a straightforward calculation, one can derive the same bound also in the case
hF /ε
1/2 > 1/σ
1/2
0 .
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Hence, this leads to
ηFace,F ≤ C
(
max
{
CF +
CFhF ‖b‖L∞(ωF )
ε
,
CFhF ‖c‖L∞(ωF )
ε1/2σ
1/2
0
}
‖u− uh‖a,ωF
+δF∈Fh,N
h
1/2
F
ε1/2
‖g − gh‖L2(F )
+
∑
K∈ωF
[
ηInt,K +
hK
ε1/2
(‖f − fh‖0,K + ‖(b− bh) · ∇uh‖0,K
+‖(c− ch)uh‖0,K
)])
.
Edge Residuals The final term one wants to bound in ηK is the AFC contribu-
tion. A similar term can be observed in [ABR17, Theorem 2]. Based on certain
assumptions on the nonlinear stabilization namely the Lipschitz continuity and lin-
earity preservation that term is bounded there. We will not be assuming such
assumptions as they do not encompass the limiters presented in [BJK16] namely
the Kuzmin limiter.
From the proof of [BJKR18, Lemma 2] we have
|dE | ≤ C
(
ε+ ‖b‖L∞(Ω)h+ ‖c‖L∞(Ω)h2
)
hd−2E . (60)
Hence, we get from (60)
ηdh,E ≤ C
∑
E∈Eh
(1− αE)
(
ε+ ‖b‖L∞(Ω)h+ ‖c‖L∞(Ω)h2
)
×h
(3−d)/2
E
ε1/2
‖∇uh · tE‖L2(E). (61)
For a fixed ε, we consider the convection-dominated regime, i.e., ‖b‖L∞(Ω)h  ε,
then we get
ηdh,E = O (h)
in 2d, and
ηdh,E = O
(
h1/2
)
in 3d, whereas, for diffusion-dominated case we get O(h1/2) in 2d. This term is
not exactly an oscillation. It is noted in [BJK16], stated that the average rate
of decay for the first factor in parentheses in (61) is one but no concrete analysis
has been provided. Altogether, this term has to be studied numerically. Also for
shock-capturing methods a priori estimate usually gives O(h1/2) convergence (see
[BJK16, Corollary 17]), then we can expect the last term to behave as an oscillation
(see [ABR17, Remark 5]).
Remark 16. To simplify the notation we will denote ηdh,E by ηdh whenever we don’t
have ambiguity for E. Numerical examples will be presented in Sec. 4 to show the
behavior of ηdh .
Theorem 17. There exists a constant C > 0, independent of the size of elements
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of T , such that, for every K ∈ T , the following local lower bound holds
ηInt,K +
∑
K∈Fh(K)
ηFace,F +
∑
E∈Eh(K)
ηdh,E
≤ max
{
C2K +
CKhK
ε
‖b‖L∞(K), CK
σ0
‖c‖L∞(K)
}
‖u− uh‖a,ωK
+C
∑
K∈ωK
hK
ε1/2
(
‖f − fh‖0,K + ‖(b− bh) · ∇uh‖0,K + ‖(c− ch)uh‖0,K
)
+C
∑
F∈Fh(K)
δF∈Fh,N
h
1/2
F
ε1/2
‖g − gh‖L2(F )
+
∑
E∈Eh(K)
h1−d/2
h1/2
ε1/2
(
ε+ ‖b‖L∞(Ωh+ ‖c‖L∞(Ωh2
)
‖∇uh · tE‖L2(E). (62)
Proof. This estimate can be obtained by combining (56), (60), and (61).
3.2 AFC-SUPG Estimator
An alternative way of finding a global upper bound for the error in the energy norm
for the AFC scheme is to use the estimator proposed in [JN13]. An upper bound
which is robust with respect to the diffusion coefficient, ε, was derived for the error
in the SUPG norm [JN13, Eq. (11)] for the SUPG scheme. It has been noted in
[JJ18] that choosing the initial solution as the SUPG solution for the nonlinear
system of equations was the most appropriate. We exploit this fact to bound our
error.
Let uAFC, uSUPG denote the AFC and SUPG solution, respectively. Then by
the triangle inequality
‖u− uAFC‖2a ≤ 2
(‖u− uSUPG‖2a + ‖uSUPG − uAFC‖2a)
≤ 2 (‖u− uSUPG‖2SUPG + ‖uSUPG − uAFC‖2a) .
The first term can be bounded by [JN13, Theorem 2.1] and the second term is
computable. Let
‖u− uSUPG‖2SUPG ≤ η2SUPG,
where η2SUPG is given by [JN13, Eq. (36)] and
ηAFC−SUPG := ‖uAFC − uSUPG‖a,
then
‖u− uAFC‖2a ≤ η2,
where
η2 = 2
(
η2SUPG + η
2
AFC−SUPG
)2
.
Numerical simulations depicting the behavior of ηSUPG, ηAFC−SUPG along with the
adaptive refinement of grids will be preseneted in Sec. 4.
4 Numerical Studies
The standard strategy for numerically solving a partial differential equation on
adaptively refined grids using an a posteriori error estimator is
SOLVE→ ESTIMATE→MARK→ REFINE.
We note that to refine a grid adaptively, two important things are required:
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• Marking strategy, that decides which mesh cells should be refined,
• Refinement rules, which determines the actual subdivision of a mesh cell.
There are two marking strategies that are widely used in a posteriori packages,
namely the maximum marking strategy and the equilibration marking strategy (see
[Ver13]). It is noted in [Ver13] that both the strategies produce comparable results
but it is computationally cheaper to implement the maximum marking strategy
and hence it is used in our simulations. For refining of the mesh cells, red-green
refinement rules were used (see [Ver13]).
Remark 18. An issue that arises while marking of cells for convection-dominated
problems is that only a few mesh cells with high error are marked, which deteriorates
the performance of the algorithm. This can be improved if we use the following
strategy ([Ver13, Sec. 2.1]),
Given a small εmark (say 0.05 or 0.1), we first mark the εmark of elements with
largest estimated error for refinement and then apply the maximum marking strategy
algorithm only to the remaining elements.
We chose the value εmark = 0.05 for our simulations.
The quality of an estimator is usually judged by its global effectivity index that
is given by,
ηeff =
η
‖u− uh‖a .
This index can be used to measure the quality of an estimator when the exact or a
good approximation is known to the solution.
We note that we have the presence of certain constants in our estimators. We
chose the value of these constants to be unity. In certain examples of P1/P0 in-
terpolation, an appropriate value of the interpolation constants can be calculated
(see [KL07]) but we don’t have guaranteed constants for our case.
Remark 19. We have discussed two different strategies for finding a global upper
bound for the AFC error in the energy norm. Further in this section we will refer
to the residual based estimator from Sec. 3.1.1 as AFC-energy technique and from
Sec. 3.2 as AFC-SUPG-energy technique.
Remark 20. One of the advantages of the nonlinear AFC schemes is that it pro-
duces a physically consistent solution. In the case of Convection-Diffusion-Reaction
equations it relates to the satisfaction of DMP. It has been noted in [BJK16] that
a sufficient condition for the satisfaction of DMP for the Kuzmin limiter is that the
mesh is Delaunay in nature. With red-green refinements, subsequent refinement
makes the mesh lose this property. One way around this is to use grids with hang-
ing nodes. To the best of our knowledge, no theory or implementation has been
suggested for continuous AFC schemes in the context of hanging nodes.
Numerical studies presented further in this section will comprehend the results
for the two different techniques on the following conditions:
1. Compare the AFC-energy and AFC-SUPG-energy techniques:
(a) with respect to the effectivity index in the energy norm.
(b) with respect to adaptive grid refinement.
2. Behavior of ηdh defined in (61), on uniformly and adaptively refined grids.
3. Behavior of ηSUPG and ηAFC−SUPG for AFC-SUPG-energy technique.
The matrices were assembled exactly and the linear systems were solved using
the direct solver UMFPACK [Dav04]. The method fixed point right hand side was
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Figure 1: 2d Boundary layer example. Solution (computed with the BJK limiter,
level 7).
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Figure 2: Example 4.1: Effectivity index in the energy norm with AFC-energy
technique defined in Sec. 3.1.1 (left) and AFC-SUPG-energy technique defined in
Sec. 3.2 (right).
used for solving the nonlinear problems with the damping parameters as described in
[JJ19]. The stopping criteria for the adaptive algorithm was either #nDOFs ≈ 106
or η < 10−3. All the simulations were performed with the in-house code ParMooN
[WBA+16].
4.1 A Known 2d Solution with a Boundary Layer
This example was proposed in [ABR17, Example 1]. Consider ε = 10−3, b = (2, 1)T ,
c = 1, g = 0, uD = 0, and the right-hand side f such that the exact solution is
given by
u(x, y) = y(1− y)
(
x− e
(x−1)/ε − e−1/ε
1− e−1/ε
)
,
on the domain Ω = (0, 1)2 (see Fig. 1). An initial grid was defined with two
triangles by joining the line y = x. The simulations were started with a level 2 grid
(i.e., #nDOFs = 25), initially uniform refinement was performed till level 4 (i.e.,
#nDOFs = 289). After that adaptive refinement was performed.
First, we compare the behavior of effectivity indices for AFC-energy and AFC-
SUPG-energy techniques. For the AFC-energy technique, we note that as the adap-
tive refinement starts the effectivity index is high and as the grid becomes refined the
value decreases (see left Fig. 2). For the Kuzmin limiter on grids with fine adaptive
regions ηeff ≈ 232 and for the BJK limiter ηeff ≈ 12. For the AFC-SUPG-energy
technique the values of effectivity index is better than the AFC-energy technique
(see right Fig. 2). One interesting observation to make is that the limiter does not
play an important role in this technique. The values of effectivity indices are com-
parable for both the limiters. If the adaptive refinement is sufficiently fine then, for
the Kuzmin limiter ηeff ≈ 2 and for the BJK limiter ηeff ≈ 5.
Next, we look at the individual behavior of ηSUPG and ηAFC−SUPG. It can be
seen in Fig. 3 that the dominating term is ηSUPG and hence, the AFC contribution,
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Figure 3: Example 4.1: Comparison of ηSUPG and ηAFC−SUPG for AFC-SUPG-
energy technique. Kuzmin limiter (left) and BJK limiter (right).
ηAFC−SUPG, does not play a pivotal role in the effectivity index and the refinement
of the grid.
Lastly, we study the behavior of the error in the energy norm, its relation to the
a posteriori error estimates, and the behavior of the part ηdh of the error estimators
in some detail. One can observe that the error as well as ηdh and η for AFC-energy
technique decays optimally on adaptive grids for the BJK limiter (see Fig. 4 (left).
For the Kuzmin limiter one observes that as the grid becomes fine the optimal rate
is not obtained for the error as well as for ηdh and η. It has been noted in [BJK16,
Remark 18] that if the grid is non-Delaunay and the problem becomes diffusion-
dominated then the method fails to converge. With successive refinement of the
grid, the problem becomes locally diffusion-dominated (in the sense of a small grid
Peclet number) and one has to expect because of the conforming closure and the
resulting obtuse angles, there is no convergence. The error estimator with the AFC-
energy technique predicts this irregular behavior of the error. This reduction of the
rate of convergence is not observed while using BJK limiter. Fig. 5 shows the 14th
adaptively refined grid with AFC-energy technique. One can oberve obtuse angles
in the adaptive grids. In Fig. 4 (left) for the Kuzmin limiter, we also note that ηdh
is comparable with η and hence is the dominating term in the error estimator and
hence the dominating term for the effectivity index and the adaptive refinement of
the grid. For the BJK limiter, as the grid becomes finer, ηdh is small as compared
to η.
For the AFC-SUPG-energy technique the error and η values are shown in Fig. 4
(right). For the Kuzmin limiter, similar observation to the AFC-energy technique
can be made. One issue to note is that the estimator(η (BJK)) with AFC-SUPG-
energy technique does not predict this irregular behavior as it has already been
mentioned that the AFC contribution does not play an important role here.
4.2 Example with Interior and Boundary Layer
This example was first proposed in [HMM86]. It is given in Ω = (0, 1)2 with
b = (cos(−pi/3), sin(−pi/3)), c = f = 0 and the Dirichlet boundary condition
uD =
{
1 (y = 1 ∧ x > 0) or (x = 0 ∧ y > 0.7),
0 else.
Here, ε = 10−4 is considered. It is known that, the solution exhibits an internal
layer in the direction of the convection starting from the jump of the boundary
condition at the left boundary and two exponential layers at the right and the lower
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Figure 4: Example 4.1: Error in energy norm with AFC-energy technique defined in
Sec. 3.1.1 (left) and AFC-SUPG-energy tecnhique defined in Sec. 3.2 (right). The
line corresponding to η (Kuzmin) is below ηdh (Kuzmin) in the left figure.
Figure 5: Example 4.1: 14th adaptively refined grid with AFC-energy tech-
nique. Kuzmin limiter (#nDOFs = 22962) (left) and BJK limiter (#nDOFs =
23572)(right)
Figure 6: Example 4.2. Solution (computed with the BJK limiter, level 9).
boundary (see Fig. 6). A known solution to this problem is not available but we
know that u ∈ [0, 1]. This example serves for studying the adaptive grid refinement
in the presence of different kind of layers.
An initial mesh was defined similar to the previous example, i.e., with two
triangles by joining the line y = x. The simulations were started with a level
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Figure 7: Example 4.2: 14th adaptively refined grid with AFC-energy technique
and with conforming closure.
Kuzmin limiter (14th grid: #nDOFs = 28548 (left) and BJK limiter (14th grid:
#nDOFs = 28120) (right).
2 grid (i.e., #nDOFs = 25), uniform refinement was performed till level 4 (i.e.,
#nDOFs = 289) and then the adaptive grid refinement was started. For this
example, we do not have the presence of regions where the problem becomes locally
diffusion-dominated because the refinement does not make the grid sufficiently fine
for the considered diffusion parameter.
The 14th adaptively refined grids with conforming closure and AFC-energy tech-
nique are shown in Fig. 7 for the Kuzmin limiter (left) and the BJK limiter (right),
respectively. Here we see that we have the presence of non-Delaunay triangulation
but we could note that the DMP was satisfied for both the limiters. This result
shows that using the Kuzmin limiter might lead to solutions that satisfy he DMP
even if an essential assumption of the analysis (Delaunay triangluation [BJK16,
Remark 14]) is not satisfied. Comparing the refinement for both the limiters, we
observe that the number of mesh cells is comparable for both the limiters (see Fig. 7
for #nDOFs).
Next, we study the adaptive grid refinement for the AFC-SUPG-energy tech-
nique. The 14th adaptively refine grids with conforming closure are shown in Fig. 8
for the Kuzmin limiter (left) and the BJK limiter (right), respectively. Here we
observe that the mesh cells near the internal layer are not refined that much as
compared to the AFC-energy technique. Also, we see that the limiters do not play
an important role in the adaptive refinement. To be precise, the #nDOFs are
comparable for both the limiters and the mesh look much more similar than in
Fig. 7.
5 Summary
In this work, a new residual based a posteriori error estimator has been derived in
the energy norm for AFC schemes (AFC-energy). Another approach for finding an
upper bound in a posteriori way using the SUPG solution (AFC-SUPG-energy) has
also been discussed.
The following conclusions can be made from the numerical simulations.
1. The effectivity index of the error estimator with AFC-energy was not robust
with respect to ε. For a strongly convection-dominated case, the effectivity
index was quite large which eventually decreased as the mesh became finer.
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Figure 8: Example 4.2: 14th adaptively refined grid with AFC-SUPG-energy tech-
nique and with conforming closure.
Kuzmin limiter (14th grid: #nDOFs = 100620 (left) and BJK limiter (14th grid:
#nDOFs = 100538) (right).
2. For the AFC-SUPG-energy technique, the effectivity index was better as com-
pared with the AFC-energy technique.
3. The choice of limiter did not play an important role in AFC-SUPG-energy
technique as the dominating term was ηSUPG. Because of this dominating
nature, one gets very similar refined grids and effectivity index for both the
limiters.
4. For the Kuzmin limiter and the AFC-energy technique, a reduced order of
convergence can be observed with conforming closure using red-green refine-
ments as adaptive refinement leads to locally diffusion-dominated problems.
This kind of reduction of order of convergence is not observed with the BJK
limiter.
5. The AFC contribution ηdh is the dominating term in the estimator η for
the Kuzmin limiter whereas for the BJK limiter in the convection-dominated
situation it is the dominating term but if the layer becomes to be resolved,
then no longer.
6. With adaptive grid refinement, the problem could become locally diffusion-
dominated then one has to use the BJK limiter because, with the Kuzmin
limiter, the error may become non-convergent. This situation might only
happen if the diffusion coefficient is comparably large with respect to the
mesh size.
7. For a small diffusion coefficient, one does not run into the issues of the pre-
vious point and one has to use the Kuzmin limiter because of the difficulties
encountered while solving the nonlinear problems with the BJK limiter, see
[JJ19].
Future work of the research relates to behavior of the estimator on grids with
hanging nodes, development of robust estimators, numerical studies in 3d, and
extending the analysis for the local efficiency of the estimator.
6 Acknowledgements
The work of the author has been supported by Berlin Mathematical School (BMS).
The author would like to thank Prof. Dr. Volker John for many fruitful discussions
25
and suggestions.
References
[AABR13] Mark Ainsworth, Alejandro Allendes, Gabriel R. Barrenechea, and
Richard Rankin. Fully computable a posteriori error bounds for sta-
bilised FEM approximations of convection-reaction-diffusion problems
in three dimensions. Internat. J. Numer. Methods Fluids, 73(9):765–
790, 2013.
[ABR17] Alejandro Allendes, Gabriel R. Barrenechea, and Richard Rankin. Fully
computable error estimation of a nonlinear, positivity-preserving dis-
cretization of the convection-diffusion-reaction equation. SIAM J. Sci.
Comput., 39(5):A1903–A1927, 2017.
[Ada75] Robert A. Adams. Sobolev spaces. Academic Press [A subsidiary of
Harcourt Brace Jovanovich, Publishers], New York-London, 1975. Pure
and Applied Mathematics, Vol. 65.
[AO00] Mark Ainsworth and J. Tinsley Oden. A posteriori error estimation
in finite element analysis. Pure and Applied Mathematics (New York).
Wiley-Interscience [John Wiley & Sons], New York, 2000.
[APS05] Rodolfo Araya, Abner H. Poza, and Ernst P. Stephan. A hierarchical
a posteriori error estimate for an advection-diffusion-reaction problem.
Math. Models Methods Appl. Sci., 15(7):1119–1139, 2005.
[Bah69] N. S. Bahvalov. On the optimization of the methods for solving bound-
ary value problems in the presence of a boundary layer. Zˇ. Vycˇisl. Mat
i Mat. Fiz., 9:841–859, 1969.
[BJK16] Gabriel R. Barrenechea, Volker John, and Petr Knobloch. Analysis of
algebraic flux correction schemes. SIAM J. Numer. Anal., 54(4):2427–
2451, 2016.
[BJK17] Gabriel R. Barrenechea, Volker John, and Petr Knobloch. An algebraic
flux correction scheme satisfying the discrete maximum principle and
linearity preservation on general meshes. Math. Models Methods Appl.
Sci., 27(3):525–548, 2017.
[BJKR18] Gabriel R. Barrenechea, Volker John, Petr Knobloch, and Richard
Rankin. A unified analysis of algebraic flux correction schemes for
convection-diffusion equations. SeMA J., 75(4):655–685, 2018.
[BKK08] Jan Brandts, Sergey Korotov, and Michal Krˇ´ızˇek. On the equivalence
of regularity criteria for triangular and tetrahedral finite element parti-
tions. Comput. Math. Appl., 55(10):2227–2233, 2008.
[BR78] I. Babusˇka and W. C. Rheinboldt. Error estimates for adaptive finite
element computations. SIAM J. Numer. Anal., 15(4):736–754, 1978.
[BS08] Susanne C. Brenner and L. Ridgway Scott. The mathematical theory
of finite element methods, volume 15 of Texts in Applied Mathematics.
Springer, New York, third edition, 2008.
[Cia78] Philippe G. Ciarlet. The finite element method for elliptic problems.
North-Holland Publishing Co., Amsterdam-New York-Oxford, 1978.
Studies in Mathematics and its Applications, Vol. 4.
26
[Dav04] Timothy A. Davis. Algorithm 832: UMFPACK V4.3—an unsymmetric-
pattern multifrontal method. ACM Trans. Math. Software, 30(2):196–
199, 2004.
[ESV10] Alexandre Ern, Annette F. Stephansen, and Martin Vohral´ık. Guar-
anteed and robust discontinuous Galerkin a posteriori error estimates
for convection-diffusion-reaction problems. J. Comput. Appl. Math.,
234(1):114–130, 2010.
[FHM+00] P. A. Farrell, A. F. Hegarty, J. J. H. Miller, E. O’Riordan, and G. I.
Shishkin. Robust computational techniques for boundary layers, vol-
ume 16 of Applied Mathematics (Boca Raton). Chapman & Hall/CRC,
Boca Raton, FL, 2000.
[HDF+06] Guillermo Hauke, Mohamed H. Doweidar, Daniel Fuster, Antonio
Go´mez, and Javier Sayas. Application of variational a-posteriori multi-
scale error estimation to higher-order elements. Comput. Mech., 38(4-
5):356–389, 2006.
[HDF11] Guillermo Hauke, Mohamed H. Doweidar, and Daniel Fuster. A poste-
riori error estimation for computational fluid dynamics: the variational
multiscale approach. In Multiscale methods in computational mechanics,
volume 55 of Lect. Notes Appl. Comput. Mech., pages 19–38. Springer,
Dordrecht, 2011.
[HFD08] Guillermo Hauke, Daniel Fuster, and Mohamed H. Doweidar. Vari-
ational multiscale a-posteriori error estimation for multi-dimensional
transport problems. Comput. Methods Appl. Mech. Engrg., 197(33-
40):2701–2718, 2008.
[HMM86] Thomas J. R. Hughes, Michel Mallet, and Akira Mizukami. A new
finite element formulation for computational fluid dynamics. II. Beyond
SUPG. Comput. Methods Appl. Mech. Engrg., 54(3):341–355, 1986.
[JJ18] Abhinav Jha and Volker John. On basic iteration schemes for nonlin-
ear afc discretizations. WIAS Preprint 2533, Weierstrass Institute for
Applied Analysis and Stochastics, 2018.
[JJ19] Abhinav Jha and Volker John. A study of solvers for nonlinear AFC
discretizations of convection-diffusion equations. Comput. Math. Appl.,
78(9):3117–3138, 2019.
[JN13] Volker John and Julia Novo. A robust SUPG norm a posteriori error es-
timator for stationary convection-diffusion equations. Comput. Methods
Appl. Mech. Engrg., 255:289–305, 2013.
[Joh00] Volker John. A numerical study of a posteriori error estimators for
convection-diffusion equations. Comput. Methods Appl. Mech. Engrg.,
190(5-7):757–781, 2000.
[KL07] Fumio Kikuchi and Xuefeng Liu. Estimation of interpolation error con-
stants for the P0 and P1 triangular finite elements. Comput. Methods
Appl. Mech. Engrg., 196(37-40):3750–3758, 2007.
[KQ95] M. Krˇ´ızˇek and L. Qun. On diagonal dominance of stiffness matrices in
3D. East-West J. Numer. Math., 3(1):59–69, 1995.
27
[Kuz06] D. Kuzmin. On the design of general-purpose flux limiters for finite
element schemes. I. Scalar convection. J. Comput. Phys., 219(2):513–
531, 2006.
[Kuz07] Dmitri Kuzmin. Algebraic flux correction for finite element discretiza-
tions of coupled systems. Computational Methods for Coupled Problems
in Science and Engineering II, 01 2007.
[MOS96] J. J. H. Miller, E. O’Riordan, and G. I. Shishkin. Fitted numerical
methods for singular perturbation problems. World Scientific Publishing
Co., Inc., River Edge, NJ, 1996. Error estimates in the maximum norm
for linear problems in one and two dimensions.
[RST08] Hans-Go¨rg Roos, Martin Stynes, and Lutz Tobiska. Robust numeri-
cal methods for singularly perturbed differential equations, volume 24
of Springer Series in Computational Mathematics. Springer-Verlag,
Berlin, second edition, 2008. Convection-diffusion-reaction and flow
problems.
[San08] Giancarlo Sangalli. Robust a-posteriori estimator for advection-
diffusion-reaction problems. Math. Comp., 77(261):41–70, 2008.
[Sty05] Martin Stynes. Steady-state convection-diffusion problems. Acta Nu-
mer., 14:445–508, 2005.
[Ver94] R. Verfu¨rth. A posteriori error estimation and adaptive mesh-refinement
techniques. In Proceedings of the Fifth International Congress on Com-
putational and Applied Mathematics (Leuven, 1992), volume 50, pages
67–83, 1994.
[Ver98] R. Verfu¨rth. A posteriori error estimators for convection-diffusion equa-
tions. Numer. Math., 80(4):641–663, 1998.
[Ver05] R. Verfu¨rth. Robust a posteriori error estimates for nonstationary
convection-diffusion equations. SIAM J. Numer. Anal., 43(4):1783–
1802, 2005.
[Ver13] Ru¨diger Verfu¨rth. A posteriori error estimation techniques for finite
element methods. Numerical Mathematics and Scientific Computation.
Oxford University Press, Oxford, 2013.
[WBA+16] U. Wilbrandt, C. Bartsch, N. Ahmed, N. Alia, F. Anker, L. Blank,
A. Caiazzo, S. Ganesan, S. Giere, G. Matthies, R. Meesala, A. Shamim,
J. Venkatesan, and V. John. Parmoon a modernized program package
based on mapped finite elements. Computers and Mathematics with
Applications, 74:74–88, 2016.
28
