ABSTRACT We discuss the analysis of time-correlated single photon counting measurements of fluorescence anisotropy. Particular attention was paid to the statistical properties of the data. The methods used previously to analyze these experiments were examined and a new method was proposed in which parallel-and perpendicular-polarized fluorescence curves were fit simultaneously. The new method takes full advantage of the statistical properties of the measured curves; and, in some cases, it is shown to be more sensitive than other methods to systematic errors present in the data. Examples were presented using experimental and simulated data. The influence of fitting range on extracted parameters and statistical criteria for evaluating the quality of fits are also discussed.
INTRODUCTION II (t) and 1I(t). In addition, the familiar problem of
Time-resolved fluorescence depolarization on the nano-convolution due to a system response function of finite second and sub-nanosecond time scales is a powerful duration causes distortions of the measured curves (33) .
technique for the study of rapid motions of molecules in The usual assumption made is that the apparatus acts as a liquids (1) (2) (3) (4) (5) . Information about the microscopic motions linear system, so that the observed polarized emission is contained in the time-depende emission anis y .curves are related to the true decay functions, ill(t) and iscotie in th tiedpedn emsso ansoroy i(t) by convolution with the instrument impulse response r(t), which can be related to a correlation function of the liot, b vti transition moment in the laboratory frame (6) (7) (8) (9) . If the function, g(t) transition dipoles for absorption of the excitation and ft emission of fluorescence are IXa and A, respectively, the 11(t) = 0 g(t-r)i11(r)dr (2) emission anisotropy is given by 3 I-( (t) =, g(t -Tr)i,E(Tr)dT. (3 r(t) = 2/5 (P2 [La(°) *Ae(t)]), (1) The excited state decay law (i.e., the concentration of where P2(x) is the second legendre ploi and the molecules in the excited state), K(t), and the anisotropy decay law, r(t), are directly related to the nondistorted resolved anisotropy provides a direct probe of molecular emission curves, according to relations given by Tao (6) motion and other relaxation processes.
Over the past decade, the method of time-correlated i1(t) -'A3K(t) [1 + 
2r(t)]
(4) single photon counting has been used to obtain timeresolved polarized fluorescence data in several laboratories i±(t) -'A K(t) [1 -r(t)].
(10-29). Other methods were used to obtain these data, Or equivalently including up-conversion (30) and recording intensity profiles with a streak camera (31) , but the photon-counting K(t) = i"(t) + 2i±(t) (6) technique has the advantages of the large dynamic range,
i1(t) -i(t)
which can be attained (typically four or five decades or r(t) .I (t) + 2i1(t) (7) more), and the well-understood statistical properties, which apply to the data (32) .
Almost all methods used to obtain the time-dependent There are two features of fluorescence anisotropy exper-anisotropy have begun with calculating sum and difference iments that cause complications in their analysis. First, the curves from the experimental data, given by anisotropy cannot be directly measured; it must be extracted from the observed polarized emission curves, S(t) = Il(t) + 2aI (t) (8) excitation pulse intensity and variations in the conditions ences between R(t) and r(t) naturally diminish as the for collecting III and I1, including differences in accumula-duration of the instrument function becomes much less tion times, geometrical factors, polarization dependence of than the time scale of interest. The differences have been the photomultiplier tube (PMT), detection efficiency, etc. safely ignored under these circumstances in studies of In the absence of such deviations, a is unity. In this work, unrestricted rotational diffusion (30) (31) and relatively we review the methods used for controlling and estimating slow restricted motions (10, 24, (37) (38) (39) . the value of a and suggest tests that should be used to However, for some systems r(t) may have a short time estimate errors introduced by them. component of physical interest. This occurs, for example, The inherent errors in the measured curves due to when there are two types of processes that can cause counting statistics are compounded in constructing D(t). depolarization, in general, giving rise to a nonexponential This results in a function for which Poisson statistics do not r(t). An example of this is the presence of both a rapid apply. Although error propagation can be used to calculate restricted motion of part of a macromolecule and an overall estimates of the variances for each channel in D(t) diffusive tumbling of the macromolecule (10, 18, 26) . (14, 34, 35) , note that these variances are larger than those Restricted motions of fluorescent probes in membranes can for Poisson statistics. This is because in a given channel, for also produce nonexponential r(t) and have been studied the parallel or perpendicular curve, the raw data (i.e., extensively (20, 23, 27, (40) (41) (42) (43) (44) (45) (46) (47) (48) (49) . There has been considernumber of counts) differs from the underlying parent value able theoretical interest in predicting the anisotropy decays by an unknown amount, and thus gives only an imperfect that result from such motions (50) (51) (52) . Torsional motion in estimate of that parent value. If r(t) approaches zero, the DNA has been detected by nonexponential anisotropy counting errors in the parallel and perpendicular curves decay of an intercalated fluorescent probe (25, 39, 53) . become equal or larger than the difference between them, Another condition that may cause r(t) to decay nonexponand the calculated difference of two such estimates can be entially is the presence of electronic relaxation processes, a poor approximation for the difference of the parent which occur even in the absence of molecular motion (54) . values.
For example, if two overlapping transitions are excited, In the absence of time shift or normalization errors, the r(t) can decay in two phases, an initial rapid decay, which functions S(t) and D(t) are the convolutions of K(t) and corresponds to attaining a quasi-equilibrium between the the product r(t)K(t), respectively. So, we define the lower excited states, then a slower decay at long times, which case counterparts as the nonconvoluted functions corresponds to motion of the molecules.
s(t) = ill(t) + 2ai1(t) (10) isAs the method of time-resolved fluorescence anisotropy iS extended to shorter time scales and used to obtain precise d(t) = i(t) -ail(t).
( 1 1) information about rapid processes, it is important to be aware of the limitations that are imposed by convolution, From the ratio of the functions D(t) and S(t), the systematic errors, and the method of data analysis. In this point-by-point anisotropy, R(t), can be constructed work we review some of the methods used in the analysis of D(t) anisotropy experiments and examine their limitations R(t) = S(t (12) using both simulated and experimentally obtained data. In addition, we present a new method for determining r(t) by Because the operations of convolution and division do not simultaneous fitting of the measured parallel and perpencommute, R(t) is not simply the convolution of r(t) in the dicular decay functions. This method does not utilize the sense of Eqs. 2 or 3. Instead, there is a more complicated constructed difference function, nor R(t), and has some relationship between r(t) and R(t), as has been pointed out advantages over the other methods previously reported, (14, 36) , that can cause graphs of R(t) to be somewhat including preserving Poisson statistics, removing redunmisleading. For example, even if r(t) decays as a single dant parameters from the fitting, and avoiding the propaexponential, R(t) can exhibit nonexponential behavior at gation of large error in the time region where r(t) short times, particularly for values calculated near the approaches zero. In some cases, avoiding error propagation initial rising edges of the S(t) and D(t) curves. In addition, enables this method to detect systematic errors present in the maximum value attained by R(t) at short times is the data that would be obscured if the point-by-point generally <r(0), as noted (14, 36) . difference between the two curves were calculated. We In fact, because of convolution it is not possible to have explore the implications of errors in normalization of the anything but an arbitrary definition for R(0), since the experimental curves, fitting over a limited time range, and position of time zero on measured decay curves is neces-time shifts in the emission curves relative to the instrument sarily arbitrary, it being a time difference between the start function (generally due to wavelength-department and stop pulses. In practice, however, R(t) attains a response of the detector).
In addition, we demonstrate that maximum at a time near the maximum of the instrument the theoretically predicted x2 of unity can be attained in function, which is generally taken to be R(0). The differdepolarization experiments.
EXPERIMENTAL forms for K(t) and r(t) of sums of exponentials, then combining them to give il(t) and i,(t) using Eqs. 4 and 5. These data were then convoluted Measurements were made on dilute solutions of two dye molecules. Eosin with a typical experimental instrument function to obtain the expectation Y (Eastman Kodak Co., Rochester, NY) was purified by thin layer values of the numbers of counts in each channel of the decays. The chromatography on a silica plate (60 F-254; Manufacturing Chemists, instrument function used in these simulations had a FWHM of 224 ps Inc, Norwood, OH) using a solvent mixture consisting of 25:15:30 because the time base was assumed to be 20 ps per channel for simplicity. ethanol/chloroform/ethyl acetate, respectively, by volume. Anthracene Statistical noise is simulated by adding to each channel a pseudorandom (Aldrich Chemical Co., Inc., Metuchen, NJ) was used without further number chosen from a Gaussian parent distribution, with mean and purification.
variance given by the expectation value for that channel, as is appropriate Fluorescence emission curves were measured by time-correlated single for counting statistics (32) . As with real data, these calculations were photon counting (55) (57, 58) . The number of runs, u, is defined as the number of sequential could be positioned to an accuracy of -0.5°. The photomultiplier output groupings of residuals with the same sign. Given the number of positive was amplified (600L; ENI Power Systems Inc., Rochester, NY) and sent and negative residuals (generally not equal), a probability distribution to a second discriminator, which generated the stop signal. The excitation can be computed for observing a particular number of runs in a given beam was attenuated so that the ratio of the rates of stop to start pulses experiment. For example, for the data in Fig. 1 Simulations of fluorescence depolarization experiments were generated
There are several approaches discussed in the literature, which deal with to examine the limitations of different methods of data analysis using the overcoming the difficulties in analysis and interpretation of fluorescence following procedure. Experiments were simulated by assuming model depolarization experiments, that have resulted in several methods for had a stable enough average intensity so that proper scaling was achieved The scaling factor has been previously determined in several ways, by collecting data for identical times (28) . which include comparison of parallel and perpendicular count rates over A few groups genuinely collect two curves simultaneously, for example, "short" times where the excitation intensity is assumed to be constant by using carefully balanced photomultiplier tubes (16) , in one case (14, 35, (59) (60) , steady state normalization (12, 13, 17, 38, 40, 44, 61) , alternating the roles of the two tubes during collection to cancel the tail edge matching when r(t) goes to 0 rapidly (11, 31) , and front edge effects of differing detection efficiencies (36). Mendelson and co-workers matching where r(0) is assumed to be 0.4 (31) . Another approach to (24) to either a single exponential or a sum of exponentials either without any constraints (11, 23, 28, 66) or by varying the r(t) parameters in Eqs. 4, 5, FIGURE 1 Nonlinear least-squares results for fit decay of eosin magic 10, and 11 with the K(t) parameters fixed (12, 23, 27, 35, (40) (41) (42) (43) (44) (45) 68) . In angle fluorescence by single exponential. The rapidly decaying curve is one case, after S(t) was fitted using a sum of two exponentials, D(t) was the instrument response function used for the deconvolution. The sample fitted using three, with one time constant frixed at the value of the longest is in water at 20°C. The fit gives K(t) = exp(-t/1,069 ps). The shift time constant found for K(t) (46) . One group has used a method where parameter was 53.6 ps. Weighted residuals are shown above the decay. S(t) and D(t) are fit simultaneously by varying both the parameters for Statistical information for this fit is given and discussed in the Statistical r(t) and K(t), although without taking convolution into account (25, 37) . Criteria for Curve Fitting section.
Once the fitted parameters for K(t) and d(t) are obtained, r(t) can be constructed by taking the ratio of these two functions (15, 19, 59, 63- 
In experiments where there was a significant longby-point anisotropy constructed directly from the measured decay time portion of the decay curves, where r(t) -0 (as in the experimental curves using Eq. 12. In cases where the width of the instrument data presented in this work), the parameters for K(t) could also be function is much less than the relevant decay times, R(t) can be fitted varied to determine their best values. directly to model functions, ignoring the effects of convolution (10, 13, 16, 17, 24, 30, 31, 38, 49, 61) . Of course, in this case the fitting range generally begins after the maximum of the R(t) function.
RESULTS
Recently, correction factors have been given to account approximately for the effect of convolution on direct fits of R(t) (36) .
Test of the Intensity Integrator Convolution of R(t) has been taken into account by some, notably Wahl (14, 34, 69) , who has proposed a method for directly fitting R(t).
To test the performance of the integrator and the long term First S(t) is fit, then the K(t) parameters are used with trial r(t) stability of the apparatus, seven decay curves for anthraparameters to construct d(t), which is convoluted to generate D(t). Finally, the ratio of the fitting functions is used to generate a trial R(t), cee in ohexan were collected eramper of 41/2)h which is iteratively compared with the experimental R(t) The set of seven curves contained examples of 111(t) (2), (14, 34, 61, 69 values of one curve differ from those of the other by this even in the absence of systematic errors, the information content in a same multiplicative factor, a, which can be determined by single curve is probably not sufficient to discriminate between various minimizing the quantity x2, given by mechanisms for rotational diffusion (12) .
Here we present a new method of anisotropy data analysis by With particular values for the K(t) parameters at hand, we generated N il and i, curves given a choice of the form of r(t) and its parameters, i) using Eqs. 4 chosen form of r(T), rather than an independently + 0.78 ± 1.5) and Z (runs) = -0.508 ± 1.095. The generated r(t) curve. The appropriateness of the chosen form for r(t) agreement with the predicted Z = 0 ± 1 is good. The was judged from the quality of the fit.
Since these data points are Poisson distributed, the residuals were average scaling factor determined was 0.9912 ± 0.006, weighted assuming ol -y;. The overall x2 (simply the sum of the X2's for which indicates that the normalization error not compeneach curve) was computed and minimized by iteratively varying the sated for by the integrator was <2%. These experiments parameters in the model r(t). This procedure was simultaneous in that also test for and reveal the absence of any polarization bias the fitting program minimized the squares of the residuals from both in the photomultiplier. As a result of these investigations curves at the same time. In this way a single set of parameters was .
determined, which was the best compromise between the best fitting we have confidence in the reproducibility of our data and parameters for either curve. During this fitting process, we fixed the the stability of the instrument function over the course of a values of the parameters for K(t) at those values determined by the day's data accumulation. Thus statistically based criteria for judging the goodness of fit of our anisotropy data seem analysis we incorrectly assume it has a different value. well justified.
Then s(t) is given by s(t)= 1/3 K(t)[(I + 2a) + 2(1 -a)r(t)]. (17) Determination of K(t)
To study this, simulations were done assuming a single The first step in analysis of anisotropy experiments is exponential K(t) with lifetime of 2 ns and single exponendetermining the excited state decay law, K(t), which is tial r(t) = 0.4 exp( -t/2 ns). Even with gross scaling errors independent of any molecular reorientations provided that using a incorrect by as much as a factor of two, the decay the orientational and electronic degrees of freedom are time recovered was within 5% of the correct decay time. uncoupled, as is usually the case.
Although the extracted lifetimes were close to the correct In conjunction with anisotropy measurements, K(t) is value, in some cases the x2 significantly differed from 1.0, commonly found by computing S(t) and fitting it using indicating that the systematic error had been detected by some standard method, e.g., iterative convolution (33) or the fitting procedure. moments (73) . Alternately, one can obtain K(t) by making Another kind of systematic error examined was a differa measurement with the analyzing polarizer oriented at the ence in the starting positions (time shifts) of the parallel magic angle from the polarization direction of the excita-and perpendicular curves. A number of simulations and tion pulse. This effectively adds the parallel and perpendic-fits were done with curves of different heights and time ular components of the emission to produce a decay curve, shifts, with the same single exponential r and K parameters Im(t), which is proportional to K(t). used in the previous section. It was found that the X2 values The magic angle method is routinely used for lifetime were consistently higher for pairs of curves that had higher measurements, and a best value of the lifetime parameters overall heights.
can be generated by averaging several experiments. In For example, with a shift difference of one channel (20 anisotropy experiments, the K(t) parameters are most ps), we obtained the correct decay time for K(t) to within often determined from S(t) to obtain the fitted value for 0.3%, and x 2 values ranged from 0.93-1.02, for curves with the overall height of the deconvoluted curves, which is parallel heights ranging from 12,000-73,000. However, necessary to obtain r(0), and to account for variations in when the shift error was increased to three channels (60 the observed K(t) parameters, which occur from one run to ps), for curves with parallel heights of 12,000, 24,000, the next. However, the magic angle method has two 49,000, and 73,000, we obtained x2 values of 1.13, 1.58, advantages over fitting S(t). First, because only one curve 2.17, and 2.29, respectively, although the extracted time is required the problems of scaling two decay curves (i.e., constants only ranged from 2,011 to 2,013 ps. This is an accurate determination of a) and of minimizing the sys-example of a systematic error which does not significantly tematic variations (e.g., time-origin shifts, long-term effect the extracted time constant for single exponential changes in response function) between them are avoided. K(t), although it reveals its presence in a x2 value that Secondly, in the absence of systematic errors, Poisson differs from unity. statistics apply to the raw data. This latter advantage may A demonstration of the results obtained for real systems seem trivial since error propagation can be applied to the is given by fitting decays of eosin-Y in water with visible computation of S(t) (14, 43) , giving excitation (514.5 nm) and emission (>590 nm). The fit to a 2 = JI(t) + 4 a2I (t). Fig. 2, 3, 4 , and 5, for *5.
example, the correction factor was 1.013, i.e., the error in the normalization made by the integrator was 1.3%. The result of a fit to S(t) for eosin is shown in Fig. 2 presence of a slight systematic error that does not effect Tr. The systematic error is apparently more readily detected in FIGURE 3 Point-by-point anisotropy, R(t), calculated from Eq. 12 r(t) determinations using simultaneous fitting rather than using polarized eosin decay curves shown in Fig. 5 . The time axis is offset fitting D(t) or I"(t); we discuss this topic in the next from that in Fig. 5 Table I . different fitting methods: constructing and fitting R(t) without deconvolution, fitting D(t), fitting III only, and
Note that the peak of R(t) occurs significantly before simultaneous fitting of III and I,. Using the same eosin data the peaks of the measured fluorescence decay functions.
that appears in Fig. 2 , we constructed R(t) with Eq. 12; the The initial part of the R(t) curve is thus determined from resulting function is shown in Fig. 3 . As Wahl notes (14), if the rising edges of the measured curves. This causes doubt convolution causes a significant distortion of the measured on the validity of analyzing R(t) curves only from times curves, the interpretation of the anisotropy function genergreater than the fluorescence emission maxima for rapidly ated in this point-by-point fashion is not simple. A confusdecaying r(t). For r(t), which has time constants much ing feature of such generated functions is that they are longer than the instrument function width, the initial value clearly nonexponential at short times, even if the true of R(t) approaches r(0), as noted by Papenhuijzen and anisotropy is a single exponential. Furthermore, the Visser (36) . observed limiting value of R(O) is less than the true initial A linear least-squares fit was done on the plot of value (14, 36 in this region. Thus, the linearity in the latter part of Fig. 3  1TIME Cn-) -is misleading in that convolution has altered the apparent decay constant. Naturally, if -r were greater than the without taking convolution into account.
CRO6S AND FLEMING Time-resolved Fluorescence Anisotropy Decays
The fit to the curve D(t) generated from the same +4. 3 polarized fluorescence data for eosin is shown in Fig. 4 anisotropy was heterogeneous, with r(t) = 0.30 exp(--t/5
Because the simultaneous fitting is made directly on the ns) + 0.10 exp( -et/n100 ps). If the data were analyzed measured curves rather than on curves constructed from assuming a single exponential r(t) fitting over the entire the data, the Poisson statistics that apply to the number of range for simultaneous fitting, we obtained xr = 1.52 (Z = counts recorded in each channel are preserved. Even if the -4.0), r(0) = 0.326, r, = 3.94 ns, while for fits to D(t) we instrument function is so narrow that convolution does not obtained x2 = 1.32 (Z =-1.8), r(0) = 0.320, Tr = 4.28 ns. effect the decay curves, construction of the function R(t) Thus, both methods detect the presence of systematic introduces scatter into the data. Although the propagation error, namely an incorrect functional form, although the of errors made in this way can be calculated and has been simultaneous methods results are somewhat more sensitive treated properly by Wahl for R(t) (14) , such manipulato the error as evidenced by the larger x2 and Z value. tions always increase the scatter in the resultant data and When the decays were fit over a time range that started tend to mask systematic errors that may be present.
after the peak of the fluorescence decay functions, a single Also, because D(t) is the convolution of r(t) K(t), the exponential r(t) with a lifetime of~5 ns gave acceptable accuracy in r(0) extracted from fitting D(t) will always be statistical criteria, indicating that it may be necessary to fit limited by the accuracy ofthe value ofK(0) extracted from at least part of the rising edges of the curves to obtain the corresponding fit to S(t). In the simultaneous fitting reliable short components of a nonexponential r(t). Simulmethod, a parameter for the overall height is also fit, but it taneous filtting gave better results than D(t) fitting in the is essentially the ratio of heights of the two curves that sense that as the lower time limit of the fit was decreased to determine r(0) rather than the overall height. include the rising edges of the curves, the statistical criteria Because the rising edges of the fluorescence curve for the single exponential fits for simultaneous fitting apparently contain important information about the short began to indicate the presence of systematic error before time behavior of r(t), this might cast doubt on the validity the critera for D(t) fits.
Of results obtained when the rising edge of the curve (or Additional simulations were done to test the response of curves) is not fit, as is often the case when the instrument the methods to a different kind of systematic error. Before function shape is sensitive to emission wavelength (72) . We convolution, the fluorescence decay functions were multihave investigated this point for the data presented here by plied by a factor varying the range over which the data are fit in the r it + stet simultaneous and difference fitting procedures.
x(t)t=o+Eesini T J].
(26) Table II shows the results of this investigation for theact' eosin data. For this data set, the peaks of the instrument For the simulations, we chose a single exponential K(t) function, and parallel and perpendicular decay curves with alifetime ofl1ns and r(t) =0.4 exp(-t/l100ps). The occur at channel numbers 130, 138, and 144, respectively, period of the sinusoidal noise was 1 ns, and the relative If the fitting is begun after the peak of Igi (channel 138), the amplitude e was 0.05. When the parallel and perpendicular r(0) and Tr values extracted by either method are signifi-curves were generated with the noise 1800 out-of-phase cantly in error. Not surprisingly, if the fit is begun after the (i.e., 41 -+ = 500 ps), both simultaneous fitting and D(t) sim and I1 curves have almost merged (e.g., channel 160), fitting detected the presence of systematic error, as idinonsensical results are obtained for the r(0) and a values cated by 2 = 2.2, and x = 2.5, respectively. However, even though the x2 is good. when the phase t he the noise were the same in both curves, Another test for the influence of itting ranges was made the simultaneous its gaven = 1.9, while D(t)fetsgaven by simulating decay curves assuming that K(t) was a single = 0.9. In the latter case, the D(t) fit failed to detect the exponential decay with a lifetime of 1.0 ns, and the systematicerror. Averagingoverallcases, weobtainedfor the percent error in the extracted r(O) and Tr, 8 and 15%, respectively, for D(t) fitting and 3 and 17%, respectively, for simultaneous fitting. DISCUSSION We have reviewed the different methods used to analyze time-resolved fluorescence anisotropy data and explored the effects of some systematic errors on the extracted parameters. It has been demonstrated that to obtain reliable information about rapid anisotropy decays, convolution must be taken into account, and the rising edges of the fluorescence curves should be included in the analysis. The results in Table II demonstrate that even if the fits are begun from the maximum of the fluorescence emission curves, it is possible to introduce significant error in the extracted anisotropy parameters. Simulations of heterogeneous anisotropy decays showed that it is possible to overlook a short component in the anisotropy if the fitting range does not include enough of the beginning portions of the decays, although the simultaneous fitting method needs less of a range to detect the presence of a short component.
The commonly used method of fitting D(t) can give accurate results, but because of the manipulation of the data in constructing the difference function, there is a tendency to mask systematic errors that may be present. Thus, in precise work where the anisotropy decay law is nonexponential, it is possible that a fit to D(t) may appear to be correct even though the model function is incorrect. Because the simultaneous fitting method acts on the raw data rather than constructs of it, it is more sensitive to systematic errors and has been shown in some cases to detect errors when other methods cannot.
Knutson and co-workers (77) recently described a method for simultaneous analysis of sets of time-resolved fluorescence decays. The method is applied to the case where there are two decay components with known identical decay times in each curve, but differing ratios of pre-exponential factors. They demonstrate that the global method gives superior results to fitting the individual curves separately, because it takes into account the relations that exist between the individual decay curves. Our method of simultaneous fitting similarly takes into account the relationship between parallel and perpendicular decay curves, and analogously produces results superior to those obtained when fitting the parallel curve only, for example.
Our method differs from the method of Knutson et al. (77) in that we fit only two curves simultaneously while they can fit several. However, we note that several polarized fluorescence curves could be accumulated at various settings of the analyzing polarizer between the parallel and perpendicular directions generating a set of curves with known relationships, so that there is the possibility of using the global method to analyze anisotropy experiments.
The case of single exponential r(t) and K(t) is the simplest experimentally. Extra parameters introduced in the fitting procedure from nonexponential r(t) and/or K(t) place a greater constraint on the care with which the fitting must be done. In addition, for experiments in the UV (e.g., on tryptophan), there is the difficulty of a greater wavelength dependence of the photomultiplier response than in the visible region. We will address these issues in detail in a future publication.
