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Quantum effects in chemistry   
 
Chair: J. Knoester (University of Groningen) 
 
Auditor: F. De Proft (Vrije Universiteit Brussel, Brussels) 
 
 
J. Knoester:  We have seen the rapporteur’s talk and a shorter talk. Both talks had to do with transport, this morning 
we also talked about transport. Prof. Ratner’s talk was more related to charge transport, whereas Prof. Scholes talk 
went more to energy transport again. Phase relations play a role. The initial state was discussed in both cases and 
although I think that there were big differences in the talks, there was also some overlap. We will now start the 
discussion. 
 
S. Rice: I would like to ask Prof. Scholes a question to see whether I can interpret in a slightly different language 
what he just told about the polymers. The fact is that although exciton states are thought of as being limited to 
crystalline structures, they can also exist in liquids. And the reason they can exist in liquids is that on the length 
scale of the radiation the liquid is homogeneous and has translational symmetry, after all that is a length scale of 
5000 Å and the inhomogeneity in the liquid is on the length scale of tenths of angströms.  And so one can construct 
a theory of excitons in liquids with scattering and the key is that when you for example look at dipole-dipole 
coupling than the band structure depends upon the radial distribution function. In the case of the polymer that might 
be repeat units of uniform lengths with random angles between them which would give you a radial distribution 
function about each one. The excitation would be delocalized over a certain number of these elements because of the 
fact that the wavelength applied is large compared to that and then there would be scattering. Would that be sensibly 
equivalent or very different from the picture that you described?  
 
G.D. Scholes: As far as I can see that sounds similar to the picture that I have described. 
 
R.A. Harris:  Where is the radial distribution in your work? 
 
G.D. Scholes:  I haven’t thought about the radial distribution in this particular case, I haven’t thought about putting 
it in in k-space either, and so, I can’t think of something profound to say right now about the radial distribution. 
 
A. Nitzan:  I have two questions; one is aimed to both speakers.  This is a good opportunity to try to understand 
similarities and differences between electron transport and exciton transport.  As far as I can see, the differences lie 
at the boundaries and the accepting systems are of course different if you have more than one carrier and of course 
there are coulombic interactions in one case and not in the other but other than that, do you see any differences 
between the exciton transport/electron transport? 
 
G.D. Scholes:  I think that there are differences; there is a difference in how you are interacting with the bath and 
how you average over the bath.  In the case of energy transfer, it’s the transition energy fluctuations that are really 
important and how you couple to them. The case of electron transfer, Prof. Ratner can comment much better than 
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me, but it often seems to be the case that, well, to answer this qualitatively, you are much more solvent limited in the 
sense that you can, the time scales of electron transfer are limited to the bath itself in a different way to energy 
transfer.  
 
M. Ratner:  One way to think about this is the way that Gerhard Closs has thought about this.  So he did these 
experiments on exciton transfer and on electron transfer and he said that the matrix element ought be the product of 
the matrix elements because in one case one particle moves and in the other case two move, and that fitted his decay 
very well. So from that point of view there are obviously quite similar and also within the framework of Marcus 
theory they are also similar because the density of states factors are going to be similar because there is a bath. In the 
wires though, the bath really is quite different than in any molecular system whose bath is vibrations, phonons, the 
environment in that sense and Landau’s understanding that the bath is dominant here is the bath that corresponds to 
electronic states and that that is included in the formulation in the very beginning of the gamma-g gamma-g thing.  I 
think that that is a difference actually.   
 
G.D. Scholes:  A quick comment, you can see a difference in the formulation of the spectral overlap in which you 
have a donor that is different chemically from the acceptor. Then overlap can be very large because of the high 
frequency modes because it is a de-excitation instead of an excitation which have different kinds of Franck-Condon 
overlaps.  
 
G. Fleming: Just to add that this was triplet-triplet energy transfer Gerhard Closs was talking about and that it has a 
different mechanism and a different kind of electron coupling than singlet exciton transfer. 
 
H. Kauffmann:  I have a question for Prof. Scholes; in principle you measure the multidimensional spectrum of 
PPV and you published also very nice oscillations. Will you expand on your presentation and show us a little bit in 
particular this special part which is very important with regard to the conclusion that you draw? 
 
G.D. Scholes: A couple of points about this that may be important for future discussions.  First we have interpreted 
the spectra such that the diagonal is the bleach, which is going to give you essentially the distribution of 
conformational subunits but also there are some special kinds of homogenous line broadening in the polymers.  The 
purple contours you see in the 2D electronic spectrum [Science 2009] indicates excited state absorption to the two-
exciton state, which is completely hidden in normal pump-probe experiments. The beats you mention are plotted the 
same way as in Greg Engel’s paper [Nature 2007]. Those beats suggest there is quantum coherence in the polymers, 
in solution, at room temperature. What I think is important to note here is that the frequencies of these electronic 
beats are similar to a lot of vibrational modes in these polymers, and it may be that this has something to do with 
why electronic coherence can be sustained for so long.  Perhaps having the high frequency modes at a similar 
frequency to the electronic transition energy differences is helpful.   
 
H. Kauffmann: Because in principle one would expect that you have a species that is a polaronic exciton, more or 
less, there is a carrier in this ensemble and from this point of view one would expect that the system is already 
dressed by nuclear modes.  
 
G.D. Scholes: It is dressed only after 100 fs, so initially it is delocalized we believe. 
 
J. Herek: My question is for Prof. Scholes.  I am going to give you a second chance you wanted to find something 
profound to say about the radial distribution function. I think at the end of the talk you said something very profound 
and I would like you to expand upon it.  You were echoing on something that was said this morning that with each 
jump in energy transfer you reset the coherence, and even after many jumps, even after nanoseconds, you have this 
kind of resetting of the coherence, which I have to say surprises me a little. I would have thought that your 
coherence initially generated by a superposition is lost upon transfer and that the superposition is collapsed and the 
transfer involves on finding a resonance which may not use entire state preparation. Help me understand this. 
 
G.D. Scholes:  It is a separate issue how you prepare the system to observe in these laser experiments. Certainly the 
short laser pulse is preparing the system in some kind of coherent superposition state.  Let’s ignore that and think of 
a simulation where you have absorption of weak incoherent light leaving the system in some kind of state which 
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undergoes energy transfer. So, the resetting of this coherence can be thought of in the framework of generalized 
Förster theory. If the acceptor of excitation energy is composed of more than one conformational subunit, weakly or 
strongly interacting in such a way that this group of molecules absorb light collectively, they also act collectively to 
accept excitation from an excited donor molecule. At the instant when the excitation is transferred incoherently to 
that group of subunits, you end up with excitation that is coherently shared in the acceptor group. The coherence can 
subsequently decohere, but later it can hop to another collection of acceptors that are coherently coupled. So it is a 
fact that the acceptors act collectively to accept the energy and that is the process that resets this ‘coherence clock’. 
 
K. Nelson:  A couple of things.  I am not so sure that this has to do with nature of initial excitation.  Of course that is 
very useful to us to make the kinds of observations that we do, but I think it has been discussed (and I think it has 
been shown) that even with weak incoherent light you would still get these sorts of population beats.  And really this 
has to happen as long as you could just model this as a bright and a dark state that make coupled states but the 
transition dipole will not go into these states so you will end up getting this kind of beating. Perhaps, actually, it is 
the same for what happens in this sequence of events that you are describing that essentially re-kickstarts something 
that may look coherent because each time you have an acceptor, or in the simulation that Prof. Fleming showed, I 
think it was coupling to phonons in that case that would reset and start up coherence of the phase (even if that is not 
related to the initial one) but there will be oscillations again. So the point is, I think, that Graham, in your case there 
was a model for a bath, right, so the model must have had frequencies fast enough to do this, that were either 
resonant or faster than the difference in energy and in your case it was transfer events that were acting on this time 
scale that will always do this. So in some sense I think the initial observation of beats of the sorts that appear might 
seem trivial because you can just model it in terms of different bright or dark states. But as soon as you start 
thinking about the fact that you get effective energy transfer over to the acceptor that only maybe has weak 
participation in the initial eigenstate, and what this requires for fluctuations that may ordinarily kill it, and lead to 
localization on the bulk of where the density was. This is, of course, where it is non-trivial if these issues of 
correlations among fluctuations and so forth start to matter.  And that is the case there and it is also the case in your 
liquid state situation where then you have to look at the density of the states and what the wavelengths are and all of 
that.     
 
R.J. Dwayne Miller:  Getting back to Jennifer’s question, each time it moves, the phase is uncorrelated.  Would it 
not be like the exciton radius since we have a diffusive walk? The language of resetting the coherence to me seems 
as if the exciton has got scattering so you are moving spatially and the wavefunction is delocalized over some 
varying length scale on these polymer chains. 
 
G.D. Scholes: How to think about the coherence is to think about it in a site basis. So in this case, because the sites 
are coupled, several of them will participate in absorbing the light then they relax through a combination of 
processes to predominantly excitation on one conformational subunit (site). Evolution of the exciton is quite 
complicated on different time scales. The acceptor here is this group of conformational subunits and it is the 
coherence among them that is reset, it is not that phase is preserved in the ensemble. 
 
R.J. Dwayne Miller:  So the phase is uncorrelated so it is a diffusive walk between donor to acceptor. 
 
G.D. Scholes: The phase is uncorrelated with the donor, but is correlated among acceptors. 
 
R.J. Dwayne Miller: Still to me it looks like a diffusive walk once you get past the time scales 
coherence/decoherence of this site; you teased us with this idea that the coherence is important for getting the 
macroscopic transport and this 15 nm diffusion length didn’t match with Ben Schwarz’s 100 nm film thickness, so 
could you just now bring together diffusion length with picture of EET in polymers, because to me it would be the 
diffusion time over the film thickness and the lifetime and that would be the only thing you would care about.   
 
G.D. Scholes: I think it is related on how you think about exciton diffusion. The first point that you made had to do 
with dynamics being incoherent or not.  It is true in the description that I gave about resetting the coherence clock, 
the dynamics themselves can be incoherent but you can still have the coherence in the acceptor states.  In terms of 
what is going on in this conjugated polymer film, I think the important point here is that excitons are not diffusing 
through a homogenous medium as if the exciton is in a molecular crystal. At the interface there can be a vital energy 
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acceptor. You also have regions in the polymer, for example lamellar domains, which are good energy acceptors 
(traps). The issue is to overcome exciton diffusion by long-distance jumps between donor/acceptor, that’s what 
energy transfer can do. The key is the spectral overlap between the donor and the accepter which enables long-
distance jumps. 
 
R.J. Dwayne Miller: So there is a non-diffusive regime of transport for these systems, initially there is fast transport 
and then a slow one as you time average and finally you get a more homogeneously looking system so it is the 
system structure that gives you long hops that get you from one point to the other.   
 
G.D. Scholes:  Exactly, a key is to engineer long hops that direct you to where you want to go (e.g. the interface). 
 
J. Knoester:  I also want to bring the discussion a little bit into the direction of the rapporteur again. 
 
G. Fleming: Mark, you mentioned pointer states and actually Greg has written about them too. Are these 
observable, how do you learn about them experimentally? 
 
M. Ratner: Well that is my question, if you read the Zurek papers, it is all totally reasonable. At a Gordon 
conference this year there was a discussion about the tails of these states and how significant these are. These tiny 
probabilities suggest that it is way out there. He said those disappear all very quickly and the states that are left after 
those disappear are the ones that evolve.  But he didn’t say how you do that, that is why I ask the question.  It has to 
do with initial state following a photo-excitation, at least from my point of view. So you start with a molecule or a 
molecular entity or a surface or a species ore a layer or something, you photo-excite it and at the beginning the 
quantum mechanics tells you that the electronic wavefunction is spread out. Eventually of course, it collapses, but 
before that this einselection process drives it to a pointer state quickly. I don’t know of any simulations that show 
that and I am not even sure that these pointer states are uniquely defined but what he said was that these are the 
states in which you should have done your matrix calculations. 
 
R.A. Harris:  Handed molecules are the prime examples of pointer states.  If you look at the double well there is 
amplitude of the state in the left well, it has been found, and in the right well.  But then because of either the 
environment or, in the chiral case, parity violation the states become totally localized. So that is the prime molecular 
example for these pointer states.  
 
M. Ratner: In a sense this is a two level system and not all systems are two level systems.   
 
R.A. Harris:  But the chiral molecules are made up of many degrees of freedom. There is just one mode that is 
chiral but there can be multidimensional chirality and it still holds.   
 
M. Ratner: And you would state that the pointer states are the pure states of one of the chiral entities? 
 
R.A. Harris: They are not time independent but the time dependence is lost and that is due to the lack of overlap.  
 
J. Durrant:  I have a question for Mark concerning the last part of the talk where he talked about the role of dark 
states in stabilizing certain photo-excited states. Can coherent dephasing stabilize the dark state over and above 
detailed balance energy loss argument?  
 
M. Ratner: I think the argument is yes, and the reason for this has to do again with the argument that Bob Harris 
just made. Even if you have two sites, you have a matrix element between them. In the absence of an interaction 
with the environment they are just going to go back and forward with cos(ωt) if the dephasing and decoherence is 
fast enough. They will never make it and in fact localize completely and that was mentioned this morning too in the 
talk of Prof. Rice, the coherent and decoherent mechanisms as a function of friction and eventually they both die. 
 
J. Durrant:  So how do you reconcile that with detailed balance? If you argue that you can get a stabilization which 
is over and above what you expect from a super detailed balanced free energy argument.  
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M. Ratner:  Let’s first talk about it in the sense of energy moving down a chain. It’s a trap, and it never comes out 
of the trap, so it can go in and not come out and it happens I think quite often in excited states of molecules and the 
matrix elements are still the same but the densities of states are tremendously different. So it never emerges from the 
hole that defines itself. 
 
G.D. Scholes:  Do you think that detailed balance is satisfied in the eigenstate picture if it is not obvious in the site 
picture? When you have these strong electronic couplings it becomes clear in the eigenstate picture. It is not 
violated. 
 
M. Ratner: Even if there is a one way hole? 
 
G.D. Scholes: In that case, it is irreversible. 
 
M. Ratner: I think detailed balance requires equilibria which you don’t have, it is going down into this hole and it is 
never coming back up. 
 
J. Knoester: One of the things that was addressed already in the beginning of this discussion was the difference 
between charge transport and energy transport in coupling to the bath and even the nature of the bath. You made a 
point of it that the bath it to a large part dominated by the interactions with the electrons.  
 
M. Ratner: It is a conduction experiment, not in the ordinary electron transfer. 
 
J. Knoester: If you do the single molecule electron conduction experiment like you sketched it here, of course you 
know that Leo Seballos has another kind of conduction experiment where you don’t have leads. Is there then a 
stronger analogy to the bath? 
 
M. Ratner:  I showed an experiment from the Lazorcik lab where they saw comparative rates of these molecules, 
they are held together by cross conjugation and non-cross conjugation. That is a measurement of electron transfer 
rates for which you can use a Marcus type model. In most cases it works fine and the bath is a solar bath, the 
vibrations and all the degrees of freedom that would be the bath in an optimal experiment, it is just the experiment in 
which the conductance is different. They are similar in the sense that the dominating mechanism is still electron 
tunneling and it has a result from 12 year ago or so. They should be proportional to one another.  But the rate from 
electron transfer should be proportional to conduction electron transport reaction because the fundamental tunneling 
is still the same.   
 
A. Olaya-Castro: I would like to bring back the discussion to the detailed balance. So I agree that for instance when 
you are analyzing, e.g. energy transfer between an LH1 and a reaction centre, in that case you cannot talk about 
detailed balance if the reaction center trapping rate is so fast. In that case, though, you can do calculation that 
demonstrates that transfer between these two satisfies detailed balance. That means before you transfer to the 
reaction center, if excitation is in one ring and you transfer it to the other ring it achieves detailed balance, it 
achieves thermalisation. So I think his point about the detailed balance is quite important. And I also think that the 
right basis set in which detailed balance happens depends strongly on the interaction to the bath. So if you are in a 
very weak coupling regime so then detailed balance assumes you have no trap, you just have excitation transfer and 
you have no reaction centers. If the interaction to the bath is pretty weak then detailed balance is achieved in the 
bare eigenstates of the Hamiltonian. But if interaction to the bath is very strong then detailed balance is achieved in 
the site basis, which is what happens with Förster transfer. In between detailed balance will be achieved in a dressed 
basis. So talking about the right basis in which one would like to describe the quantum dynamics of this, I think the 
right basis, I don’t know if it is the pointer basis or deselective basis, but I think it is a dressed state basis according 
to the interaction with the bath.   
 
G.D. Scholes: I do agree with that and it actually reminds me about something Birgitta Whaley presented at a 
conference earlier this year. It was called a widget used in quantum information which is actually similar to one of 
the examples Mark showed where the example is that you can get beyond detailed balance by having these two 
molecules and some electronic coupling between them. I think it is similar to what Alexandra is saying, that when 
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you transform to the correct basis for the system then it is a kinetics problem that satisfies detailed balance. So the 
interpretation is very basis dependent.   
 
M. Ratner: It is basis dependent but also space dependent and the way I think about these is there is an imaginary 
part of the energy which corresponds to its damping or decay and when that gets really big then it won’t go back. 
You can make the analogy with Niagara falls once it gets at the bottom it is pretty improbable it will go up again.  I 
think it is a similar thing, there is a trap down there and it simply can emerge. 
 
G.D. Scholes: I would argue since these are all kinetics problems you can always get detailed balance just the 
reverse rate constant becomes very small. 
 
R. van Grondelle: The effect of this problem of detailed balance, you can actually investigate how fast the exciton 
goes back and it turns out that this back rate constant satisfies detailed balance perfectly. So we know the number.  
 
R. Marcus: There is some work in the literature on the question of detailed balance and when you can define kinetic 
rate constants they are OK, but there are some situations that have been discussed, I guess Ben-Reuben was the first 
to discuss this, where when you don’t have the thermal equilibrium then you don’t have enough information about 
how the so-called detailed balance is working. 
 
M. Ratner: What about this einselection business and pointer states which we have discussed? One of them was: is 
there something to replace the variational principle to figure out the geometry structures of systems out of 
equilibrium? The third one has to do with overlap, while we always assume that the wavefunction of the donor and 
the acceptor are totally orthogonal or not because real wavefunctions do overlap. The small amount of overlap 
suggests that interpretational difficulties are serious because at time zero there is a drop in the product even before 
you start and how you deal with that. And that is related to the basis issue that Shaul raised this morning when you 
are doing pertubation type of relaxation theory: what basis do you choose and if you choose the wrong basis set you 
get the wrong answer. To some extent that is what the einselection is supposed to do for you. It is supposed to tell 
you which basis is correct, but since we don’t know how to do einselection… 
 
G. Engel: I want to return to a question that was asked earlier on about the hydrogen molecule between your two 
platinum electrodes. I am confused about that result. In your toy pictures about these IETS spectra you showed 
linear behaviour, which I might think of as Ohmic in an I vs. V plot. And then you take the second derivative and 
you get a peak. Clearly that cannot be the case if you see a negative peak as if it were purely Ohmic, it would only 
have additive probabilities and no interference effect. So I guess my question is twofold then: (1) What is different 
about this hydrogen molecule experiment from the alkane? Is it something about the vibrational bath of the 
hydrogen, or something about the symmetry of the state, what makes this different? (2) Why would we see what I 
can only interpret as a destructive interference?   
 
M. Ratner: That is a terrific and a perceptive question. I will tell you what von Ruitenbeek will tell you; he states 
that this hydrogen is so small that when you bring electrodes together, the hydrogen is in there but there is another 
channel. And the other channel is a direct channel, because the total conductance you saw was about 0.95 of the 
unit, whereas the total conductance in the alkene was 0.003 of the unit. So one of them is highly conductive the 
other one is not conductive at all despite of the fact that both had big gaps. H2 has a huge gap, so his argument is that 
these are so close together that there are two channels, a channel that goes through the molecule and one that doesn’t 
go through the molecule so his argument that 0.95 is the current that doesn’t go through the molecule. When you see 
this dip, it has to do with the current that goes through the molecule.   
 
S. Rice: Can you measure that separately? 
 
M. Ratner: These measurements are hard to make. He has done it many times and there are small differences but it 
is always down and it is always close to 0.9.   
 
S. Rice: Can you bring it the same distance without the H zooming to another spot? 
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M. Ratner: If you believe that the tip is the same every time then yes. 
 
S. Rice: And he does that for a fraction of the 0.95 ? 
 
M. Ratner: If you get on resonance, the fraction is 1. It depends on how far “slightly” off it is and that depends on 
the reproducibility of the experiment.  So it is back to the single molecule problem. 
 
R.J. Dwayne Miller: If you do spectroscopy on metal, don’t you get a negative dip at optical phonons frequencies, 
so there is more scattering through that junction? 
 
M. Ratner: Yes, there is more scattering. 
 
A. Aspuru-Guzik: Not really a question, I want to translate the language of pointer states to chemistry. As far as I 
understand what a pointer state is, when you are in a system in interaction with the environment what it will like to 
do is to go to a state in which it decoheres the least. In open quantum systems you call it the states from the fixed 
point of the map, where you are going to go after you touch the environment. So I would say that in chemistry 
pointer states would be e.g. a polaron, an initial excitation that is dressed with a bath of phonons. The polaron basis 
will be the pointer states. I would say that loss of your tails probably has to do with the fact that after you start 
talking to the environment then that is where you are going. I just wanted to make the language connection because I 
think that it is all there is to pointer states.    
 
M. Ratner: It is intuitively clear that some of this should happen. The point on polarons is interesting. Suppose you 
are trying to pass charge from one end to another and there is a competing timescale. The timescale of motion is 
competing with the timescale of polaron formation and if Marvin Cohen were here he would say what the timescale 
of polaron formation is for a static charge, and that is what people did when they measured these time dependent 
Stokes Shifts a long time ago. You put an isolated charge in the species and you watch it relax. Now if you got two 
competing charges, or timescales, one for transport, the other for trapping, either one is going to dominate 
depending on the regime. But I understand reading from his papers that the einselection generally holds, you photo-
excited it, you introduce a state and there is very small extra delocalization that goes away. In a sense it is intuitive.  
Ronnie Kosloff suggested this to me ten years ago before he heard about einselection, because it is reasonable 
chemically that that would happen. But I don’t know how to do it and I don’t know how these pointer states are 
unique. 
 
J. Knoester: This makes for a wonderful topic during the refreshments, let us stop the discussion and thank both 
speakers for their excellent contributions.   
 
 
 
 
