The reliability coefficient 
In latent trait models, or item response theory (iRT), the item information function (IIF) and the test information function (TIF) provide measures of the local accuracy of trait estimation, a concept that is missing in CTT . The values of the IIF and the TIF do not depend on the specific group of examinees tested, unlike r,,,, (i.e., the IIF and TIF are population-free). Therefore, ~°X~2 and the associated standard error of measurement (SEM) are not as important as they were before IRT became feasible. However, because of its simplicitỹ -y is still popular among test users. Thus, it is worthwhile to relate it to the TIF, and to suggest better ways to use ~X ~2. L,a~l~y (1943) The operating characteristic, P,(O), of the response pattern V is defined as the conditional probability of V, given 0, and assuming local independence (Lord & Nwi~k9 1968) ,
The response pattern information function (Samejima, 1972) , 7y(e), is given by
The TIF, 1(0), is defined as the conditional expectation of 1,,(0), given 0, and from Equations 2, 3, 6, and Using the TIF, it is possible to link CTT with IRT through the prediction of r°x X, and the SEM for a specified 8 distribution or a specified group of examinees (Samejima, 1977b It also has been observed (Samejima, 1977b) The appropriateness of the above normal approximation of the conditional distribution of 6, given 0, can be examined using the monte carlo method (see Samejima, 1977a (Elderton & Johnson, 1969) (Lord, 1983;  Samejima, 1997 Samejima, , 1993a Samejima, , 1993b and the modified 'TIFs (Samejima, 1990 Samejima (1987 Samejima ( , 1993a Samejima ( , 1993b expanded the MLEBF to include any discrete item responses. The MLEBF in the general case can be written as where Ak (8) is the basic function (Samejima, 1969) for the discrete item response k,, and P&dquo;(0) and #&dquo; (0) denote the first and second partial derivatives of fl (0) where It'(S) indicates the third partial derivative of fl(0) with respect to 0 (see Samejima, 1987 Samejima, , 1990 Samejima, , 1993a Samejima, , 1993b .
Equation 31 shows that the relationship between this new function and the original TIF depends on the first partial derivative of the MLEBF. To be more precise, if the partial derivative is positive, 1'(8) will be less than 1(0); if it is negative, this relationship will be reversed; if it is 0.0 (i.e., if the MLE is conditionally unbiased), 1'(S) and 1(0) will have the same value.
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ In theory, E(0) is more appropriate, but in many cases discrepancies between T(6) and E(6) are small (see Samejima, 1990) , so T(6) can be a good substitute for ~,(&reg;). ~ls&reg;9 in CAT, T(6) or E (6) (-i.6 , .S)9 and Distribution 6, N(-2.4, .5), respectively. Figure  1 shows the density functions of these six distributions of 8. [From Samejima (1994) . Reprinted by Permission of Kluwer Academic Publishers]
The hypothetical test consisted of 30 equivalent dichotomous items, which followed the logistic model (Equation 26 ) with a -1.0, ~ -0.0, c~ = 0.0~ and I~ =1.7. This particular hypothetical test was selected because the interval of 0 for which practical conditional unbiasedness of the MLE By, given 9, holds was expected to be small because of the common difficulty parameter for all the items; therefore, the discrepancies between T(0) or E(0) and 1(0) were expected to be large for a wider range of 0 than those for a more typical test. This choice was made for the purpose of comparing the predictions of r(b,,,,9,) for a specific distribution of 0 when 1(0) was used versus T(8) or E(0).
Another reason for this choice was considerations in CAT. In CAT, except for the initial few items presented to an examinee, the tailored subset of items selected from the item pool consists of nearly equivalent items. If the same level of accuracy in estimating 6 for all examinees is desired, for example, then it is reasonable to use a single specified amount of test information as the criterion in the stopping le. In so doing, the choice between 1(0) and T(6) or will make a substantial difference, especially for examinees with very high levels of 0 and for examinees with very low levels of 0, because in many cases the item pool will lack extremely difficult and extremely easy items.
Results. The MLEBF of this hypothetical 30-item test is shown in Figure 2 . Note that outside the interval of 0 (&reg;I.09 1.0) the amount of bias becomes increasingly large. The square roots of the TIFS [1(0), T(6), and E(0)] are shown in Figure 3 . Tables I and 2 present Table 2 . These different degrees of disagreement may be expected, for the degree of violation from the assumptions behind CTT was different for each distribution of 0. The three predicted error variances of the MLE of 6 arc presented in Table 2 , for each of the six hypothetical distributions. They were obtained using Equation 20 , and by similar equations in which 1(0) was replaced by T(0) or respectively. 0 was divided into small intervals of .05 width, and a number of rectangles were used for approximate integration. Simpson's quadrature formula (Elderton & Johnson, 1969) also could have been used and perhaps would have provided more accurate results.
Predicted Versus Empirical Reiiabilities
Nlethocl. In order to evaluate the resulting predicted r& r e g ; 1 , 6~)s obtained by using 1(0), T(9) , and E(6), a set of empirical r(6,, &reg;2)s for the six 0 distributions were used as criteria based on simulated data. Follow- Table 1 Obtained Mean and SI~s of 0 and Predicted r 6,, 6,)s for Each of the Six Distributions of 0 Using 1(0), Y°~&reg;), and ~,(&reg;) Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Table 4 . These results were compared to the predicted r(o,, 6~)s in Table 1 . For Distribution 3, for which only three replaced values were used (see Table 4 ), the empirical r(6,,6.,)s were very close to the predicted values; that is, .80724 versus .81738 [1(0)], .80074 [T(9)], and .799' -Note, however, that in general the empirical 1-(6-1 61) became larger than the predicted value as the total frequency of the --s and +°°s increased. This enhancement is artificial, however, because by using -2.65 and 2.65 in place of --and +00, respectively, those who obtained --as their MLE of 0 both in the test and retest situations were treated as if they obtained the same estimated 0 in the two testing situations, even though the distance between the two &horbar;~s could be infinitely large, for example. The same logic applies for Note that this enhancement did not occur for Distribution 4-.72334 versus .73250, .66611, and .65589 Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ (see Tables 1 and 4) . For Distribution 4, the frequencies of +-were 0 in the test, the retest, and the combination of both, and the frequencies of -00 were as small as 56 and 45 in the test and retest situations, respectively, with only 14 individuals overlapping in both (i.e., the second smallest frequencies next to those for Distribution 3). Table 4 were arbitrary, the empirical r(&,, 6.,)s were computed again by changing these two replacement values to --2.122'~1 and 2.12271, respectively. The results also are shown in Table  4 . Comparing these values with those presented in the 2.65 column of Table 4 , each of the values for the empirical r(b,, 6~)s is greater than the corresponding value for 2.65. Although the increment is almost 0.0 for Distribution 3 and it is mild for Distribution 4, it is substantially large for Distributions 5 and 6. These results are predictable from the differences in the number of replacement values used for the different distributions (compare the frequencies of --s and +-s for these distributions in Table 4 ).
The variability that exists among the empirical -r ( & r e g ; 1 , & r e g ; Z ) s across different distributions of 0 might have been the result of using 6~ rather than the 1~C score, although this interpretation is illogical. This is not the case, as is obvious from theory. To illustrate this, the empirical r~s also were computed using the NC for each distribution of 0. The results in Table 4 (Figure 4a ), which consisted of 43 dichotomously scored items, and Shiba's Word/Phrase Comprehension Test .11 ( Figure  4b ), which consists of 54 dichotomously scored items (see Samejima, 1993a Samejima, , 1993b .
Figures 4a and 4b show that (1) the three curves are flatter than those of the 30 equivalent test items, (2) the decrease in the amount of information is not as radical as 0 departs from the modal point, and (3) the discrepancies between the square root of the original TIF and those of the modified formulas are not as conspicuous (Figure 4 versus Figure 3) . However, the two curves for the modified formulas are almost overlapping, as was observed with the 30 equivalent test items (Figure 3) . Tables 1 and 5 showed that, although all three predictions of r(6&dquo;6,) (ol, 6,) . Considering that the values in Table 5 are upper bounds of the reliability coeffi--cients, Equation 36 in which E(0) is used will be the most appropriate formula.
Thus the results of the present research suggest that it is advisable to use E(9) rather than 1(0) for predicting the reliability coefficient of a test attributed to a specific distribution of 8, as well as the criterion in the stopping rule of a CAT. With a finite number of test items the MLE Of 0 is conditionally biased, given 0. Therefore, in theory the use of E(0), which is based on the minimum bound of the mean squared error of Qy rather than the minimal variance bound (Samejima, 1990) , is more reasonable than that of T(9) also, although the two results provided similar values here.
These examples were selected intentionally to make the differences among the different 0 distributions and among the three predicted ~~&reg;,9 ~Z~s for each 0 distribution substantially large, using equivalent test items. Because equivalent test items are seldom used in actual tests, the differences between the resulting predicted reliability coefficients obtained by using 1(0) and by using either T(9) or E(6) arc expected to be less. 
