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Abstract
While anomaly detection in static networks has been extensively studied, only recently,
researchers have focused on dynamic networks. This trend is mainly due to the capacity of
dynamic networks in representing complex physical, biological, cyber, and social systems. This
paper proposes a new methodology for modeling and monitoring of dynamic attributed net-
works for quick detection of temporal changes in network structures. In this methodology, the
generalized linear model (GLM) is used to model static attributed networks. This model is
then combined with a state transition equation to capture the dynamic behavior of the system.
Extended Kalman filter (EKF) is used as an online, recursive inference procedure to predict
and update network parameters over time. In order to detect changes in the underlying mecha-
nism of edge formation, prediction residuals are monitored through an Exponentially Weighted
Moving Average (EWMA) control chart. The proposed modeling and monitoring procedure is
examined through simulations for attributed binary and weighted networks. The email commu-
nication data from the Enron corporation is used as a case study to show how the method can
be applied in real–world problems.
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Change.
Mr. Reisi Gahrooei is a doctoral student in the department of industrial and systems engineering at Georgia Tech.
His email address is mrg9@gatech.edu.
Dr. Paynabar is an Assistant Professor in the department of industrial and systems engineering at Georgia Tech. His
email address is kamran.paynabar@isye.gatech.edu. He is the corresponding author.
1
Introduction
The relationship of entities in a complex physical, biological, cyber, and social system can mostly
be captured by networks. As such, development of mathematical models and analytical tools that
can characterize the interaction of network entities has attracted significant attention. In early
efforts, most research has focused on static modeling of networks, in which either a single snapshot
or aggregated historical data of a system are used for modeling and analysis (ERDdS & R&WI,
1959; Frank & Strauss, 1986; Kim & Leskovec, 2012; Hoff et al., 2002). However, in reality, most
networks represent time-varying systems that exhibit intrinsic dynamic behavior. In other words,
the underlying structure of such networks slowly evolves/changes over time. As a result, recent
studies have focused on modeling and analysis of dynamic networks. Examples of such studies
include Erdos–Renyi–Gilbert model, in which an edge or a group of edges are added to the network
over time with some fixed probability (ERDdS & R&WI, 1959), Barabï¿œsi–Albert model that
employs preferential attachment to connect a new node to an existing network (Barabási & Albert,
1999), small–world model, in which shortcut edges are added to an initial regular network with
probability proportional to the distance between the nodes (Watts & Strogatz, 1998; Kleinberg,
2002), and Markovian models that allow both vertices and edges to be added and deleted over
time (Xu & Hero, 2014; Sarkar & Moore, 2005; Hanneke et al., 2010; Goldenberg et al., 2010). The
underlying assumption of these models is that the network slowly evolves/changes over time without
abrupt changes in their underlying mechanism. In reality, however, the occurrence of shocks and
abrupt changes in dynamic networks is very common. For example, resignation of a key employee
or occurrence of a conflict in an organization may cause a significant change in the professional
network of employees. Therefore, developing tools and techniques to detect such shocks is critical
for the analysis of dynamic networks.
This paper focuses on combining dynamic network modeling of a complex phenomenon with
statistical process control (SPC) techniques for quick detection of temporal changes in network
structures. The objective is twofold: first, to determine the underlying mechanism that governs the
edge formation of a dynamic network stream during a reference (in-control) period; and, second,
to identify time periods when edges are generated from different mechanisms. In a corporation,
for example (as will be discussed in the case study section), analysis of employees communications
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helps better understand the organizational structure and interactions. At the same time, it would
be useful to detect structural changes in the communications network and find the correspond-
ing root causes such as a fraudulent action or a significant change in the organizational structure.
The main challenge in developing an effective monitoring method for dynamic network streams is
to capture and distinguish the gradual change of a network stream resulting from the underlying
dynamic mechanism from abrupt changes caused by shocks to the system. Otherwise, the false
alarm rate of the monitoring procedure significantly increases. By a gradual change, we refer to
any form of autocorrelation (i.e. temporal correlation) in a network stream. For example, in a col-
leagues–and–family network, a seasonality behavior might be expected, as one might communicate
with colleagues during a week, and with family during the weekends. Such a trend is part of the
natural behavior of the network stream and should not be detected as a change, rather it should
be captured in the model as a gradual trend. Existing methods fail to address this challenge, and
therefore, they are not effective in monitoring dynamic networks.
In the past decade, change detection in network streams has received special attention in the com-
puter science community (Ranshous et al., 2015) and various detection methods have been devel-
oped based on community discovery and similarity measures (Duan et al., 2009; Papadimitriou et al.,
2010; Koutra et al., 2013), compression techniques (Hirose et al., 2009), tensor decomposition (Sun et al.,
2006a,b; Koutra et al., 2012), and probabilistic modeling (Aggarwal et al., 2011). However, these
studies lack a comprehensive statistical component that distinguishes significant changes (assignable
causes) from those that might naturally appear due to random disturbances (random causes). More-
over, they do not explicitly model the dynamic evolution of the system. Another group of studies,
mainly proposed by the statistics community, employ SPC charts to identify changes. A compre-
hensive review of these methods is given by Woodall et al. (2016). Many of these methods, however,
focus on monitoring of the network connectivity measures including average degree, closeness, be-
tweenness, and density to detect temporal changes (McCulloh, 2009; McCulloh & Carley, 2011).
These measures can also be calculated for a fixed window scanning over a graph (sub–graphs) to
obtain the so–called scan statistics (Marchette, 2012). Monitoring scan statistics (Priebe et al.,
2005; Neil et al., 2013; Sparks & Ickowicz, 2013) can improve the detection of local changes in net-
work streams, but it is computationally expensive. Recently, Azarnoush et al. (2016) combined the
statistical modeling of attributed (labeled) binary networks with SPC to detect changes in network
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streams. In this study, they showed that monitoring the connectivity measures can overlook partic-
ular forms of change in network streams, and defined the connectivity of two nodes as a function of
node attributes (e.g. age, sex, education, etc.) to model the network structure and to detect tem-
poral changes. One major drawback of all the aforementioned studies, including Azarnoush et al.
(2016), is that they do not properly consider the dynamic evolution of network streams. That
is, these works extract the features or model the entire network independent from the previous
network snapshots and ignore the potential autocorrelation in the network stream. In order to
address this issue, this paper leverages network attributes to explicitly model network dynamics
and to separate it from abrupt changes. Many real-world systems can be modeled using attributed
(labeled) networks. For example, in the Enron corpus (Perry et al., 2013; Xu & Hero, 2014), each
node represents an employee with an attribute denoting his/her role in the company (i.e. president,
vice–president, CEO, manager, etc.). In a social network, each user might have attributes such
as age, location, occupation, etc. These attributes can provide an effective means for statistical
modeling and monitoring of a network stream.
The main goal of this paper is to propose a new modeling and change detection methodology for
attributed network streams that exhibit intrinsic dynamic behavior. For this purpose, we integrate
GLM used for static modeling of attributed networks with state transition models that capture
the dynamic behavior of network streams. The integrated model updated over time using the
extended Kalman filter (EKF) along with an exponentially weighted moving average (EWMA)
control chart creates a monitoring procedure for quick detection of abrupt changes in network
streams. Our proposed method in this paper extends monitoring approach in Azarnoush et al.
(2016) in two ways. First, we extend their network modeling method for binary edges to weighted
networks through GLM. That is, our proposed method is capable of modeling a variety of network
streams wherein the edges can be modeled by a distribution from the exponential family including
Bernoulli (e.g. binary networks), Poisson (e.g. weighted networks), normal (e.g. flow network), etc.
Second, we consider the potential dynamic (autocorrelation) in the network stream by including
a state transition equation over the network parameters. Azarnoush et al. (2016) try to take this
dependency into account by using a moving window approach that combines the data of the current
network snapshot with a few previous snapshots when estimating the network parameters. This
approach, although simple, is only effective where the network dynamics is very simple (e.g. linear
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trend). If used for more complex dependencies (e.g. autoregressive) the moving window approach
will lead to a large false alarm rate (or less detection power) due to residual dynamics not captured
by this approach. For example, in a colleagues-and-family network, a seasonality behavior might
be expected, as one might communicate with colleagues during a week, and with family during
the weekends. Modeling these networks independent from the previous ones (or even with moving
window) fails to capture such a trend and increases the number of false alarms. To alleviate this
issue, this paper includes an explicit state transition model to capture the correlation between the
network snapshots.
It is noteworthy to mention that Wang et al. (2012) used control charts to monitor the Kalman
estimation of the time that an order completes an stage in a supply chain network. In this work,
the supply chain network is fixed and does not change over time, and hence their method cannot be
used for modeling and monitoring of dynamic structure of a network stream. In our work, however,
we provide a dynamic model to capture and separate both gradual trends and abrupt changes in a
stream of networks.
The organization of the paper is as follows: We begin with an overview of the proposed method-
ology along with the notations used in this paper. Next, we describe a static model for attributed
networks built on the GLM, and extend the static network model to the dynamic case by combining
the GLM with a state transition model and the EKF. This is followed by describing the monitoring
procedure for temporal change detection. Next, performance of the proposed method is evaluated
using simulated network streams. A real–world example based on Enron corpus is then provided as
a case study. Finally, the paper is concluded in the last section.
Overview of the Proposed Methodology
The overview of the proposed methodology for network modeling and monitoring is given in Figure 1.
We begin with modeling static attributed networks using GLM, in which the connectivity of any pair
of nodes is estimated by a function of the similarity of their attributes. As GLM provides a general
regression framework for exponential family distributions, it can be used to model a broad type of
node connectivities. For example, for modeling the existence, rate, and volume of communications
among nodes, Bernoulli, Poisson, and normal or gamma distributions can be used, respectively.
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Figure 1: Overall procedure of network modeling and change detection
Next, to model the inherent dynamic of a network stream, we construct a state–space model (SSM)
on the parameters of the GLM (i.e. regression coefficients) and use the EKF to estimate and update
model parameters over time. In this procedure, we employ the estimation of time t− 1 to generate
a one–step–ahead prediction of the network at time t, which is used to compute Pearson residuals
(Myers et al., 2012). Finally, an EWMA chart is constructed to monitor the Pearson residuals, and
to detect abrupt changes.
In this paper, we use the following notations. We denote an observed network at time t with
its corresponding adjacency matrix denoted by W t = [wij,t], where wij,t is the weight of an edge
connecting nodes i and j at the time point t. In the case of binary networks, wij,t = 1 if an edge
connects nodes i and j, and wij,t = 0 otherwise. We denote the set of all networks up to time t
by W (t) = {W 1,W 2, · · · ,W t}. In general, we assume that networks are directed and there is no
self-edge in the networks, i.e. wii,t = 0 for any i and t. Here, without loss of generality, we assume
the total number of nodes remains fixed over time, and denote the number of possible edges in a
network by m = n (n− 1), where n is number of nodes. We suppose that networks are attributed
and use xij,t to denote a p–dimensional vector of attributes corresponding to the edge between
nodes i and j at time t. We let Xt =
[
1 xTij,t
]
to denote the attribute matrix of size m× (p+ 1),
where 1 is an m–dimensional vector of ones corresponding to the intercept. Note that in the case
of undirected networks, W t is a symmetric matrix and xij,t = xji,t. We also denote the vectorized
representation of the adjacency matrix with wt = vec ([wij,t]) for i 6= j. Here, the operator vec (.)
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transforms the matrix W t = [wij,t] into a vector of size m. Finally, we denote the parameters of a
network that statistically relates wt to Xt with a p+ 1 dimensional vector, βt.
Modeling of Attributed Network Streams
We begin with modeling a given attributed networkW t at an arbitrary time t using GLM. Detailed
concepts and properties of GLM can be found in (Nelder & Baker, 1972). Given a set of attributes,
we parametrize a network W t by a vector of parameters βt, which transforms the network into its
attribute space. This model assumes that every entry of an adjacency matrixW t is an independent
realization of an exponential family distribution (e.g. Bernoulli or Poisson) with parameter θij,t
given the attributes of an edge. This parameter denotes the probability of forming an edge between
nodes i and j in a given binary network, or represents the average communication rate between two
nodes in a given weighted network, at time t. GLM models the parameters θij,t as a function of a
linear combination of attributes, i.e., θt = vec ([θij,t]) = g (X tβt), where g : R→ R is an appropriate
link function that depends on the type of probability distribution. Examples of link functions are
g (x) = 11+exp(−x) and g (x) = e
x that can be used for modeling binary and weighted networks,
receptively. To find the maximum likelihood estimate of the parameter βt and its covariance matrix
denoted as P t, one can use iteratively reweighted least square (IRWLS) algorithm (Nelder & Baker,
1972) provided in the Appendix.
The static attributed network model estimates the network parameter βt, through GLM, for a
given adjacency matrix and a set of attributes at time t. However, this approach does not consider
the information of previously observed network snapshots, and consequently cannot capture network
dynamics in the network stream W (t). To address this issue, we integrate GLM with SSM that
incorporates the information of prior networks for a more accurate estimation of model parameters.
Specifically, we consider βt as the state of the system that generates noisy observations through an
observation equation given by


wij,t ∼ f (θij,t)
θt = vec ([θij,t]) = g (Xtβt)
, (1)
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where f (θij,t) denotes the probability density function of an exponential family distribution with
parameter θij,t. The observation equation connects the parameters of the exponential family distri-
bution to the network attributes and facilitates transforming the network to its attribute space. To
complete the SSM, we consider the following linear state transition equation:
βt = Fβt−1 + ξ + ǫt, (2)
where F is the state transition matrix, ξ is a vector of constants that determines the mean value
of the parameter βt, and ǫt is the white noise assumed to follow a Gaussian distribution with
mean zero and covariance matrix Qt. The transition matrix F is assumed either to be known,
or to be estimated using system identification techniques (Ljung, 1998). To estimate the model
parameters βt, an inference procedure is required. If the SSM were linear, the Kalman filter (KF)
procedure could achieve the optimal estimate of the states in terms of the least square error (Kalman,
1960). However, clearly the observation model in (1) is nonlinear. Therefore, we employ the EKF
shown to be effective in incorporating nonlinearity in parameter estimation (Fahrmeir & Kaufmann,
1991). Similar to KF, EKF provides a recursive estimation procedure that only uses the current
network snapshot (at time t) and the previous parameter estimates (at time t − 1) to update
the parameter estimates at time t. This significantly reduces the computation burden and avoids
the out–of–memory issue as the network stream grows large. In the following sub-sections, we first
describe the EKF approach, and then we present an approximate but simpler alternative estimation
procedure based on the KF framework that replaces the nonlinear observation equation with a linear
one.
Dynamic Estimation via Extended Kalman Filter
Let βt|t−1 be the Kalman prediction of βt given all the previous observations W (t−1), and let βt|t
be the Kalman estimation of βt given all the observations up to time t, i.e., W (t). Similarly, let
P t|t−1 and P t|t denote Kalman prediction and estimation of the covariance matrix of coefficients,
P t. The EKF linearizes the observation equation about the predicted state βt|t−1, using the Taylor
expansion to achieve a sub–optimal estimate of the state value. Let Gt denotes the Jacobian of g
evaluated at βt|t−1. This matrix is a (p+ 1) ×m matrix obtained by Gt =
∂g
∂βt
∣∣∣
βt|t−1
. Thus, the
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EKF prediction equations of the state βt and its covariance matrix P t for the SSM given in (1) and
(2) can be written as follows (Fahrmeir & Kaufmann, 1991):
βt|t−1 = Fβt−1|t−1 + ξ, (3)
P t|t−1 = FP t−1|t−1F T +Qt. (4)
The prediction of the observation at time t, i.e., wt|t−1, is given by the observation equation,
wt|t−1 = g
(
X tβt|t−1
)
, (5)
and consequently Kalman estimates are obtained by
βt|t = βt|t−1 +Kt
(
wt −wt|t−1
)
, (6)
P t|t = (I −KtGt)P t|t−1,
where Kt is the Kalman gain given by Kt = P t|t−1Gt
(
GTtP t|t−1Gt +Rt
)−1
. Here, Rt is an
m×m diagonal matrix, which represents the variance of observations and is estimated based on the
underlying network distribution and the observation predictionwt|t−1. The estimated parameter βt|t
provides a sub–optimal estimate of the network parameters at time t given a sequence of networks
W (t) (Fahrmeir & Kaufmann, 1991). As examples, the detailed information and equations of the
estimation procedure for binary and weighted networks are given in subsequent sections.
Binary Networks
Consider a binary network at an arbitrary time t, i.e.,W t. The binary network can be parametrized
by a set of parameters θij,t that denotes the probability of forming an edge between nodes i and
j. Thus, given two nodes, each element of the adjacency matrix W t is a realization of a Bernoulli
distribution with parameter θij,t, i.e., wij,t ∼ Bernoulli (θij,t). Let the logistic function g (x) =
1
1+exp(−x) be the appropriate link function related to the Bernoulli distribution. Then, the ML
estimate of the parameter βt is achieved by maximizing the following log-likelihood function using
the IRWLS given in the appendix:
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l (βt,X t;wt) = w
T
t log (div (1,1+ exp (−Xtβt)))+(1−wt)
T log (div (exp (−Xtβt) ,1+ exp (−Xtβt))) ,
where 1 is a vector of size m whose elements are 1, div (x,y) is the element by element division of
vectors x and y, and the functions log (.) and exp (.) operate element–wise on the input vectors.
Now, assuming the parameter βt follows the state transition equation given in (2), the Jacobian
matrix Gt is computed by
Gt =
∂
∂βt
(div (1,1+ exp (−Xtβt)))
∣∣∣∣
βt|t−1
=XTtdiag
(
exp
(
−Xtβt|t−1
))(
diag
(
1+ exp
(
−Xtβt|t−1
)))−2
,
where, diag(x) is a diagonal matrix whose diagonal elements are the elements of a vector x. The
estimation of the network parameters βt is then achieved through the equation (6). The covariance
matrix of observations Rt is an m × m diagonal matrix whose diagonal element is obtained by
[ruu,t] = wu,t|t−1
(
1− wu,t|t−1
)
, where wu,t|t−1 refers to the uth element of the prediction vector
wt|t−1 computed in (5).
Weighted Networks
Consider a weighted network at an arbitrary time t, i.e.,W t, in which weights represent the number
of communications between two nodes. This network is parametrized by a set of parameters θij,t,
denoting the communication rate between two nodes i and j. Specifically, we assume given two
nodes, each element of the adjacency matrix W t is a realization of a Poisson distribution with
parameter θij,t, i.e., wij,t ∼ Poisson (θij,t). Let g (x) = e
x be the link function related to the Poisson
distribution. Then, the ML estimate of the parameter βt is achieved by maximizing the following
log-likelihood function using the IRWLS given in the appendix:
l (βt,Xt;wt) = w
T
t exp (−Xtβt)− 1
T exp (−Xtβt) ,
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where 1 is a vector of size m whose elements are 1. Now, suppose that the parameter βt follows a
linear state transition equation (2), then Gt is given by
Gt =
∂
∂βt
(exp (−Xtβt))
∣∣∣∣
βt|t−1
=XTtdiag
(
exp
(
Xtβt|t−1
))
.
Given Gt, the estimation of the network parameters βt is achieved through equation (6). The
covariance matrix of observations Rt is an m×m diagonal matrix with diagonal elements [ruu,t] =
wu,t|t−1, where wu,t|t−1 refers to the uth element of the prediction vector wt|t−1 computed in (5).
Approximate Estimation via Kalman Filter
When the size of a network (adjacency matrix) is large, one may consider replacing the nonlinear
observation equation with a linear equation with respect to βt. This linearization can significantly
simplify the inference procedure. Let denote the static ML estimate of a network parameter at
time t by βˆt. It is known that βˆt asymptotically follows a Gaussian distribution with mean βt
and the covariance matrix P t (Myers et al., 2012). Therefore, as the link function for the Gaussian
distribution is linear, one can rewrite the observation equation in a linear form as βˆt = βt+vt where
vt is a random (p+ 1)–vector of a zero–mean Gaussian distribution with the covariance matrix of
Rt . Consequently, the SSM becomes linear as follows:


βt = Fβt−1 + ξ + ǫt,
βˆt = βt + vt.
(7)
With the linear observation model, KF can be used to predict and estimate the parameters βt
by the following recursive equations:
βt|t = βt|t−1 +Kt
(
βˆt − βt|t−1
)
, (8)
Kt = P t|t−1
(
P t|t−1 +Rt
)−1
, (9)
P t|t = (I −Kt)P t|t−1, (10)
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where βt|t−1 and P t|t−1 are obtained by (3) and (4).
Monitoring of Dynamic Network Streams
Our proposed modeling approach provides a means for estimating and updating the parameters of
a dynamic attributed network stream. That is, it can capture the network dynamics and the auto-
correlation structure among the network snapshots. This section proposes a monitoring procedure
for detecting abrupt changes in a stream of attributed networks caused by a shock different from
the underlying dynamic mechanism of the network stream. In this paper, we focus on Phase II
monitoring where we assume that the in-control model and its initial parameters F , ξ, etc., are
either known or can be estimated from an in-control sequence of attributed networks denoted by
W (T ) = {W 1,W 2, · · · ,W T }. For each incoming network snapshot, the network parameters are
predicted using the EKF or KF equations discussed before. Then, the vector of updated parameters
βt+1|t is used to predict the adjacency matrix at time t for t = T +1, ..., using the appropriate link
function, i.e., wt+1|t = g
(
X tβt+1|t
)
, where wt+1|t is the vectorized version of the corresponding
adjacency matrix Wt+1|t and is of size m. Next, the vector of Pearson residuals of size m denoted
by rt+1 is computed by (Myers et al., 2012)
ri,t+1 =
wi,t+1 − wi,t+1|t√
var
(
wi,t+1|t
) ; for t = T, T + 1, ...,
where, wi,t+1 is the the i
th element of vectorized version of the adjacency matrix observed at time
t + 1, wi,t+1|t is the ith element of vectorized version of predicted adjacency matrix, and ri,t+1 is
the ith element of the residual vector rt+1. The prediction variance var
(
wi,t+1|t
)
depends on the
distribution of the edge formation in the network. For example, in the case of binary network the
variance is given by var
(
wi,t+1|t
)
= wi,t+1|t
(
1− wi,t+1|t
)
, and in the case of weighted networks, it
is given by var
(
wi,t+1|t
)
= wi,t+1|t.
If the process is in-control, Pearson residuals, ri,t+1, asymptotically and independently follow
a standard normal distribution. Therefore, one can construct an EWMA control chart to test the
hypothesis whether E(ri,t+1) = 0 for t = T, T + 1, ... and i = 1, 2, · · · ,m. However, instead of
monitoring each ri,t+1, we monitor r¯t+1 =
1
m
∑m
i=1ri,t+1 that also follows a normal distribution
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with mean zero, in the case of in-control data. The EWMA statistic at time t+ 1 is computed by
zt+1 = λr¯t+1 + (1− λ) zt, where λ is the weight factor, and z0 = 0. The upper control limit (UCL)
and the lower control limit (LCL) of the EWMA control chart at time t are given by
UCLt = l × s
√
λ
1− λ
(
1− (1− λ)2t
)
,
LCLt = −l × s
√
λ
1− λ
(
1− (1− λ)2t
)
,
where s is the in–control standard deviation of r¯t and should be estimated based on the reference
set W (T ), and l and λ are obtained through Monte Carlo simulations so that a desired in–control
average run length (ARL) is achieved as detailed in the next section. If zT+1 ≥ UCLT+1 or
zT+1 ≤ LCLT+1, we reject the null hypothesis, indicating a change has occurred in the network
stream.
Performance Evaluation Using Simulation
This section evaluates the performance of the proposed methodology in detecting abrupt changes
by using simulated streams of networks. We compare the performance of the proposed method
with two benchmark approaches. The first benchmark is the static GLM that at each sampling
time fits a GLM using only the current network data. In this setting, we consider the current
network estimate as a prediction for the next network snapshot to calculate residuals. The second
benchmark is a variant method for handling network dynamics proposed by Azarnoush et al. (2016).
They suggested to aggregate the last lw observed networks in order to predict the upcoming net-
work. The predicted values from each method are then used for calculating the Pearson residuals.
The out–of–control average and standard deviation of run lengths are considered as performance
measures for comparison.
For this simulation study, we consider a stream of communication networks of college students.
Each network snapshot contains the communication information of 50 students during a week. The
age of students ranging from 20 to 40 is one of the two attributes used in this simulation, and
is denoted by a. We assume that in an in-control situation the number of contacts between two
students i and j depends on their age difference aij = |ai−aj|. That is, two students with smaller age
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difference are more likely to contact each other. Furthermore, we suppose five students are members
of an association that holds cultural events and requests the active members to promote the events.
Therefore, when the association members are active, they have an excessive communication with
their network members. The association membership is modeled by a binary variable cij , and is
considered as the second attribute. This attribute is one if its corresponding edge is adjacent to
an association member, and is zero otherwise. Therefore, the vector of edge attributes denoted by
xij = [aij ; cij ], consists of a continuous and a binary variable.
We generate two types of networks: First, we consider binary networks in which an edge between
two nodes at week t represents at least one contact between two students during that week. Second,
we simulate weighted networks, in which the weight of an edge encodes the number of times two stu-
dents contacted during a particular week. For simulating a binary graph, we assume the probability
of an edge between two nodes is given by the following logistic function θij,t =
1
1+exp(−βTt [1;xij ])
. In
the case of weighed networks, we suppose that weights follow a Poisson distribution, in which the
average number of contacts is given by an exponential function as follows: θij,t = exp
(
βTt [1;xij ]
)
.
Here, βTt = [β1,t β2,t β3,t] is the vector of the model parameters, where β1,t is an intercept, and β2,t
and β3,t represent the effect of aij,t and cij,t on the probability (or weight), respectively. The under-
lying dynamic of the communication network stream is generated through a state transition model
given by βt = Fβt−1 + ξ + ǫt. In the simulations, we use β
T
0 = [−1 0.05 0] as initial state values,
and F = 0.7I3×3, ξT = [−0.6 0.03 0] as the parameters of the state transition model. Furthermore,
we assume ǫt ∼ NID (0,Q), where Q is a 3 × 3 diagonal matrix with Q11 = 0.01, Q22 = 0.0001,
Q33 = 0.05. We set the initial value of β3,t to zero, indicating that the association members are
inactive at the time. To generate a sequence of networks, we first generate a sequence of state values
{βt}
100
t=1 through the state transition equation with initial values of β0. Then, a sequence of edge
formation rates {θij,t} is calculated through the corresponding link functions. When simulating a
binary network, we generate a random number from a Bernoulli distribution with the calculated
parameters θij,t and place an edge between two nodes if the generated value is equal to one. In the
case of weighted networks, we produce weights through a Poisson distribution with mean θij,t. The
generated sequence of networks is considered as an input to the proposed methodology.
To evaluate the performance of the proposed methodology for each network type, we consider
two scenarios where a change is imposed at time t = τ by increasing or decreasing the value of βi,τ
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Table 1: Values of l and λ that achieves ARL0 = 200
(l, λ) Static model Sliding static model Dynamic model
Binary (1.79, 0.3) (3.33, 0.1) (2.44, 0.1)
Weighted (2.00, 0.3) (3.61, 0.1) (2.53, 0.1)
by δσi, where δ is a constant representing the magnitude of the change and σi denotes the standard
deviation of the parameter βi prior to the change given by σi =
√
Qii
(1−Fii)2 . The two scenarios are
as follows:
Scenario 1: We assume at time τ = 50, students are graduating and therefore the overall
communication level is reduced. We model this change by reducing the second parameter of the
transition equation by δσ2. That is β2,τ = F22β2,τ−1 + ξ2 + ǫ2,τ − δσ2. This scenario represents a
global change affecting all nodes.
Scenario 2: We suppose at time τ = 50, the student members of the association decide
to become active. We model this change by increasing β3 by δσ3, i.e., β3,τ = F33β3,τ−1 + ξ3 +
ǫ3,τ + δσ3. This scenario represents a local change, in which only few of the nodes have excessive
communications with the entire network.
The control limits are calculated using the Monte–Carlo simulations to achieve the in–control
ARL (ARL0 ) of 200. These values are obtained through 2000 replications of the simulation and the
in–control sequence of 5000 networks. First, a network sequence of length 5000 is generated based
on the in–control model. This stream is used as a reference set to estimate the standard deviation
of the Pearson residuals, s. Then, we generate 2000 in–control network sequences of length 5000
and determine the ARL for a given pair of l and λ. We repeat this procedure for several pairs of
l and λ to find those resulting in ARL0 of 200. The resulting l and λ values for each method are
reported in Table 1. We use these parameters to identify the control limits for change detection.
For illustration, we plot the EWMA charts shown in the Figure 2. This figure gives an example
of detection performance of each method in different scenarios. The charts illustrate the EWMA
values calculated based on the Pearson residuals.
To compare the performance of the proposed method with the benchmarks that ignore the
dynamic evolution of networks, we compute the out–of–control ARL (ARL1) for each scenario
using 2000 simulation replications. Figure 3 along with Table 2 report the performance of the
proposed and benchmark methods for each network type and scenario. As it can be seen from
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Figure 2: Plot of EWMA statistics versus time. Shift of magnitude δ = 2 imposed at τ = 50. In
each figure, (a), (b), and (c) represents static model, sliding static model with lw = 5, and the
dynamic model.
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the Figure, our proposed method that considers the dynamic evolution of the network can detect
smaller changes (i.e. δ < 2.5) faster (with smaller standard error) than both benchmark methods
in all the cases. For example, in Scenario 1, the ARL1 (SERL) values of our dynamic method for
detecting a change with the magnitude of δ = 1.5 in binary network streams is 8.57 (0.144), while
these values for the static and sliding static methods are, respectively, 113.27 (3.869) and 59.32
(2.770). This indicates that the dynamic method can detect such a change around 15 and 9 times
faster than the benchmark methods.
The main reason that benchmark methods fail to detect small changes is that these methods do
not properly capture autocorrelation structure among the network snapshots (i.e. gradual changes)
caused by network dynamics, resulting in a small ARL0 (or large false alarm rate). Therefore,
by keeping ARL0 close to 200, these methods lose the detection power leading to large ARL1.
Another reason for poor performance of the static method is that they have a very short window of
opportunity for detecting a change. In the static method, we predict the next network only based
on the current network estimations. If a change appears upon the arrival of the next network (i.e.
new regime starts) the difference between the arriving network and its prediction is larger than
the previous cases, representing a change. However, if this change is not detected at the change
point, the prediction of the future networks are made based on the estimation of the networks that
are already generated based on the new regime and therefore the residuals become small. This
short window of opportunity in detection of changes is also reflected in the standard errors of the
benchmark methods, reported in Table 2. The large standard error values indicate that a change
is either detected very quickly or never been detected by the benchmarks. For larger changes (i.e.
δ ≥ 2.5) the performance of all three methods are comparable, though the proposed method still
has slightly smaller detection delay in the case of binary networks.
For the local change in binary networks (Scenario 2), the excessive communication cannot be
completely captured, due to the limited data. This limitation is reflected in the detection power of all
three methods. That is, all three methods have larger ARL1 values compared with the corresponding
global changes. Nevertheless, the dynamic method significantly outperforms the benchmarks in
detecting a local change in binary networks. This again shows the importance of capturing the
network dynamics and its effect in change detection. When we model the communication considering
the number of contacts (weighted networks), the local change is more apparent and can be detected
17
by all three methods when it is large enough. However, our proposed method can still detect smaller
local changes faster in weighted network streams.
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Figure 3: Average run length as a function of change magnitude for the proposed modeling frame-
work and the benchmarks
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Table 2: Standard error (
σARL1√
n
for n = 2000) as a function of change magnitude for the proposed
modeling framework and the benchmarks
Binary network
Scenario 1 Scenario 2
δ Static Sliding static Dynamic
0.5 4.494 4.617 3.270
1 4.156 3.874 0.486
1.5 3.869 2.770 0.144
2 3.096 1.260 0.083
2.5 1.520 0.319 0.051
3 0.785 0.053 0.036
δ Static Sliding static Dynamic
0.5 4.406 4.416 4.387
1 4.319 4.256 2.580
1.5 4.391 4.161 1.298
2 4.171 3.444 0.403
2.5 4.053 3.298 0.189
3 3.828 2.821 0.145
Weighted network
Scenario 1 Scenario 2
δ Static model Sliding static Dynamic
0.5 4.184 3.954 2.633
1 3.543 2.860 0.257
1.5 2.110 1.262 0.109
2 0.735 0.828 0.057
2.5 0.056 0.027 0.031
3 0.020 0.019 0.014
δ Static Sliding static Dynamic
0.5 4.273 4.154 3.653
1 3.878 3.613 1.544
1.5 2.577 2.366 0.178
2 1.122 1.496 0.090
2.5 0.103 0.543 0.042
3 0.020 0.024 0.016
1 Case Study: Enron’s Dynamic Email Network
In this section, to show how our proposed method can be applied to real problems, we model
and monitor the Enron email communication network. The Enron corpus consist of about 0.5
millions of email communications among 184 employees of the Enron corporation from 1998 to 2002
(Priebe et al., 2005). This dataset can be represented by a sequence of directed networks, where
each network represents one week of email communications. A directed edge is placed between
nodes i and j at time t if at least one email has been sent from employee i to the employee j during
week t. The role of each employee within the company is available and used to set the attributes
of networks. The roles consist of CEO, president, vice–president, manager, director, trader, and
employee. For simplicity, we focus on the emails sent among president (P), mangers and directors
(MR), and CEO. The combination of these roles result in a categorical attribute for each edge with
nine possible values (i.e. CEO-CEO, CEO–P, CEO–MR, ...), which are represented by dummy
variables. Note that in these networks, given the attributes (employee roles), the existence of an
edge between two nodes is independent from the existence of other edges.
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Figure 4: EWMA chart of the Pearson residuals obtained from the proposed dynamic model. The
chart signals between week 79 and 89 that matches the time of a major event in Enron history
First, we aggregate 30 initial weeks of data into a single network and estimate the initial value
of the network parameters using the static method. We select first 30 weeks due to small number
of emails available during that period. We also set F to be identity matrix and ξ to be zero, which
mimics a random walk process. The dynamic model with EKF is used to infer the parameters of
each graph. The estimated parameters were used to calculate the Pearson residuals and to detect
changes in the stream of networks. We use data from week 31 to 60 as an in-control stream to
estimate the standard deviation of Pearson residuals used to calculate the control limits. Figure 4
illustrates the EWMA chart of the Pearson residuals obtained from the proposed dynamic model.
As can be seen, the EWMA chart signals between week 79 and 89. These out-of-control signals
relate to the time period that Enron scandal was revealed (Azarnoush et al., 2016).
To further explore the change and its potential causes, we calculate the probability of an edge
between two nodes with particular roles. Because of the few exchanged emails during the first 30
weeks, we do not include those weeks in the results. Figure 5a illustrates the communication prob-
ability of two CEOs. As shown, this probability drastically changes at weeks 76 and 89. This result
is consistent with the observation in the study by Xu & Hero (2014). Based on this observation,
we speculate that the underlying reason behind the change is an excessive communication among
the CEOs. We setup another EWMA chart, shown in Figure 5b, based on the Pearson residual
of sub-networks whose nodes represent the CEOs. As it is illustrated, the control chart detects
both jumps in the CEOs communication. These jumps relate to the CEO resignation at the Enron
Corporation because of the famous scandal.
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Figure 5: Analysis of Enron data (a) Estimated probability of communication between two CEOs
(b) Change detection using Pearson residuals of the CEO–CEO sub–graphs.
2 Conclusion
In this paper, we proposed a new methodology for modeling and monitoring of attributed network
streams. First, we modeled static networks using GLM. Next, we introduced a state transition
model over the network parameters to capture its dynamics. Using the EKF, we predicted network
parameters used for calculating the Pearson residuals (i.e. the standardized residuals between the
predicted and observed networks). Pearson residuals were then monitored by using EWMA con-
trol charts for quick detection of abrupt changes. We examined the proposed method using both
simulated and real data. In the simulation study, we generated a stream of attributed networks
representing interactions among college students both in the form of binary and weighted networks.
We considered two change scenarios for each type of the networks, one modeling a global change
and one representing a local change in the stream of networks. The proposed method was com-
pared with two benchmarks, which fail to fully capture the network dynamics. The results showed
that the proposed method’s detection delay is significantly smaller than two benchmarks, partic-
ularly when the change magnitude is small. Furthermore, the performance of all three methods
deteriorated when detecting local changes in binary networks. This was due to the lack of data in
capturing the excessive communications. However, the dynamic method still outperformed both of
the benchmarks in detection of local changes. Finally, we used the Enron corpus as a case study.
Our method detected the excessive communication of the CEO’s related to the time period that
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Enron scandal was revealed. The results of the case study agree with other studies on the Enron
data. In recent years, several authors proposed different techniques for community detection in
networks. A potential future research direction is to combine the community detection techniques
with the proposed methodology to detect changes in the community structures over time.
Appendix: Iteratively Reweighted Least Square Method
Assume that observations wij,t, denoting the weight of the edge between nodes i and j at time t,
come from a distribution in exponential family distribution. That is, wij,t ∼ f (wij,t; θij,t) with
f (wij,t; θij,t) = exp
{
wij,tθij,t − b (θij,t)
a (φij,t)
+ c (wij,t, φij,t)
}
.
Here, θij,t and φij,t are canonical and dispersion parameters respectively, and a (.), b (.), and c (.) are
known function related to the particular distribution. We assume a (φij,t) =
φij,t
p
, which holds for
most of the distributions in the exponential family including the Bernoulli and Poisson distributions.
The constant p is assumed to be known a priori. Now, assume θij,t = g
(
[1, bij ]
T βt
)
where, g (.) is
the link function and xij is the attribute vector of an edge between nodes i and j.
Given a network with the adjacency matrix [wij,t], and attributes xij , the goal of IRWLS is to
estimate the parameter βt by maximizing the log–likelihood function
l (wij,t; θij,t) =
n∑
i=1
n∑
j=1
wij,tθij,t − b (θij,t)
a (φ)
+ c (wij,t, φ)
The IRWLS algorithm works as follows: Given a trial estimate of βˆt, one calculates ηij,t =
[1,xij ]
T
βˆt, and θˆij,t = g
(
[1,xij]
T
βˆt
)
. These quantities are used in calculation of working de-
pendent variable zij,t = ηˆij,t+
(
wij,t − θˆij,t
)
dηij,t
dθij,t
, and the iterative weights qij,t =
p(
∂2b
∂θ2
ij,t
)(
dηij,t
dθij,t
)
2
,
where all the derivatives are evaluated at the trial estimate. Given the working dependent variable
and the weights, one can re–estimate the βt using the weighted least square formulation as
βˆt =
(
XTQtX
)−1
XTQtzt,
where X is the matrix of the attributes, Qt is a diagonal matrix with diagonal elements qij,t, and zt
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is a vector with elements zi. This procedure can simply be done using the Matlab
r function glmfit
from the Statistics and Machine Learning Toolbox(TM).
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