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MULTIFRACTAL ANALYSIS OF COMPLEX RANDOM
CASCADES
JULIEN BARRAL AND XIONG JIN
Abstract. We achieve the multifractal analysis of a class of complex val-
ued statistically self-similar continuous functions. For we use multifractal for-
malisms associated with pointwise oscillation exponents of all orders. Our
study exhibits new phenomena in multifractal analysis of continuous func-
tions. In particular, we find examples of statistically self-similar such functions
obeying the multifractal formalism and for which the support of the singularity
spectrum is the whole interval [0,∞].
1. Introduction
This paper deals with the multifractal formalism for functions and the multi-
fractal analysis of a new class of statistically self-similar functions introduced in [7].
This class is the natural extension to continuous functions of the random measures
introduced in [39] and considered as a fundamental example of multifractal signals
model since the notion of multifractality has been explicitely formulated [23, 21, 22]
(see also [35, 24, 16, 45, 5] for the multifractal analysis and thermodynamical in-
terpretation of these measures). While the measures contructed in [39] provide
a model for the energy dissipation in a turbulent fluid, the functions we consider
may be used to model the temporal fluctuations of the speed measured at a given
point of the fluid. Also, they provide an alternative to models of multifractal sig-
nals which use multifractal measures, either to make a multifractal time change in
Fractional Brownian motions [42, 4], or to build wavelet series [2, 9].
We exhibit statistically self-similar continuous functions possessing the remark-
able property to obey the multifractal formalism, and simultaneously to be nowhere
locally Ho¨lder continuous. Specifically, the support of their multifractal spectra
does contain the exponent 0, and the set of points at which the pointwise Ho¨lder
exponent is 0 is dense in the support of the function. Moreover, these spectra can
also be left-sided with singularity spectra supported by the whole interval [0,∞]
(see Figure 3). These properties are new phenomena in multifractal analysis of
continuous self-similar functions. Let us explain this in detail, by starting with
some recalls and remarks on multifractal analysis of functions.
Multifractal analysis is a natural framework to describe geometrically the het-
erogeneity in the distribution at small scales of the Ho¨lder singularities of a given
locally bounded function or signal f : U ⊂ Rn → Rp (n, p ≥ 1). In this paper, we
will work in dimension 1 with continuous functions f : I → R (or C), where I is
a compact interval. The most natural notion of Ho¨lder singularity is the pointwise
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Ho¨lder exponent, which finely describes the best polynomial approximation of f at
any point t0 ∈ I and is defined by
hf (t0) = sup{h ≥ 0 : ∃P ∈ C[t], |f(t)− f(t0)− P (t− t0)| = O(|t− t0|h), t→ t0}.
Then, the multifractal analysis of f consists in computing the Hausdorff dimension
of the Ho¨lder singularities level sets, also called iso-Ho¨lder sets
Ef (h) = {t ∈ I : hf (t) = h}, h ≥ 0.
The mapping h ≥ 0 7→ dimH Ef (h) is called the singularity spectrum of f (dimH
stands for the Hausdorff dimension, whose definition is recalled at the end of this
section); the support of this spectrum is the set of those h such that Ef (h) 6= ∅.
The function is called multifractal when at least two iso-Ho¨lder sets are non-empty.
Otherwise, it is called monofractal.
When the function f is globally Ho¨lder continuous, it has been proved in [25, 31]
that the exponent hf (t) can always be obtained through the asymptotic behavior
of the wavelet coefficients of f located in a neighborhood of t, when the wavelet is
smooth enough. Then, wavelet expansions have been used successfully to charac-
terize the iso-Ho¨lder sets of wide classes of functions [26, 27, 11, 29, 30, 3, 9, 17],
sometimes directly constructed as wavelet series (expansions in Schauder’s basis
have also been used [32]).
For most of these functions, the singularity spectrum can be obtained as the
Legendre transform of a free energy function computed on the wavelet coefficients.
This is the so-called multifractal formalism for functions, studied and developed
rigorously in [27, 28, 30, 31] after being introduced by physicists [23, 21, 22, 46]. It is
worth noting that for those functions mentioned above which satisfy the multifractal
formalism, most of the time (see [27, 32, 29, 30, 9]) the wavelet expansion reveals
that it is possible to closely relate the wavelet coefficients to the distribution of some
positive Borel measure µ (sometimes discrete, as it can be shown for the saturation
functions in Besov spaces [30]) satisfying the multifractal formalism for measures
[13, 47, 48], for which the pointwise Ho¨lder exponent is usually defined by
(1.1) hµ(t) = lim inf
r→0+
log(µ(B(t, r))
log(r)
.
In practice, it may happen to be difficult to extract a good enough characteriza-
tion of the sets Ef (h) from the function f expansion in wavelet series. This leads to
seeking for other methods of hf (t) estimation, or exponents that are close to hf (t)
and easier to estimate. The most natural alternative is the first order oscillation
exponent of f defined as
h
(1)
f (t) = lim inf
r→0+
log(supt,s∈B(t,r) |f(s)− f(t)|)
log(r)
.
If not an integer, h
(1)
f (t) is equal to hf (t). When the function f can be written
as g ◦ θ, where g is a monofractal function of (single) Ho¨lder exponent γ and
µ = θ′ (the derivative of θ in the distributions sense) is a positive Borel measure
satisfying the multifractal formalism for measures, we have a convenient way to
obtain the singularity spectrum of f associated with the exponent h
(1)
f from that of
µ (one exploits the equality h
(1)
f (t) = γ h
(1)
θ (t) = γ hµ(t) at good points t). Such a
representation f = g ◦ θ has been shown to exist for certain classes of deterministic
multifractal functions mentioned above [33, 43, 53].
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It turns out that for the functions considered in this paper, in general wavelet
basis expansions are not enough tractable to yield accurate information on the iso-
Ho¨lder sets. Also, this class of functions is versatile enough to contain elements
which can be naturally represented under the same form g ◦ θ as above, as well as
elements for which such a natural decomposition does not exist. For these functions,
inspired by the work achieved in [28, 31], we are going to compute the singularity
spectrum by using the mth order oscillation pointwise exponents (m ≥ 1) and
consider associated multifractal formalisms. To our best knowledge, this approach
has not been used to treat a non-trivial example before.
We denote by (f (m))m≥1 the sequence of f derivatives in the distribution sense.
If J is a non trivial compact subinterval of I, for m ≥ 1, let
Osc
(m)
f (J) = sup
[t,t+mh]⊂J
|∆mh f(t)|,
where ∆1hf(t) = f(t+h)−f(t) and form ≥ 2, ∆mh f(t) = ∆m−1h f(t+h)−∆m−1h f(t)
(notice that Osc
(1)
f (J) = sups,t∈J |f(s) − f(t)|). Then, the pointwise oscillation
exponent of order m ≥ 1 of f at t ∈ Supp(f (m)) is defined as
h
(m)
f (t) = lim inf
r→0+
logOsc
(m)
f (B(t, r))
log r
.
We only consider points in Supp(f (m)), because from the pointwise regularity point
of view, Supp(f (m)) is the only set over which we can learn non-trivial information
thanks to h
(m)
f . Indeed, outside this closed set, the function f is locally equal to a
polynomial of degree at most m− 1, so f is C∞.
The pointwise Ho¨lder exponent hf carries non-trivial information at points at
which f is not locally equal to a polynomial, that is points in
⋂
m≥1 Supp(f
(m)).
If t ∈ ⋂m≥1 Supp(f (m)), it is clear that the sequence (h(m)f (t))m≥1 is non de-
creasing. In fact, supm≥1 h
(m)
f (t) = hf (t). This is a consequence of Whitney’s
theorem on local approximation of functions by polynomial functions [54, 52] (the
result is in fact proved for bounded functions): For every m ≥ 1, there exists a
constant Cm (independent of f) such that for any subinterval J of I, there exists a
polynomial function P of degree at most m− 1 such that
|f(x)− P (x)| ≤ CmOsc(m)f (J).
This, together with the definition of hf yields the following statement, which is also
established in [31] by using wavelet expansion when f is uniformly Ho¨lder.
Proposition 1.1. If f : I → C is continuous, then for t ∈ ⋂m≥1 Supp(f (m)),
h
(m)
f (t) converges to hf (t). Moreover, if hf(t) < ∞, then h(m)f (t) = hf (t) for all
m > hf (t).
Now, the multifractal analysis of f consists in computing singularity spectra like
(1.2) h ≥ 0 7→ dimH E(m)f (h),
where for h ≥ 0 and m ∈ N+,
E
(m)
f (h) =
{
t ∈ Supp(f (m)) : h(m)f (t) = h
}
,
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and for h ≥ 0,
E
(∞)
f (h) =
{
t ∈
⋂
n≥1
Supp(f (n)) : h
(∞)
f (t) = h
}
,
(
where h
(∞)
f (t) = hf (t)
)
.
Proposition 1.1 yields
E
(∞)
f (h) = E
(m)
f (h) (∀h ≥ 0, ∀ m > h).
Inspired by the multifractal formalisms for measures on the line [50, 13, 47, 48, 36]
as well as multifractal formalism for functions in [28, 31], it is natural to consider
for each m ≥ 1 the Lq-spectrum of f associated with the oscillations of order m,
namely
τ
(m)
f (q) = lim infr→0
log sup
{∑
iOsc
(m)
f (Bi)
q
}
log(r)
,
where the supremum is taken over all the families of disjoint closed intervals Bi of
radius r with centers in Supp(f (m)). For all h ≥ 0 and m ≥ 1, we have (Proposi-
tion 2.1)
dimH E
(m)
f (h) ≤ (τ (m)f )∗(h) = infq∈Rhq − τ
(m)
f (q),
and due to Proposition 1.1,
(1.3) dimH E
(∞)
f (h) ≤ (τ (∞)f )∗(h) := infm>h(τ
(m)
f )
∗(h),
a negative dimension meaning that E
(m)
f (h) is empty. We will say that the multi-
fractal formalism holds for f and m ∈ N+ ∪ {∞} at h ≥ 0 if E(m)f (h) is not empty
and dimH E
(m)
f (h) = (τ
(m)
f )
∗(h).
When m = ∞, the exponent h(m)f is naturally stable by addition of a C∞
function, and so is the validity of the associated multifractal formalism. This is not
the case when m <∞ (see Corollary 1.1 for an illustration).
As we said, our approach for the multifractal formalism is inspired by the “os-
cillation method” introduced in [28, 31] for uniformly Ho¨lder functions. There,
quantities like τ
(m)
f are computed by using balls centered at points of finer and
finer regular grids, and only for q ≥ 0. So our definition of τ (m)f is more intrinsic,
though equivalent. The choice q ≥ 0 in [31] corresponds to the introduction of some
functions spaces related with the functions τ
(m)
f that provide a natural link between
wavelets and oscillations approach to the multifractal formalism when q ≥ 0 and
f is uniformly Ho¨lder. It is worth noting that thanks to this link, for any q ≥ 0,
if we define nq as the smallest integer n such that nq − 1 ≥ τ (n)f (q), then for all
n ≥ nq, the function τ (n)f coincides on the interval [q,∞] with the scaling function
τWf associated with the so-called wavelet leaders in [28, 31]. This implies that for
h ≥ 0 such that the multifractal formalism holds at h for m = ∞, even though
E
(n)
f (h) = E
(∞)
f (h) for all n ≥ [h] + 1, dimH E(∞)f (h) may be equal to (τ (n)f )∗(h)
only for n≫ [h] + 1 as h tends to 0.
We now introduce the functions whose multifractal analysis will be achieved in
this paper.
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We fix an integer b ≥ 2. For every n ≥ 0 we define A n = {0, . . . , b − 1}n (by
convention A 0 contains the emty word denoted ∅), A ∗ = ⋃n≥0 A n, and A N+ =
{0, . . . , b− 1}N+ .
If n ≥ 1, and w = w1 · · ·wn ∈ A n then for every 1 ≤ k ≤ n, the word w1 . . . wk
is denoted w|k, and if k = 0 then w|0 stands for ∅. Also, if t ∈ A N+ and n ≥ 1, t|n
denotes the word t1 · · · tn and t|0 the empty word.
We denote by pi the natural projection of A N+ onto [0, 1]: If t ∈ A N+ , pi(t) =∑∞
k=1 tkb
−k.
When t ∈ [0, 1] is not a b-adic point, we identify it with the element of A N+
which represent its b-adic expansion, namely the element of pi−1({t}).
We consider a sequence of independent copies (W (w))w∈A ∗ of a random vector
W = (W0, . . . ,Wb−1)
whose components are complex, integrable, and satisfy E(
∑b−1
i=0 Wi) = 1. Then, we
define the sequence of functions
(1.4) FW,n(t) =
∫ t
0
bn
n∏
k=1
Wuk(u|k−1) du.
For q ∈ R let
(1.5) ϕW (q) = − logb E
( b−1∑
i=0
(
1{Wi 6=0}|Wi|q
))
.
The assumption E(
∑b−1
i=0 Wi) = 1 implies that ϕW (1) ≤ 0 with equality if and only
if W ≥ 0, i.e., the components of W are non-negative almost surely. In this case
only, all the functions FW,n are non-decreasing almost surely.
The following results are established in [7].
TheoremA [7] (Non-conservative case) Suppose that P
(∑b−1
i=0 Wi 6= 1
)
> 0
and there exists p > 1 such that ϕW (p) > 0. Suppose, moreover, that either p ∈
(1, 2] or ϕW (2) > 0.
(1) (Fn)n≥1 converges uniformly, almost surely and in Lp norm, as n tends to
∞, to a function F = FW , which is non decreasing if W ≥ 0. Moreover,
the function F is γ-Ho¨lder continuous for all γ in (0,maxq∈(1,p] ϕW (q)/q).
(2) F satisfies the statistical scaling invariance property:
(1.6) F =
b−1∑
i=0
1[i/b,(i+1)/b] ·
(
F (i/b) +Wi Fi ◦ S−1i
)
,
where Si(t) = (t + i)/b, the random objects W , F0, . . . , Fb−1 are indepen-
dent, and the Fi are distributed like F and the equality holds almost surely.
TheoremB [7] (Conservative case) Suppose that P
(∑b−1
i=0 Wi = 1
)
= 1.
(1) If there exists p > 1 such that ϕW (p) > 0, then the same conclusions as in
Theorem A hold.
(2) (Critical case) Suppose that limp→∞ ϕW (p) = 0 (in particular ϕW is
increasing and ϕW (p) < 0 for all p > 1). This is equivalent to the fact that
P(∀ 0 ≤ i ≤ b− 1, |Wi| ≤ 1) = 1 and
∑b−1
i=0 P(|Wi| = 1) = 1.
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Suppose also that P(#{i : |Wi| = 1} = 1) < 1, and there exists γ ∈ (0, 1)
such that, with probability 1, one of the two following properties holds for
each 0 ≤ i ≤ b− 1
(1.7)
{
either |Wi| ≤ γ,
or |Wi| = 1 and
(∑i−1
k=0Wi,
∑i
k=0Wi
)
∈ {(0, 1), (1, 0)} .
Then, with probability 1, (Fn)n≥1 converges almost surely uniformly to a
limit F = FW which is nowhere locally uniformly Ho¨lder and satisfies part
2. of Theorem A.
When the components of W are non-negative (resp. positive), the function FW
is non-decreasing (resp. increasing) and the measure F ′W is the measure considered
in [39, 35].
In the rest of the paper, we will work with the natural and more general model
of function constructed as follows. Instead of considering only one multiplicative
cascade, we consider a couple (W,L) of random vectors taking values in Cb ×R∗+b.
We assume that both W and L satisfy the same property as W in the previous
paragraph: E(
∑b−1
i=0 Wi) = 1 = E(
∑b−1
i=0 Li).
We consider a sequence of independent copies (W (w), L(w))w∈A ∗ of (W,L), and
we also assume that both W and L satisfy the assumptions of Theorem A or B.
This yields almost surely two continuous, functions FW and FL, the former being
increasing. The function we consider over [0, FL(1)] is
F = FW ◦ F−1L .
When FW is non-decreasing, the measure F
′ has been considered in [5], and also
in [1] under the assumption that
∑b−1
i=0 Li = 1 almost surely.
If the components of W and L are deterministic real numbers and
∑b−1
i=0 Wi =
1 =
∑b−1
i=0 Li, we recover the self-affine functions constructed in [10]. The multi-
fractal analysis of these functions has been achieved in [27] by using their wavelet
expansion (however, the endpoints of the spectrum are not investigated). It is
also possible to use the alternative approach consisting in showing that FW can
be represented as a monofractal functions in multifractal time [43, 53], and then
consider the exponent h
(1)
F rather than hF . It turns out that such a time change
also exists in the random case under restrictive assumptions on W , which include
the deterministic case (see [7]). This is useful because, as we said, our calculations
showed that in general in the random case it seems difficult to exploit the wavelet
transform of F to compute its singularity spectrum. Moreover, this approach could
not cover all the cases since for the functions build in Theorem B(2), there is no
natural time change (see [7]). Also, these functions are nowhere locally uniformly
Ho¨lder and do not belong to any critical Besov space (specifically, their singularity
spectra have an infinite slope at 0), so that there is few expectation to characterize
their pointwise Ho¨lder exponents through their wavelet transforms.
Using the mth order oscillation pointwise exponents provides an efficient alterna-
tive tool. We obtain the following results (for simplicity, we postpone to Section 2.6
the discussion of an extension under weaker assumptions). We discard the obvious
case where W = L, for which F = Id[0,FL(1)] almost surely. Also, we assume that
ϕL > −∞ over R and 0 < Li < 1 almost surely.
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The first result concerns functions F with bell-shaped singularity spectra. We
find that for some of these functions, the left endpoint of their spectra is equal to
0. This is a new phenomenon in the multifractal analysis of statistically self-similar
continuous functions.
Theorem 1.1. (Bell shaped spectra) Suppose that P(
∑b−1
i=0 1{Wi 6=0} ≥ 2) = 1
and ϕW > −∞ over R. For q ∈ R, let τ(q) be the unique solution of the equation
E(
∑b−1
i=0 1{Wi 6=0}|Wi|qL−ti ) = 1. The function τ is concave and analytic. With
probability 1,
(1) Supp(F (m)) = Supp(F ′) for all m ∈ N+ and dimH Supp(F ′) = −τ(0).
(2) For all h ≥ 0 and m ∈ N+∪{∞}, dimH E(m)F (h) = (τ (m)F )∗(h) = (τ (1)F )∗(h),
a negative dimension meaning that E
(m)
F (h) is empty. Moreover, E
(m)
F (h) 6=
∅ if (τ (1)F )∗(h) = 0. In other words, for all m ∈ N+ ∪ {∞}, F obeys
the multifractal formalism at every h ≥ 0 such that (τ (m)F )∗(h) ≥ 0. In
addition, if F is built as in Theorem B(2) (critical case), the left endpoint
of these singularity spectra is the exponent 0, and the corresponding level
set is dense, with Hausdorff dimension 0.
(3) For all m ∈ N+, τ (m)F = τ on the interval J = {q ∈ R : τ ′(q)q − τ(q) ≥ 0},
and if q = sup(J) < ∞ (resp. q := inf(J) > −∞) then τ (m)F (q) = τ ′(q)q
(resp. τ ′(q)q) over [q,∞) (resp. (−∞, q]).
Moreover, if there does not exist H ∈ (0, 1) such that for all 0 ≤ i ≤ b − 1
we have |Wi| ∈ {0, LHi } then τ is strictly concave over J ; otherwise, τ(q) =
qH + τ(0) and F is monofractal with a Ho¨lder exponent equal to H.
Notice that −τ(0) < 1 if and only if at least one component of W vanishes with
positive probability, and in this case the support of F ′ is a Cantor set.
In the next result, we get functions F obeying the multifractal formalism and
for which the singularity spectra are left-sided, i.e., increasing, and with a support
equal to the whole interval [0,∞]. This is another new phenomenon in multifractal
analysis of continuous staitistically self-similar functions.
Theorem 1.2. (Left-sided spectra) Suppose that P(
∑b−1
i=0 1{Wi 6=0} ≥ 2) = 1 and
ϕW (q) > −∞ over R+. For q ∈ R+, let τ(q) be defined as in Theorem 1.1 . The
function τ is concave, and analytic over (0,∞).
Suppose also that E(
∑b−1
i=0 1{Wi 6=0}Li log(|Wi|)) = −∞, i.e. τ ′(0) = ∞. Finally,
suppose that E
(
(max0≤i≤b−1 |Wi|)−ε
)
<∞ for some ε > 0.
Then, the same conclusions as in Theorem 1.1 hold. Moreover, the singularity
spectra are left-sided, and h
(m)
F =∞ for all m ∈ N+∪{∞} on a set of full dimension
in Supp(F ′). In addition, if F is built as in Theorem B(2) (critical case), the
support of the spectra is [0,∞].
Remark 1.1. Examples of left sided spectra do exist for some other (increasing)
continuous functions over [0, 1] possessing self-similarity properties [40, 51, 41], but
their spectra do not contain the left endpoint 0.
It is also worth mentioning that in some Besov spaces of continuous functions,
the generic singularity spectrum is left sided, supported by a compact interval, and
linear; moreover, the left-end point of this spectrum is equal to 0 for critical Besov
spaces [30, 34].
8 JULIEN BARRAL AND XIONG JIN
−6 −4 −2 0 2 4 6 8 10 12
−6
−5
−4
−3
−2
−1
0
1
2
3
4
 
 
τ(q)
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 
 
τ*(h)
Figure 1. Bell shaped spectrum in the case where the left end-
point is not 0.
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Figure 2. Bell shaped spectrum in the critical case where the left
endpoint is 0.
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Figure 3. Concave left-sided spectra with support [0,∞] in the
critical case.
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In the critical case considered in this paper (Theorem B(2)), the slope of the
singularity spectra at 0 is equal to ∞ because of the duality between h = τ ′(q) and
q = (τ∗)′(h), and h→ 0 corresponds to q →∞.
Remark 1.2. In the non-decreasing case (the components of W are nonnegative),
results on the multifractal analysis of the measure µ = F ′ have been obtained in
several papers (which also deal with measures on Rd). For the one dimensional case
we are dealing with, the previous statements are substantial improvements of these
results for the following reasons.
At first, all these works only consider the first order oscillation exponent, which is
sometimes computed only on the “distorded” grid associated with the increments of
FL as described above [24, 45, 5], and not in the more intrinsic way (1.1). Moreover,
in the papers which deal with the intrinsic exponent hµ, the assumptions on W
and L are very strong: Their components must be bounded away from 0 and 1 by
positive constants, and their sum must be equal to 1 almost surely [1, 19]; moreover
the result holds only for all h ≥ 0 such that τ∗(h) > 0 almost surely, and not almost
surely for all h ≥ 0 such that τ∗(h) > 0. Also, the case of left sided spectra is not
treated in these papers.
Another important improvement concerns the computation of the endpoints of
the singularity spectrum, which is a delicate issue; indeed it is already non-trivial to
prove that the corresponding iso-Ho¨lder sets are not empty. Our result includes the
description of these endpoints, i.e. the endpoints of τ∗F
−1(R+), without restriction
on the behavior of τ . This is a progress with respect to the work achieved in [5]
where the case when q =∞ (resp. q = −∞ and limq→∞ (resp. limq→−∞ )τ ′(q)q −
τ(q) = 0 was not worked out (in the present paper this is particularly important in
the critical case of Theorem B(2)), and where the Ho¨lder exponents are computed
only on the grid naturally defined by FL. Also, the new method we introduce to
study the endpoints could be used to deal with the same question for the general
class of random measures considered in [8].
Remark 1.3. In the previous results, all the formalisms yield the same informa-
tion. In particular our discussion on the link between the oscillations and wavelets
methods developed in [31] shows that when F is uniformly Ho¨lder, the multifractal
formalism using wavelets also holds for such a function in the increasing part of the
spectrum, without it be necessary to compute any wavelet transform.
The next result illustrates the unstability of the exponents and spectra associated
with the mth order oscillations by addition of a C∞ function.
Corollary 1.1. Let f be a complex valued C∞ function over R+ such that for all
m ∈ N+ the function f (m) does not vanish. Let F be as in Theorem 1.2 and let
G = F + f . The functions F and G have the same multifractal behavior from the
pointwise Ho¨lder exponent point of view.
For m ∈ N+, let qm be the unique real number such that τ(qm) = qmm− 1.
With probability 1, for all m ∈ N+, we have τ (m)G = τ (m)F = τ over [qm,∞),
and τ
(m)
G (q) = qm − 1 for 0 ≤ q < qm. Moreover, for all m ∈ N+, the multifractal
formalism holds at every h ∈ [0, τ ′(qm)] such that τ (m)G
∗
(h) ≥ 0 as well as at h = m,
and for all h ∈ (τ ′(qm),m) we have dimH E(m)G (h) = τ∗(h) < (τ (m)G )∗(h).
We end this section with additional definitions.
10 JULIEN BARRAL AND XIONG JIN
0 0.5 1 1.5 2 2.5 3
−1
−0.8
−0.6
−0.4
−0.2
0
 
 
τ(1)G (q)
τ(q)
(q1,τ(q1))
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
 
 
(τG
(1))*(h)
τ*(h)
(τ’(q1),τ
*(τ’(q1)))
(1,1)
Figure 4. Top: τ
(1)
G (q) = min{q − 1, τ(q)} for q ≥ 0. Bottom:
(τ
(1)
G )
∗(h) = τ∗(h) for h ∈ [0, τ ′(q1)], (τ (1)G )∗(h) = τ∗(τ ′(q1)) +
q1(h− τ ′(q1)) for h ∈ (τ ′(q1), 1] and (τ (1)G )∗(h) = 1 elsewhere.
Definitions.
The coding space.
The word obtained by concatenation of u ∈ A ∗ and v ∈ A ∗ ∪A N+ is denoted
u ·v and sometimes uv. For every w ∈ A ∗, the cylinder with root w, i.e. {w · t : t ∈
A N+} is denoted [w]. The σ-algebra generated in A N+ by the cylinders, namely
σ([w] : w ∈ A ∗) is denoted S. The set A N+ is endowed with the standard metric
distance d(t, s) = inf{b−n : n ≥ 0, ∃ w ∈ A n, t, s ∈ [w]}. Then the Borel σ-algebra
is equal to S.
For every n ≥ 0, the length of an element of A n is by definition equal to n and
we denote it |w|. For w ∈ A ∗, we define Iw = [tw, tw + b−|w|) and ILw = FL(Iw).
We denote by w− or w−1 (resp. w+ or w+1) the unique element of A |w| such that
tw − tw− = b−|w| (resp. tw+ − tw = b−|w|) whenever tw 6= 0 (resp. tw 6= 1− b−|w|) .
We also denote w by w0.
Independent copies of FW and FL, and associated quantities.
If w ∈ A ∗, n ≥ 1 and U ∈ {W,L}, we denote by F [w]U,n the function constructed
as FU,n, but with the weights (U(w · v))v∈A ∗ . By construction, F [∅]U,n = FU,n, and
F
[w]
U,n(t) =
∫ t
0
bn
n∏
k=1
Uuk(w · u| |w|+ k − 1) du.
We denote by F
[w]
U the almost sure uniform limit of (F
[w]
U,n)n≥1. We also define
QU (w) =
n∏
k=1
Uwk(w|k−1).
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For m ≥ 1 we denote Osc(m)FU ([0, 1]) by Z
(m)
U and more generally Osc
(m)
F
[w]
U
([0, 1])
by Z
(m)
U (w). Also, we denote Osc
(m)
FU
(Iw) by O
(m)
U (w). By construction, we have
Osc
(m)
F (I
L
w) = Osc
(m)
FW
(Iw) = O
(m)
W (w) = |QW (w)|Z(m)W (w),(1.8)
|ILw | = Osc(1)FL(Iw) = O
(1)
L (w) = QL(w)Z
(1)
L (w).(1.9)
For (q, t) ∈ R2 let
(1.10)
Φ(q, t) = E
( b−1∑
i=0
1{Wi 6=0}|Wi|qL−ti
)
and Ψ(q, t) = E
(
OscFw ([0, 1])
qFL(1)
−t).
Hausdorff dimension.
If (X, d) is a locally compact metric space, for D ∈ R, δ > 0, and E ⊂ X , let
HDδ (E) = inf{
∑
i∈I
|Ui|D},
where the infimum is taken over the set of all the at most countable coverings⋃
i∈I Ui of E such that 0 ≤ |Ui| ≤ δ, where |Ui| stands for the diameter of Ui and
by convention 0D = 0. Then define
HD(E) = lim
δց0
HDδ (E)
(HDδ (E) is by construction a non-increasing function of δ). If D ≥ 0, HD(E) is
called the D-dimensional Hausdorff measure of E. The Hausdorff dimension of E
is the number
dimH E = inf{D : HD(E) <∞}.
It is clear that we have dimH E < 0 if and only if dimH E = −∞ and E is the
emptyset (see [20, 44] for more details).
We denote by (Ω,B,P) the probability space on which the random variables
considered in this paper are defined.
Finally, if f is a bounded C-valued function over an interval I, then ‖f‖∞ stands
for supt∈I |f(t)|.
2. Proofs of Theorem 1.1, Theorem 1.2, and Corollary 1.1
The next three sections provide intermediate results yielding Theorem 1.1. De-
tailed proofs of these results are given in Section 3. The proof of Theorem 1.2 is
almost the same as that of Theorem 1.1 and we outline it in Section 2.4. Corol-
lary 1.1 is given in Section 2.5, and Section 2.6 provides weaker assumptions under
which these result still hold, or partially hold.
In the next three sections we work under the assumptions of Theorem 1.1.
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2.1. Upper bound for the singularity spectra. Let f be a measurable bounded
function from [0, 1] to R.
Proposition 2.1. Let m ≥ 1. If Supp(f (m)) 6= ∅ then for every h ≥ 0 we have
dimH E
(m)
f (h) ≤ (τ (m)f )∗(h), a negative dimension meaning that Ef (h) is empty.
Also,
dimH Supp(f
(m)) ≤ dimB Supp(f (m)) = −τ (m)f (0),
where dimB stands for the upper box dimension (see [20] for the definition).
Remark 2.1. When f is non-decreasing and m = 1, the Lq-spectrum τ
(1)
f is
nothing but the Lq-spectrum of the measure f ′, and the inequality provided by
Proposition 2.1 is familiar from the multifractal formalism for measures. Though
the proof of the inequality is similar for m ≥ 2, for the reader’s convenience we will
give a proof of Proposition 2.1 in Section A (see also [31] for similar bounds).
We first need the following propositions.
Proposition 2.2. With probability 1, Supp(F ′) 6= ∅, and the function F is nowhere
locally equal to a polynomial over the support of F ′. Consequently, Supp(F (m)) =
Supp(F ′) for all m ≥ 1.
Now for n ≥ 1, and (q, t) ∈ R2 define
θ
(m)
F,n (q, t) =
∑
w∈A n
Osc
(m)
FW
(Iw)
q|ILw |−t and θ˜(m)F,n (q, t) = E
(
θ
(m)
F,n (q, t)
)
,
with the convention 0q = 0. Then define
θ
(m)
F (q, t) = lim sup
n→∞
θ
(m)
F,n (q, t) and θ˜
(m)
F (q, t) = lim sup
n→∞
θ˜
(m)
F,n (q, t),
as well as
τ
(m)
F,b (q) = sup{t ∈ R : θ(m)F (q, t) = 0} and τ˜ (m)F,b (q) = sup{t ∈ R : θ˜(m)F,b (q, t) = 0}.
Proposition 2.3. Let m ≥ 1. With probability 1, for all q ∈ R+ we have τ (m)F (q) ≥
τ
(1)
F,b(q) ≥ τ˜ (1)F,b(q), and for all q ≤ R∗− we have τ (m)F (q) ≥ τ (m)F,b (q) ≥ τ˜ (m)F,b (q).
Moreover, τ˜
(m)
F,b (q) = τ(q) for all q < q˜, where q˜ = max{p : τ(p) = 0} (by
convention max(∅) =∞).
Proof of the upper bound for the singularity spectra. Let m ≥ 1. Recall that
J = {q ∈ R : τ ′(q)q − τ(q) ≥ 0}. Since τ is concave, we have J ⊂ (−∞, q˜].
Consequently, since (τ
(m)
F )
∗ is concave, due to Proposition 2.3, with probability 1,
for all h ≥ 0 we may have (τ (m)F )∗(h) ≥ 0 only if τ∗(h) ≥ 0. In this case, we have
dimH E
(m)
F (h) ≤ (τ (m)F )∗(h) ≤ τ∗(h) by Proposition 2.1. Also, since 0 belongs to
J , we have dimH Supp(F
′) ≤ −τ(0).
2.2. Lower bound for the singularity spectra. Let I = {τ ′(q) : q ∈ J}. We
are going to distinguish the case h ∈ Int(I) and the case h ∈ ∂I.
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2.2.1. The case h ∈ Int(I). At first we introduce some auxiliary measures. If
q ∈ Int(J), w ∈ A ∗ and n ≥ 1 let
Qq(w) = 1{QW (w) 6=0}|QW (w)|qQL(w)−τ(q) and Yq,n(w) =
∑
v∈A n
Qq(w · v).
Proposition 2.4.
(1) With probability 1, for all q ∈ Int(J) and w ∈ A ∗, the sequence Yq,n(w)
converge to a positive limit Yq(w). Moreover, for every n ≥ 1, σ({QU (w) :
w ∈ A n−1, U ∈ {W,L}}) and σ({Yq(w) : w ∈ A n}) are independent, and
the random variables Yq(w), w ∈ A n, are independent copies of Yq(∅), that
we denote by Yq.
(2) For every compact subinterval K of Int(J), there exists pK > 1 such that
E(supq∈K Y
pK
q ) <∞.
(3) With probability 1, for all q ∈ Int(J), the function
(2.1) µq([w]) = Qq(w)Yq(w), w ∈ A ∗
defines a Borel measure on A N+ .
Recall the definitions given at the end of Section 1.
For m ≥ 1, t ∈ A N+ , U ∈ {W,L} and γ ∈ {−1, 0,+1} let
α
(m),γ
U (t) (resp. α
(m),γ
U (t)) = lim infn→∞ (resp. lim supn→∞
) − logbOsc
(m)
FU
((t|n)γ)
n
(recall that if w ∈ A ∗, w− = w−1, w = w0 and w+ = w+1 are defined in Section 1).
The next proposition follows directly from the definition of the mth oscillation.
Proposition 2.5. Let t ∈ A N+ and t˜ = FL(pi(t)).
(1) Let r ∈ (0, 1) and suppose that
(2.2) ∃ nr, n′r ∈ N, ILt|nr ⊂ B(t˜, r) ⊂ I
L
t|−
n′r
∪ ILt|n′r ∪ I
L
t|+
n′r
.
Then
(2.3)
O
(m)
W (t|nr ) ≤ O(m)F (B(t˜, r)) ≤ 2m−1O(1)F (B(t˜, r)) ≤ 2m−1
∑
w∈{t|−
n′r
,t|n′r ,t|
+
n′r
}
O
(1)
W (w).
(2) Suppose that (2.2) holds for all r > 0 small enough and limr→0+ nr/n′r = 1.
Then,
(2.4)
min{α(1),γW (t) : γ = −1, 0,+1}
α
(1),0
L (t)
≤ h(m)F (t˜) ≤
α
(m),0
W (t)
min{α(1),γL (t) : γ = −1, 0,+1}
.
Recall that for (q, t) ∈ R2 we have defined
Φ(q, t) = E
( b−1∑
i=0
1{Wi 6=0}|Wi|qL−ti
)
and τ(q) is the unique solution of Φ(q, τ(q)) = 1. By construction, we have
(2.5) τ ′(q) = − (∂Φ/∂q)(q, τ(q))
(∂Φ/∂t)(q, τ(q))
=
E
(∑b−1
i=0 1{Wi 6=0}|Wi|qL−τ(q)i log(|Wi|)
)
E
(∑b−1
i=0 1{Wi 6=0}|Wi|qL−τ(q)i log(Li)
) .
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Proposition 2.6. With probability 1, for all q ∈ Int(J), for µq-almost every t ∈
Supp(µq),
(1) lim
n→∞
log |QW (t|n)|
−n = −
∂Φ
∂q
(q, τ(q));
lim
n→∞
log |QW ((t|n)γ)|
−n ∈ {−
∂Φ
∂q
(q, τ(q)),+∞}, for γ ∈ {−1, 1};
(2) lim
n→∞
logQL(t|n)
−n = limn→∞
logQL((t|n)γ)
−n =
∂Φ
∂t
(q, τ(q)), for γ ∈ {−1, 1};
(3) lim
n→∞
logb Z
(m)
U (t|n)
n
= lim
n→∞
logZ
(m)
U ((t|n)γ)
n
= 0, for all m ≥ 1, U ∈
{W,L} and γ ∈ {−1, 1}.
(4) lim inf
n→∞
log Yq(t|n)
−n ≥ 0.
Proof of the lower bound. Due to (2.1) and Proposition 2.6 (1), (2) and (4), with
probability 1, for all q ∈ Int(J), we have
lim inf
n→∞
log(µq([t|n]))
−n ≥ −q
∂Φ
∂q
(q, τ(q)) − τ(q)∂Φ
∂t
(q, τ(q))
=
(
qτ ′(q)− τ(q)) · ∂Φ
∂t
(q, τ(q)) > 0, µq-a.e.
(∂Φ∂t (q, τ(q)) > 0 due to our choice Li ∈ (0, 1)). Consequently, µq is atomless, and
defining νq = µq ◦ pi−1 ◦ F−1L , we have νq(ILw) = µq([w]) for all w ∈ A ∗. Thus,
lim inf
n→∞
log νq(I
L
n (t))
−n ≥ q
∂Φ
∂q
(q, τ(q)) + τ(q)
∂Φ
∂t
(q, τ(q)), νq-almost everywhere,
where ILn (t) is the unique interval I
L
w of generation n containing t.
Now, Proposition 2.6 (2) and (3) as well as (1.9) also yield
lim
n→∞
log |ILn (t)|
−n =
∂Φ
∂t
(q, τ(q)) > 0, νq-almost everywhere,
hence
lim inf
n→∞
log νq(I
L
n (t))
log |ILn (t)|
≥ qτ ′(q)− τ(q), νq-almost everywhere.
Consequently, we can apply the mass distribution principle ([49], Lemma 4.3.2) and
we obtain dimH(νq) ≥ qτ ′(q)− τ ′(q) = τ∗(τ ′(q)).
We can also deduce from Proposition 2.6 that for µq-almost every t, for allm ≥ 1,{
min{α(1),γW (t) : γ = −1, 0,+1} = α(m)W (t) = −∂Φ∂q (q, τ(q))/ log(b),
min{α(1),γL (t) : γ = −1, 0,+1} = α(1)L (t) = ∂Φ∂t (q, τ(q))/ log(b).
These properties imply that at νq-amost every t˜, for r ∈ (0, 1) small enough,
we can find integers nr and n
′
r such that (2.3) holds with limr→0+ nr/n
′
r = 1,
and we have for all m ≥ 1 h(m)F (t) = τ ′(q). Due to Proposition 1.1, we also have
h
(∞)
F (t) = τ
′(q). Since dimH(νq) ≥ τ∗(τ ′(q)) we have the desired lower bound
for the dimensions of the sets E
(m)
F (τ
′(q)), m ∈ N ∪ {∞}. The case q = 0 yields
dimH Supp(F
′) ≥ dimH E(1)F (τ ′(0)) ≥ −τ(0).
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Combining this with Proposition 2.3 we obtain that, with probability 1, for all
m ∈ N+, we have (τ (m))∗F = τ∗ over Int(I). Since we also have τ (m)F ≥ τ (m)F,b ≥ τ
over J , this yields τ
(m)
F = τ
(m)
F,b = τ over J .
2.2.2. The case h ∈ ∂I. Recall that q = inf J and q = supJ . Let
h = lim
q→q
τ ′(q), h¯ = lim
q→q τ
′(q), d¯ = lim
q→q
τ ′(q)q − τ(q), d = lim
q→q τ
′(q)q − τ(q).
Then ∂I = {h, h¯}, d¯ = τ∗(h) and d = τ∗(h¯). Moreover, with probability 1, d¯ =
τ∗(h) = (τ (m)F )
∗(h) and d = τ∗(h¯) = (τ (m)F )
∗(h¯) for any m ≥ 1.
The difficulty in the study of E
(m)
F (h) when h ∈ {h, h¯} comes from the fact that
there is no simple choice of a measure carried by E
(m)
F (h) and whose Hausdorff
dimension is larger than or equal to (τ
(m)
F )
∗(h). Even, it is not obvious to construct
a point belonging to E
(m)
F (h). Neverthless such a measure can be constructed.
A measure µq partly carried by E
(m)
F (h), for (q, h) ∈ {(q, h), (q, h)}.
1. The case q 6∈ {−∞,∞}.
Let Wq(w) =
(
1{Wi(w) 6=0}|Wi(w)|q(w)Li(w)−τ(q)
)
0≤i≤b−1. We have
τ∗(τ ′(q)) = ϕ′Wq (1) = −E(
b−1∑
i=0
Wq,i logbWq,i) = 0.
Moreover, ϕWq (p) > −∞ in a neighborhood of 1+. Consequently, it follows from
Theorem 2.5 of [37] that, with probability 1, for all w ∈ A ∗, the martingale
Yq,n(w) = −
∑
u∈A n
Qq(w · u) logQq(w · u), with Qq(w) =
n∏
k=1
Wq,wk(w|k−1),
converges to a limit Yq(w) (Yq(∅) = Yq) as n → ∞. Moreover, by construction,
the branching property Yq(w) =
∑b−1
i=0 Wq,i(w)Yq(wi) holds, the random variables
Yq(w), w ∈ A ∗, are identically distributed, and for γ > 0 we have E(Y γq ) < ∞ if
and only if γ < 1.
We deduce from the branching property and our assumption on the probability
that the components ofW vanish that the event {Yq = 0} is measurable with respect
to the tail σ-algebra
⋂
N≥1 σ(W (w) : w ∈
⋃
n≥N A
n). Consequently, P(Yq > 0) = 1
since E(Yq) > 0, and with probability 1, the branching property makes it possible
to define on A N+ a measure µq by the formula
(2.6) µq([w]) = Qq(w)Yq(w).
Proposition 2.7. Let h ∈ {h¯, h} and q 6∈ {−∞,∞} such that h = τ ′(q). With
probability 1, there exists a Borel set Eh ⊂ A N+ of positive µq-measure such that
for all t ∈ Eh the same conclusions as in Proposition 2.6 (1) (2) (3) hold.
Then, the same arguments as in Section 2.2.1 yield νq(E
(m)
F (h)) > 0, hence
E
(m)
F (h) is not empty and we get the desired lower bound dimH E
(m)
F (h) ≥ 0 since
τ∗(h) = 0.
2. The case q ∈ {−∞,∞}.
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Let (qk)k≥0 be an increasing (resp. decreasing) sequence converging to q if q =∞
(resp. q = −∞). For every k ≥ 0 and w ∈ A k let
Wqk(w) =
(
1{Wi(w) 6=0} · |Wi(w)|qkLi(w)−τ(qk)
)
0≤i≤b−1.
Then, for n ≥ 1 and w ∈ A ∗ let
Yq,n(w) =
∑
u∈A n
Qq(w · u), with Qq(w) =
|w|∏
k=
Wqk−1,wk(w|k−1),
and simply denote Yq,n(∅) by Yq,n. The sequence (Yq,n(w))n≥1 is a non-negative
martingale of expectation 1 which converges almost surely to a limit that we de-
note by Yq(w) (Yq if w = ∅). Since the set A ∗ is countable, all these random
variable are defined simultaneously. Moreover, the branching property Yq(w) =∑b−1
k=0Qq,i(w)Yq(wi) also holds. Notice that by construction, given k ≥ 1, the
random variables Yq(w), w ∈ A k, are independent and identically distributed.
Proposition 2.8. The sequence (qk)k≥0 can be chosen so that there exists a > 0
such that for all w ∈ A ∗ the sequence (Yq,n(w))n≥1 converges in L2 norm to a limit
Yq and ‖Yq(w)‖2 = O
(
ba|w|/ log(|w|)
)
.
Fix a sequence (qk)k≥0 as in the previous proposition. For the same reason
as in the case q 6∈ {−∞,∞}, we have P(Yq > 0) = 1 and with probability 1, the
branching property makes it possible to define on A N+ a measure µq by the formula
(2.6).
Proposition 2.9. Let h ∈ {h¯, h} and q ∈ {−∞,∞} such that h = limJ∋q′→q τ ′(q).
Let νq = µq ◦ pi−1 ◦ F−1L . With probability 1, for every m ≥ 1, we have h(m)F (t) = h
νq-almost everywhere and dimH(νq) ≥ τ∗(h).
Remark 2.2. In the case q 6∈ {−∞,∞}, it is possible to construct µq as in the
case q ∈ {−∞,∞} by using a sequence (J ∋ qk)k≥0 converging to q. This avoids to
require to Theorem 2.5 of [37] which is a strong result. Nevertheless, we are able to
use this alternative only if ϕW (q) > −∞ for some q < −1. This is the case under
the assumptions of Theorem 1.1, but this does not always hold under the weaker
assumptions provided by Section 2.6.
2.3. The Lq-spectra of F . We have seen at the end of Section 2.2.1 that, with
probability 1, for all m ∈ N, τ (m)F (q) = τ (m)F,b (q) = τ(q) over J = [q, q]. It remains to
show that τ
(m)
F is differentiable at q (resp. q) and linear over [q,∞) (resp. (−∞, q])
if q <∞ (resp. q > −∞). We treat the case q <∞ and leave the case q > −∞ to
the reader.
At first we notice that the equality τ
(m)
F = τ
(m)
F,b = τ over J implies that
(τ
(m)
F )
′(q−) = τ (m)F,b (q)/q = τ(q)/q = h. Also, by concavity of τ
(m)
F , we have
τ
(m)
F (q) ≤ τ (m)F (q) + (τ (m)F )′(q−)(q − q) = τ(q) + τ ′(q)(q − q) = hq. To get the
other inequality, and so the differentiability of τ
(m)
F at q, we use a simple idea in-
spired by the work achieved in [45] which focuses on τ
(1)
F,b in the case when the
components of W are non-negative and L = (1/b, . . . , 1/b). If q ≥ q and t ∈ R, we
have ∑
w∈A n
Osc
(m)
FW
(Iw)
q|ILw |−t ≤
[ ∑
w∈A n
Osc
(m)
FW
(Iw)
q|ILw |−qt/q
]q/q
,
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because q/q ≥ 1. Consequently, by definition we have τ (m)F,b (q) ≥ (q/q)·τ (m)F,b (q) = qh.
This, together with Proposition 2.3, yields τ
(m)
F (q) ≥ τ (m)F,b (q) ≥ hq for q ≥ q.
It remains to discuss the strict concavity of τ over J . Suppose τ is affine over a
non trivial sub-interval J ′ of J . The analyticity of τ implies that it is affine over J
(in fact over R under our assumptions), which is equivalent to saying that for all
q, q′ ∈ J and λ ∈ [0, 1] we have
(2.7) Φ
(
λq + (1 − λ)q′, λτ(q) + (1− λ)τ(q′)) = 0,
where Φ is defined in (1.10). Let λ ∈ (0, 1) and q 6= q′ ∈ J . Applying the
Ho¨lder inequality to
∑b−1
i=0 1{Wi 6=0}|Wi|λqL−λτ(q)i |Wi|(1−λ)q
′
L
−(1−λ)τ(q′)
i shows that,
in order to have (2.7) it is necessary and sufficient that there exists C such that
1{Wi 6=0}|Wi|qL−τ(q)i = C1{Wi 6=0}|Wi|q
′
L
−τ(q′)
i
almost surely. Thus, there exists H > 0, the slope of τ , such that |Wi| = LHi for
all i, conditionally on Wi 6= 0. If the components of W are non-negative almost
surely, by construction this implies E(
∑b−1
i=0 L
H
i ) = 1, hence H = 1 andW = L, the
situation we have discarded. Otherwise, we have E(
∑b−1
i=0 L
H
i ) > 1 hence H ∈ (0, 1).
2.4. Proof of Theorem 1.2. We only have to deal with the exponent h = τ ′(0) =
∞. The rest of the study is similar to that achieved in the previous sections.
For w ∈ A ∗ let W˜ (w) = (1{Wi(w) 6=0}Li(w)−τ(0))0≤i≤b−1. By construction the
components of W˜ are non negative, we have ϕfW (1) = 0, and ϕ
′
fW (1) > 0. Conse-
quently, the Mandelbrot measure on A N+ defined as µ0 = F
′
fW (with the notations
of Theorems A and B) is positive with probability 1. Moreover, it follows from the
study achieved in [5] that dimH ν0 = −τ(0), where ν0 = µ0 ◦ pi−1 ◦ F−1L .
Now, for a ∈ (0, 1), we defineW (a) = (|Wi|∧a)0≤i≤b−1. We have h = lima→0 h(a),
where h(a) = −E(∑b−1i=0 1{Wi 6=0}Li log(W (a)i )). By using the same techniques as
in Section 3 we can prove that, with probability 1, for µ0-almost every t, we have
lim
n→∞
log |QW (a)((t|n)γ)|
−n = h(a), γ ∈ {−1, 0, 1}.
Also, due to our assumptions and Proposition A.3, we have lim
n→∞
logZ
(1)
W ((t|n)γ)
n
=
0, for all γ ∈ {−1, 0, 1}. Consequently, for µ0-almost every t, min(α(1),γW (t) : γ ∈
{−1, 0, 1}) ≥ h(a). Since this holds for every a ∈ (0, 1), letting a tend to 0 yields
min(α
(1),γ
W (t) : γ ∈ {−1, 0, 1}) = ∞ for µ0-almost every t. Since there exists
a > 0 such that α
(1),0
L (t) ≤ a for all t (see Lemma 3.1) we conclude thanks to
Proposition 2.5 that for ν0-almost every t we have h
(1)
F (t) =∞.
2.5. Proof of Corollary 1.1. Fix 1 ≤ m ∈ N. Recall that qm is the unique real
number such that τ(qm) = qmm− 1.
Let C > 0 such that Osc
(m)
f (B) ≤ C|B|m for all subintervals B of [0, FL(1)].
For r > 0 let Br be a family of disjoint closed intervals B of [0, FL(1)] of radius
r with centers in Supp(F (m)). For any q ∈ R+ we have∑
B∈Br
Osc
(m)
F+f (B)
q · r−t ≤ 2q
∑
B∈Br
(
Osc
(m)
F (B)
q +Osc
(m)
f (B)
q
)
r−t
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≤ (2C)q ·
( ∑
B∈Br
Osc
(m)
F (B)
qr−t +
∑
B∈Br
rqm−t
)
.
By the definition of τ
(m)
G (q) this yields τ
(m)
G (q) ≥ min(τ (m)F (q), qm−1) so (τ (m)G )∗(h) ≤
τ∗(h) for h ∈ [0, τ ′(qm)] (we have used the equality τ (m)F = τ) and (τ (m)G )∗(h) = 1
for h > m.
On the other hand, since we assumed that f (m) does not vanish, we deduce from
Theorem 1.2 that for any t ∈ [0, FL(1)] we have h(m)G (t) = h(m)F (t) if h(m)F (t) < m
and h
(m)
G (t) = m if h
(m)
F (t) > m. Thus(
τ
(m)
G
)∗
(h) ≥ dimH E(m)G (h) =
{
τ∗(h), if h ∈ [0,m);
1, if h = m.
This implies that (τ
(m)
G )
∗ is equal to τ∗ over [0, τ ′(qm)] and equal to h 7→ τ∗(τ ′(qm))+
qm(h−τ ′(qm)) over [τ ′(qm),m]. Taking the inverse Legendre transform implies that
τ
(m)
G (q) = min(τ
(m)
F (q), qm− 1) for all q ≥ 0.
2.6. Weaker assumptions.
Theorem 1.1. If we only assume that ϕW > −∞ in a neighborhood J˜ of [0, 1], then
the multifractal formalisms holds for F at each h = τ ′(q) for all q ∈ J˜ ∩ J . Also,
the functions τ
(m)
F and τ coincide over J˜ ∩J . If, moreover, there exists q0 ∈ J˜ such
that τ∗(τ ′(q0)) = 0 then either q0 > 0 and τ
(m)
F (q) = τ
′(q0)q/q0 over [q0,∞) or
q0 < 0 and τ
(m)
F (q) = τ
′(q0)q/q0 over (−∞, q0].
Theorem 1.2. The same discussion as for Theorem 1.1 holds, except that J˜ is a
neighbor of [0, 1] in R+.
3. Proofs of the intermediate results of Section 2
3.1. Proofs of the results of Section 2.1.
Proof of Proposition 2.1. This is a consequence of Proposition A.1.
Proof of Proposition 2.2. The result could be obtained after achieving the mul-
tifractal analysis using the first order oscillation exponent. Nevertheless we find
valuable to have a proof only based on the the functional equation satisfied by the
process F .
We assumed that P(
∑b−1
i=0 1{Wi 6=0} ≥ 2) = 1. Consequently, it follows from the
definition of FW that the event {Z(1)W = 0} is measurable with respect to the tail
σ-algebra
⋂
n≥0 σ({W (w) : w ∈ ∪p≥nA p}) which contains only sets of probability
0 or 1. Since E(FW (1)) = 1, we have Z
(1)
W > 0 with positive probability, hence
almost surely. So Supp(F ′) 6= ∅ almost surely.
Now we prove that F is nowhere locally equal to a polynomial function over the
support Supp(F ′).
At first, suppose that there exists 0 ≤ i ≤ b− 1 such that P(Wi = 0) > 0. Then,
with probability 1, the interior of Supp(F ′) is empty, since for every w ∈ A ∗ the
probability that there exists v ∈ A ∗ such that Wi(w · v) = 0 is equal to 1. Thus F
is nowhere locally equal to a polynomial function over Supp(F ′).
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Now suppose that the components of W do not vanish and that there is a pos-
itive probability that there exists an interval ILw over which F is equal to a poly-
nomial. Equivalently, F [w] = F
[w]
W ◦ (F [w]L )−1 is a polynomial function. Due to
the statistical self-similarity of the construction, the probability that F be itself a
polynomial function is positive. Moreover, F is almost surely the uniform limit of
the sequence (Fn = FW,n ◦ F−1L,n)n≥1. The functions Fn are piecewise linear, and
because we assumed W 6= L and the vectors (W (w), L(w)), w ∈ A ∗, are indepen-
dent, with probability 1, for every w ∈ A ∗, there are infinitely many n such that
the restriction of Fn to I
L
w is not linear, thus non differentiable. Consequently,
the event {F is a polynomial} is measurable with respect to the tail σ-algebra⋂
n≥0 σ({W (w), L(w) : w ∈ ∪p≥nA p}), so it has a probability equal to 1. For
0 ≤ i ≤ b− 2, let xi = FL(i/b). By construction, we have (Wi/Li)(F [i])′
(
F
[i]
L (1)
)
=
F ′(x−i+1) = F
′(x+i+1) = (Wi+1/Li+1)(F
[i+1])′(0). Due to the independence between
(W,L), F [i] and F [i+1], we see that all the terms in the previous equality must be
deterministic, except if F [i]
′(
F
[i]
L (1)
)
= (F [i+1])′(0) = 0 almost surely. In this later
case, by statistical self-similarity we also have F ′
(
FL(1)
) ≡ F ′(0) ≡ 0, and by in-
duction over n ≥ 0 we see that F ′ vanishes at all the endpoints of the intervals ILw ,
w ∈ A n. Thus F ′ ≡ 0 and F is constant. This is in contradiction with F (0) = 0
and E
(
F (FL(1))
)
= E
(
FW (1)) = 1. Consequently, (W,L) must be deterministic.
Since we supposed that W 6= L, the assumption ∑b−1i=0 Wi = 1 = ∑b−1i=0 Li implies
that |Wi| > Li for some 0 ≤ i ≤ b− 1. Let us write |Wi| = LHi with H < 1 (recall
that Li < 1). Then, denoting by i
·n the word consisting in n letters i, we have
Osc(1)(F, ILi·n ) ≥ |Wi|n = |ILi·n |H so F is not C1. This is a new contradiction, hence
F is nowhere locally equal to a polynomial function.
Proof of Proposition 2.3. We first establish the inequalities τ
(m)
F ≥ τ (1)F,b over R+
and τ
(m)
F ≥ τ (m)F,b over R∗−. By applying Theorem 2.3 in [7] to L we immediately
have the following lemma:
Lemma 3.1. There exist a, a > 0 such that, with probability 1, there exists n0 ∈ N
such that for n ≥ n0, b−na ≤ infw∈A n |ILw | ≤ supw∈A n |ILw | ≤ b−na. Moreover, with
probability 1, for every ε > 0, there exists nε such that
(3.1) ∀n ≥ nε, b−nε ≤ inf
w∈A n
inf
0≤i≤b−1
|ILwi|
|ILw |
≤ 1.
For P-almost every ω ∈ Ω, we fix ε > 0, n0 and nε as in Lemma 3.1.
Let n′ε = max(n0, nε). Fix 0 < r ≤ minw∈A N+
n′ε+1
|ILw |.
Let Br be a family of disjoint closed intervals B of radius r with centers in
Supp(F ′). If B ∈ Br, by construction we can find three disjoint intervals ILwk ,
k = 1, 2, 3, with |wk| ≥ n′ε+1 such that B ⊂ ILw1 ∪ILw2 ∪ILw3 and r ≤ |ILwk | ≤ rb|wk|ε.
Also, |ILwk | ≤ b−|wk|a so b|wk|ε ≤ r−ε/a. Thus r ≤ |ILwk | ≤ r1−ε/a.
We have O
(m)
F (B) ≤ 2m−1O(1)F (B) ≤ 2m−1
∑3
k=1O
(1)
F (I
L
wk ), so for q ≥ 0 and
t ∈ R we have
O
(m)
F (B)
qr−tf(t, r) ≤ 2(m−1)q3q ·
3∑
k=1
O
(1)
F (I
L
wk)
q|ILwk |−t,
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with f(t, r) = 1 if t < 0 and f(t, r) = rtε/a otherwise. Moreover, each so selected
interval ILwk meets at most 1 + r
−ε/a elements of Br. Consequently,
(3.2)
∑
B∈Br
O
(m)
F (B)
qr−tf(t, r) ≤ 2(m−1)q3q(1 + r−ε/a)
∑
n≥n′ε+1
θ
(1)
F,b,n(q, t).
Suppose that τ
(1)
F,b(q) > −∞; otherwise there is nothing to prove. Due to the exis-
tence of a, by definition of τ
(1)
F (q), if t < τ
(1)
F,b(q) then we have
∑
n≥n′ε+1 θ
(1)
F,n(q, t) <
∞. Then, it follows from (3.2) and the definition of τ (m)F (q) that τ (m)F (q) ≥
t− (1 + |t|)ε/a. Since ε is arbitrary, we get τ (m)F (q) ≥ τ (1)F,b(q).
On the other hand, for each B ∈ Br there exists ILw of maximal length included in
B. We have 2rb−|w|ε ≤ |ILw | ≤ 2r. This yields 2r ≤ b|w|(ε−a) so (2r)ε/(a−ε) ≤ b−|w|ε
whenever a > ε. consequently, for ε small enough, we have (2r)1+ε/(a−ε) ≤ |ILw | ≤
2r. Thus, if q < 0 we have
O
(m)
F (B)
q(2r)−tf(t, r) ≤ O(m)F (ILw)q|ILw |−t,
where f(t, r) = 1 if t ≥ 0 and f(t, r) = (2r)−tε/(a−ε) otherwise. Since the elements
of Br are pairwise disjoint, this implies
(3.3)
∑
B∈Br
O
(m)
F (B)
q(2r)−tf(t, r) ≤
∑
n≥n′ε+1
θ
(m)
F,n (q, t)
and the same arguments as when q ≥ 0 yield τ (m)F (q) ≥ τ (m)F,b (q).
To see that, with probability 1, τ
(m)
F,b ≥ τ˜ (m)F,b , due to the concavity of τ (m)F,b and
τ
(m)
F,b , it is enough to show that given q ∈ R, we have τ (m)F,b (q) ≥ τ˜ (m)F,b (q).
Let (q, t) ∈ R2, and suppose that q < max{p : ϕW (p) = 0}. Due to Proposi-
tion A.3 we have ψ(q, t) < ∞. By using (1.8) we get θ˜(m)F,n (q, t) = Φ(q, t)nΨ(q, t)
for al n ≥ 1. This yields τ˜ (m)F,b (q) = τ(q). Also, if t < τ(q) then Φ(q, t) < 1
and
∑
n≥1 θ˜
(m)
F,n (q, t) < ∞ so
∑
n≥1 θ
(m)
F,n (q, t) < ∞ almost surely. This yields
t < τ
(m)
F,b (q). Since t is arbitrary we get τ
(m)
F,b (q) ≥ τ˜ (m)F,b (q).
To finish the proof, we notice that by construction, we have τ(p) = 0 if and only
if ϕW (p) = 0.
3.2. Proofs of the results of Section 2.2.1.
Proof of Proposition 2.4. This proof could be deduced from those of Lemma 4 and
Corollary 5 of [5]. For reader’s convenience, we provide it.
• Proof of (1) and (2). For q ∈ Int(J) and w ∈ A ∗ let
Wq(w) =
(
1{W0 6=0}|W0|qL−τ(q)0 , . . . ,1{Wb−1 6=0}|Wb−1|qL−τ(q)b−1
)
(w).
The function Φ can be extended to an analytic function in a complex neighborhood
of J × C by
Φ(z, t) = E
( b−1∑
i=0
1{Wi 6=0}|Wi|zL−ti
)
.
For each q ∈ Int(J) we have ∂Φ(q,τ(q))∂t = −E
(∑b−1
i=0 Wq,i log(Li)
)
> 0 and Φ(q, τ(q)) =
1, so there exists a neighborhood Vq of q in C such that for each z ∈ Vq there exists a
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unique τ(z) such that Φ(z, τ(z)) = 1. Moreover, the mapping z 7→ τ(z) is analytic.
We define
Wz(w) =
(
1{W0 6=0}|W0|zL−τ(z)0 , . . . ,1{Wb−1 6=0}|Wb−1|zL−τ(z)b−1
)
as well as the mapping
(z, p) ∈ Vq × [1,∞) 7→M(z, p) =
b−1∑
i=0
E(|Wz,i|p).
The property τ∗(τ ′(q)) > 0 is equivalent to
∂M
∂p
(q, 1+) < 0 , so there exists
pq > 1 and a open neighborhood V
′
q of q in J such that supq′∈V ′q M(q
′, p) < 1 for
all p ∈ (1, pq] (because p 7→M(q′, p) is convex and M(q′, 1) = 1). Now, we fix K a
non-trivial compact subinterval of Int(J). It is covered by a finite number of such
V ′qi so that if V
′
K =
⋃
i V
′
qi we have supq∈V ′K M(q, pK) < 1, where pK = infi pqi . By
a comparable procedure we can now find a complex neighborhood VK of VK such
supz∈VK M(z, pK) < 1.
To prove the almost sure simultaneous convergence of the martingales (Yq,n(w))n≥1,
q ∈ K, we are going to use the argument developed to get Theorem 2 in [12].
For z ∈ VK and w ∈ A ∗ let
Yz,n(w) =
∑
v∈A n
n∏
k=1
Wz,vk(w · v||w| + k − 1)
and denote Yz,n(∅) by Yz,n. Applying Proposition A.2 to {V (w) = Wz(w)}w∈A ∗
yields for n ≥ 1
E(|Yz,n − Yz,n−1|pK ) ≤ CpKM(z, pK)n ≤ CpK ( sup
z∈VK
M(z, pK))
n,
where Yz.0 = 1. Since, with probability 1, the functions z ∈ V 7→ Yz,n, n ≥ 0,
are analytic, if we fix a closed disc D(z0, 2ρ) included in V , the Cauchy formula
yields supz∈D(z0,ρ) |Yz,n − Yz,n−1| ≤ ρ−1
∫
∂D(z0,2ρ)
|Yu,n − Yu,n−1| |du|/2pi, so by
using Jensen’s inequality an then Fubini’s Theorem we get
E
(
sup
z∈D(z0,ρ)
|Yz,n − Yz,n−1|pK
) ≤ 2pK ∫ 2pi
0
E(|Yz0+2ρeit,n − Yz0+2ρeit,n−1|pK )
dt
2pi
≤ 2pKCpK (sup
z∈V
Φ(z, pK))
n.
This implies that, with probability 1, z 7→ Yz,n converges uniformly over the com-
pact D(z0, ρ) to a limit Yz . This also implies that ‖ supz∈D(z0,ρ) Yz‖pK <∞. Since
K can be covered by finitely many such discs, we get both the simultaneous con-
vergence of (Yq,n)n≥1 to Yq for all q ∈ K and (2). Moreover, since Int(J) can be
covered by a countable increasing union of compact subintervals, we get the simul-
taneous convergence for all q ∈ Int(J). The same holds simultaneously for all the
functions q ∈ Int(J) 7→ Yq,n(w), w ∈ A ∗, because A ∗ is countable.
To finish the proof of (1) we need to establish that, with probability 1, q ∈ K 7→
Yq does not vanish. Up to an affine transform, we can suppose that K = [0, 1]. If I
is a closed dyadic subinterval of [0, 1], we denote by EI the event {∃ q ∈ I : Yq = 0},
and by I0 and I1 its two sons. At first, we note that since for each fixed q ∈ K
a component of Wq vanishes if and only the same component of W vanishes too,
each EI is a tail event. Consequently, if I is a closed dyadic subinterval of [0, 1]
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and P(EI) = 1, then P(EIj ) = 1 for some j ∈ {0, 1}. Suppose that P(E[0,1]) = 1.
The previous remark yields a decreasing sequence (I(n))n≥0 of nested closed dyadic
intervals such that P(EI(n)) = 1. Let q0 be the unique element of
⋂
I(n). Since
q 7→ Yq is continuous, we have P(Yq0 = 0) = 1. This contradicts the fact that the
martingale (Yq0,n)n≥1 converges to Yq0 in L
pK norm.
• Proof of (3). This is a simple consequence of the fact that by construction we
have for all n ≥ 1 and w ∈ A ∗ the branching property
Yq,n+1(w) =
b−1∑
k=0
Wq,i(w)Yq,n(w · i).
Proof of Proposition 2.6. (1) We simply denote QW by Q and we define
ξ(q) = −∂Φ
∂q
(q, τ(q)) = −E
( b−1∑
i=0
1{Wi 6=0}|Wi|qL−τ(q)i log(|Wi|)
)
.
If ε > 0, n ≥ 1 and γ ∈ {−1, 0, 1} we define
E1q,n,ε(γ) = {t ∈ A N+ : Q((t|n)γ) 6= 0 and en(ξ(q)−ε)|Q((t|n)γ)| ≥ 1},
E−1q,n,ε(γ) = {t ∈ A N+ : Q((t|n)γ) 6= 0 and en(ξ(q)+ε)|Q((t|n)γ)| ≤ 1}.
Our goal is to prove that for any compact subinterval K of Int(J) and ε > 0,
(3.4) E
(
sup
q∈K
∑
n≥1
µq(E
λ
q,n,ε(γ)
)
<∞
for all λ ∈ {−1, 1} and γ ∈ {−1, 0, 1}. Then, with probability 1, for all q ∈ K,
λ ∈ {−1, 1} and γ ∈ {−1, 0, 1}, the series∑n≥1 µq(Eλq,n,ε(γ)) is finite. Since Int(J)
can be written as a countable union of compact subintervals, this holds in fact for
all q ∈ Int(J). Consequently, from the Borel-Cantelli lemma applied to µq/‖µq‖ we
deduce that, with probability 1, for all q ∈ Int(J), for µq-almost every t ∈ A N+ ,
there exists N ≥ 1 such that for all n ≥ N and γ ∈ {−1, 0, 1}
either Q((t|n)γ) = 0 or |Q((t|n)γ)| ∈ [e−n(ξ(q)+ε), e−n(ξ(q)−ε)].
Notice that when t ∈ Supp(µq), we have Q((t|n)0) = Q(t|n) 6= 0. Consequently,
with probability 1, for all q ∈ K, for µq-almost every t,
lim
n→∞
log |Q(t|n)|
−n ∈ [ξ(q)− ε, ξ(q) + ε],
lim
n→∞
log |Q((t|n)γ)|
−n ∈ {+∞}∪ [ξ(q)− ε, ξ(q) + ε] for γ ∈ {−1, 1}.
Since this holds for a sequence of positive ε tending to 0, we have the desired result.
Now we prove (3.4). Fix K, a non-trivial compact subinterval of Int(J). For
η ≥ 0, q ∈ K and γ ∈ {−1, 0, 1}, by using a Markov inequality we get
µq(E
1
q,n,ε(γ)) ≤
∑
w∈A n
µq([w])1{Q(wγ 6=0}
(
en(ξ(q)−ε) · |Q(wγ)|
)η
,
µq(E
−1
q,n,ε(γ)) ≤
∑
w∈A n
µq([w])1{Q(wγ) 6=0}
(
en(ξ(q)+ε) · |Q(wγ)|
)−η
.
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Since µq([w]) = 1{Q(w) 6=0}|Qq(w)|Yq(w), for λ ∈ {−1, 1} and γ ∈ {−1, 0, 1} we
get
µq(E
λ
q,n,ε) ≤
∑
w∈A n
en(ληξ(q)−εη)1{Q(w),Q(wγ) 6=0}Qq(w)|Q(wγ )|ληYq(w).
Now define
(3.5) Hη,λn (q, γ) =
∑
w∈A n
en(ληξ(q)−εη)1{Q(w),Q(wγ) 6=0}Qq(w)|Q(wγ)|λη.
Write K = [q0, q1]. It follows from the independence between
{
Hη,λn (q, γ)
}
q∈K
and {Yq(w)}w∈A n,q∈K that for n ≥ 1
E(sup
q∈K
µq(E
λ
q,n,ε(γ)) ≤ E(sup
q∈K
Yq)E
(
sup
q∈K
Hη,λn (q, γ)
)
≤ E(sup
q∈K
Yq)
(
E
(
Hη,λn (q0, γ)
)
+
∫ q1
q0
E
(∣∣ d
dq
Hη,λn (q, γ)
∣∣)dq).
Lemma 3.2. Let λ ∈ {−1, 1} and γ ∈ {−1, 0, 1}. There exist constants C, δ > 0
and η∗ > 0 such that for any q ∈ K, η ∈ (0, η∗), λ ∈ {−1, 1} and n ≥ 1,
max
{
E
(
Hη,λn (q, γ)
)
,E
(∣∣ d
dq
Hη,λn (q, γ)
∣∣)} ≤ Cne−nδ.
Then (3.4) comes from the fact that E(supq∈K Yq) <∞ (see Proposition 2.4(2)).
Proof of Lemma 3.2. Recall that ξ(q) = −∂Φ∂q (q,−τ(q)). Since Φ is twice continu-
ously differentiable, we can chose η0 > 0 such that for η ∈ (0, η0),
(3.6) δη = inf
q∈K
εη − ληξ(q) − log (Φ(q + λη,−τ(q))) > 0.
We now distinguish the cases γ = 0 and γ ∈ {−1, 1}.
• The case γ = 0. Straighforward computations using the definition of Hη,λn (q, 0)
and taking into account the independence in the b-adic cascade construction yield
a constant CK such that for all q ∈ K and n ≥ 1
E
(
Hη,λn (q, 0)
)
= Φ(q + λη,−τ(q))nen(ληξ(q)−εη) ≤ e−nδη
E
(∣∣ d
dq
Hη,λn (q, 0)
∣∣) ≤ CKnΦ(q + λη,−τ(q))nen(ληξ(q)−εη) ≤ CKne−nδη .
• The case γ = −1. For n ≥ 1 we have
(3.7)
⋃
w∈A n
(w−, w) =
n−1⋃
m=0
⋃
u∈Am
b−2⋃
i=0
(u · i · gn−1−m, u · (i+ 1) · dn−1−m)
where gn (resp. dn) is the word consisting of n times the letter b − 1 (resp. 0). If
w = u · (i+1) ·dn−1−m and w− = u · i ·gn−1−m with u ∈ A N+m and Q(w)Q(w−) 6= 0
then
Qq(w)|Q(w−)|λη = Qq(u)Q(u)ληWq,i(u)|Wi+1(u)|λη
n−1∏
k=m+1
Wq,0(w|k)|Wb−1(w−|k)|λη.
Again, simple computations yield CK > 0 such that for all q ∈ K, n ≥ 1 and
η ∈ (0, η0) we have
max
(
E(Hη,λn (q, γ),E
(∣∣ d
dq
Hη,λn (q, γ)
∣∣)) ≤ CKn(Φ(q+λη, τ(q))eληξ(q)−εη)nSn(q, η),
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where
Sn(q, η) =
n−1∑
m=0
[
E(Wq,0)E(|Wb−1|λη)
Φ(q + λη, τ(q))
]m
.
Due to (3.6), it is now enough to show that Sn(q, η) is uniformly bounded with
respect to n, q ∈ K and η if η0 is small enough. This is due to the fact that the
mapping (q, r) 7→ E(Wq,0)E(|Wb−1|r)/Φ(q+r, τ(q)) is continuous in a neighborhood
of J ×{0} and by definition of Wq and Φ it takes values less than 1 at points of the
form (q, 0).
• The case γ = 1. It uses the same ideas as the case γ = −1.
(2) The proof is similar to the proof of (1). The only difference is that the compo-
nents of L are positive so the limit of logQL((t|n)
γ)
−n cannot be infinite.
(3) We denote Z
(m)
U by Z. Fix K a non-trivial compact subinterval of Int(J),
λ ∈ {1,−1} and γ ∈ {−1, 0, 1}. For a > 1 and n ≥ 0 let
Eλn,a(γ) = {t ∈ A N+ : (Z(t|n)γ))λ > an}.
It is enough that we show that
(3.8) E(sup
q∈K
∑
n≥0
µq(E
λ
n,a)(γ)) <∞.
Indeed, this implies that, with probability 1, for all q ∈ K, for µq-almost every t, if
n is large enough then
− log a ≤ lim inf
n→∞
logZ((t|n)γ)
n
≤ lim sup
n→∞
logZ((t|n)γ)
n
≤ log a.
Since this holds for a sequence of numbers a tending to 1, we have the conclusion.
We have
sup
q∈K
µq(E
λ
n,a(γ)) = sup
q∈K
∑
w∈A n
1{Z(wγ)λ>an} · µq([w])
= sup
q∈K
∑
w∈A n
Qq,n(w) · 1{Z(wγ)λ>an} · Yq(w).
By using the independence between σ(Q(w) : w ∈ A n) and σ(Z(wγ), Yq(w) : w ∈
A
n, q ∈ K), as well as the equidistribution of the random variables 1{Z(wγ)λ>an} ·
Yq(w), we get
E
(
sup
q∈K
µq(E
λ
n,a(γ))
) ≤ E(1{Z(wγ0 )λ>an} · sup
q∈K
Yq(w0)
)
E
(
sup
q∈K
H0,0n (q, γ)
)
,
where H0,0n (q, γ) is defined as in (3.5) and w0 is any element of A
n such that wγ0 is
defined. We learn from our computations in proving (1) that there exists a positive
number CK such that E
(
supq∈K H0,0n (q, γ)
) ≤ C(1 + |K|)n. Moreover, the Ho¨lder
inequality yields
E
(
1{Z(wγ0 )λ>an} · sup
q∈K
Yq(w0)
) ≤ ‖ sup
q∈K
Yq‖pKP(Zλε > aεn)1−1/pK
≤ ‖ sup
q∈K
Yq‖pK [E(Zλε)]1−1/pKa−nε(1−1/pK),
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where ε > 0 is chosen such that E(Zλε) < ∞ (this is possible thanks to Propo-
sition A.3). Finally, E
(
supq∈K µq(Eλn,a(γ))
)
= O(na−nε(1−1/pK )) (with a > 1),
hence (3.8) holds.
(4) Fix K a non-trivial compact subinterval of Int(J). For a > 1, n ≥ 0 and q ∈ K
let
Fλn,a(q) = {t ∈ A N+ : Yq(t|n) > an}.
For η > 0, we have
sup
q∈K
µq(Fn,a(q)) = sup
q∈K
∑
w∈A n
1{Yq(w)>an} · µq([w])
≤ sup
q∈K
Qq,n(w)|q · a−nηYq(w)1+η.
Consequently, taking η = pK − 1 and using the same kind of estimations as in the
proof of (3) we obtain
E
(
sup
q∈K
µq(Fn,a(q))
) ≤ a−n(pK−1)E( sup
q∈K
H0,0n (q, γ)
)
E(sup
q∈K
Y pKq ) = O(na
−n(pK−1)),
hence the result.
3.3. Proofs of results of Section 2.2.2. We only deal with the case h = h, the
case h = h¯ being similar. Then q = q > 0.
3.3.1. The case q <∞.
Proof of Proposition 2.7. At first, we specify a subset Eh of EF (h) of positive
µq-measure. For N ≥ 1, let Eh(N) = {t ∈ A N+ : ∀n ≥ N,µq([t|n]) ≤ 1}. With
probability 1, there exists N ≥ 1 such that µq(Eh(N)) > 0, otherwise, µq is concen-
trated on a finite number of singletons with a positive probability, which is impos-
sible since by construction Supp(µq) = Supp(F
′) and dim Supp(F ′) = −ϕ(0) > 0
almost surely. Thus, on a measurable set of probability 1, we can define the measur-
able function N(ω) = inf{N : µq(Eh(N)) > 0}. Then we set Eh(ω) = Eh(N(ω)).
(1) We denote QW by Q and −∂Φ/∂q(q, τ(q)) by ξ(q). For ε > 0, γ ∈ {−1, 0, 1}
and n ≥ 1 we define
E1n,ε(γ) = {t ∈ Eh : Q(t|n) 6= 0 and en(ξ(q)−ε)|Q((t|n)γ)| ≥ 1},
E−1n,ε(γ) = {t ∈ Eh : Q(t|n) 6= 0 and en(ξ(q)+ε)|Q((t|n)γ)|) ≤ 1}}.
The result will follow if we show that for any ε > 0 and λ ∈ {−1, 0, 1}, with
probability 1, ∑
n≥1
µq(E
λ
n,ε(γ)) <∞.(3.9)
We deal with the case γ = 0. Let θ and η be two numbers in (0, 1], that will be
specified later. By using a Markov inequality and the definition of µh we can get
µq(E
λ
n,ε(0)) ≤
∑
w∈A n
µq([w])≤1
µq([w])1{Q(w) 6=0}
(
en(ξ(q)−λε) ·Q(w))λη
≤
∑
w∈A n
µq([w])≤1
µq([w])
θ1{Q(w) 6=0}
(
en(ξ(q)−λε) ·Q(w))λη = Sλn,ε(θ, η),
26 JULIEN BARRAL AND XIONG JIN
where
Sλn,ε(θ, η) =
∑
w∈A n
en(ληξ(q)−εη)1{Q(w) 6=0}Qq(w)θQ(w)ληY θq .
Consequently, (3.9) will follow if we show that
(3.10)
∑
n≥1
E(Sλn,ε(θ, η)) <∞.
We have
E(Sλn,ε(θ, η)) = E(Y
θ
q )e
n(ληξ(q)−εη)Φ(θq + λη, θτ(q))n .
Let ξ˜(q) = ∂Φ∂t (q, τ(q)). By definition of ξ(q), ξ˜(q) and −τ(q) we have
ληξ(q) + logΦ(θq + λη, θτ(q))
= −ξ(q)q(θ − 1) + ξ˜(q)(θ − 1)τ(q) +O([q(θ − 1) + λη]2)
as (θ, η)→ (1−, 0). Moreover, we have
−ξ(q)q + ξ˜(q)τ(q) = −ξ˜(q)(τ ′(q)q − τ(q)) = 0.
It follows that if we fix η small enough and θ close enough to 1− we have
en(ληξ(q)−εη)Φ(θq + λη, θτ(q))n ≤ e−nεη/2.
Since E(Y θq ) <∞, we get (3.10).
In the case γ = −1, we leave the reader check that like in the proof of Proposi-
tion 2.6(1) we can find a constant C > 0 such that for θ, η ∈ (0, 1] we have
µq(E
λ
n,ε(−1))
≤ C · E(Y θq )en(ληξ(q)−εη)Φ(θq + λη, θτ(q))n
n−1∑
m=0
[E(W θq,0)E(|Wb−1|λη)
Φ(θq + λη, θτ(q))
]m
.
(2) The proof is similar to that of (1).
(3) We denote Z
(m)
U by Z. Let θ, η ∈ (0, 1]. For n ≥ 1, γ ∈ {−1, 0, 1}, λ ∈ {−1, 1}
and ε > 0 let Eλn,ε(γ) = {t ∈ Eh : Z((t|n)γ)λ > enε}. We have
µq
(
Eλn,ε(γ))}
) ≤ ∑
w∈A n
µq([w])≤1
µq([w])
θe−nεηZ((t|n)γ)λη.
Thus,
E
(
µq
(
Eλn,ε(γ)
)) ≤ e−nεηΦ(θq, θτ(q))nE(Yq(w)θZ(wγ)λη).
If we choose θ = 1− η2/3, then by using Ho¨lder’s inequality we get,
E(Y θq Z(w)
λη) ≤ ‖Y θq ‖1+η3/4
(
E(Zλ(1+η
3/4)η1/4)
)η3/4/(1+η3/4)
<∞
since E(Y θq ) < ∞ for θ ∈ (0, 1) and E(Zλβ) < ∞ if |β| is small enough (see
Proposition A.3(2)). Moreover, by definition of τ(q), since the Li are smaller than 1,
we have Φ(θq, θτ(q)) < 1. Consequently,
∑
n≥1 E
(
µ(Eλn,ε(γ))
)
< ∞. We conclude
as in the proof of Proposition 2.6(3).
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3.3.2. The case q =∞.
Proof of Proposition 2.8. First we have the following lemma.
Lemma 3.3. If
∑
n≥1
n−1∏
k=0
Φ
(
2qk, 2τ(qk)
)1/2
< ∞ then for every w ∈ A ∗, Yq,n(w)
converges to Yq(w) in L
1 norm as n→∞; in particular E(Yq(w)) = 1.
Proof. An application of Proposition A.2 to Yq,n − Yq,n−1 and p = 2 yields
(3.11)
∑
n≥1
‖Yq,n − Yq,n−1‖2 ≤ C
∑
n≥1
n−1∏
k=0
Φ
(
2qk, 2τ(qk)
)1/2
.
where we set Yq,0 = 1 and C is the supremum of the constants Cp invoked in
Proposition A.2. Then, since ‖Yq.n − Yq,n−1‖1 ≤ ‖Yq,n − Yq,n−1‖2 we have the
conclusion for w = ∅. Now, if m ≥ 1 we have
(3.12) Yq =
∑
w∈A N+m
Qq(w)Yq(w),
where the random variables Yq(w), w ∈ A m, are identically distributed, as well
as the discrete processes (Yq,n(w))n≥1 converging to them. Consequently, if Yq(w)
is not the limit of (Yq,n(w))n≥1 in L1 for some w ∈ A m, then E(Yq(w)) < 1 and
the same holds for all w ∈ A m. In particular, (3.12) yields E(Yq) < 1, which is in
contradiction with the convergence in L1 norm of (Yq,n)n≥1.

Now we specify the sequence (qk)k≥0. We discard the obvious case where τ is
affine and assume that τ is strictly concave.
The graph of the function τ has the asymptote line l(q) = hq − τ∗(h) with
τ∗(h) ∈ [0, 1). For δ ≥ 0, let lδ(q) = l(q)− δ. We deduce from the strict concavity
of τ that for any δ ∈ (0,−τ(0) − τ∗(h)] there is a unique q(δ) > 0 such that
lδ(q(δ)) = τ(q(δ)). Moreover, δ 7→ q(δ) is continuous and strictly decreasing, and
q(δ)→∞ as δ → 0. Fix k0 such that 1log k0 ∈ (0,−τ(0)− τ∗(h)), and for k ≥ 0 let
δk = 1/ log(k0 + k). Then choose qk = q(δk) for k ≥ 0. By using the definition of
lδ and δ(·) as well as the concavity of τ , we obtain for all k ≥ 0
(3.13) εk = τ(2qk)−2τ(qk) = τ(2qk)−2lδk(qk) ≥ lδk(2qk)−2lδk(qk) = τ∗(h)+ δk.
We also have for any conjugate pair (α, α′) such that 1/α+ 1/α′ = 1
Φ
(
2qk, 2τ(qk)
)
= E
( b−1∑
i=0
W2qk,iL
εk
i
)
≤
(
E
( b−1∑
i=0
Wα
′
2qk ,i
))1/α′(
E
( b−1∑
i=0
Lεkαi
))1/α
.
Our assumption that τ as an asymptote at ∞ implies that τ(q)/q is increasing, so
E
(∑b−1
i=0 W
α′
q′,i
)
= Φ(α′q′, α′τ(q′)) ≤ Φ(α′q′, τ(α′q′)) = 1 for all q′ > 0 and α′ > 1.
Also, the fact that the Li belong to (0, 1) implies that ϕL(q
′) ∼ a¯q′ + c at ∞ with
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a¯ > 0, so by choosing α large enough we ensure E
(∑b−1
i=0 L
εkα
i
)
= b−ϕL(εkα) ≤
b−a¯εkα/2. Thus Φ
(
2qk, 2τ(qk)
) ≤ b−a¯εk/2. Consequently, for all n ≥ 1, we have
n−1∏
k=0
Φ
(
2qk, 2τ(qk)
)1/2 ≤ b−a¯Sn/4,
where Sn =
n−1∑
k=0
εk. We have either τ
∗(h) > 0 and Sn ≥ nτ∗(h)/2 or τ∗(h) = 0
and there exists n0 ≥ 1 such that Sn ≥ n/(4 log(n)) for n ≥ n0. In both cases the
conclusion of Lemma 3.3 holds.
The same arguments as those used in the proof of Lemma 3.3 show that for
w ∈ A ∗ and n ≥ 1 we have (with Y0(w) = 1)
(3.14) ‖Yq,n(w) − Yq,n−1(w)‖2 ≤ C b−na¯(S|w|+n−S|w|)/4.
If τ∗(h) > 0, by using (3.13) we get ‖Yq,n(w) − Yq,n−1(w)‖2 ≤ Cb−na¯τ∗(h)/4, an
upper bound which does not depend on w, and finally supw∈A ∗ ‖Yq(w)‖2 <∞.
If τ∗(h) = 0, we have ‖Yq,n(w) − Yq,n−1(w)‖2 ≤ C ba¯S|w|/4 · b−a¯S|w|+n/4. Thus,
‖Yq(w)‖2 ≤ 1 +
∑
n≥1
‖Yq,n(w) − Yq,n−1(w)‖2
≤ 1 + C · ba¯S|w|/4
∑
n≥1
b−a¯S|w|+n/4 ≤ 1 + C · ba¯S|w|/4L,
where L =
∑
n≥1 b
−a¯Sn/4 is finite because Sn ≥ n/4 log(n) for n large enough.
Now, we notice that we also have by concavity of τ
(3.15) τ(2qk)− 2τ(qk) = τ(2qk)− 2lδk(qk) ≤ l(2qk)− 2lδk(qk) = 2δk.
Due to our choice for δk, this implies that for |w| large enough we have S|w| ≤ 2|w|log |w| .
Finally, there exists C′ > 0 such that for all w ∈ A ∗ we have ‖Yq(w)‖2 ≤ C′b
a¯|w|
2 log |w| .
Proof of Proposition 2.9. We first prove the following proposition
Proposition 3.1. Let h ∈ {h¯, h} and q ∈ {−∞,∞} such that h = limJ∋q′→q τ ′(q).
(1) Let m ≥ 1, γ1, γ2 ∈ {−1, 0, 1} and δ1, δ2 ∈ {0, 1}. With probability 1, for
µq-almost every t ∈ Supp(µq), lim
n→∞
log |QW (t|n)| · Z(m)W (t|γ1n )δ1
logQL(t|n) · Z(1)L (t|γ2n )δ2
= h.
(2) For t ∈ A N+ , i ∈ {0, b− 1} and n ≥ 1 we define Nn(t) = max{0 ≤ j ≤ n :
∀ 0 ≤ k ≤ j, tn−k = i}. With probabilility 1, for µq-almost every t we have
Nn(t) = o(n).
(3) Let ε ∈ (0, 1), i ∈ {0, b− 1} and r ∈ {0, ..., b− 1}. There exists α(ε) ∈ (0, ε)
such that, with probability 1, for µq-almost every t, for n large enough and
n(1−α(ε)) ≤ p ≤ n−1 such thatWn,p(t|n) :=Wr(t|p−1)
∏n
k=p+1Wi(t|k−1) 6=
0, we have
log |Wn,p(t|n)|/ logOL(t|n) ≥ −ε.
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Proof. (1) For γ1, γ2 ∈ {−1, 0, 1}, δ1, δ2 ∈ {0, 1}, m ≥ 1 and w ∈ A ∗ we simply
denote {
OW (w) = QW (w) · Z(m)W (wγ1 )δ1 , OL(w) = QL(w) · Z(1)L (wγ2)δ2 ,
Z(w) = Z
(1)
L (w
γ2)δ2/Z
(m)
W (w
γ1)δ1 .
For ε > 0, n ≥ 1, and λ ∈ {−1, 1} we define
Eλn,ε = {t ∈ A N+ : OW (t|n) 6= 0 and OW (t|n)λ < OL(t|n)λh+ε}.
For any ηn > 0 we have
µq(E
λ
n,ε) ≤
∑
w∈A n
µq(w)|QW (w)|−ληnQL(w)ληnh+εηnZ(w)ληn
=
∑
w∈A n
Yq(w)Z(w)
ληn
n∏
k=1
Wwk(w|k−1)qk−1−ληnLwk(w|k−1)ληnh+εηn−τ(qk−1).
This yields
(3.16) E(µq(E
λ
n,ε)) ≤ E(Yq · Zληn)
n∏
k=1
Φ(qk−1 − ληn, τ(qk−1)− λhηn − εηn).
Let us make the following observation. For any qk, ηn > 0 we can write
logΦ(qk − ληn, τ(qk)− λhηn − εηn)
= ληnξ(qk)− (λhηn + εηn)ξ˜(qk) + 1
2
∆(ζk)η
2
n
= −εηnξ˜(qk) + ληnξ˜(qk)(τ ′(qk)− h) + 1
2
∆(ζk)η
2
n,(3.17)
where ζk = (ζ1, ζ2) = s(qk, τ(qk)) + (1− s)(qk − ληn, τ(qk)− λhηn − εηn) for some
s ∈ [0, 1], and
∆(ζk) = λ
2 ∂
2
∂q2
Φ(ζk) + (λh+ ε)
2 ∂
2
∂t2
Φ(ζk) + 2λ(λh+ ε)
∂2
∂q∂t
Φ(ζk).
Also, we have
logΦ(qk − ληn, τ(qk)− λhηn − εηn)
= logΦ(qk − ληn, τ(qk − ληn) + λ(τ ′(qk)− h)ηn + τ ′′(q˜k)η2n/2− εηn),
where q˜k ∈ [qk − ληn, qk]. Since τ is concave and τ ′(q) tends to h at ∞, if ηn is
small enough, then for k large enough we have
λ(τ ′(qk)− h)ηn + τ ′′(q˜k)η2n/2− εηn ≤ −εηn/2 < 0,
hence logΦ(qk−ληn, τ(qk)−λhηn−εηn) < logΦ(qk−ληn, τ(qk−ληn)) = 0. Hence,
due to (3.17)
(3.18) 0 ≥ −εηnξ˜(qk) + ληnξ˜(qk)(τ ′(qk)− h) + 1
2
∆(ζk) · η2n.
Moreover, under our assumptions, the multifractal analysis of the Mandelbrot mea-
sure µL = F
′
L achieved in [5]) implies that for any random probability vector W˜
with E(
∑b−1
i=0 W˜i) = 1 and E(
∑b−1
i=0 W˜i log W˜i) < 0, −E(
∑b−1
i=0 W˜i logb Li) is a Ho¨lder
exponent for µL, so it must belong to [a, a], where
0 < a = lim
q→+∞ τFL(q)/q ≤ limq→−∞ τFL(q)/q = a <∞.
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Applying this with W˜ = Wqk yields ξ˜(qk)/ log(b) ∈ [a, a] for all k ≥ 0. Also, since
qk ր q¯ = +∞ we have τ ′(qk) = ξ(qk)/ξ˜(qk)ց h <∞, so supk≥0 ξ(qk) <∞. These
properties together with (3.18) yield c = supk∆(ζk) <∞.
For simplicity we define a := log(b) a and a := log(b) a.
By using again the fact that τ ′(qk)− h ≥ 0 as well as (3.16) and (3.17) we get
(3.19) E(µq(E
λ
n,ε)) ≤ e−εanηn+a(
Pn
k=1 τ
′(qk)−h)ηn+cη2n/2 · E(Yq(w) · Zληn(w)).
We take ηn = 1/
√
log(nm + n) for all n ≥ 1, where nm is an integer large
enough so that for any λ ∈ {−1, 1} we have E((Z(m)W )
4λ√
log(nm+1) ) < ∞, as well as
E((Z
(1)
L )
4λ√
log(nm+1) ) <∞ (the existence of nm comes from Propositioin A.3). Then
due to Proposition 2.8, for n ≥ 1 and w ∈ A n we have
(3.20)
E(Yq(w) · Zληn) ≤ ‖Yq(w)‖2 · ‖(Z(1)L )λδ2ηn‖4 · ‖(Z(m)W )−λδ1ηn‖4 = O(b2n/ log(n)).
Notice that
∑n
k=1 τ
′(qk) − h = o(n), since τ ′(qk) − h ց 0 when k → ∞. Thus,
due to our choice for ηn, for n large enough we have
(3.21) − εanηn + a(
n∑
k=1
τ ′(qk)− h)ηn + cη2n = −εanηn + o(nηn).
Then (3.20) and (3.21) together yield E(µq(E
λ
n,ε)) = O(b
−εan/2
√
log(n)).
(2) Let us recall that E(‖µq‖) = E(Yq) = 1 and introduce on Ω×A N+ the “Peyrie`re”
probability measure Qq defined by
Qq(A) = E
(∫
1A(ω, t)µ
ω
q (dt)P(d(ω))
)
, A ∈ B ⊗ S.
Notice that “Qq-almost surely” means “with probability 1, µq-almost everywhere”.
Without loss of generality, we can assume that for i ∈ {0, b− 1} the sequence(
E(1{Wi 6=0}|Wi|qkL−τ(qk)i )
)
k≥0
has a limit fi as k → ∞, since this sequence takes values in the bounded interval
[0, 1].
Now for n ≥ 1, i ∈ {0, b− 1} and (ω, t) ∈ Ω ×A N+ set fi,n(ω, t) = 1{i}(tn). It
is not difficult to show that the random variables fi,n, n ≥ 1 are Qq independent.
Moreover, we have
f˜i,n := EQq (fi,n) = EQq (f
2
i,n) = E(Wqn−1,i) = E(|Wi|qn−1L−τ(qn−1)i ).
Indeed,
EQq (fi,n)
=
∑
w∈A n, wn=i
E(µq([w])) =
∑
w∈A n, wn=i
E(Qq(w|n−1))E(Wqn−1,i(w|n−1))E(Yq(w)).
Consequently, f˜i,n converges to fi as n → ∞, and on (Ω × A N+ ,B ⊗ S,Qq),
the martingale
∑n
k=1(fi,k − EQq (fi,k))/k is bounded in L2 norm by
∑
k≥1 f˜i,k(1−
fi,k)/k
2. It follows that the series
∑
k≥1(fi,k − EQh(fi,k))/k converges Qq-almost
surely, and the Kronecker lemma implies that
∑n
k=1 fi,n/n converges to fi Qq-
almost surely. This implies (1).
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(3) Let α ∈ (0, ε). Fix η ∈ (0, 1) and for n large enough let p ∈ [(1− α)n, n− 1] be
an integer. For (ω, t) ∈ Ω×A N+ , let Xn,p(ω, t) = log |Wn,p(t|n)|/ logOL(t|n). We
have
Qq(Xn,p < −ε) =
∑
w∈A n
E(1{log |Wn,p(t|n)|/ logOL(t|n)<−ε}µq([w]))
≤
∑
w∈A n
E(Yq(w)ZL(w)
ηε)E(Qq(w|p−1)QL(w|p−1)ηε)
· E(Wqp−1,wp(w|p−1)Lwp(w|p−1)ηε|Wr(w|p−1)|η)
·
n∏
k=p+1
E(Wqk−1,wk(w|k−1)Lwk(w|k−1)ηε|Wi(w|k−1)|η)
for any η > 0. Applying the Cauchy-Schwarz inequality in the right hand side of
the above inequality yields
Qq(Xn,p < −ε) ≤
p−1∏
k=1
Φ(qk−1, τ(qk−1)− ηε)
n∏
k=p
Φ(2qk−1, 2τ(qk−1)− 2ηε)
·‖Yq(w)‖2 · ‖ZηεL ‖2 · ‖|Wr|η‖2 · (‖|Wi|η‖2)n−p.
Also, by using the same arguments as in the proof of (1) we can get{
logΦ(qk−1, τ(qk−1)− ηε) = −ξ˜(qk−1)ηε+O(ηε2)
log Φ(2qk−1,2τ(qk−1)−2ηε)≤log Φ(2qk−1,τ(2qk−1)−2ηε)=−eξ(2qk−1)ηε+O(ηε2).
It follows that
Qq(Xn,p < −ε) ≤ C · en[−aηε+O(η2)] · (‖|Wi|η‖2)αn.
Since ‖|Wi|η‖2 → 1 when η → 0, then we can find η small enough and α small
enough such that for n large enough:
Qq(Xn,p < −ε) ≤ e−aηεn/2, ∀ (1− α)n ≤ p ≤ n.
Consequently,
∑
n≥1Qq(∃ (1−α)n ≤ m ≤ n : Xn,p < −ε) <∞, and the conclusion
follows from the Borel-Cantelli lemma.
Proof of Proposition 2.9. Due to Proposition 3.1(1), with probability 1, for µq
almost every t ∈ A N+ , (notice that 1/h can be infinite since h can be equal to 0),
lim
n→∞
log |QW (t|n)|
logQL(t|n) = limn→∞
log |QW (t|n)|
log Osc
(1)
FL
(t|n)
= h, lim
n→∞
logQL(t|n)
logOsc
(m)
FW
(t|n)
=
1
h
,
and for γ ∈ {−1, 1}
lim
n→∞
logZ
(1)
W ((t|n)γ)
log Osc
(1)
FL
(t|n)
= lim
n→∞
logZL((t|n)γ)
logOsc
(m)
FW
(t|n)
= 0.
Also, due to the Lemma 3.1 and the fact that all the moments of ZL are finite,
there exist ε > 0 such that for µq-almost every t ∈ A N+ , there exists nt,ε such that
for all n ≥ nt,ε we have QL(t|n) ∈ [b−n(a¯+ε), b−n(a−ε)]. In particular, for n large
enough we have
log(QL(t|n)/QL(t|n−Nn(t)))
logQL(t|n) ∈
[a− ε
a¯+ ε
Nn(t)
n
,
a¯+ ε
a− ε
Nn(t)
n
]
.
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Consequently, sinceNn(t) = o(n) for µq-almost every t ∈ A N+ (Proposition 3.1(2)),
we have
lim
n→∞
logQL(t|n−Nn(t))
logQL(t|n) = 1,
and if h 6= 0, we have
1 = h · 1 · 1
h
= lim
n→∞
logQW (t|n−Nn(t))
logQL(t|n−Nn(t))
· lim
n→∞
logQL(t|n−Nn(t))
logQL(t|n) · limn→∞
logQL(t|n)
logQW (t|n)
= lim
n→∞
logQW (t|n−Nn(t))
logQW (t|n) .
Moreover, let i ∈ {0, b− 1} and r ∈ {0, ..., b− 1}, since Li ≤ 1, for any p ≤ n − 1
we have
lim inf
n→∞
log(Lr(t|p−1)
∏n−1
k=p+1 Li(t|k))
logOsc
(m)
FW
(t|n)
≥ 0.
Then, due to Proposition 3.1 (1) and (3), for µq-almost every t ∈ A N+ , for γ ∈
{−1, 1},
either lim inf
n→∞
log Osc
(1)
FW
((t|n)γ)
logOsc
(1)
FL
(t|n)
=∞ or lim inf
n→∞
logOsc
(1)
FW
((t|n)γ)
logOsc
(1)
FL
(t|n)
≥ h;
where the inequality is automatically true in the case h = 0, and
lim inf
n→∞
logOsc
(1)
FL
((t|n)γ)
logOsc
(m)
FW
(t|n)
≥ 1
h
.
We conclude from the fact that due to (2.3), for t˜ = FL(pi(t)) we have
lim inf
r→0
logOsc
(m)
F (B(t˜, r))
log r
≥ min
γ=−1,0,1
lim inf
n→∞
logOsc
(1)
FW
((t|n)γ)
logOsc
(1)
FL
(t|n)
;
lim inf
r→0
log r
logOsc
(m)
F (B(t˜, r))
≥ min
γ=−1,0,1
lim inf
n→∞
logOsc
(1)
FL
((t|n)γ)
log Osc
(m)
FW
(t|n)
,
where in the last inequality we have used Lemma 3.1. Consequently,
lim
r→0
logOsc
(m)
F (B(t˜, r))
log r
= h, for µq ◦ pi−1 ◦ F−1L -almost every t˜.
Almost sulely dimH(νq) ≥ τ∗(h). We only need to deal with the case where τ∗(h) >
0. We are going to prove that, with probability 1, for µq-almost every t ∈ A N+ ,
lim inf
n→∞
logµq([t|n])
logOL(t|n) ≥ τ
∗(h).
Then, due to the last claim of Lemma 3.1, the mass distribution principle (see [49],
Lemma 4.3.2 or Section 4.1 in [20]) yields the conclusion.
We set d = τ∗(h). Fix ε > 0, and for n ≥ 1 define
En,ε = {t ∈ Supp(µq) : OL(t|n)−d+ε · µq([t|n]) ≥ 1}.
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For n ≥ 1 let ηn > 0 and set Sn,ε =
∑
w∈A n
µq([w])
(
OL(t|n)−d+ε·µq([w])
)ηn
. For n ≥
1 we have µq(En,ε) ≤ Sn,ε =
∑
w∈A n
QL(w)
−(d−ε)ηnQq(w)1+ηnYq(w)1+ηnZL(w)ηn
and E(Sn,ε) =
n−1∏
k=0
Φ(qk+ qkηn, τ(qk)+(τ(qk)+d−ε)ηn) ·E(Yq(w)1+ηnZL(w)ηn ). If
we show that
∑
n≥1 E(Sn,ε) <∞, then the series
∑
n≥1 µq(En,ε) converges almost
surely and the conclusion follows from the Borel Cantelli lemma.
By an argument similar to those used in the proof of Proposition 2.7, we have
logΦ(qk + qkηn, τ(qk) + (τ(qk) + d− ε)ηn)
= −ξ(qk)qkηn + ξ˜(qk)(τ(qk) + d− ε)ηn +O(η2n)
= −ξ˜(qk)(τ∗(τ ′(qk))− d+ ε)ηn +O(η2n) ≤ −aεηn +O(η2n)
Thus
n−1∏
k=0
Φ(qk + qkηn, τ(qk) + (τ(qk) + d− ε)ηn) ≤ e−aεηnn+O(nη2n).
Now since
E(Yq(w)
1+ηnZL(w)
ηn) ≤ ‖Yq(w)‖1+ηn2 · ‖ZL(w)
ηn
1−ηn ‖1−ηn2 ,
by taking ηn =
1√
n0+n
for n0 large enough we will get E(Sn,ε) = O(b
− aεn
2
√
log(n) ).
Appendix A. Appendix
Proposition A.1. Let M be a non-negative bounded and non-decreasing function
defined over the subsets of Rd. Let Supp(M) = {t : ∀r > 0, M(B(t, r)) > 0} be
the closed support of M . Suppose that Supp(M) is a non-empty compact set and
define the Lq-spectrum associated with M as the mapping namely
τM (q) = lim inf
r→0
log sup {∑iM(Bi)q}
log(r)
,
where the supremum is taken over all the families of disjoint closed balls Bi of
radius r with centers in Supp(M). We have dimB(Supp(M)) = −τM (0), and for
all h ≥ 0,
dim EM (h) :=
{
t ∈ Supp(M) : lim inf
r→0+
log(M(B(t, r))
log(r)
= h
}
≤ τ∗M (h),
a negative dimension meaning that EM (h) is empty.
Proof. The equality dimB(Supp(M)) = −τM (0) is just the definition of the upper
box dimension.
Let h ≥ 0. Fix ε > 0. For every t ∈ EM (h), let (rt,k)k≥0 be a decreasing
sequence tending to 0 such that rh+εt,k ≤M(B(t, rt,k)) ≤ rh−εt,k .
Fix δ > 0, and for each t ∈ EM (h) let kt be such that rt,kt ≤ δ. Now, for every
n ≥ 0, let An = {t ∈ EM (h) : 2−(n+1) < rt,kt ≤ 2−n}. By the Besicovich covering
theorem (see Theorem 2.7 in [44]) there exists an integer N such that for every
n ≥ 0 we can find N disjoint subsets An,1, . . . An,N of An such that each set An,j is
at most countable, the balls of the form B(t, rt,kt), t ∈ An,j , are pairwise disjoint,
and
⋃
n≥0
⋃N
j=1
⋃
t∈An,j B(t, rt,kt) is a δ-covering of EM (h).
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Suppose that h ∈ [0, τ ′f (0+)]. We have τ∗M (h) = infq∈R+ hq − τM (q). Fix q ≥ 0
such that τM (q) > −∞ and then define Dε = (h+ ε)q − τM (q) + ε. We have
HDεδ (EM (h)) ≤
∑
n≥0
N∑
j=1
∑
t∈An,j
(2rt,kt)
Dε ≤ 2Dε
∑
n≥0
N∑
j=1
∑
t∈An,j
r
(h+ε)q−τM (q)+ε
t,kt
≤ 2Dε
∑
n≥0
N∑
j=1
∑
t∈An,j
M(B(t, rt,k))
qr
−τM (q)+ε
t,kt
≤ 2Dε2|τM(q)|
∑
n≥0
N∑
j=1
∑
t∈An,j
M(B(t, 2−n))q2n(τM (q)−ε).
For each 1 ≤ j ≤ N , the family {B(t, 2−n)}t∈An,j can be divided into two disjoint
2−n-packing of Supp(M). Consequently, by definition of τM (q), for n large enough,∑
t∈An,j
M(B(t, 2−n))q ≤ 2 · 2−n(τM(q)−ε/2)
and HDεδ (EM (h)) = O
(∑
n≥0 2
−nε/2) < ∞. This yields dim EM (h) ≤ Dε for all
ε > 0, hence dim EM (h) ≤ hq − τM (q).
Now suppose that h > τ ′f (0
+). We have τ∗M (h) = infq∈R− hq− τM (q). Fix q ≤ 0
such that τM (q) > −∞ and then Dε = (h− ε)q − τM (q) + ε. This time we have
HDεδ (EM (h)) ≤ 2Dε2|τM(q)|
∑
n≥0
N∑
j=1
∑
t∈An,j
M(B(t, 2−(n+1)))q2n(τM(q)−ε),
and for each 1 ≤ j ≤ N , the family {B(t, 2−(n+1))}t∈An,j is a 2−(n+1)-packing of
Supp(M). We conclude as in the previous case. 
Proposition A.2. Let
(
V (n) = (V
(n)
0 , . . . , V
(n)
b−1)
)
n≥1, be a sequence of random
vectors taking values in Cb, and such that E
(∑b−1
i=0 V
(n)
i
)
= 1. Let {V (w)}w∈A ∗ be
a sequence of independent vectors such that V (w) is distributed as V (|w|) for each
w ∈ A ∗. Define Z0 = 1 and for n ≥ 1
Zn =
∑
w∈A n
n∏
k=1
Vwk(w|k−1).
Let p ∈ (1, 2]. There exists a constant Cp ≤ 2p depending on p only such that for
all n ≥ 1
E(|Zn − Zn−1|p) ≤ Cp
n∏
k=1
E
( b−1∑
i=0
|V (k)i |p
)
.
See the proof of Theorem 1 in [6].
Proposition A.3. We work under the assumptions of Theorem A or B. Let m ≥ 1
and U ∈ {W,L}.
(1) If q > 1 and ϕU (q) > 0 then E((Z
(m)
U )
q) < ∞. Moreover, if W satisfies the
assumptions of Theorem B(2) then ess supOsc
(m)
FW
([0, 1]) <∞.
(2) Define ψ
(m)
U (t) = E(e
−tZ(m)U ) for t ≥ 0. Let AU = max0≤i≤b−1 |Ui|.
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If q > 0 and E(A−qU ) <∞ then ψ(m)U (t) = O(t−p) for all p ∈ (0, q). Consequently,
E((Z
(m)
U )
−p) <∞ for all p ∈ (0, q).
Proof of Proposition A.3 (1) Since Osc
(m)
FU
([0, 1]) ≤ 2m−1Osc(1)(FU , [0, 1]) ≤ 2m‖FU‖∞,
this is a direct consequence of Theorems A and B (that ess supOsc
(m)
FW
([0, 1]) <∞
when W satisfies the assumptions of Theorem B(2) is not stated in [7] but estab-
lished in the proof of this theorem).
(2) Since Osc
(m)
FU
([0, 1]) ≥ Osc(m)FU (Ii) for all 0 ≤ i ≤ b− 1, by using (1.8) we get
(A.1) Z
(m)
U ≥ b−1
b−1∑
i=0
|U(i)| · Z(m)U (i),
where the Z
(m)
U (i) are independent copies of Z and they are independent of W .
Moreover, thanks to Proposition 2.2 applied to FU , we know that Z
(m)
U > 0
almost surely for all m ∈ N+. Also, with probability 1, we can define i0 = max{0 ≤
i ≤ b − 1 : |Ui| = max0≤k≤b−1 |Uk| and i1 = inf{0 ≤ i ≤ b − 1 : i 6= i0, Ui 6= 0},
A0 = |Ui0 | and A1 = |Ui1 |.
Suppose that E(A−q0 ) < ∞. This clearly holds if ϕU (−q) > −∞ or if there
exists a > 0 such that max0≤k≤b−1 |Uk| ≥ a almost surely (for instance a = 1/b is
convenient when U is conservative).
Set ψ = ψU . By definition of ψ, we deduce from (A.1) and the fact that Z
(m)
U is
almost surely positive that ψ(t) ≤ E(ψ(A0t)ψ(A1t)) and limt→∞ ψ(t) = 0. Suppose
that we have shown that ψ(t) = O(t−p) at +∞, for all p ∈ (0, q). Then, for x > 0
we have P(Z(m) ≤ x) ≤ etxψ(t) and choosing t = p/x yields P(Z ≤ x) = O(xp) at
0+. Hence E(Z−p) <∞ if h ∈ (0, q).
Now we essentially use the elegant approach of [38] for the finiteness of the
moments of negative orders of FU (1), when the components of W are non-negative
(see also the references in [38] for this question). Let r > 1 and φ = ψr. Due to
the bounded convergence theorem we have limt→∞ E(ψ(A1t)r/(r−1)) = 0, so the
Ho¨lder inequality yields φ(t) = o(E(φ(tA0)) at ∞. Let γ ∈ (0, 1) small enough to
have γE(A−p0 ) < 1, and let t0 > 0 such that
(A.2) φ(t) ≤ γE(φ(tA0)), t ≥ t0.
Let (A˜i)i≥1 be a sequence of independent copies of A0 Since φ ≤ 1, for t ≥ t0 we
can prove by induction using (A.2) the following inequalities valid for all n ≥ 2:
φ(t) ≤ γP(A0t < t0) + γE
(
1{A0t≥t0}φ(A0t)
)
≤ γE(A−p0 )(t0/t)p + γ2E
(
1{A0t≥t0}φ(A0A˜1t)
)
≤ γE(A−p0 )(t0/t)p + γ2E
(
φ(A0A˜1t)
)
≤ γE(A−p0 )(t0/t)p + γ2(E(A−p0 ))2(t0/t)p + γ2E(1{A0 eA1t≥t0}φ(A0A˜1t)
)
≤ (t0/t)p
n∑
k=1
(γE(A−p0 ))
k + γnE(1{A0 eA1··· eAn−1t≥t0}φ(A0A˜1 · · · A˜n−1t)
)
.
Since ψ ≤ 1, and both γ and γE(A−p0 ) belong to (0, 1), letting n tend to ∞ yields
φ(t) = ψ(t)r = O(t−p). Since r and p are arbitrary respectively in (1,∞) and (0, q),
we have the desired result.
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