I. INTRODUCTION
HE main objective of an OPF strategy is to determine the optimal operating state of a power system by optimizing a particular objective while satisfying certain specified physical and operating constraints. In its most general formulation, the OPF is a nonlinear, nonconvex, large-scale, static optimization problem with both continuous and discrete control variables. It becomes even more complex when flexible ac transmission systems (FACTS) devices are taken into consideration as control variables [1] [2] .
The global optimization techniques known as genetic algorithms (GA) [3] , simulated annealing (SA) [4] , tabu search (TS) [5] , Evolutionary programming (EP) [6] , Particle swarm optimization (PSO) [7] , Differential evolution (DE) [8] , which are the forms of probabilistic heuristic algorithm have been successfully used to overcome the non-convexity problems of the constrained economic dispatch (ED).
The literature on the application of the global optimization in the OPF problem is vast and [9] represents the major contributions in this area. In [3] authors present an enhanced genetic algorithm (EGA) for the solution of the OPF problem with both continuous and discrete control variables. The continuous control variables modeled are unit active power outputs and generator-bus voltage magnitudes, while the discrete ones are transformer-tap settings and switchable shunt devices. In [10] the authors proposed a simple combined genetic algorithm and evolutionary programming applied to the OPF problem in large-scale power systems, to accelerate the processes of the optimization, the controllable variables are decomposed to active and passive constraints. The active constraints are taken to minimize the fuel cost function; the passive constraints are taken and integrated to an efficient power flow problem to make corrections to the active power of the slack bus. Authors in [11] present a modified differential evolution (MDE) to solve the optimal power flow (OPF) with non-smooth cost function, in [12] authors present a novel string structure for solving the economic dispatch through genetic algorithm (GA). To accelerate the search process Authors in [13] proposed a multiple tabu search algorithm (MTS) to solve the dynamic economic dispatch (ED) problem with generator constraints, simulation results prove that this approach is able to reduce the computational time compared to the conventional approaches.
T
The power system academic has made great efforts to provide to scientific community simulation tools that cover different aspects of power systems analysis. Some robust examples of these simulation packages are Power Systems Analysis Toolbox (PSAT) developed by Federico Milano [14] and Matpower developed by Ray D. Zimmerman et al. [15] .
In general, conventional methods face problems in yielding optimal solution due to nonlinear and nonconvex characteristic of the generating units. The true global optimum of the problem could not be reached easily. The GA method has usually better efficiency because the GA has parallel search techniques. Due to its high potential for global optimization, GA has received great attention in solving optimal power flow (OPF) problems. The main disadvantage of GAs is the high CPU time execution and the qualities of the solution deteriorate with practical large-scale optimal power flow (OPF) problems [16] .
To overcome the drawbacks of the conventional methods related to the form of the cost function, and to reduce the computational time related to the large space search required by GA, this paper presents an efficient parallel GA (EPGA) for the solution of large-scale OPF with consideration shunt FACTS devices under severe loading conditions. The length of the original chromosome is reduced successively based on the decomposition level and adapted with the topology of the new partition. Partial decomposed active power demand added as a new variable and searched within the active power generation variables of the new decomposed chromosome. The proposed strategy of the OPF problem is decomposed in two subproblems, the first sub-problem related to active power planning to minimize the fuel cost function, and the second sub-problem designed to make corrections to the voltage deviation and reactive power violation based in an efficient reactive power planning using multi Static Var Compensator (SVC).
Simulation results demonstrate that the proposed decomposed GA approach is superior to the standard GA and appears to be fast providing competitive results under critical situation compared to the conventional and global optimization methods reported in the literature recently.
II.

OPTIMAL POWER FLOW FORMULATION
The active power planning problem is considered as a general minimization problem with constraints, and can be written in the following form: 
A. Non-smooth cost function with prohibited operation zones
The prohibited operating zones in the input-output performance curve for a typical thermal unit can be due to robustness in the shaft bearings caused by the operation of steam values or to faults in the machines themselves or in the associated auxiliary, equipment such as boilers; feed pumps etc. [3] [4] . In practice when adjusting the operation output of a unit one must avoid the operation in the prohibited zones. Thus 
SHUNT FACTS MODELLING
A. Static VAR Compensator (SVC)
The steady-state model proposed in [17] is used here to incorporate the SVC on power flow problems.
This model is based on representing the controller as a variable impedance, assuming an SVC configuration with a fixed capacitor (FC) and Thyristor-controlled reactor (TCR) as depicted in Figure 2 . 
where
STRATEGY OF THE EFFICIENT PARALLEL GA FOR OPF
A.
Principle of the Proposed Approach
Parallel execution of various SGAs is called PGA (Parallel Genetic Algorithm). Parallel Genetic Algorithms (PGAs) have been developed to reduce the large execution times that are associated with simple genetic algorithms for finding near-optimal solutions in large search spaces. They have also been used to solve larger problems and to find better solutions. PGAs can easily be implemented on networks of heterogeneous computers or on parallel mainframes. The way in which GAs can be parallelized depends upon the following elements [18] :  How fitness is evaluated.
 How selection is applied locally or globally. In the proposed approach the subpopulations created are dependent, efficient load flow used as a simple tool for flexible coordination to test the performance of the new subpopulations generated. The proposed algorithm decomposes the solution of such a modified OPF problem into two linked sub problems. The first sub problem is an active power generation planning solved by the proposed Efficient Genetic Algorithm, and the second sub problem is a reactive power planning [18] to make fine adjustments on the optimum values obtained from the EPGA. This will provide updated voltages, angles and point out generators having exceeded reactive limits.
B. Decomposition Mechanism
Problem decomposition is an important task for large-scale OPF problem, which needs answers to the following two technical questions.
1-How many efficient partitions needed?
2-Where to practice and generate the efficient inter-independent sub-systems?
The decomposition procedure decomposes a problem into several interacting sub-problem that can be solved with reduced sub-populations, and coordinate the solution processes of these sub-problems to achieve the solution of the whole problem.
C. Justification for using Efficient Parallel Continuous GA
1) Standard Genetic Algorithm
GA is a global search technique based on mechanics of natural selection and genetics. It is a generalpurpose optimization algorithm that is distinguished from conventional optimization techniques by the use of concepts of population genetics to guide the optimization search. Instead of point-to-point search, GA searches from population to population. The advantages of GA over traditional techniques are [19] :
i) It needs only rough information of the objective function and places no restriction such as differentiability and convexity on the objective function.
ii) The method works with a set of solutions from one generation to the next, and not a single solution, thus making it less likely to converge on local minima.
iii) The solutions developed are randomly based on the probability rate of the genetic operators such as mutation and crossover; the initial solutions thus would not dictate the search direction of GA.
2) Continuous GA Applied to the OPF Problem
The binary GA has its precision limited by the binary representation of variables; using floating point numbers instead easily allows representation to the machine precision. This continuous GA also has the advantage of requiring less storage than the binary GA because a single floating-point number represents the variable instead of bits N integers. The continuous GA is inherently faster than the binary GA, because the chromosomes do not have to be decoded prior to the evaluation of the cost function [19] . Fig. 4 shows the chromosome structure within the approach proposed. 
Initialization based in Decomposition Procedure
The main idea of the proposed approach is to optimize the active power demand for each partitioned network to minimize the total fuel cost. An initial candidate solution generated for the global N population size.
1-For each decomposition level estimate the initial active power demand:
For NP=2 Do
Where NP the number of partition 1 Pd : the active power demand for the first initial partition. 
Pd
Length of the chromosome for partition "Pi" Partial Active power demand PD : the total active power demand for the original network.
The following equilibrium equation should be verified for each decomposed level:
For level 1:
2-Fitness Evaluation based Load Flow
For all sub-systems generated perform a load flow calculation to evaluate the proposed fitness function. A candidate solution formed by all sub-systems is better if its fitness is higher. (14) where i f is fitness function for sub-systems decomposed at level i. 
 The final solution
Global best U is found out after reactive power planning procedure to adjust the reactive power generation limits, and voltage deviation, the final optimal cost is modified to compensate the reactive constraints violations. Fig. 5 illustrates the mechanism of search partitioning; Fig. 6 shows an example of tree network decomposition. 
…. 1 Pd11
Pd12 
APPLICATION STUDY
The proposed algorithm is developed in the Matlab programming language using 6.5 version. The proposed DGA is tested using modified IEEE 30-bus system. The test examples have been run on a 2.6-Ghz Pentium-IV PC. The generators data and cost coefficients are taken from [19] .
A. Case Studies on the IEEE 30-Bus System
1) Comparison with Global Optimization
The first test is the IEEE 30-bus, 41-branch system, for the voltage constraint the lower and upper limits are 0.9 p.u and 1.1 p.u., respectively. The GA population size is taken equal 30, the maximum number of generation is 100, and crossover and mutation are applied with initial probability 0.9 and 0.01 respectively.
For the purpose of verifying the efficiency of the proposed approach, we made a comparison of our algorithm with others competing OPF algorithm. In [19] , they presented a standard GA, in [3] the authors presented an enhanced GA, and then in [20] , they proposed an Improved evolutionary programming (IEP).
In [21] they presented an optimal power flow solution using GA-Fuzzy system approach (FGA), and in [11] a modified differential evolution is proposed (MDE). The operating cost in our proposed approach is 800.8336 and the power loss is 8.92 which are better than the others methods reported in the literature. Table I show clearly that the proposed approach gives better results. Table II shows the best solution of shunt compensation obtained at the standard load demand (Pd=283.4 MW) using reactive power planning. The operation costs of the best solutions for the new system composed by two partitions and for the new system composed by three partitions are 800.8336 $/h and 800.9265, respectively , (0.0929 difference).
Results in
The differences between the values are not significant compared to the original network without partitioning. This proves that the new subsystems generated conserve the physical proprieties and performances of the original network. Table III shows that the line flows obtained are well under security limits compared to FGA algorithm and ACO algorithm [22] . 
2) Comparison with PSAT and MATPOWER OPF Solver
For the purpose of verifying the robustness of the proposed algorithm we made a second comparison with PSAT and MATPOWER packages under severe loading conditions.
In this study the increase in the load is regarded as a parameter which affects the power system to voltage collapse. The results including the generation cost, the power losses, reactive power generation, and the angles are shown in Table IV . We can clearly observe that the total cost of generation and power losses are better than the results obtained by PSAT and MATPOWER at both loading factor (kld=18% and kld=32%). For example at loading factor 32% (PD=374.088) the difference in generation cost between our approach and to the two Packages (1159.6 $/h compared to 1160.56 $/h and 1164.1706 $/h) and in real power loss (12. 975 MW compared to 13.556 MW and 14.385 MW) obtained from MATPOWER and PSAT respectively. Table V depicts the results of minimum cost, power generation, power losses, reactive power generation, and angles. At loading factor kld=48.5%, the two simulation Package (PSAT and MATPOWER) did not converge. The approach proposed gives acceptable solution, the minimum total cost is 1403.5 $/h. The security constraints are also checked for voltage magnitudes, angles and branch flows. Fig. 7 shows that the voltages magnitudes are within the specified security limits. Fig. 8 shows clearly that the transmission lines loading do not exceed their upper limits. Fig. 9 shows the reactive power exchanged between SVC Controllers installed at a specified buses and the network. 
B. Case study 2: 26-bus test system with non smooth cost function
This case study consisted of six generation units, 26 buses and 46 transmission lines [23] . All thermal units are within the ramp rate limits and prohibited zones. All data of this test system can be retrieved from [23] [24] . In this case, the load demand expected to be determined was PD=1263. The B matrix of the transmission loss coefficient is given by: 
Table shows the performance comparison among the proposed algorithms, a particle swarm optimization (PSO) approach [23] , a novel string based GA [12] , standard genetic algorithm (GA) method [23] , multiple tabu search algorithm (MTS) [13] , and the simulated annealing (SA) method [13] . The simulation results of the proposed approach outperformed recent optimization methods presented in the literature in terms of solution quality and time convergence. The performance of the convergence characteristics for the three partitioned network are shown clearly in Fig. 10 . The computational time of the proposed approach is reduced significantly in comparison to the other methods.
C. Case Study 3 on the IEEE 118-Bus
To investigate the robustness of the proposed approach the algorithm was implemented and tested to the standard IEEE 118-bus model system (54 generators, 186 (line + transformer) and 99 loads). The system load is 4242 MW and base MVA is 100 MVA. In this model, there are 54 generators and they are consists of different 18 characteristic generators [19] . The proposed approach is compared to the real Genetic 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50 
VI. CONCLUSION
Efficient parallel GA combined with practical rules is studied for optimal power flow under severe loading conditions (voltage stability).
The main objective of the proposed approach is to improve the performance of the standard GA in term of reduction time execution for an online application to large scale power system and the accuracy of the results with consideration of load incrementation. To save an important CPU time, the original network was decomposed in multi subsystems and the problem transformed to optimize the active power demand associated to each partitioned network. Numerical testing and a comparative analysis show that the proposed algorithm, in most the cases, outperforms other recent approaches reported in the literature.
It is found the proposed approach can converge at the near solution and obtain a competitive solution at critical situations.
As for the future work along this line, the author will strive to develop an adaptive and a flexible algorithm to generalize the application of the proposed approach to large-scale power systems (up to 300-Bus) and with the possibility for an online application.
