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Dynamic Infinite Mixed-Membership Stochastic Blockmodel
Abstract
Directional and pairwise measurements are
often used to model inter-relationships in
a social network setting. The Mixed-
Membership Stochastic Blockmodel (MMSB)
was a seminal work in this area, and many
of its capabilities were extended since then.
In this paper, we propose the Dynamic Infi-
nite Mixed-Membership stochastic blockModel
(DIM3), a generalised framework that ex-
tends the existing work to a potentially in-
finite number of communities and mixture
memberships for each of the network’s nodes.
This model is in a dynamic setting, where ad-
ditional model parameters are introduced to
reflect the degree of persistence between one’s
memberships at consecutive times. Accord-
ingly, two effective posterior sampling strate-
gies and their results are presented using both
synthetic and real data.
1 Introduction
Community learning is an emerging topic applicable
to many social networking problems, and has recently
attracted research interest from the machine learn-
ing community. Many models were proposed in the
last few years. Some notable earlier examples in-
clude Stochastic BlockModel [16] and Infinite Rela-
tional Model [13] where they aim to partition a net-
work of nodes into different groups based on their pair-
wise and directional binary observations.
To address the phenomenon that relationships between
nodes may change over times, the recent work in this
area focuses on the “dynamic” settings. For exam-
ple, [23] used the stochastic blockmodel to model the
evolving community’s behaviour over times. The work,
however, assumes a fixed number of K communities
exist where a node i can potentially belong to. How-
ever, in many applications, an accurate guess of K can
be impractical.
Infinite Relational Model was incorporated [10] to ad-
dress this problem, where K can be inferred from the
data itself. However, just as [13], its drawback is that
the model assumes each node i must belong to only a
single community k (i.e., zi = k). Therefore, a rela-
tionship between nodes i and j can only be determined
from their community indicators zi and zj . This ap-
proach can be inflexible in many scenarios, such as
the monastery example depicted in [1]. To this end,
the authors in [1] introduced the concept of mixed-
membership, where they assume each node i may be-
long to multiple communities. The membership in-
dicator is no longer sampled from each pair of com-
munity indicators zi and zj . Instead, they are sam-
pled from pairs of interactions between nodes i and
j. A few variants were subsequently proposed from
MMSB, examples include: [5, 22] extends the mixture-
membership model with a dynamic setting; [15] ex-
tends the MMSB into the infinite case; and [14] incor-
porates the node’s metadata information into MMSB.
In practice, the above discussed aspects (infinite, dy-
namic, mixture membership and data-driven infer-
ence) are often embedded into one complex network
environment, as seen in the increasing social net-
working activities. However, there is no work re-
ported on addressing all these aspects towards a flex-
ible and generalised framework. To this end, we feel
the emergent need to effectively unify these above men-
tioned models and to provide a flexible and generalised
framework which can encapsulate the advantages from
most of these works. Accordingly, we propose the
Dynamic Infinite Mixed-Membership stochastic block-
Model (DIM3). DIM3 allows the following features.
Firstly, it allows the infinite number of communities;
secondly, it allows mixed-membership for each node;
thirdly, the model extends to the dynamic settings.
Lastly, it is apparent that in many social networking
applications, a node’s membership may become per-
sistent over consecutive times, for example, a person’s
opinion of his peer is more likely to be consistent in
two consecutive times.
To model persistence, we here devise two different im-
plementations. The first is to have a single member-
ship distribution for each node at different time in-
tervals. The persistence factor is dependent on the
statistics of each node’s interactions with the rest of
the nodes. The second implementation is to allow a set
of mixed-membership distributions to associate with
each node, and they are time-invariant. The number
of elements in the set varies non-perimetrically similar
to that of used in [2]. The persistence factor is de-
pendent on the value of membership indicator at the
previous time.
Two effective sampling algorithms are consequently
designed for our proposed models, using either the
Gibbs and Slice sampling technique for efficient model
inference.
The rest of the article is organised in the following:
Section 2 introduces our main framework and explains
how it can incorporate infinite communities in a dy-
namic setting. The two models are explained, and
their inference schemes are also detailed in Section 3.
In Section 4, we show the experimental results of the
several proposed models using both the synthetic and
real-world social network data. Conclusions and future
works can be found in Section 5.
2 The DIM3 Model
2.1 Notations
For the notational clarity, we define all the symbols
first, in which they will frequently appear in various
sections in the rest of the paper. We use E = {etij}1:Tn×n
to denote the entire set of directional and binary ob-
servations: if i has a relationship to node j at time t, it
implies etij = 1. Otherwise, e
t
ij = 0. Note that the di-
rectional relation etij discussed here is specific to each
pair of communities membership indicators (stij , r
t
ij).
For each pair of nodes, i and j, at time t, stij refers to
the sender’s community membership indicator. Corre-
spondingly, rtij is for the receiver’s community mem-
bership indicator. For the reason of simplicity and
also making notations inline with what was used in
the traditional HDP literature, we use Z to denote all
the hidden labels {stij , rtij}.
For each node i at time t, there is a mixed-membership
distribution, piti having infinite components, and the
kth component of piti, i.e., pi
t
ik represents the “signifi-
cance” of community k for node i.
There is also a role-compatibility matrix W used. As
the number of communities can become potentially in-
finite, the dimension of W can potentially be ∞×∞
where its (k, l)th entry, i.e., Wk,l represents compati-
bilities between communities k and l. Commonly, one
assumes that eachWk,l is i.i.d fromBeta(λ1, λ2) which
gives conjugacy to the Bernoulli distribution used to
generate etij [14].
We use ntk,l to denote the number of links from commu-
nities k to l, i.e., the number of times in which stij = k
and rtij = l simultaneously. We let n
t
k,l = n
t,1
k,l + n
t,0
k,l.
nt,1k,l denotes the part of n
t
k,l where the correspond-
ing etij = 1. The number of times that a node i has
participated in community k (both as a sending and
receiving) at time t is represented by N tik.
2.2 Mixture Time Variant (MTV) and
Mixture Time Invariant (MTI) Models
To address the phenomenon that one’s social com-
munity’s memberships may change over times, in our
DIM3 model, we allow each node’s mixed-membership
indicators to change cross times. Additionally, it is im-
perative that these indicators should have some per-
sistence with its past values which reflects the reality
of social behaviour.
The modelling is achieved in two ways. The first is
to allow the mixed-membership distributions itself to
change over times. However, there is only a single (but
different) distribution for each node at time t. The
membership indicator of a node at time t is dependent
on the “statistics” of all membership indicators of the
same node at t− 1 and t+1. This is illustrated in the
“Mixture Time Variant (MTV)” version.
The second method is to allow the mixed-membership
distributions to stay invariant over times. However,
there may be infinitely-possible many distributions as-
sociated with each node, but due to a HDP prior, of-
ten, only a few distributions will be discovered. This
is illustrated in the “Mixture Time Invariant (MTI)”
model. In this case, the membership indicator at time
t is dependent and more likely to have the same value
as it was in t− 1.
In both cases, the persistence effect is achieved through
a sticky parameter κ which is added to alter the mem-
bership distributions.
2.3 Mixture Time Variant (MTV) Model
In Figure 1, we show the graphical model of the MTV-
DIM3 model. Here we only show all the variables in-
volved for time t, and omit the other times, where the
structure is identical.
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Figure 1: The MTV-DIM3 Model
The corresponding generative process is provided as
follows:
1. Global Setting - where its value is shared across
all times 1 : T .
• β ∼ GEM(γ)
• Wk,l ∼ Beta(λ1, λ2) ∀k, l
2. Mixed-membership distribution
• piti ∼ DP
(
α+ κ,
αβ+ κ
2n
·
∑
k
Nt−1
ik
δk
α+κ
)
denotes
a node i’s mixed-membership distribution at
time t.
3. Relationship Sampling
• For each pair of i, j ∈ {1, · · · , n}, t ∈
{1, · · · , T }
– stij ∼ Multi(piti): sending community’s
membership indicator;
– rtij ∼ Multi(pitj): receiving community’s
membership indicator;
– etij ∼ Bernoulli(Wstij ,rtij ) relation from
nodes i to j at time t.
Here N t−1ik =
∑N
l=1 1(s
t−1
il = k) +
∑N
l=1 1(r
t−1
li = k),
representing the count number that a node i has been
associated with a community k at time t− 1.
β is used as a global random variable, representing
the “significance” of all existing communities at all
times, while W is the communities’ compatibility ma-
trix as described previously. As the prior P (W ) is
element-wise Beta distributed, which is conjugate to
the Bernoulli distribution P (eti,j |.). Therefore, we
can obtain a marginal distribution of P (eti,j), i.e.,
∫
W
p(eti,j|W )p(W )d(W ) analytically, and hence do not
need to explicitly sample values of W .
The mixed-membership distribution {piti}1:T1:n is sam-
pled from the Dirichlet Process with a concen-
tration parameter (α + κ) and a base measure
αβ+ κ
2n
∑
k
N
t−1
ik
δk
α+κ . There will be N × T of these distri-
butions. They jointly describe each node’s activities.
It should be noted that each piti is responsible to gen-
erate both the senders’ label {stij}nj=1 from node i and
receivers’ label {rtji}nj=1 to node i.
In the base measure, the introduced sticky parameter
κ stands for each node’s time influence on its mixed-
membership distribution. In another words, we as-
sume that each node’s mixed-membership distribution
at time t will be largely influenced by its activities at
time t−1. This is reflected in the hidden label’s multi-
nomial distribution that the previous explicit activities
will occupy a fixed proportion κ
α+κ to the current dis-
tribution. The larger the value of κ, the more weight
that the activities at t− 1 is going to play at time t.
As our method is largely based on the HDP framework,
therefore, we will use the popular “Chinese Restau-
rant Franchise (CRF)” [20, 2] analogy to further ex-
plain our model. Using the CRF analogy, the mixed-
membership distribution associated with a node i at
time t can be seen as a restaurant piti, with its dishes
representing the communities. If a customer stij(or r
t
ji)
eats the dish k at the ith restaurant at time t, then
stij(r
t
ji) = k. ∀t > 1, the restaurant piti would have
its own specials on the served dishes, representing the
“sticky” configuration in the graphical model. Con-
trast to the sticky HDP-HMM [2] approach, which
places special on one dish only, in our work, we allow
multiple specials, where the weight of each special dish
is adjusted according to the number of served dishes
at this restaurant at time t − 1, i.e., κ2n
∑
kN
t−1
ik δk.
Therefore, we can ensure that the special dishes are
served persistently across times in the same restau-
rant.
2.4 Mixture Time Invariant (MTI) Model
We show the MTI-DIM3 model in Figure 2.
In this model, each node has a variable number of
membership distributions associated with it, which
may potentially be infinite. At each time t, its mem-
bership indicator stij is generated from pist−1
ij
. In order
to encourage persistence, each piik was generated from
a corresponding β, where κ was added to β’s kth com-
ponent [2, 3, 4].
The corresponding generative process of the MTI-
DIM3 model is provided as follows:
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Figure 2: The MTI-DIM3 Model
1. Global Setting - where its value is shared across
all times 1 : T .
• β ∼ GEM(γ)
• Wk,l ∼ Beta(λ1, λ2), ∀k, l
2. Mixed-membership distribution
• pi(k)i ∼ DP
(
αi + κ,
αiβ+κδk
αi+κ
)
denotes a
node i’s mixed-membership distribution.
3. Relationship Sampling
• For each pair of i, j ∈ {1, · · · , n}, t ∈
{1, · · · , T }
– stij ∼ Multi(pi
(st−1
ij
)
i ): sending commu-
nity’s membership indicator;
– rtij ∼ Multi(pi
(rt−1
ij
)
j ): receiving commu-
nity’s membership indicator;
– etij ∼ Bernoulli(Wstij ,rtij ) relation from
nodes i to j at time t.
β and W ’s generation is the same as in Section
2.3. The set of membership indicators {stij , rtji|j =
1, · · · , n, t = 1, · · · , T } will be sampled from the
time-invariant mixed-membership distribution set,
{pi(k)i }∞k=1, where each member is independently dis-
tributed from a Dirichlet Process with a concentration
parameter (α+ κ) and a base measure αβ+κδk
α+κ .
At time t, a membership indicator stij(or r
t
ji) is sam-
pled from the distribution pi
(st−1ij )
i (or pi
(rt−1ji )
i )∀i ∈
{1, · · · , n}.
Back to the CRF [20] analogy, we have N × ∞ ma-
trix, where its (i, k)th element refers to pi
(k)
i , which
can be seen as the weights of eating each of the avail-
able dishes. A customer stij(or r
t
ji) therefore can only
travel between restaurants located at the ith row of the
matrix. When pi
(k)
i ’s k
th component is more likely to
be larger, it means that the dish k is a special dish for
restaurant k. Therefore, a customer is at restaurant k
at time t− 1, is more likely to eat the same dish ( i.e.,
kth dish), and hence to stay at restaurant k at time t.
3 Inference
Two sampling schemes are implemented to complete
the inference on MTV-DIM3 : the standard Gibbs
sampling and Slice-Efficient sampling, which both tar-
get the posterior distribution. Due to the space limit,
we do not present here the detailed sampling scheme
of the MTI-DIM3. Interesting readers can refer to the
supplementary material . Due to the double-blind re-
view policy, we anonymously put the supplementary
material in 1
3.1 Gibbs Sampling
The Gibbs Sampling scheme is largely based on [20]).
The variables of interest are: β, Z and auxiliary vari-
ables mˆ, where mˆ refers to the number of tables eating
dish k as used in [20, 2] without counting the tables
that generated from the sticky portion, i.e., κN t−1ik .
Note that we do not sample {piti}1:T1:n , as it gets inte-
grated out.
Sampling β
β is the prior for all {piti}s, which can be thought
as the ratios between the community components
for all communities. Its posterior distribution is
obtained through the auxiliary variable mˆ:
(β1, · · · ,βK ,βµ) ∼ Dir(mˆ·1, · · · , mˆ·K , γ) (1)
where its detail can be found in [20].
Sampling {stij}1:Tn×n, {rtij}1:Tn×n
Each observation etij is sampled from a fixed
Bernoulli distribution, where the Bernoulli’s pa-
rameter is contained within the role-compatibility
matrix W indexed (row and column) by a pair
of corresponding membership indicators {stij , rtij}.
W.o.l.g, ∀k, l ∈ {1, · · · ,K+1}, the joint posterior
probability of (stij = k, r
t
ij = l) is:
1Here is the anonymous link address.
P (stij = k, r
t
ij = l|Z\{stij, rtij}, e,β, α, λ1, λ2, κ)
∝P (stij = k|{stij0}j0 6=j , {rtj0i}nj0=1,β, α, κ,N t−1i )
·
2n∏
l=1
P (zt+1il |zti·/stij , stij = k,β, α, κ,N t+1i )
·P (rtij = l|{rti0j}i0 6=i, {sji0}ni0=1,β, α, κ,N t−1j )
·
2n∏
l=1
P (zt+1jl |ztj·/rtij , rtij = l,β, α, κ,N t+1j )
·P (etij |E\{etij}, stij = k, rtij = l,Z\{stij , rtij}, λ1, λ2)
(2)
Detailed derivations of Eq. (2) is found at the
supplementary materials.
Assuming the current sample of {stij , rtij} having
values ranging between 1 . . .K, we let undiscov-
ered (new) community to be indexed by K + 1.
Then, to sample a pair (stij , r
t
ij) in question, we
need to calculate all (K+1)2 combinations of val-
ues for the pair.
Sampling mˆ
Using the restaurant-table-dish analogy, we de-
note mtik as the number of tables eating dish
k ∀i, k, t. This is related to the variable mˆ used in
sampling β, but also including the counts of the
“un-sticky” portion, i.e., αβk.
The sampling of mtik is to incorporate a similar
strategy as [20, 2], which is independently dis-
tributed from:
Pr(mtik = m|α,βk, N t−1ik , κ)
∝S(N tik,m)(αβk + κN t−1ik )m
(3)
Here S(·, ·) is the Stirling number of first kind.
For each node, the ratio of generating new tables
can result from two factors: (1) Dirichlet prior
with parameter {α,β} and (2) the sticky config-
uration from membership indicators at t− 1, i.e.,
κN t−1ik .
To sample β, we need to only include tables gener-
ated from the “un-sticky” portion, i.e., mˆ, where
each mˆtik can be obtained from a single Binomial
draw:
mˆ
t
ik ∼ Binomial(mtik,
αβk
κ
2nN
t−1
ik + αβk
). (4)
3.2 Adapted Slice-Efficient Sampling
We also incorporate the slice-efficient sampling [12][21]
to our model. The original sampling scheme was de-
signed to sample the Dirichlet Process Mixture model.
In order to adapt it to our framework, which is based
on a HDP prior and also has pair-wise membership in-
dicators, we use auxiliary variables U = {utij,s, utij,r}
for each of the latent membership pair {stij , rtij}. Hav-
ing the Us, we are able to limit the number of com-
ponents in which pii needs to be considered, which is
infinite otherwise.
Under the slice-efficient sampling framework,
the variables of interest are now extended to:
piti, {utij,r, utij,s}, {stij , rtij},β,m:
Sampling pi
For each node i = 1, · · · , N : we generate pi′ti us-
ing sticky-breaking process [11], where each kth
component is generated using:
pi
′t
ik ∼beta(pi
′t
ik; a
t
ik, b
t
ik), where
atik = αβk +N
t
ik + κN
t−1
ik
btik = α(1 −
k∑
l=1
βl) +N
t
i,k0>k
+ κN t−1
i,k0>k
(5)
Here pik = pi
′
k
∏k−1
i=1 (1− pi
′
i).
Sampling utij,s, u
t
ij,r, s
t
ij , r
t
ij
We use utij,s ∼ U(0,pitist
ij
), utij,r ∼ U(0,pitjrt
ij
).
Then the obtained hidden label is independently
sampled from the finite candidates:
P (stij = k, r
t
ij = l|Z, etij ,β, α, κ,N,pi, utij,s, utij,r))
∝1(k : pitik > utij,s) · 1(l : pitjl > utij,r)
·
2n∏
l=1
P (zt+1il |zti·/stij , stij = k,β, α, κ,N t+1i )
·
2n∏
l=1
P (zt+1jl |ztj·/rtij , rtij = l,β, α, κ,N t+1j )
·P (etij |E\{etij}, stij = k, rtij = l,Z\{stij , rtij}, λ1, λ2)
(6)
Sampling β, m
This is the same as the Gibbs sampling.
The derivations of the above equations can be refer-
enced to the Supplementary Materials.
3.3 Hyper-parameter Sampling
The hyper-parameters involved are γ, α, κ. However,
it is impossible to compute their posterior individually.
Therefore, we place three prior distributions on some
“combination” of the variables: A vague gamma prior
G(1, 1) is placed on both γ, (α + κ). A beta prior is
placed on the ratio κ
α+κ .
To sample γ value, since log(γ)’s posterior distribution
is log-concave, we use the Adaptive Rejection Sam-
pling (ARS) method [19].
To sample (α+κ), we use the Auxiliary Variable Sam-
pling [20] using the auxiliary variablem in Eq. (3) as
proposed in [20].
To sample κ
α+κ , we place a vague beta prior B(1, 1)
on it, with a likelihood of {mtik − mˆtik, ∀i, k, t > 1} in
Eq. (4), the posterior is in an analytical and samplable
form, thanks to its conjugate property.
3.4 Discussions
Both the Gibbs Sampling and Slice-Efficient Sampling
are two feasible ways of accomplishing our task. They
have different pros and cons.
As mentioned previously, Gibbs Sampling in our
DIM3 integrates out the mixed-membership distribu-
tion {piti}. It is the “marginal approach” [17]. The
property of community exchangeability makes it sim-
ple to implement. However, theoretically, the obtained
samples mix slowly as the sampling of each label is de-
pendent on other labels.
The Slice-Efficient Sampling is one “conditional ap-
proach” [12] while the membership indicators are in-
dependently sampled from {piti}. In each iteration,
given {piti}, we can parallelize the process of sampling
membership indicators, which may help to improve the
computation, especially when the number of nodes,
i.e., N becomes larger, and the number of communi-
ties, i.e., k becomes smaller.
4 Experiments
The performance of the DIM3 model is validated by
experiments on synthetic datasets and several real-
world datasets. We implement the our model’s finite-
communities case as a baseline algorithm, namely as
f-MTV and f-MTI.
4.1 Synthetic Dataset
For the synthetic data generation, the variables are
generated following [9]. We use N = 20, T =
3, and hence E is a 20 × 20 × 3 asymmetric
and binary matrix. The parameters are set up
such that the 20 nodes are equally partitioned
into 4 groups. The ground-truth of the mixed-
membership distribution for each of the groups are:
[0.8, 0.2, 0; 0, 0.8, 0.2; 0.1, 0.05, 0.85; 0.4, 0.4, 0.2].
We consider 4 different cases to fully assess DIM3
against the ground-truth, all lie in the 3-role compat-
ibility matrix.
Case 1: large diagonal values and small non-diagonal
values
Case 2: large diagonal values and mediate non-
diagonal values
Case 3: large non-diagonal values and small diagonal
values
Case 4: small diagonal values and mediate non-
diagonal values
The detailed value of the role-compatibility matrix on
these four cases are shown in Figure 3.
4.1.1 MCMC Analysis
The convergence behavior is tested in terms of two
quantities: the cluster number K, i.e., the number of
different values Z can take, and the estimated density
D [12, 17], which is defined as:
D = −2
∑
i,j,t
log

∑
k,l
N tik ·N tjl
4n2T
p(etij |Z, λ1, λ2)

 (7)
In our MCMC stationary analysis, we ran 5 indepen-
dent Markov chains and discarded the first half of the
Markov chains as a burn-in. With the random parti-
tion of 3 initial classes as the starting point, 130, 000
iterations are conducted in our samplings.
The simulated chains satisfy standard convergence cri-
teria, as we implemented the test by using CODA
package [18]. In Gelman and Rubin’s diagnostics
[6], the value of Proportional Scale Reduction Factor
(PSRF) is 1.09 (with upper C.I. 1.27) for k, 1.03 (with
upper C.I. 1.09) for D in the Gibbs sampling, and 1.02
(with upper C.I. 1.06) for k, 1.02 (with upper C.I.
1.02) for D in Slice sampling. The Geweke’s conver-
gence diagnostics [7] is also employed, with proportion
of first 10% and last 50% of the chain as compari-
son. The corresponding z-scores are all in the interval
[−2.09, 0.85] for 5 chains. In addition, the stationarity
and half-width tests of Heidelberg and Welch Diagnos-
tic [8] were both passed in all the cases, with p-value
higher than 0.05. Based on all these statistics, the
Markov chain’s stationary can be safely ensured in our
case.
The efficiency of the algorithms can be measured by
estimating the integrated autocorrelation time τ for
0.95 0.05 0
0.05 0.95 0.05
0.05 0 0.95
0.95 0.2 0
0.05 0.95 0.05
0.2 0 0.95
0.05 0.95 0
0.05 0.05 0.95
0.95 0 0.05
0.05 0.95 0
0.2 0.05 0.95
0.95 0 0.2
Figure 3: Four Cases of the Compatibility Matrix. (Cases 1-4 as from left to right.)
K and D. τ is a good performance indicator as it
measures the statistical error of Monte Carlo approx-
imation on a target function f . The smaller τ , the
more efficient of the algorithm.
[12] used an estimator τ̂ as:
τ̂ =
1
2
+
C−1∑
l=1
ρ̂l (8)
Here ρ̂l is the estimated autocorrelation at lag l and
C is a cut-off point, which is defined as C := min{l :
|ρ̂l| < 2/
√
M}, and M is the number of iterations.
We test the sampling efficiency of MTV-g and MTV-s
on Case 1 with the same setting as [17]. Among the
whole 130, 000 iterations, the first 30, 000 samples are
discarded as a burn-in and the rest is thinned 1/20. We
manually try different values of the hyper-parameters
γ and α and show the integrated autocorrelation time
estimator in Table 1. Although some outliers exist, we
can see that there is a general trend that, with fixed α
value, the autocorrelation function will decrease when
the γ value increases. This same phenomenon hap-
pens on α while γ fixed. This fact meets our empir-
ical knowledge. The larger value of γ, α will help to
discover more clusters, then comes a smaller autocor-
relation function.
On the other hand, we admit that MTV-g and MTV-s
do not show much difference in the Markov chain’s
mixing rate as shown in Table 1. As mentioned
in the previous section, Slice sampling provides an
mixed-membership distribution independent sampling
scheme, which can enjoy the time efficiency of parallel
computing in one iteration. For large scale datasets,
it is an feasible solution. While in Gibbs sampling,
the parallel computing is impossible as the sampling
variables are in a dependent sequence.
4.1.2 Further Performance
We will compare the models in terms of the Log-
likelihood (in Figure 4); the average l2 distance be-
tween the mixed-membership distributions and its
ground-truth; and the one between the posterior role-
compatibility matrix and its ground-truth (in Table
2).
From the log-likelihood comparison in Figure 4, we
can see that the MTI model performs better than
the MTV model. On the average l2 distance to the
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Figure 4: Log-likelihood Performance
Table 3: Running Time (Seconds per iteration)
N. f-MTV MTV-g MTV-s f-MTI MTI
20 0.20 0.28 0.23 0.15 0.31
50 1.03 1.52 1.29 0.95 1.91
100 3.69 5.76 4.81 3.74 7.49
200 15.61 24.17 19.87 15.82 30.19
500 106.96 154.45 119.82 105.61 202.09
1000 493.44 888.86 642.28 597.29 1102.90
ground-truth performance, the MTI model also per-
forms better.
Here we compare the computational complexity (Run-
ning Time) of the models in one iteration, with K
discovered communities and show the results in Ta-
ble 5. We discuss MTV-g and MTV-s as an instance.
In MTV-g, the number of variables to be sampled is
(2K+2n2T ) , while a total of (2K+4n2T +nT ) vari-
ables are sampled in MTV-s. However, the posterior
calculation of Z in MTV-s can be directly obtained
from the membership distribution, while we need to
calculate the ratio for each of Z in MTV-g. Also, the
U value at each time can be sampled in one operation
as its independency in MTV-s. Thus, the result of
MTV-s runs faster than MTV-g is in accordance with
our assumption.
4.2 Real World Dataset Performance
We randomly selected 7 real world datasets for bench-
mark testing. Their detailed information, including
the number of nodes, the number of edges, edge types
and time intervals, are give in Table 4. We will discuss
Table 1: Integrated Autocorrelation Times Estimator τ̂ for K and D
K D
Sampling
❍
❍
❍
❍
❍
γ
α
0.1 0.3 0.5 1 2 0.1 0.3 0.5 1 2
MTV-g
0.1 177.2 93.65 26.91 50.21 11.24 358.8 148.3 23.94 84.75 4.31
0.3 260.5 54.00 9.18 5.31 6.56 389.5 315.0 3.11 26.32 4.78
0.5 1.83 8.33 7.54 3.95 5.24 2.88 79.34 90.93 3.17 3.82
1.0 5.57 6.45 3.44 3.64 4.56 3.19 2.78 1.76 8.14 5.74
2.0 4.30 2.87 3.35 2.98 3.28 95.48 1.91 3.29 8.74 6.55
MTV-s
0.1 248.6 90.63 161.3 9.58 17.69 8.67 59.90 57.57 1.87 3.70
0.3 120.6 66.23 44.35 11.40 7.28 29.05 20.64 30.01 45.57 3.40
0.5 18.99 27.27 6.08 8.76 10.40 39.66 3.87 5.30 3.17 5.83
1.0 5.79 9.19 11.85 8.46 7.25 40.51 4.85 3.12 6.88 10.51
2.0 3.17 8.41 5.35 5.48 5.05 25.54 34.82 4.61 35.61 12.68
Table 2: Average l2 Distance to the Ground-truth
Cases
Role-Compatibility Matrix Mixed-Memberships
f-MTV MTV-g MTV-s f-MTI MTI f-MTV MTV-g MTV-s f-MTI MTI
1 0.529 0.625 0.848 0.114 0.086 0.366 0.384 0.403 0.199 0.191
2 0.439 0.225 0.339 0.195 0.204 0.355 0.355 0.319 0.207 0.227
3 0.134 0.201 0.513 0.117 0.087 0.278 0.289 0.589 0.208 0.187
4 0.195 0.214 0.267 0.220 0.219 0.258 0.285 0.277 0.192 0.182
more on the first two datasets in the following.
4.2.1 Log-likelihood Performance on Various
Real World Datasets
Table 4: Data Set Information
Dataset Nodes Edge Time Type
Kapferer 39 256 2 friends
Sampson 18 168 3 like
Stu-net 50 351 3 friends
Enron 41 1980 12 email
Newcomb 17 1020 15 contact
Freeman 32 357 2 friends
Coleman 73 506 2 co-work
Since no unambiguous ground-truth can be found in
the real world dataset, we mainly use log-likelihood
to verify the corresponding model’s performance: The
larger the log-likelihood, the better appropriateness of
the model to data.
Table 5 shows the 95% confidence interval in test data
log-likelihood of our models versus the classical ones.
The black bold type denotes the largest value in each of
the rows. We can see theMTI model usually performs
better, while the MTV model may be bothered by the
over-fitting problem in our assumption.
4.2.2 Kapferer Tailor Shop
The Kapferer Tailor Shop data [16] records interac-
tions in a tailor shop at two time points. In this time
period, the employees in the shop are negotiating for
higher wages. The data set is of particular interesting
as two strikes happen after each time point, with the
first fails and the second succeeds.
We mainly use the “work-assistance” interaction ma-
trix in the dataset. The employees have 8 occupations:
head tailor (19), cutter (16), line 1 tailor (1-3, 5-7, 9,
11-14, 21, 24), button machiner (25-26), line 3 tailor
(8, 15, 20, 22-23, 27-28), Ironer (29, 33, 39), cotton
boy (30-32, 34-38) and line 2 tailor (4, 10, 17-18).
We can see the yellow bar at time point 2 are larger
than the ones at time point 1, which means people
tending to have another group at time point 2, rather
than mostly dominated by one large groups at time
point 1.
4.3 Sampson Monastery Dataset
The Sampson Monastery dataset are used here to do
an exploratory study. There are 18 monks in this
dataset, and their social linkage data is collected at
3 different time points with various relations. Here we
especially focus on the like-specification. In the like-
specification data, each monk selects three monks as
his top-closed friends. In our settings, we mark the se-
Table 5: Log-likelihood Performance (95% Confidence Interval = Mean ∓1.96∗Standard Error)
Dataset f-MTV MTV-g MTV-s f-MTI MTI
Kapferer −247.4∓ 28.9 −267.7∓ 36.3 −332.6∓ 51.3 −43.4∓ 0.5 −88.9∓ 4.4
Sampson −290.0∓ 59.4 −219.2∓ 8.4 −256.4∓ 11.1 −79.3∓ 5.9 −53.3∓ 4.1
Stu-net −574.5∓ 18.4 −505.8∓ 32.1 −506.3∓ 21.2 −42.3∓ 18.0 −47.2∓ 7.1
Enron −2398.3∓ 75.4 −2701.4∓ 51.3 −2489.9∓ 55.4 −656.8∓ 56.4 −1368.3∓ 23.1
Newcomb −1342.7∓ 32.1 −1294.1∓ 41.7 −1320.6∓ 32.9 −444.0∓ 26.3 −343.4∓ 34.5
Freeman −378.9∓ 28.6 −406.8∓ 37.8 −406.9∓ 49.5 −22.5∓ 3.1 −27.2∓ 9.2
Coleman −1321.8∓ 116.7 −1270.2∓ 101.1 −1283.9∓ 168.3 −54.8∓ 39.3 −41.9∓ 1.0
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Figure 5: MTI Performance on Sampson Monastery
Dataset (Top: Time 1; Bottom: Time 2.)
1
2
3
45
6
7
8
9
10
112
131415
16
17
18
A B
C
12
3
45
6
7
8
9
10 11
12
13 14
15
16
17
18
A B
C
12
3
4
5
6
78
9
10
11
12
13 14
15
16 17
18
A B
C
Figure 6: MTI Performance on Sampson Monastery
Dataset (from Left to Right: Time 1-3.)
lected relations as 1, otherwise 0. Thus, an 18× 18× 3
social networks data set is constructed, with each row
has three elements valued 1.
According to the previous studies [14, 22], the monks
are divided into 4 communities: Young Turks, Loyal
Opposition, Outcasts and an interstitial group.
Figure 6 shows the detailed results of MTI. As three
communities have been detected, we put all the results
in a 2-simplex, with which we denote as A, B and C.
As we can see, most of the monks stay the in the same
area during the 3 time points, except for the monk 8
and 9.
We also provide the role-compatibility matrix in Fig-
ure 7 for comparison. Compared to the result in [22],
our results are with a larger compatibility value within
the same role. Also, the first role’s value in our model
is 0 while it is about 0.6 in [22].
0.09 0 0.0
0.05 0.99 0.02
0.01 0 0.96
0.01 0 0.03
0.02 0.78 0
0.02 0 0.67
Figure 7: Role Compatibility Matrix (Left: MTV-g;
Right: MTI )
5 Conclusion & Future Work
In this paper, we have extended the existed mixed-
membership stochastic blockmodel to the infinite com-
munity case in the dynamic setting. By incorporating
the mixed-membership distribution-sticky paradigm,
we have realized the time-correlation description on
the hidden label. Both the Gibbs sampling and
adapted Slice-Efficient sampling have been utilized to
achieve the inference target. Quantity analysis on
the MCMC’s convergence behaviour, including the
convergence test, autocorrelation function, etc., have
been provided to further enhance the inference perfor-
mance. The results in the experiments verify that our
DIM3 is effective to re-construct the dynamic mixed-
membership distribution and the role-compatibility
matrix.
Some future work includes a systematic application
of DIM3 to various large real-world social networks.
In particular, we are also interested in adapting our
model to many atypical applications, for example,
where sequences of networks have non-binary and di-
rectional measurements. We will also study other more
flexible framework for modelling persistence of mem-
berships over times. Lastly, we will perform an exten-
sive study into patterns of joint dynamics of {piti} and
to extract meaningful latent information from them.
This is done in a setting where the number of compo-
nents between pit1i and pi
t2
i may differ.
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