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AUTONOMOUS LINEAR NEUTRAL EQUATIONS WITH
BOUNDED BOREL FUNCTIONS AS INITIAL DATA
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Abstract. For equations with the neutral term strictly delayed we construct
the fundamental solution, derive a variation-of-constants formula for inhomo-
geneous equations, and prove growth estimates. Only unavoidable measure
and integration theory, up to the Riesz Representation Theorem, is used. A
key notion is pointwise convergence of bounded sequences of continuous func-
tions.
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1. Introduction
These notes do not contain new results but work out an approach to the fun-
damental solution and to the variation-of-constants formula for neutral equations
which is based on earlier work [14, 15] for simpler retarded functional differential
equations. A brief sketch of the present account is contained in the appendix in the
paper [17], which provides a principle of linearized stability for a class of neutral
equations with state-dependent delay.
In the sequel we use only the unavoidable parts of measure and integration
theory, up to the Riesz Representation Theorem. The source for this is Rudin’s
textbook [13].
Let n ∈ N and h > 0 be given. Let I = [−h, 0]. Consider linear autonomous
neutral delay differential equations of the form
(1.1) v′(t) = L∂vt +Rvt
and
(1.2)
d
dt
(v − L ◦ V )(t) = Rvt, V (t) = vt,
with continuous linear maps L and R from the complex Banach space Ccn of contin-
uous maps I → Cn into Cn. The norm on Ccn is given by |φ| = maxt∈I |φ(t)|. We
also need the the Banach space C1cn of continuously differentiable maps I → C
n,
with the norm given by |φ|1 = |φ| + |∂φ| and ∂ : C1cn → Ccn being differentia-
tion. Differentiation is also indicated by a prime. Segments vt : I → N of a map
v :M → N are defined by vt(s) = v(t+ s), in case [t− h, t] ⊂M for t ∈ R.
A solution of Eq. (1.1) is defined to be a continuously differentiable map v :
[−h,∞)→ Cn so that Eq. (1.1) holds for all t ≥ 0. In particular, all segments vt,
t ≥ 0, of a solution belong to the closed subspace
C1cnLR = {φ ∈ C
1
cn : φ
′(0) = L∂φ+Rφ}
of C1cn. A solution of Eq. (1.2) is a continuous map v : [−h,∞) → C
n for which
the map [0,∞) ∋ t 7→ v(t) − Lvt ∈ Cn is differentiable and satisfies Eq. (1.2) for
all t ≥ 0.
Equation (1.1) arises as linear variational equation at a stationary point of a
semiflow which is given by a neutral equation of the form
x′(t) = g(∂ xt, xt),
under mild hypotheses on g designed to cover examples with state-dependent delay
[16].
Linear neutral equations in the form (1.2) are familiar from the work of Hale and
Meyer [6] and Henry [9]. That the form (1.2) of linear neutral equations is useful
can be seen already in Poisson’s paper [12].
Proposition 1.1. Every solution of Eq. (1.1) also is a solution of Eq. (1.2).
Proof. Suppose v is a solution of Eq. (1.1). Then the curve V : [0,∞) ∋ t 7→
vt ∈ Ccn is differentiable with DV (t)1 = ∂vt for all t ≥ 0. As L is linear and
continuous we infer that the map L ◦ V : [0,∞) ∋ t 7→ Lvt ∈ Cn is differentiable,
with D(L ◦ V )(t)1 = L∂vt for all t ≥ 0. Hence v|[0,∞) − L ◦ V is differentiable,
and Eq. (1.1) shows that for every t ≥ 0 Eq. (1.2) holds. 
2
A hypothesis which we make throughout the paper is that the neutral part in
Equations (1.1) and (1.2) is strictly delayed, or, that Lφ does not depend on the
values of φ for t ≥ 0 small. More precisely, we require that
(∆) there is ∆ ∈ (0, h) with Lφ = 0 for all φ ∈ Ccn with φ(t) = 0 on [−h,−∆].
Corollary 2.8 from [16] shows that the property (∆) holds for maps L in Eq. (1.1)
as they arise in linearization of a semiflow which is given by the neutral equation
x′(t) = g(∂ xt, xt). This semiflow was constructed in [16] under a hypothesis similar
to (∆), for nonlinear maps and local in nature. Related hypotheses have been used
in the study of neutral equations for a long time, see the monographs [5, 7] and
also [10]. Property (∆) is a rather strong condition among them.
We now abandon Eq. (1.1) and consider Eq. (1.2), and its inhomogeneous
version
(1.3)
d
dt
(v − L ◦ V )(t) = Rvt + q(t), V (t) = vt,
with a continuous map q : [0,∞) → Cn. Initial values φ ∈ Ccn uniquely define
solutions of Eq. (1.2), see Proposition 5.1 (whose proof would also yield solutions
to the inhomogeneous equation, but we don’t need this). We are interested in
more general solutions with discontinuous initial data, in particular for the data
φ : I → Cn given by φ(t) = 0 for t < 0 and φ(0) = ej , with ejk = δjk for j, k in
{1, . . . , n}.
A notion which is important in the sequel is pointwise convergence of a uniformly
bounded sequence of continuous functions on an interval J ⊂ R. Let us underline
that this means convergence everywhere, as opposed to convergence almost every-
where with respect to a σ-algebra, which would be less useful for our purpose. We
say a map w : J → X , X a normed linear space over the field C, has property (A)
if it is the pointwise limit of a sequence of continuous maps wm : J → X , m ∈ N,
which is uniformly bounded, supm,t |wm(t)| < ∞. In case X = C each function
with property (A) is a bounded Borel function, i. e., bounded and measurable with
respect to the σ-Algebra of Borel sets in J . In other words, for X = C we deal with
functions in the Baire classes 0 and 1 [11].
The organization of this paper is as follows. Section 2 borrows from [13] the
parts of measure theory used in the sequel. Section 3 defines extensions of operators
Ccn → Y with range in a normed linear space Y over C to the larger domain BnA
of maps whose components have property (A). The extensions have range in the
second dual Y ∗∗. - For the purpose of the present account it would be sufficient to
consider operators Ccn → Cn, or operators with finite-dimensional range, but we
prefer to work in a slightly more general framework.
For solutions of inhomogeneous equations we need integrals of curves with range
in the second dual of a normed linear space. The corresponding weak-star integral
is introduced in Section 4. The main theme of this section is commutativity of the
integral with operators and their extensions.
Section 5 establishes existence, uniqueness and continuous dependence for solu-
tions to Eq. (1.2) with initial data in the space BnA. As a special case we obtain
the fundamental solution and an estimate of its growth.
Section 6 deals with the inhomogeneous equation (1.3). The variation-of-constants
formula for solutions with initial data in Ccn is derived (Corollary 6.3) and yields
a growth estimate (Corollary 6.4).
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Notation. δjk is the Kronecker symbol with values 1 for j = k and 0 for j 6= k.
For a set X the set of its subsets is denoted by P(X). The set of maps with domain
D and range R is denoted by RD. We write [−∞,∞] for R ∪ {−∞,∞} and [0,∞]
for [0,∞) ∪ {∞}. S1
C
stands for the unit circle in C. The projection Cn → C of
a row vector onto its j-th component is denoted by prj . The j-th component of a
vector in z ∈ Cn is indicated by the index j. The same notation is used in case of
vector-valued maps.
For normed linear spaces X,Y over the same field (R or C) the normed linear
space of continuous linear maps X → Y , with the norm given by
|T | = sup
|x|=1
|Tx|,
is denoted by Lc(X,Y ). The dual of X is X
∗ = Lc(X,C). The linear map
ι : X → X∗∗
given by ι(x)x∗ = x∗x preserves the norm.
It is convenient to set Cc = Cc1.
We shall use the Riemann integral of a continuous map from a compact interval
into a Banach space and the fact that this integral commutes with continuous linear
maps.
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2. Review of measure theory
We give a brief account of what we need in the sequel, following Rudin’s mono-
graph [13]. See also [1], and compare Appendix I in [4].
σ-algebras, measurable functions, measures. A σ-Algebra S on a set X is
a collection S ⊂ P(X) of subsets of X so that X ∈ S, X \ A ∈ S for all A ∈ S,
and for all sequences (An)
∞
1 in S, ∪
∞
n=1An ∈ S. Then the pair (X,S) is called a
measurable space.
Let (X,S) be a measurable space and let Y be a topological space. A map
f : X → Y is measurable iff preimages of open sets are measurable. If f : X → C
is measurable then also the real functions Re f , Imf , |f | are measurable. For
measurable functions f : X → R and g : X → R also f + ig : X → C is measurable.
For f : X → C and g : X → C measurable also f + g, fg and f + ig : X → C are
measurable. For f : X → C measurable there is a measurable function α : X → C
with α(X) ⊂ S1
C
and
f(x) = α(x)|f(x)| on X.
For A ∈ S the characteristic function χA : X → R given by χA(x) = 1 on A and
χA(x) = 0 elsewhere is measurable.
Let X be a set. For every set F ⊂ P(X) there is a smallest σ-Algebra containing
F .
If X is a topological space then the smallest σ-Algebra containing the topology
is called the Borel-σ-Algebra of X . It contains all open and all closed sets. The
elements of the Borel-σ-algebra are called Borel sets. For maps X → Y into a topo-
logical space Y we speak of Borel measurability. All continuous maps with domain
X are Borel-measurable. Borel-measurable real- and complex-valued functions are
called Borel functions.
Let (X,S) be a measurable space. Limits of pointwise convergent sequences of
measurable functions X → C are measurable.
If f : X → R ∪ {−∞,∞} and g : X → R ∪ {−∞,∞} are measurable then also
max{f, g} and min{f, g} are measurable.
A (positive) measure µ : S → [0,∞] on a measure space (X,S) is a map which
is countably additive, i. e.,
µ(∪∞n=1An) =
∞∑
n=1
µ(An)
for any sequence of pairwise disjoint elements An ∈ S, and which satisfies µ(A) <∞
for some A ∈ S. A complex measure µ : S → C is countably additive. Real
measures are complex measures with values in R.
A triple (X,S, µ) with a measurable space (X,S) and a (positive) measure µ :
S → [0,∞] is called a measure space.
Let X be a locally compact Hausdorff space. A (positive or complex or real)
measure on the Borel-σ-Algebra of X is called a Borel measure on X . Let µ be a
positive Borel measure on X . A Borel set B ⊂ X is called
outer regular iff µ(B) = inf{µ(V ) : B ⊂ V, V open},
and
inner regular iff µ(B) = sup{µ(K) : K ⊂ B,K compact}.
The positive Borel measure µ is called regular if every Borel set B ⊂ X is outer
regular and inner regular.
5
Integrals. We use the following addition and multiplication rules:
r +∞ = ∞+ r =∞, r −∞ = −∞+ r = −∞ for all r ∈ R,
r · ∞ = ∞ · r =∞ for 0 < r ≤ ∞,
0 · ∞ = ∞ · 0 = 0.
Let (X,S, µ) be a measure space. Simple functions s : X → [0,∞) are those which
have only finitely many values. Then
s =
∑
c∈s(X)
c χs−1(c)
For a measurable simple function s on X and for A ∈ S, the integral of s with
respect to µ is defined as ∫
A
sdµ =
∑
c∈s(X)
c µ(s−1(c) ∩ A)
For f : X → [0,∞] measurable and for A ∈ S the integral of f over A is defined as∫
A
fdµ =
∫
A
f(x)dµ(x) = sup
s simple and measurable, 0≤s≤f
∫
A
sdµ.
The set of measurable f : X → C with
∫
X
|f |dµ < ∞ is denoted by L1(µ). For
each f ∈ L1(µ) and for each A ∈ S the integrals of the positive and negative parts
of Re f and Imf , considered as maps into [0,∞], belong to R, and we define∫
A
f dµ =
∫
A
(Re f)+dµ−
∫
A
(Re f)−dµ+ i(
∫
A
(Imf)+dµ−
∫
A
(Imf)−dµ) ∈ C
The set L1(µ) is a vector space, and the maps
L1(µ) ∋ f 7→
∫
A
fdµ ∈ C, A ∈ S,
are linear. For all f ∈ L1(µ), ∣∣∣∣
∫
X
fdµ
∣∣∣∣ ≤
∫
X
|f |dµ.
For measurable maps f : X → [−∞,∞] and for A ∈ S the integral of f over A
is defined as ∫
A
f dµ =
∫
A
f+dµ−
∫
A
f−dµ
provided at least one of the integrals on the right hand side belongs to R (is finite).
Theorem 2.1. (Lebesgue’s Dominated Convergence Theorem) Let a measure space
(X,S, µ) be given. Suppose the sequence of measurable functions fn : X → C,
n ∈ N, is (everywhere on X) pointwise convergent to f : X → C, and for some
real-valued g ∈ L1(µ),
|fn(x)| ≤ g(x) for all n ∈ N, x ∈ X.
Then f ∈ L1(µ) and for n→∞,∫
X
|fn − f |dµ→ 0,
∫
X
fndµ→
∫
X
f dµ.
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The Riesz Representation Theorem. The total variation of a complex mea-
sure µ : S → C, (X,S) a measurable space, is given by
|µ|(A) = sup


∞∑
j=1
|µ(Aj)| : A = ∪
∞
j=1Aj , Aj ∩ Ak = ∅ for j 6= k,Aj ∈ S


|µ| is a positive measure on S with range in [0,∞).
Notice that each measurable function h : X → C with values on the unit circle
belongs to L1(|µ|) since∫
X
|h|d|µ| =
∫
X
χXd|µ| = |µ|(X) <∞.
Given a measure µ : S → C, (X,S) a measurable space, there exists a measurable
function h : X → C with values on the unit circle such that
dµ = h d|µ|,
which means
µ(A) =
∫
A
h d|µ| for all A ∈ S.
For a complex Borel measure µ : S → C, X a locally compact Hausdorff space, and
h : X → C as before, we define ∫
f dµ =
∫
fh d|µ|
for all f : X → C such that fh ∈ L1(|µ|).
Let X be a locally compact Hausdorff space. Cc(X) is the vector space of all
continuous functions X → C with compact support. Let C0(X) denote its closure
in the Banach space of continuous bounded functions X → C, with the norm given
by
|f | = sup
x∈X
|f(x)|.
All functions f ∈ C0(X) are bounded Borel functions, and therefore fh ∈ L1(|µ|)
for every complex Borel measure (defined on the Borel-σ-algebra of X) and every
bounded Borel function h : X → C.
Theorem 2.2. (Riesz Representation Theorem, Theorem 6.19 in [13]) Let X be a
locally compact Hausdorff space, consider L : C0(X) → C linear and continuous.
Then there exist a uniquely determined complex Borel measure µ with |µ| regular
and a Borel function h : X → C which has all values on the unit circle such that
for every f ∈ Cc(X),
Lf =
∫
X
f dµ =
∫
X
fh d|µ|.
The map L 7→ µ given by Theorem 2.2 is an isomorphism onto the C-vectorspace
of regular complex Borel measures on X , compare Theorem IV.6.3 in [3].
Lebesgue measure. A cell Q = Q(I1, . . . , In) in R
n is a set given by the
Cartesian product of n bounded intervals I1, . . . , In. Its volume V ol(Q) is defined
as the product of the diameters of the intervals Ij .
A measure µ : S → [0,∞] is called complete if every subset of a set of measure
zero belongs to S.
There exist a σ-Algebra M on Rn and a positive complete measure m : M →
[0,∞] with the following properties.
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(i) M contains all Borel sets, and E ∈ M if and only if there are a Fσ-set A
(countable union of closed sets) and a Gδ-set B (countable intersection of open
sets) so that A ⊂ E ⊂ B and m(B \A) = 0. The measure m is regular.
(ii) For every cell Q ⊂ Rn,
m(Q) = V ol(Q).
(iii) For every x ∈ Rn and all E ∈M , x+ E ∈M and m(x + E) = m(E).
(iv) For any positive Borel measure µ with property (iii) (for all Borel sets E)
and such that m(K) <∞ for all compact sets K ⊂ Rn there exists c ≥ 0 such that
µ(E) = cm(E) for all Borel sets.
This measure m is called the Lebesgue measure on Rn. The elements of M are
the Lebesgue measurable subsets of Rn. If E ∈ M then the measure mE obtained
by restricting m to the σ-algebra ME of the sets A ∩ E, A ∈ M , is called the
Lebesgue measure on E. We use the notation
L1(E) = L1(mE) and
∫
E
fdm =
∫
E
f(x)dm(x) =
∫
fdmE .
Lebesgue-integrals of maps with range in Cn are defined as the vectors whose
components are the integrals of the components of the map. For such maps and
for any norm on Cn we have the estimate∣∣∣∣
∫
E
fdm
∣∣∣∣ ≤
∫
E
|f |dm.
Riemann-integrable functions f : [a, b]→ C belong to L1([a, b]), and∫ b
a
f(x)dx =
∫
[a,b]
fdm =
∫
(a,b)
fdm
A regulated function f : [a, b] → C, a < b, has right and left limits at every t ∈
[a, b], see [2]. Ruled functions can be approximated by sequences of step functions
uniformly on [a, b]. A step function is a simple function which is constant on each
of the open intervals (tj−1, tj), j = 1, . . . , J , given by a partition
a = t0 < t1 < . . . < tJ = b
of the interval [a, b].
Product measures and Fubini’s Theorem. Let a measurable space (X,S)
be given. A (positive) measure µ on X is σ-finite if X is the (countable) union of
sets An ∈ S, n ∈ N, with µ(An) <∞. In this case (X,S, µ) is called σ-finite.
Suppose (X,S, µ) and (Y, T, λ) are σ-finite measure spaces. The product S × T
of the σ-algebras S and T is the smallest σ-algebra on X × Y containing all sets
A×B with A ∈ S and B ∈ T .
For a function f : X × Y →M , M some set, and for every x ∈ X and all y ∈ Y
define fx : Y →M and fy : X →M by
fx(η) = f(x, η) and f
y(ξ) = f(ξ, y).
If f : X×Y → C (or, f : X ×Y → [0,∞]) is (S×T )-measurable then all functions
fx are T -measurable and all functions f
y are S-measurable.
Let Q ∈ S × T . Then all
Qx = {y ∈ Y : (x, y) ∈ Q}, x ∈ X,
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belong to T , and all
Qy = {x ∈ X : (x, y) ∈ Q}, y ∈ Y,
belong to S; the function
φ : X ∋ x 7→ λ(Qx) ∈ [0,∞]
is S-measurable; the function
ψ : Y ∋ y 7→ µ(Qy) ∈ [0,∞]
is T -measurable; and ∫
X
φdµ =
∫
Y
ψ dλ.
The relations
(µ× λ)(Q) =
∫
X
λ(Qx)dµ(x) =
∫
Y
µ(Qy)dλ(y)
for Q ∈ S × T define a σ-finite measure µ×λ, which is called the product measure
of µ and λ.
Theorem 2.3. (Fubini’s Theorem) Suppose (X,S, µ) and (Y, T, λ) are σ-finite
measure spaces, and f : X×Y → C (f : X×Y → [−∞,∞]) is (S×T )-measurable.
(a) In case f(X × Y ) ⊂ [0,∞],
φ : X ∋ x 7→
∫
Y
fxdλ ∈ [0,∞] is S −measurable,
ψ : Y ∋ y 7→
∫
X
fydµ ∈ [0,∞] is T −measurable,
and
(2.1)
∫
X
φdµ =
∫
X×Y
f d(µ× λ) =
∫
Y
ψdλ.
(b) In case f : X × Y → C and∫
X
φ∗dµ <∞ for φ∗ : X ∋ x 7→
∫
Y
|fx|dλ ∈ [0,∞]
we have
f ∈ L1(µ× λ).
(c) In case f ∈ L1(µ × λ) there exist sets Z ∈ S and N ∈ T of measure zero
with fx ∈ L1(λ) for all x ∈ X \ Z and fy ∈ L1(µ) for all y ∈ Y \ N , the maps
φ : X → C and ψ : Y → C given by
φ(x) =
∫
Y
fxdλ for all x ∈ X \ Z and φ(x) = 0 on Z,
ψ(y) =
∫
X
fydµ for all y ∈ Y \N and ψ(y) = 0 on N,
belong to L1(µ) and L1(λ), respectively, and Eq. (2.1) holds.
Corollary 2.4. (Without product measure) If f : X × Y → C (or, f : X × Y →
[−∞,∞]) is (S × T )-measurable and∫
X
dµ(x)
∫
Y
|f(x, y)|dλ(y) <∞
then f ∈ L1(µ× λ), and the assertions of part (c) of Theorem 2.3 hold.
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3. Bounded Borel functions on the initial interval
Let B ⊃ Cc denote the normed linear space of bounded Borel functions I → C.
Let µ be a complex regular Borel measure on I, and let H ∈ B be given with
|H(t)| = 1 on the unit circle and∫
fdµ =
∫
fHd|µ| for all f ∈ L1(µ).
Proposition 3.1. (i) B ⊂ L1(|µ|).
(ii) Suppose the sequence (φj)
∞
1 in B converges pointwise to φ : I → C, and
supj,t |φj(t)| <∞. Then φ ∈ B and∫
φjdµ→
∫
φdµ as j →∞.
Proof. 1. On (i). For every c ≥ 0 the constant function cχI is continuous, hence
Borel-measurable, so belongs to B. As |µ|(I) <∞,∫
cχId|µ| = c|µ|(I) <∞.
For φ ∈ B we get |φ| ∈ B and (as |µ| is a Borel measure)∫
|φ|d|µ| ≤ sup
t
|φ(t)|
∫
χId|µ| <∞,
hence φ ∈ L1(|µ|).
2. On (ii). The sequence (φjH)
∞
1 in B converges pointwise to φH , and for
all j ∈ N and t ∈ I, |(φjH)(t)| ≤ supj,t |φj(t)| < ∞; constant functions belong
to B ⊂ L1(|µ|) (see (i)). Theorem 2.1 (the Lebesgue Dominated Convergence
Theorem) yields φH ∈ L1(|µ|) and
∫
φjdµ =
∫
φjHd|µ| →
∫
φHd|µ| =
∫
φdµ as
j →∞. 
Let L ∈ C∗c be given and let µ be the complex Borel measure associated to L by
Theorem 2.2 (the Riesz Representation Theorem). We define a linear extension of
L to a map on B by
Leφ =
∫
φdµ (=
∫
φHd|µ|, with H ∈ B as above).
Proposition 3.1 (ii) yields the following result.
Corollary 3.2. Let L ∈ C∗c be given. Suppose the sequence (φj)
∞
1 in B converges
pointwise to φ : I → C, and supj,t |φj(t)| <∞. Then φ ∈ B and
Leφj → Leφ as j →∞.
We proceed to vector-valued functions on I. Let n ∈ N and recall Ccn = C(I,Cn)
(with the maximum-norm), and define
Bn = {φ ∈ I × C
n : φ is a map with φk ∈ B for k = 1, . . . , n}.
Bn ⊃ Ccn is a normed linear space over the field C. It will be convenient to equip
Bn with the supremum-norm given by
|φ| = sup
t
|φ(t)|.
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Let λ ∈ C∗cn be given. We define a linear extension λe : Bn → C as follows. For
k ∈ {1, . . . , n} let Ek : Cc → Ccn denote the linear continuous map (embedding)
given by (Ekχ)j = δjkχ, for j = 1, . . . , n. For k = 1, . . . , n define
λk = λ ◦ Ek,
let µk denote the complex Borel measure associated to λk by Theorem 2.2, and let
λke : B → C denote the extension from above,
λkeχ =
∫
χdµk for χ ∈ B.
Define λe : Bn → C by
λeφ =
n∑
k=1
λkeφk.
Then λe is linear, and for φ ∈ Ccn we have
λeφ =
n∑
k=1
λkeφk =
n∑
k=1
(λ ◦ Ek)eφk =
∫
φkdµk
=
n∑
k=1
(λ ◦ Ek)φk = λ
(
n∑
k=1
Ekφk
)
= λφ.
In case of maps λj ∈ C∗cn and coefficients aj ∈ C for j = 1, . . . , d we have
 d∑
j=1
ajλj


e
=
d∑
j=1
ajλje.
We do not need this in the sequel and omit the proof.
Corollary 3.3. Let λ ∈ C∗cn.
(i) For every bounded sequence of maps φj ∈ Bn, j ∈ N, which converges pointwise
to ψ : I → C we have φ ∈ Bn and λeφj → λeψ as j →∞.
(ii) For every β ∈ BnA,
|λeβ| ≤ |λ|C∗cn |β|.
Proof. 1. Proof of (i). For every k ∈ {1, . . . , n}, φjk → ψk pointwise as j →∞. By
Corollary 3.2, ψk ∈ B. Hence ψ ∈ Bn, and for j →∞, again by Corollary 3.2,
λeφj =
n∑
k=1
(λ ◦ Ek)eφjk →
n∑
k=1
(λ ◦ Ek)ψk = λeψ.
2. Proof of (ii). There exists a sequence of maps φj ∈ Ccn, j ∈ N, which
converges pointwise to β and satisfies |φj | ≤ |β| for all j ∈ N. Using assertion(i) we
infer
|λeβ| = lim
j→∞
|λφj | ≤ |λ|C∗cn sup
j
|φj | ≤ |λ|C∗cn |β|.

We proceed to extensions of maps Λ ∈ Lc(Ccn, Y ) into a normed linear space Y
over the field C and begin with the map Λ0 : BnA → CY
∗
given by
(Λ0φ)y
∗ = (y∗ ◦ Λ)eφ.
The desired extension is the map ΛE : BnA → Y
∗∗ from the next result.
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Proposition 3.4. Let Λ ∈ Lc(Ccn, Y ) be given.
(i) For every φ ∈ BnA the map Λ0φ : Y ∗ → C is linear and continuous with
|(Λ0φ)y
∗| ≤ |y∗||Λ|Lc(Ccn,Y )|φ|.
(ii) The map
ΛE : BnA ∋ φ 7→ Λ0φ ∈ Y
∗∗
is linear and continuous with
|ΛE |Lc(BnA,Y ∗∗) ≤ |Λ|Lc(Ccn,Y ).
(iii) For each φ ∈ Ccn,
ΛEφ = (ι ◦ Λ)φ.
Proof. 1. Proof of (i). Let φ ∈ BnA. The map Λ0φ : Y ∗ → C is obviously linear,
and for every y∗ ∈ Y ∗ we have
|(Λ0φ)y
∗| = |(y∗ ◦ Λ)eφ| ≤ |y
∗ ◦ Λ|Lc(Ccn,C)|φ| ≤ |y
∗||Λ|Lc(Ccn,Y )|φ|
because of Corollary 3.3 (ii). This yields continuity.
2. Proof of (ii). The map ΛE is obviously linear. The estimate from part (i)
yields
sup
φ∈BnA:|φ|≤1
|ΛEφ| = sup
φ∈BnA:|φ|≤1
sup
y∗∈Y ∗:|y∗|≤1
|(ΛEφ)y
∗| ≤ |Λ|Lc(Ccn,Y ),
from which the assertions follow.
3. Proof of (iii). We have
(ΛEφ)y
∗ = (y∗ ◦ Λ)eφ = y
∗(Λφ) = (ι(Λφ))y∗ = ((ι ◦ Λ)φ)y∗
for all φ ∈ Ccn and y∗ ∈ Y ∗. 
Next we consider curves and transformations induced by maps ΛE .
Proposition 3.5. Let Λ ∈ Lc(Ccn, Y ) and intervals J ⊂ R and J0 ⊂ R be given
so that for all t ∈ J0 we have [t− h, t] ⊂ J . Let v : J → Cn be given.
(i) If v is continuous then vt ∈ Ccn ⊂ BnA for all t ∈ J0, and the map
w : J0 ∋ t 7→ ΛEvt ∈ Y
∗∗
is continuous with values in ιY .
(ii) Suppose there is a sequence of continuous functions vm : J → Cn, m ∈ N,
which converges pointwise to v, and supm∈N,t∈J |vm(t)| < ∞. Then vt ∈ BnA for
all t ∈ J0, and the sequence of continuous functions
wm : J0 ∋ t 7→ ΛEvmt ∈ Y
∗∗, m ∈ N,
converges pointwise to
w : J0 ∋ t 7→ ΛEvt ∈ Y
∗∗,
with respect to the weak-star topology (of pointwise convergence) on Y ∗∗, and
sup
m∈N,t∈J0
|wm(t)| <∞.
(iii) In case Λ = λ ∈ C∗cn we obtain that the map
w : J0 ∋ t 7→ λevt ∈ C
has property (A).
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Proof. 1. Proof of (i). The curve J0 ∋ t 7→ vt ∈ Ccn is continuous. Proposition 3.4
(iii) gives
ΛEvt = (ι ◦ Λ)vt
on J0. Now continuity of w and w(J0) ⊂ ιY are obvious.
2. Proof of(ii). Obviously, vt ∈ BnA on J0. Proposition 3.4 (ii) gives
|wm(t)| = |ΛEvmt| ≤ |Λ|Lc(Ccn,Y )|vmt| ≤ |Λ|Lc(Ccn,Y ) sup
j∈N,t∈J
|vj(t)| <∞
for all m ∈ N and t ∈ J0. Using Corollary 3.3 (i) we see that for each t ∈ J0 and
for all y∗ ∈ Y ∗ we have
(ΛEvmt)y
∗ = (y∗ ◦ Λ)evmt → (y
∗ ◦ Λ)evt = (ΛEvt)y
∗.
as m→∞.
3. Proof of (iii). We proceed as in part 2. The curves J0 ∋ t 7→ vmt ∈ Ccn,
m ∈ N, are continuous, and for such m and t ∈ J0, λevmt = λvmt . It follows that
the maps wm : J0 ∋ t 7→ λevmt ∈ C, m ∈ N, are continuous. Corollary 3.3 (ii)
yields
|wm(t)| = |λevmt| ≤ |λ|C∗cn |vmt| ≤ |λ|C∗cn sup
j∈N,t∈J
|vj(t)| <∞
for all m ∈ N and t ∈ J0. For each t ∈ J0 Corollary 3.3 (i) gives
wm(t) = λevmt → λevt = w(t) as m→∞.

We may say that Proposition 3.5 (ii) transfers property (A) from v to w.
Proposition 3.6. (i) (Approximation of piecewise continuous maps) Suppose v :
J → Cn, J ⊂ R an interval, has continuous restrictions to (−∞, t) ∩ J and to
[t,∞) ∩ J , for some t ∈ J . Then v has property (A).
(ii) (Concatenation) Let J and K be adjacent intervals, max J = a = min K.
Suppose v : J → Cn and w : K → Cn with v(a) = w(a) both have property (A).
Then also the concatenation vw : J ∪K → Cn given by vw|J = v, vw|K = w has
property (A).
Proof. 1. On (i). In case t = inf J there is nothing to show. Suppose inf J < t.
For m ∈ N with t − 1
m
∈ J we define the components of maps vm : J → Cn as
follows. Set
vmk(t) = vk(t) on
(
−∞, t−
1
m
)
∩ J,
vmk(t) = vk(t) on [t,∞) ∩ J,
and
vmk(s) = vk(t) + m
(
vk(t)− vk
(
t−
1
m
))
(s− t)
for all s ∈ J with t − 1
m
< s < t. The sequence of the continuous maps vm is
uniformly bounded and converges pointwise to v.
2. On (ii). In case J = {a}, vw = w, and there is nothing to show. Suppose
inf J < a. Consider a uniformly bounded sequence (vm)
∞
m=1 of continuous maps
which converges pointwise to v, and a uniformly bounded sequence (wm)
∞
m=1 of
continuous maps which converges pointwise to w. For each m ∈ N with inf J <
13
a− 1
m
choose a continuous map vˆm : J → Cn with vˆm(t) = vm(t) on (−∞, a−
1
m
]∩J
and
vˆm(t) = wm(a) +
wm(a)− vm
(
a− 1
m
)
1
m
(t− a) on
(
a−
1
m
, a
]
.
Then the sequence of the continuous maps vˆm converges pointwise to v (at t = a,
vˆm(a) = wm(a)→ w(a) = v(a) as m→∞), and it is uniformly bounded. It follows
that the continuous maps vˆmwm are uniformly bounded and converge pointwise to
vw. 
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4. Weak-star integrals and extended operators
Let J ⊂ R be an interval, let Y be a normed linear space over the field C, and let
a map F : J → Y ∗∗ be given. Let m denote the Lebesgue measure on R. Suppose
for every y∗ ∈ Y ∗ the function J ∋ t 7→ F (t)y∗ ∈ C is Lebesgue-integrable, i. e.,
Lebesgue-measurable with
∫
J
|F (t)y∗|dm(t) <∞. Then we say that the weak-star
integral
∫
J
Fdm =
∫
J
F (t)dm(t) ∈ CY
∗
of F exists, and define(∫
J
Fdm
)
y∗ =
∫
J
F (t)y∗dm(t).
For subintervals J1 ⊂ J we define
∫
J1
Fdm =
∫
J1
(F |J1)dm.
Proposition 4.1. Suppose the weak-star integral of F : J → Y ∗∗ exists. Then it
is a linear map Y ∗ → C, for every subinterval J1 ⊂ J
∫
J1
Fdm exists, and for reals
a < b < c in J we have∫
(a,c)
Fdm =
∫
(a,b)
Fdm+
∫
(b,c)
Fdm.
Also, for every d ∈ R, the shifted map J + d ∋ t 7→ F (t− d) ∈ Y ∗∗ has a weak-star
integral, with ∫
(a,b)
F (s)dm(s) =
∫
(a+d,b+d)
F (t− d)dm(t)
The proof is straightforward.
Proposition 4.2. (Sufficient condition for integrability) Suppose f : J → Cn, with
an interval J ⊂ R, has property (A), and Λ ∈ Lc(Ccn, Y ). Let a subinterval J0 ⊂ J
be given with [t − h, t] ⊂ J for all t ∈ J0, and let reals a < b in J0 be given. Then
the weak-star integral ∫
(a,b)
ΛEftdm(t)
exists and belongs to Y ∗∗, and∣∣∣∣∣
∫
(a,b)
ΛEftdm(t)
∣∣∣∣∣ ≤ (b− a)|Λ|Lc(Ccn,Y ) supa<t<b |f(t)|.
Proof. By Proposition 3.5 (ii), ft ∈ BnA for all t ∈ J0, and for each y∗ ∈ Y ∗ we
have
(ΛEft)y
∗ = (y∗ ◦ Λ)eft ∈ C.
By Proposition 3.5 (iii) , applied to y∗ ◦Λ ∈ C∗cn, the map (a, b) ∋ t 7→ (y
∗ ◦Λ)eft ∈
C has property (A). So it is a bounded Borel function, and therefore Lebesgue-
integrable. It follows that the weak-star integral
∫
(a,b)
ΛEftdm(t) : Y
∗ → C exists.
It remains to show that this linear map maps bounded sets into bounded sets. This
follows from the estimate∣∣∣∣∣
(∫
(a,b)
ΛEftdm(t)
)
y∗
∣∣∣∣∣ =
∣∣∣∣∣
∫
(a,b)
(ΛEft)y
∗dm(t)
∣∣∣∣∣ =
∣∣∣∣∣
∫
(a,b)
(y∗ ◦ Λ)eftdm(t)
∣∣∣∣∣
≤
∫
(a,b)
|(y∗ ◦ Λ)eft|dm(t)
≤ (b− a)|y∗ ◦ Λ|C∗cn sup
a−h<t<b
|f(t)| (with Corollary 3.3 (ii))
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≤ (b − a)|y∗|Y ∗ |Λ|Lc(Ccn,Y ) sup
a−h<t<b
|f(t)|
for all y∗ ∈ Y ∗. 
Lebesgue integration and extended continuous linear maps commute in a sense
which will be made precise. Below we derive such a result for integrands in a special
form as it will be needed in Section 6 and for further use.
Let reals a < b be given, and a map f : [a − h, b] → Cn with property (A) and
with f(t) = 0 on [a − h, a), and a continuous function q : [a, b] → C. Then for
every t ∈ [a, b] all functions [a, t] ∋ s 7→ q(s)fj(t − (s − a)) → C, j ∈ {1, . . . , n},
have property (A). So they are bounded Borel functions. Their restrictions to
intervals (a, t), a < t ≤ b, are Lebesgue-integrable. Therefore we have a map
g : [a− h, b]→ Cn given by
g(t) =
∫
(a,t)
q(s)f(t− s+ a)dm(s) on (a, b] and g(t) = 0 on [a− h, a],
with gj(t) =
∫
(a,t)
q(s)fj(t− s+ a)dm(s) for a < t ≤ b and j ∈ {1, . . . , n}.
Proposition 4.3. g is continuous.
Proof. g|[a − h, a] is constant, hence continuous. Boundedness of the integrand
in the formula defining g on (a, b] yields that at t = a g is continuous from the
right. In order to show continuity at t0 ∈ (a, b] observe first that for every t ∈ (a, b]
substitution yields
g(t) =
∫
(a,t)
q(t− w + a)f(w)dm(w).
For a < u < t ≤ b we obtain
|g(t)− g(u)| =
∣∣∣∣∣
∫
(u,t)
q(t− w + a)f(w)dm(w)
−
∫
(a,u)
(q(u − w + a)− q(t− w + a))f(w)dm(w)
∣∣∣∣∣
≤ |t− u| max
a≤v≤t
|q(v)| sup
a≤w≤t
|f(w)|
+
∫
(a,u)
|q(u − w + a)− q(t− w + a)||f(w)|dm(w).
This estimate, the uniform continuity of q : [a, b] → C, and the boundedness of f
can now be used to get continuity of g at t0 ∈ (a, b]. 
Proposition 4.4. Let λ ∈ C∗cn and a < t ≤ b. All maps q(s)ft−s+a, a ≤ s ≤ t,
belong to BnA, the map
(a, t) ∋ s 7→ λe(q(s)ft−s+a) ∈ C
has property (A), and is Lebesgue-integrable.
Proof. Let a < t ≤ b. As f has property (A), Proposition 3.5 (ii) says that all
segments fs, a ≤ s ≤ t, belong to BnA, and Proposition 3.5 (iii) shows that the
map (a, t) ∋ s 7→ λefs ∈ C has property (A) as well. It follows that also the map
(a, t) ∋ s 7→ λeft−s+a ∈ C has property (A). Using multiplication by the bounded
continuous function q and linearity one easily obtains the assertion. 
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Proposition 4.5. Let λ ∈ C∗cn and a < t ≤ b. Then
λ gt =
∫
(a,t)
λe(q(s)ft−s+a)dm(s).
Proof. 1. Choose a sequence of continuous maps fk : [a− h, b]→ Cn, k ∈ N, which
is uniformly bounded by some c ≥ 0 and converges pointwise to f . Then for every
t ∈ (a, b] the bounded sequence of continuous maps qfk(t − · + a : [a, t] → Cn,
k ∈ N, converges pointwise to qf(t − · + a) : [a, t] → Cn as k → ∞. Corollary 3.3
(i) yields that for k →∞ the bounded sequence of the continuous functions
[a, t] ∋ s 7→ λefk,t−s+a ∈ C, k ∈ N,
converges pointwise to
[a, t] ∋ s 7→ λeft−s+a ∈ C.
As q is continuous and as λe is linear we infer that for k → ∞ the continuous
functions
[a, t] ∋ s 7→ λ(q(s)fk,t−s+a) ∈ C, k ∈ N,
converge pointwise to
[a, t] ∋ s 7→ λe(q(s)ft−s+a) ∈ C.
Theorem 2.1 (the Lebesgue Dominated Convergence Theorem) yields∫
(a,t)
λe(q(s)ft−s+a)dm(s) = lim
k→∞
∫
(a,t)
λ(q(s)fk,t−s+a)dm(s).
2. For every k ∈ N we have∫
(a,t)
λ(q(s)fk,t−s+a)dm(s) =
∫ t
a
λ(q(s)fk,t−s+a)ds (Riemann-integral)
= λ
(∫ t
a
q(s)fk,t−s+ads
)
,
and for all u ∈ I, with the linear continuous evaluation map
evu : Ccn ∋ φ 7→ φ(u) ∈ C
n,
we have (∫ t
a
q(s)fk,t−s+ads
)
(u) = evu
(∫ t
a
q(s)fk,t−s+ads
)
=
∫ t
a
evu(qfk,t−s+a)ds =
∫ t
a
q(s)fk(t− s+ a+ u)ds.
In case a < t+ u the last integral is∫ t+u
a
q(s)fk(t− s+ a+ u)ds+
∫ t
t+u
q(s)fk(t− s+ a+ u)ds.
3. For a < s < t and u ∈ I with t+u ≤ a we have t− s+ a+ u ≤ t+u ≤ a, and
infer from pointwise convergence and from f(v) = 0 for a− h ≤ v ≤ a that
q(s)fk(t− s+ a+ u)→ 0 as k →∞.
So in this case Theorem 2.1 yields∫ t
a
q(s)fk(t− s+ a+ u)ds→ 0 as k →∞.
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Next, for u ∈ I with a < t+ u (≤ t) we obtain∫ t
t+u
q(s)fk(t− s+ a+ u)ds→ 0 as k →∞
since for t+u < s < t we have t− s+ a+u ≤ a, and fk(v)→ f(v) = 0 on [a−h, a]
as k→∞.
Also, for u ∈ I with a ≤ t+ u we have∫ t+u
a
q(s)fk(t− s+ a+ u)ds→
∫ t+u
a
q(s)f(t− s+ a+ u)ds = g(t+ u) = gt(u),
due to Theorem 2.1.
Together, ∫ t
a
q(s)fk,t−s+ads→ gt pointwise on I as k →∞.
4. Using Corollary 3.3 (i) we infer∫ t
a
λ(qfk,t−s+a)ds = λ
(∫ t
a
q(s)fk,t−s+a)ds
)
→ λgt as k→∞.
We combine this with the last equation in part 1 and arrive at
λgt =
∫
(a,t)
λe(q(s)ft−s+a)dm(s).

Corollary 4.6. Let Λ ∈ Lc(Ccn, Y ) and a < t ≤ b. Then the weak-star integral of
the map
(a, t) ∋ s 7→ ΛE(q(s)ft−s+a) ∈ Y
∗∗
exists, with
ι(Λgt) =
∫
(a,t)
ΛE(q(s)ft−s+a)dm(s).
Proof. Let y∗ ∈ Y ∗ be given. Proposition 4.4 shows that the map (a, t) ∋ s 7→
(y∗ ◦ Λ)e(q(s)ft−s+a) ∈ C is Lebesgue-integrable. We have
(y∗ ◦ Λ)e(q(s)ft−s+a) = (ΛE(q(s)ft−s+a))y
∗ for all s ∈ (a, t).
It follows that the weak-star integral of the map
(a, t) ∋ s 7→ ΛE(q(s)ft−s+a) ∈ Y
∗∗
exists, and for every y∗ ∈ Y ∗ we have(∫
(a,t)
ΛE(q(s)ft−s+a)dm(s)
)
y∗ =
∫
(a,t)
ΛE(q(s)ft−s+a))y
∗dm(s)
=
∫
(a,t)
(y∗ ◦ Λ)e(q(s)ft−s+a)dm(s) = (y
∗ ◦ Λ)gt (see Proposition 4.5)
= y∗(Λgt) = (ι(Λgt))y
∗.

18
At the end of this section we formulate results on commutativity which look a bit
more general and simpler than the preceding ones. Proofs use the same arguments
as above.
Let reals a < b and a map x : [a − h, b] → Cn with property (A) be given, as
well as λ ∈ C∗cn and Λ ∈ Lc(Ccn, Y ). Then we have the curves
X : [a, b] ∋ t 7→ xt ∈ BnA,
λe ◦X : [a, b]→ C and ΛE ◦X : [a, b]→ Y
∗∗.
We define
z : [a− h, b]→ Cn
by
z(t) =
∫
(a−h,t)
xdm.
Proposition 4.7. z is continuous.
Proposition 4.8. λe ◦ X : [a, b] → C is Borel-measurable and bounded, hence
Lebesgue-integrable.
Proposition 4.9. ΛE ◦X is bounded, and for each y∗ ∈ Y ∗ the function [a, b] ∋
t 7→ ((ΛE ◦X)(t))y∗ ∈ C has property (A), and is Lebesgue-integrable
The preceding proposition says that the weak-star integral
∫
ΛE◦Xdm : Y ∗ → C
exists.
Proposition 4.10. Suppose in addition that x(t) = 0 for a− h ≤ t ≤ a. Then for
each t ∈ (a, b]
λzt =
∫
(a,t)
λe ◦Xdm.
Proposition 4.11. For all t ∈ (a, b],
ι(Λzt) =
∫
(a,t)
ΛE ◦Xdm.
The preceding equation implies∫
(a,t)
ΛE ◦Xdm ∈ Y
∗∗
for a < t ≤ b. For such t and for y∗ ∈ Y ∗ we also get the estimate∣∣∣∣∣
(∫
(a,t)
ΛE ◦Xdm
)
y∗
∣∣∣∣∣ ≤ (t− a)|Λ|Lc(Ccn,Y )|y∗| supa−h<s<t |x(s)|
(which once more shows that
∫
(a,t)
ΛE ◦Xdm ∈ Y ∗∗).
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5. Linear neutral equations and discontinuous initial data
Let L ∈ Lc(Ccn,C
n) and R ∈ Lc(Ccn,C
n) be given and assume the hypothesis
(∆) from Section 1 is satisfied. Consider the initial value problem
d
dt
(v − L ◦ V )(t) = Rvt for t ≥ 0,(5.1)
v0 = φ ∈ Ccn,(5.2)
with V (t) = vt as in Section 1. Solutions of the IVP (5.1)-(5.2) are understood as
solutions of Eq. (1.2) which satisfy Eq. (5.2). The next result is well-known, see
[7, 6]. We include a short proof, which exploits the hypothesis (∆), in order to keep
this account self-contained.
Proposition 5.1. Each φ ∈ Ccn uniquely determines a solution v = vφ of the IVP
(5.1)-(5.2). Each linear map
S(t) : Ccn ∋ φ 7→ v
φ
t ∈ Ccn, t ≥ 0,
is continuous.
Proof. 1. (Local solutions) Choose T ∈ (0,∆) with T |R|Lc(Ccn,Cn) < 1. Let CT
denote the Banach space of continuous mappings w : [−h, T ] → Cn with w0 = 0,
normed by |w|T = max0≤t≤T |w(t)|. For χ ∈ Ccn we define the continuous extension
χc : [−h,∞)→ Cn by χc0 = χ and χ
c(t) = χ(0) for t > 0. For a continuous function
v : [−h, T ] → Cn with v0 = χ and for 0 ≤ t ≤ T , Eq. (5.1) is equivalent to the
equation
v(t)− Lvt = v(0)− Lv0 +
∫ t
0
Rvsds,
or, using property (∆),
v(t) = Lχct + χ(0)− Lχ+
∫ t
0
Rvsds.
For w = v − χc this yields
(5.3) w(t) = Lχct + χ(0)− Lχ− χ
c(t) +
∫ t
0
Rwsds+
∫ t
0
Rχcsds
and w0 = 0. Define
A : Ccn × CT → (C
n)[−h,T ]
by
A(χ,w)(t) = 0 for − h ≤ t ≤ 0,
A(χ,w)(t) = Lχct + χ(0)− Lχ− χ
c(t) +
∫ t
0
Rwsds+
∫ t
0
Rχcsds for 0 < t ≤ T.
Then A(Ccn ×CT ) ⊂ CT , and the linear map A is continuous. For all χ ∈ Ccn, for
w,w1 in CT , and for 0 ≤ t ≤ T ,
|A(χ,w)(t)−A(χ,w1)(t)| =
∣∣∣∣
∫ t
0
Rwsds−
∫ t
0
Rw1,sds
∣∣∣∣ ≤ T |R|Lc(Ccn,Cn)|w −w1|T .
It follows that each map A(χ, ·) : CT → CT , χ ∈ Ccn, is a contraction, with a
unique fixed point wχ ∈ CT . The linear map
Ccn ∋ χ 7→ w
χ ∈ CT
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is continuous, due to the estimate
|wχ|T = |A(χ,w
χ)|T ≤ (2|L|Lc(Ccn,Cn)+2+T |R|Lc(Ccn,Cn))|χ|+T |R|Lc(Ccn,Cn)|w
χ|T
which gives
|wχ|T ≤
2|L|Lc(Ccn,Cn) + 2 + T |R|Lc(Ccn,Cn)
1− T |R|Lc(Ccn,Cn)
|χ|.
Using the equation
v1,χ(t) = wχ(t) + χc(t) for− h ≤ t ≤ T
we obtain a continuous map v1,χ : [−h, T ]→ Cn such that the map
v1,χ − L ◦ V 1,χ : [0, T ] ∋ t 7→ v1,χ(t)− Lv1,χt ∈ C
n
is differentiable and satisfies Eq. (5.1) on [0, T ].
Also, v1,χ is uniquely determined by χ, and the linear map
Ccn ∋ χ 7→ v
1,χ ∈ CT
is continuous.
2. Let φ ∈ Ccn be given. Using the result of part 1 we get a sequence of
continuous solutions v(j) : [−h, T ] → Cn of Eq. (5.1) in the sense of part 1, with
v(1) = v1,φ, and v
(j+1)
0 = v
(j)
T for all j ∈ N. The equations v(t) = v
(j)(t− (j − 1)T )
for (j − 1)T ≤ t ≤ jT , j ∈ N, define the solution v = vφ, and the proof is easily
completed. 
The maps S(t), t ≥ 0, of Proposition 5.1 constitute a strongly continuous semi-
group on the space Ccn.
In the sequel we consider the extensions LE : BnA → (Cn)∗∗ and RE : Bn,A →
(Cn)∗∗ of L and R, respectively, and discuss solutions of an integrated version of
the IVP (5.1)- (5.2.
Proposition 5.2. Suppose v : [−h,∞)→ Cn is a solution of Eq. (5.1). Then all
restrictions of the map
[0,∞) ∋ s 7→ REvs ∈ (C
n)∗∗
to bounded intervals have a weak-star integral, with
(5.4) ι(v(t)) − LEvt = ι(v(0))− LEv0 +
∫
(0,t)
REvsdm(s)
for all t > 0.
Proof. The maps v, V : [0,∞) ∋ t 7→ vt ∈ Ccn and R ◦ V are continuous. As the
right hand side of Eq. (5.1) is given by a continuous map we can integrate this
equation and find
v(t) − Lvt = v(0)− Lv0 +
∫
(0,t)
Rvsdm(s) for every t > 0.
Using Proposition 3.4 (iii) we infer
ι(v(t)) − LEvt = ι(v(t)) − ι(Lvt) = ι(v(0)) − ι(Lv0) + ι
(∫
(0,t)
Rvsdm(s)
)
= ι(v(0)) − LEv0 + ι
(∫
(0,t)
Rvsdm(s)
)
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for such t. Finally, use(
ι
(∫
(0,t)
Rvsdm(s)
))
y∗ = y∗
(∫
(0,t)
Rvsdm(s)
)
= y∗
(∫ t
0
Rvsds
)
(Riemann integral)
=
∫ t
0
y∗(Rvs)ds =
∫ t
0
(ι(Rvs))y
∗ds
=
∫ t
0
(REvs)y
∗ds (with Proposition 3.4 (iii))
=
∫
(0,t)
(REvs)y
∗dm(s) =
(∫
(0,t)
REvsdm(s)
)
y∗
for each y∗ ∈ (Cn)∗. 
Set
∆e =
∆
2
.
Proposition 5.3. For each φ ∈ BnA with φ(t) = 0 on [−h,−∆e], LEφ = 0.
Proof. Choose a bounded sequence of functions φj ∈ Ccn which converges pointwise
to φ, and choose χ ∈ Cc with χ(t) = 0 on [−h,−∆] and χ(t) = 1 on [−∆e, 0]. Then
the functions χφj ∈ Ccn are uniformly bounded and converge pointwise to φ. By
Proposition 3.4 (iii) and by hypothesis (∆), LEχφj = ι(Lχφj) = ι0 = 0 for all j.
Using Proposition 3.5 (ii) with J = I and J0 = {0} we infer
(LEφ)y
∗ = lim
j→∞
(LEχφj)y
∗ = 0
for all y∗ ∈ (Cn)∗. 
Proposition 5.3 will be used in the proof of Proposition 5.7 below.
Proposition 5.4. Let φ ∈ BnA be given. Then the continuation φc : R → Cn
defined by φc(t) = φ(−h) for t < −h and φc(t) = φ(0) for t > 0 has property (A),
all segments (φc)t, t ∈ R, belong to BnA, and the map
ι−1 ◦ LE ◦ Φ
c with Φc : R ∋ t 7→ (φc)t ∈ BnA
has property (A). Each segment of this map belongs to BnA.
Proof. Choose a bounded sequence of maps φj ∈ Ccn which converges pointwise to
φ. Then the extensions (φj)
c are continuous and uniformly bounded and converge
pointwise to φc. So φc has property (A). This implies that each segment (φc)t,
t ∈ R, has property (A), and belongs to BnA. Proposition 3.5 (ii) yields that the
map
R ∋ t 7→ LE ◦ Φ
c ∈ (Cn)∗∗
has property (A), with respect to the weak-star topology on (Cn)∗∗, which coincides
with the norm topology. As ι is a norm-preserving isomorphism here we infer easily
that the map ι−1 ◦ LE ◦ Φ
c has property (A) as well. 
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Proposition 5.5. (An auxiliary integral equation) (i) Let t0 > 0, φ ∈ BnA, and
let a continuous map w : [0, t0]→ Cn be given with
ι(w(0)) = ι(φ(0)) − LEφ.
Then the map wφ
c
: (−∞, t0]→ Cn given by
wφ
c
(t) = w(t) on [0, t0],
wφ
c
(t) = φc(t)− (ι−1 ◦ LE ◦ Φ
c)(t) on (−∞, 0],
has property (A). All segments (wφ
c
)s, s ≤ t0, and (ι
−1 ◦ LE ◦ Φ
c)s, s ∈ R, belong
to BnA. For all t ∈ (0, t0] the weak-star integrals∫
(0,t)
RE(w
φc)sdm(s) and
∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c)sdm(s)
exist.
(ii) There exists t0 ∈ (0,∆e] such that for every φ ∈ BnA there is a uniquely
determined continuous map w : [0, t0] → Cn with ι(w(0)) = ι(φ(0)) − LEφ such
that for all t ∈ (0, t0] we have
(5.5)
ι(w(t)) = ι(φ(0)) − LEφ+
∫
(0,t)
RE(w
φc )sdm(s) +
∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c)sdm(s).
(iii) (Uniform bound) There exists c0 ≥ 0 with
max
0≤t≤t0
|w(φ)(t)| ≤ c0|φ|
for all φ ∈ BnA, with w(φ) = w from (i).
Proof. 1. Proof of (i). Proposition 5.4 yields that φc and ι−1 ◦ LE ◦ Φ
c have
property (A). Their difference also has property (A). Using this and the continuity
of w and Proposition 3.6 (ii) one finds that wφ
c
has property (A). Then all segments
(wφ
c
)s, s ≤ t0, and (ι−1 ◦ LE ◦Φc)s, s ∈ R, have property (A) and belong to BnA.
Proposition 4.2 shows that for 0 < t ≤ t0 the weak-star integrals∫
(0,t)
RE(w
φc)sdm(s) and
∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c)sdm(s)
exist and belong to (Cn)∗∗.
2. Proof of (ii). Choose t0 ∈ (0,∆e] with t0|R|Lc(Ccn,Cn) < 1. Let W denote the
Banach space of continuous maps w : [0, t0] → Cn, with |w| = max0≤t≤t0 |w(t)|.
For φ ∈ BnA consider the closed subset Wφ ⊂ W given by the equation ι(w(0)) =
ι(φ(0)) − LEφ. For w ∈ Wφ the map Kφw : [0, t0] → Cn given by ι(Kφw)(0) =
ι(φ(0)) − LEφ and
ι((Kφw)(t)) = ι(φ(0))−LEφ+
∫
(0,t)
RE(w
φc)sdm(s)+
∫
(0,t)
RE(ι
−1◦Le◦Φ
c)sdm(s)
for 0 < t ≤ t0 is continuous, due to the fact that ι is norm-preserving and to the
estimate ∣∣∣∣∣
∫
(u,t)
RE(w
φc)sdm(s)
∣∣∣∣∣+
∣∣∣∣∣
∫
(u,t)
RE(ι
−1 ◦ Le ◦ Φ
c)sdm(s)
∣∣∣∣∣
= sup
|y∗|≤1
∣∣∣∣∣
(∫
(u,t)
RE(w
φc)sdm(s)
)
y∗
∣∣∣∣∣+ sup|y∗|≤1
∣∣∣∣∣
(∫
(u,t)
RE(ι
−1 ◦ Le ◦ Φ
c)sdm(s)
)
y∗
∣∣∣∣∣
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≤ sup
|y∗|≤1
∣∣∣∣∣
∫
(u,t)
(RE(w
φc)s)y
∗dm(s)
∣∣∣∣∣+ sup|y∗|≤1
∣∣∣∣∣
∫
(u,t)
(RE(ι
−1 ◦ Le ◦ Φ
c)s)y
∗dm(s)
∣∣∣∣∣
≤ sup
|y∗|≤1
∫
(u,t)
|(RE(w
φc)s)y
∗|dm(s) + sup
|y∗|≤1
∫
(u,t)
|RE(ι
−1 ◦ Le ◦ Φ
c)s)y
∗|dm(s)
≤
∫
(u,t)
|RE(w
φc)s|dm(s) +
∫
(u,t)
|RE(ι
−1 ◦ Le ◦ Φ
c)s|dm(s)
≤
∫
(u,t)
|R|Lc(Ccn,Cn)|(w
φc)s|dm(s)
+
∫
(u,t)
|R|Lc(Ccn,Cn)|(ι
−1 ◦ Le ◦ Φ
c)s|dm(s) (with Proposition 3.4 (ii))
≤ (t− u)|R|Lc(Ccn,Cn)|(|w| + |φ|+ |L|Lc(Ccn,Cn)|φ|)
+(t− u)|R|Lc(Ccn,Cn)|L|Lc(Ccn,Cn)|φ| for 0 < u < t ≤ t0.
The map
Kφ :Wφ ∋ w 7→ Kφw ∈ Wφ
is a contraction since for all w, wˆ in Wφ and for all t ∈ (0, t0] we have
|(Kφw)(t) − (Kφwˆ)(t)| =
∣∣∣∣∣
∫
(0,t)
RE((w
φc )s − (wˆ
φc)s)dm(s)
∣∣∣∣∣
= sup|y∗|≤1
∣∣∣∣∣
(∫
(0,t)
RE(w
φc)s − (wˆ
φc)s)dm(s)
)
y∗
∣∣∣∣∣
= sup|y∗|≤1
∣∣∣∣∣
∫
(0,t)
(RE(w
φc)s − (wˆ
φc)s))y
∗dm(s)
∣∣∣∣∣
≤ t0|R|Lc(Ccn,Cn) sup
0≤s≤t0
|(wφ
c
)s − (wˆ
φc)s|
(with Proposition 3.4)
≤ t0|R|Lc(Ccn,Cn)|w − wˆ|
(with wφ
c
(u) = wˆφ
c
(u) for u < 0, and wφ
c
(u) = w(u) on [0, t0], and wˆ
φc(u) = wˆ(u)
on [0, t0]). The unique fixed point w = w(φ) of Kφ is the desired solution of the
integral equation (5.5). In order to obtain uniqueness observe that each continuous
map wˆ : [0, t0] → Cn which satisfies ι(wˆ(0)) = ι(φ(0)) − LEφ and Eq. (5.5) on
(0, t0] belongs to Wφ and is indeed a fixed point of Kφ, so wˆ = w(φ).
3. Proof of (iii). Let φ ∈ BnA be given. Set w = w(φ) and wc = wφ
c
. By
continuity there exists t ∈ [0, t0] with
|w(t)| = |w|.
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In case t = 0 Proposition 3.4 (ii) and the fact that ι preserves the norm combined
yield |w(t)| ≤ (1 + |L|)|φ|. In case 0 < t ≤ t0 we have
|w| = |w(t)| = |ι(w(t))| ≤ |ι(φ(0))| + |LEφ|+ sup
|y∗|≤1
∣∣∣∣∣
(∫
(0,t)
RE(w
c)sdm(s)
)
y∗
∣∣∣∣∣
+ sup
|y∗|≤1
∣∣∣∣∣
(∫
0,t)
RE(ι
−1 ◦ Le ◦ Φ
c)sdm(s)
)
y∗
∣∣∣∣∣
≤ |φ|+ |L|Lc(Ccn,Cn)|φ|+ sup
|y∗|≤1
∣∣∣∣∣
∫
(0,t)
(RE(w
c)s)y
∗dm(s)
∣∣∣∣∣
+ sup
|y∗|≤1
∣∣∣∣∣
∫
0,t)
(RE(ι
−1 ◦ Le ◦ Φ
c)s)y
∗dm(s)
∣∣∣∣∣
≤ (1 + |L|Lc(Ccn,Cn))|φ| + t0|R|Lc(Ccn,Cn)(|w| + |φ|+ |L|Lc(Ccn,Cn)|φ|)
+t0|R|Lc(Ccn,Cn)|L|Lc(Ccn,Cn)|φ|
= |φ|(1 + |L|Lc(Ccn,Cn) + t0|R|Lc(Ccn,Cn)(1 + |L|Lc(Ccn,Cn))
+t0|R|Lc(Ccn,Cn)|L|Lc(Ccn,Cn)) + t0|R|Lc(Ccn,Cn)|w|.
It follows that
(1− t0|R|Lc(Ccn,Cn))|w| ≤ (1 + |L|Lc(Ccn,Cn)
+t0|R|Lc(Ccn,Cn)(1 + 2|L|Lc(Ccn,Cn)))|φ|.

Proposition 5.6. (Continuous dependence on initial data with respect to pointwise
convergence) Suppose the maps φj ∈ BnA, j ∈ N, are uniformly bounded and
converge pointwise to φ ∈ BnA. Then
w(φj)→ w(φ) uniformly as j →∞.
Proof. 1. Consider t0 and c0 as in Proposition 5.5. Let c = supj,t |φj(t)| < ∞.
Then also
sup
j,t
|(φj)
c(t)| ≤ c,
and for each t ∈ R we have
(φj)
c(t)→ φc(t) as j →∞.
It follows that for each s ∈ R the segments ((φj)c)s are uniformly bounded by c and
converge pointwise to (φc)s as j → ∞. Due to Proposition 5.4 all these segments
belong to BnA.
2. Using Proposition 3.5 (ii) we infer that for each s ∈ R we have
(LE ◦ Φ
c
j)(s) = LE((φj)
c)s → LE(φ
c)s = (LE ◦ Φ
c)(s) as j →∞,
with respect the weak-star topology on (Cn)∗∗, which coincides with the norm-
topology. By Proposition 3.4,
|(LE ◦ Φ
c
j)(s)| ≤ |L|Lc(Ccn,Cn)|((φj)
c)s| ≤ |L|Lc(Ccn,Cn)|c for all j ∈ N, s ∈ R.
3. Consequently, for each s ∈ R,
(ι−1 ◦ LE ◦ Φ
c
j)s → (ι
−1 ◦ LE ◦ Φ
c)s pointwise on I as j →∞
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and
|(ι−1 ◦ LE ◦ Φ
c
j)s| ≤ |L|Lc(Ccn,Cn)c for all j ∈ N, s ∈ R.
4. Let s ∈ R. Proposition 3.5 (ii), applied to J = I and J0 = {0}, yields
(RE(ι
−1 ◦ LE ◦ Φ
c
j)s)y
∗ → (RE(ι
−1 ◦ LE ◦ Φ
c)s)y
∗ as j →∞,
for each y∗ ∈ (Cn)∗. Also, by Proposition 3.4 and by part 3,
|RE(ι
−1 ◦ LE ◦ Φ
c
j)s| = sup
|y∗|≤1
|(RE(ι
−1 ◦ LE ◦ Φ
c
j)s)y
∗|
≤ |R|Lc(Ccn,Cn)|(ι
−1 ◦ LE ◦ Φ
c
j)s| ≤ |R|Lc(Ccn,Cn)|L|Lc(Ccn,Cn)c
for all j ∈ N, s ∈ R.
5. Let j ∈ N. Set wj = w(φj) and wcj = w
φcj
j . Recall w
c
j(t) = (φj)
c(t) −
ι−1(LE((φj)
c)t) for t < 0 and w
c
j(t) = wj(t) for 0 ≤ t ≤ t0. By Proposition 5.5
(iii),
|wcj(t)| = |wj(t)| ≤ c0|φj | ≤ c0c for all t ∈ [0, t0]
and
|wcj(t)| ≤ |φj |+ |L|Lc(Ccn,Cn)|φj | for t < 0.
Combining these estimates we infer
|wcj(t)| ≤ c0c+ c+ |L|Lc(Ccn,Cn)c for all j ∈ N, t ≤ t0.
6. Next, Proposition 3.4 yields
|RE(w
c
j)s| ≤ |R|Lc(Ccn,Cn)|(w
c
j)s| ≤ |R|Lc(Ccn,Cn)c(c0 + 1 + |L|Lc(Ccn,Cn))
for all j ∈ N, s ∈ [0, t0].
7. Observe that due to part 2 for each s ≤ 0 we have
wcj(s) = (φj)
c(s)− ι−1(LE((φj)
c)s)→ φ
c(s)− ι−1(LE(φ
c)s)
as j →∞.
8. Recall the Banach space W from the proof of Proposition 5.5. The sequence
of the maps wj ∈ W is bounded, see part 5. It also is equicontinuous as for u < t
in (0, t0] we have
|wj(t)− wj(u)| = |ι(wj(t))− ι(wj(u))|
≤
∣∣∣∣∣
∫
(0,t)
RE(w
c
j)sdm(s)−
∫
(0,u)
RE(w
c
j)sdm(s)
∣∣∣∣∣
+
∣∣∣∣∣
∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c
j)sdm(s)−
∫
(0,u)
RE(ι
−1 ◦ LE ◦ Φ
c
j)sdm(s)
∣∣∣∣∣
= sup
|y∗|≤1
∣∣∣∣∣
(∫
(0,t)
RE(w
c
j)sdm(s)−
∫
(0,u)
RE(w
c
j)sdm(s)
)
y∗
∣∣∣∣∣
+ sup
|y∗|≤1
∣∣∣∣∣
(∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c
j)sdm(s)−
∫
(0,u)
RE(ι
−1 ◦ LE ◦ Φ
c
j)sdm(s)
)
y∗
∣∣∣∣∣
= sup
|y∗≤1
∣∣∣∣∣
(∫
(0,t)
RE(w
c
j)sdm(s)
)
y∗ −
(∫
(0,u)
RE(w
c
j)sdm(s)
)
y∗
∣∣∣∣∣
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+ sup
|y∗|≤1
∣∣∣∣∣
(∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c
j)sdm(s)
)
y∗
−
(∫
(0,u)
RE(ι
−1 ◦ LE ◦ Φ
c
j)sdm(s)
)
y∗
∣∣∣∣∣
= sup
|y∗|≤1
∣∣∣∣∣
∫
(0,t)
(RE(w
c
j)s)y
∗dm(s)−
∫
(0,u)
(RE(w
c
j)s)y
∗dm(s)
∣∣∣∣∣
+ sup
|y∗|≤1
∣∣∣∣∣
∫
(0,t)
(RE(ι
−1 ◦ LE ◦ Φ
c
j)s)y
∗dm(s)−
∫
(0,u)
(RE(ι
−1 ◦ LE ◦ Φ
c
j)s)y
∗dm(s)
∣∣∣∣∣
= sup
|y∗|≤1
∣∣∣∣∣
∫
(u,t)
(RE(w
c
j)s)y
∗dm(s)
∣∣∣∣∣ + sup|y∗|≤1
∣∣∣∣∣
∫
(u,t)
(RE(ι
−1 ◦ LE ◦ Φ
c
j)s)y
∗dm(s)
∣∣∣∣∣
≤ (t− u)|R|Lc(Ccn,Cn)(c0c+ c+ |L|Lc(Ccn,Cn)c) + (t− u)|R|Lc(Ccn,Cn)|L|Lc(Ccn,Cn)c,
and the same estimate holds for 0 = u < t ≤ t0, due to continuity. Now the
Theorem of Ascoli and Arzela` yields a subsequence of maps wjk , k ∈ N, which is
uniformly convergent to some continuous map wˆ : [0, t0] → Cn. Recall the set Wφ
from the proof of Proposition 5.5. We have wˆ ∈Wφ since
ι(wˆ(0)) = ι( lim
k→∞
wjk (0)) = lim
k→∞
ι(φjk (0)− ι
−1(LEφjk)) = ι(φ(0)) − LEφ,
see part 2 for s = 0. Next we prove that wˆ = w(φ).
9. We define wˆc = wˆφ
c
, so
wˆc(t) = wˆ(t) for 0 ≤ t ≤ t0,
wˆc(t) = φc(t)− (ι−1 ◦ LE ◦ Φ
c)(t) for t < 0.
Using part 7 and the convergence of the maps wjk to wˆ we infer that for each s ≤ t0
wcjk (s)→ wˆ
c(s) as k →∞.
It follows that for each s ≤ t0 the segments (wcjk )s ∈ BnA, k ∈ N, converge pointwise
to (wˆc)s as k → ∞. Using the bound from part 5 and Proposition 3.5 (ii) (with
J = I and J0 = {0}) we infer that for each s ≤ t0
RE(w
c
jk
)s → RE(wˆ
c)s as k →∞,
with respect to the weak-star topology on (Cn)∗∗. That is, for every y∗ ∈ (Cn)∗
and for each s ≤ t0,
(RE(w
c
jk
)s)y
∗ → (RE(wˆ
c)s)y
∗ as k →∞.
Using part 5 for k ∈ N and s ≤ t0 we get the estimate
|(RE(w
c
jk
)s)y
∗| ≤ |R|Lc(Ccn,Cn)|(w
c
jk
)s||y
∗|
≤ |R|Lc(Ccn,Cn)(c0c+ c+ |L|Lc(Ccn,Cn)c)|y
∗|
for every y∗ ∈ (Cn)∗.
Let t ∈ (0, t0]. Proposition 5.5 (i) (existence of weak-star integrals) and the
Lebesgue Dominated Convergence Theorem combined yield∫
(0,t)
(RE(w
c
jk
)s)y
∗dm(s)→
∫
(0,t)
(RE(wˆ
c)s)y
∗dm(s) as k→∞,
for every y∗ ∈ (Cn)∗.
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Similarly we obtain for each y∗ ∈ (Cn)∗ that∫
(0,t)
(RE(ι
−1 ◦LE ◦Φ
c
jk
)s)y
∗dm(s)→
∫
(0,t)
(RE(ι
−1 ◦LE ◦Φ
c)s)y
∗dm(s) as k →∞.
From parts 1 and 2 for s = 0 we get
φjk(0)→ φ(0) and ι
−1(LEφjk )→ ι
−1LEφ as k →∞.
Recall Eq. (5.5). For every y∗ ∈ (Cn)∗ and k ∈ N we have
(ι(wjk (t)))y
∗ = (ι(φjk (0)))y
∗ − (LEφjk)y
∗ +
(∫
(0,t)
RE(w
φc )sdm(s)
)
y∗
+
(∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c)sdm(s)
)
y∗
= y∗(φjk (0))− (LEφjk)y
∗ +
∫
(0,t)
(RE(w
φc)s)y
∗dm(s)
+
∫
(0,t)
(RE(ι
−1 ◦ LE ◦ Φ
c)sy
∗dm(s).
We pass to the limit as k →∞ and find
(ι(wˆ(t)))y∗ = y∗(φ(0)) − (LEφ)y
∗ +
∫
(0,t)
(RE(wˆ
c)s)y
∗dm(s)
+
∫
(0,t)
(RE(ι
−1 ◦ LE ◦ Φ
∗)s)y
∗dm(s),
or
(ι(wˆ(t)))y∗ = (ι(φ(0)))y∗ − (LEφ)y
∗ +
(∫
(0,t)
RE(wˆ
c)sdm(s)
)
y∗
+
(∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
∗)sdm(s)
)
y∗.
So, wˆ ∈ Wφ satisfies Eq. (5.5) on (0, t0], and ι(wˆ(0)) = ι(φ(0)) − LEφ. By
uniqueness, wˆ(t) = w(φ)(t) for 0 ≤ t ≤ t0.
10. Analogously we obtain that every subsequence of (wj)
∞
1 has a further subse-
quence which uniformly converges to w(φ) on [0, t0]. This implies that the sequence
(wj)
∞
1 uniformly converges to w(φ) on [0, t0]. 
Proposition 5.7. (Local solution of Eq. (5.4) with initial data in BnA) (i) Let
φ ∈ BnA. Then there is a uniquely determined map v : [−h, t0]→ Cn, v = vφ, with
property (A) and v0 = φ which satisfies the integral equation (5.4),
ι(v(t)) − LEvt = ι(φ(0)) − LEφ+
∫
(0,t)
REvsdm(s)
for all t ∈ (0, t0].
(ii) There is a constant c1 ≥ 0 with
sup
−h≤t≤t0
|vφ(t)| ≤ c1|φ| for all φ ∈ BnA.
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(iii) For every bounded sequence of maps φj ∈ BnA, j ∈ N, which converges
pointwise to a map φ ∈ BnA we have
vφj (t)→ vφ(t) as j →∞, for each t ∈ [0, t0].
Proof. 1. (Construction of a map v) Let φ ∈ BnA be given. Set w = w(φ) and
wc = wφ
c
. Notice that
ι(φ(0)) = ι(φ(0)) − LEφ+ LEφ = ι(w(0)) + LE(φ
c)0
and define v : [−h, t0]→ Cn by v0 = φ and
ι(v(t)) = ι(w(t)) + LE(φ
c)t for all t ∈ [0, t0].
Property (A) of v follows by concatenation (Proposition 3.6 (ii)) from the facts that
φ = v0 has property (A), that w is continuous (so it has property (A)), and that
ι−1 ◦LE ◦Φc has property (A) (see Proposition 5.4). It follows that all restrictions
v|[−h, t], 0 ≤ t ≤ t0, and all segments vt, 0 ≤ t ≤ t0, have property (A); we have
vt ∈ BnA on [0, t0]. Proposition 3.5 (ii) yields that
[0, t0] ∋ s 7→ REvs ∈ (C
n)∗∗
has property (A) (with respect to the weak-star topology on (Cn)∗∗), and the weak-
star integrals ∫
(0,t)
REvsdm(s), 0 < t ≤ t0,
exist according to Proposition 4.2.
2. Proof of LE(φ
c)t = LEvt for all t ∈ [0, t0] : Both (φc)t and vt belong to BnA,
and for −h ≤ u ≤ −∆e we have −h ≤ t+ u ≤ t0 −∆e ≤ 0, hence
(φc)t(u) = φ
c(t+ u) = φ(t+ u) = v(t+ u) = vt(u).
Apply Proposition 5.3.
3. We verify Eq. (5.4): Let t ∈ (0, t0]. Then
ι(v(t)) − LEvt = ι(v(t)) − LE(φ
c)t = ι(w(t))
= ι(φ(0)) − LEφ+
∫
(0,t)
RE(w
c)sdm(s)
+
∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c)sdm(s)
= ι(φ(0)) − LEφ+
∫
(0,t)
(RE(w
c)s +RE(ι
−1 ◦ LE ◦ Φ
c)s)dm(s)
= ι(φ(0)) − LEφ+
∫
(0,t)
RE((w
c)s + (ι
−1 ◦ LE ◦ Φ
c)s)dm(s).
For s ∈ [0, t] and u ∈ I with s+ u ≤ 0 the definition of wc = wφ
c
(see Proposition
5.5 (i)) shows
vs(u) = v(s+ u) = φ(s+ u) = φ
c(s+ u) = wc(s+ u) + (ι−1 ◦ LE ◦ Φ
c)(s+ u)
= (wc)s(u) + (ι
−1 ◦ LE ◦ Φ
c)s(u)
and in case 0 < s+ u,
vs(u) = v(s+ u) = w(s + u) + ι
−1LE(φ
c)s+u
= wc(s+ u) + (ι−1 ◦ LE ◦ Φ
c)(s+ u)
= (wc)s(u) + (ι
−1 ◦ LE ◦ Φ
c)s(u).
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Together,
vs = (w
c)s + (ι
−1 ◦ LE ◦ Φ
c)s,
and the last integral is
∫
(0,t)REvsdm(s), and Eq. (5.4) holds.
4. (Uniqueness) Let φ ∈ BnA and v : [−h, t0] → C
n with v0 = φ and property
(A) be given. Due to Proposition 3.5 (ii) also the map [0, t0] ∋ s 7→ Revs ∈ (Cn)∗∗
has property (A), and for each t ∈ (0, t0] the weak-star integral
∫
(0,t)REvsdm(s) ∈
(Cn)∗∗ exists, see Proposition 4.2. Suppose that v satisfies Eq. (5.4) for 0 < t ≤ t0.
In the sequel we show that v is uniquely determined by these properties.
Notice first that due to property (A) v is bounded. Define w : [0, t0]→ Cn by
ι(w(t)) = ι(v(t)) − LEvt.
In particular,
ι(w(0)) = ι(φ(0)) − LEφ.
Using Eq. (5.4) and the boundedness of v we get for 0 < u < t ≤ t0 the estimate
|w(t) − w(u)| = |ι(w(t)) − ι(w(u))| =
∣∣∣∣∣
∫
(0,t)
REvsdm(s)−
∫
(0,u)
REvsdm(s)
∣∣∣∣∣
= sup
|y∗|≤1
∣∣∣∣∣
∫
(0,t)
(REvs)y
∗dm(s)−
∫
(0,u)
(REvs)y
∗dm(s)
∣∣∣∣∣
= sup
|y∗|≤1
∣∣∣∣∣
∫
(u,t)
(REvs)y
∗dm(s)
∣∣∣∣∣
≤ sup
|y∗|≤1
(t− u)|R|Lc(Ccn,Cn) sup
−h≤a≤t0
|v(a)||y∗|
which shows that w is continuous at points t ∈ (0, t0]. Continuity at t = 0 follows
from the estimate
|w(t)− w(0)| = |ι(w(t)) − ι(w(0))| = |ι(v(t)) − LEvt − (ι(φ(0)) − LEφ)|
= |ι(v(t)) − LEvt − (ι(v(0)) − LEv0)| =
∣∣∣∣∣
∫
(0,t)
REvsdm(s)
∣∣∣∣∣
(see Eq. (5.4)
≤ (t− 0)|R|Lc(Ccn,Cn) sup
−h≤a≤t0
|v(a)| (as before)
for 0 < t ≤ t0.
As in part 2 we get
LEvt = LE(φ
c)t for all t ∈ [0, t0].
In order that v be uniquely determined it remains to show that w satisfies Eq.
(5.5), which has a unique solution due to Proposition 5.5. The proof of this begins
with a look at the map wc = wφ
c
from Proposition 5.5, i. e.,
wc(t) = w(t) on [0, t0] and w
c(t) = φc(t)− (ι−1 ◦ LE ◦ Φ
c)(t) on (−∞, 0].
Let s ∈ [0, t0]. For every u ∈ I with s+ u < 0 we have
(wc)s(u) = w
c(s+ u) = φc(s+ u)− (ι−1 ◦ LE ◦ Φ
c)(s+ u)
= v(s+ u)− (ι−1 ◦ Le ◦ Φ
c)(s+ u),
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and in case 0 ≤ s+ u,
(wc)s(u) = w
c(s+ u) = w(s+ u) = v(s+ u)− ι−1(LEvs+u)
= v(s+ u)− ι−1(LE(φ
c)s+u) = v(s+ u)− (ι
−1 ◦ LE ◦ Φ
c)(s+ u).
Hence
(wc)s = vs − (ι
−1 ◦ Le ◦ Φ
c)s on [0, t0].
Now Eq. (5.4) yields
ι(w(t)) = ι(v(t)) − LEvt = ι(φ(0)) − LEφ+
∫
(0,t)
REvsdm(s)
= ι(φ(0)) − LEφ+
∫
(0,t)
RE((w
c)s + (ι
−1 ◦ LE ◦ Φ
c)s)dm(s)
= ι(φ(0)) − LEφ+
∫
(0,t)
RE(w
c)sdm(s)
+
∫
(0,t)
RE(ι
−1 ◦ LE ◦ Φ
c)sdm(s)
for all t ∈ (0, t0], which is Eq. (5.5).
5. Proof of (ii). For φ ∈ BnA let v
φ denote the unique map v : [−h, t0] → C
n
with property (A) which satisfies v0 = φ and Eq. (5.4) for 0 < t ≤ t0. By the
construction of a solution in parts 1-3 and by uniqueness,
ι(vφ(t)) = ι(w(φ)(t)) + LE(φ
c)t for 0 ≤ t ≤ t0.
Using this and Proposition 5.5 (iii) we obtain
|vφ(t)| = |ι(vφ(t))| ≤ |ι(w(φ)(t))| + |L|Lc(Ccn,Cn)|(φ
c)t|
≤ |w(φ)(t)| + |L|Lc(Ccn,Cn)|φ| ≤ (c0 + |L|Lc(Ccn,Cn))|φ|
for 0 ≤ t ≤ t0.
6. Proof of (iii). Suppose the sequence of the maps φj ∈ BnA, j ∈ N, is bounded
and converges pointwise to a map φ ∈ BnA. Let t ∈ [0, t0]. Then
BnA ∋ ((φj)
c)t → (φ
c)t ∈ BnA pointwise on I as j →∞,
and
sup
j,s
|((φj)
c)t(s)| ≤ sup
j,s
|φj(s)| <∞.
Proposition 3.5 (ii), applied to J = I and J0 = {0}, yields
LE((φj)
c)t → LE(φ
c)t as j →∞,
with respect to the weak-star topology on (Cn)∗∗, which is equal to the norm-
topology. Now use the equations
vφj (t) = w(φj)(t) + ι
−1(LE((φj)
c)t) for j ∈ N,
the analogous equation for vφ, and Proposition 5.6. 
We proceed to maximal solutions of Eq. (5.4).
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Proposition 5.8. (i) For every φ ∈ BnA there is a uniquely determined map
yφ : [−h,∞) → Cn, y = yφ, with y0 = φ so that all restrictions of y to compact
intervals and all segments ys, 0 ≤ s, have property (A), all weak-star integrals∫
(0,t)
REysdm(s), t > 0, exist, and Eq. (5.4),
ι(y(t)) − LEyt = ι(φ(0)) − Leφ+
∫
(0,t)
REysdm(s)
holds for all t > 0.
(ii) For each t ≥ 0 there exists a constant c(t) ≥ 0 so that for all φ ∈ BnA we
have
sup
−h≤s≤t
|yφ(s)| ≤ c(t)|φ|.
(iii) For every bounded sequence of maps φj ∈ BnA, j ∈ N, which converges
pointwise to a map φ ∈ BnA we have
yφj (t)→ yφ(t) as j →∞, for each t ≥ −h.
Proof. 1. (A solution on [−h, 2t0]) Choose t0 > 0 according to Proposition 5.5.
Let φ ∈ BnA and consider vφ as in Proposition 5.7. Then χ = (vφ)t0 ∈ BnA, and
Proposition 5.7 yields a map vχ. For t ∈ [−h, 2t0] define
Y (t) = vφ(t) if − h ≤ t ≤ t0,
Y (t) = vχ(t− t0) if t0 < t ≤ 2t0.
Using vχ(0) = χ(0) = vφ(t0) and concatenation (Proposition 3.6 (ii)) we infer that
Y : [−h, 2t0] → C
n has property (A), which in turn implies that all segments Yt,
0 ≤ t ≤ 2t0, have property (A), and for all t ∈ (0, 2t0] the weak-star integral∫
(0,t)REYsdm(s) exists, see Proposition 4.2. We have
Yt = v
χ
t−t0 for t0 < t ≤ 2t0
since t0 < t ≤ 2t0 and s ∈ I and t0 < t+ s yield
Yt(s) = Y (t+ s) = v
χ(t+ s− t0) = v
χ
t−t0(s)
and t0 < t ≤ 2t0 and s ∈ I and t+ s ≤ t0 yield
Yt(s) = Y (t+ s) = v
φ(t+ s) = vφ(t− t0 + t0 + s)
= vφ(t0 + (t− t0) + s) = χ(t− t0 + s) = v
χ(t− t0 + s) = v
χ
t−t0(s).
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For t0 < t ≤ 2t0 we obtain
ι(Y (t))− LEYt = ι(v
χ(t− t0))− LE(v
χ)t−t0
= ι(vχ(0))− LE(v
χ)0 +
∫
(0,t−t0)
RE(v
χ)sdm(s)
= ι(vφ(t0))− LE(v
φ)t0 +
∫
(t0,t)
RE(v
χ)s−t0dm(s)
= ι(vφ(0))− LE(v
φ)0 +
∫
(0,t0)
RE(v
φ)sdm(s)
+
∫
(t0,t)
RE(v
χ)s−t0dm(s)
= ι(φ(0)) − LEφ+
∫
(0,t0)
REYsdm(s) +
∫
(t0,t)
REYsdm(s)
= ι(φ(0)) − LEφ+
∫
(0,t)
REYsdm(s).
Also on (0, t0] we get
ι(Y (t))− LEYt = ι(φ(0)) − LEφ+
∫
(0,t)
REYsdm(s).
It follows that the preceding equation holds for all t ∈ (0, 2t0].
2. (Uniqueness and the estimate from part (ii), both on [−h, 2t0]). Suppose
Y : [−h, 2 t0] → Cn has property (A), and Y0 = φ ∈ BnA, and Eq. (5.4) holds
on (0, 2 t0]. Proposition 5.7 yields Y (t) = v
φ(t) on [0, t0]. The map Yˆ : [−h, t0] ∋
t 7→ Y (t+ t0) ∈ Cn (which has property (A)) satisfies Eq. (5.4) on (0, t0] since for
0 < t ≤ t0 we have
ι(Yˆ (t))− LE Yˆt = ι(Y (t+ t0))− LEYt+t0 = ι(φ(0)) − LEφ
+
∫
(0,t+t0)
REYsdm(s)
= ι(φ(0)) − LEφ+
∫
(0,t0)
REYsdm(s) +
∫
(t0,t+t0)
REYsdm(s)
= ι(vφ(t0))− LE(v
φ)t0 +
∫
(0,t)
REYs+t0dm(s)
= ι(Yˆ (0))− LEYˆ0 +
∫
(0,t)
RE Yˆsdm(s).
With χ = (vφ)t0 (= Yt0 = Yˆ0 ∈ BnA),
ι(Yˆ (t))− LE Yˆt = ι(χ(0))− LEχ+
∫
(0,t)
RE Yˆsdm(s)
for 0 < t ≤ t0. Proposition 5.7 yields Yˆ = vχ. It follows that Y is uniquely
determined by φ. Moreover,
|Y (t)| ≤ c1|φ| as t ∈ [0, t0] and
|Y (t)| = |Y ((t− t0) + t0)| = |Yˆ (t− t0)| ≤ c1|χ| ≤ c1c1|φ| on [t0, 2t0],
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see Proposition 5.7 (ii). Hence
|Y (t)| ≤ (1 + c1 + c
2
1)|φ| for all t ∈ [−h, 2t0].
3. (Continuous dependence on [−h, 2t0] with respect to pointwise convergence)
Suppose the sequence of the maps φj ∈ BnA, j ∈ N, is bounded and converges
pointwise to φ ∈ BnA. For j ∈ N let Yj : [−h, 2t0] → C
n denote the unique map
with property (A) and Yj0 = φj which satisfies Eq. (5.4) on (0, 2t0]. Similarly
let Y : [−h, 2t0] → Cn denote the unique map with property (A) and Y0 = φ
which satisfies Eq. (5.4) on (0, 2t0]. Using Proposition 5.7 (ii) and (iii) we infer
that the restrictions of the maps Yj to [−h, t0] are uniformly bounded and converge
pointwise to Y on this interval, for j →∞. It follows that the sequence of the maps
χj = Yjt0 ∈ BnA, j ∈ N, is bounded and converges pointwise to χ = Yt0 as j →∞.
Recall from part 2 that the maps Yˆj , j ∈ N, have property (A) and solve Eq. (5.4)
on (0, t0], and Yˆj0 = χj for all j ∈ N. Now Proposition 5.7 yields that the maps Yˆj
converge pointwise to Yˆ as j →∞. It follows that the maps Yj converge pointwise
to Y everywhere on [−h, 2t0], for j →∞.
4. Using induction and arguments as in parts 1-3 of the proof one finds that
for every k ∈ N and for each φ ∈ BnA there is a uniquely determined map Y k,φ :
[−h, kt0] → Cn with (Y k,φ)0 = φ and property (A) so that Eq. (5.4) holds on
(0, kt0]. Moreover statements analogous to (ii) and (iii) hold for the maps Y
k,φ,
φ ∈ BnA and k ∈ N. For φ ∈ BnA and t ≥ −h define Y φ(t) = Y k,φ(t) with k ∈ N
such that t ≤ kt0. Now it is easy to complete the proof of Proposition 5.8. 
Using Eq. (5.4), Proposition 3.4 for RE , and boundedness of y
φ on bounded
intervals we deduce the next result.
Corollary 5.9. For each φ ∈ BnA the map
w : [0,∞) ∋ t 7→ yφ(t)− ι−1(LEy
φ
t ) ∈ C
n
is continuous.
Proof. (As in part 4 of the proof of Proposition 5.7) Set y = yφ. Let t1 ≥ 0. Choose
k ∈ N with t1 < kt0. Let c = sup−h≤t≤kt0 |y(t)| <∞. For 0 < u < t ≤ kt0 we have
|w(t)− w(u)| = |ι(w(t)) − ι(w(u))| =
∣∣∣∣∣
∫
(0,t)
REysdm(s)−
∫
(0,u)
REysdm(s)
∣∣∣∣∣
= sup
|y∗|≤1
∣∣∣∣∣
∫
(0,t)
(REys)y
∗dm(s)−
∫
(0,u)
(REys)y
∗dm(s)
∣∣∣∣∣
= sup
|y∗|≤1
∣∣∣∣∣
∫
(u,t)
(REys)y
∗dm(s)
∣∣∣∣∣
≤ (t− u) sup
|y∗|≤1
sup
u<s<t
|(REys)y
∗| ≤ (t− u)|R|Lc(Ccn,Cn)c
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(with Proposition 3.4 (ii)). This yields continuity of w at points t1 > 0. Continuity
at t = 0 follows from the estimate
|w(t) − w(0)| = |ι(w(t)) − ι(w(0))| = |ι(yφ(t))− LEy
φ
t − (ι(y
φ(0))− LEy
φ
0 )|
=
∣∣∣∣∣
∫
(0,t)
REysdm(s)
∣∣∣∣∣ (see Eq. (5.4)
≤ (t− 0)|R|Lc(Ccn,Cn)c (as before)
for 0 < t ≤ kt0. 
Observe that all maps I → Cn which are constant on [−h, 0) belong to BnA.
Definition 5.10. For j ∈ {1, . . . , n} let Xj : R → Cn denote the map which is
given by Xj(t) = 0 for t < 0 and
Xj(t) = y
φj (t) for t ≥ 0
where φj(t) = 0 on [−h, 0) and φjk(0) = δjk for k ∈ {1, . . . , n}. The matrix-valued
map
X : R→ Cn×n
with columns Xj is called fundamental solution of Eq. (1.2).
Of course, the discontinuous columns of the fundamental solution are only solu-
tions to the integral equation (5.4), and not solutions of the differential equation
(1.2), but we prefer to use the standard terminology here. Observe in the sequel
that Xjk(t) is the coefficient in the j-th column and k-th row of the matrix X(t).
For every j ∈ {1, . . . , n} all restrictions of Xj to compact intervals and all seg-
ments Xjt, t ∈ R, have the property (A), due to Propositions 5.8 and 3.6 (ii).
Recall that the solutions [−h,∞) → Cn of the initial value problem (5.1)-(5.2)
define a strongly continuous semigroup of continuous linear operators S(t) : Ccn →
Ccn,t ≥ 0, and that there exist constants c ≥ 0 and γ ∈ R with
(5.6) |S(t)|Lc(Ccn,Ccn) ≤ c e
γt for all t ≥ 0.
Corollary 5.11. (Growth of the fundamental solution) Suppose the estimate (5.6)
holds. Then for each j ∈ {1, . . . , n} and for all t ≥ 0 we have
|Xj(t)| ≤ c e
γt.
Proof. Let j ∈ {1, . . . , n}. Choose a sequence of continuous maps φk ∈ Ccn, k ∈ N,
with |φk| = 1 which converges pointwise to Xj0. For k ∈ N let vk : [−h,∞)→ C
n
denote the continuous solution of the IVP (5.1)-(5.2) with vk0 = φk. Proposition
5.2 shows that the continuous map vk also is a solution to Eq. (5.4). All restrictions
of vk to compact intervals have property (A). It follows that vk = y
φk , for all k ∈ N.
Let t ≥ 0. Proposition 5.8 (iii) yields
(S(t)φk)(0) = vk(t) = y
φk(t)→ yXj0 (t) = Xj(t) as k →∞.
Using |φk| = 1 for all k ∈ N we infer
|Xj(t)| = lim
k→∞
|(S(t)φk)(0)| ≤ c e
γt.

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6. Inhomogeneous equations
Let a continuous map q : [0,∞)→ Cn be given, in addition to L and R from the
previous section. A solution of the inhomogeneous equation
(6.1)
d
dt
(v − L ◦ V )(t) = Rvt + q(t)
is a continuous map v : [−h,∞)→ Cn so that
[0,∞) ∋ t 7→ v(t) − (L ◦ V )(t) ∈ Cn
with V : [0,∞) ∋ t 7→ vt ∈ Ccn is differentiable and satisfies Eq. (6.1) for all t ≥ 0.
Solutions are uniquely determined by their initial data v0 ∈ Ccn.
We look for a particular solution p with p0 = 0. Applying Proposition 4.3 to the
maps Xj : R → Cn and to the continuous functions qj : [0,∞) → C, j = 1, . . . , n,
we obtain that the maps pj : R→ Cn given by
pj(t) =
∫
(0,t)
qj(s)Xj(t− s)dm(s) for t > 0
and pj(t) = 0 for t ≤ 0 are continuous. It follows that for every t > 0 the map
(0, t) ∋ s 7→ X(t− s)q(s) ∈ Cn
is Lebesgue-integrable, and that the map p =
∑n
j=1 pj is continuous with
p(t) =
∫
(0,t)
X(t− s)q(s)dm(s) for t > 0
and p(t) = 0 for t ≤ 0.
Proposition 6.1. (i) For every j ∈ {1, . . . , n}, LEXj0 = 0.
(ii) For every t > 0 there is a bounded sequence of continuous maps from [0, t]2
into Cn which converges pointwise to the map
[0, t]2 ∋ (r, s) 7→ ι−1(RE(Xs−rq(r))) ∈ C
n.
(iii) For every t > 0 the map
(0, t) ∋ s 7→ RE(Xt−sq(s)) ∈ (C
n)∗∗
has a weak-star integral, and
ι(Rpt) =
∫
(0,t)
RE(Xt−sq(s))dm(s).
Proof. 1. Assertion (i) follows by means of Proposition 5.3.
2. Proof of (ii). Let t > 0, j ∈ {1, . . . , n}. As Xj |[−t− h, t] has property (A) we
obtain from Proposition 3.5 (ii) a sequence of continuous maps χk : [−t, t]→ (C
n)∗∗,
k ∈ N, which is uniformly bounded and converges pointwise to the map
[−t, t] ∋ u 7→ REXju ∈ (C
n)∗∗
as k →∞, with respect to the weak-star topology on (Cn)∗∗, which is equal to the
norm topology. As ι : Cn → (Cn)∗∗ is a norm-preserving isomorphism it follows
that the maps
ι−1 ◦ χk : [−t, t]→ C
n, k ∈ N,
are continuous, uniformly bounded and converge pointwise to the map
[−t, t] ∋ u 7→ ι−1(REXju) ∈ C
n
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as k→∞. Moreover, for k →∞ the continuous maps
[0, t]2 ∋ (s, r) 7→ qj(r)(ι
−1 ◦ χk)(s− r) ∈ C
n, k ∈ N,
converge pointwise to the map
[0, t]2 ∋ (r, s) 7→ qj(r)(ι
−1(REXj,s−r) ∈ C
n
for k → ∞. The sequence of these maps also is uniformly bounded. Use that ι−1
and RE are linear, and sum up over j ∈ {1, . . . , n}.
3. Proof of (iii). Let t > 0. Corollary 4.6 gives that for every j ∈ {1, . . . , n} the
map
(0, t) ∋ s 7→ RE(qj(s)Xj,t−s) ∈ (C
n)∗∗
has a weak-star integral, with
ι(Rpjt) =
∫
(0,t)
RE(qj(s)Xj,t−s)dm(s).
Summation over j ∈ {1, . . . , n} and linearity now yield the assertion. 
Proposition 6.2. The map p is a solution to Eq. (6.1).
Proof. 1. It is sufficient to derive the equation
(6.2) p(t)− Lpt =
∫
(0,t)
Rpsdm(s) +
∫
(0,t)
q(s)dm(s)
for all t > 0 as the integrands are continuous, the integrals are Riemann integrals,
and Eq. (6.1) follows by differentiation.
2. For j ∈ {1, . . . , n} set Lj = prj ◦ L ∈ (Ccn)∗. Recall the maps Ljk ∈ (Cc)∗,
for j, k in {1, . . . , n}, their extensions Ljke : B → C and the associated complex
Borel measures µjk from Section 3,
dµjk = hjkd|µjk|
with Borel functions hjk : I → C with values on the unit circle. Recall also the
definition of the extensions Lje : Bn → C for j ∈ {1, . . . , n}. Analogously we have
maps Rj , Rjk, Rjke, Rje, complex Borel measures λjk, and measurable functions
gjk : I → C with values on the unit circle,
dλjk = gjkd|λjk |.
Let t > 0 and j ∈ {1, . . . , n} be given for the remainder of the proof. Then
prj(p(t)− Lpt) = pj(t)− Ljpt = pj(t)− Ljept = pj(t)−
n∑
k=1
Ljkepkt
= pj(t)−
n∑
k=1
∫
pktdµjk
with ∫
pktdµjk =
∫
pk(t+ u)dµjk(u) =
∫
pk(t+ u)hjk(u)d|µjk|(u)
for each k ∈ {1, . . . , n}. For such k and for all u ∈ I we have
pk(t+ u) =
∫
(0,t)
n∑
l=1
Xlk(t+ u− r)ql(r)dm(r)
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since in case t + u ≤ 0 both the left hand side and the integrand are zero, and in
case 0 < t+ u the definition of p gives
pk(t+ u) =
∫
(0,t+u)
n∑
l=1
Xlk(t+ u− r)ql(r)dm(r)
=
∫
(0,t)
n∑
l=1
Xlk(t+ u− r)ql(r)dm(r)
where the last equation holds because of Xlk(t + u − r) = 0 for t + u < r < t.
Altogether we get∫
pktdµjk =
∫ (∫
(0,t)
n∑
l=1
Xlk(t+ u− r)ql(r)dm(r)
)
hjk(u)d|µjk|(u)
for every k ∈ {1, . . . , n}.
3. We want to apply Corollary 2.4 (to Fubini’s Theorem) and verify measurability
properties first. Let BI and B(0,t) denote the Borel-σ-algebras on I and on (0, t),
respectively. We show that the maps
I × (0, t) ∋ (u, r) 7→
n∑
l=1
Xlk(t+ u− r)ql(r)hjk(u) ∈ C, k = 1, . . . , n,
are BI ×B(0,t)-measurable.
Each Borel function ql|(0, t) induces a function I × (0, t) ∋ (u, r) 7→ ql(r) ∈ C
for which preimages of open sets have the form I × M with M ∈ B(0,t). Such
sets belong to the product BI × B(0,t). It follows that the induced functions are
BI × B(0,t)-measurable. Analogously all functions hjk : I → C induce functions
I × (0, t) ∋ (u, r) 7→ hjk(u) ∈ C which are BI × B(0,t)-measurable. It follows that
the products
I × (0, t) ∋ (u, r) 7→ ql(r)hjk(u) ∈ C
are BI ×B(0,t)-measurable.
As the restrictions Xlk|[−h, t] have property (A) it follows that also the maps
I × (0, t) ∋ (u, r) 7→ Xlk(t+ u− r) ∈ C
are pointwise limits of continuous functions. So they are BI × B(0,t)-measurable
provided all continuous functions I × (0, t) → C are BI × B(0,t)-measurable. The
last statement is true since preimages of open sets under such continuous maps are
open in I × (0, t) and therefore countable unions of sets U × V with U and V open
subsets of I and (0, t), respectively; we have U × V ∈ BI ×B(0,t).
Altogether we see that for all l, k in {1, . . . , n} the function
I × (0, t) ∋ (u, r) 7→ Xlk(t+ u− r)ql(r)hjk(u) ∈ C
is BI ×B(0,t)-measurable.
4. It is now easy to see that for all k, l in {1, . . . , n} and for every r ∈ (0, t) the
function
I ∋ u 7→ Xlk(t+ u− r)ql(r)hjk(u) ∈ C
is Lebesgue-integrable. Let k ∈ {1, . . . , n}. We want to reverse the order of inte-
gration in the formula for
∫
pktdµjk. Notice first that because of property (A) the
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maps Xlk, l ∈ {1, . . . , n}, are bounded on [−h, t]. Using this in combination with
the continuity of q and |hjk(t)| = 1 we infer that∫ (∫
(0,t)
∣∣∣∣∣
n∑
l=1
Xlk(t+ u− r)ql(r)hjk(u)
∣∣∣∣∣ dm(r)
)
d|µjk|(u) <∞.
So Corollary 2.4 applies, and the assertion of part (c) in Theorem 2.3 holds. We
infer∫
pktdµjk =
∫ (∫
(0,t)
n∑
l=1
Xlk(t+ u− r)ql(r)dm(r)
)
hjk(u)d|µjk|(u)
=
∫
φ(u)d|µjk |(u)
with a Borel function φ : I → C which satisfies
φ(u) =
∫
(0,t)
n∑
l=1
Xlk(t+ u− r)ql(r)hjk(u)dm(r)
outside a Borel set Z ⊂ I with |µjk|(Z) = 0
=
∫
(0,t)
ψ(r)dm(r)
with a Borel function ψ : (0, t)→ C which satisfies
ψ(r) =
∫ n∑
l=1
Xlk(t+ u− r)ql(r)hjk(u)d|µjk|(u)
outside a Borel set N ⊂ (0, t) with m(N) = 0
=
∫
(0,t)
(∫ n∑
l=1
Xlk(t+ u− r)ql(r)hjk(u)d|µjk|(u)
)
dm(r)
=
∫
(0,t)
n∑
l=1
ql(r)
(∫
Xlk(t+ u− r)hjk(u)d|µjk|(u)
)
dm(r).
5. Using the definition of p and equations in parts 2 and 4 we get
prj(p(t) − Lpt) =
∫
(0,t)
n∑
l=1
Xlj(t− r)ql(r)dm(r)
−
n∑
k=1
∫
(0,t)
n∑
l=1
ql(r)
(∫
Xlk(t+ u− r)hjk(u)d|µjk|(u)
)
dm(r)
=
∫
(0,t)
{
n∑
l=1
ql(r)
[
Xlj(t− r) −
n∑
k=1
∫
Xlk(t+ u− r)dµjk(u)
]}
dm(r)
=
∫
(0,t)
{
n∑
l=1
ql(r)
[
Xlj(t− r) −
n∑
k=1
∫
Xlk,t−rdµjk
]}
dm(r).
For every l ∈ {1, . . . , n} and r ∈ (0, t) we have
(LEXl,t−r)prj = (prj ◦ L)eXl,t−r = LjeXl,t−r
=
n∑
k=1
Ljke[Xl,t−r]k =
n∑
k=1
∫
Xlk,t−rdµjk.
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Also,
Xlj(t− r) − (LEXl,t−r)prj = prj(Xl(t− r)) − (LEXl,t−r)prj
= (ι(Xl(t− r)))prj − (LEXl,t−r)prj
= (ι(Xl(0)))prj +
{∫
(0,t−r)
REXl,sdm(s)
}
prj
(with the integral equation satisfied
by the fundamental solution,
and with Proposition 6.1 (i))
= prj(Xl(0)) +
{∫
(0,t−r)
REXl,sdm(s)
}
prj
= δjl +
{∫
(0,t−r)
REXl,sdm(s)
}
prj .
Altogether we infer
prj(p(t) − Lpt) =
∫
(0,t)
{
n∑
l=1
ql(r)
[
Xlj(t− r)−
n∑
k=1
∫
Xlk,t−rdµjk
]}
dm(r)
=
∫
(0,t)
{
n∑
l=1
ql(r) [Xlj(t− r)− (LEXl,t−r)prj ]
}
dm(r)
=
∫
(0,t)
{
n∑
l=1
ql(r)
[
δlj +
(∫
(0,t−r)
REXl,sdm(s)
)
prj
]}
dm(r)
=
∫
(0,t)
qj(r)dm(r) +
∫
(0,t)
n∑
l=1
ql(r)
(∫
(0,t−r)
REXl,sdm(s)
)
prjdm(r).
(for t > 0 and j ∈ {1, . . .}).
6. For the proof of Eq. (6.2) it remains to show that we have
(6.3)∫
(0,t)
{
n∑
l=1
ql(r)
[∫
(0,t−r)
REXl,sdm(s)
]
prj
}
dm(r) =
∫
(0,t)
prj(Rps)dm(s).
Let l ∈ {1, . . . , n} and r ∈ (0, t) be given. Using Proposition 4.1 we get
∫
(0,t−r)
REXl,sdm(s) =
∫
(r,t)
REXl,s−rdm(s) =
∫
(0,t)
REXl,s−rdm(s)
40
since Xl,s−r = 0 for s < r. Consider the term on the left hand side in Eq. (6.3).
We infer∫
(0,t)
{
n∑
l=1
ql(r)
[∫
(0,t−r)
REXl,sdm(s)
]
prj
}
dm(r)
=
∫
(0,t)
{
n∑
l=1
ql(r)
[∫
(0,t)
REXl,s−rdm(s)
]
prj
}
dm(r)
=
∫
(0,t)
{[∫
(0,t)
RE
(
n∑
l=1
ql(r)Xl,s−r
)
dm(s)
]
prj
}
dm(r) (with Proposition 4.1)
=
∫
(0,t)
{∫
(0,t)
RE(Xs−rq(r))prjdm(s)
}
dm(r).
We want to apply Corollary 2.4 (Fubini’s Theorem) and have to check the hypothe-
ses. Proposition 6.1 (ii) guarantees that there is a bounded sequence of continuous
maps
χν : (0, t)
2 → Cn, ν ∈ N,
which converges pointwise to the map
(0, t)2 ∋ (r, s) 7→ ι−1(RE(Xs−rq(r))) ∈ C
n
as ν →∞. The sequence of the continuous functions prj ◦ χν : (0, t)2 → C, ν ∈ N,
is bounded and converges pointwise to the function
(0, t)2 ∋ (r, s) 7→ prj(ι
−1(RE(Xs−rq(r)))) ∈ C
as ν →∞. For (r, s) ∈ (0, t)2 and ν ∈ N we have
prj(ι
−1(RE(Xs−rq(r)))) = (ι(ι
−1(RE(Xs−rq(r)))))prj = (RE(Xs−rq(r)))prj .
It follows that the function
(0, t)2 ∋ (r, s) 7→ RE(Xs−rq(r))prj ∈ C
is B(0,t)×B(0,t)-measurable and bounded (compare part 3 above), and we can apply
Corollary 2.4. Hence∫
(0,t)
{∫
(0,t)
(RE(Xs−rq(r)))prjdm(s)
}
dm(r)
=
∫
(0,t)
{∫
(0,t)
(RE(Xs−rq(r)))prjdm(r)
}
dm(s)
=
∫
(0,t)
{∫
(0,s)
(RE(Xs−rq(r)))prjdm(r)
}
dm(s) (as Xs−rq(r) = 0 ∈ BnA for s < r)
=
∫
(0,t)
{[∫
(0,s)
RE(Xs−rq(r))dm(r)
]
prj
}
dm(s)
=
∫
(0,t)
{(ι(Rps))prj}dm(s) (with Proposition 6.1 (iii))
=
∫
(0,t)
prj(Rps)dm(s),
which completes the proof of Eq. (6.3). 
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Corollary 6.3. (Variation-of-constants formula) For every φ ∈ Ccn there exists a
unique solution w : [−h,∞)→ Cn of Eq. (6.1) with w0 = φ. This solution w = wφ
is given by
wφ = vφ + p, or
wφ(t) = vφ(t) +
∫
(0,t)
X(t− s)q(s)dm(s) for t > 0,
with the solutions vφ to the IVP (5.1)-(5.2) from Proposition 5.1 and with the
solution p to Eq. (6.1) from Proposition 6.2.
Proof. It remains to show that w = wφ is a solution of Eq. (6.1) with w0 = φ. We
have w0 = φ+ 0 = φ, w is continuous, and for all t ≥ 0,
w(t)− Lwt = v(t)− Lvt + p(t)− Lpt.
Define W : [0,∞) → Ccn by W (t) = wt. It follows that the map w − L ◦W :
[0,∞) ∋ t 7→ w(t) − (L ◦W )(t) ∈ Cn is differentiable, with
d
dt
(w − L ◦W )(t) = Rvt +Rpt + q(t) = Rwt + q(t)
for all t ≥ 0, with the right derivative at t = 0. 
Corollary 6.4. Suppose the estimate (5.6) holds. Then for all φ ∈ Ccn and for all
t ≥ 0 we have
|wφ(t)| ≤ c
(
eγt|φ|+ n
∫ t
0
eγ(t−s)|q(s)|ds
)
.
Proof. Use Corollaries 6.3 and 5.11 and∣∣∣∣∣
∫
(0,t)
X(t− s)q(s)dm(s)
∣∣∣∣∣ =
∣∣∣∣∣
∫
(0,t)
n∑
l=1
ql(s)Xl(t− s)dm(s)
∣∣∣∣∣
≤
∫
(0,t)
n|q(s)|c eγ(t−s)dm(s)
for t > 0. 
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