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ABSTRACT
Feature embeddings differ from raw features in the sense that the former obey certain
properties like notion of similarity/dissimilarity in it’s embedding space. word2vec
is a preeminent example in this direction, where the similarity in the embedding
space is measured in terms of the cosine similarity. Such language embedding models
have seen numerous applications in both language and vision community as they
capture the information in the modality (English language) efficiently. Inspired by
these language models, this work focuses on learning embedding spaces for two visual
computing tasks, 1. Image Hashing 2. Zero Shot Learning. The training set was
used to learn embedding spaces over which similarity/dissimilarity is measured using
several distance metrics like hamming / euclidean / cosine distance. While the above-
mentioned language models learn generic word embeddings, in this work task specific
embeddings were learnt which can be used for Image Retrieval and Classification
separately.
Image Hashing is the task of mapping images to binary codes such that some
notion of user-defined similarity is preserved. The first part of this work focuses
on designing a new framework that uses the hash-tags associated with web images
to learn the binary codes. Such codes can be used in several applications like Image
Retrieval and Image Classification. Further, this framework requires no labelled data,
leaving it very inexpensive. Results show that the proposed approach surpasses the
state-of-art approaches by a significant margin.
Zero-shot classification is the task of classifying the test sample into a new class
which was not seen during training. This is possible by establishing a relationship
between the training and the testing classes using auxiliary information. In the second
part of this thesis, a framework is designed that trains using the handcrafted attribute
vectors and word vectors but doesnt require the expensive attribute vectors during test
i
time. More specifically, an intermediate space is learnt between the word vector space
and the image feature space using the hand-crafted attribute vectors. Preliminary
results on two zero-shot classification datasets show that this is a promising direction
to explore.
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Chapter 1
INTRODUCTION
1.1 Feature Embeddings
Until the advent of Deep Learning, feature extraction was a vital step in several
traditional Machine Learning algorithms. Thus the traditional algorithms involved
two stages, where the first stage is feature extraction and the second is learning
the model. This two stage process is simplified by the emergence of Deep Neural
Networks. However, though raw feature spaces capture much information related to
the modality of the space, they cannot be used directly for inference, and further
models (classifiers/regressors) need to be learnt as an additional step, to be used for
various tasks.
Embedding spaces on the other hand, differ from the feature spaces in the sense
that the former obey the notion of similarity, which can be directed utilized for in-
ference. Embedding spaces have been successful especially in Natural Language Pro-
cessing where several English language embeddings spaces have been learnt word2vec,
glove, which capture the information in the language to a great extent. In these lan-
guage embeddings spaces, the distance is measured in terms of the cosine similarity
between the predicted word vectors.
An infamous example of how informative these learnt embedding spaces is that
of the ”King - Man + Woman = Queen”. This implies from the fact that if certain
arithmetic operations like addition (+) or subtraction (-) are performed on the word
vectors, the resulting output is meaningful as well. In this example,it is computation-
ally shown that if we subtract the word vector of Man from that of the King, and add
1
it to that of the Woman, the word vector of the word Queen is obtained. This shows
the richness of information and it’s systematic alignment in this high dimensional
embedding space.
Further, these embedding spaces can be used for direct inference for several tasks
like similarity search, which can be further perceived as sub-tasks of Classfication,
Retrieval etc. i.e one can perform nearest neighbor on these learnt embedding spaces
without further fine-tuning, unlike for the raw feature spaces. This facilitates the
usage of the same embedding spaces for several tasks, which is a desired property for
several high level Artificial Intelligence tasks.
Inspired by these language models, in this work, we intend to learn embed-
ding spaces for two visual computing tasks mainly Image Hashing and Zero Shot
Learning. We use the training images to learn embedding spaces over which similar-
ity/dissimilarity is measured using several distance metrics. In this work we mainly
utilize like hamming distance for the task of Image Hashing and euclidean distance
for the task of Zero Shot Classification. While the above mentioned language models
learn generic word embeddings which may be used for any language-related task, this
work we learn task specific embeddings used for Image Retrieval and Classification
separately.
Image Hashing is the task of mapping images to binary codes such that some
notion of user-defined similarity is preserved. In this work, we design a new algorithm
that uses the hash-tags associated with web images and learns to map these images
to binary codes. Such codes can be used in several applications like Image Retrieval
and Image Classification. Further, our algorithm requires no labelled data, leaving it
very inexpensive. Results show that our work surpasses the state-of-art approaches
by a significant margin.
Zero-shot classification is the task of classifying the test sample into a new class
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which was not seen during training. This is possible by establishing a relationship
between the training and the testing classes using auxiliary information. In this
work, we design a model that trains using the handcrafted attribute vectors and
word vectors, but during test time the expensive attribute vectors are not required.
More specifically, we learn an intermediate space that takes the word vectors as inputs
and learns to predict the hand-crafted attribute vectors, which are in turn mapped
on to the visual feature space where the similarity search is performed. Preliminary
results on two zero-shot classification datasets show that this is a promising direction
to explore.
In the rest of the chapter, we first present the basics of deep learning and deep
neural networks, followed by detailed introductions to Image Hashing and Zero Shot
Classification.
1.2 Deep Visual Features
LeCun et al. (1998) is the pioneering work that attempted using deep convolutional
neural networks for hand-written digit recognition. However, their usage is heavily
restricted by the exorbitant computation time required to train these models and
the unavailability of hardware resources to facilitate such computations. Recently,
due to the availability of low-cost high-performance computing, running deep neural
networks for various applications has become a commonplace scenario. The first
work, that attempted using deep convolutional neural networks for the challenging
visual computing task of Image Classification is Krizhevsky et al. (2012). Later,
several works explored convolutional neural networks for various visual computing
tasks and set new state-of-art in many sub fields of computer vision. In this work, we
attempt to learn visual embeddings mainly for Image Retrieval and Zero Shot Image
Classification tasks and show the scope for improvement over the state-of-art. In the
3
rest of this chapter, we first discuss the basics of deep neural networks, followed by
discussion on the two main tasks attempted in this work. 1. Image Hashing and 2.
Zero Shot Image Classification.
Briefly, convolutional neural networks are machine leanring models with huge
number of learnable parameters. The basic building block of these models are called
”neurons”, which essentially perform a single dot product computation of the fixed
inputs versus the learnable parameters, and outputs a single floating point number.
Several of these neurons are arranged in a lateral fashion to form a layer of a neural
network, and several of these layers are inturn arranged in a sequential manner to
form the whole feed-forward neural network. The name feed-forward implies the fact
that the outputs of these layres are inputs only to the next layer(or later layers) of
the network, and are not inputs to other neurons in the same layer.
Further, non-linearity is introduced in these models using various monotonic acti-
vation functions applied at the outputs of each layer. Some of the well-known activa-
tion functions include sigmoid, tanh, ReLU etc. While sigmoid and tanh are known to
introduce undesirable characteristics into the neural network like vanishing/exploding
gradients, ReLU is known to overcome these issues and facilitate training. Vanish-
ing gradient is the problem in which the parameters of the initial layers (some-times
later layers too) of the neural network are not learnt due to the extremely tiny gra-
dients back-propagated into these layers. This occurs when the gradients multiplied
together in the back-propagation are very small (usually << 1). Exploding gradients
usually occur when the gradients multiplied are large (>> 1). ReLU avoids these two
scenarios by having a constant gradient at all places. More specifically, the gradient
of ReLU activation function is either 0 (if the activation is negative) or 1 (if the
activation is negative), thus leaving no room for exploding or vanishing gradients.
Over-fitting is a prominent issue with machine learning models involving huge
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number of parameters and Deep Neural Networks are no exception to it. Over-fitting
is the problem where the learning model accommodates too much to the training
data, thus hindering it’s ability to generalize to new test instances. This problem
is traditionally over-comed by regularizing the parameters using various norms like
L1, L2 or a combination of both etc. While these are still valid ways of regularizing
deep neural networks, several other schemes have bee introduced recently, of which
Dropout and Batch Norm are the infamous ones.
Drop-out is the scheme in which the neurons in the layers of the neural network
are randomly dropped obeying a pre-defined drop probability. Such a procedure can
introduce the notion of ensemble of several models for a single task. i.e applying drop-
out is equivalent to learning several models with a different number of neurons in each
layer and combining the predictions of these models towards the end. Further, this
scheme reduce the co-dependency of neurons and forces all the neurons to contribute
to the predictions independently. Traditionally, drop probabilities of [0.2, 0.5] are
used for fully connected layers and not applied on convolutional layers.
Batch-Norm is another technique incorporated in modern deep neural network
architechtures to fight overfitting. In this technique, the activations of the neurons
are normalized to have zero mean and unit variance. These whitened activations are
then passed into another computational block which skews it’s distribution by new
mean and variance values. The output is finally passed as input to the next layer.
The new mean and variance values are learnable parameters and learnt along with
the model weights. This procedure allows the neural network to learn quickly by
avoiding heavily skewed distributions at the inputs of the neurons.
Neuron Networks built using the above layers (fully connected, activation, drop-
out and batch-norm) are learnt in an end-to-end fashion using a technique called
gradient back-propagation. It is a procedure where the parameters are learnt by
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computing the derivative of the neurons ideal output for the task with respect to it’s
parameters. For last layer, the ideal output is the true label of the sample. For other
layers, where such ideal output is unavailable, the chain-rule of calculus is applied
to obtain the derivatives. The parameters are updated in a iterative manner using
gradient descent.
Convolutional Neural Networks are a sub-class of Deep Feed Forward Neural Net-
works with the diffeence that the former contain a new type of layers called the
convolutional layers. Convolutional layers preserve the spatial information contained
in the input image. More specifically, a learnable weight kernal is applied over the
input image and the output obtanied is passed into the next layer. This operation is
called the convolutional operation and hence the name convolutional layer. Several
of such kernels are applied on each input and the outputs obtained are called feature
maps. It is shown that each of these kernels learn a different kind of features from
the input which is helpful in the final prediction.
The features obtained at the output of each of these convolutional layers are
generally called deep features and possess information about the dataset. Yosinski
et al. (2014), Venkatesan et al. (2016) empirically showed the generality of the features
from various layers of deep convolutional neural network. Specifically, they showed
that the features extracted from the initial layers of the network are more general
for various tasks and the features extracted from the later layers are more specific
to the task learnt. Owing to this fact, in this work, we use the features extracted
from pre-trained convolutional neural networks and only fine-tune their initial layers.
More details on this are given in the corresponding sections.
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1.3 Image Hashing
Image Hashing is the task of mapping images to binary codes such that some no-
tion of similarity is preserved. Here, similarity can be the semantic similarity, spatial
similarity or any other user defined function. Such learnt binary codes are primarily
used for Approximate Near Neighbor search applications like Image Retrieval, Image
Classification etc.
Exact Nearest Neighbor search require humongous amount of storage space and
need huge computation time to retrieve the results for a given query. For example, a
dataset containing n samples each with a dimension d, would require approximately
O(nd+nk) computation time and require O(nd) storage space. Here k represents the
k nearest neighbors to be retrieved by the algorithm. Also, the computation time is
O(nd + nk) since the distances from the query point to the database points need to
computed first (which takes O(nd)), followed by choosing the least k distances (which
takes O(nk)), to obtain the k nearest neighbors.
On the other hand, approximate near neighbor search require much lesser time
(O(nb+cd)) and comparable storage space (O(nd+nb)). Here b stands for the number
of bits in the binary hash codes, which is much less than d. Also, due to the fact that
the original features are floating point numbers, the computation using the original
features take much more time than the binary codes. Additionally, in the expression
O(nd + nb) for the storage space, the first part O(nd) corresponds to storing the
original vectors, and the second part O(nb) corresponds to storing the hash codes.
Storing both the original features and the hash codes is important while ranking,
since the ranking obtained using the hash codes will be very coarse, and one needs
to perform another round of finer ranking on the short listed c samples using the
real valued features. i.e for example, in a database of n samples, if we query for
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Figure 1.1: Image Hashing: Picture Demonstration How Image Hashing can Induce
Errors in Performing Similarity Search.
a given image using the binary codes, we may get c samples all at a zero hamming
distance from the query image. To obtain the k nearest neighbors, we need to compute
the real valued distance between the query sample and these shortlisted samples in
the d dimensional real-valued feature space. Hence, we need to store both the real
valued features and the associated binary codes as well to obtain a finer ranking.
This also explains why the computational time for similarity search is O(nb + cd).
The first part O(nb) corresponds to computing hamming distance between the query
and the database images, and the second part O(cd) corresponds to obtain the fine
ranking between the filtered images and the query image. However, a main drawback
with using approximate near neighbor for similarity search is the fact that they can
induce errors due to the approximation. For examples, as shown in the figure 1.1,
if we intend to obtain the nearest neighbors of the samples in green, we would only
consider the samples in the smaller triangle represented by ”011”, thus excluding the
red sample, which is a true nearest neighbor of the green samples as well. Thus we
incurred a false negative in this case. Likewise, one may see false positives as well
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when performing approximate near neighbor for similarity search. Irrespective of the
drawbacks, Approximate Near Neighbor is a widely considered algorithm due to the
drastically short computation times as compared to the true near neighbor algorithm.
Thus the goal of this community is to design approximate near neighbor algorithms
that reduce the number of error while maintaining the short computation times.
1.3.1 Weakly Supervised Deep Image Hashing through Tag Embeddings
Many approaches to semantic image hashing have been formulated as supervised
learning problems that utilize images and label information to learn the binary hash
codes. However, large-scale labeled image data is expensive to obtain, thus imposing
a restriction on the usage of such algorithms. On the other hand, unlabelled image
data is abundant due to the existence of many Web image repositories. Such Web
images may often come with images tags that contain useful information, although
raw tags, in general, do not readily lead to semantic labels. Motivated by this sce-
nario, we formulate the problem of semantic image hashing as a weakly-supervised
learning problem. We utilize the information contained in the user-generated tags
associated with the images to learn the hash codes. More specifically, we extract the
word2vec semantic embeddings of the tags and use the information contained in them
for constraining the learning. Accordingly, we name our model Weakly Supervised
Deep Hashing using Tag Embeddings (WDHT). WDHT is tested for the task of se-
mantic image retrieval and is compared against several state-of-art models. Results
show that our approach sets a new state-of-art in the area of weekly supervised image
hashing.
9
1.4 Zero Shot Classification
While traditional image classification has seen significant improvement in-terms
of performance in the last few years, it still possess several draw backs. For example,
the supervised classification algorithms require huge number of labelled samples which
is very impractical to obtain. Further, the number of object categories in the real
world are humongous and learning an N -way classifier to identify these classes doesn’t
seem the right direction for this task. Additionally, the decision boundaries learnt
by the classifiers are artificial which disobeys the natural continuity of the image
space. Considering all these issues, several new paradigms of image classification are
emerging recently, of which Zero-Shot Classification is one.
Zero Shot Classification is the task of identifying a new object class which was
never seen during training. This can be accomplished by establishing a relationship
between the seen and unseen classes using auxiliary information. For example, if the
auxiliary information used is in the form of visual attributes of the classes (example
bushy, furry, stripes etc.), the model can learn to identify these visual cues and apply
to the test class before identifying them. Of course, the test class visual attribute
signature is required by the model to correctly identify that this object belongs to
the new test class.
Traditionally, several forms of auxiliary information like the attribute embeddings,
the word embeddings, wordNet hierarchy etc are used by researchers to establish the
relationship between the train and the test classes. Each form of these information
possess various characteristics some of which are desirable and some are not. For
example, the attribute vectors possess extremely accurate information related to the
visual cues of the object categories. However, these vectors are hand-crafted by
experts and so are extremely expensive. On the other hand, word vectors are very
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cheap and easily obtainable, however since they are trained on language models, they
may not necessarily possess the visually discriminatory information like the attribute
vectors. This gap in the information possessed by the word vectors and the visual
computing tasks they are used for is termed as the semantic gap. Thus models learnt
on word vectors perform poorly, but are cheap to build. In this work, we leverage the
attribute vectors of the existing classes and use them for training. However, while
testing, we only need the word vectors of the test classes, which are easily obtainable.
1.4.1 Attribute-Guided Semantic Embedding for Zero Shot Classification
Attribute and word vectors are two most common label embeddings used for
zero shot image classification. Several state-of-art methods assume the availability
(/unavailability) of these embeddings during both training and testing. However, in
reality, one may assume the case where attribute vectors are available during training
and unavailable during testing. Models learnt in such a setting, can leverage the
available attribute vectors for training, but at the same time learn to predict for new
test classes, for which attribute vectors are unavailable. To this end, we develop
an algorithm that learns an intermediate label emebedding space by leveraging the
attribute vectors and the word vectors during the training and only require word
vectors to predict the test class of a new sample. More specifically, we build a model
that learns an intermediate space by taking the word vectors as inputs and pushing
the output vectors to be closer to the corresponding attribute vectors. By doing this,
we intend to reduce the semantic-gap that is introduced when word vectors alone are
used for zero shot classification. Once this model is learnt, we use the projections of
the word vectors on this intermediate space as our label embeddings, which are then
used for Zero Shot Classification.
The rest of this thesis is organized as follows. We dedicate two separate chapters to
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the two works, second chapter for Weakly Supervised Deep Image Hashing through Tag
Embeddings and third chapter for Attribute-guided semantic embedding for Zero Shot
Classification. In both the chapters, we first give a back ground about the task, the
related literature in the area and then dive into the approach. For the second chapter,
we present detailed results and compare to the state-of-art approaches. For the third
chapter, we present preliminary results showing further scope for improvement. We
finally conclude in chapter 4.
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Chapter 2
WEAKLY-SUPERVISED DEEP IMAGE HASHING THROUGH TAG
EMBEDDINGS
2.1 Introduction
Semantic Image Hashing has been an active research area for the past few years
due to its ability to both search and store massive image databases efficiently. Briefly,
it is the task of semantically mapping images to binary codes such that some notion
of similarity is preserved. In this setting, similarity is determined by the ground truth
class labels, which are expensive to obtain. This imposes a restriction on the amount
of training data available. On the other hand, much web image data available to-
day have associated textual meta-data (tags). Such tag information is often readily
available and is inexpensive. Owing to these facts, in this paper, we attempt the prob-
lem of weekly supervised semantic image hashing by leveraging the tag information
associated with the Web images.
The current problem is addressed as weakly supervised mainly due to the following
reasons. Tags may contain some information related to the semantics of the images.
However, it is non-trivial to extract explicit label information from raw tags. Ta-
ble 1 illustrates three samples from the NUS-WIDE dataset. It can be noticed that
sample1 has no tags that are directly associated with the label “dancing”. While
samples 2 and 3 have some tags that convey label information, they still have their
own shortcomings. For example, they are associated with too many uninformative
tags.These uninformative tags may be a consequence of the social-media behaviour
of the public like opinion expression, self presentation, attracting attention etc Gupta
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Sample 1 Sample 2 Sample 3 Sample 4
Im
a
g
e
s
T
a
g
s
#india #cinema #movie
#star #still #handsome
#bollywood #actor #khan
#shahrukh #srk
#omshantiom
#sunset #bali #reflections
#indonesia #mirror #asia
#mariage #indonesien #heirat
#chappel #conradhotel #50faves
#justimagine #weddingchappel
#perfectangle #infinestyle
#megashot #theroadtoheaven
#thegoldendreams
#wood #trees #fence
#track #derbyshire
#farming #wideangle
#fields #agriculture
#grassland #sigma1020
#autums #marlock
#holestone
#holestonemoor
#shadow #summer
#sunny #hat #nycpb
#legs #upstate #ps #hires
#boating #rowboat
#gothamist #strawhat
#alita #pawling
#saraandthor
#littlelakewhaley
L
a
b
e
ls
dancing
buildings, clouds,
reflection, sky,
sunset
grass, sky, tree person
Table 2.1: Table Showing the Image-Tag-Label Triplets for Some Random Samples
from NUS-WIDE Dataset. Zoom in to View Clearly
et al. (2010). This results in tags that may be subjective (eg. #thegoldendreams,
#handsome, #50faves), purely context oriented (eg. #india, #conradhotel #kat-
rina), photography related (#wideangle) etc. Thus these tags contain information
which is not related to the image content, making the process of extracting labels
from tags further difficult. There are some prior works Gupta et al. (2010), Sen et al.
(2007) that attempted to address the difficulties in extracting information from raw
tags.
Even though our work focuses on using tag information to assist in learning the
hash space, our algorithm does not fall under the category of cross-modal hashing
(CMH). CMH deals with learning hash spaces that are shared for samples from var-
ious modalities. Ideally, a space thus learnt should be able to retrieve samples from
14
one modality by using query samples from a different modality (e.g., retrieving im-
ages/videos using text queries and vice versa) Wang et al. (2016a). Our work only
deals with direct image hashing where the query and retrieval samples are images. We
only utilize the information from tags to learn better hash spaces for semantic image
retrieval. Further, much work in CMH assumes the availability of image-tag-label
triplets and use this information to learn the shared hash space. Thus they can be
called supervised learning approaches, while ours is a weakly supervised approach.
A key component of our method is the utilization of the word2vec model Mikolov
et al. (2013), which is a method for embedding English words onto a vector space
such that the cosine similarity between the vectors of the words is in accordance with
their semantic similarity. In our task, the <image,tag set> pairs are from the Web
image datasets, and the tags generally bear some relevance to the semantics of the
image (albeit this relevance may be weak, noisy, and incomplete). Hence we employ
the word2vec representation of the tags in our model, and regularize the learned hash
space in such a way that images having similar tag vectors should have similar hash
codes. Using the word vectors of the tags may lead to a better semantic hash space
as compared to using only the binary tag vectors themselves. For example, if the
training data contains images of cats and dogs, and several other non-animal classes,
we would want the hash sub-spaces of the cats and the dogs to be close to each other.
Further, an animal in a test set (for example horse), whose true class is not defined in
the training set would ideally be mapped to a code closer to the combined sub-space
of the cat and the dog, than to other non-animal classes. Such desired arrangement
of the sub-spaces could be naturally attained through employing the word-vector
similarities of the tags during training.
In this work, we propose a deep neural network, complete with a learning algo-
rithm, for weakly supervised learning of a semantic hashing model through using the
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word embeddings of the image tags. To the best our knowledge, this is the first work
to use an end-to-end deep model to learn hash vectors using images and tags alone
(without using labels). On the particular task of image hashing, our method appears
to be the first work on using word embeddings of tags in a weakly supervised setting.
We evaluate our approach and report systematic comparison with relevant state-of-
the-art, and our approach is shown to outperform existing unsupervised or weakly
supervised hashing methods for semantic image retrieval.
2.2 Related Work
Much effort in the area of semantic image hashing has been directed towards
utilizing supervised methodologies to learn the hash space. While there is some
work in the area of unsupervised hashing, very little attempt was made in the area of
weakly supervised hashing. Since the number of weakly supervised hashing techniques
are very limited in number, we compare our model to both weakly supervised and
unsupervised methods during evaluation. On similar lines, in this section, we give a
brief overview of the related work from both the areas.
The foremost image hashing algorithm called the Locality Sensitive Hashing Charikar
(2002) works on the principle of projecting the data on to random hyperplanes and
computing each bit based on which half-space the sample falls into. This algorithm
is data-independent and therefore the produced hash codes do not capture the struc-
ture in the data. Several variants (Dasgupta et al. (2011), Kulis and Grauman (2012),
Chakrabarti et al. (2015)) have been proposed, all producing hash codes irrespective
of the distribution of the data.
Another paradigm of image hashing is the data-dependent hashing methods. Tra-
ditionally data-dependent methods have been formulated as independent feature
learning and hash coding stages. However, with the advent of deep learning and
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the huge amount of data available, literature has moved towards learning hash codes
as single stage algorithms, which take in image pixels as inputs and directly learn the
hash codes. This can also be interpreted as an inbuilt feature learning technique that
does not require human intervention.
Approaches such as Gong et al. (2013), Weiss et al. (2009), Wang et al. (2012) are
some representative works of non-deep learning based unsupervised learning. Gong
et al. (2013) tried to minimize the quantization error between the real-valued uncor-
related feature vector and the binary code by finding a rotation of the zero-centered
data. Weiss et al. (2009) showed the analogy between the problem of finding the
optimal hash space distribution and graph partitioning algorithm and attempted the
problem using spectral ways. Wang et al. (2012) attempted the problem of learn-
ing hash spaces in a semi-supervised way by back propagating the classification loss
over a limited labeled data-set and an entropy based loss over the entire labelled and
unlabelled data-set.
Representative deep-learning-based unsupervised hashing algorithms include Erin Li-
ong et al. (2015), Lin et al. (2016), Do et al. (2016). The work of Erin Liong et al.
(2015), though being deep-learning-based, is not an end-to-end framework that can
take in raw images and produce the hashes. They used GIST features as inputs to
the neural network and learned the hash codes by minimizing the quantization loss,
maximum variance loss, and the independent bit loss. The key idea of Lin et al.
(2016) is to produce rotation invariant binary codes and showed that they achieve
state-of-art performance on three different tasks namely, image matching, image re-
trieval and object recognition. The approach of Do et al. (2016) learns hash codes
as the outputs of the hidden layer of a binary auto-encoder. This makes the learn-
ing problem NP-hard and they resort to an alternate optimization scheme to move
towards the desired hash space.
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Another note-worthy mention in the area of uni-modal image hashing is Cao
et al. (2017). They utilized the word embedding of labels as the supervision to learn
an image hash space. While this appears similar to our work, they used vector
representations of labels, rendering the work to fall under the category of supervised
image hashing, whereas our work uses vector representations of raw tags.
A common characteristic among most deep learning and non-deep-learning based
semantic hashing methods is that they rely only on the information from the images
to learn the hash codes, often completely ignoring other associated metadata. Several
works (Jiang and Li (2016), Cao et al. (2016), Xu et al. (2017)) in the area of Cross
Modal Hashing (CMH) attempted utilizing tag information along with image data
to learn the hash space. However, as mentioned previously, they learn a common
hash space for various modalities of input (image and tag in this case), which is
different from what we intend to do. Among all the CMH methods, Cao et al. (2016)
is the closest approach to our work. Cao et al. (2016) intends to align the visual
space of images and the semantic space of sentences using language (word2vec) and
vision (CNN based) models. The main difference between their work and ours is
that we attempt to use tag information which is much noisy than the actual English
sentences they used in their work. Practically, such clean English sentences are as
hard to obtain as the supervised label information. An extensive discussion on CMH
and uni-modal hash learning can be found in Wang et al. (2016a) and Wang et al.
(2017) respectively.
Unlike CMH, weakly supervised hashing methods leverage only the image-tag in-
formation during training. Guan et al. (2018), Zhang et al. (2016), Tang and Li (2017)
are some well-known works in this area. The authors of Guan et al. (2018) proposed a
framework which consist of two stages, weakly supervised pre-training and fine-tuning
using supervised labels. Zhang et al. (2016) used collaborative filtering with hashing
18
in predicting the image-label associations, where the ground-truth labels are used to
generate the label matrix. To our best knowledge, Tang and Li (2017) is the only
prior approach that attempted truly weekly supervised hashing (i.e., without using
label information). More specifically, they attempted to explore the discriminative
information and the local geometric structure from the tags and images. They then
formulated the hashing problem as an eigenvalue problem. Considering these facts,
we only compare our approach to Tang and Li (2017) among the weekly-supervised
methods.
In this work, we intend to build an end-to-end deep learning hashing model that
does not require expensive labels in training but can still generate semantically mean-
ingful hash codes. In the experiments section, we compare our model to the following
unsupervised and weakly supervised image hashing approaches: Gong et al. (2013),
Weiss et al. (2009), Wang et al. (2012), Wang et al. (2012), Jin et al. (2014), Heo
et al. (2012), Zhu et al. (2014), Liu et al. (2014), Do et al. (2016), Zhang et al. (2016),
Tang and Li (2017). Additionally, in-order to show the significance of the usage of
tag embeddings, we developed a deep learning based baseline which intends to learn
a semantic hash space using only the binary tag vectors. More details about our
approach and the binary tag vector model are presented in the next section.
2.3 Proposed Approach
2.3.1 Problem Formulation
In this work we assume that the datasets have triplets of image-tags-labels ( x i, Ti,
l i). Here, x i represents the image feature vector for the i
th sample, Ti represents the
corresponding tags set and l i represents its binary label vector. In a generic scenario,
each sample is associated with more than one tag and more than one semantic label.
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Therefore, the tags are represented as a set Ti and the labels are represented as a
binary vector l i. In the label vector, the value of an element is 1 if the corresponding
label is associated with that image and is 0 otherwise. Our task is to find a function
Ψ(·) that takes (x i, Ti) as inputs and produces a hash vector b i as output. The
hash space thus learnt should map semantically similar images, defined by the label
vectors, to nearby hash codes and dissimilar ones to farther codes. While the labels
assumed to be unavailable during the training phase, they are employed during the
testing phase to measure the performance of the learnt model.
2.3.2 Tag Processing
Let τ ji represent a tag in the tag set Ti,. where j is the index of the tag in the set,
i.e., j ∈ [1,m] where m is the total number of tags associated with the ith sample.
We convert each tag τ ji into a d-dimensional vector using the word2vec language
model Mikolov et al. (2013). Thus for each tag τ ji , we obtain a vector representation
v ji which is the word2vec representation of the tag word τ
j
i . Since each image has
multiple tags associated with it, we aggregate all the tag vectors into a single d-
dimensional vector for a given image. In this work, we adopted basic functions like
tf (tag frequency), itf (inverse tag frequency) and mean to compute the aggregated
vector w i. In experiments, we will compare these aggregation techniques by their
performance.
The formulae used to compute w i are given below.
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mean : w i =
1
m
m∑
j=1
v ji
tf : w i =
1
m
m∑
j=1
n(τ ji )
N
v ji
itf : w i =
1
m
m∑
j=1
log
N
n(τ ji )
v ji
(2.1)
Here, N represents the total number of tags in the database and n(τ ji ) represents the
number of images associated with the tag τ ji .
Thus we arrive at the image - tag vector (x i, w i) pairs from the initial image -
tag set (x i, Ti) pairs.
2.3.3 Designing a Network for Hashing
We use the pre-trained AlexNet model as a key building block for our hashing
model. The network takes 227X227X3 dimensional images as input and passes them
through five convolutional layers and two fully connected layers, labelled as CONVi
(i=1,...,5), FC1 and FC2. Until the FC2 layer, the architecture is identical to the
AlexNet Krizhevsky et al. (2012) architecture and the weights are initialized to the
pre-trained ImageNet Deng et al. (2009) weights. The FC2 layer produces a 4096
dimensional vector, which is given as input to another fully connected layer FC3.
FC3 outputs 256 dimensional vector which is further fully connected to two layers H1
and H2 in a lateral fashion. The acronyms H1 and H2 represent the Head1 and Head2
respectively. The outputs of H1 and H2 are b (number of bits in the hash code) and
d (dimensionality of the aggregated tag vector) dimensional vectors, which are then
topped by sigmoid and tanh activations respectively. The overall model is shown in
Figure 1. The new layers beyond the AlexNet layers are initialized with glorot normal
Glorot and Bengio (2010) weights. The VGG-19 network was also attempted, giving
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results similar to those of the AlexNet model but with much-increased training time.
We therefore decided to train all our models using the Alexnet model.
The model is trained on three loss components back propagating from the two
heads H1 and H2 into the network. More specifically, we back propagate pair-wise
similarity loss and quantization loss from H1, and mini-batch wise hinge loss from H2.
Thus we presume that the loss on H2 (hinge loss) forces the network to form feature
spaces (especially at the later layers, H2 and FC3) that are in accordance with the
semantic information contained in the aggregated tag vectors, w i. On the other hand,
the pair-wise loss on H1 aligns the hash space such that semantically similar image
pairs are close by and dissimilar pairs are farther. Thus the two main loss components
augment each other and guide the network towards learning a semantically meaningful
hash space. The third loss component, the quantization loss, forces the output of H1
to be close to 0 or 1.
The pairwise Euclidean loss applied on H1 was first used for hashing in Kulis and
Darrell (2009) while the quantization loss was first used in Gong et al. (2013). The
hinge loss on the head H2 is a ranking loss first used by Frome et al. (2013) to learn a
semantically meaningful real valued image representation using word embeddings of
classification labels. While the hinge loss component does not seem to serve a clear
purpose in this network architecture, empirical results show that this component
contributes significantly to the performance boost of our model. Also, Frome et al.
(2013) mentions that using such loss boosts the performance of their model instead
of using a L2 component. They presume that this could be due to the fact that
the problem of forming a semantically meaningful image representation space is a
ranking problem in general and therefore such a ranking loss could be more relevant.
On similar lines, we can argue that the current problem of learning image hashes is
a ranking problem as well, and thus, such a hinge loss component could boost the
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performance of a retrieval system significantly.
During inference, only H1 is used to extract the features, which are then quantized
to obtain the hash code according to the following scheme: b i =
1
2
(sgn(h
(1)
i −0.51 )+
1). Here, h
(1)
i represents the real-valued feature vector obtained at the output of H1,
sgn represents a sign function that outputs 1/−1 based on if the input to the sign
function is positive or negative and lastly, 1 represents a vector of ones of length b.
Thus, we obtain binary codes which have a value of 1/0 from a raw train/test images.
2.3.4 Designing the Loss Functions
Pair-wise Similarity Loss:
Most state-of-art supervised learning methods assume binary similarity between
two images, i.e., two images can be either similar(1) or dissimilar(0) depending on if
they share a common label or not. However, in the current weakly supervised learning
context, we intend to use cosine similarity between the aggregated tag vectors as the
ground truth similarity. Since cosine similarity is real-valued and can take values
between -1 and 1, the ground truth similarity in our case is not binary valued, i.e.,
we can deem an image pair to be less similar or more similar, instead of absolutely
declaring it to be similar or dissimilar. We only consider this notion of ground truth
similarity during training and stick with the 0/1 similarity during evaluation.
We formulate the pair-wise similarity loss function as follows. For any image pair
(x i, x j), the loss function should push the corresponding hashes closer if the cosine
distance between them is smaller and vice-versa. The equation of this loss function
is given below,
L1 =
k∑
i=1
k∑
j=1
[
1
b
(h
(1)
i − h (1)j )T · (h (1)i − h (1)j )−
1
2
(1.0− w
T
i ·w j
‖w i‖‖w j‖)]
2 (2.2)
where k is the mini batch size and the two summations signify computing pairwise
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losses across all possible pairs. The vectors h
(1)
i and h
(1)
j represent the output vectors
of H1 for sample x i and x j respectively. A lower value of L1 is obtained when a
high value of 1.0− wTi ·wj‖w i‖‖wj‖ results in a high value of (h
(1)
i − h (1)j )T · (h (1)i − h (1)j ) and
vice-versa. Higher value of 1.0− wTi ·wj‖w i‖‖wj‖ is obtained when the samples are dissimilar,
thus the hash codes should be pushed apart. Similarly, lower value of this term is
obtained when the samples are similar and therefore the hash codes should be pushed
closer.
Mini-batch-wise Hinge Loss:
In addition to the pairwise similarity loss, we also intend to back-propagate a loss
that forms a semantic embedding space at the output of H2. Such a loss function
adjusts the feature spaces of not only the H2 layer but also some of the previous
layers (FC3, FC2), thus transmitting the semantic information from the tags back
into the network. As H1 is connected to the output of FC3, the semantic information
contained in FC3 will aid in learning the hashes at the output of H2, thus enhancing
the model’s performance. To this end, we define the following loss,
L2 =
∑
n
∑
j 6=n
max[0,margin+w j · h (2)n −wn · h (2)n ] (2.3)
where h (2)n represents the output of the head H2 for the n
th sample in the mini-batch.
The loss L2 is 0 only when the quantity wn ·h (2)n is more than margin+w j ·h (2)n . That
is, the value of the loss is zero only when the prediction of head H2 for the nth sample
is closer to the ground truth aggregated tag vector wn than to any other ground truth
tag vector w j by a margin margin. A similar idea was previously considered in Hu
et al. (2016), where the goal was to semantically embed videos onto a space using the
word2vec representation of the video labels. As such, their approach is supervised
(i.e., assuming the label information).
Quantization Loss: We further impose the quantization loss on the H1 output to
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force the outputs to be close to 0 or 1, as follows,
L3 = −
k∑
i=1
1
b
(h (1)n − 0.51 )T · (h (1)n − 0.51 ) (2.4)
This function penalizes the network if the output of a neuron is close to 0.5.
During training, we weigh the three loss components L1, L2 and L3 by factors λ1,
λ2 and λ3 respectively. Therefore the resultant loss that will be back-propagated is:
L = λ1L1 + λ2L2 + λ3L3
2.3.5 The Binary Tag-Vector Model
In addition to comparing our method with several state-of-art models, we built
another deep model, that uses the binary tag vectors for supervision, unlike the
word2vec tag embeddings we used in WDHT. We call this model the binary tag-vector
model in the rest of the text. To accommodate this, we make slight modifications to
our model. Firstly, we suppose that two images are similar if both of them share at
least one tag. Such kind of formulation has been used in various supervised learning
methods where they consider two images to be similar if both of them share at least
one label. Since our problem setting is weakly supervised, we use tag vectors instead
of label vectors. Tag vectors are binary vectors whose length is equal to the total
number of tags in the data-set and will have a value of 1 if the tag is associated with
the image and 0 otherwise.
Regarding the network architecture, only the head H1 is kept and H2 is completely
removed. We do this owing to the fact that the real-valued vectors (like aggregated
tag vectors in the above scenario) are not available in this case, to regress the outputs
to. Additionally, in the previous case, the loss applied on H1, i.e., the L1 component
has a real-valued ground truth similarity, unlike the current scenario. Therefore, we
use a different loss component (contrastive loss) to accommodate the binary valued
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Method 12 bits 24 bits 32 bits 48 bits
itf 0.6124 0.6323 0.6531 0.6644
tf 0.6394 0.6836 0.6881 0.6835
mean 0.6709 0.6805 0.6955 0.6621
Table 2.2: Comparing the mAP of the Model with the itf, tf or mean Aggregation
Functions for the NUS-WIDE Dataset.
ground truth similarity labels. The equation of the loss is as follows,
L4 =
k∑
i=1
k∑
j=1
S ∗ (1− β) ∗D + (1− S) ∗ β ∗ (max(0,margin−D))2
where D =
1
b
(h
(1)
i − h (1)j )
T · (h (1)i − h (1)j )
(2.5)
Here, margin represents the margin associated with the hinge loss component of
the contrastive loss, S represents the ground truth similarity label, and β represents
the fraction of similar sample pairs present in the mini batch. Weighing the loss
sub-components by β and 1 − β respectively are important due to the fact that in
any mini-batch only a small fraction of the image pairs will have at least one tag in
common, thus making the dataset highly imbalanced. We therefore incorporate β
weight factor in the loss.
Thus the final loss for the binary tag-vector model becomes: L = λ3L3 + λ4L4
2.4 Experiments and Results
2.4.1 Datasets
NUS-WIDE This is a Web image dataset with 269,648 images collected from
Flickr. Each image is associated with a set of tags. Chua et al. (2009) presents that
there is a total of 425,059 tags associated with the 269k images. Further, the authors
of Chua et al. (2009) conducted manual annotation of these images to a predefined
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Algorithm NUS-WIDE
12bits 24bits 32bits 48bits
ITQ Gong et al. (2013)(non-deep) 0.5295 0.5227 0.4932 0.5275
PCAH Wang et al. (2012)(non-deep) 0.4566 0.4209 0.4016 0.3971
LSH Charikar (2002)(non-deep) 0.3308 0.3682 0.3726 0.3918
DSH Jin et al. (2014)(non-deep) 0.5065 0.5118 0.4902 0.4807
SpH Heo et al. (2012)(non-deep) 0.3829 0.3959 0.3907 0.3947
SH Weiss et al. (2009)(non-deep) 0.4503 0.4029 0.4006 0.3731
AGH Liu et al. (2014)(non-deep) 0.535 0.5226 0.497 0.4791
DH Erin Liong et al. (2015)(deep) 0.4036 0.3974 0.3932 0.4014
UH-BDNN Do et al. (2016)(deep) 0.4982 0.4996 0.4823 0.4853
DeepBit Lin et al. (2016)(deep) 0.4225 0.4247 0.4359 0.431
Binary Tag Vector(deep) 0.4809 0.475 0.4793 0.4702
Proposed(WDHT)(deep) 0.6258 0.6397 0.6606 0.647
WMH*(non-deep) 0.299 0.306 0.307 0.309
Proposed(WDHT*)(deep) 0.4910 0.4916 0.4835 0.485
Table 2.3: MAP Values of NUS-WIDE Data-set Computed Using the Top 50,000
Retrieved Images.
set of 81 labels. For our experiments, we used only the images that are associated
with at least one of the 21 most frequent labels. Thus we formed a training set
of 100,000 images and a testing set of 2,000 images. We used the whole training
set as the database and the testing set as the query set during evaluation. MIR-
FLICKR25K This is a comparatively smaller dataset with 25,000 images collected
from Flickr and contains 1386 tags associated with them. Huiskes and Lew (2008)
manually associated the images with 38 semantic categories. For our experiments,
we used the images which are associated with at least one of the 38 categories. Thus
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Algorithm MIRFLICKR-25K
12bits 24bits 32bits 48bits
ITQ Gong et al. (2013)(non-deep) 0.6418 0.655 0.6253 0.6504
PCAH Wang et al. (2012)(non-deep) 0.6098 0.6033 0.6085 0.6169
LSH Charikar (2002)(non-deep) 0.5708 0.5885 0.5843 0.6015
DSH Jin et al. (2014)(non-deep) 0.6561 0.6593 0.644 0.6422
SpH Heo et al. (2012)(non-deep) 0.586 0.5785 0.5789 0.5789
SH Weiss et al. (2009)(non-deep) 0.6251 0.6157 0.6044 0.596
AGH Liu et al. (2014)(non-deep) 0.6378 0.6484 0.6473 0.6346
DH Erin Liong et al. (2015)(deep) 0.5833 0.5945 0.5932 0.5942
UH-BDNN Do et al. (2016)(deep) 0.6324 0.6279 0.6274 0.6258
DeepBit Lin et al. (2016)(deep) 0.5974 0.6032 0.6077 0.6115
Binary Tag Vector(deep) 0.6064 0.6087 0.6077 0.6098
Proposed(WDHT)(deep) 0.687 0.695 0.6667 0.6621
WMH*(non-deep) 0.585 0.590 0.582 0.573
Proposed(WDHT*)(deep) 0.626 0.6355 0.6326 0.6308
Table 2.4: MAP Values of MIR-FLICKR25k Data-sets Computed Using the Top
50,000 Retrieved Images.
we used a total of 16,000 images for training and 2,000 for testing. For both the
data-sets, we randomly picked the testing set without considering the labels of the
images.
2.4.2 Training
We trained our model using mini-batch gradient descent with a learning rate of
0.001 for the last three layers (FC3, H1, and H2) and a learning rate of 0.0001 for the
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Algorithm NUS-WIDE
12bits 24bits 32bits 48bits
ITQ Gong et al. (2013)(non-deep) 0.6329 0.6299 0.594 0.647
PCAH Wang et al. (2012) (non-deep) 0.5766 0.5046 0.49 0.4904
LSH Charikar (2002)(non-deep) 0.3501 0.4093 0.4169 0.4546
DSH Jin et al. (2014)(non-deep) 0.5919 0.5982 0.5713 0.5791
SpH Heo et al. (2012)(non-deep) 0.4645 0.4645 0.4465 0.4472
SH Weiss et al. (2009)(non-deep) 0.5623 0.5033 0.4896 0.4533
AGH Liu et al. (2014)(non-deep) 0.6551 0.6459 0.6274 0.6225
DH Erin Liong et al. (2015)(deep) 0.4733 0.4601 0.462 0.4763
UH-BDNN Do et al. (2016)(deep) 0.5923 0.5915 0.5902 0.6097
DeepBit Lin et al. (2016)(deep) 0.5463 0.5548 0.5624 0.561
Binary Tag Vector(deep) 0.6202 0.627 0.6247 0.6249
Proposed(WDHT)(deep) 0.6709 0.6805 0.6955 0.676
Table 2.5: MAP Values of NUS-WIDE Data-set Computed Using the Top 5,000
Retrieved Images
pre-trained layers (CONV1 - FC2). We also used the momentum term with the rate of
momentum equal to 0.9. The weighing factors for the losses, λ1, λ2, λ3 and λ4, are set
to 1.0, 10.0, 1.0 and 1.0 respectively for all the experiments, which were determined by
performing a grid search over the hyper-parameter space. The word2vec model that
we used was trained on 1 billion words from the Wikipedia documents and outputs
a 300-dimensional vector for a given word. Therefore the number of output neurons
on H2 is set to 300.
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Algorithm MIRFLICKR-25K
12bits 24bits 32bits 48bits
ITQ Gong et al. (2013)(non-deep) 0.6908 0.7064 0.6684 0.6996
PCAH Wang et al. (2012) (non-deep) 0.643 0.6306 0.6372 0.6516
LSH Charikar (2002)(non-deep) 0.5736 0.6049 0.5954 0.6239
DSH Jin et al. (2014)(non-deep) 0.6955 0.7071 0.6834 0.6603
SpH Heo et al. (2012)(non-deep) 0.5966 0.5811 0.5828 0.579
SH Weiss et al. (2009)(non-deep) 0.6605 0.6405 0.6291 0.6213
AGH Liu et al. (2014)(non-deep) 0.6862 0.7005 0.6998 0.6853
DH Erin Liong et al. (2015)(deep) 0.6033 0.6195 0.6135 0.618
UH-BDNN Do et al. (2016)(deep) 0.6654 0.6684 0.6672 0.6699
DeepBit Lin et al. (2016)(deep) 0.589 0.6027 0.609 0.6086
Binary Tag Vector(deep) 0.6365 0.6326 0.6373 0.6352
Proposed(WDHT)(deep) 0.7346 0.743 0.7034 0.7054
Table 2.6: MAP Values of MIR-FLICKR25k Data-set Computed Using the Top
5,000 Retrieved Images
2.4.3 Performance Evaluation
We evaluated the learned hash codes for the task of semantic image retrieval. We
used the mean-Average-Precision (mAP) metric to compare our model’s performance
to the existing methods. We used the same protocol used by Li et al. (2015), Wang
et al. (2016b), Lai et al. (2015) and several others to compute the mAP values. The
results are compared against eleven state-of-art approaches ITQ, PCAH, LSH, DSH,
SpH, SH, AGH, DH, UH-BDNN, DeepBit and WMH. All the methods, except WMH
are run using the code provided by the authors and for the suggested hyper-parameter
settings. As most of the works presented here are based on the pre-determined feature
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vectors, we extracted the 4096-dimensional vectors from the AlexNet model (i.e the
output of FC2) and used them as input to these methods. For WMH we directly
quote the results from the original paper (the code is not publicly available). For a
fair comparison, we run our model with the same experimental setting as WMH and
report the results. We first filtered the images and tags in WMH’s standard, then
performed another round of experiments using only 5,000 training images and 1,000
query images for the two datasets.
Firstly, to finalize the tag aggregation scheme, we compared the performance of
our model using the itf, tf and mean functions for aggregation on NUS-WIDE data-
set. We noticed that mean worked slightly better than the idf and tf as can be
seen from Table 2. Further, we performed a variance analysis on the word vectors of
tags associated with each image. More specifically, we computed the variance of the
tag vectors for each image and then analyzed the histogram of the variances for all
images. It was found that a majority of the variances falls below 8. Note that the
maximum distance between any two word vectors in this space can be 2
√
300 (the
range of each dimension of the tag vector is [−1, 1] and the space is 300-dimensional).
This appears to suggest that for most of the images, their tag vectors do not spread
out too much, which might explain that the simple mean aggregation function is
working reasonably well. Further, we computed the mAP for two different settings,
one using the top 50,000 retrieved images and another using the top 5,000 retrieved
images for the unsupervised approaches and report the results in Table 3 and Table 4
respectively. The first seven methods presented here are non-deep-learning methods
while the last three are deep-learning-based. Additionally, DH Erin Liong et al. (2015)
and UH-BDNN Do et al. (2016), even though being deep-learning-based, depend on
the hand-crafted features. DeepBit Lin et al. (2016) is the only work that takes a raw
image as input and produces a binary code, but its performance is inferior to most
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Figure 2.2: Precision Recall Curves for NUS-WIDE and MIR-FLICKR Datasets.
other methods. In contrast, our approach (WDHT) is an end-to-end framework and
performed superior than all the state-of-art methods on both datasets.
The non-deep-learning based approaches ITQ Gong et al. (2013) and AGH Liu
et al. (2014) seem to stand in the second and the third places in terms of the mAP
values in the experiments. These methods are performing superior to the existing
deep learning based methods (Erin Liong et al. (2015), Do et al. (2016), Lin et al.
(2016)) as well. On the other hand, the weakly supervised approach WMH seemed
to perform quite inferior as compared to WDHT with the new experiment setting.
The results are presented as the bottom 2 rows of Table 3.
For further analysis, we plotted the precision-recall curves in Figure 2. These
curves are computed taking into consideration all the retrieved samples from the
database for a given query image. More specifically, we computed the average preci-
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sion for various values of recall (1000 discrete values of recall) for all query images.
The big performance gain of our approach on the NUS-WIDE data-set can be noticed
from these graphs as well.
The presence of three loss components in the objective functions triggers the
obvious question of combining them in the right proportions. To analyze this, we fix
the value of λ1 to 1.0 and change the values of λ2 and λ3 between 0.01 and 100.0. We
performed a grid search over this range and chose the best hyper-parameters for our
final model. Specifically, we set three values to the ones that gave maximum mAP
value over a validation set during the grid search. For each setting of the hyper-
parameter values, we only used 10,000 training sample due to the high training time
of these experiments. A bar plot of the validation mAPs of NUS-WIDE dataset for
various values of λ2 and λ3 is given in Figure 3. It can be noticed that higher values
of λ2 and lower values of λ3 gave significantly better mAP as compared to other
combinations. A similar behaviour was noticed on the MIR-FLICKR dataset as
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well. This is in accordance with the rationale presented in Section 3.3 that a ranking
loss is better at forming semantically meaningful spaces as compared to Euclidean
loss components (Frome et al. (2013)). While this rationale is yet to be validated
mathematically, our results suggest this seems to be the case empirically.
Further, several unsupervised works Gong et al. (2013), Erin Liong et al. (2015),
Lin et al. (2016) used other regularization terms in their loss functions, for example
hash uniformity, bit uniformity regularizers. The motivation behind adding these
regularizers is to facilitate (approximate) uniform spread of hash codes across the
binary space. This property of approximate uniform hashing is desired in the field
of information hashing in order to reduce collisions, thus making the approximate
nearest neighbor search more efficient in-terms of the time taken. For example, in
several situations, hashing is only used as an intermediate step to filter the samples,
and exact nearest neighbor search is performed on the filtered samples, to obtain
the top K nearest neighbors. In such scenarios, the coarser the filtering, more is the
time-taken to perform kNN, which is not desired, thus leading to a requirement for
well-spread hashes.
However, on further analysis, we noticed that these loss components were mostly
inefficient in spreading the hashes, thus leading to a small number of unique hashes.
For example, for the 16 bit NUS-WIDE dataset, Gong et al. (2013) resulted in 3121
unique hash codes, Erin Liong et al. (2015) resulted in 312 and Lin et al. (2016)
in 281 of the total 216 = 65536 possible hashes. Further, it was observed that the
deep learning based unsupervised methods learnt significantly lower number of unique
hash codes as compared to the non-deep learning based ones. This may be attributed
to the overly low dimensional manifolds at the outputs of the final layers of the
neural networks, on which the low dimensional embeddings are learnt. On similar
lines, our approach learns 320 unique hash codes which is expected. We further
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attempted incorporating these regularizers into our model and saw no improvement
in the number of unique hashes. Hence, we reported the numbers associated without
using these regularizers, i.e using only L1, L2 and L3 loss components.
Further, the evaluating metrics associated with the image hashing literature doesn’t
measure the spread of the hashes in the low dimensional binary space, which indi-
rectly assesses the efficiency of the learnt hashes in terms of the time-taken. Such
scheme is flawed for the aforementioned reasons and better evaluation metrics are to
be established for this task. In this work, we use the traditional evaluation metrics
(mAP and precision-recall curves) as used in the literature for fair comparison.
2.5 Conclusion
In this paper, we attempted the problem of weakly supervised deep image hashing
using tag embedding. Our method is an end-to-end framework that takes raw images
and tags as inputs and produces hash codes. Therefore, our model is applicable to
Web images where such information is abundant. Through extensive experiments
with comparison with existing state-of-the-art, we demonstrated that the proposed
approach was able to deliver significant performance boost when evaluated on two
well-known and widely-tested datasets. Future work includes possible better aggre-
gation schemes in the word2vec space that may lead to improved performance.
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Chapter 3
ATTRIBUTE-GUIDED SEMANTIC EMBEDDING FOR ZERO SHOT
CLASSIFICATION
3.1 Introduction
With the advent of Deep Learning, the area of Image Classification saw a great
performance improvements in the past few years. Starting with AlexNet in 2012,
followed by VGG, ResNet and InceptionNet, the performance rose from 84.7% to an
astonishing 97.75% in a span of six years. However, other paradigms of Image Classi-
fication such as Unsupervised Image Classification, Semi-supervised image classifica-
tion, fine-grained image classification, zero-shot and few-shot image classification etc.
have still a significant scope for research before being used for real world applications.
In this chapter, we concentrate our efforts on improving the zero-shot Image Clas-
sification. At a higher level, ZSL is the task of classifying images that belong to
new classes other than the training classes, unlike in a traditional supervised image
classification setting. This can be achieved by establishing a relation between the
training and testing classes, and leveraging that relationship during the inference
time. A very famous example that can be quoted to explain the relationship between
a train and test class is the ”horse-zebra” example. If we coach a child that a zebra
(let’s say this is the test class) looks just like a horse(let’s say this is the train class)
with black-and-white stripes, it is possible that the child can identify a zebra picture
even while seeing it for the first time, by using the relationships he learnt about the
horse and zebra. In this example, the relationship is established using the attribute
”black-and-white stripes”.
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Solving such a problem is motivated by the fact that humongous number of ob-
ject categories exist in real world and learning classifiers with huge number of output
classes is not feasible. Further, training data is a necessary component for the su-
pervised classifiers which may not be obtainable in all circumstances. Additionally,
traditional supervised classification models intend to segment the high dimensional vi-
sual space into regions, based on which the classification is performed. As mentioned
in Frome et al. (2013) it is more advantageous to think of the natural continuities in
the visual space, as compared to the artificially induced partitions.
An application of ZSL is detecting fine-grained rare species classification. There
would be huge subspecies of birds/animals that fall under a broader species, but
obtained good number of labelled images for these sub-species may not be practical.
Further, we could obtain a description of the sub-species (e.g. Siamese cat is a species
of cat with pointed ears, long legs, light colored body with dark areas on the paws
etc.) that could be used as the relationship that relates the train (cat) and test classes
(Siamese cat).
Two most popular forms of semantic embeddings used in literature are the man-
made descriptors called attribute vectors, and the word2vectors learnt from millions of
documents from Wikipedia/Google News databases. While the first form of semantic
embedding (attribute vectors) are expensive information obtained by experts in the
fine-grained categories, the word2vecs are very inexpensive and can be obtained by
learning in an unsupervised way. Several works in the past attempted to use them
separately (e.g Akata et al. (2013) used attribute vectors and Frome et al. (2013) used
word2vecs) and a few works attempted to combine the knowledge present in them
(e.g Akata et al. (2015)).
Since attribute vectors are carefully crafted by humans, they are built such that the
descriptors depict some kind of visual information of the object category. For example,
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”black-white” is an attribute descriptor that has a high value for animal classes like
pandas/zebras and low(/or almost zero) values for animal classes like horse/giraffe.
On the other hand, word2vecs of the class labels are obtained by semantic similarity
(/co-occurrence relationship) between various words, which eventually learns to have
nearby vectors for similar terms. Thus a similarity in the wordvec space doesn’t have
to necessarily translate to the visual space. This disparity is termed as the ”visual-
semantic gap”. Henceforth (and as empirically proven by many works, Akata et al.
(2015)), a Zero Shot Learning model learnt purely using the word2vec embeddingds
performs poorly as compared to a model learnt using the attribute vectors.
Another noteworthy point is that the attribute vectors are more interpret-able
(since they are crafted by humans) where as the word2vecs are completely uninter-
pretable. Thus the superiority of the attribute vectors in-terms of visual information
can be established to a certain extent. However, since obtaining attribute vectors is
a highly expensive task (Even more expensive than obtaining label information for
supervised learning, because, in this case experts are needed to craft the descriptors
for several fine-grained classes), their usage for Zero Shot Learning is restrictive.
In this work, we make an attempt to accommodate the fact that obtaining at-
tribute vectors are expensive, yet leverage the attribute vectors for the existing object
classes. We learn two models, one that maps between the word2vec space and the
attribute space using the attribute vectors and the word2vecs of the training classes,
and another that maps between the attribute space and the visual feature space.
While testing, we project the test image on to the visual space, we map all the class
labels on to the visual space using the mapping from word2vecs space to attribute
space and attribute space to visual space. We then perform a k-Nearest Neighbor
on the visual feature space to predict the final class label. Thus in our approach, we
require the attribute vectors to be available for the training classes, but not for the
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testing classes (unlike in majority of the Zero Shot literature; see related work for
more details).
On similar lines, we name our approach ”Attribute-guided semantic embedding
for zero shot learning” due to the fact that the word2vec space is guided by the
attribute space, before being mapped on to the visual space. i.e the attribute vectors
act as the pivots in the mapping between the word2vecs and the image descriptors.
This setting leads to a harder problem than the simple setting where the at-
tribute vectors are available for both training and testing classes. Hence it might be
unfair to quantitatively compare our approach to the rest of the supervised Zero Shot
Approaches. Nonetheless, we evaluate our results with respect to the state-of-art
supervised Zero Shot Learning works, due to the lack of a better evaluation protocol.
The rest of the chapter is organized as follows. Next section discusses some im-
portant definitions and terms in the area of Zero Shot Learning in general. In the
third section, we discuss some of the important related work in the area along with
their pros and cons. Section 4 discussed our approach in a detailed manner followed
by experimental settings and preliminary results. We finally conclude with section 5.
3.2 Background
Several variants of Zero Shot Learning exist in the literature, namely the Gen-
eralized Zero Shot Learning, Transductive Zero Shot Learning, Inductive Zero Shot
Learning etc. A brief introduction of the variants and the difference with the tradi-
tional ZSL is as follows.
3.2.1 Zero Shot Learning v/s Generalized Zero Shot Learning
In Generalized Zero Shot Learning, the train classes are available during the test
time, unlike the simple Zero Shot Learning, where the train classes are not present
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during testing. This setting is a harder setting to achieve performance as compared
to simple ZSL, due to the fact that the test sample features will be leaning to be
closer towards the train class features as compared to the test class features. This
phenomenon is called ”train-class bias”, which will be discussed again towards the
end of this section. This is a more general setting of ZSL due to the fact that, we
intend to include all of the train classes also during testing. i.e the test sample can
belong to one of the train classes or one of the test classes.
3.2.2 Transductive v/s Inductive Setting
In a transductive setting, it is assumed that the test images are available during
training. This is a more restrictive setting since a model learnt under this setting,
may not work in the general case, when test images are not available during training.
On the other hand, in an inductive setting, the test images are not assumed to be
available during training, and thus is a more general case.
In this work, we attempt the inductive setting and conduct experiments for simple
Zero Shot Learning as well as the Generalized Zero Shot Learning variant.
3.2.3 Problem of Hubness
Hubness is a recent phenomenon discovered and being explored in the area of
Nearest Neighbor search and classification. It is defined as the problem where some
instances seem to be nearest neighbors to significant number of other instances, which
some other instances may be nearest neighbors to very few (or none) other instances.
These instances which are neighbors of many other instances are called hubs and
the instances which rarely happen to be the neighbors of other instances are called
the orphan nodes (Buza (2015)). In such cases, several quantitative measures (e.g
accuracy) are more impacted by the hubs, and the orphan nodes minimally affect these
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metrics. Therefore such a formation in the high dimensional space is not desired and
there is some research effort in this direction to alleviate the problem.
Since several approaches in the problem of Zero Shot Learning involves using
K Nearest Neighbor as the final classifier, hubness is an obvious problem for this
task as well. Recently, efforts (Zhang et al. (2017)) are directed towards reducing
the intensity of this problem, thus making all samples evenly contributing to the
quantitative metrics.
3.2.4 Visual-Semantic Gap
As mentioned in the previous section, the relationship between the training classes
and the testing classes can be established using carefully hand-crafted attribute vec-
tors or automatically learnt unsupervised word2vecs. The problem of visual-semantic
gap arises mainly in the second case where the word2vecs are used. In this case, the
established relationship between the training and the testing classes is in terms of
the word2vecs which are learnt using a language model. However, in a vision-related
task like Zero-Shot Image Classification, visual similarities (/differences) between the
train and test classes is crucial in deciding the class of the test sample. This disparity
is termed visual-semantic gap. An example follows.
Consider the case of ”ice” and ”water”. Since these two words relate to two
different physical forms of the same compound, they may appear in similar context
in English language in general. This leads to both the words having similar (cosine-ly
similar) word2vecs. However, visually, they look quite different which is not explained
by the word2vecs. Thus using these embeddings (word2vecs) trained on a language
model to guide a visual model may result in inferior performance as compared to
attribute vectors crafted using visual cues.
Therefore in this work, we try to modulate the word embedding space using the
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hand-crafted attribute vectors, thus trying to reduce this gap.
3.2.5 Train-Class Bias
Another well sought-after problem by the ZSL community is the ”train class bias”
problem. It is the problem where the test class embeddings (mainly label embeddings)
tend to be in close proximity to the train class embeddings in the high dimensional
space. This leads to be a problem when we attempt the task of Generalized Zero-Shot
Learning, where each test sample can belong to any (/multiple) of the train or test
classes. In such a setting, the test sample is more likely to be predicted as a train class
due to the bias of the learnt model towards the training classes. This behaviour is not
desired and much effort is spent to address this issue recently (Song et al. (2018)).
3.3 Related Work
Lampert et al. (2013) was one of the first works that introduced the task of
Zero-Shot Learning using attribute predictions. Lampert et al. (2013) proposed two
variations of attribute based Zero Shot Classification models namely Direct Attribute
Prediction (DAP), and Indirect Attribute Prediction (IAP). Both of them are two
stage models that predict the class of test images based on the attribute predictions
obtained by the learnt model. DAP first learns a model to predict attributes and
then uses these attribute predictions to infer the test class labels. IAP learns a model
to predict the training classes, infers the attribute predictions using the train class
predictions, which are in turn used to predict the test classes. Therefore, this model
is named as the Indirect Attribute Prediction Model. Further, Lampert et al. (2013)
also introduced the Animals with Attributes 1 dataset to further research in Zero
Shot Learning.
Another important direction of work in Zero-Shot Learning is to learn a bi-linear
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mapping between the visual embeddings and the semantic embeddings and then use
this mapping to predict unseen test classes. Frome et al. (2013), Akata et al. (2013),
Akata et al. (2015), Romera-Paredes and Torr (2015) are a few notable works in
this direction. Frome et al. (2013) learns a bilinear mapping between the visual
embeddings learnt from a Convolutional Neural Network and a language model using
a ranking loss. The approach of Frome et al. (2013) doesn’t use the hand crafted
attribute emebeddings and only use the word embeddings learnt by the language
model. Further, they back propagate the loss into the visual model and the language
model and fine-tune the weights of these models, leading to a better performance.
Akata et al. (2013) learns a bilinear mapping similar to that of Frome et al. (2013),
however, they assume the existence of attribute embeddings of all the classes involved
(i.e training classes, testing classes and validation classes). They introduced a ranking
heuristic in the loss function, which penalizes the network more if a wrong prediction
happens at the top of the list than later.
Akata et al. (2015) used a similar model as Frome et al. (2013) and Akata et al.
(2013), with the main difference that they introduced a model that can combine label
embeddings from various sources like attributes/language models and learnt a model
that performed better than using any single label embeddings source alone. Further,
Akata et al. (2015) performed an analysis on various label embeddings and presented
the results for comparison.
Romera-Paredes and Torr (2015) proposed a loss function formulation for Zero
Shot Learning which is convex and has a closed-form solution. More specifically, they
apply a square loss to the ranking formulation and add a weight regularizer to the
previous unregularized formation. The name Embarrassingly Simple Approach to
Zero Shot Learning (ESZSL) follows from the fact that this closed-form solution can
be implemented using a single line of code.
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Kodirov et al. (2017) uses a auto-encoder like formulation to learn the projections
from image embeddings space to the label embedding space. Accordingly, they in-
troduce a reconstruction loss term which can be viewed as a form of regularization
to the model. Thus they learn a linear model which projects images on to the label
embedding space, and also try to reconstruct the image embeddings back using these
projections.
Another direction of work learns non-linear projections from visual space to the
label space or vice-versa. Xian et al. (2016) and Socher et al. (2013) are one of the
early works in this direction. Xian et al. (2018) learns a piece-wise bilinear mapping
between the image emebeddings and the label embeddings. Socher et al. (2013) learns
a two layered neural network to map from the image space to the label space using a
mean-squared error formulation and the parameters are learnt using gradient descent.
On the other hand, Zhang et al. (2017) argues that visual feature space has better
discriminative ability and proposes to learn a non-linear model from attribute space
to visual space. More specifically, they use a two layer neural work and learn the
weights with the help of mean-squared loss to project attributes on to the image
space. Accordingly, they present better results than models that project images on
to the attribute space.
Norouzi et al. (2013) infers un-seen test classes using the predictions of the train
classes by performing a convex combination. The weights of the convex combination
are the soft-probabilities of the train classes obtained from a supervised classifier.
Further, some works in this area establish relationship between the train and the
test classes using different kinds of meta information. Rohrbach et al. (2011) uses
wordnet heirarchies for knowledge transfer between object classes. Karessli et al.
(2017) used three different kind of gaze embeddings namely, Gaze Histograms (GH),
Gaze Features with Grid (GFG), Gaze Features with Sequence (GFS) to learn a
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compatibility function between images and gazes. They also introduced gaze datasets
and show that gaze embeddings possess discriminative information and can be used
as an alternative to attributes.
While all these approaches work in an inductive setting, several other approaches
Song et al. (2018), Rohrbach et al. (2013), Kodirov et al. (2015), Fu et al. (2015)
have been proposed for transductive setting. Song et al. (2018) tends to annul the
”train-bias” effect by forcing the test-images to one of the test classes. Rohrbach
et al. (2013) considers the problem of Zero Shot Learning as a transfer learning task
and developed a graph-based learning algorithm to attempt it.
While several of these works considered the possibility of either attribute embed-
dings being completely available (for both the training and the testing classes) or
unavailable, we consider the possibility of the attribute embeddings being for the
training classes and unavailable for the testing classes. Consequently, our approach
can be used for novel classes whose class description in terms of the attribute vector
is not available yet.
3.4 Attribute Guided Semantic Embedding Model
3.4.1 Base-Line
We start by defining the visual feature, attribute and label vectors, and the splits
for train and test classes. Let Str = {(vi, yi), i = 1, 2...Ntr} where vi ∈ Rd and yi ∈ Y tr,
and Y tr represents the set of training classes. Similarly, Ste = {(vj, yj), j = 1, 2...Nte}
where vj ∈ Rd and yj ∈ Y te, and Y te represents the set of testing classes. Further,
the sets Y tr and Y te are subsets of a set Y , which contains all the class labels. Also,
since this is the task of Zero Shot Learning, Y tr ∩ Y te = φ.
The task now is to learn a function f that maps the inputs x to the outputs y,
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Figure 3.1: Our Approach Learns Two Non-linear Models of which the First One
Maps word2vec s to the Attribute Space and the Second One Maps the Attribute
Vectors to the Visual Feature Space.
where the outputs y may belong to the training or testing classes. More specifically,
we need to learn f by minimizing the following loss function.
1
N
N∑
i=1
L(vi, f(yi,W )) + λR(W ) (3.1)
where W are the weights that facilitates the projections from the embedding
space to the image space, L(., .) is the loss function to be minimized on the training
data,R(W ) represents the regularizer on the weights, and λ represents the weighing
factor for the regularization term.
The mapping function f is defined as a two layer neural network that maps at-
tributes on to the visual feature space. (Zhang et al. (2017)) showed that the visual
spaces learnt by Image Classification Networks have better discriminate properties as
compared to the attribute spaces. Therefore, we use this as a baseline and use similar
method in building our model.
The neural network is a two layer model with ReLU activation on the outputs of
both the layers. The exact architecture of the neural network is as follows. It takes
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w dimensional vector as input where w is the size of the label embedding, and maps
to a 1600 dimensional dense layer, from which it maps to another dense layer of 2048
dimensions. Here 2048 is the dimension of the last fully connected layer of the ResNet
from which the visual features are extracted.
The loss function at the output is given as follows,
L(vi, f(φ(yi),W )) = (vi − f(φ(yi),W ))2 (3.2)
where φ(yi) stands for label embedding and we used word vectors wi of the training
labels as label embeddings. The regularizer R(W ) is a L2 norm of the weights and
the biases of the neural network.
During inference time, the label embeddings of the test classes are projected on
to the visual space. Then the euclidean distance similarity between these projections
and the test visual feature is considered, which is used for prediction. The class that
is most similar to the visual feature of the test sample is predicted to be the it’s
class. For the setting of the Generalized Zero-Shot Learning, all the training and
testing classes are considered while computing the dot-product similarity and thus
the predicted label can belong to any of training or testing classes.
3.4.2 Our Approach
We learn an intermediate semantic space that takes the word vectors of the labels
as inputs and maps them to the attribute vectors. We learn a non-linear transfor-
mation from the word vector space to the attribute space, and another non-linear
transformation from the learnt intermediate space to the visual space. It can be
mathematically formulated as follows. We first learn a non-linear model f1 that maps
from the word vectors to attribute vectors. The loss function for this model is given
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as,
L1(ai, f1(wi,W1)) = (ai − f1(wi,W1))2 (3.3)
where ai stands for the attribute vector and wi stands for the word vector associated
with the i th sample, W1 stands for the parameters associated with this model. Once
this model is learnt, we learn another model f2 that maps attribute vectors to the
visual space. The loss function for this model is given as follows.
L2(vi, f2(ai,W2)) = (vi − f2(ai,W2))2 (3.4)
where W2 stands for the parameters associated with this second model.
These models are learnt in a two step process, where in the first step the models
f1 and f2 are learnt separately using the original (wordvector, attributevector) pairs
and the (attributevector, visualvector) pairs respectively. In the second step, these
models are fused and trained together. The mathematical formulation of the fused
model is as follows.
L(vi, f(wi;W1,W2)) = (ai − f1(wi,W1))2 + (vi − f2(aˆi,W2))2 (3.5)
where aˆi are the attribute predictions obtained from the first model. i.e the attribute
predictions obtained from the first model are passed into the second model for train-
ing.
During both the stages of training, the L2 regularizer of weights is applied to the
weights and biases of both the layers of the networks.
While inference, the word vectors of the test classes are passed into the fused
model to first get the prediction aˆi and which is further passed into the network to
get the prediction f(wi;W1,W2). Th euclidean distances between the original visual
feature vi and these predictions are computed and the prediction is made.
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Dataset # Images # Attr # Train Classes # Test Classes
Animals With Attributes 1 (AWA1) 30475 85 40 10
Animals With Attributes 2 (AWA2) 37322 85 40 10
Caltech-UCSD Birds(CUB) 11788 312 150 50
SUN 14340 102 645 72
Attribute Pascal and Yahoo (aPY) 15339 64 20 12
Table 3.1: Statistics of Various Zero Shot Learning Datasets and the Corresponding
Data Splits as Proposed by Xian et al. (2018)
This model can also be perceived as an auto encoder kind of structure which
takes word vectors as inputs and tries to predict the visual feature vectors, with the
bottleneck layer to predict the attribute vectors. A picture depicting the same is
given below.
3.5 Experiments
3.5.1 Datasets
Several datasets have been specifically developed for the task of Zero Shot Class-
fication namely, Animals With Attributes 1 (AWA1), Animals with Attributes 2
(AWA2) , Caltech-UCSD Birds dataset (CUB), SUN dataset and Attribute Pascal
and Yahoo dataset (aPY). These data-sets differ in various aspects like their size,
number of attributes available (pre-set by subject matter experts), descriptors of var-
ious attributes, coarseness of the classes in the datasets etc. The statistics of these
datasets are given in table 3.1. In this table, number of classes in the train and the
test datasets are given in accordance with (Xian et al. (2018)) since they mentioned
several key short-comings in the experimental protocol of the state-of-art literature
and so defined to standardize the protocol. This set-up is used by several works later
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(e.g Zhang et al. (2017)).
AWA1 and AWA2 datasets are medium sized coarse datasets with images belong-
ing to various animal classes. Examples of the attribute descriptors of these datasets
are ”black”, ”white”, ”stripes”, ”paws”, ”long neck” etc. The main difference between
these two datasets is that AWA2 has the original images available with copyrights
while the AWA1 dataset only has hand-crafted and deep features extracted from these
images. This restricts the use of AWA1 with approaches that intend to fine-tune the
earlier layers of Convolutional Neural Networks while learning.
CUB dataset is a medium sized fine-grained datasets which contain images be-
longing to various species and subspecies of birds. Accordingly, the attribute descrip-
tors of this dataset include ”has crown color::blue”, ”has primary color::black”, ”has
shape::pigeon-like” etc. SUN dataset is a fine-grained dataset with images belong-
ing to several scenes. Few of it’s attributes are ”hiking”, ”cold”, ”horizon”, ”rocky”
etc. Finally, the aPY dataset is small-scaled with images belonging to various object
classes like bag, building, monkey, cup etc. Examples of the attribute descriptors of
this data-set are ”shiny”, ”has head”, ”has wheel”, ”metal” etc.
Further, while the traditional image classification datasets like Imagenet, cifar10,
cifar100, svhn, caltech101 can be theoretically used to evaluate Zero Shot Classifica-
tion, they possess some major drawbacks. The first downside is the unavailability of
attribute vectors for these traditional datasets, unlike the Zero Shot datasets where
attribute vectors are always available. This restricts the usage of these datasets for
various approaches that require attribute vectors. Further, due to the visual-semantic
gap as discussed previously in this work, the learnt label embedding space may be
ideal for visual tasks.
Another important oversight in directly using these datasets for Zero Shot Learn-
ing tasks is the fact that several of these classes have been used for training the
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pre-trained off-the-shelf classifiers. Thus care must be taken in dividing the datasets
into train and test splits. Ignoring this factor will lead to skewed results which may
not represent the true power of the model.
3.5.2 Data-set Split
Unlike the traditional supervised learning, random split of train and test classes
is not acceptable for Zero Shot Learning. This is owing to the fact that some of the
classes in the Zero Shot Learning may be a part of the training classes of the Imagenet
dataset, on which the pre-trained models were trained on. Ignoring this fact and
splitting the dataset randomly leads to flawed evaluation which should be avoided.
Respecting this detail, (Xian et al. (2018)) split the dataset into training, validation
and testing classes and established a standardized protocol. In this proposed split,
the train, validation and test classes are disjoint with each other, and the test classes
were never used for training of the pre-trained model.
Additionally, making sure the validation classes are disjoint with the train classes
is important since that would regularize the model without letting it overfit to the
training classes. On the other hand, the validation classes must be disjoint to the
test classes owing to the definition of Zero-Shot Learning.
3.5.3 Evaluation Metrics
An important consideration while evaluating a Zero Shot Learning model is to
use the per-class averaged top 1 accuracy, instead of using the simple accuracy. This
is in accordance with the fact that the number of images in the Zero Shot Learning
Datasets are quite nonuniform, which make the result to be more weighted by the
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classes dominating the test split. (Xian et al. (2018))
Accavgtrain =
1
|Ctrain|
|Ctrain|∑
c=1
Accc (3.6)
Here, Accc represents the accuracy of the class c, Ctrain represents the train classes,
and Accavgtrain represents the per-class averaged accuracy of the train split. Similarly,
per-class averaged accuracy can be computed for the validation and the test split as
well.
Another metric that can be used to evaluate Zero Shot Learning is the harmonic
mean score (H-score) between the training and the testing class accuracies. This score
is higher only when both the training and testing accuracies are higher and no one
dominates the other. This is important since in a real world setting, we might need
to utilize the model for images belonging to both the train and test classes.
H =
1
1
Accavgtr
+ 1
Accavgte
(3.7)
Here, H represents the harmonic mean score.
Further, computing the per-class averaged accuracy in the Generalized Zero Shot
Learning setting is equally important since it measures the ability of the model to
identify test classes even in the presence of train classes.
3.5.4 Preliminary Results
We tested the above approach using two data-sets namely AWA1 and AWA2 and
present the results in the below table. We first train the model that maps from word
vectors to attributes with a L2 regularizer weighted by a value of 0.001, and for 20
epochs. We then trained the second model that maps from the attribute vectors to
the visual feature vectors with the same regularizer weight and for the same number
of epochs. We then trained the fused model end-to-end for 60 epochs.
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Dataset AWA1 - baseline AWA1 - AGSE AWA2 - baseline AWA2 - AGSE
ZSL accuracy 0.3390 0.4178 0.3974 0.4266
GZSL seen-classes
accuracy 0.3149 0.8117 0.3977 0.4416
GZSL unseen-classes
accuracy 0.0187 0.1136 0.0159 0.0198
H-score 0.0353 0.1994 0.0307 0.0379
Table 3.2: Preliminary Results Obtained by Training the AGSE Model in the Two
Step Fashion. Further, for Each Setting the Model is Trained 5 times and the Average
of the Results is Presented. The Variance of the Results in Various Runs is Less than
1 %.
Further, we were able to perform experiments only on two datasets (AWA1 and
AWA2) since we were not able to obtain the word vectors of the class labels of the
other datasets. Results show that we performed much better than the base-line on
AWA1 dataset and slighly better than the AWA2 dataset. Further, it can be noted
that the GZSL unseen-class accuracy is very low, which inturn impacts the H-score
as well. This may be due to the train-class bias issue and measures are needed to
reduce this effect.
Several works in the past addressed this issue by using techniques like adding a
reconstruction based regularizer term, synthesizing new features for unseen classes
etc. Kodirov et al. (2017) was one of the pioneer works that addressed this issue by
using an encoder-decoder like network. They used a single layered neural network for
both the encoder and the decoder with untied weights. The main difference between
this model and a generic auto-encoder is that the latent space learnt here encodes
semantic information modelled in terms of the attribute vectors, unlike the later case
where the latent space is freely learnt by the model. Such a constrained auto-encoder
based model demands the latent features to be able to reconstruct the original features
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better, thus reducing the training bias problem.
Another, noteworthy direction of work to alleviate the issue of train-class bias,
is to synthesize features (/examples) of unseen classes, thus indirectly allowing the
model to see a diverse set of classes. Guo et al. (2017), Kumar Verma et al. (2018) are
a few preliminary works in this direction. Guo et al. (2017) addressed this issue by
synthesizing samples by estimating the distributions for the unseen classes by using
the knowledge from the seen classes and the class attribute vectors. Once features of
the unseen classes are synthesized, any supervised classifier can be learnt to make the
final predictions. Kumar Verma et al. (2018) built a variational auto-encoder based
framework, which uses a probabilistic encoder and a probabilistic conditional decoder
to generate the novel samples (of both seen and unseen classes) from. The exemplars
generated can be used to learn any supervised classifier.
Inspired from these works, a simple extension of the proposed model (AGSE) is to
add a reconstruction based regularizer that restricts the models parameters to over-fit
to the train classes and generalize better to the test classes. Further extensions can be
made by incorporating modules to facilitate feature synthesis for unseen test classes.
3.6 Conclusion
In this work, we showed how the attribute vectors available for the existing classes
can be used to train models that do not need attribute vectors for the test classes for
Zero Shot Classification. Further, we formulated an obvious and simple loss function
to understand the potential of this approach. The same idea can be implemented
with sophisticated learning models and loss functions which may lead to further im-
provement in performance. For example, a ranking loss can be used instead of the
mean-squared loss since the problem of similarity search is a ranking problem and
ranking loss have proven to show better results as compared to euclidean loss (Frome
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et al. (2013)). More enhancements can be done to the structure of the fused neural
network, for example, use a generative adversarial network like structure instead of
an auto-encoder like structure etc. Therefore, we show that there is definitely a scope
for improvement in this direction and it is yet to be explored.
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Chapter 4
CONCLUSION
In this work, we learnt task-specific embedding spaces for Image Hashing and Zero
Shot Classification separately and showed results on several data-sets.
Firstly, we learnt a weakly-supervised model for the task of Image Hashing, which
takes both the images and hash-tags associated with them as inputs, and learns an
dimensional emebedding space which retains the notion of similarity/dissimilarity as
contained in the ground-truth values. In this setting, the ground-truth values of
similarity and dissimilarity are obtained using the aggregated word vectors of the
hash-tags associated with these images. Since, no labels are used during training,
this approach falls in the category of weakly-supervised learning.
We presented detailed results for four different hash code lengths 12, 16, 32, 48
and two different data-sets. In each of these settings, our approach significantly out-
performed the state-of-art methods proving the superiority of our approach. Further,
we showed results for various values of k for top-k retrieved images, and plotted
graphs showing the precision for various levels of recall for both the datasets. It is
clearly evident that our approach learnt much better visual embedding as compared
to the existing approaches.
The second work we presented as a part of this thesis is in the area of Zero
Shot Classification. We designed a learning model that utilizes the attribute vectors
associated with the training data, but do not need them while testing. i.e in an ideal
case, this model will be able to predict the class of a completely new test class image,
and only the word vector of the test class label is needed to make this prediction.
We present preliminary results of this work which show that further research in this
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direction is promising.
We only presented an idea where only train class attribute vectors are available
and the test class attribute vectors are unavailable, and designed a basic model that
accomplishes this. Further improvements can be made in this direction, for example
utilizing more sophisticated models like Generative Adversarial Networks, and more
powerful loss functions like ranking loss etc. Thus one can see further improvements
in the performance for this setting, which is yet to be explored in the future.
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