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Abstract—In this paper, we evaluate a multilevel coding (MLC)
scheme with multi–stage decoding (MSD) designed for satel-
lite broadcasting communications, where services with different
quality of service (QoS) are desirable. A simple Land–Mobile–
Satellite (LMS) channel model is presented, based on channel
states and their transitions. The instantaneous channel capacity
for suburban and forest scenarios is calculated using the mutual
information concept. An established transmission scheme for
satellite broadcasting, which uses bit–interleaved coded modu-
lation (BICM) with Gray mapping, is compared with the MLC
scheme in terms of channel capacity and outage probability. The
effect of removing a long channel interleaver in the physical layer
is analyzed, showing that the MLC scheme is a good alternative
to BICM for satellite broadcasting.
I. INTRODUCTION
The interest in satellite broadcasting systems has been
growing recently, especially after the release of appropriate
standards, e.g. the ETSI Satellite Digital Radio (ESDR) stan-
dard [1], [2] and the Digital Video Broadcasting Satellite to
Handhelds (DVB-SH) standard [3]. Due to the large coverage
area and the possibility of broadcasting a huge amount of mul-
timedia information, conﬁgurable content–dependent quality
of service (QoS) is desirable for these systems. The services
can be unequally protected by employing different code rates
in the channel encoder in the physical layer. On the other
hand, hierarchical modulation in combination with the concept
of multilevel codes [4] provides implicitly different levels of
protection for each bit fed into the mapper [5].
A typical drawback of satellite systems is the frequent
absence of line of sight (LOS) due to solid objects like
buildings or bridges. In this case, the signal might be lost
resulting in long dropouts. The solution proposed in [1], [2]
and [3] is based on the use of a long channel interleaver.
However, this choice can infringe the latency requirements of
real–time applications due to the delay introduced in the de–
interleaving stage. Besides, a high memory requirement and
power consumption is undesirable in portable devices. Other
physical layer issues of the ESDR and the DVB–SH standards
are investigated in [6].
We propose a system concept based on the scheme intro-
duced in [7], where different input services are encoded using
a high performance error correction code. Mapping is done to
signal constellation points according to a block labeling (BL)
partitioning [8]. In [9], it has been proved that this scheme can
reach the channel capacity by choosing the individual code
rates of each level properly. The advantage of this system
against a typical bit–interleaved coded modulation (BICM)
scheme [10] is analyzed, assuming the absence of a long
channel interleaver in both cases. A simple channel model,
based on the concept of Land–Mobile–Satellite (LMS) chan-
nels, is used for the comparison of both schemes. The outage
probability for different levels of the multilevel coding (MLC)
scheme and the BICM scheme is calculated as a function of
the chosen code rates. Suburban and forest scenarios are used
for the simulations.
This paper is organized as follows. Section II introduces
the proposed system concept including the encoder and the
decoder. The channel model adopted for the simulations is
presented in Section III. The outage probability of the scheme
is analyzed in Section IV, and some conclusions are drawn in
Section V.
II. SYSTEM MODEL
Different classes of QoS, normally one class per service
type, are required in modern broadcasting systems. In [7],
it is shown that a multilevel coding system, using BL as
partitioning strategy and multi–stage decoding (MSD), shows
some advantages for broadcasting services against a classical
BICM approach with Gray mapping. More ﬂexibility when
designing the levels is provided by the inherent hierarchical
protection of BL and the use of different code rates per level.
Besides, decoding an MLC scheme using MSD can reach the
channel capacity [9], while a classical BICM scheme shows a
suboptimal behavior [11].
The proposed multilevel coding system shown in Fig. 1 is a
modiﬁed version of the multilevel coding system presented in
[7]. A set of data services {D1,...,Dn} is encoded, resulting
in codewords Ci, and mapped onto symbols according to a BL
partitioning. To generate a channel symbol x, n bits are read
in parallel, one from each codeword Ci, and mapped onto a
unique constellation point determined by the BL partitioning,Fig. 1. Multilevel coding system, composed by a multilevel encoder, a
satellite channel and a multistage decoder.
cf. also [8]. BL divides the constellation into two subsets
grouped as clusters which are well separated from each other.
Each cluster is divided again into two sub–clusters, and this
process continues iteratively.
The multilevel encoder achieves different QoS by choosing
different code rates Ri for each level and/or by the inherent
unequal error protection of BL for each bit. We consider the
3GPP2 turbo codes [12] proposed by the ESDR and the DVB–
SH standards for encoding of the levels.
The channel symbols may be interleaved by a long channel
interleaver. For the channel, an accurate model for satellite
communications based on the LMS channel is adopted. At the
receiver side, symbols are de–interleaved and decoded using an
(iterative) MSD process. The levels are decoded sequentially
using the results of the previous levels as a–priori information.
First, the channel symbols y are demapped, resulting in a–
posteriori probabilities (APPs) of the codeword symbols ci
for each level i based on the received signal y. The APPs
are represented as conditional log–likelihood ratios (LLRs),
expressed as
L(ci|y) = ln
P (ci = 1|y)
P (ci = 0|y)
. (1)
The forward error correction (FEC) block is a hard output
turbo decoder [13] which outputs the estimated data sequence
ˆ Di based on the LLRs. Subsequently, ˆ Di is re–encoded and
used as a–priori information for the demapping of the next
levels. Error propagation between the levels is not taken into
account because it is assumed that the operation points of the
levels are well separated, following the rule
SNR1 < SNR2 < ... < SNRn. (2)
Here, SNRi represents the minimum signal–to–noise ratio
(SNR) required to decode level i error–free. Decoders with a
cliff behavior, whose bit error rate (BER) falls down to very
low values within some tenths of a dB, are desirable, assuring
that previous levels are error–free. If a level is not decodable,
the decoding process is stopped, because the next levels will
be also erroneous, according to (2).
The output of the decoder is re–encoded and fed into
the demapper as a–priori information. No soft information is
Fig. 2. State transitions of the LMS channel model.
required because previous levels are error–free, otherwise, the
decoding process stops. The demapper uses the a–priori infor-
mation for the next levels by removing invalid constellation
points.
The channel interleavers proposed for ESDR [1] and DVB-
SH [3] have a span up to dozens of seconds to overcome
signal dropouts or bad channel conditions. This introduces
some drawbacks at the receiver side, like long delays, which
are detrimental for real–time services, or the necessity of large
memories to perform the de–interleaving, increasing the cost
and the power consumption of the receiver. Therefore, it is
of considerable interest to remove the channel interleaver or
reduce its size in some applications. In this paper, coding
without a long channel interleaver is investigated.
III. CHANNEL MODEL
A. Channel description
In [7], an MLC system for satellite broadcasting is inves-
tigated using a simple AWGN channel model, which covers
not all relevant aspects of a satellite channel. We adopt a more
realistic channel model based on the LMS channel proposed
in [14] and [15]. The received signal is described by
y(t) = a(t) · x(t) + n(t), (3)
where x(t) is the continuous–time transmit signal, a(t) cor-
responds to a (real–valued, positive) attenuation factor caused
by the channel, and n(t) is a complex–valued white Gaussian
noise process with single–sided power spectral density N0.
Our goal is to model the variation of a(t) over time for
a typical mobile satellite reception. Two resolution levels
are used: a microscopic resolution, where the channel is
characterized by its state, and a medium resolution, describing
the transitions between the states. Fig. 2 shows the complete
model for a(t), describing the channel conditions using three
different states: line of sight, shadowing and blockage.
In case of LOS, the signal from the satellite is received
directly and unobstructed. This channel condition is taken as
the reference deﬁning an attenuation of 0 dB, i.e., a(t) = 1.
In [16], the atmospheric inﬂuences to the coefﬁcient a(t) have
been modeled by a random variable with Ricean distributed
amplitude with high Ricean factor (> 20 dB). Corresponding
small oscillations of the LOS component are ignored in ourwork because only larger variations of the signal are relevant
for a comparison of the proposed systems.
Shadowing is caused when the satellite signal is attenuated
and scattered, but not completely blocked, for example, in the
presence of trees. A sensible model for this channel state is
proposed by Loo [17], describing the channel coefﬁcient as
a(t) = ad(t) + as(t). (4)
The direct path component ad(t) of the satellite ﬂuctuates
with a lognormal distribution, and the scattered component
as(t) is modeled as Rayleigh fading. Both attenuation factors
are considered as correlated as trees are causing both absorp-
tion and scattering.
Blockage occurs when solid objects, like buildings or
bridges, block the path from the satellite. Here, only scattered
and reﬂected components are received, whose amplitude can
be described by a Rayleigh distribution. However, its power
is much (> 20 dB) below the level of a LOS component [14],
and the signal is practically useless for the FEC. Again, for
comparison purposes, the blockage condition can be modeled
as a complete outage of the signal, a(t) = 0, simplifying our
channel model.
The medium resolution level combines the states of the
microscopic level by deﬁning the transitions between them.
The transitions are characterized by their probability matrix, P,
which depends on the adopted scenario and can be expressed
as
P =

 

p1,1 p1,2 ··· p1,N
p2,1 p2,2 ··· p2,N
. . .
. . .
...
. . .
pN,1 pN,2 ··· pN,N

 
,
where N denotes the number of states. The row index des-
ignates the originating state, and the column index the target
state of a transition. We use two of the scenarios proposed
in [15], that is, suburban area, where almost no shadowing
occurs, and forest area, with almost no blocking.
B. Channel parameters
The power spectral density of the noise component n(t) in
(3) is assumed to be constant for the considered scenarios.
However, slight variations in the noise power are possible
in principle but their impact to the received signal is much
lower than that of the attenuation effect. Therefore, the SNR
is considered constant and set to 10 dB in an exemplary LMS
channel.
The attenuation factor a(t) is modeled following the channel
model presented in Section III.A. The parameters of the
lognormal and Rayleigh distributions of the shadowing state
are extracted from [15]. The lognormal variable exhibits an
average of ul = 0.42 and a standard deviation of σl = 0.12.
The variance of the Rayleigh–distributed scattered component
is set to σ2
r = 0.016. The speed of the receiver is 60 km/h
and the state distance is selected to 1 m, representing the
minimum driving distance for which the model stays in a state
before a transition to another state is possible. Simulations
for each scenario are done for 300 seconds of real time. The
state transition probability matrix for the selected scenarios is
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Fig. 3. Instantaneous capacity over 300 seconds for the suburban scenario.
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Fig. 4. Instantaneous capacity over 300 seconds for the forest scenario.
deﬁned following the results of [15] as
Psuburban =


0.9974 0.0023 0.0003
0.1667 0.1667 0.6666
0.0063 0.0063 0.9874

,
Pforest =


0.975 0 0.025
1 0 0
0.015 0 0.985

.
Please note that in the suburban scenario the probability of
staying in the blocking state is very low. In the forest scenario
there is no possibility of blockage.
C. Channel evaluation
The instantaneous capacity for each scenario is calculated
assuming 32–ary amplitude–phase–shift keying (32–APSK)
modulation. We use Gray mapping for the BICM scheme,
and BL for the MLC scheme. Channel symbols are demapped
at the receiver in parallel for BICM and sequentially for
MLC, assuming perfect knowledge from previous levels. The
overall channel capacity is calculated as the sum over all levels
of mutual information (MI) I (assuming equiprobable signal
points) [8] between the output LLRs l of the demapper and
the original input data d to the mapper of a level, expressedas
I =
 
d∈{0,1}
  +∞
−∞
p(l,d) log
 
p(l,d)
p1(l)p2(d)
 
dl, (5)
where p(l,d) denotes the joint probability density function
(pdf) of l and d, and p1(l) and p2(d) are the corresponding
marginal pdfs. The Monte Carlo method is used to calculate
the MI efﬁciently. Simulations are done for BICM and MLC,
and for the suburban and forest scenario, respectively.
Fig. 3 shows the capacity versus time for a 32–APSK
modulation for the suburban scenario. Note that the maximum
rate of this modulation (5 bit/channel use) is not achieved
because the SNR is not high enough, even during the LOS
periods. The solid line represents the capacity of a BICM
scheme, as used in ESDR and DVB-SH. The dashed line
corresponds to the same system model but using MLC with
MSD. The higher capacity is due to the iterative process used
in MSD, where reliable a–priori information from previous
levels is used when demapping the current level. In BICM,
the demapping process is performed in parallel, where no
information about the statistical dependencies between the
bits is taken into account. Three different states are clearly
identiﬁed in Fig. 3, where LOS dominates with some periods
of shadowing. During the rare blocking periods, the capacity
is reduced to zero.
The capacity versus time for the forest scenario is shown
in Fig. 4. Periods of LOS and shadowing alternate and no
blocking occurs.
IV. OUTAGE ANALYSIS
Assuming the use of a channel interleaver, the channel
capacity is averaged resulting in softer ﬂuctuations than instan-
taneous capacity. If the channel interleaver is extremely long,
these ﬂuctuations can be reduced to almost zero, resulting in
a constant capacity.
Fig. 5 shows the outage probability of the channel decoder
versus code rate for the suburban scenario. The dashed line
corresponds to a perfect (i.e., long) channel interleaver and
BICM. For BICM, all codewords are decoded error–free (no
outage) if the chosen code rate is less than the average capacity
(in this case about 0.55), but if the code rate is higher, all
codewords are erroneous. The threshold rate can not be known
in advance because channel state information is not available
at the transmitter for broadcasting systems due to the absence
of a return channel. Usually, a margin for selection of the
code rate is used to guarantee successful decoding in almost
all cases. Please note that the concept of selective QoS can
not be applied in the BICM case, because all information is
protected in the same way. Corresponding results for the forest
scenario are shown in Fig. 6.
In the following, the effect of neglecting the channel inter-
leaver is evaluated.
For very low code rates, the outage probability tends to
zero because almost all errors can be corrected. On the other
hand, high code rates imply bad decoding capabilities and
therefore the loss of many codewords. The solid line without
mark in Fig. 5 represents the outage probability for BICM. For
code rates below 0.6, the LOS region is decodable. To decode
successfully under shadowing conditions, the code rate must
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Fig. 5. Outage probability of BICM and MLC for the suburban scenario.
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Fig. 6. Outage probability of BICM and MLC for the forest scenario.
be below 0.2. The ﬁrst level of MLC can be decoded error–
free in the regions of LOS and shadowing using code rates
below 0.4, where almost no outage occurs. The worst protected
level requires extremely low code rates (< 0.1) to overcome
shadowing.
The same analysis is done for the forest scenario for which
the outage probability is plotted in Fig. 6. Assuming a code
rate of 0.2 for BICM, about 20% of outage occurs, while the
same code rate for the ﬁrst level of MLC results in error–free
decoding all the time. On the other hand, the ﬁfth level of
MLC is very weak. This level could be used for non–critical
information, where a high outage probability is accepted.
In urban scenarios with a high probability of blockage, the
use of a very low code rate for the ﬁrst levels could not
be sufﬁcient to overcome the dropouts, even if scattered and
reﬂected components are received. In this case, these levels
should be interleaved or terrestrial repeaters should be used,
as proposed in [2] and [3].
Table I shows a comparison between MLC and BICM. For
the suburban scenario and BICM, the code rate was set to
0.3, resulting in a transmission rate of 1.5 bit/channel use.
The code rates for the different levels of MLC are selected
in such a way that the sum of them approximately equalsFig. 7. BER of the proposed MLC scheme and of a classical BICM scheme
for the AWGN channel.
the transmission rate of BICM in order to guarantee a fair
comparison. BICM has an outage probability of 21% while
MLC presents a range from 4% to 29% for the ﬁrst and ﬁfth
level, respectively. Again, it is shown that MLC provides more
ﬂexibility when setting the QoS under an LMS channel. The
same calculations were made for the forest scenario, where
a low code rate is used for the ﬁrst level in order to avoid
outages. This is possible due to the low code rates available in
the channel encoder, and the BL partitioning, which provides
maximum protection to the ﬁrst level.
Finally, Fig. 7 shows the BER versus Es/N0 (Es: average
received energy per symbol) of the MLC and of the BICM
scheme, respectively, for an AWGN channel. The BICM
scheme uses a code rate of 1/5, while the levels of the MLC
scheme are protected by a code of rate of 1/5 for the levels 1,
3 and 5, and rate of 1/4 for the levels 2 and 4, respectively,
in order to obtain different protection levels. Note that MLC
offers a different required SNR for each level ranging from -2
dB to 6 dB, while BICM provides only one level of protection
for all data (required SNR of 2 dB).
V. CONCLUSION
In this paper, an MLC scheme suitable for satellite commu-
nications with different QoS requirements has been evaluated.
The effect of removing a long channel interleaver in practical
systems has been analyzed. A simpliﬁed but accurate channel
model based on typical LMS channel models was introduced.
It is composed of a microscopic model and a transition model,
where three different states and the transitions between them
are deﬁned. Using this channel model, the proposed MLC
scheme has been compared with a standard BICM scheme
corresponding to modern broadcasting standards for satellite
communications. Capacity and outage probability have been
analyzed and discussed for both schemes. More ﬂexibility in
setting different QoS for the services and the possibility of
removing a long channel interleaver are the advantages of the
MLC approach.
The used channel model can be improved in future work
by adding extra states in the microscopic model, as proposed
in [16], to improve its accuracy. Besides, the states of LOS
Suburban Forest
Tx. rate Outage Tx. rate Outage
Level 1 0.20 4% 0.16 0%
2 0.20 4% 0.29 5%
3 0.43 24% 0.10 33%
4 0.35 24% 0.12 74%
5 0.36 29% 0.12 75%
MLC 1.54 – 0.79 –
BICM 1.5 21% 0.80 12%
TABLE I
COMPARISON BETWEEN BICM AND MLC FOR THE SUBURBAN AND THE
FOREST SCENARIO FOR TRANSMISSION RATE OF 1.5 BIT/CHANNEL USE.
and blockage can be made more realistic by using Ricean
and Rayleigh distributions, respectively. Simulations of the
service decoder together with the proposed MLC decoder can
be interesting to evaluate the impact of removing the channel
interleaver in the physical layer to higher layers.
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