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Abstract 
In this paper we derive new, more symmetrical expansions for (q; q)~+z, by means of our 
muttivariable generalization of Andrews' variation of the standard proof of Jacobi's (q; q)3 
result. Our proof relies upon a new multivariable extension of the Jacobi triple product identity. 
This result is deduced elsewhere by the second author from a U(n) multiple basic hypergeometric 
series generalization of Watson's very-well-poised 8q~7 transformation. The derivation of our 
(q;q)~+zn result utilizes partial derivatives and dihedral group symmetries to write the sum 
over regions in n-space. In addition, we prove that our expansions for (q; q)~+2, are equivalent 
to Macdonald's A, family of eta-function identities. © 1999 Elsevier Science B.V. All rights 
reserved 
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1. Introduction 
In 1829 in Section 64 of  his Fundamenta Nova, Jacobi [9] proved the formula now 
known as Jacobi's triple product identity [7, pp. 12, Eq. (1.6.1)]. In Section 66 he then 
deduced the following identity. 
OC2 
(q ;q )3  = ~ (_ l )n (2n  + 1)q~,2+,)/2, (1.1) 
n=0 
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where 
(a)oo = (a;q)oo := ~ (1 - aqi). (1.2) 
i -0  
A standard proof of Eq. (1.1) using Jacobi's triple product identity as the starting point 
can be found in Hardy and Wright [8]. In a private communication to Milne, Andrews 
[1] suggested using derivatives to simplify this standard proof. In this paper, which is 
part of Leininger's dissertation [16], we use a new U(n+ 1 ) Macdonald identity proved 
by Milne in [23] as the starting point to generalize both Eq. (1.1) and Andrews' proof 
of Eq. (1.1). While this is the main motivation of this work, the explicit formulas and 
dihedral group symmetries derived herein may allow a generalization of the paper of 
Joichi and Stanton [10] which gave a combinatorial proof of Jacobi's result. A number 
of valuable techniques that should help in this analysis appeared in [5, 6]. 
In 1892 Klein and Fricke [14] gave a result for (q;q)8. This was rediscovered 
by Ramanujan [27] in a 1916 paper. Winquist [34] in a 1969 paper proved a result 
for . 10 (q,q)~ but stated that this was first found by Rushforth (see also [29,30]), then 
independently discovered by At.kin. Winquist also stated that Atkin had formulae for 
(q; q)~ and (q; 26 q)oo. The existence of these identities had been suggested in a 1955 
paper by Newman [26]. In a 1972 paper Dyson [4] gave his famous formula for (q;q)~ 
and stated that formulae for (q; q)~ with l =- 3, 8, 10, 14, 15, 21, 24, 26, 28, 35, 36 .... had 
been found, but noted that these ad hoc results had been unified by Macdonald [20]. 
Macdonald [20] in his landmark 1972 paper related all of the above identities (ex- 
cept (q; q)~) to affine root systems. For more discussion of the importance of this 
paper see Verma's [33] review. This connection with Lie Algebras has been the main 
focus of work since Macdonald. Among those who have used Lie Algebra to gener- 
alize Macdonald are Kac [11-13], Kostant [15], Lepowsky [18,19] and Moody [24]. 
Elementary proofs and generalizations of various families of Macdonald's identities can 
be found in work by Milne [21] and Stanton [31]. 
The main result we prove in this paper (see Section 2 below) gives new, more 
explicit, symmetric expansions for (q; q)~+:l. Notice that Macdonald has identities for 
this family since it corresponds to affine root systems of type A1. In fact we will show 
that our identities are equivalent to those of Macdonald. This connection ties these 
identities of Macdonald closer to the work of Jacobi. Our analysis also makes explicit 
the dihedral group symmetries mentioned by Verma [33]. Our more explicit formulae 
may also allow combinatorial interpretation. 
In a subsequent paper [17] we derive new expansions for the infinite families of 
products (q; q)~+2 and (q; q)~, similar products of these, and the corresponding powers 
of the ~/-function. We utilize techniques from this paper, and [21-23]. 
The rest of the paper is organized as follows. Section 2 contains a statement of our 
main result. In Section 3 we use Milne's U(n + 1) Macdonald identity as the starting 
point, simplify it, and then take derivatives. In Section 4 we study the dihedral group 
of transformations and check its effect on the summands from Section 3. This leads to 
the evaluation of a determinant which frequently appears in the literature [25,32]. In 
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Section 5 we look at the effect of the dihedral group of transformations on the integer 
points in n-space. This completes the proof of our general theorem, Theorem 2.4. 
In Section 6 we state the special cases of Theorem 2.4 for n = 4, 5,6. Here, we 
present he cases for n = 2, 3. We employ the notation in Definition 6.1. That is, in 
the binary number under the sum, a 1 in the ith position denotes the inequality r/> 0, 
while a 0 in the ith position denotes ri < 0, with the ri as given. 
We have 
1 
(q;q)8 = ~ Sqr 4- 2 Z Sqr' (1.3) 
O01 r 3 -0  
with 
S = ( l + 3 yl )( 2 + 3 y2 ) (1 -  3 yl + 3 y2 ), T = y~ + y~ + y2 - yl y2, 
rl = -2y l  4- Y2, r2 = Yl - 2y2 - 1, r3 = Yl 4- Y2 + 1, 
and notation as in Definition 6.1. We also have 
1 1 Z ( -1)usqr  4-~- -~Z( -1 )USq r, 1.4) (q;q)~ = ~ Z (-1)"Sq r + ( 
0001 0011 0101 
with 
S : (1 + 4yl )(2 + 4y2)(3 + 4y3)(1 - 4yl + 4y2)(2 - 4yl + 4y3) 
( 1 - 4y2 + 4y3 ), 
T 3 2 3 2 3 2 1 1 3 
gY l  + gY2 + gY3 - ~Y l  + gY2 + gY3 - Y lY2  - Y lY3  - Y2Y3, 
3 _ i for i=  1,2,3 u = 3(yl + Y2 + Y3 ), ri = - 4yi 4- Yl + Y2 + Y3 4- 
r4 = Yl +Y2 4-Y3 4- 3, 
and notation as in Definition 6.1. In Section 7 we rewrite two identities from Appendix I
of Macdonald's paper. Then in Section 8 we show that our identity in Theorem 2.4 is 
equivalent to those of Macdonald. 
In general we take 0<lql <1 in order to insure convergence of the multiple series 
and products in this paper. In some cases it may also be necessary to use additional 
conditions on Xl . . . . .  x, and other parameters. The identity principle of analytic con- 
tinuation is implicit in some of our proofs. Much of our work can be viewed in the 
context of formal power series manipulations. 
2. The main result 
In this section we explain the action of the dihedral group, state our main result 
in Theorem 2.4 which gives a new expansion for (q;q)~+zn, observe how Jacobi's 
identity in (1.1) arises as the n = 1 case, and mention the connection in Sections 7 
and 8 with Macdonald's identities corresponding to An from Appendix I of [20]. 
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We begin with the explicit description of  the dihedral group in the following 
definition. 
Definition 2.1 (Dihedral  9roup). For 1 <~j<.n let 
i (y l  . . . . .  Y,) : (Y l  . . . .  ,Y,), (2.1) 
~tj(yl . . . . .  Y,) = (93 - 93-1 . . . . .  93 - yl,93,93 - y,  - 1 . . . . .  93 - 93+~ - 1), (2.2) 
/~(Yl . . . . .  Yn) = (93+! - 93 . . . . .  Yn - 93,-1 - 93, Yl - 93 - 1,. . . ,  
93-1 -- Yj -- 1), (2.3) 
Y(Yl . . . . .  y , )=  ( -1  - Yn . . . . .  -1  - Yl).  (2.4) 
Define ~fl(Yl . . . . .  Yn) = ~(fl(Yl . . . .  , y,)) .  Now, ~}(Yt . . . . .  Yn) = (Yl . . . . .  Yn) = 
i (y l  . . . . .  y , ) .  Thus, ~}=i ,  for j= l  . . . .  ,n. It is easy to check that fl lf l j=/~+l for 
j=  1 .. . .  ,n -  1 and that f i l th = i .  Thus, f l~=i .  It is also clear that Ctlfllctl =fin. Since 
fl~l =-fin we have that ~l and fll are generators of  a dihedral group Dn+l of 2(n + 1) 
elements. 
For every transformation 6 in the dihedral group and every function f (y l  . . . . .  yn), 
we define 
6f (y l  . . . .  , Y , )  := f(6(Yl  ) . . . . .  ~(Yn )). (2.5) 
Theorem 2.4 below involves the dihedral group acting on certain regions in n-space 
determined by the following definitions. 
Definition 2.2 (Regions).  For 1 <~i~n, define 
(n) 
r / := - (n+l )y i+(Y l+. . .+y~)+ ~- i  , (2.6a) 
n 
r,+l :=(Yl +""  +Y, )+ ~. (2.6b) 
Using r l , . . . , rn ,  rn+l, partition n-space into regions as follows. For each ri choose 
either ri < O, ri ~ O, or ri > 0. Thus, a region R consists of a system of  n + 1 inequalities 
and equalities, and n-space is partitioned into 3 n+l regions. Call an n-tuple (yl . . . . .  Yn) 
an integer point if Yi is an integer for each 1 <.i<.n. We say that (y~ . . . . .  yn)ER if 
(Yl . . . . .  Yn) satisfies the system of equalities and inequalities which defines R. Define 
~ to be the set of all regions R such that ri ¢ 0 for all 1 ~< i ~< n + 1, and for some 
1 ~< i C j  ~< n+ 1, r, < 0 and t~ > 0. Define ~ to be the set of all regions such that ri = 0 
for exactly one i, where 1 <~i<~n + 1. It is clear from Lemmas 5.1-5.4 that ~ + ~ 
contains all of the integer points in n-space. 
Definition 2.3 (Orbits) .  From Lemma 5.5 it follows that the dihedral group acts upon 
the system of  equalities and inequalities which define a region R. The result of  this 
action is that a region is mapped to another region. Clearly, any region in ~ is 
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mapped to another egion in ~.  Likewise any region in ~ is mapped to another 
region in ~.  
Finally, consider only ~.  The action of the dihedral group partitions ~ into orbits. 
Choose a representative from each orbit. Denote the set of all representatives by C ". 
If R E (9 ", let IRI denote the length of the orbit containing R. From group theory we 
know that the maximum orbit length possible is 2n + 2, and that IRI divides 2n + 2 for 
all R E C". 
We are now able to state our main result of this paper in the following theorem. 
Theorem 2.4. 
2.2, and2.3. Take 0<[q l< l .  Then 
(q;q)~+2~ = i!-1 Z n +----i- 
i=1  (yl,..., y,,)CR 
where 
Let n>~ 1, and let (9",R, [R[, and rn+l be determined by Definitions 2.1, 
u=n(yl +. . .  + yn), 
S = ~-~ n 2 n _ ~Yi + ~-~ ( i -  ~) yi e2(yl ..... Yn), 
i :1  i=1  
(-1)UTqS + r°+l:o ~ (-1)"TqS) ' (2.7) 
n 
T= I-I [ ( s - r )+(n+l ) (y~-Yr ) ] I - [ [ i+(n+l )y i ] ,  
l<.r<s<~n i=1  
and e2(yl ..... yn) is the second elementary symmetric function of {Yl . . . . .  Yn}. 
(2.8) 
(2.9) 
(2.10) 
Jacobi's identity in (1.1) arises as the n = 1 case of Theorem 2.4. We obtain 
Corollary 2.5 (Jacobi). 
(q;q)3 = ~ ( -1 )  y~ (1 +2yl)q (y~+yl)/2 
Yl > -- 1/2 
(2.11) 
Proof. Set n = 1 in Theorem 2.4. Since n is odd we only need to examine regions with 
no equalities. There are only 4 such regions. By Lemma 5.4 we only need to look at 
2 regions and these are in the same orbit. Thus, choose the orbit representative to be 
the region that contains all integer points satisfying -y l  - 1/2<0 and yl + 1/2>0. 
Note that both these inequalities are equivalent to yl >-1 /2 .  [] 
The n = 2 and n = 3 special cases of Theorem 2.4 are given by (1.3) and (1.4), while 
the cases n = 4, 5, 6 are presented in Section 6. Of particular interest is the expansion 
for (q; q)~ in (6.1). In all of these special cases we utilize the binary number notation 
in Definition 6.1 to more easily describe an explicit choice of the orbit representatives 
in C n. 
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In Sections 7 and 8 we employ bijections and elementary analytic manipulations to 
show how Theorem 2.4 is equivalent o Macdonald's identities corresponding to An 
from Appendix I of [20]. 
3. Initial simplification and partial derivatives 
In this section we generalize all but the final step of Andrews' proof of Jacobi's 
Corollary 2.5 by establishing 
E det(cij)(-l)n(yl+"'+Y")q [~''-l(n/2)y~+~i~=l(i-n/2)y'-e2(yb''''y")] 
--Oc~< yl,...,yn < c'~ 
n n2+2 n
---- I'/i!" (q;q)oo , (3.1) 
i=1 
where 
and 
J 
cij= 1-1 [(n+ 1)yi - (y l  + . . .+  y , )+ i - j - (k -  1)], (3.2) 
k=l 
n 
det( cij ) = ~ sign( a ) I-I c~(i)i, (3.3) 
tr ~ ,9°n i=1 
with 5g~ the symmetric group on n elements. We derive (3.1) by taking a suitable 
multiple partial derivative of the following theorem and then setting each xi equal to 1. 
Theorem 3.1. Let x 1 . . . . .  Xn be indeterminate, and let n>>. 1. Suppose that none of the 
denominators in (3.4) vanishes, and that 0< Iql < 1. Then 
--oo<y~,~..,yn<ooll~<rI~<s~<n I1 - " -- ] ~I[(xi)nyi--(Y~+'"+Yn)](--li=l 
sqyr  Ys )n(yl+'"+yn) 
× H [x;Y']q[~[C~')+'"+("~)]+YI+2Y~+'"+~"]q-e~(Y'"'"'~) 
i=l 
[(2( 2J xr xs H [(qxi)°°(xi-I )o~], (3.4) =(q)~ R ~ q x-~ l<,<r<s<~n i=l 
where ez(yl .... , y,) is the second elementary symmetric function of  {yl ... . .  Yn }. 
Theorem 3.1 appears as Corollary 1.3 in [23], which in turn is a consequence of 
the new, more symmetrical U(n + 1) generalization of the q-Whipple transformation 
in Theorem 2.1 of [23]. In particular, Theorem 3.1 is a special case of the new mul- 
tivariable extension in Theorem 1.2 in [23] of the Jacobi triple product identity. The- 
orem 1.2 is obtained, following the analysis in [21], by bilateralizing the terminating 
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U(n+ 1 ) generalization f the q-binomial theorem in Theorem 3.4 of [23]. Theorem 3.4 
is a special, limiting case of the U(n + 1) generalization of the q-Chu-Vandermonde 
summation theorem in Theorem 3.3 of [23]. Both Theorems 3.3 and 3.4 were previ- 
ously derived in [22]. However, a new proof of them was given in [23] by deducing 
Theorem 3.3 from either of the two new U(n + 1) generalizations of the terminating 
balanced 3~2 summation theorems in Theorems 3.1 and 3.2 of [23]. These last two 
results are easy consequences of the new, more symmetrical U(n + 1) generalization 
of the q-Whipple transformation i  Theorem 2.1 of [23]. Putting together a first, sim- 
ple proof of Theorem 2.1 was one of the main motivations for [23]. This paper was 
another. Theorems 2.1, 3.1, and 3.2 of [23] have subsequently been obtained as special 
or limiting cases of general multivariable 10q59 or Sears 4~b3 transformations in [3]. 
Rewriting (3.4) yields 
E {E[1 - -Xrqy" -Y~] I - I  [(xi)(n+I)y'-O'I+'''+y')] 
--:xD<y],,..,yn<:XD l<~r<s<~n XS J i=1 
x ( -  1 )"(Y' ++Y" )q [Etn 1 (n/2)y~+E~: (i--n/2)yi-e2(y ... y. )] } 
I 
[ xrln[ 11 = 1-I 
1 <~r<s~n i=1 
Xs 
l<~r<s<~n Lk x,/oo i=1 
Now we need 
Lemma 3.2. 
Xr Yr-- y~ lI i - = Z sign(a) H [xg- iq"~(i)- i ' ] '  
1 <~r<s<~n Xs q aC~, i=1 
where 5a~ is the symmetric 9roup on n elements. 
(3.6) 
Applying Lemma 3.2 to the sum side of (3.5) yields 
E sign(a) H [x~(i)-iqyi(°(i)-i)] ( -  1 )nO"+"'+Y") 
- -oo  < y l , . . . ,  yn < C'~ i=1 
n 
× lI [x},+,. )v. -( v, +... +,.)]q [Z 7 ,: (,/2)y2, +E:,_ (/-,/2)y,-e:(y,..... y  )] 
i=1 
= E sign(a) E I'I [xln+')'v'-(y'+'''+y")+'~(i'-i] 
f fE ,~,  - -o0  < y l , . . . ,  yn < O0 i=1 
x ( -  1 )n(y, +...+y,)q [~in=l(n/2)y2i+~inl(a(i)--n/2)yi--e2(y,, .. . Yn)] . (3.7) 
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We permute the subscripts of the y's and rearrange to get this to be equal to 
. n [xlnq_l)yali)_(yl4_...__yn)+tr(i)_i ] Z sign(a) I-[ 
--cx~ < yl , . . . ,y.  < cx~ 6E,~n i=1 
× ( - 1 )"(Y' +"" +yn )q [E~ (,/2)y~ +Zinl (i- H/2 )y,- e2 (y,,..., .v, )]. (3.8) 
Setting the two sides equal yields 
n 
~ sign(a)IX "(n+l)y~Ii)-(yl+'''+yn)+a(i)-il[X i ] 
--cxD< yb...,y, < oc trEAt', i=1 
X ( - -  1 )n(y,+...+yn)q [~i~](n/2)Y~+~7=l(i--n/2)yi--ez(yl,...,Yn)] 
= 11 
l~r<s~n 
× I I  
l<~r<s<~n 
Next we take 
~(°~'1 
~X 10X2. . .  OXn 
[1 - x~l lL[ II - 1 ]  (q)~c 
i=1 
In Xr Xs q q [(qxi)oo(qxi -1 )~]. 
oo i=1 
(3.9) 
then set xl ~--~-X2 . . . . .  Xn= 1. Note that equivalently we may take O/~Xl then set 
xl = 1, ~2/&2 then set x2 = 1, etc. 
After taking partial derivatives and setting xl = x2 . . . . .  x, = 1 on the left-hand side 
of (3.9) we get 
E E sign(a)l~ I~ [(n + 1)ya(i) 
--c~< yi,...,yn < oo aC5% i=l j=l  
- (y i  +""  + Yn) + a ( i ) -  i -  ( j -  1)] 
× ( -  1 )n(y,+...+y.)q [ET,(n/Z)y2i+E,",(i--n/Z)y,--e2(y,,...,yn)]. (3 .10)  
For the right-hand side of (3.9) we need a generalized product rule. 
n[ f(it), f(i2)....fn(i.). (3.11) 
( f l ' f2" . . . ' fm) (n) :  Z (il[)(i2!)...(i.!)Jl "2 " 
(il + ' "+ i . )=n 
This is used in the following two lemmas. 
Lemma 3.3. (Ok/&k)(1 -- 1/x)k[x=j =k!. 
Lemma 3.4. Let 
f(xl . . . . .  xn)  = (q )L  1-I q~ q~r [(qxi)~(qxF l )o~], (3.12) 
1 <~r<s<~n i=1 
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g(xl . . . . .  x . )= H 1 - ~ 1 - ~/ f (x l  . . . . .  x~). 
I ~r<s<.n i=1 
(3.13) 
Then, fo r  k <<. n, we have 
a(~') ,x.) 
ax lax2 . . ,  ax k g(Xl . . . .  
Xl=...~Xk ~ 
[xr] ,,+, =~i~ +,I I l - ;  1-~ 
<~r<s<<.n i=k+l 
[ f (x l  . . . . .  x,~)[x, . . . . .  xk=l]. 
(3.14) 
Proof.  Show by induction on k. It is clear for k = 1. Assume true for k. Show for 
k+l .  
a(*~) ,x.) axlOx2 . k+lO(xl .... 
" " " {JXk+l xl . . . . .  xk+l =1 
(k+ 1)! a[' ( 1 1 )k+l Xk+l_l 
aXk+ Xk+ 1 f1+/2=k+l _ 
× OX2~l l~Ii! II 1 - 2ss 
i=1 k+l<~r<s<.n 
- ' l  *+' } x l i [1  i , x ,  . . . . .  x ,,Xl . . . . .  xk , . 
i=k+2 xk+l=l 
I f  E 1 <k + 1 then 
at' ( 1 ~ k+l 
71 1 -  =0. 
aXk+ 1 Xk+l ] Ixk+,=l 
The only term which does not vanish in the above sum occurs when {l = k + 1 and 
[2 = 0. Thus, we have 
a(k~2) g(x~ . . . . .  x.) 
ax, ax~. . .axL3  x, . . . . .  x . ,= l  
= /~--~-~ 1 -  i! H 1 -~ 
L VAk+l Xk+l "= k+l <<.r<s~n 
fi × __  1 - - - -  f (X l  . . . . .  Xn)lx, . . . . . .  k=l - 
i=k+2 Xi j 
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Applying Lemma 3.3 yields 
a(~) ,x°) 
¢~X ¢~X 2 ~_ k+l  g (x l  . . . .  
1 2 " " " U'Zk+l xj . . . . .  xk+l = 
" { Xr 1 k+2 
= H i! H 1 - -~ 1 -- xii f (x l  . . . . .  Xn)lxl . . . . .  X ,+ l= l "  
i=1 k+2<~r<s<~n i=k+2 
[] 
When we set k = n in Lemma 3.4 and apply it to the right-hand side of (3.9) we get 
n n / xn2+2n n 
(q)•l-[ i! 1-I [ (q)~(q)~]I- I [ (q)oc(q)~]=tq)~ H i!. (3.15) 
i=1 l<<.r<s<~n i=1 i=1 
Equating the two sides, (3.10) and (3.15), we find that 
n i 
Z Z sign(a) H H [(n +1 )Ya(i, 
- -~< yb...,yn <~ aCAan i=1 ./=1 
-(Yl +""  + Y,) + a ( i ) -  i -  ( j -  1)] 
l n(Yt+'"+y.) [E~l(n/2)y~+~7.1(i-n/2)yi-ez(yl,...,yn)] x( - )  q - 
n 
Hi! '(q; n2+2n = q)~ . (3.16) 
i=1 
Eq. (3.1) is now immediate. The final step of Andrews' proof of Jacobi's Corollary 2.5 
is generalized in Sections 4 and 5. 
4. Action of the dihedral group 
In this section we determine the effect of the dihedral group Dn+l, as given in 
Definition 2.1, on the terms in the sum in (3.1). 
We have the following theorem. 
Theorem4.1. Let ~EDn+I be any transformation in the dihedral group in 
Definition 2.1, and let 6 act on any function f (y l  ..... yn) as in (2.5). Let ci; be 
defined by (3.2), and det(cij) by (3.3). Then, 
~C~+l 6 ((_l)n(yl+...+yn)det(cij)q [~l(n/2)Y}+~nl(i--n/2)yi--e2(yl'""Yn)] . . . .  ) 
n 
=2 H [ ( j - - i )+(n+ 1)(~ - -y i ) ] I I [ i+(n+ l)yi] 
I <~i<j<~n i=1 
x ( -  1 )n(y, +...+y.)q [Ei"_,(n/2)y~+Ei"_l(i-n/2)yi-e2(y),...,y.)], (4 .1 )  
where e2(y~ ..... y,)  is the second elementary symmetric function of {yl ..... y~}. 
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Some simple consequences of Definition 2.1 are helpful in this section. First, i and 
fli, for i=  1 . . . . .  n, form a subgroup of order n + 1. Next, notice that ~l~i=fli_l, for 
i=2 . . .n ,  ~2~1 =fin, and ~1~2~1 =Y. This implies that the set of cti's also generate 
the group Dn+l. Finally, from (2.5) it is immediate that 6( f  + g)= 6( f )+ fi(g) and 
6(f.g) = 6( f ) .  6(g). We now establish some lemrnas that imply Theorem 4.1. The first 
two lemmas are immediate. 
Lemma 4.2. Let 6EDn+l, and let 6 act on any function f (y l  . . . . .  y,)  as & (2.5). 
Then, 
= q [~/n=l ("/2)1/,~ 3f-~7 l (i--n/2)y --e2(y,,..., y. )]. 
(4.2) 
Lemma 4.3. Let 1 <<_ E <<.n. Let ~L, fie, and 7 be as in Definition 2.1. Then, 
~/[(--1)n(Y'+'"+Y .)] = { 
(_l )n(Yl+'"+Y.) 
( -  1 )~-1(_ 1 )"(Y' +'''+y") 
/f n ------ 0 (mod 2), 
/ fn -  1 (mod 2), 
(4.3) 
(__ 1)n(Y,+'"+Y.) 
fie[(- 1)"(Y,++Y,)] = (_ 1)/(_ 1),(y~+...+y.) 
tf n -- 0 (mod 2), 
/ f  n - 1 (mod 2), 
(4.4) 
y[(-1)"(y,+"'+y.)] = ( 
( -  1)n(YI+"'+Y+) 
( -  1).(- 1)+(Y~+"+Y") 
/f n -  0 (mod2), 
/fn-= 1 (mod2). 
(4.5) 
Next, recall from (3.2) that 
J 
cij =/-[  [(n + 1)y i -  (yt +""  + yn)+i - j - (k -  1)]. 
k=l 
(4.6) 
Define 
J 
dj ~- l-[ [-(Yl +-"  + Y,) - j  - (k - 1)], 
k=l 
(4.7) 
J 
aij = 1-1 [-(n + 1)yi + (yl + ' "  + Yn) + n -  i - j -  (k -  1)], 
k=l 
(4.8) 
J 
hi= I-I [ (y t+" -+y, )+n- j - (k -  1)]. 
k=l 
(4.9) 
We then get the following lemma. 
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Lenuna 4.4. Let 1 <~: <<.n. Let o~:, fl:, and ? be as in Definition 2.1• Let ci:, dj, aij, 
and bj be defined by (4.6)-(4.9), respectively. Then, 
a((-i),j i f  i<( ,  
ae(cij) = (4.10) bj if i=:, 
a(n-i+e+l),j i f  i> : ,  
{ C(:+i),j i f  i<n -- : + 1, 
fl:(cij)= dj i f  i=n- :  + l, 
c(i-,+:- l),j i f  i > n - : + 1, 
~:(Cij ) = a(n+l - - i ) , j .  
(4.11) 
(4.12) 
Proof. This follows easily by applying the transformations cte, fie, and y to the yi's 
in cij. [] 
Now, for i---1 . . . . .  n, define 
A= 
\ 
all a12 ... aln~ 
/ 
a21. a22. ...... aln. ] ,  
anl an2 ... ann/  
B i -~- 
a l l  a12 . .  • aln 
a(i-l), 1 a(i-l),2 ... a(i-1),n 
a(i+l),l a(i+l),2 ... a(i+l),n 
anl an2 • • • ann 
bl b2 ... b, 
Cl2  . . .  Cln 1 
C22 . . .  C2n 
C = , Di --- 
Cn2 . . .  Cnn 
Cl l  
C21 
\Cn l  
e l l  Cl2 . . .  Cln 
C(i - - I ) , l  C( i - - l ) ,2 . . .  C(i--1),n 
C( i+l ) . l  C( i+l) ,2 . - -  C(i+l),n 
Cnl Cn2 . . .  Cnn 
dl d2 ... d~ 
where cij, dj, aij, and bj be defined by (4.6)-(4.9), respectively• 
We then have the following lemma. 
/ 
(4.13) 
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Lemma 4.5. Let l <~f <~n. Let as, fie, and 7 be as in Definition 2.1. Let cij be given 
by (4.6). Let A, Bi, C, Di be defined by (4.13). Then, 
{ ( -  1)c~-ldet(Be) tf n = 0 (mod4), 
1 • det(B~ ) /f n -- 1 ( mod 4), (4.14 )
~/(det(cij)) = ( -  1 )ldet(Be) /f n - 2 (mod 4), 
-1  • det(Be) tf n -= 3 (mod 4), 
- 1)l-tdet(Df) /f n-= 0 (m°d 2)' (4.15) 
fli(det(cii)) -- det(D,,) /f n - 1 (mod 2). 
det(A) /f n -0 ,  1 (mod4), (4.16) 
7(det(cij))-- ( -1)det(A)  /f n -2 ,3 (mod4) .  
Proof. Using Lemma 4.4 we get 
7t( det( cij ) ) = det( ctl( cij ) ) = det 
a{-1 ,1  a , (  1 ,2  • • • af - l ,n  
a l l  a t2  " • " a ln  
bl b2 "'" b, 
anl  an2 • " • ann 
af+l , l  ( /{+1,2  " • " ( /{+l ,n  
Interchanging two rows of a determinant changes the sign, thus it is necessary to count 
the number of rows interchanged. To reverse the order of the first f -  1 rows requires 
/L~2] interchanges, where LxJ denote the greatest integer ~<x. To reverse the order of 
the last n - f rows requires [z~_Zj interchanges, and to move the row of b fs  to the 
bottom requires n - f interchanges. This yields 
~/(det(cij)) = ( -  1 ) L~-!j+ LzTLJ+'-e det(B/) 
{ ( -1 )  ~-ldet(Br) i fn~0(mod4) ,  1 • det(Be) if n ~ 1 (rood4), ---- ( -  1)~ det(B~) if n_-- 2 (mod4), 
-1  • det(Bf) if n~3(mod4) .  
fle( det( cij ) ) = det(fle( cij ) ) = det 
C/+l , l  C /+1,2  ' " ' Cf+l ,n  
Cnl Cn2 " " " Cnn 
dl d2 • .. d, 
Cl l  C12  • . . Cln 
C/--1,1 C/- -1,2 • . . C f_ l ,  n 
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Take the bottom row, place it on top and shift the other rows down one place. This 
requires n - 1 interchanges. Repeat he process f -  1 times. This gives 
fle(det(cij))__(_l)(n_l)(~_l)det(De)= { ( -1)  l-1 det(De) if n--0(mod2), 
det(De) if n --- 1 (rood 2). 
an I an2 ann 
~(det(eij))= det(y(ci2))= det : : 
a l l  a12  aln 
Reverse the order of the rows. This requires L~J interchanges. Thus 
y(det(cij))=(-1)L~ j det(A) = { det(A) if n=0,  1 (mod4), 
(-1)det(A) if n=-2,3(mod4). [] 
Combining previous lemmas yields 
Lemma 4 .6 .  Let  1 <<. E <~ n. Let  c~e, 
by (4.6), and det(cij) by (3.3). Let A, Bi, C, Di be defined by (4.13). Then, 
fie, and 7 be as in Definition 2.1. Let cij be 9iven 
if n=0,  1 (mod4), 
if n_-- 2,3 (mod4), 
if n -  0 (mod2), 
if n--- 1 (mod2), 
if n - 0, 3 (mod 4), 
if n -  1,2(mod4). 
s t ( ( -  1 )n(y,+.--+y,) det(cij)) 
( -  1 ) f - l (_  1 )"(Y' + +Y") det(Be ) 
= ( -  1)/(-  1)n(Y~++Y") det(Be) 
fie((- 1 )"(Y~ ++ Y" ) det( cij )) 
( -  1 )e-1 ( _ 1 )"(Y~ +'''+y" ) det(De ) 
= (_l)/(_l),Cy~+...+y,)det(De) 
y(( -  1)"(Yl+"'+Y") det(cij)) 
( -  1)"(Y' +'''+y°) det(A) 
= (_l)(_l)n(y,+...+y°)det(A) 
(4.17) 
(4.18) 
(4.19) 
Proof. This follows immediately from Lemmas 4.3 and 4.5. [] 
Now define 
I 
1 all al2 
1 a21 a22 
E ~  • . . 
1 an I an2 
1 bl b2 
aln I (lclc2 a2n I C21 C22 " " " C2n 
" , F = " ' ' " . (4.20) 
ann 1 Cnl Cn2 " " " ¢nn I 
b, 1 dl d2 "" d, ] 
Lemma 4.7. Let E and F be 9iven by (4.20). Let A, Bi, C, Di be defined by (4.13). 
Then, 
n 
detE = ~ ( -1)  i-I detBi + ( -1)  n detA, (4.21) 
i= l  
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n 
det F = ~ ( -  1 ) i -  l det Di -[- ( -- 1 )n det C. 
i :1 
(4.22) 
Proof. Expanding detE and detF along the first column gives the desired result. [] 
Lemma 4.8. Let 1 <<.E <<.n. Let ~e, fie, and 7 be as in Definition 2.1. Let cij be given 
by (4.6), and det(cij) by (3.3). Let E and F be given by (4.20). Then, 
n 
~ cti( -  1 )n( yl +...+vn) det( c ij )) + 7 ( ( -  1 )n(yl +" "+ Yn ) det( cij ))  
i=1 
( - 1 )n~y~ +... +y. )det(E ) /f n - 0, 1 (mod 4), 
(4.23 )
= (-1).(-1)n~Y'+'"+Y")det(E) /f n -2 ,3(mod4) .  
n 1 ~f l i ( ( - -  ) n(3q+'''+yn) det(cij)) + i((-1)"¢Y~+"'+v")det(cij)) 
i=1 
( -  1 )n(yl +'. "+Yn ) det(F) /f n =- 0 (mod 2), 
= (-1)-(-1)"~Y~+'+Y")det(F) /f n - l (mod2) .  
(4.24) 
Proof. This follows immediately from Lemmas 4.6 and 4.7. [] 
We now need a well known determinant expansion from Muir and Metzler [25 
pp. 353, Example 2, pp. 340-341]. 
Lemma 4.9. 
i Sl (St--1)(Sl--2) 
S2 (S2-- 1)(SZ--2) 
det . 
s, ( s , -1 ) (s , -2 )  
• .. ( s l -n+2) (s l -n+l ) . . . . . (S l -2n+4)  
• .. ( s2 -n+2) (sz -n+l )  .(sz-2n+4)4) 
• .. ( s , -n  + 2) (s , -n  + 1) . ( sn -2n  + 
= I-[ (sj-si). 
l<~i<j<~n 
(4.25) 
Special cases of Lemma 4.9 immediately imply the following lemma. 
Lemma 4.10. Let E and F be given by (4.20). Then, 
I-1 [(j - i) + (n + 1)(yj - Yi)] 
1 <~i<j<~n 
n 
x I-[ [i + (n + 1 )Yi] 
det E = i=~= 
( -1 )  I I  [(j - i) q- (n -I- 1)(yj - Yi)] 
ln<<.i<j<~n 
× 1--[ i -t- (n + 1 )Yi] 
i=1 
/f n -0 ,  1 (mod4) 
/f n-- 2,3 (mod4) 
(4.26) 
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det F : 
/-I [ ( j - i )  + (n + 1)(yj - Yi)] 
1 <~i<j<~n 
?l 
× I~ [i + (n + 1 )Yi] 
i=1 
(--1) I [  [ ( j - - i )+(n+l ) (y j - -Y i ) ]  
1 <.i<j<~n 
n 
X I-[ [i + (n + 1 )Yi] 
i=l 
tf n =0(rood2)  
tf n ~ 1 (mod 2) 
(4.27) 
Proof. To get detE, use the n + 1 dimension version of Lemma 4.9 with 
sl --al l  . . . . .  s~ =a, l ,  and s,+j =bl .  To obtain detF use the n + 1 dimension version 
of Lemma 4.9 with sl =cl l  . . . . .  Sn =c~l, and Sn+l =d l .  [] 
Theorem 4.1 now follows directly from Lemmas 4.2, 4.8, and 4.10. 
5. Regions and the proof of the main result 
In this section we complete the proof of our main result in Theorem 2.4. We first 
obtain the following lemma. 
Lemma 5.1. Let ~ and ~ be the sets of regions R of n-space given in 
Definition 2.2. Then ~ + ~ contains all of the integer points in n-space. 
Thus, since we are only interested in summing integer points, we rewrite (3.1) as 
~ det (c i j ) ( - l )n (Y l+ ' "+Y ' )q [  ~=t(n/2)y~+~=l(i-n/2)yi-e2(y''''''y~)] 
RC~g+~?~ (y,,...,y,)CR 
n xn2+2n (5 .1)  =Hi! . (q ;q )~ , 
i=1 
where (Yl .... , yn) E R if (yl . . . . .  Yn ) satisfies the system of equalities and inequalities 
which defines R, and ~ and ~ are as in Definition 2.2. That is, the sum side of 
(3.1) splits into the regions in ~ and those in ~f .  We examine these two sums 
separately. We then use various properties of the orbits of D~+1 to finish the proof of 
Theorem 2.4. Lemma 5.1 is an immediate consequence of the following three lemmas. 
Lemma 5.2. Let rl . . . . .  r,,rn+l be given by (2.6). Let R be a region such that ri =0, 
and rj=O for some l <~i ¢j<<.n + 1. Then R contains no integer points. 
Proof. First assume l<~i,j<~n. We have 
r i=- (n  + 1)yi + (yl + "'" + yn) + (n /2 -  i)=O, 
rj =- (n  + 1)yj + (Yl +""  + Yn) + (n /2 - j )=O.  
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Summing these n ÷ 1 inequalities yields 
n 
(n + 1)(yt + ' "  + y~)<(n + l)yl +' . .  + (n + 1)y, - ~(n + 1) + 1 +. . -  + n. 
Simplifying gives 0 < 0. Thus, there is no real solution to this system of inequalities. 
Therefore, there are no integer points in the region. The same proof hold for the case 
whenr i>0 for all l~<i~<n. [] 
The following lemma makes it clear how the dihedral group of transformations acts 
upon the system of equalities and inequalities which define a region R. That is, it 
justifies the discussion of orbits in Definition 2.3. 
Lemma 5.5. Let 1 <~f ~n. Let c~f, ill, and 7 be as in Definition 2.1. Let rl . . . . .  r~,r~+l 
be 9iven by (2.6). Then, 
{ - r / - i  if i<f ,  ~t( r i )  = --rn+l if i=E, (5.4) --rn+/-i+l i f  (<i~n, 
-re if i = n + 1, 
/ '?+i 
f l f ( r i )  = rn+l  
r i -n+/- 1 
r/ 
if i<n- (+ 1, 
/f i=n- (+ 1, 
if n -E+l<i<.n ,  
if i=n+l .  
(5.5) 
S -rn-i+l if 1 <~i<<.n, 
7(ri) = (5.6) / --rn+l i f  i= n + 1. 
Proof. Use (2.1)-(2.4) and (2.6). [] 
Our first step in applying the orbits in Definition 2.3 to the sum side of (5.1) is 
provided by the following lemma, which deals with the sum over ~g. 
Z 
S~;~ (yl,...,yn)CS 
Lemma 5.6. Assume all notation in Definitions 2.2 and 2.3. Let ~ be an orbit of 
~ under the action of the dihedral 9roup (i.e. ~C~) .  Let R be the chosen orbit 
representative. Then 
det(cij ) ( -  1)"(Yl+"+Y") q [Z,\,(n/2)Y~ + i" l(i--n/2)yi--e2(Yl...., Yn)]
IRl 
= ~ n+l  (y ,... v,)ER 
n 
H {(s - r )+(n+l ) (y , -y r ) lH[ i+(n+l )y i ]  
1 ~<r <s~<n i=l 
x(_ l  )n(yl+"'+Y.)q[~:~,(n/2)Y~ +~i~l(i--n/2)yi--e2(Yl,'",Y.)], (5.7) 
where e2(yl . . . . .  yn) is the second elementary symmetric function of {Yl . . . . .  Yn}. 
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Thus, ri - rj = - (n + 1 )Yi + (n + 1 )yj - i + j = 0. Solving for yj, we get 
(n+l )y i+ i - j  i - j  
YJ= (n + 1) =Yi + n+l--" 
Since iC j ,  then i - j¢0 .  Noting 1 <.i,j<~n, then - (n+ 1)<i - j<n  + 1. Therefore, 
( i - j ) / (n  + 1) is not an integer, and thus, at least one of  Yi, yj is not an integer. Now 
look at r /=  0 and rn+l = 0, where 1 ~< i ~<n. We have 
r i=- (n  + 1)yi + (Yl +""  + Y,)  + (n /2 - i )=O,  
rn+l =(Yl  +""  + Y , )+n/2=0.  
Thus, ri - r,+l = - (n + 1)yi - i=0 .  Solving for y~ we get 
Yi = - i / (n  + 1 ). 
Since 1 <~i~n, then - i / (n  + 1) is not an integer. Therefore, yi is not an integer. Thus, 
there are no integer points in region R. [] 
Lemma 5.3. Let rl . . . . .  r,,rn+l be 9iven by (2.6). Let n be odd and R be a region 
such that ri =O for  some 1 <. i~n + 1. Then R contains no integer points. 
Proof. First, if 1 <~i<~n, then rl = - (n+l )y i+(Y l  + ".. + y , )+(n /2 - i )  = 0. Rewriting 
yields 
- (n  + 1)y~ + (Yl + ' "  + Y , )= -n /2  + i. (5.2) 
Since -n /2  + i is not an integer, the left-hand side of  (5.2) is not an integer, i.e. 
(yl . . . . .  y , )  is not an integer point. If i = n + 1, then rn+l = (yj  + . "  + y , )  + n/2 = O. 
This gives 
(Yl +""  + Y , )= -n/2.  (5.3) 
Since -n /2  is not an integer, the left-hand side of (5.3) is not an integer, i.e. (yl . . . . .  y~) 
is not an integer point. [] 
Lemma 5.4. Let rl . . . . .  r~,r,+l be 9iven by (2.6). Let R be a region such that either 
ri<O for  all l <~i<~n + 1, or ri>O for  all l <<.i<<.n + 1. Then R contains no inteoer 
points. 
Proof. Look at the case when ri < 0 for all 1 ~< i ~< n+ 1. We can write these inequalities 
as 
Yl + ' ' "  + yn < (n + 1)yl -- (n/2 -- 1) 
Yl + ' ' "  +yn<(n+ 1)y, -- (n /2 - -n )  
Yl + "'" + Y~ < -- n/2 
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ProoL 
Z Z det(cij)(-1)"(Y~++Y")q[527~'~"/z)Y~+Z'~'(i-"/2)y'-e2C~ ...... Y" ] (5.8a) 
SE.~ (y ... vn)CS 
IRI 2n + 2 
= 2n +------2 IRI Z Z det(cij)(-1)n(Y'+"+v") (5.8b) 
SC.~ (3q,...,yn)CS 
xq  [ ~l(n/2)yz +y~ji~t(i-n/2)vi-e~(yl''''' y")] 
(2n+Z)/lR] 
- ]R~I  Z Y~ Z det(cij)(-1)"(Y'+"+Y"' (5.8c) 
2n+2 
j=l S¢~ (y~,...,y,)¢s 
xq  [ y'~7- '(n/2)y~ +Z~-'( i -n/2)yi-ez(yl  '"" Y")] 
= 2n+21RI ~ ~ 6(det(c i j ) ( -1)  "{y'+'''+y") (5.8d) 
66Dn+l (y; ... v,)ER 
X~ [Z  '~ l (n /Z)v~+~,( i -n /Z)y  --e2(y , vn) ,1 . . . . . . .  ]). 
Note that the innermost sum in (5.8c) is summed 2n + 2 times. Each region in 
the orbit ~ is mapped to the orbit representative R by (2n + 2)/JR[ elements of the 
dihedral group. Thus, we get (5.8d). Applying Theorem 4.1 yields the result. [] 
Applying Lemma 5.6 to (5.1) yields 
n 
[R[ I-[ [(s-r)+(n+l)(Y'~-Yr)] I I  [i+(n+l)yi] Z Z n+l 
RE:( c" (yl,...,y,)ER 1 <~r <s~n i=1 
x ( - 1 )n(yl +...+y, )q [~,\, (n/2)y2, +2,\, {i-,/2)y -e2(y~,..., y, )]
+ ~_, ~ det(c~j)(-l)~(Y'+"'+~")q [E;'~/2)~y+ZL'(~-"/z)y-~(" ...... ~°~] 
= ~ i! 
-,n2+Rn • tq;q)~" . (5.9) 
i=1 
Now consider only the sum in (5.9) over ~7. We can naturally partition ~7 into n+ 1 
sets by using .~i = {R E R7 I ri = 0 in R}. Since ~ consists of all regions with exactly 
one equality, -~l .. . . .  °An+l partitions ~ as desired. By using (5.5) it is clear that i 
maps .~n+l into .~,+1 and that ]~i maps  --~n+l in to  -,~i. Since i and fli, for i=  1 ..... n, 
form a subgroup we can examine the orbits. Clearly, each orbit consists of exactly one 
element from each of -~i, for i=  1 ... . .  n + 1. Thus, we earn take the set -~n+l to be 
the set of orbit representatives under the action of the sub~oup. Notice that summing 
over -~n+t is equivalent to summing over all regions with ~,+l = 0, by Lemma 5.2. 
We obtain the simplification given by the following lem~a. 
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Lemma 5.7. Assume all notation in Definitions 2.2 and 2.3. Let r,+t be 9iven by 
(2.6b). Let cij be defined by (3.2), and det(cq) by (3.3). Then, 
E ~ det(ci. )( - 1 )n( YI +"" +Yn )q [Y~'in I (n/2)y~ + ~inl ( i -  n/2 )Yi- e2 (YI,.-., Yn )] 
J 
RE~ (yl,...,y,)ER 
n 
= ~ 1-1 [ ( s - r )+(n+l ) (Ys -Yr ) ] I - i [ i+(n+l )y i ]  
rn+l=0 l<~r<s<~n i=1 
×(-  1)"(Y~++ Y") q [ET ,(n/2)y2 +E,~=,(i-n/2)yi-e2(yb....y~)] , (5.10) 
where ez(yl . . . . .  y,) is the second elementary symmetric function of {Yl . . . . .  y,}. 
Proof. Let Z,+I be the subgroup of Dn+l formed by i and ]~i, for i = 1 . . . . .  n. Then 
~ det(cij)(-1)n(Yl+"'+Y")q [S~iL'(n/2)y2'+~'o-~(i-n/2)ye-e2(y''''''y")] (5.1 la) 
RE~t~ (yl,...,y~)CR 
n+l 
= ~ ~ ~ det(cij)(-1) n(yl++y") 
i=lRE~i (yl,...,yn)CR 
x q [~iLl (71/2)y~ --~iLl ( i -  n/2 )y,--e2 (Y l,--., Yn )] ( 5. l 1 b) 
= ~ ~ ~ 6(det(cij)(-1) "(y'+'+y°) 
3CZn+I RE'n+1 (yI,...,yn)ER \ 
× q [~i~,(n/2)Ye,+~i",(i--n/2)yi--e2(yL, ...,Yn )] ) (5.1 lc) 
n 
= ~ 1-I [ ( s - r )+(n+l ) (Ys -Yr ) ] I I [ i+(n+l )y i ]  
rn+l=0 l<~r<s<<.n i=1 
x ( -  1 )n(Yl+"'+Y")q [~7=l(n/2)Y~+~'~-I(i-n/2)yi-e2(y'"'Yn)]- - . (5.1 ld) 
Note that (5.11d) follows from (5.11c) by using the proof of Theorem 4.1. [] 
We now establish our main result in Theorem 2.4. Just apply Lemma 5.7 to (5.9), 
n 
and then divide both sides by I-Ii=l i!. 
6. Special cases of main result 
In this section we exhibit some special cases of Theorem 2.4. We need some notation 
to more easily describe the orbit representatives. This is provided in the following 
definition. 
Definition 6.1. The regions we want to use consist of the integer point solutions to 
systems of n + 1 inequalities where each inequality is of the form ri < 0 or ri > 0. Note 
that ri is defined in (2.6). Denote a region by a string of n + 1 elements which are 
either a 0 or a 1. A 1 in the ith position denotes the inequality ri > 0, while a 0 in the 
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ith position denotes ri <0. When choosing our orbit representatives, we have viewed 
each string of O's and l's as a binary number. Then the region represented by the 
smallest number was designated the orbit representative. 
For the special cases where n =2 and n = 3 see (1.3) and (1.4). 
Corollary 6.2. With index of summation otation as in Definition 6.1, we have 
. .~(q;q)24 1 1 1 1 
144 Z Sqv +-(-~ Z SqT +-1-~ Z SqT + 2-~ E SqT' (6.1) 
00001 00011 00101 r5 =0 
where 
S = (1 + 5y~ )(2 + 5y2)(3 + 5y3)(4 -4- 5y4)(1 -- 5yl + 5y2)(2 - 5yl q- 5y3) 
× (3 - 5yl + 5y4)(1 - 5y2 + 5y3)(2 - 5y2 + 5y4)(1 - 5y3 + 5y4), (6.2) 
T=2y~+2y22+2y 2+2y ] -y l+y3+2y4 
- YlY2 - YlY3 - YlY4 - Y2Y3 - Y2Y4 - Y3Y4. (6.3) 
Proof. Set n = 4 in Theorem 2.4. [] 
Corollary 6.3. Let S and T be defined as in Corollary 6.2 and let 
Then, 
o~ 
q(q;q)~ := E z(n)qn" 
n=l 
(6.4) 
z(n)= 1 1 1 1 
14---4 Z S+I- ~ Z S+I- ~ E S+2--- ~ Z S. (6.5) 
00001 00011 00101 /'5=0 
T=n-- 1 T=n-- 1 T=n-- 1 T=n-- I 
Proof. Solve for the coefficient of qr in Corollary 6.2. [] 
Corollary 6.4. 
(q; q)~ - 
With index of summation otation as in Definition 6.1, we have 
1 1 
17280 Z (--1)usqr + 1728----O Z (--1)uSqT 
000001 000011 
1 1 
+ 1728-----6 E (-1)"sqr + 3456~---0 E ( -1)"Sqr 
000101 000111 
1 1 
+ 3456------6 Z ( -1)usqr + 3456----O E ( -1)"Sqr 
001001 001011 
1 1 
+ 3456-----6 E (-1)USqr + 10368-----6 Z ( -1)"sqr '  
001101 010101 
(6.6) 
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S=( l+6y l ) (2+6y2) (3+6y3) (4+6y4) (5+6ys) (1  -- 6y~+6y2)  
× (2 - 6y l+6y3) (3  - 6yt +6y4) (4 -  6y l+6ys) (1  - 6y2+6y3)  
x (2 -  6y2+6y4)(3 - 6y2+6ys) (1  - 6y3+6y4)  
× (2 -  6y3+6ys) (1  -- 6ya+6ys) ,  (6.7) 
T=5 2 5 2 5 2 5 2 5 2 3y l_½Y2+l  "~Yl ÷ ~Y2 + ~Y3 ÷ ~Y4 ÷ ~Y5 -- ~Y3 ÷ 3y4 ÷ ~Y5 -- YlY2 
- -Y lY3 -- y lY4 -- YlY5 -- Y2Y3 -- Y2Y4 -- YZY5 -- Y3Y4 -- Y3Y5 -- Y4YS, (6.8) 
u=5(y l+. . .+ys) .  (6.9) 
Proof. Set n = 5 in Theorem 2.4. [] 
Corollary 6.5. With index o f  summation notation as in Definition 6.1, we have 
1 1 1 
(q ;q )~-  12441600 Z Sqr+ 12441600 Z Sqr+ 12441600 ~ Sqr 
0000001 0000011 0000101 
1 1 1 
+ 12441600 ~ SqT+ 12441600 Z Sqr+ 12441600 Z Sqr 
0000l I 1 0001001 0001011 
1 1 
+ 12441600 y~ Sqr+ 1244160----O Z Sqr 
000! 101 0010011 
1 1 ZSqr  ' (6.10) 
+ 12441600 ~ Sqr + 24883200 
0010101 r7=O 
where 
S = (1 + 7yl )(2 + 7y2)(3 + 7y3)(4 + 7y4)(5 + 7y5)(6 + 7y6)(1 - 7yl + 7y2) 
× (2 - 7yl + 7y3)(3 - 7yl + 7y4)(4 - 7yl + 7y5)(5 - 7yl + 7y6) 
× (1 - 7y2 + 7y3)(2 - 7y2 + 7y4)(3 - 7y2 + 7y5)(4 - 7y2 + 7y6) 
× (1 - 7y3 + 7y4)(2 - 7y3 + 7y5)(3 - 7y3 + 7y6) 
× (1 - 7y4 + 7y5)(2 - 7y4 + 7y6)(1 - 7y5 + 7y6), (6.11) 
T= 3y~ + 3y 2 + 3y~ + 3y24 + 3y~ + 3y 2 - 2yl  - y2 + Y4 + 2y5 + 3y6 
-y ly2  - yly3 - yiy4 - YlY5 - YlY6 - yey3 - y2y4 - y2y5 
-y2Y6  - y3y4 - Y3Y5 - y3y6 - y4y5 - y4y6 - ysy6. (6.12) 
Proof. Set n = 6 in Theorem 2.4. [] 
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7. A rewriting of an identity of Macdonald 
In this section we rewrite the Type Al equations from Appendix I of Macdonald's 
[20] paper. The first half of the section considers the case of l even; the second half 
considers l odd. 
For 1 even, Macdonald had 
~](X) 124-2l ---~ COE H ( vi -- I)j)X Ilvll'/2(l÷l), (7.1) 
t" i<j 
summed over v=(v0 . . . . .  v l )EZ  t÷l satisfying v i - i (mod l  + 1) for O<~i<~l, and 
vi = 0. Here, Ilvl12- - ~ v~ and co denotes a numerical constant whose value can 
be written down by considering the term of lowest degree in the power series. 
oo e~ 1 First note that ~/(x)=x 1/24 I-[i=1(1 -x i ) .  Then, define (x)oo := I - I i=t ( -x i )  • Dividing 
both sides of (7.1) by x (12+2z)/e4 yields 
(X)/2v~ ÷2l = C0E H (Vi -- lYj)X Ilvll2/2(l+l )--(12+2l)/24. (7.2) 
~" i<j 
Now we will determine an explicit value for co. To do this we will compare the 
coefficients of x ° on both sides of (7.2). First we want to minimize the exponent of x 
on the right-hand side of (7.2). This occurs when we minimize Ivil for each i. Thus, 
we find that the minimum occurs when v i= i  for O<<.i<.I/2, and v i= i -  (l + 1) for 
I/2 + 1 <~i ~ l. I f  we change the value of vi for any i = 0 . . . . .  l then the value of [[v[[ 2 
increases. Therefore, this is the only set of values for which the minimum is attained. 
Using these values we find that 
1 i 2+ .~( - i )  2 - ( l  2+2 l ) /24  Ilvl12/2(z + 1) -  (t2+ 2t ) /24-  2(t + 1) ,,,=0 
~0.  
We need to compare coefficients of the constant erm on both sides. The coefficient 
on the left-hand side of (7.2) is 1. For the right-hand side we first define f (xo  . . . . .  xn) 
by 
f (xo  . . . . .  x , ) :=  H (Xr--Xs). (7.3) 
O<~r<s<~n 
Also define the permutation zi by 
i+1,  if j= i ,  
• i ( j )  := i, if j = i + 1, (7.4) 
j, otherwise. 
Now, f (xo  . . . . .  xn) = (-1)f(Ti(x0) . . . . .  ~i(x,)) since the only difference between the 
two sides is that zi changes the factor (xi - xi+ l ) into (xi+ l - xi) = ( -  1 ) (xi - xi+ 1 ). Note 
that T i is a transposition and any permutation tr can be written as a 
product of zi's. Thus, f (xo  . . . . .  x , )=( -1)s ign(~)f ( t r (xo)  . . . . .  a(x,)). We need to 
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evaluate f (0 ,  1 . . . .  , l /2 , - l /2  . . . .  , -1 ) .  First, put the numbers in order, i.e. convert to 
f ( - l /2 , . . . ,  l/2). This may be accomplished by shifting each number left one position 
and moving the 0 to the end position. (This requires l applications of Tg.) Repeat this 
process a total of l/2 + 1 times and the numbers are in order. Then, 
f ( O, 1 . . . . .  l /2 ,  - l/2 . . . . .  - 1 ) = ( -  1 )l(l/2+l)f(_ l/2 . . . . .  l /2) 
= f ( - l /2 , . . . , I /2 ) ,  since l is even. 
Now clearly, f (xo  . . . . .  x,))  =f (x0  + c . . . . .  xn + e). Applying this yields 
f(O, 1 . . . . .  l/2, - l /2  . . . . .  - 1) = f ( - l /2 , . . . ,  l /2) 
= f (O  . . . .  , l) 
=(- -1) l l !  . ( -1 ) I - I (1 -  1) ! . . . . . ( - -1)11!  
l 
= (-- 1 )1(l+1)/2 l-[i!. 
i=1 
Finally, equating the coefficients of the constant erms on both sides of (7.2) we find 
that 
l 
co = ( -  1 )1(l+1 )/2 U i!--I. (7.5) 
i=1 
We simplify (7.2) by setting vt = -vo - vl . . . . .  Vl-l. This yields 
(,t~+21 t - l [  t-.__~ ] 
=e0 E I-I [vr- ,111 vr+ vi 
vEZ t O<~r<s<~l--1 r=O 
vi ==-i (rood l+ 1 ) 
X (Elr-{ v2+e2(v°'""vt-' ))/(l+1)-(12+21)/24 (7.6) 
Let v i = (l + 1 )Yi + i, for i = 0 . . . . .  1 - 1. Then 
II tVr--VslII Vr+E ' 
O<~r<s<~l--I r=0 i=0 
= 1-I [ ( l+ l )y r - ( l+ l )ys+r -s ]  
O~r<s<~l--I 
× 1-I  ( l÷ l )y r - t - r+- - - - - - - -~-+ ( l÷ l )y i  • 
r=0 i=0 
Note that  E0~<r<s~<n rS = n(n + 1)(n - 1 )(3n + 2)/24. Thus, 
l -1  2 l 2 Er=oVr  +e2(vO, . . . ,V l _ l )  +2l  
l+  1 24 
1 l--I ] 
- l + I [~__~o ((I + 1)yr + r) 2 + e2((l + 1)yo . . . . .  (l + 1)y,_, + l -  1) 
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l 2 +2 l  
24 
1 [ l-I t-1 l ( l -  1)(2l- 1) 
-- l+---~ ( l+ l )2ZYZ+( l+ l )~rYr+ 6 
r=O r=O 
+(1 + 1)2e2(Yo .. . . .  Yt-1) + (1 + 1) 
(1 -  1)l(I ~42)(3/ -  1) 1 12 + 2l 
× Z Syr + 24 
O<~r,s<~l--I 
, , [  
=( l+ l )~- '~y2+( l+ l )e2(Y0  . . . . .  Y ' - ' )+Z r+ Yr+ - -  
r=O r=O 
Putting all the pieces together yields 
12(l -- 2) 
(X)/~c+2 / - -  ( - -  1 )/(/+l)/2 
1-II=1 i! Z 0~<r<s~/--I -- oo < y0,...,yt-i <~ 
x H ( l - t -1 )y r+r+~+Z( l+ l )y i  
r=O i=0 
X X ( /+1)~trO'y2r+( l+l  )e2(Y0,...,y/-, )+~/ro l  [r+l(l--1)/21Yr+12(l-2)/8 
H [ ( l+ l )y r - - ( l+ l )ys+r - - s ]  
(7.7) 
Note that this sum can be further simplified by using symmetry which occurs in the 
even dimensional cases. For more details see [16]. 
We now consider the case of l odd. Macdonald had 
~(X) 12+21= Co~-~ 1-I (1)i - •j) xllvllz/8(z+l)' (7.8) 
v i<j 
summed over v = (v0 . . . . .  vt) E Z t+l satisfying vi = 2i + 1 (mod 2l + 2) for 0 ~< i ~< l and 
vi = 0. Here Ilvl12 = ~ v/2 and co denotes a numerical constant whose value can be 
written down by considering the term of lowest degree in the power series. 
As in the even case note that rl(X)=X 1/24 YIi~l(1-xi). Define (x)~ := 1--[~1(1-xi). 
Dividing both sides of (7.8) by x (t%2l)/24 yields 
(x)~ +2l = co~ ~I (vi - vj)x Ilvl12/s(l+1)-(t2+2t)/24. (7.9) 
v i<j 
Now we will determine an explicit value for Co. To do this we will compare the 
coefficients of x ° on both sides of (7.9). First we want to minimize the exponent 
of x on the right-hand side of (7.9). This occurs when we minimize Ivi[ for each i. 
Thus, we find that the minimum occurs when vi=2i + 1 for O<.i<~(l- 1)/2, and 
vi =2/+ 1 - (2l + 2) for (l + 1)/2<...i<...l. If we change the value of vi for any i = 
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0 .. . . .  l then the value of ]lvl[ 2 increases. Therefore this is the only set of values for 
which the minimum is attained. Now using these values we find that 
Iiv112/8(1 + 1) - (l 2 + 2l)/24 
1 /'(t-1)/2 t ) 
- -8 ( l ;  1 ) (  ~ (2i+ 1)2+ i=(~/+1)/2(2i+ 1- (2 l+ 2)) 2 _(•2+ 2l)/24 
=0 
Recall the definitions of f (xo  . . . . .  xn) and ~i from (7.3) and (7.4), respectively. We 
need to evaluate f(1,3 .. . . .  l - 2 , / , - l , - I  + 2 .. . . .  -3 , -1 ) .  First, put the numbers in 
order, i.e. convert o f ( - l , - I  + 2 . . . . .  -1 ,  1 . . . .  , l -  2, l). This may be accomplished 
by shifting each number left one position and moving the 0 to the end position. (This 
requires 1 applications of ~i.) Repeat this process a total of (l + 1)/2 times and the 
numbers are in order. Thus, 
f ( l ,3  . . . . .  l - 2, l , - l ,  - l  + 2 . . . . .  -3 ,  -1 )  = ( - I )  t(t+~)/2 
x f ( - l , - I  + 2 . . . . .  -1 ,  1 . . . . .  l - 2, l). 
Now clearly 
and 
f (xo  . . . . .  Xn) = f (xo  + c . . . . .  xn + c), 
(7.10) 
f ( cxo ,  cxl  . . . . .  cx ,  ) = cn(n+l)/2 f (xo  . . . . .  xn). (7.11 ) 
Applying (7.10) and (7. l 1 ) yields 
f(1,3 . . . .  , l - 2 , l , - l , - I  + 2 .. . . .  -3 , -1 )  
= ( -1 ) t ( t+~) /2 f ( - l ,  - I  + 2 . . . . .  -1 ,  1 . . . . .  l - 2, l) 
= ( -1 ) t ( t+1) /2 f (0 ,2  . . . . .  2l - 2,21) 
= ( -  1 )l(l+1 )/22l(1+1)/2f(0, 1. . . . .  l )  
= (-1)t(t+1)/22 t(l+1)/2 × (-1)tl! - (-1)t-1(l  - 1)! . . . . - ( -1)11! 
/ 
= 2/(l+1)/21-- [ i!. 
i=1 
Finally, equating the coefficients of the constant terms on both sides of (7.9) we find 
that 
1 
Co =2-l(t+1)/21-I i! - l .  (7.12) 
i=1 
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We simplify (7.9) by setting vl = - Vo - vl . . . . .  vz-1. This gives 
+2' =co  
vi-~2i+l (mod 2•+2) 
O<~r<s<~l--I r=0 i=0 
Z l-z 2 + e2(vo . . . . .  v t _ l ) ) /4 ( l+  1) (l 2 + 2•)/24. )< X V r r=0 
Let vi = (2l + 2)yi + 2i + 1, for i = 0 .. . . .  l - 1. Then 
O<~r<s<l--I r=O i=0 
(7.13) 
=21(/+1)/2 II [ ( l+l )y~-( l+l )ys+r-s]  
O<~r<s<l--1 
and 
l - I  1 I-1 l 2 + 1 Z( I  + 1)yi × I I  (t+l)yr+r+--5--+ 
r=O i=0 
--~ 1-- 1 1)2 -, l 2 r=O ~+e2(vo," V/-l) +2 l  
4(l + 1) 24 
1 [t----~l-I 
--4(• + 1) [~_~o ((2l + 2)yr + 2r + 1) 2 + e2((21 + 2)yo 
l 2 + 21 
+1 .. . . .  (2l + 2)yt-1 +21--  1) 24 
l-z t-I l(2l - 1)(2l + 1) 
_ 1 4 ( l+ l )2Zy2+2( l+ l )Z(Zr+l )y r+ 3 
4(l + 1) ~=o r=O 
+4(1+l)2e2(Yo . . . . .  y/-l)+2(l+l) ~ (2s+l)y~ 
O<~&~<~l--1 
+( I -1 ) l (312- l -1 )  1 6  •2+2• 24 
l--1 /--1 ~_ ._1]  
( /+  I )Z  2 Z[  = y~ +( l+ 1)e2(Yo . . . . .  Y / -1 )  + r+ y~ 
r=O r=O 
l ( l  + 1)(l- 1) 
4 8 
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Putting all the pieces together yields 
1 
(x)/~+2/= H i!-1 Z 
i=l --oo<yo,...,yl I <oo I--1 
,[ ] 
X H ( l+ l )y rWr+- - -~+Z( l+ l )y i  
r=O i=0 
X X (l+l)~l'-~yzrW(l+lle2(y°'''''yl-')+~l''-~[rW(12+l)/2lyr+l(l+l)(l-1)/8] . 
H [ ( l+ l )y r - ( l+ l )ys+r -s ]  
O~<r<s~< 
(7.14) 
8. Equivalence of identifies 
" ,n2+2n (-1)~(n+l)/2 
q, q)oo -- I-[in~ i! 
x 12"I [(n + 
r= l  
X q (n+ 1 )~r"=~ y,~ +(n+ 1 )ez(y. ,...,y, )+~,~=, [ r -  l+n(n-  1 )/2]y,+n2(n-2)/8 
In this section we show that our main result in Theorem 2.4 is equivalent to a result 
in Appendix I of Macdonald's [20] paper. More specifically we exhibit an explicit 
proof that the right-hand side of (2.7) is equal to the right-hand side of (7.7) if n is 
even, and to the right-hand side of (7.14) if n is odd. We begin with Macdonald's 
identity and show it is equivalent to our identity. 
When n is even we have (7.7). The notation in (7.7) comes from Macdonald's 
Appendix I. To make the notation fit the form of Sections 1-6 we first replace l by n. 
Then we change the summations and products to run from 1 to n instead of from 0 to 
n - 1. We also replace all x's with q's. This yields 
Z [ H [ (n+l )y r - (n+l )ys+r -s ]  
--oc < yl,,,.,yn < OO Ll <<.r<s<~n 
n(n - 1) n ] 
1 )y r+r - l+~+Z(n+l )y i  / i=1 
(8.1) 
We will define a function which takes n-space to n-space. Let 
(± f(yl,Y2 ..... Yn): = Yi+Yl +~- - ,  Yi+Y2+---2~ 
i=I i=1 
We then have the following lemma. 
,...,£Yi 
i=1 
(8.2) 
Lemma 8.1. Let f(xl ..... xn) be defined by (8.2). Then, f(xl ..... xn) is a bijection 
n with domain ~_~ and range {(xl . . . . .  x,) E 7/n[ Z i= I  Xi ~ (n(n -- 2)/2)(modn + 1)}. 
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Proof. To show f is injective assume that f (x l  . . . . .  x . )=f (y l  . . . . .  Yn). This yields 
the following system of equations. 
2xl + x2 + ' "  + xn + (n - 2)/2 = 2yl + Y2 ÷ " ' "  ÷ Y, + (n -- 2)/2, 
Xl + 2x2 + ' "  +x ,  + (n- -  2)/2 = Yl +2y2 + ' "  + Yn + (n- -  2)/2, 
Xl ÷ X2 ÷ " ' "  ÷ 2Xn ÷ (rt -- 2)/2 = Yl + Y2 ÷ " ' '  ÷ 2yn + (n - 2)/2. 
These equations can be rewritten as a matrix equality. 
(Xl . . . . .  Xn)[In ÷ Jn]  : (Y l  . . . . .  y.)[ In +J , ]  (8.3) 
where In is the n × n identity matrix and Jn is the n x n matrix with each entry 1. Now 
multiply both sides of (8.3) by In + ~:-~1 J ,  to get (xl . . . . .  x , )  = (y l , . . . ,  y,).  Therefore, f 
is injective. To show f is surjective let (Xl . . . . .  xn) be any element of the range. Thus, 
n - - I  ?1 
~-~i=1 Xi :~1"1(t'1 -- 2)/2. Now look at (yl . . . . .  Yn), where Yi-- ~() -~r=l  xr - (n + 1)xi + 
(n -2 ) /2 ) .  First we must check that (yl . . . . .  yn)ET/~. Note that since - (n  + 1)xi is 
n n 
divisible by n + 1, we need only to look at ~ i= 1 xi + (n -  2)/2. We know that ~ i= i xi = 
k(n + 1 ) + n(n - 2)/2. This yields ~ i ' - i  xi + (n - 2)/2 = (n + 1 )(k + (n - 2)/2), which is 
divisible by n + 1. Thus, (Yl . . . . .  y , )  C Z" as desired. Now, f (y l  . . . . .  yn) = (Xl . . . . .  x,). 
Therefore, f is surjective. [] 
Lemma 8.2. Let 
n 
Q = (n + 1) Z y2 + (n + 1)e2(y1 . . . . .  y . )  
r=l 
±[ n nl' 1 + r - l + ~  y~+ ----g---, 
r=l 
(8.4) 
R= 1--[ [(n + 1 )Yr - (n + 1 )Ys + r - s] 
1 <~r<s<~n 
~ +  (n+l)y~ , 
r=l i=1 
S ~-'~ n 2 n _ 
. . . . .  
i=1 i=l 
n 
T= I I  [ ( s - r )+(n+l ) (y~-Yr ) ] I - [ [ i+(n+l )y i ] "  
1 <~r<s<~n i=1 
(8.5) 
(8.6) 
(8.7) 
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Then 
n 
( -  1)"("+')/2fi i!-' E RqO= H i!-l E Tq S" 
i=1 --oo < Yl,...,Yn < oo i=1 (YJ""'Yn)EZn 
yt +'+yn-Z nln 2 2) (mod n+l  ) 
(8.8) 
Proof. First we view Q,R,S, T as functions of (yl ..... Yn). For example we see that 
n 
T(yl .... ,yn) = 1-I [ ( s - r )+(n+ 1)(y, - yr)] I- I[ i+(n+ 1)yi]. 
I <~r<s<~n i 
Now by Lemma 8.1, f is a bijection between the region summed by the left-hand side 
of (8.8) and the region summed by the right-hand side of (8.8). Thus, to prove the 
lemma it is enough to show that 
Q(yl ..... Yn ) = S( f (y l  ..... yn )) 
and 
( -  1 )~("+ 1)/2 = I I  
I-Ii=l i! R(yl ... y~) i ! - lT ( f (y l ,  y~)). 
i=1 
Now 
S(f(y l  ..... Yn)) 
- - - -£  £Yp+Yr+ + r -  £YpWYr+ 
r= l  p=l  p=l  
- Z YP+Y~+ YP+Y~+ 
l<~r<s<~n \p=l  
(£ n+2 n n 2 -2 YP - E YrYs+~ yp 
p=l  I <~r<s<~n = 
n ~ n2(n -- 2) nZ -- n -- 2 E yp + pyp + 
+ 2 8 
p=l  p=l  
=(n+l)~Y~yp 2+(n+l )  Z Y~Ys 
p=l  l<~r<s<~n 
~-~( ) n2(n -- 2 - - -~)  + n(n f  1) l+p  yp+ 8 
p=l  
= Q(yI ..... Yn). (8.9) 
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Also 
n 
I I i !  -1 T( f (y l  . . . . .  y,))  
i=1 
=Hi!  -I r+(n+l )  yp+y~+ 
i=1 r=l p=l 
x I f  s - r - (n+l )  yp+y~+ 
l<~r<s<~n 
=(- -1 )  "("-1)/2 i! -1 r - l+(n+l )  yp+(n+l )y r+ 
i=1 r=l p=l 
× 1-[ [ r - s+(n+l )y r - (n+l )y , ]  
1 <~r<s<~n 
n 
= (-1)"("+1)/2 H i!-I R(yl . . . . .  y,). (8.10) 
i=l 
Note that since n is even, ( -1 )  n(n-l)/2 -- ( -1 )  n(n-l)/2+2n/2 = (--1) n(n+l)/2. D 
When n is odd we have (7.14). The notation in (7.14) comes from Macdonald's 
Appendix I. To make the notation fit the form of Sections 1-6 we first replace l by n. 
Then we change the summations and products to run from 1 to n instead of from 0 to 
n - 1. We also replace all x's with q's. This yields 
~n2+2n II [ q;q)~ ---- i!-l Z 1-I [ (n+l )y r - (n+l )y . , .+r -s ]  
i=1 --c~<yl,.. . ,y,<oo l<~r<s<~n 
n[ n,+l  1 x (n + 1 )Yr + r - 1 + ~ + (n + 1)yi 
r=l i=1 
× q( ,+l  )~"=~ v~+(n+l )e2(y~,...,y,)+~. [r-- l+(n2+l )/2]yr+n(n+l )(n-- 1)/8 
(8.11) 
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We will define another function which takes n-space to n-space. Let 
g(yl,Y2 .. . . .  y.) := Yi + yl + - -  
\ i= l  
n- l )  +--~ . 
We then have the following lemma. 
n 1 " 
n-1  Zy i+y2+n-  , .... Zy i+y"  
2 ' 
i=1 i=1 
(8.12) 
Lemma 8.3. Let g(xl ..... x,) be defined by (8.12). Then, g(Xl . . . . .  X. )  is a bijection 
. .(.-1) (modn + 1)}. from Z" to {(Xl ..... x,) E Z" I ~i=1 xi =- 2 
Proof. The proof is the same as for Lemma 8.1, with (n - 2)/2 replaced by 
(n  - 1 ) /2 .  [ ]  
Lemma 8.4. Let 
g=(n+l )~-~y~+(n+l )e2(y l  . . . . .  y , )+£[ r  l+n2;  1] - - -  Yr 
r=l  r=l  
n(n + l (n -  1) 
, (8 .13)  
8 
V= I I  [(n + l )yr - (n + l )y, + r - s] 
1 ~r<s<~n 
r I [  n2+l~- -~ ] × (n+l )y r+r - l+- - - - -~+ (n+l )y i  , (8.14) 
r : l  i=1 
L S= 2Y2i + i -- ~ Yi -- e2(yl . . . . .  y,), (8.15) 
i=1 i=1 
n 
T= I-[ [ ( s - r )+(n+ l ) (ys -  yr)] I - I [ i+(n+ l)yi] • (8.16) 
l<~r<s<~n i=1 
Then, 
f i  i!-' ~ VqV =( -1)Y '++Y"f i  i! - '  ~ Tq s. (8.17) 
i=l - -~<y l , . . . , yn<O~ i=1 (yb . . . ,yn)E~ n
yl +-..+y._---- n (~ (mod n+l)  
Proof .  First we view U, V,S,T as functions of (y l  . . . . .  y,). For example, we have 
n 
T(yl ... . .  y , )= 1-I [ ( s - r )+(n+ l ) (ys -  yr)] I - t[ i+(n+ l)yi] • 
1 <~r<s<~n i=1 
Now, by Lemma 8.3 g is a bijection between the region summed by the left- 
hand side of (8.17) and the region summed by the right-hand side of (8.17). Thus, 
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to prove the lemma it is enough to show that U(yl . . . . .  yn)=S(9(yl  .... ,yn)) and 
V(yl . . . . .  y,)  = ( -  1 )Y' +'"+Yn T(O(yl . . . . .  y,)). 
We find that 
S(9(yl . . . . .  y,))  
/) n n -1  n n n -1  - - - -  Yp+Yr+-" '~-  + r - -~  Yp+Yr+-" '~-  
r=l \p=l  \p=l  
Z Yp+YrW-" '~- -  
l<~r<s<~n \p=l  
( yp n 1 +Ys + - -  
(~)~ z n+2 n n 2 -- 2 Yp - Y~Ys+~ Yp 
l<~r<s~n p=l 
n 2 -- 1 n n n(n + 1) (n -  1) 
+-'-"2 - -ZypWZpyp+ 8 
p=l p=l 
=(n+l )Zy2p+(n+l )  E YrYs+ l+p  yp 
p=l 1 <~r<s<~n p=l 
n(n+l ) (n -  1) 
+ =U(y l  .... ,y,). 
8 
(8.18) 
Also 
( -  1 )yl +... + y, T(9(y I. . . . .  y, )) 
n[ n l)] 
=(- -1 )  yI+'''+y" r+(n+l )  Yp+Yr+~"- -  
r=l ~kp=l 
n-1  
× yp-t-ys+--~---  
\p=l  
=(-1)  yl+'''+y" r+(n+l )  yp+(n+l )y r+ 
r=l p=l 
H [s - r - (n+l )y r+(n+l )y , ]  × 
l<~r<s<~n 
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=(-l)>"++Y"(-l)'~("-l)/2rtr=l J r -  I +(n+ l)~ypp=l +(n+ l)y# 
n 2+1]  H [ r - s+(n+l )y r - (n+l )ys ]  +---T-J 
~- V(yl . . . . .  Yn). 
. ( . -  1) (rood n + 1 ), Note that since yl + ' "  + Y#= 2 
(--1)Y'+"+Y'(-1) "('-1)/2 =(--1)k(#+l)+"(n-l)/2(--1) "("-1)/2 for some k. 
= 1 since n + 1 and n -  1 are even. [] 
(8.19) 
We can now combine the 2 cases into 
f i  i! - l  ~ (_  1)"(y,+'"+y.)Tq s 
i--1 W 
where 
±(") S= 2Y~i + i -  g Yi - e2(yl . . . . .  y.),  
i=1 i--I 
T= H [ (s - r )+(n+l ) (y~-Yr ) ] l - I [ i+(n+l )Y i ] ,  
l<~r<s<~n i=1 
(8.20) 
(8.21) 
(8.22) 
{(Yl . . . . .  y , )E  " " n (n -2) (modn+l )}  i fn i seven ,  7/ ]~--~i=1 Yi = 
W : n(n - 1) (modn + 1)} if n is odd. {(Yl,--., Y~)E TI~-~7=j yi 2 
(8.23) 
Consider the dihedral group of transformations defined in (2.1)-(2.4). By Lemma 4.2 
we see that the dihedral group fixes S. We check the effect of the dihedral group on 
the coefficient of q. 
Lemma 8.5. The dihedral group fixes the coefficient of  q. More specifically it fixes 
n 
( -1 )  n(y' ++y")  I-[ [ ( s - r )+(n+l ) (Ys -Yr ) ] l -X [ i+(n+l )y i ]  • (8.24) 
l<~r<s<~n i=1 
Proof. Recall from Definition 2.1 that the transformations ~zl(yl . . . . .  yn) = 
(y l ,y l  - yn - 1 . . . . .  yl - y2 - 1) and ill(y1 . . . . .  yn) = (y2 - yl . . . . .  y,  - y l , -1  - y l )  
generate the dihedral group. Thus we need only to check the effect of these two trans- 
formations. [] 
We must look at the effect of  the dihedral group on the points we sum over. When 
n is even, we have ~-'~in=l Yi = n(n22) (modn + 1). Now, c~j(yt . . . . .  Yn) = (Yj -Y j - I  . . . . .  
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Y j -  y l ,Y j ,  Y j -  Yn-  1 . . . . .  Y j -  Y j+l  - 1 ). Therefore, summing the coordinates yields 
n n(n - -2 )  
(n+l )y j - -~r= 1 y r - (n - - j ) - -  2 n - j (modn+l ) .  Note that, f l i(Ya . . . . .  Y , )  = 
(Yj+I - )~i . . . . .  Yn - Y j ,  - 1 - y j ,  Yl  - Y j  - 1 . . . . .  ~Vi-1 - Y j  - 1 ). Then summing the coor- 
n n(n-Z) j (modn+l ) .  Finally, 7(Yl, ,Y,) = dinates yields - (n+ l )y j+  ~r=l  Y r - - j - -  2 "'" 
(--1 -- y~ . . . . .  --1 -- Yl). Thus, summing the coordinates yields -n  - Y~'~=l Y , -  
,tn-2) This shows that exactly two elements of the dihedral group map to each pos- n 2 " 
n sible value modulo n+ 1. Likewise, when n is odd we have ~ i= l  Yi - ~ (mod n+ 1 ). 
Now, ~j(Yl . . . . .  Yn) = (Y j  - Y j -1  . . . . .  Y j  - Y l ,  Y j ,  y j  - y~ - 1 . . . . .  Y j - .Y i+ I  - 1 ). Therefore, 
1 n n (n - l ) _n_ j (modn+l ) .  stemming the coordinates yields (n+)Y J - -~r=l  y~- - (n - - j )  =-- 2 
Also, f l j (Yx . . . . .  Y , )=(Y j+ I  - Y j  . . . . .  y ,  - y j , -1  - Y j ,  Yl - Y j  - 1 . . . . .  Y j - I  - Y j  - 1). 
1 n Thus, summing the coordinates yields - (n  + )y j  + ~= l Yr - J  =- n(~21) - J  (rood n + 1 ). 
Finally, Y(Yl,..., Y,) = ( -  1 - Yn . . . .  , - 1 - yl ). Thus, summing the coordinates yields 
-n  - ~--~r=ln Y~ _---- _ n - n(~-1)2 . This shows that exactly two elements of the dihedral 
group map to each possible value modulo n + 1. 
Now, recall the definitions of ri, for 1 <<.i<<.n + 1; regions ~,  ~,  C", and IRI from 
Section 2. Let R E (9" be an orbit representative, and IRI the length of the orbit. Then, 
each element of the orbit is mapped (2n + 2)/JR I times to the orbit representative by 
the dihedral group. By the above discussion, each integer point in the region chosen 
as the orbit representative is mapped onto twice. Thus, we sum over the whole re- 
gion without any congruence conditions. Therefore, the part of the sum corresponding 
to ~ is 
IRI (__l )n(yi+...+y°) TqS. 
Z n+l  
RCf n 
( Vl ,...,I n )CR 
(8.25) 
Next, look at ~ .  We may combine all regions in ~ such that ri = 0, for a 
fixed i, into one region. The resulting region needs only one equation for its definition 
- -  namely ri = 0. Thus, we have n + 1 regions. Note that we are only summing 
over the points in the region which meet the congruence condition. Now, applying the 
transformations i and t j, for j = 1 . . . . .  n, maps all the regions into the region defined 
by rn+l = 0. This eliminates the congruence condition. Thus, we see that the part of 
the sum corresponding to ~ is 
(--1) n(y'+'''+ y') Tq S. (8 .26)  
t'n+ I ~0 
Putting the pieces together we get 
n ( 
I I i ! - '  Z m IRII  ( -1 ) " (Y '++Y°)  TqS + Z (--I )n(Y'+"'+Y°) TqS] " n+ 
rn+l  =0 
(8.27) 
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Thus, we have shown that the right-hand side of (2.7) is equal to the right-hand 
side of (7.7) if n is even, and (7.14) if n is odd. 
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