A NISAC study on the economic effects of a hypothetical H1N1 pandemic was done in order to assess the differential impacts at the state and industry levels given changes in absenteeism, mortality, and consumer spending rates. Part of the analysis was to determine if there were any direct relationships between pandemic impacts and gross domestic product (GDP) losses. Multiple regression analysis was used because it shows very clearly which predictors are significant in their impact on GDP. GDP impact data taken from the REMI PI+ (Regional Economic Models, Inc., Policy Insight +) model was used to serve as the response variable. NISAC economists selected the average absenteeism rate, mortality rate, and consumer spending categories as the predictor variables. Two outliers were found in the data: Nevada and Washington, DC. The analysis was done twice, with the outliers removed for the second analysis. The second set of regressions yielded a cleaner model, but for the purposes of this study, the analysts deemed it not as useful because particular interest was placed on determining the differential impacts to states. Hospitals and accommodation were found to be the most important predictors of percentage change in GDP among the consumer spending variables.
TABLES
The National Biosurveillance Integration Center (NBIC) of the U.S. Department of Homeland Security (DHS) tasked the economists at the National Infrastructure Simulation and Analysis Center (NISAC) to answer questions regarding the effects on the economy in the event of an A (H1N1), or swine flu, pandemic influenza 1 .
The REMI PI+ 2 model (Regional Economic Models Inc., Policy Insight +) is used by Sandia National Laboratories (SNL) to carry out some of its economic analyses. Part of the SNL REMI analysis projected changes in the level of gross domestic product (GDP), given certain levels of absenteeism, mortality, and consumer spending-all three of which served as input to the REMI PI+ model. The SNL analysts manipulated the absenteeism and mortality inputs to REMI based on results produced by NISAC analysts at Los Alamos National Laboratory (LANL) via their Epidemic Simulation System (EpiSimS) 3 .
A regression analysis was requested to form a more comprehensive picture of the pandemic's effect on GDP. This report describes the results of the regression analysis performed on the REMI results to give a clearer idea of the different impacts experienced by each state, while also showing which economic sectors are most important. Specifically, regression analysis aids in determining which factors are most important in predicting and quantifying GDP losses for each state as a result of the pandemic. It also gives insight as to the differential impacts at the state level, making it far easier to see how different factors and industries affect individual states. Policy makers may find this information useful in conducting more effective legislation with a better understanding of the individual effects to each state. Breaking down the analysis to this level allows policy makers to more accurately and efficiently direct their decisions and legislation.
Purpose and Scope of this Study
The purposes of this study are to gain an understanding of the different impacts to specific states and to show which economic sectors are most affected by a hypothetical H1N1 pandemic influenza. Section 2 discusses basic theory behind multiple regression analysis and describes the methodology used to calculate inputs to the regression models. It also provides some discussion of the data. Section 3 describes the regressions and presents their analysis and results. Finally, Section 4 summarizes and presents conclusions from the process of research and analysis for the study.
Methodology
This section presents the basic theory for multiple linear regression, which is used in order to determine statistical relationships that predict basic outcomes, given changes to certain significant variables. This section also discusses the selection and calculation of variables included in the analysis and includes descriptions of the software models used (REMI and EpiSimS) to generate them. It also includes a basic discussion of the data.
Regression Analysis
Linear regression is a statistical modeling procedure that examines linear relationships between two or more variables by building an equation that represents the relationship. In multiple linear regression, a response variable (the dependent, "left-hand," or y variable) is held as dependent upon several predictor variables (the independent, "right-hand," or x variables). The equation is linear because each of the coefficients depicts a linear relationship when regressed singularly (and all are to the first power 4 ). For this reason, they are sometimes called the partial regression coefficients to emphasize the fact that when all but one factor is held constant, the remaining factor measures all of the expected change in the response variable. The basic equation is of the linear form:
 y is the response variable,  β 1 through β k are the coefficients associated with each factor (or predictor variable), and  x 1 through x k are vectors which contain the data pertaining to each factor, and  ε is the error term.
There are a few assumptions associated with linear regression, namely  Every variable is independent;  The residuals, or the difference between the expected outcome and the observed outcome, must all sum to zero and be approximately normally distributed;  The predictor variables must also be independent of one another, or un-correlated.
When regressing over time, there is also the common problem of autocorrelation, or the correlation of residuals, which has been eliminated in this analysis because the variables were regressed under a single period (called "cross-sectional" analysis). For this analysis, the percentage change in state GDP for 2009 as a result of a pandemic was regressed as a function of expected absenteeism and mortality rates as well as predicted changes in consumer spending for certain sectors.
Variables Used
The data used for this analysis were from output of both the EpiSimS and REMI models. They comprise information on expected changes in the 48 continental states and Washington, DC. Two outliers are immediately noticeable in the data (Error! Reference source not found. and Error! Reference source not found.), representing Nevada and Washington, DC. These outliers are included in the first part of the regression analysis and then removed.
Percentage Change in 2009 State Gross Domestic Product (GDP) Level
The percentage change in state GDP is the REMI output for the changes in absenteeism, mortality, and consumer spending that were input to the model. This acts as the response or dependent variable in the model.
Absenteeism
The absenteeism rate is defined as the percentage of laborers absent from work. In the event of a pandemic, it is expected that the absenteeism rate would increase. The absenteeism rates were taken from the EpiSimS output that acted as one of the inputs to REMI. Because each industry has a different rate, each rate was multiplied by the total workers in each sector to incorporate the relative size of each industry. The values were then summed for each state and divided by the amount of total workers in each state. These values, the "average absenteeism" rates for each state, were used in this analysis.
Mortality
The mortality rate is defined as the percentage of people dead in each state as a result of the pandemic. The mortality rates for this analysis were calculated by taking the EpiSimS output for total dead in each state and dividing them by the total state populations found in REMI's base model. These values also served as inputs to REMI.
Consumer Spending
Change in consumer spending captures people's change in purchasing behavior. In the event of a pandemic, analysts expect that consumers will decrease spending in several areas of the economy while increasing spending in sectors like health care. Because H1N1 has a low mortality rate (and high morbidity rate), changes in consumer spending are not thought to be as great. For that reason, the initial inputs to REMI only had consumer spending changing by 1 percent for several selected REMI-specific industries. The initial list follows:
 Purchased meals and beverages Analysts used these 10 variables to describe consumer spending in the model. Because the REMI inputs for each state and industry were the same (1 percent change in consumer spending), the analysts divided the value-added (from REMI) for each of the industries in each state by the GDP level for that state. Dividing by the GDP level incorporates the relative size (percentage) of each industry in each state. Analysts then aggregated the ten variables into the variable "total," standing for total consumer spending, which was also used in the analysis. 
Models and Their Use of Data

Models
EpiSimS is an epidemiological tool used to simulate and forecast the spread of disease in urban areas based on the demographic and geographic distribution of disease. The model works via a social network representing details of contacts between individuals based on their activity patterns. It provides estimates for how rapidly the disease spreads and shows the vulnerability of people, depending on the statistics of a specific disease. For this study, EpiSimS was used to estimate absenteeism and mortality data to be input to REMI.
The REMI model uses a built-in baseline scenario that models the current U.S. economy and may be altered based on modeled changes that reflect direct impacts to the economy. The model divides the economy into 51 regions (the 50 states and Washington, DC) and 70 sectors based on codes from the North American Industry Classification System (NAICS), though the industry classifications themselves are specific to REMI. Being organized this way allows REMI to give detailed output on specific effects to the economies of each state and to each industry (both as a whole and within each state), for any given impact. REMI also projects this change into the future (scenarios are run over a specified period) and notes effects in several other areas of the economy.
For this analysis, NISAC analysts ran the model based on an H1N1 pandemic impact reflecting changes in the absenteeism and mortality rates (both of which were calculated from the EpiSimS output) and in the selected consumer spending categories (listed in section 2.2.4. and in the left column of Table 2-1) . As stated previously, these consumer spending categories correspond directly to specific REMI industries and changes in those consumer spending categories reflect changes in their corresponding industries. For this analysis, the REMI output used were the percentage change in GDP for each state in 2009 (current year) and the percentage change in each industry in each state as a result of the consumer spending. The REMI output for the consumer spending changes was used in the regression analysis, despite its being produced by the same algorithm (the reasoning for this is discussed in the Conclusions section of this report).
Data Statistics and Relationships
As stated in the introduction paragraph for section 2.2, there are two notable outliers in the data, representing Nevada and Washington, DC. For that reason, there were two separate sets of analysis done: one including the two outliers and the other with them removed. The descriptive statistics and matrix plots for both scenarios are shown below in Tables 2-2 Perhaps the most noticeable difference between Error! Reference source not found. and Error! Reference source not found. is the scatterplot of mortality (which may actually be more accurately viewed here as a survival rate, as the rates are negative). The data are split into definite columns because the states were grouped into regions that had common mortality rates (Nevada, the point in the lower right corner of Figure 2 -1, was clearly given its own mortality rate). The obvious changes between the two figures (by the removal of the outliers) are the relationships with percent GDP change of both mortality and total change in consumer spending. The presence of Nevada in Figure 2 -1 seems to change the general correlation altogether (from positive to negative for mortality and from no relationship to negative for consumer spending). Figure 2 -2 clarifies the actual relationships after the removal of the outliers.
Error! Reference source not found. and Error! Reference source not found. show the relationships of all of the variables to each other. As seen in the column labeled "Accommodation" in Figure 2 -3, the outliers have a significant effect on its relationships with the other variables. It is not surprising, then, that it was found to be the most important consumer spending variable in the initial analysis (discussed in further detail in Chapter 0, the other being hospitals). Also, in looking at Table 2-2 and Table 2 -3, the descriptive statistics of the variables, note that there are no significant differences between the two tables except for the statistics on accommodation. Table 2 -2 shows that accommodation has a mean of .0101, while in Table 2 -3, it has a mean of only .0073. In Figures 2-4 and 2-6, accommodation no longer shows a relationship with anything, which is confirmed by the regression in section 3.2.1, 
Initial findings
As stated previously, there are two outliers contained in the data, Nevada and Washington, DC. These outliers, which greatly influence the results, are included in the initial analysis. Instead of nullifying the initial results, the outliers can be viewed as showing explicitly the effects regulation will have on the two areas. When included in the regressions, the areas also show their impacts to the rest of the United States.
Preliminary Regressions
To begin, the NISAC analysts performed singular regressions on the three variables absenteeism, mortality, and total consumer spending, to determine which had the greatest effect. Those with the higher R-squared value, or those that explain the higher percentage of variation in percentage change GDP, are typically found to be the more important predictor variables. The R-squared value is a measure of the fit of the model to the data. Of even more importance is the p-value, which must be low (lower than the significance level α, generally 0.05) in order for the variable to be of significance in any given model. In this first series of regressions (there are three, one for each variable), only mortality is insignificant and total consumer spending is the most significant, alone explaining 17 percent of the variation in the percentage change in state GDP for 2009 (Table 3-1) . Next, the three variables were run together in the same model (Table 3-2) . Though the model has an R-squared value of 40.2 percent, mortality is only significant at the 0.1 level.
The next stage of the analysis was to evaluate the important consumer spending variables instead of using the all-encompassing "total" variable. Analysts ran all 10 variables together, of which only 6 were significant. Removing the other four yielded a model explaining 66.4 percent of the variation in percentage change in GDP (Table 3-5 ). The two most important factors were "accommodation" and "hospitals," with R-squared values of 29.4 percent and 22 percent, respectively, when regressed on their own (Table 3-3) . For "accommodation," the strong negative relationship found by the model can be attributed to the outlier of Nevada. The two variables were then incorporated into the same model (Table 3-4) , which explains 42.2 percent of the variation in percentage change GDP, better than the first model above (Table 3-2) as it contains all highly significant components. 
Full Model
To complete the initial analysis, absenteeism and mortality were added back into the model with the significant consumer spending variables (of which now there are seven). The full model explains 85.4 percent of the variation in the percentage change in 2009 state-level GDP with all highly significant factors (except for the constant). Although this model is less parsimonious 5 than the initial model that used the "total consumer spending" variable, it is much stronger. Mortality is now a highly significant factor (with a p-value of 0.001) and the model has a higher R-squared value by over 45 percent (Table 3-6) . This model, however, improves greatly when the outliers are dropped. 5 In statistics terminology, the word parsimonious refers to the simplicity of the model, or the number of factors. Typically, the most parsimonious model is used as it explains very nearly the same amount of variation explained by the chosen factors (R 2 ), but with less factors (only including those to be found significant with a p-value below a certain significance level α). 
Excluding Data on Nevada and District of Colombia
The analysis was repeated a second time after the outliers from the initial analysis, Nevada and Washington, DC, were removed. The new regressions show some striking differences.
Preliminary Regressions
Having removed the outliers from the data, analysts ran the same series of regressions again. Analysts regressed the three variables (absenteeism, mortality, and total consumer spending) singularly, and then regressed them together, yielding notably different results from the previous analysis. Mortality becomes highly significant on its own, with a p-value of 0 to 3 decimal places and alone explaining about 39 percent of the variation in the percentage change in GDP (which is almost as high as the initial model in the previous analysis). Absenteeism is also highly significant, much more than in the previous analysis. Total consumer spending, which was previously the most important predictor, is now completely insignificant with a high p-value and explains only 4.2 percentage of the variation. It also has a slightly positive slope, as opposed to its negative slope in the previous analysis (Table 3-7) . Because consumer spending is still insignificant when the three variables are run together (Table 3- Breaking up the consumer spending variables also shows different results (as shown by the change in results for the "total consumer spending" variable). In a regression including all consumer spending variables, only "hospitals" is significant; it, alone, has an R-squared of almost 36 percent, compared with accommodation, which is no longer significant and explains just over 2 percent of the variation (Table 3- 10) . "Accommodation" is, however, included in the full model. 
Full Model
The full model, as in the previous analysis, includes absenteeism, mortality, and the significant consumer spending variables (Table 3 -11) . This model is more parsimonious than the initial full model as it has one less consumer spending variable, ambulatory health care. All of the components are highly significant, including the constant. Although the model accounts for less of the variation in the percentage change in state GDP level for 2009 as the model from the initial analysis (82.2 percent as opposed to 85.4 percent), this is the better, more accurate model due to the consistency in the data. The residual plots show they are distributed closer to normal than in the previous analysis and the plot of residuals versus the fitted values is more random. The fact this model is the best, however, does not imply the other is useless. In terms of this analysis, the first model is probably more useful, as it shows the differing effects across the states. This is discussed in greater detail in Section 0. Table 3 -12 shows a comparison of the two full models. 
Summary and Conclusions
Summary
Analysts carried out a study on the economic effects of a hypothetical H1N1 pandemic to assess the differential impacts at the state and industry levels, given changes in absenteeism, mortality, and consumer spending rates. Part of the analysis, which is included in this report, was to determine if there are any direct relationships between pandemic impacts and GDP losses. To do this, analysts used multiple regression analysis because it shows very clearly which predictors are significant in their impact on GDP, and it provides clear graphics that make it easy to see relationships and determine outliers in the data.
GDP impact data were taken from the REMI PI+ model to serve as the response (or dependent) variable. Analysts used the average absenteeism rate, mortality rate, and several consumer spending categories selected by NISAC economists as the predictor variables. Analysts derived absenteeism and mortality rates from EpiSimS output and transformed the consumer spending categories into their industry sector counterparts via REMI's National IO Matrix. All of the predictor variables were used as REMI inputs in the primary part of this study (the GDP data were part of the output).
Because there were two outliers in the initial data, Nevada and Washington, DC, analysts ran the analysis two times and removed the outliers for the second run. The second set of regressions yielded a much cleaner model; however, for the purposes of this study, it was not deemed as useful because particular interest was placed on determining the differential impacts to states. Hospitals and accommodation were found to be the most important predictors of percentage change in GDP among the consumer spending variables.
Conclusions
Although the final model as described in Section 3.2.2 (Table 3-11) is the best, it is not the most useful in terms of this analysis. Typically, regressions are used to analyze relationships and to form predictions using certain variables, but in this case, the regressions may not be used explicitly for that purpose. Because the inputs to REMI are the predictor (right-hand) variables and the output from REMI is the response variable, there is an inherent bias among them. The variables are not independent of one another (inputs to REMI used to predict output from REMI, clearly a relationship will exist), making the regressions biased and somewhat invalid. They may, however, be used differently.
That being said, the first part of the analysis (in Section 3.1), which includes the outliers Nevada and Washington, DC, is the most useful. Because the purpose of this analysis is to assess the differential impacts at the state level, the regressions are meant to serve this purpose. The scatter plots for the three major variables (absenteeism, mortality, and total consumer spending) against the percentage change in GDP show (in the initial analysis) Nevada as having the highest and Washington, DC, as having the lowest percentage GDP loss of all the states. This relationship is generally true of each consumer spending variable (Nevada typically with the highest value of change and Washington, DC with the least), particularly for variables such as accommodation and amusement, gambling, and recreation. Nevada, whose economy is largely based on tourismrelated activities, is expected to suffer in terms of GDP loss where other states are generally not as adversely affected. (Note, however, that Nevada is not the state with the greatest GDP loss, but with the greatest percentage GDP loss.) Washington, DC, on the other hand, is only minimally affected. An explanation for this could be that the economy of Washington, DC is not as dependent on consumption and the other variables because most of its spending is related to government.
Insofar as the purpose of this report is to illustrate the different impacts across the states and industry sectors, it succeeds to a large degree. Nevada is by far the most affected by a hypothetical H1N1 pandemic, and the effect to Washington, DC is significantly smaller than to the rest of the states. The two industries most affected by change in consumer spending are hospitals and accommodation (the latter of which is no longer significant with the removal of Nevada and Washington, DC from the data). It is important to note, however, that the negative effects of H1N1 to GDP are minimal across the board.
