Exploratory scientific literature search using probabilistic topic models by Sorkhei, Amin
Date of acceptance Grade
Instructor
Exploratory scientific literature search using probabilistic topic
models
Amin Sorkhei
Helsinki May 25, 2016
UNIVERSITY OF HELSINKI
Department of Computer Science
Faculty of Science Department of Computer Science
Amin Sorkhei
Exploratory scientific literature search using probabilistic topic models
Computer Science
May 25, 2016 74 pages + 1 appendices
Exploratory search, Probabilistic topic models, Information retrieval, Latent Dirichlet allocation
With the fast growing number of scientific papers produced every year, browsing through scientific
literature can be a difficult task: formulating a precise query is not often possible if one is a novice
in a given research field or different terms are often used to describe the same concept. To tackle
some of these issues, we build a system based on topic models for browsing the arXiv repository.
Through visualizing the relationship between keyphrases, documents and authors, the system allows
the user to better explore the document search space compared to traditional systems based solely
on query search. In this paper, we describe the design principles and the functionality supported
by this system as well as report on a short user study.
ACM Computing Classification System (CCS):
H. Information Systems
H.3 Information Storage and Retrieval
H.3.3 Information Search and Retrieval
G. Mathematics of Computing
G.3 Probability and Statistics
I. Computing Methodologies
I.7 Document and Text Processing
Tiedekunta — Fakultet — Faculty Laitos — Institution — Department
Tekijä — Författare — Author
Työn nimi — Arbetets titel — Title
Oppiaine — Läroämne — Subject
Työn laji — Arbetets art — Level Aika — Datum — Month and year Sivumäärä — Sidoantal — Number of pages
Tiivistelmä — Referat — Abstract
Avainsanat — Nyckelord — Keywords
Säilytyspaikka — Förvaringsställe — Where deposited
Muita tietoja — övriga uppgifter — Additional information
HELSINGIN YLIOPISTO — HELSINGFORS UNIVERSITET — UNIVERSITY OF HELSINKI
ii
Contents
1 Introduction 1
2 Latent Dirichlet Allocation (LDA) Model 3
2.1 History of LDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Dirichlet distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 LDA Graphical Model . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Applications of LDA based models in Information Retrieval 20
3.1 Information Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Extensions and Improvements to LDA . . . . . . . . . . . . . . . . . 21
3.2.1 Incorporating Author’s role in LDA . . . . . . . . . . . . . . . 21
3.2.2 Correlated topic models and Pachinko allocation . . . . . . . . 25
3.3 LDA beyond text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.1 LDA for image annotation and classification . . . . . . . . . . 31
3.3.2 LDA in music . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4 Exploratory search 36
4.1 Information search task . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Exploratory search and lookup search . . . . . . . . . . . . . . . . . . 37
4.3 Exploratory search in practice . . . . . . . . . . . . . . . . . . . . . . 39
4.3.1 SciNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3.2 OfficeHours . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.3 IntentStreams . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.4 FutureView . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5 Exploratory scientific literature search using LDA 47
iii
5.1 Pre-Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 System design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 System architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3.1 Training LDA topic models . . . . . . . . . . . . . . . . . . . 56
5.3.2 Search engine core and graphical user interface . . . . . . . . . 58
5.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.5 Conclusion and future work . . . . . . . . . . . . . . . . . . . . . . . 64
Acknowledgements 68
References 69
Appendices
1 LDA parameters
11 Introduction
In recent years, it has been more and more challenging for scientists to find relevant
research papers on a given topic as conferences and journals are inundated with
tens of thousands of research articles. In order to alleviate this problem, many
approaches and solutions have been proposed. McNee et al. propose a method
which is based on collaborative filtering. In this method each scientific article is
represented by its list of references. In order to create the collaborative filtering
matrix, each scientific paper is considered as a “user” which votes for “citations”.
Thus, based on the retrieved document a user can be recommended by other related
papers [MAC+02]. Similarly, Torres et al. propose TechLens+ for scientific literature
which uses content-based filtering in addition to collaborative filtering and represents
each paper similar to the way McNee et al. described [TMA+04]. Shaparenko et al.
introduce the concept of “influence between documents” in scientific papers which
means that each documents is influenced by the previous documents and also affects
future documents [SJ07]. This results in spread of ideas in all documents through
time. Based on this paradigm, El-Arini et al. propose a method where related
articles are captured based on the influence between documents [EAG11].
However, most of the existing systems for literature search require the user to know
in advance what they are looking for in order to type a specific query. This type
of approach fails in a situation where the user is uncertain what the final result
of their search should be or when he simply wants to explore a given search topic.
In this dissertation, we describe a system that allows users to explore a collection
of scientific documents by utilizing the relationship between keyphrases, documents
and authors, and without the need to constantly re-type very specific search queries.
Over the past decade many statistical methods, such as Probabilistic Topic Models
[Ble12], have been developed that can be easily employed to build information re-
trieval tools to assist scientists in finding appropriate scientific literature. While
viewing Probabilistic Topic Models as a medium to explore scientific literature
is quite novel, lots of researchers have used Probabilistic Topic Models in a wide
amount of tasks pertaining to information retrieval [YA09, WC07, BA13]. We use
Latent Dirichlet Allocation (LDA) [BNJ03] as one of the well known Probabilistic
Topic Model tools in order to create a search engine which is capable of finding rele-
vant scientific papers based on a string of keywords as input. The current version of
the system is based on arXiv and uses 78129 abstracts of the computer science arti-
cles to train the LDA model. In this dissertation, we describe the design principles
2and the functionality of our system. It starts with a description of LDA and avail-
able parameter estimation methods in order to estimate latent variable in LDA. It is
followed by the definition of Information Retrieval (IR) systems and introduces some
LDA based models and their applications in these systems. Chapter 4 introduces
Exploratory search and lookup tasks and elaborates how LDA can be helpful in the
aforementioned search tasks. Chapter 5 concludes this dissertation by introducing
our system which is based on LDA and aids the user in exploratory search tasks in
scientific literature.
32 Latent Dirichlet Allocation (LDA) Model
In this section we briefly introduce the Dirichlet Allocation (LDA) model. This chap-
ter starts with a general history of LDA and continues with some remarks regarding
Dirichlet distribution. It is followed by LDA graphical model and is finalized with
parameter estimation approaches which can be employed to estimate parameters
involved in LDA.
2.1 History of LDA
In today’s digital world, digital text documents, amongst other forms of information,
are generated every day and it has gone beyond human power to browse through
them without the aid of computers. While words, as building blocks of this gi-
gantic corpus of documents, help humans to convey different ideas, they also, add
inevitable noise to the data. In more details, by using words interchangeably, new
sentences are created which are semantically identical, while different from the struc-
tural point of view. Thus discovering the semantics and concepts lying behind text
documents, enables computers to classify semantically similar documents as similar
in spite of the fact that those texts may have used different words to convey the
same idea. Latent Semantic Analysis (LSA) was first proposed by Deerwester et al.
in 1990 [DDF+90]. Deerwester proposed that concepts and semantics in documents
can be considered and described as a set of words which can be discovered in a
text corpus only by considering the co-occurrence of terms without any background
knowledge. The first statistical and probabilistic method to accomplish this task
was proposed by Hofmann in 1999 [Hof99], which performed the task of semantic
analysis in a probabilistic settings. Finally, Belie et al. proposed Latent Dirichlet
Allocation (LDA) model which extended the probabilistic semantic analysis by sug-
gesting a generative probabilistic model for text generation [BNJ03]. In this model,
the hidden concepts and semantics are considered to be topics which are simply
defined as collection of words. It is assumed that a piece of text is formed based on
different topics. As a simple example obtained from [Ble12], consider the piece of
text presented in Figure 1. This document is mainly about “using data analysis in
counting genes”. Different words are highlighted. Words like “genes”, “genomes” and
“sequenced” are highlighted as yellow and clearly come from a topic like “genetics”.
Similarly, words like “organism” and “survive” are colored as pink and are believed to
come from a topic like “evolutionary biology” and finally, terms regarding the topic
4“data analysis” are colored as blue. By counting the frequency of different words
from various topic one can easily draw a bar chart like the one in right-hand side
of Figure 1. LDA, by introducing a generative process creating such texts, tries to
capture these hidden topics in documents. More technically, LDA views a topic as a
probability distribution over all the words in the vocabulary. This means that word
like “computational” has a higher probability to occur in “data analysis” topic as
compared to “genetics” topic. The proposed generative process assumes that these
topics are predefined, and then tries to generate words in a document in a two stage
process. This process is presented as following for each document:
1. Randomly choose a distribution over topics.
2. For each word in the document:
(a) Randomly choose a topic from the distribution specified in step 1.
(b) Randomly choose a word from the chosen topic in the previous step.
LDA tries to capture these predefined topics as a probability distribution over words
(like the ones of the left hand side of Figure 1) and also discover the topical structure
hidden in a document.
Figure 1: Topics in a document. Image obtained from [Ble12].
52.2 Dirichlet distribution
Dirichlet distribution is the main building block of LDA and can be considered as a
multivariate extension of Beta distribution and is usually used as a prior in Bayesian
statistics. This distribution is parametrized by a K−vector of positive reals, ~α and
is defined over a (K − 1)simplex defined by a K−vector ~X such that:
~X = {xi}Ki=1, and
K∑
i=1
xi = 1, where ∀i 0 ≤ xi ≤ 1.
The probability density function of Dirichlet distribution is defined as:
Dir( ~X|~α) = Γ(
∑K
k=1 αk)∏K
k=1 Γ(αk)
K∏
k=1
xαk−1k . (1)
For simplicity, we can define the normalizing function as:
∆(~α) =
∏K
k=1 Γ(αk)
Γ(
∑K
k=1 αk)
. (2)
Thus, we have
Dir( ~X|~α) = 1
∆(~α)
×
K∏
k=1
xαk−1k . (3)
As an illustration to this, consider ~X = {xi}3i=1 where the simplex is defined by
x1 + x2 + x3 = 1, where ∀i 0 ≤ xi ≤ 1.
Figure 2 depicts this 2-simplex. In addition to this, Figure 3 depicts the Dirichlet
distribution over the simplex for different values of ~α. Figure 3 clearly shows that
different values for ~α totally affect the distribution’s behavior. By the way of exam-
ple, ~α = [1, 1, 1] results in a uniform distribution, and ~α = [5, 5, 5] puts a bump in
the center of the simplex. Finally, a less symmetric initialization for ~α, like [1, 2, 6],
puts most of the density on one of the dimensions. Such versatility projected by
Dirichlet distribution makes it an interesting choice for mixture modeling, especially
in the realm of text modeling.
In the upcoming section we will use symmetric Dirichlet distribution as prior for
mixture of topics for a document and also as the prior for the topics. A symmetric
Dirichlet distribution is a Dirichlet distribution where all the elements of ~α are equal.
Symmetric Dirichlet distribution is a proper choice for the prior distribution on the
grounds that it favors none of the components in the distribution. In addition to
this, as Dirichlet distribution is conjugate prior to the multinomial distribution,
mathematical calculations will be greatly simplified.
6Figure 2: Simplex defined by ~X.
Figure 3: Dirichlet distribution with different ~α.
2.3 LDA Graphical Model
Based on the generative model described in section 2.1, the graphical model of
LDA is depicted in Figure 4 [Ble12]. All the parameters available in Figure 4 and
those which will be used throughout this chapter are described in Table 12, which
is available in Appendix 1. One needs to note that, without loss of generality it has
been assumed that all the documents contain the same number of words. It is also
common to assume that the number of words in a given document can be sampled
from a Poisson Distribution [Hei08].
The graphical model depicted in Figure 4 can be described as follows. The corpus is
viewed as a set of words W which is composed of D documents represented as ~wd:
~W = {~wd}Dd=1
In this model, each topic is defined as a probability distribution over words in the
vocabulary and is sampled from a Dirichlet distribution with parameter ~β,
~ϕk ∼ Dir(~β).
7In this generative process, for each document a mixture of topics is sampled from a
Dirichlet distribution with parameter ~α,
~θd ∼ Dir(~α).
In addition to this, for each word in the document a topic indicator zd,n is sampled
based on ~θd,
zd,n ∼Multinomial(~θd, 1).
Finally, each term wd,n in the document is sampled based on value of the topic
indicator zd,n and the corresponding topic1 ~ϕk,
wd,n ∼Multinomial(~ϕzd,n , 1).
In a nutshell, this process is summarized in Algorithm 1 which is the detailed form
of the generative process presented in Section 2.1.
α θd zd,n ϕKwd,n βN
D K
Figure 4: Graphical model of LDA. Each circle stands for random variable as descirbed in the
generative process. Plate notation is used in order to represent repetition in the graphical model.
Based on the plates, there is N words in each document and there are D documents in total. In
additiont to this, there are K topics in the model. Finally, observed randomg variable – words in
doucmnets – are shaded and latent variables are unshaded. In this graohical model, α and β are
considered as the hyper parameters.
1It is important to note that we use Multinomial(~ϕzd,n , 1) to indicate a multinomial distri-
bution parametrized by ~ϕzd,n with one trial. This distribution is sometimes called “Categorical
distribution”
8Algorithm 1: LDA generative algorithm [Hei08].
Input: Number of topics K, number of documents D and number of
corresponding words in each document N , hyper parameter α and β.
Output: This is the generative algorithm of LDA and generates the corpus.
. Topic initialization.
for k = 1 to K do
~ϕk ∼ Dir(~β)
. Generating documents.
for d = 1 to D do
. Sampling topic mixture for a document.
~θd ∼ Dir(~α)
. Instantiating words in a document.
for n = 1 to N do
zd,n ∼Multinomial(~θd, 1)
wd,n ∼Multinomial(~ϕzd,n , 1)
As mentioned above, topic mixtures for documents and word distribution in topics
are both sampled from the Dirichlet distribution. The question which may rise here
is that “why Dirichlet distribution is a good choice?”. The most obvious answer
to this question is that symmetric Dirichlet distribution is a common choice for
the prior distribution in Bayesian statistics. Additionally, Dirichlet distribution is
conjugate prior to the multinomial distribution. LDA is based on the idea of bag
of words with multinomial distribution, thus employing Dirichlet distribution can
hugely simplify the required calculations. In addition to this, we can look at the
problem from a different perspective to justify why the Dirichlet distribution is the
right choice. In a real setting, documents are centered around a few key topics
and, similarly, each topic focuses on a few keywords. As mentioned in Section 2.2,
Dirichlet distributions can behave differently based on the value of ~α, thus, tuning
this parameter can result in a distribution focusing on only a few elements. In other
words, we need to tune this parameter in a way that it results in a sparse distribution.
In a sparse Dirichlet distribution over a simplex, the distribution puts more density
on vertices as compared to other points in the simplex. A relatively sparse Dirichlet
distribution is depicted in Figure 5. s is defined as a variable controlling how peaked
the Dirichlet distribution is, and is defined as:
s =
∑
αi, where αi < 1.
The lower the value of s, the sharper the spikes on the vertices and the more comb-
9Figure 5: A relatively sparse symmetric Dirichlet distribution. In order to show the sparsity of
the distribution, the distribution is depicted in three dimensions.
like the distribution is. Based on this argument and what was mentioned in the
previous paragraph regarding the nature of documents in a real setting
~α = {αi}Ki=1, where ∀i αi = 0.1,
seems as a good choice for the parameter of the Dirichlet distribution for topic
mixtures in documents. Similarly, as we need a sparser distribution for topic distri-
butions over words to make the topic only focus on a few words,
~β = {βi}Ki=1, where ∀i βi = 0.001,
seems as a good choice. As the final remark, in order to examine the proposed values,
Figure 6 depicts an example of topic mixture distributions and topic word distribu-
tions for topics in an artificial corpus consisting of 5 documents and a vocabulary
of 50 words.
In this simple example, as Figure 6a suggests, each documents focuses on a few topics
and ignores the others. In addition, based on Figure 6b, each topic in the corpus
concentrates only on a few words. The rest of this chapter, approaches the LDA
model from a probabilistic perspective and introduces a method, based on which it is
possible to estimate the hidden variables in the model. It is important to note that,
this approach assumes that the hyper parameters ~α and ~β are known at the beginning
and are initialized as mentioned above. More importantly, Dirichlet distributions are
considered symmetric at the beginning since we have no idea regarding the structure
of the corpus and do not want to favor any specific topic in the topic mixtures or
any specific word in the topic distributions. In the LDA model, the only observed
10
(a) Topic mixtures for documents. (b) Word distribution for topics.
Figure 6: Topic mixture and word distributions for topics in an artificial corpus.
random variable is W because the words are only observed in the corpus. All the
other variables Θ, ~z and Φ are latent variables and need to be estimated. It is
important to notice that variables Φ and Θ can be considered as statistics between
W and ~z and need not to be estimated explicitly [Hei08]. Thus, our aim will be
limited to estimation of ~z givenW . Formally, we will try to estimate the distribution
P (~z| ~W, ~α, ~β) = P (~z,
~W |~α, ~β)
P ( ~W |~α, ~β) . (4)
Based on the conditional independence amongst the variables in the LDA model,
one can simply rewrite the numerator in Equation 4 as:
P (~z, ~W |~α, ~β) =
dim( ~W )∏
i=1
P (zi,Wi|~α, ~β). (5)
In addition to this, the denominator in Equation 4 can be rewritten as:
P ( ~W |~α, ~β) =
∑
~z
P ( ~W, ~z|~α, ~β) =
K∑
z1=1
· · ·
K∑
z
dim( ~W )
=1
P ( ~W, ~z|~α, ~β)
=
K∑
z1=1
· · ·
K∑
z
dim( ~W )
=1
dim( ~W )∏
i=1
P (Wi, zi|~α, ~β) =
dim( ~W )∏
i=1
K∑
zi=1
P (Wi, zi|~α, ~β). (6)
Thus, we have
P (~z| ~W, ~α, ~β) =
∏dim( ~W )
i=1 P (zi,Wi|~α, ~β)∏dim( ~W )
i=1
∑K
zi=1
P (Wi, zi|~α, ~β)
. (7)
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The denominator in Equation 7 is intractable as it covers a vast state space and
requires summation over Kdim( ~W ) [Hei08], which is exponential and dim(W ) is usu-
ally of order of millions [Ble12]. Therefore, in order to perform the estimation, we
need to emulate the distribution P (~z| ~W, ~α, ~β), which will be discussed in more de-
tails in Section 2.4. The remainder of this section will be based on the assumption
that the reader is familiar with topics like conditional independence and Dirichlet
integration. For further details regarding the former topic, the reader is referred to
the Section 10.5 in [Mur12].
Before jumping into the parameter estimation procedure, it is good practice to
calculate the likelihood of a given document ~wd given the hyper parameters ~α and
~β.
P (~θd, ~wd, ~zd,Φ|~α, ~β) = P (~θd|~α)P (Φ|~β)
N∏
n=1
P (zd,n|~θd)P (wd,n|zd,n,Φ),
which is based on the available conditional independencies in the LDA graphical
model. In addition, the last term can be rewritten as:
P (wd,n|zd,n,Φ) = P (wd,n|~ϕzd,n) (8)
Thus, the likelihood of a document will be
P (~θd, ~wd, ~zd,Φ|~α, ~β) = P (~θd|~α)P (Φ|~β)
N∏
n=1
P (zd,n|~θd)P (wd,n|~ϕzd,n). (9)
As another remark, let us consider the probability of a word in document d, given
the LDA parameters of that document
P (wd,n|~θd,Φ) =
K∑
zd,n=1
P (wd,n, zd,n|~θd,Φ)
=
K∑
zd,n=1
P (wd,n|zd,n, ~θd,Φ)P (zd,n|~θd,Φ),
which, based on the conditional independencies, results in
=
K∑
zd,n=1
P (wd,n|zd,n,Φ)P (zd,n|~θd), and using Equation 8
=
K∑
zd,n=1
P (wd,n|~ϕzd,n)P (zd,n|~θd). (10)
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As the final remark, based on the results we have obtained so far, the likelihood of
the corpus will be
P ( ~W |Θ,Φ, ~α, ~β) = P (~w1, ~w2, . . . , ~wD|Θ,Φ, ~α, ~β) =
D∏
d=1
P (~wd|Φ, ~θd)
=
D∏
d=1
N∏
n=1
P (wd,n|Φ, ~θd),
which, based on Equation 10 results in
=
D∏
d=1
N∏
n=1
K∑
zd,n=1
P (wd,n|~ϕzd,n)P (zd,n|~θd). (11)
2.4 Parameter Estimation
As mentioned in Section 2.3, Equation 7 is intractable and we need to emulate
the distribution P (~z| ~W, ~α, ~β). One of the established and well known methods to
approach this goal is Gibbs Sampling. This section is mainly inspired by [GS04]
and [Hei08]. As a general introduction, Gibbs Sampling is a Markov Chain Monte
Carlo (MCMC) approach in order to emulate a probability distribution P ( ~X), ~X =
{xi}ki=1. More formally, the Gibbs Sampler tries to fully emulate the underlying
distribution P ( ~X) after a period of time – “burn-in” period. In order to accomplish
this goal, through each cycle the Gibbs Sampler tries to estimate a value for each
dimension xi given the old and new values of the other dimensions [RH10]. The
psudo code of Gibbs sampling is available in Algorithm 2. In addition to this the
reader is referred to [RH10] for a good example regarding this topic. As a simple
example, consider ~X =< x1, x2, x3 >. In order to build a Gibbs sampler to emulate
the distribution P ( ~X), the following steps are performed in each cycle.
• Estimate the new value of x1 based on the old values of x2 and x3.
• Estimate the new value of x2 based on the new value of x1 and the old value
of x3.
• Estimate the new value of x3 based on the new values of x1 and x2.
13
Algorithm 2: Gibbs sampling algorithm [RH10].
Input: vector ~X.
Output: An estimation for vector ~X obtained by the Gibbs sampler.
. Initialization
X(0) :=< x
(0)
1 , x
(0)
2 , . . . , x
(0)
k >
. Perform the sampling for T cycles
for t = 1 to T do
. Estimate each dimension
for i = 1 to k do
. Sample dimension i from the conditional distribution
x
(t)
i ∼ P (x(t)i |x(t)0 , x(t)1 , . . . , x(t)i−1, x(t−1)i+1 , . . . , x(t−1)k )
In order to perform the parameter estimation for the LDA model, we need to build
a Gibbs sampler to emulate the distribution P (~z| ~W, ~α, ~β)2. In each cycle, the Gibbs
sampler, tries to estimate the ith dimension – zi – given all the other parameters
– ~z¬i, ~W, ~α, ~β where the notation ~z¬i stands for all the dimensions in ~z except the
ith one. This simply means that as the Gibbs sampler tries to estimate a value
for dimension zi, it totally discards all the corresponding information regarding this
dimension. In other words, the Gibbs sampler discards the word Wi , which cor-
responds to zi as the topic indicator from the corresponding topic and document.
Thus, in order to build the Gibbs sampler we need to deal with the following distri-
bution 3
P (zi|~z¬i, ~W, ~α, ~β) = P (~z,
~W |~α, ~β)
P (~z¬i, ~W¬i,Wi|~α, ~β)
=
P (~z, ~W |~α, ~β)
P (~z¬i, ~W¬i|~α, ~β)
× 1
P (Wi)
,
which results in
P (zi|~z¬i, ~W, ~α, ~β) ∝ P (~z,
~W |~α, ~β)
P (~z¬i, ~W¬i|~α, ~β)
. (12)
Hopefully, if we are able to come up with a closed formula for the numerator of
Equation 12, we will be able to extend that to have a similar closed formula for the
denominator. By following the same paradigm we followed in Equations 9 and 11,
2One needs to note that we consider ~α and ~β as known parameters and initialize them based
on what was discussed in Section 2.3.
3More technically, as Θ and Φ are being integrated out, we are using collapsed Gibbs sampling
in order to emulate the distribution.
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the numerator in Equation 12 can be rewritten as4:
P (~z, ~W |~α, ~β) = P ( ~W |~z, ~α, ~β)P (~z|~α, ~β)
And based on the conditional indipendencies( ~W ⊥ ~α|{~z, ~β} , ~z ⊥ ~β|~α)
P (~z, ~W |~α, ~β) = P ( ~W |~z, ~β)P (~z|~α). (13)
Thus, our goal changes to computing P ( ~W |~z, ~β) and P (~z|~α).We can rewrite P ( ~W |~z, ~β)
as
P ( ~W |~z, ~β) =
∫
Φ
P ( ~W,Φ|~z, ~β)dΦ =
∫
Φ
P ( ~W |Φ, ~z)P (Φ|~β)dΦ. (14)
As we know, Φ can be viewed as Φ = ~ϕ1, ~ϕ2, . . . , ~ϕK . Thus, based on the fact that
ϕs are independent of each other, the integration in equation 14 can be viewed as:
=
∫
ϕK
. . .
∫
ϕ1
P ( ~W |~ϕ1 . . . ~ϕK , ~z)
K∏
z=1
P (~ϕz|~β) dϕ1 . . . dϕK . (15)
Based on the conditional independencies in the model and Equation 8
P ( ~W |~ϕ1 . . . ~ϕK , ~z) =
dim( ~W )∏
i=1
P (Wi|~ϕ1 . . . ~ϕK , zi) =
dim( ~W )∏
i=1
P (Wi|~ϕzi). (16)
Equation 16 can be viewed from another perspective. It is the multiplication of the
probability of all the words in the corpus, given the corresponding topic. Thus, if
we introduce a new notation n(t)z standing for the number of times term t has been
observed in the corpus with topic z, then we can view Equation 16 as:
dim( ~W )∏
i=1
P (Wi|~ϕzi) =
K∏
z=1
V∏
t=1
ϕn
(t)
z
z,t . (17)
Thus, based on Equations 15, 16 and 17, we can view Equation 14 as following,
where P (~ϕz|~β) has been replaced by the corresponding Dirichlet distribution’s pdf
P ( ~W |~z, ~β) =
∫
ϕK
. . .
∫
ϕ1
K∏
z=1
( V∏
t=1
ϕn
(t)
z
z,t P (~ϕZ |~β)
)
dϕ1 . . . dϕK
=
K∏
z=1
∫
ϕz
V∏
t=1
ϕn
(t)
z
z,t
Γ(
∑V
i=1 βi)∏V
i=1 Γ(βi)
V∏
t=1
ϕβt−1z,t dϕz
4Sign ⊥ stands for conditional independency. In other words, A ⊥ B | {C,D} means that A
and B are conditionally independent if C and D are observed.
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=
Γ(
∑V
i=1 βi)∏V
i=1 Γ(βi)
K∏
z=1
∫
ϕz
V∏
t=1
ϕβt+n
(t)
z −1
z,t dϕz. (18)
In Equation 18, the term
∫
ϕz
∏V
t=1 ϕ
βt+n
(t)
z −1
z,t can be considered as a Dirichlet pdf
without the normalizing constant5. Thus, we have
P ( ~W |~z, ~β) =
K∏
z=1
Γ(
∑V
i=1 βi)∏V
i=1 Γ(βi)
∏V
t=1(Γ(βt + n
(t)
z ))
Γ(
∑V
t=1 βt + n
(t)
z )
. (19)
Now, we return to the second term in Equation 13 and we have
P (~z|~α) =
∫
Θ
P (~z,Θ|~α)dΘ =
∫
Θ
P (~z|Θ)P (Θ|~α) dΘ. (20)
By pursuing the same idea followed in Equations 14 to 19, and introducing the
notation n(k)d standing for the number of times that a term with topic k has been
observed in document d, we have
P (~z|Θ) =
K∏
k=1
D∏
d=1
θ
n
(k)
d
d,k , (21)
and by substituting the Dirichlet distribution’s pdf
P (~z|~α) =
∫
Θ
K∏
k=1
D∏
d=1
θ
n
(k)
d
d,k
D∏
d=1
Γ(
∑K
t=1 αt)∏K
t=1(Γ(αt))
K∏
k=1
θαk−1d,k dΘ
=
D∏
d=1
Γ(
∑K
t=1 αt)∏K
t=1(Γ(αt))
∫
θd
K∏
k=1
θ
αk+n
(k)
d −1
d,k dθd. (22)
By following the same paradigm presented in Equations 18 and 19, we have
P (~z|~α) =
D∏
d=1
Γ(
∑K
t=1 αt)∏K
t=1(Γ(αt))
∏K
t=1 Γ(αt + n
(t)
d )
Γ(
∑K
t=1 αt + n
(t)
d )
. (23)
5Simply we know that
Dir(ϕz|~β + ~nz) = Γ(
∑V
t=1 βt + n
(t)
z )∏V
t=1(Γ(βt + n
(t)
z ))
V∏
t=1
ϕ
βt+n
(t)
z −1
z,t ,
and since ∫
ϕz
Dir(ϕz|~β + ~nz) dϕz =
∫
ϕz
Γ(
∑V
t=1 βt + n
(t)
z )∏V
t=1(Γ(βt + n
(t)
z ))
V∏
t=1
ϕ
βt+n
(t)
z −1
z,t dϕz = 1,
thus ∫
ϕz
V∏
t=1
ϕ
βt+n
(t)
z −1
z,t dϕz =
∏V
t=1(Γ(βt + n
(t)
z ))
Γ(
∑V
t=1 βt + n
(t)
z )
.
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Now, we can get back to Equation 13 and conclude that
P (~z, ~W |~α, ~β) =
K∏
z=1
Γ(
∑V
i=1 βi)∏V
i=1 Γ(βi)
∏V
t=1(Γ(βt + n
(t)
z ))
Γ(
∑V
t=1 βt + n
(t)
z )
×
D∏
d=1
Γ(
∑K
t=1 αt)∏K
t=1(Γ(αt))
∏K
t=1 Γ(αt + n
(t)
d )
Γ(
∑K
t=1 αt + n
(t)
d )
. (24)
Based on the delta function defined in Equation 2 and introducing new notations
~nz and ~nd as in Table 12, we can represent Equation 23 in a more compact form as
P (~z, ~W |~α, ~β) =
K∏
z=1
(∆(~nz + ~β)
∆(~β)
)× D∏
d=1
(∆(~nd + ~α)
∆(~α)
)
. (25)
Now, we can get back to Equation 12. Suppose we want to estimate zd,n correspond-
ing to the topic indicator of the nth word in the dth document. We have a closed
formula for the numerator of Equation 12 and we can easily obtain such a formula
for the denominator. The tricky part appears in the denominator, where we need
to exclude zd,n and its corresponding word, wd,n from the dth document
P (z(d,n) = k|~z¬(d,n), ~W, ~α, ~β) ∝ P (~z,
~W |~α, ~β)
P (~z¬(d,n), ~W¬(d,n)|~α, ~β)
=
∏K
z=1
(∆(~nz+~β)
∆(~β)
)×∏Dm=1 (∆(~nm+~α)∆(~α) )∏K
z=1
(∆(~nz,¬(d,n)+~β)
∆(~β)
)×∏Dm=1 (∆(~nm,¬(d,n)+~α)∆(~α) ) , (26)
where ~nz,¬(d,n) and ~nd,¬(d,n) mean that the nth word in the dth document and its
corresponding topic indicator have been excluded from topic z and document d,
respectively. This implies that the only different factors in the numerator and the
denominator are topic k, document d and their corresponding count vectors ~nz and
~nd. This simple fact heavily simplifies the calculations involved in Equation 26 by
canceling out many factors from the numerator and the denominator and provides
us with a simple update function as the main building block for the Gibbs sampler.
Let us assume that w(d,n) has been instantiated as word t in the corpus. Thus, we
can continue with Equation 26 as:
∆(~nk + ~β)
∆(~nk,¬t + ~β)
× ∆(~nd + ~α)
∆(~nd,¬t + ~α)
=
Γ(n
(t)
k + βt)Γ(
∑V
j=1 n
(j)
k,¬t + βj)
Γ(n
(t)
k,¬t + βt)Γ(
∑V
i=1 n
(i)
k + βi)
× Γ(n
(k)
d + αk)Γ(
∑K
y=1 n
(y)
d,¬t + αy)
Γ(n
(k)
d,¬t + αk)Γ(
∑K
x=1 n
(x)
d + αx)
. (27)
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We know that
n
(t)
k = n
(t)
k,¬t + 1 and n
(k)
d = n
(k)
d,¬t + 1.
Thus, Equation 27 will turn into
=
n
(t)
k,¬t + βt∑V
j=1(n
(j)
k,¬t + βj)
× n
(k)
d,¬t + αk∑K
y=1 n
(y)
d,¬t + αy
. (28)
Finally, by omitting the independent denominator in Equation 28,
P (z(d,n) = k|~z¬(d,n), ~W, ~α, ~β) ∝
n
(t)
k,¬t + βt∑V
j=1(n
(j)
k,¬t + βj)
× (n(k)d,¬t + αk) (29)
will play the update role in the Gibbs sampler.
As the final step, after the termination of the Gibbs sampler, we can estimate the
topic distribution of a document – ~θd – and also, the word distribution for all the
topics –~ϕk. This problem can also be rephrased as parameter estimation for a
multinomial random variable with Dirchlet distribution as prior. Suppose we are
interested in topic distribution for document d, thus the likelihood of the model is
P (~θd|~zd, ~α) = P (~zd|~θd, ~α)P (
~θd|~α)
P (~zd|~α) =
∏N
i=1 P (zi|~θd)
P (~zd|~α) ×
Γ(
∑K
k=1 αk)∏K
k=1 Γ(αk)
K∏
k=1
θαk−1d,k
=
∏K
k=1 θ
n
(k)
d
k,d
P (~zd|~α) ×
Γ(
∑K
k=1 αk)∏K
k=1 Γ(αk)
K∏
k=1
θαk−1d,k =
1
P (~zd|~α) ×
Γ(
∑K
k=1 αk)∏K
k=1 Γ(αk)
K∏
k=1
θ
n
(k)
d +αk−1
d,k .
Based on equation 23 we will have
P (~θd|~zd, ~α) = Γ(
∑K
k=1 αk + n
(k)
d )∏K
k=1(Γ(αk + n
(k)
d ))
K∏
k=1
θ
n
(k)
d +αk−1
d,k = Dir(
~θd|~α + ~nd). (30)
Thus, based on the expectation of the Dirichlet distribution 6 we have
θd,k =
αk + n
(k)
d∑K
i=1(αi + n
(i)
d )
. (31)
With similar argument for the topic word distribution by considering all the word
wi with topic indicator zi = k, we have
~Z ′ = {zi|zi ∈ ~z, zi = k} and ~W ′ = {wi|wi ∈ W, zi = k}
6Expectation of the random variable ~X = {Xi}Ki=1 with Dirichlet distribution X ∼ Dir(~α) is
computed as E[Xi] = αi∑K
i=1 αi
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P (~ϕk| ~W ′, ~Z ′, ~β) = Dir(~ϕk|~nk + ~β), and (32)
ϕk,w =
n
(w)
k + βw∑V
i=1(n
(i)
k + βi)
. (33)
Finally, the Gibbs Sampler for LDA can be summarized in Algorithm 3 [Hei08]. In
this psudocode, two matrices are defined as:
Nkd = {~nd}Dd=1 and N tz = {~nz}Kz=1.
In addition, two other variables are defined as:
nd =
K∑
k=1
Nkd and nz =
V∑
t=1
N tz,
which are M and K-vectors, respectively. Simply, these two variables stand for the
number of words in a document and number of words assigned to a topic.
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Algorithm 3: Collapsed Gibbs sampler for LDA [Hei08].
Input: Number of topics K, number of documents D and number of
corresponding words in each document N , matrices Nkd , N tz, vectors ~nd for
all documents and ~nz for all topics, all the words in the corpus and hyper
parameter α and β.
Output: Estimation of topic indicator for each word, mixture of topics for each
document and topic distributions over words.
. Initialization
Nkd := 0, N
t
z := 0
for document d = 1 to D do
for word n = 1 to N do
. Initialize the topic indicator uniformly since we have no
information regarding the structure of the corpus
zd,n = k ∼Multinomial(1/K)
. update the corresponding counts.
n
(k)
d + = 1, nd + = 1, n
(t)
k + = 1, nk + = 1
. Perform Gibbs sampling.
while Termination criterion not met do
for document d = 1 to D do
for word n = 1 to N do
. Suppose topic indicator z(d,n) = k and w(d,n) = t; thus,
update the corresponding counts.
n
(k)
d − = 1, nd − = 1, n(t)k − = 1, nk − = 1
. Sample new value for zd,n based on the updated values and
equation 29.
z(d,n) = kˆ ∼ P (z(d,n)|~z¬(d,n), ~w)
. Update the counts based on the new value of z(d,n) = kˆ and
w(d,n) = t.
n
(kˆ)
d + = 1, nd + = 1, n
(t)
kˆ
+ = 1, nkˆ + = 1
. Calculate Φ and Θ.
Calculate Φ based on equation 33
Calculate Θ based on equation 31
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3 Applications of LDA based models in Information
Retrieval
This chapter presents some applications of the LDA model in information retrieval.
It starts with an introduction to information retrieval and introduces a wide range
of applications of LDA information retrieval.
3.1 Information Retrieval
The idea regarding using computers as an automated tool to explore stored infor-
mation was first mentioned in “As We May Think” by Vannevar Bush [Sin01]. Since
then, the term ’Information Retrieval’ (IR) has been used and scientists have tried
to define this term based on the goals and characteristics of automatic access to
information. One common description defines an IR system as a leading guide that
helps the user to meet his/her needs for information based on the available data
[Rob81]. Another description of IR system was proposed by Barnard et al. and
describes it based on its goal to enable the user to find information from knowledge
resources available for problem management [Bel84]. Based on both definitions, the
user of the system plays a key role in the information retrieval task. Belkin et al
define the information retrieval task as a procedure where the user plays its role
by feeding the IR system with a query and in some cases evaluating the system
[BC92]. This procedure is depicted in Figure 7. This procedure is centered on two
entities: the knowledge resources on the left and the user on the right. In this IR
procedure information needs provokes the user to engage with the system and rep-
resents this need as a query which is fed to the system. On the left side of Figure
7, raw information resources, like texts and the corresponding meta-data, need to
be processed and indexed. This process results in an organized form of information
called surrogate text. The IR system tries to compare the query with the surrogate
text and return some retrieved text which may contain some information that would
satiate the user’s needs. Eventually, the user may find the retrieved text sufficient
and end the process [BC92]. In other cases the user may return some feedback and
modification to the system. This feedback is called “relevance feedback” and related
topics will be investigated in the upcoming chapter [BC92].
The remainder of this chapter investigates the applications of LDA and LDA based
models in the aforementioned steps which makes the proposed IR model richer and
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provides the user with better results. The remainder of this chapter is divided into
two parts. The first part presents the reader with a description of improvements
and extensions to LDA so the extended model discovers better topics, includes the
author’s role in topic discovery and captures correlation among topics. The second
part captures the application of LDA in fields, like music and image.
Figure 7: Information retrieval procedure. Knowledge resources are depicted on the left and the
user role is displayed on the right. Image obtained from [BC92].
3.2 Extensions and Improvements to LDA
In this section we will describe two new models which are mainly based on LDA.
Author-topic model tries to include author’s role in order to discover topics. In
addition, Pachinko Allocation Model (PAM) tries to capture the correlation among
topics by introducing super-topics.
3.2.1 Incorporating Author’s role in LDA
Authors, as the creators of documents, can play an important role in an IR system.
By categorizing the data based on authors, the IR system can represent the available
data in a more efficient way. Many researchers have tried to approach this problem
from different perspectives. Holmes tried to come up with a discriminative method,
where documents were attributed to authors based on the writing style [Hol94]. This
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paradigm is called “Authorship Attribution”, where a documents is attributed to an
author based on the frequent words that the author uses and the frequency of those
words in a document. In the realm of probabilistic models, one of the defects of
the LDA model is that it totally ignores the available meta-data like the role of the
authors in a document. Rosen-Zvi et al try to address this problem based on two
different paradigms regarding the definition of an author [RZGSS04]. In this model,
each document d is defined as a set of words ~wd drawn from vocabulary of size V
and a set of Ad authors ~ad. Thus, each document can be defined as a tuple and the
whole data set of D documents is described as:
D = {(~w1,~a1), (~w2,~a2), . . . , (~wD,~aD)}.
Based on this model, an author can be defined in two different ways. First, an
author is described as a probability distribution over words. In this generative
model, in order to generate a given word w in an arbitrary document d, first an
author is chosen uniformly from ~ad, and w is drawn form the vocabulary based on
the probability distribution corresponding to the chosen author. The corresponding
graphical model is depicted in Figure 8. While this models seems promising, it
totally ignores the topical structure of the document which was captured using the
LDA model. As a result, this model only returns the words of interests of individual
authors.
~ad
x
w ϕK
β
Nd
D
A
Figure 8: Author graphical model. Plate notation is used in order to avoid repetiontion to
represent A authors and D documents containing Nd words. Random variables are represented as
circles and shaded circles stand for observed random variables which are authors of the document
and the words. It is important to note that an author is defiend as a probability distribution over
words (ϕ) and is parametrized by β. In addition, in order to generate a word the author indicator
of the corresponding word (x) is selected based on the authors of the documet. Image obtained
from [RZGSS04].
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Author-topic model tries to address this defect by defining the author as a prob-
ability distribution over topics. In this model, in order to generate word w in an
arbitrary document d first the author indicator x is chosen uniformly at random.
Based on the chosen author indicator and its corresponding distribution over topics
θ, the topic indicator z is chosen. Finally w is drawn from the vocabulary based
on the chosen topic. Based on this, the model can simply output a distribution
over topics, which determines the topics of interests for an author. In addition, the
topical structure of each document and topics themselves are also captured. The
generative process and graphical model of author-topic model are presented in Fig-
ure 9 and Algorithm 4. In this model, author indicators ~x and topic indicators ~z
are the latent variables that need to be estimated. Rosen-Zvi et al. build a Gibbs
sampler in order to perform parameter estimation. This means that each (zi, xi)
needs to be drawn conditioned on the other variables7:
P (zi = j, xi = k|wi = m,~z¬i, ~x¬i) ∝
CWTmj + β∑
m′ C
WT
m′j + V β
× C
AT
kj + α∑
j′ C
AT
kj′ + Tα
. (34)
Similar to Section 2.4, zi = j and xi = k stand for assigning topic j as topic
indicator and k as the author indicator for word i which is observed as term m
in the corpus. In addition to this, CWTmj stands for number of times that term m
has been observed with topic j, excluding the current instantiation. Similarly, CATkj
represents the number of times that author k has been attributed to topic j, not
including the current instantiation. Finally, the topic distributions over words and
author distributions over topics can be estimated as:
ϕm,j =
CWTmj + β∑
m′ C
WT
m′j + V β
, and (35)
θk,j =
CATkj + α∑
j′ C
AT
kj′ + Tα
. (36)
7Here we only present the final equations and the reader is referred to [RZCG+10] for detailed
explanation of formula derivations.
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~ad
x
z
w ϕK
β
θa
α
Nd
D
T
A
Figure 9: Author-Topic graphical model. Plate notation is used to avoid repetition to represent A
authors, T topics and D documents containing Nd words. Contrary to author model, each author
θa is defined as a probability distribution over topics and is parametrized by α. Additionally, each
topic is define as in the LDA model. In order to generate a word, first the author indicator x
is chosen uniformly form the authors (ad) of the document. Then, based on the corresponding
distribution over topics a topic is selected and finally a word is generated based on that topic.
Image obtained from [RZGSS04].
In practice author-topic model enables the IR system to perform author clustering
which can be used in IR tasks. By the way of example, given a set of authors the IR
system can provide the user with other authors who are in the same cluster and they
have focused on the same topics. In order to cluster the authors, the corresponding
topic distributions must be compared based on a distance measure. Rosen-Zvi et al.
suggest symmetric KL divergence as a similarity measure between authors i and j:
sKL(i, j) =
T∑
t=1
[
θi,t log
θi,t
θj,t
+ θj,t log
θj,t
θi,t
]
, (37)
where θi,t stands for the topic t’s probability in author i’s probability distribution
over topics.
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Algorithm 4: Author-Topic generative algorithm [RZGSS04].
Input: Number of unique authors A, number of topics T , number of documents D
and number of corresponding words in each document Nd, hyper
parameter α and β. [RZGSS04] proposes α = 50/T and β = 0.01.
Output: This is the generative algorithm of Author-Topic model and generates
the corpus.
. Topic and Author initialization with Symmetric Dirichlet prior.
for k = 1 to T do
~ϕk ∼ Dir(~β)
for a = 1 to A do
~θa ∼ Dir(~α)
. Generating documents
for d = 1 to D do
. Instantiating words in a document
for n = 1 to Nd do
. Choosing author
xd,n ∼ Uniform(~ad)
zd,n ∼Multinomial(~θx, 1)
wd,n ∼Multinomial(~ϕzd,n , 1)
3.2.2 Correlated topic models and Pachinko allocation
The LDA model greatly discovers the latent topical structure of documents, however
it fails to accomplish a crucial task: discovering the correlation amongst topics.
In a sense, topics can be clustered together under a super topic. By the way of
example, a broad topic like “Machine Learning” can be divided into sub-topics like
“Probabilistic models”, “Unsupervised Machine Learning” and “Supervised Machine
Learning”. Again, these sub-topics can be viewed as super-topics to cover more
specific and detailed topics. Discovering such correlations amongst topics have been
investigated as “Topic Correlations”. Discovering topic correlations enables an IR
system to present the user with a hierarchy of topics, which can greatly benefit the
efficiency of the search task.
Different models have been proposed to capture correlation amongst topics in a
corpus. Teh et al. propose a Hierarchical Dirichlet Process to capture the correlation
amongst the topics [TJBB04]. Belie et al. suggested Correlated Topic Model, where
the topic mixtures are drawn from a logistic normal distribution which is fed by the
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covariance matrix representing the correlation amongst topics [BL06]. An intuitive
and flexible way to capture topic correlations has been proposed by Li et al., where
a Directed Acyclic Graph (DAG) is used to capture the correlation amongst topics
and represent the topic mixtures [LM06]. This model is called Pachinko Allocation
Model (PAM) and it will be discussed in more details the remainder of this section.
The key point of a PAM is an extension to topic definition. In this model a topic is
defined as a distribution over words (as in LDA) or a distribution over other topics.
A DAG can simply represents this concept. All the leaves in the DAG are words in
the vocabulary. An interior node is a topic whose children are either the leaves or
other topics. The former case stands for the topics defined in LDA and the latter
case represent a topic over other topics. This flexibility in topic representation in
PAM enables the model to not only capture the topics as does LDA, but also defines
super-topics as distributions over sub-topics. Based on this idea a super-topic can
capture the correlation among sub-topics based on their co-occurrence in corpus.
PAM is totally flexible in many ways. If the interior nodes are parametrized by
Dirichlet distribution then LDA can be simply represented as a three-level PAM.
Figure 10a depicts LDA represented by PAM, where the model consists of topics
Φ = {ϕ1, ϕ2, . . . , ϕK} and vocabulary V = {w1, w2, . . . , wV }. In addition, a super-
topic can be defined not only over the immediate sub-topics, but also based on the
sup-topics of other levels. It is important to note that, a super-topic may totally
skip a sub-topic and PAM needs no to be fully connected. Figure 10b depicts such
a PAM with s topics defined as T = {t1, t2, . . . , ts}.
r
ϕ1 ϕ2 . . . ϕK
w1 w2 . . . wV
(a) LDA represented as a PAM.
r
t1 . . . ti
tj tk . . . ts
w1 w2 . . . wV
(b) An arbitrary PAM.
Figure 10: Different PAMs. Images obtained from [LM06].
In this section we consider a specific four-level PAM ,where interior nodes consist of
s1 super-topics {ti}s1i=1 and s2 sub-topics {ϕk}s2i=1. In this model, sub-topics are de-
fined as distributions over words (as in LDA) and super topics are defined over these
sub-topics. Similarly to LDA, all the interior nodes are parametrized by Dirichlet
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distribution. More specifically, each super topics ti is associated with a Dirichlet
distribution Dir(αi) and sub-topics, as probability distributions over words in vo-
cabulary, are associated with one single Dirichlet distribution Dir(β). Finally, the
root is parametrized by αr and is sampled from Dir(αr) [LM06]. Figure 11 depicts
this PAM. In order to generate a word in this model, a path needs to be sampled
from the root to a leaf. The path can be viewed as a topic path L =< zw1, zw2, zw3 >,
where zw1 is always the root and zw2 and zw3 are the topic indicators for super-topics
and sub-topics respectively. Algorithm 5 expounds this generative process in more
details and Figure 12 depicts the corresponding graphical model for a four-level
PAM. Based on this graphical model, the probability of generating a word w in
document d with topic assignments zw1, zw2 and zw3 is
r
t1
. . .
ts1
ϕ1 ϕ2
. . .
ϕs2
w1 w2
. . .
wV
Figure 11: A four-level PAM. Image obtained from [LM06].
w
zw3zw2zw1
θ
(d)
r
αr
θ
(d)
t
αt
ϕk
β
s1
N
D
s2
Figure 12: Graphical model of a Four-level PAM. Random variables are represented using circles
and shaded circles stands for observed random variables. Plate notation is used in order to avoid
replication to represent s2 sub-topics, s1 super-topics and D documents each consisting of N words.
In order to generate a word, a topic path < zw1, zw2, zw3 > needs to be sampled. zw2 determines
the super-topic. It is important to note that each super-topic is parametrized by an exlusive αi.
The topic indicator zw3 determines the sub-topic ϕk in order to generate a word. Image obtained
from [LM06].
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Given that α = {α1, . . . , αs1, αr} and Θ(d) = {θ(d)1 , . . . , θ(d)s1 , ϕ1, . . . ϕs2, θ(d)r },
P (w, zw1, zw2, zw3,Θ
(d)|α, β) =
s1∏
t=1
P (θ
(d)
t |αt)
s2∏
k=1
P (ϕk|β)P (θr|αr)× P (w|ϕzw3)P (zw3|θ(d)zw2)P (zw1|θ(d)r ). (38)
Based on the fact that words are generated independently and Equation 38, the
probability of generating a document d with different topic paths z(d) is
P (d, z(d),Θ(d)|α, β) =
s1∏
t=1
P (θ
(d)
t |αt)×
s2∏
k=1
P (ϕk|β)P (θr|αr)×
N∏
i=1
(
P (wi|ϕzw3i )P (zw3i |θ(d)zw2i )P (zw2i |θ
(d)
r , zw1i)
)
. (39)
Algorithm 5: Four-level PAM generative algorithm [LM06].
Input: Number of supert-topics s1, number of sub-topics s2, number of documents
D and number of corresponding words in each document N , hyper
parameter αr, {αt}s1t=1 and β.
Output: This is the generative algorithm of a four-level PAM and generates the
corpus.
. Sub-topics initialization
for k = 1 to s2 do
~ϕk ∼ Dir(~β)
. Generating documents
for d = 1 to D do
. Super-topics initialization
θ
(d)
r ∼ Dir(αr)
for t = 1 to s1 do
θ
(d)
t ∼ Dir(αt)
. Sampling topic path
for n = 1 to N do
zw2 ∼Multinomial(θ(d)r , 1)
zw3 ∼Multinomial(θ(d)zw2 , 1)
wd,n ∼Multinomial(ϕzw3)
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Equation 39 can be useful in order to build a collapsed Gibbs sampler to estimate the
values of topic indicators zw2 and zw3 for all the words in the corpus. By integrating
out Θ, for word w in document d we can get
Given that D = {d1, d2, . . . , dD},
P (zw2 = tk, zw3 = ϕp|D, z¬w)
∝ n
(d)
1k + α1k
n
(d)
1 +
∑
k′ α1k′
× n
(d)
kp + αkp
n
(d)
k +
∑
p′ αkp′
× npw + βw
np +
∑
m βm
, (40)
where without considering the current token w, n(d)x is the number of times sub-topic
ϕx has occurred in document d. n
(d)
xy is the number of words observed in document
d with sub-topic ϕy sampled from super-topic tx. nx stands for the number of times
sub-topic ϕx has appeared in the whole corpus. nxw is the number of times word w
has appeared in the whole corpus with sub-topic ϕx. In addition, αxy refers to the
yth element in αx and βw refers to the element corresponding to word w in β.
Contrary to LDA, parameter estimation for hyper-parameters αi plays an impor-
tant role since they capture the correlation among sub-topics in a given topic ti.
Estimation of the hyper parameter of a super-topic can be viewed as a Dirichlet dis-
tribution parameter estimation problem. Different methods, like maximum liklihhod
estimation and maximum a posteriori estimation have been proposed to approach
the problem, however all of them require iterative methods in order to do the esti-
mation [Min00]. In order to avoid an iterative solution, it is possible to use moment
matching in each iteration of the Gibbs sampler to finally estimate a value for each
αxy. Moment matching (or method of moments) is defined as equating moments of
the distribution to the moments obtained from the population. Simply, this means
that we need to equate E[αxy] and var(αxy) to the sample mean and sample variance
respectively [LM06]. Thus, in order to estimate the value of αxy in each iteration of
the Gibbs sampler, sample mean and sample variance as
meanxy =
1
N
×
∑
d
n
(d)
xy
n
(d)
x
, and (41)
varxy =
1
N
×
∑
d
(
n
(d)
xy
n
(d)
x
−meanxy)2. (42)
Based on the first moment of Dirichlet distribution, we have
E[αxy] =
αxy∑
y αxy
, thus αxy = E[αxy]×
∑
y
αxy. (43)
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Based on equation 43, the value of αxy can be determined by finding an estimate
for
∑
y αxy and multiplying that by E[αxy]. Based on what [Ron89] suggests as an
estimate for sum of components in a Dirichlet distribution, we have
log
∑
y
αxy =
1
s2 − 1
∑
y
log(
E[αxy](1− E[αxy])
var(αxy)
− 1). (44)
Thus, by equating theoretical mean and variance to sample mean and sample vari-
ance obtained in Equations 41 and 42 we can estimate the value of
∑
y αxy. Finally,
using Equation 43, we can estimate the value of αxy in each iteration of the Gibbs
sampler.
Figure 13 depicts sub-topics and super-topics captured by a four-level PAM trained
on 4000 articles, where super-topics are represented as shaded circles and some of
the top sub-topics are represented as squares. In addition, the number on each
edge represents the corresponding αxy value. It is important to mention that for
each super-topics x, all the sub-topics y are ranked based on the corresponding αxy
[LM06]. Based on this, all the super-topics favor the sub-topic consisting of stop
words (this sub-topic is depicted in the centre of Figure 13). Additionally, it can be
observed that a sub-topic can play an important role in more than one super-topic.
Based on Figure 13, the sub-topic about “scheduling” and “task” is favored in two
super-topics, one is about “agents” and the other is centered around “distributed
systems” and “parallel computing”. Finally, excluding the sub-topic of stop words,
it can be observed that a super-topic is meaningful by itself. As an illustration, a
super-topic is highly centered around “data”, “database” and “information retrieval”
which co-occur in real world.
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Figure 13: A PAM trained on 4000 articles. Circles erpresent super-topics and sqaures stand
for sub-topics. The number on each edge is the estimated αxy for super-topic x and sub-topic y.
Image obtained from [LM06].
3.3 LDA beyond text
So far we have covered applications of LDA and LDA based models in text and topic
discovery. In this section, we present the reader with two applications of LDA in
music and image annotation.
3.3.1 LDA for image annotation and classification
This section describes the idea behind deploying LDA and LDA based models in the
realm of image annotation and classification. Image annotation and classification can
greatly help an IR system. By the way of example, image annotation of unannotated
images can enable the user to feed the system with some word queries and receive
relevant images.
The problem of image annotation can be viewed as a classification problem, where
the classifier needs to classify each word in the vocabulary based on whether they
can describe the image or not [BDF+03]. In order to design such classifier Blie et
al. propose a LAD based model called Correspondence LDA (Corr-LDA) [BJ03]. In
this model the image needs to be segmented in a way that meaningful parts appear
in the same segment. As an illustration, if an image contains an airplane in the
sky, then the optimal segmentation would be one segment containing the plane and
other segments include the sky. Normalized cuts (N-cuts) Algorithm [SM00] provides
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the required platform in order to perform a meaningful segmentation. In order to
represent each segment a real-valued feature vector is created based on the texture,
color, position and other features of the image. This feature vector is used in order
to capture the visual properties of the segment. By getting back to LDA described in
Chapter 2 we can now view each segment as being generated by a specific topic and
if such topic can generate some words, then most probably the generated word can
describe the generated segment and we can have an appropriate annotation for the
whole image. In other words, Corr-LDA defines each image-annotation as a set of
N segments (regions) with M words used to annotate the image. Thus, each image-
annotation is represented as (r, ~w), where r = {~r1, ~r2, . . . , ~rN} contains N feature
vectors obtained from the N segments of the image and ~w = {w1, w2, . . . , wM} are
the words used in the annotation. In Corr-LDA’s generative process each image
is characterized by a mixture of topics θ. In this process, as the first step, the N
feature vectors are generated using multivariate Gaussian distributions parametrized
by µ and σ and determined by topic indicator z. As the the second step, each of
the M words is generated based on one of the segments. This means that in order
to generate a given word m as part of the caption, two topic indicators play roles.
First, one of the segments is selected uniformly at random (topic indicator ym) and
then based on the selected region, the corresponding topic indicator of the region
(zym) determines the topic to generate word m. Figure 14 depicts the Corr-LDA
graphical model. Belie et al. propose a variational method in order to perform the
parameter estimation in Corr-LDA [BJ03].
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Figure 14: Corr-LDA graphical model. Plate notation is used to avoid replication. Corr-LDA
is composed of K topics, D image-annotations, N image segments and M words to describe the
image. In addition, random variables are depicted using coins. Shaded coins represent observed
random variables, namely, words and image segments. It is important to note that, each words is
generated based on two topic indicators y and z. y is selected uniformly at random in order to
select one of the segments and the selected image segment determines the topic indicator z. Image
obtained from [BJ03].
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It is important to note that using Corr-LDA it is possible to compute the following
distributions, which makes Corr-LDA an appropriate choice for image retrieval tasks:
1. P (Image, Caption) which can be useful for image clustering tasks.
2. P (word|Image) which can be useful for automatic image annotation. Some
results are presented in Figure 15. In this case, a Corr-LDA with K = 200
topics is trained on 7000 images and corresponding annotations obtained from
Corel database. Each image is divided into 6-10 segments [BJ03].
3. P (word|Region) which can be useful for describing and labeling regions of an
image.
(a) Corr-LDA caption:
people market pattern tex-
tile display
(b) Corr-LDA caption:
sky plane jet mountain
clouds
(c) Top five images returned by Corr-LDA based on quey Sunset.
Figure 15: Image annotation and retrieval performed by Corr-LDA. Image obtained from [BJ03].
Corr-LDA model has played a pivotal role in the realm of deploying LDA in image
retrieval and annotation and many other models are based on that. One of the
models which is closely related to Corr-LDA has been proposed by Wang et al.
[WBL09], where the model also performs image classification in addition to image
annotation.
3.3.2 LDA in music
For a long time researchers have been trying to find algorithms in order to discover
the harmonic structure of songs, like key-finding Algorithm proposed by Krumhansl
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[Kru01], however few computer scientists have deployed probabilistic models in order
to come up with a tool to automatically capture the underlying harmonic structure
of a song. As an early attempt in this field, Garcia et al. tried to use probabilistic
latent semantic analysis in order to project a piece of music to a low dimensional
space to discover similarity among music pieces [AGMP+07].
A successful attempt to deploy LDA in the field of music has been conducted by
Hu et al. and is built on a concept called “key-profile”[HS09] coined by Krumhansl.
A key-profile is a twelve-dimensional vector defined over the basic pitches and indi-
cates the stability and importance of each note according to the given key. By the
way of example, a key-profile regarding the C major gives great importance to tonic
C. In order to be able to deploy LDA in the realm of music, we need to represent
the constituents of a piece of music as words and a document. Hu et al. suggest
that the vocabulary can be defined on the set of notes V = {A,A#, . . . , G#}with
size 12 [HS09]. In addition, a piece of music can be considered a bag of segments
(measures), which are composed of notes. Thus, a piece of music is assumed to be
composed of N segments un containing L notes: un = {un1, . . . , unL}. Additionally,
the corpus can be defined by M songs D = {s1, s2, . . . , sM}. In order to completely
define the model, we need to introduce a topic as key-profiles, which are discov-
ered based on co-occurrence of notes. In other words, each topic is a probability
distribution over twelve basic notes, which may focus on few of the notes by giving
higher probability to them. Similar to LDA, in order to generate a piece of music,
the proposed model first generates a topic mixture for that piece of music. Then,
in order to generate a segment, one of the topics is chosen from the topic mixture
and finally L notes are generated based on the selected topic. The graphical model
depicted in Figure 16 represent the described graphical model. As the final point,
it is important to mention that the number of topics is set to 24 as there are 24
key-profiles corresponding to minor and major keys [HS09]. After learning the pa-
rameters of the model, it is easy to identify the main topic (key-profile) of each song,
by choosing the topic that has the maximum probability in the corresponding topic
mixture θ. One crucial point to mention is that the topic mixture of each song in
the corpus gives us a low-dimentional metric in order to discover similarities among
songs. In order to do so, Hu et al. suggest using a symmetric KL divergence to
capture such similarities [HS09].
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Figure 16: LDA graphical model for key-profile finding. Plate notation is used in order to avoid
replication. This model is composed of K topics, M songs, wehre each song is composed of N
segments (measures). Each measure is composed on L notes. Random variable are represented as
coins. In this model the only observed variables are basic notes, which are shaded. Image obtained
from [HS09].
3.4 Conclusion
In this chapter we briefly introduced extensions to LDA that can be deployed in an
IR system. By the way of example, Author-Topic models can help the user to access
relevant documents based in the author’s expertise, PAM enables an IR system to
present multi-layer search results, Corr-LDA enables the user to retrieve images and
LDA can be tuned to retrieve music. All these suggest that LDA based models can
greatly benefit the user in search tasks where the user is a newbie in the field and
performs the search in order to learn. This kind of search task is called “Exploratory
Search” and is covered in the next chapter. In Chapter 5 we introduce a new search
tool which is largely based on LDA and aids the user to perform exploratory scientific
literature search.
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4 Exploratory search
In today’s world, performing various kinds of search, is part of everyday life and it
is conducted by experts and general users enjoying the available search engines. In
addition, during the past decades and after the advent of online encyclopedias, World
Wide Web has been considered as a gigantic warehouse of data, where users try to
learn by forming queries and exploring the available content in order to discover
and form valuable new ideas [Mar06]. Emergence of such trends requires IR system
designers and human computer interaction (HCI) experts to invent new ideas and
methods to facilitate the exploit of World Wide Web and IR systems.
This chapter will be based on the introductory ideas presented in section 3.1 and tries
to expound the nature underlying search tasks. It starts with a general introduction
to search task and the factors affecting them. Then, it will be followed by two main
paradigms in search, namely, exploratory search and lookup search. The chapter will
conclude by introducing applications assisting users to perform exploratory search.
4.1 Information search task
Information search task can be defined as a process where user and the IR system are
engaged so the user can find valuable information. Information search task can be
classified based on the factors affecting them [LB10]. These factors include: search
goal, difficulty and complexity of the task and knowledge of the user [AGJ+15].
The search goal is the factor that draws the user to the IR system. As an early
attempt, Marchionini [Mar89] defines a search task based on the goal as “open task”
and “closed task”, where the former enjoys a totally clear and predefined goal, while
the latter lacks clarity and preciseness in goal definition. In addition, Kim [Kim09]
conducts a study based on the search goal where participants were required to
perform web search tasks. He divides search goal into:
1. Factual task, where the participant was simply required to locate, list and
name some facts. This category was the easiest and the goal was crystal clear.
2. Interpretative task, where participants were supposed to configure and think
about the answer, rather than merely locate it. In this task, the goal was not
as clear as in the previous case but was not totally vague either.
3. Exploratory task, where the participants were asked to widen their knowledge
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and learn new ideas. This task came with a totally vague goal.
As expected, Kim reports that the exploratory task was the most demanding one
and required the participants to spend a considerable amount of time to accomplish
the goal. Moreover, Athukorala et al. [AGJ+15] conclude that participants project
different behaviors based on the search goal, like number of clicks, length of the query
and the longevity of the search, which can be considered as invaluable quantitative
metrics for further studies regarding users and IR systems.
In order to better classify search tasks, other paradigms like task difficulty and com-
plexity are defined. Task difficulty is always measured subjectively, while complexity
can be measured both objectively and subjectively. In other words, subjective com-
plexity and difficulty are totally dependent on the user and rely on factors, such
as user uncertainty and familiarity with the task [AGJ+15]. As an illustration, a
computer science student excels in a search task related to machine learning as com-
pared to literature student. While it is impossible to assess the subjective difficulty
and complexity of a search task, it is feasible to evaluate the objective complexity
of the task at hand based on the number of available paths to accomplish that. In
more details, if there is one single path in the search process, then the task is consid-
ered simple, while existing multiple paths in the search process make it dramatically
more complex [AGJ+15].
As a final factor, user’s knowledge can play a role. This means that users with
different levels of knowledge project different cognitive strategies [AGJ+15]. By the
way of example, Hölcher conducted a web search based study, where participants
were either experts familiar with internet or newbies [HS00]. In this study, Hölcher
concluded that web experts pay special attention to formatting the query, while do-
main experts lacking familiarity with Internet pay more attention to the terminology
and wording while entering the query.
In addition to these factors for search task categorization, search tasks fall into two
broader categories called “Exploratory search” and “Lookup”. Section 4.2 tries define
these categories from different perspectives.
4.2 Exploratory search and lookup search
Lookup is the simplest search task and the result of the lookup is a well structured
short answer. Lookup search tries to answer “what”, “how much”, “when”, “where”
and ... questions [Mar06]. By the way of example, a lookup search is required to be
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performed in order to answer questions like “How much is the price for bus ticket
in Helsinki area?”, or “What is the result of the last night soccer match?”. There
is no doubt that current IR systems and search engines are great at answering such
question on the grounds that they are designed to fetch simple facts to answer such
simple questions. From the user’s point of view, answering such lookup based search
questions only requires the user to enter a well-formed query and the results need
no to be analyzed, compared or evaluated. Table 1 summarizes some of the tasks
that fall under the category of lookup search.
Contrary to lookup search, exploratory search is quite qualitative and multifaceted
and cannot be defined as simply as lookup [AGJ+15]. Exploratory search can be
considered as a task composed of learning and investigation. Searching to learn
enjoys an innate characteristic, which is user’s interaction with the system, and
more importantly examination and comparison of the obtained results. This implies
that search to learn requires cognitive process and interpretation on the user’s side.
Search to investigate involves multiple interaction with and evaluation of the results
before integrating the discovered results into the search process [Mar06]. Table 1
includes some examples of search to learn and search to investigate.
Exploratory search
Lookup Learn Investigate
Fact retrieval Knowledge Acquisition Accretion
Known item search Comprehension or interpretation Analysis
Navigation Comparison Exclusion or Navigation
Transaction Aggregation or Integration Synthesis
Verification Socialize Discovery
Question answering Planning or forecasting
Transformation
Table 1: Lookup and exploratory search tasks. Table largely based on [Mar06].
It is important to note that many researchers believe that exploratory search and
lookup are totally twisted and none of them can be treated in isolation [Mar06]. By
the way of example, search to learn may require several lookups before engaging in
the cognitive process done by user. Another important note is that, as mentioned
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in Section 4.1, interaction between the user and the system is a feature of the
information search task and not necessarily exclusive to exploratory search. This
means that the user and the system performing a lookup search also interact and
take turns in the interaction process to find the appropriate result. However, during
exploratory search, rather than simply taking turns, the user plays a more important
role. In other words, in exploratory search, the role of the user is more important on
the grounds that the user is required to analyze, compare and examine the results.
That is why lots of exploratory search based systems (which will be exemplified in
the upcoming sections) rely on relevance feedback 8 in order to provide the user with
powerful tools to play its role.
As the final point in this section, Table 2 tries to categorize exploratory search and
lookup search based on the features presented in Section 4.1. In the coming chapter,
we will try to present the reader with successful IR systems designed to assist users
to perform exploratory search.
Exploratory search Lookup
[Mar89] open task closed task
[Kim09] exploratory task factual task
[AGJ+15] high complexity low complexity
Table 2: Describing exploratory search and lookup search based on the effective features.
4.3 Exploratory search in practice
This section provides the reader with recent advances in IR systems designed to help
users during exploratory search tasks. The systems presented here try to emphasize
on user’s role in different ways by providing the users with different tools.
4.3.1 SciNet
In a typical search task performed by an IR system, user enters a query, which
requires exact and accurate wording, and then based on the obtained results, user
tries to drill into a subtopic or enters a different search realm only by reformulating
a new search query [GRK+13]. This means that in each search iteration, the user
8The concept of “relevance feedback” was discussed briefly in section 3.1 as a component of IR
systems.
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has no choice but to engage in laborious cognitive task of reformulating an exact set
of key words as a search query.
Interactive intent modeling allows the user to observe the current state of the search
and to reward or penalize the current state by providing feedback [RAG+13]. As
a result, the user is provided with a system which is tailored and tuned based on
the way information evolves on the user’s side. SciNet, has beed designed as an IR
prototype capable of performing interactive intent modeling [RPE+15]. The novel
design of the retrieval engine and user interface of SciNet has made it a reliable tool
for performing exploratory search. This section mainly focuses on the novel interface
of SciNet and only briefly describes the underlying retrieval method. More details
regarding the backend decision of SciNet can be found in [GRK+13].
SciNet has been developed as a tool aiding users to explore scientific literature. In
general, the interface of SciNet, as depicted in Figure 17, is composed of two main
sections: Exploratory View and Document List .
Figure 17: The user interface of SciNet. Image obtained from [RAG+13].
The document list section contains ranked documents based on the feedbacks pro-
vided by the user. It is important to note that the document ranking is based on
keywords, thus keywords which are more relevant to the search task return different
listing of documents highly characterized by those keywords. The distinguishing
feature of SciNet is its exploratory view. The exploratory view consists of a radar
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where a set of keywords are scattered. The angular distance between keywords rep-
resents how relevant each keyword is to other keywords. In addition the distance
between the center of the radar and each keyword represents the relevance of the
keyword to the search task: the closer the keyword is to the center, the more relevant
it is [RAG+13].
In order to provide feedback, user moves the keywords in different directions in order
to change the degree of relevance of the proposed keyword. Thus, if the user is happy
with some keywords and wants to receive more documents with those keywords, the
user can drag some relevant keywords to the center of the radar and drag others
out of the radar. In addition, SciNet recommends different search directions to the
search by providing cluster of keywords out of the radar which can lead the user
in different directions [RAG+13]. It is noteworthy that SciNet uses the exploration
and exploitation paradigm of Reinforcement Learning (RL) in order to estimate new
results. Figure 18 depicts two iterations of SciNet. In the left, the user finds one
of the keywords relevant and drags it to the center. The result of the feedback has
been depicted in the right radar and document list. SciNet continues the iterations
until the user is satisfied with the results.
Figure 18: Two iterations of SciNet. Image obtained from [RPE+15]
4.3.2 OfficeHours
Office Hours is a recommender system which tries to find appropriate project super-
visors for students. Finding the appropriate supervisor for students can be consid-
ered as an exploratory search problem since the user has little information regarding
the available supervisors and tries to gain some knowledge about them. This system
can be beneficial, especially as the web page of faculty members are usually obsolete
or the student has little information in order to effectively formulate the query.
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In this project, each faculty member is represented by as set of keywords which are
extracted from the scientific papers published by the faculty members. Thus, based
on a given query consisting of keywords, a set of faculty members can be ranked and
returned [GIG15]. In this system, at the beginning the user is provided with a set
of frequent keywords which can be selected. In addition, the user is able to enter a
query regarding the topic in mind. Figure 19a depicts the initial state of the sys-
tem. After the initial state, the system returns some related keywords, which can be
used to direct the search, and some faculty members which are highly related to the
selected keywords. In order to provide feedback, the user can either totally remove
a keyword or rate it from 0 to 1, where 1 means the proposed keyword is highly
relevant and 0 represents irrelevance of the keyword. Similar to SciNet, the under-
lying relevance estimation for keywords is based on LinRel [Aue03], which trades off
between exploration and exploitation [GIG15]. Figure 19b depicts OfficeHours after
a few iterations.
(a) Initial state of OfficeHour.
(b) OfficeHour after some iterations.
Figure 19: Interaction with OfficeHour system. Image obtained from[GIG15].
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4.3.3 IntentStreams
Parallel search (also called Branching) usually happens during course of exploratory
search. Parallel search is the act of conducting search concurrently using different
threads. By the way of example, during a web search using a browser, user performs
the search while multiple tabs are open and the user tries to gain knowledge and di-
rect the search based on the results obtained from each of the threads. IntentStreams
is an IR system built on 25 million articles. It aims to facilitate branching in ex-
ploratory search by introducing scrollable vertical search streams. Each vertical
search stream is composed of two parts, the upper part containing the discovered
documents and the lower part where proposed keywords are returned [AKP+15].
At the beginning, the user is prompted to enter a query regarding the search task.
Based on the entered query, IntentStreams returns some related documents at the
top and suggests some related keywords based on the query. The horizontal distance
between keywords represents how closely they are related to each other. In addition,
the vertical distance among keywords represents the user’s preference of keywords
over the others. IntentStreams enjoys interactive intent modeling by enabling the
user to provide feedback by manipulating the vertical distance among the proposed
keywords. This means that if a keyword is found highly relevant, the user moves
that in upper direction and lowers the less related keywords. In addition, clicking
on a keyword highlights the relevant documents and vice versa.
One of the idiosyncratic features of IntentStreams is enabling the user to include
the results of parallel search in other search streams. This means that, in addition
to moving words vertically in order to provide feedback, the user is able to include
the proposed keywords from other search streams in the current stream by simply
dragging keywords of interest and refresh the stream to obtain new results. Addi-
tionally, in order to initiate a new search stream, the user can drag keywords to the
blank space available in the user interface or formulate a new query.
4.3.4 FutureView
All the systems presented in the previous sections were trying to tackle exploratory
search in the realm of text and document retrieval. This section briefly introduces
an IR system designed to assist users to perform exploratory search tasks to retrieve
images.
In order to perform image retrieval, lots of query based methods have been proposed
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Figure 20: Two search streams enabling the user to perform parallel search. Image obtained from
[AKP+15].
whose effectiveness is heavily dependent on the quality of the meta data accompany-
ing the image database [HTPG14]. Such query-based methods can be problematic
on the grounds that human-annotated images are not accurate and machine gen-
erated annotations are not totally trustworthy. In addition to this, formulating a
query based on available tags can be impossible in some cases [HTPG14]. One of the
solutions to get rid of the aforementioned problems is content-based image retrieval
which can be done in a query-less fashion. To put this in other words, rather than
prompting the user to enter a query, the user is provided with a bunch of images
representing the image database. Głowacka et al. designed a system which is based
on the paradigm of content-based image retrieval.
In this work, at the beginning of the search session, the user is provided with a
predefined number of images (k) uniformly chosen from k clusters of images in the
whole database. At this point, the user is asked to give feedback regarding the
relevance of the images according to the search task in mind. The feedback can
be from 0 to 1, where 0 indicates no relevance and 1 stands for high relevance.
Based on the provided feedback, the system employs a RL method to trade between
exploitation (images which system believes is of high relevance based on the provided
feedback so far) and exploration (leading the search to new images which are not
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highly relevant). Image 22 depicts an interaction with the system. In this search
task, the user is trying to find an image depicting “cit by night” [HTPG14].
Figure 21: Giving feedback for an image. Image obtained from [HTPG14].
In addition, Głowacka et al. introduce an interface called FutureView [HGK+15].
FutureView tries to provide the user with a glance of future results based on the
given feedback. In this case, the user can perceive the effect of different feedback
given to different images. FutureView displays the future result on the right hand
side of the screen, while current images are displayed on the left hand side.
Figure 22: Interacting with FutureView Future result is displayed imminently on the right. Image
obtained from [HGK+15].
4.4 Conclusion
In this chapter we briefly reviewed exploratory search task and introduced different
IR system aiding the user in this search task. In the realm of document search,
we introduced SciNet which emphasized on the user’s role in the search process by
asking the user to provide feedback by moving keywords in a radar. We believe that
the missing point in SciNet is that it ignores the role of authors and abstracts in
the search process. In other words, authors and abstracts in document search can
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lead the user to different search directions. By the way of example, the user can
select an abstract to direct the search to a different direction. Additionally, the user
can select an author to receive more articles published by that author. In the next
chapter we will present a system which is mainly based on topic models in order to
retrieve relevant documents and keywords. In addition, different tools to engage in
the search process including interaction with keywords, abstracts and authors are
introduced.
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5 Exploratory scientific literature search using LDA
In this chapter we introduce an IR system which is built to assist user in performing
scientific literature search. The model is largely based on topic models and LDA in
order to retrieve documents. During the course of search, rather than reformulating
a new query, the user is required to provide feedback regarding the discovered results
which enable the system to fetch the most appropriate document.
This chapter will go through different design stages undertaken to build the model.
It starts with the pre-processing stage, where the data is prepared so topic models
can be trained. It then continues with the design principles of the IR system and
finalizes with performance evaluation of the proposed system, where we show that
the use of topic models can be promising in information retrieval tasks.
5.1 Pre-Processing
The proposed IR system is built on 78129 computer science abstracts available
through arXiv9, which is available as a a large XML file. Figure 23 depicts one of
the abstracts in XML format. A quick glance at this sample abstract reveals that
lots of pre-processing steps are required in order to prepare the data for further
actions. Figure 24 depicts these steps. The remainder of this section will explain
different methods deployed in order to perform the pre-processing.
The first step is storing the input in a parse tree. One of the advantages given by
XML files is that they can be easily parsed if they are stored in an appropriate parse
tree. We used BeautifulSoup as a reliable Python package in order to parse the
input XML file. By using this parse tree, each section of an article is easily fetched
using a single command. In order to train the LDA model, all the abstracts are
fetched and stored in a single text file, where each line contains an abstract.
Removing LaTex markups is the second step of pre-processing. Unfortunately,
authors of scientific literature do not use a uniform standard and LaTex markups
are used in different situations, where removing them may result in information
loss. By the way of example consider markups used in mathematics equations in
LaTex. If they appear as part of the name like $k$-means, then simply removing
the mark up results in words which are not conveying the concept of the original
word. On the other hand, if an equation only contains mathematical expressions,
9https://arxiv.org/
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<article>
<id>48613</id>
<title>Extracting Information−rich Part of Texts using Text Denoising
</title>
<author>Rushdi Shams</author>
<abstract>The aim of this paper is to report on a novel text reduction
technique, called Text Denoising, that highlights information−rich
content when processing a large volume of text data, especially from
the biomedical domain. The core feature of the technique, the text
readability index, embodies the hypothesis that complex text is
more information−rich than the rest. When applied on tasks like
biomedical relation bearing text extraction, keyphrase indexing and
extracting sentences describing protein interactions, it is evident
that the reduced set of text produced by text denoising is more
information−rich than the rest.</abstract>
<venue>arXiv CS</venue>
<url>http://arxiv.org/abs/1307.8060</url>
</article>
Figure 23: One of the abstracts in XML format.
then it is safe to completely remove it. In order to tackle such problems, we tried to
design complicated RegEx terms to minimize the information loss and capture the
informative words as much as possible.
Removing stop words and punctuation marks is the next step. There is an
exhaustive list of stop words in English like a, an, of, the, etc, and punctuation
marks like ’,",:,; etc, which are completely safe to remove.
Normalizing the words is the most important step in the pre-processing stage.
Word normalization simply means that all the words referring to the same concept
also have the same representation. By the way of example, words classifying,
classify, classification, classifications, ... all refer to the same con-
text and if all of them are replaced by a single word, then these words are normal-
ized. For a long time different linguists have worked on text normalization but there
is no single method which guarantees a perfect normalization. In this project we
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Store the input file in a parse tree
Extract the abstract
Remove LaTex markup
Remove stop words
Word normalization
Remove tailored stop words list
Extract authorsExtract url and title
Clean up authors
Figure 24: Pre-processing steps.
used Stemming and Lemmatization in order to normalize words. We briefly describe
these methods and present some results.
• Stemming: In this method the stem (also referred to as root) of the word
is returned. The stem of a word is not necessarily a meaningful word in the
language but it can be used to normalize words. This means that all the words
with the same stem will be considered identical. One of the early attempts
to design a stemming algorithm was done by Lovins [Lov68]. In addition, in
1980, Porter invented a stemming algorithm [Por80], which is still being widely
used in computer science. In this project we used the latter algorithm in order
to normalize the words. Table 3 depicts some words and the corresponding
stems. Rows two and three suggest some flaws in the Porter Stemmer. In
these rows, all the words refer to the same concept, however the stem is not
the same for all of them. Additionally, the last row shows that the result of
Porter Stemmer over-stems of some words and considers a single stem for words
referring to different concepts. That is terms “university” and “universal” come
from different concepts, however they refer to the same stem.
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Stem Original words
algorithm algorithm - algorithmic - algorithms - algorithme - algorithmically
- algorithmics - algorithmes - algorithmize - algorithmization - al-
gorithmical
classifi classified - classifiers - classifier - classify - classifying - classifies -
classifi - classifieds - classifiability
classif classification - classifications - classificator - classifical - classifica-
tional
univers universal - university - universality - universe - universities - uni-
versally - universes universals - universalities - universalizing
Table 3: Stemming using the Porter Stemmer algorithm. The last three rows represent some of
the defects of this method.
• Lemmitization: This method tries to normalize the words based on the con-
text they appear in. This implies that some words like “walking” may return
different lemmas based on the context it appears in. This completely contra-
dicts stemming, where an algorithm tries to return the stem of a given word
independent of the context where the word appears. Using the context to find
the lemme requires lemmatization method to refer to a dictionary for each
single words. This in returns makes this method utterly slow. In addition,
lemmatization does not guarantee to return the same lemma for the words
referring to the same concept. Table 4 presents some of the results obtained
by lemmatization. As it is crystal clear, words refering to the same concepts
are not grouped together due to the contexts they appeared in. On the other
hand, the last two rows clearly depict the advantage of using lemmatization.
Lemme Original words
algorithm algorithm - algorithms
algorithmic algorithmic - algorithmics
algorithmically algorithmically
classification classification - classifications
classifier classifiers - classifier
classify classified - classify - classifying - classifies
universe universe - universes
university university - universities
Table 4: Word normalization based on lemmatization.
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Opting for stemming or lemmatization is a trade-off. We believe that while stemming
may over-stem in some cases like “university” and “universe”, it results in more
normalized words and consequently more normalized documents. Based on this
observation, we preferred to use the Porter Stemmer for word normalization10.
Pre-processing finalizes with creating customized stop words list. In this con-
text, the customized stop words list includes words which are not informative enough
to be kept in the final data set. Preserving such stop words in the data set results
in topic models, where such non-informative words appear as keywords in topics. In
order to discover such words in the text, we will consider two factors for each word
(stem):
• Word count, which stands for the number of times that the word appeared
in the data set.
• Word per document count, which stands for the number of documents
including that word.
Figure 25 depicts these factors for all the unique words in the data set. Based on
this figure, we can get a sense of the nature of the words in the corpus and find a
threshold in order to determine the non-informative words. The intuition behind
this idea is that we believe words with both large count and per document count
are non-informative and can be safely removed. In addition, words with low count
and per document count are also considered non-informative and can be left out. It
is important to note that some words like “algorithm”, “network”, ... are exceptions
in the former case and we will preserve them in the data set. Table 5 includes some
of the customized stop words. After removing these stop words, the resulting text
is ready to be fed into LDA. Figure 26 depicts the clean version of the abstract
presented in Figure 23.
10We will use the terms “word” and “stems” interchangeably, however it is important to bear in
mind that all the words in the corpus are replaced by their stems.
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Figure 25: Word count versus word per document count for all the unique words in the data set.
Customized stop words list
use - base - paper - result - propos - show - present - approach - also - provid -
case - consid - first - achiev - improv - given - requir - exist - implement - properti
- introduc - obtain - find - known - mani - prove - describ - give - recent - research
- possibl - howev - make - particular - includ - exampl - discuss - shown - three -
variou - within - like - without - better - follow - thu - previou - among - issu - everi
- build - often - sinc - much - moreov - suggest - whether - whose - furthermor -
therefor - either - year - previous - could - cannot - anoth - usual - although - along
- would - henc - rather - instead - especi - upon - come - particularli - other - might
- despit - journal - alreadi - though - wherea - mainli - today - increasingli - earlier
- claim - therebi - seem - workshop - ieee - million - news - alon - otherwis - get -
whenev - neither - clearli - nowaday - unless - never - goe - similarli - thank - newli
- said - contrari - gave - amongst
Table 5: Tailored stop words list created based on word count and word per document count.
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extract inform rich part text text denois aim report novel text
reduct techniqu call text denois highlight inform rich content
process larg volum text data biomed domain core featur techniqu
text readabl index embodi hypothesi complex text inform rich
rest appli task biomed relat bear text extract keyphras index
extract sentenc protein interact evid reduc set text produc text
denois inform rich rest
Figure 26: Raw text depicted in Figure 23 turns into this clean text, which is prepared to be fed
into LDA.
5.2 System design
In this section, we will explain the details behind our scientific literature search
engine both from the backend and interface perspectives. The design process of our
search engine has mainly taken three salient stages that resulted in three different
versions of the search engine.
As the first attempt, in order to experiment whether LDA and topic models can be
helpful in IR task, we developed a simple search engine (version 0.1), where the user
was presented with a console as the interface and could only interact with keywords
in order to advance the search. This version only supports single-word queries and
returns highly related topics as the result. In order to interact with the system the
user is required to enter a keyword based on the returned key words by the system.
Figure 27 depicts an interaction with the system. The convergence of the search
results assured the effectiveness of LDA and topic models in IR tasks and resulted
in further development of the system.
In order to further develop the scientific literature search engine, version 0.1 was
developed. This model supports multi-word query and also provides the user with
and interface developed using PyQt4. More importantly, this version allows the
user to interact with the engine both through keywords and abstracts by providing
the user with the two most related abstracts for each topic. Figure 28 depicts an
interaction with this version of the search engine.
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Figure 27: An interaction with scientific literature search engine version 0.1.
The final version of the sceintific literature search engine was developed and released
as version 1.0. Through this version, the user is provided with all the means to
interact with the system. This means that in addition to keywords and all the
available abstracts relevant to a topic the user is able to interact with the system
through the authors as well. By selecting an author, the user is able to select the
published papers by a specific author in order to advance the search. The remaining
of this chapter fully investigates this version. Table 6 summarizes each version of
the system and its corresponding capabilities.
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(a) Interaction with scientific literature search engine version 0.2. Initial stage.
(b) Interaction with scientific literature search engine version 0.2. The user can advance
the search by selecting keywords and abstracts.
Figure 28: Interaction with scientific literature search engine version 0.2
Version Interface Keyword Interaction Abstract Interaction Author Interaction
0.1 Console Yes No No
0.2 Local GUI Yes Yes No
1.0 Web client Yes Yes Yes
Table 6: Scientific literature search engine development stages.
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5.3 System architecture
Figure 29 depicts the architecture of the system version1.0. Based on this architec-
ture, our system uses four data bases, two of which – Authors and Vocabulary –
are directly created based on the pre-processed data. In this section we will cover
the main building blocks of our scientific literature search system: Search Engine
Core, Graphical User Interface and LDA topic models created based on data.
Figure 29: Scientific literature search engine version 1.0 architecture.
5.3.1 Training LDA topic models
Topics database and Abstracts database are built on top of the LDA topic mod-
els result and play a vital role in our scientific literature search engine. In order to
build LDA topic models, we used Mllet-2.0.7 [McC02] as a reliable package avail-
able for topic modeling. The first step to train the LDA topic model is setting the
number of required topics. In this project due to the corpus size [ASMM10] and
after careful examination of topic quality [CBGW+09] obtained from different topic
numbers, we concluded that 200 topics would suffice in order to get meaningful top-
ics for our project. Table 7 includes some of the discovered topics by LDA topic
model.
57
Topic number Keywords
139
document text retriev extract topic inform relev collect
summar
53
learn label train machin task deep supervis data learner un-
supervis experi dataset reinforc
98
infer model bayesian propag variabl prior graphic mixtur la-
tent margin
131
protocol rout network ad hoc node mobil wireless simul manet
hop perform link
Table 7: Topics generated by trained LDA with K = 200 topics on the corpus.
Among the wide variety of outputs generated by Mallet, doc-topics and topic-words-weight
files were used to create the aforementioned databases. After manipulating these
files, we can generate the required databases:
• Abstracts database contains records composed of abstract’s ID, text, and
the topic mixture for the abstract. In other words, the topical structure of
each documents is represented as a vector ~v ∈ IR200.
• Topics database contains records of topics which are defined as probability
distribution over words meaning that this database contains a huge matrix,
where each row is the ID of the words in the vocabulary and each column is a
topic. From LDA’s point of view this means that each word can be represented
as a vector ~v ∈ IR200, where each entry stores the probability that the word
belongs to a specific topic.
Let us consider the topical structure of the abstract presented in Figure 23. The
discovered topical structure of this abstract is depicted in Figure 30. This means
that the mentioned abstract is mainly centered around topic 139. Table 7 presents
the keywords of topic 139.
58
Figure 30: Discovered topic mixture for abstract 48613 (depicted in Figure 23).
5.3.2 Search engine core and graphical user interface
In order to describe the search process in our search engine, we need to define the
search problem as follows:
“ Given a search query Q including a combination of words and articles
and a database D containing articles, what are the most related articles,
regarding the provided query?. ”
In order to find such articles we define a set of topics T , where a given article can
be represented as a probability distribution over topics in T . Considering a set of
vocabulary V , we can define each topic as a probability distribution over vocabulary
V . Each topic gives higher probability to more pertinent words. Thus, we can simply
define a set of keywords regarding each topic where keywords are simply words with
higher probabilities. It is assumed that articles in D are generated based on the
generative probabilistic model defined by LDA.
Our search engine tries to solve this problem by representing each article by its
words and each word by a set of probabilities that a given word belongs to different
topics. This means that our search engine treats each keyword as a vector ~v ∈ IR200.
Based on this paradigm, our search engine tries to find a topic that best generates
the query, and based on the discovered topic, returns related articles and keywords
to the user for further interaction. In order to find such a topic t, our search engine
tries to solve the following maximum likelihood problem, where Q′ is only composed
of words q′i, which are either part of a selected article or are selected by the user as
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interesting keywords:
L(t|Q′) =
dim(Q′)∏
i=1
P (q′i|t).
This means that the search engine calculates the mentioned likelihood for all the 200
different topics, and sorts them in a descending order. Based on this list of topics,
relevant keywords and articles are returned for the next round. Relevant articles
are determined based on their topic mixture vectors. This means that an article is
deemed most relevant to topic t such that P (t|~θdocument) is maximized. Similarly,
related keywords are selected as the ones maximizing P (w|t). In order to better
explain the mentioned procedure and describe the GUI of our system, we present a
step by step example.
As the first step, the user is prompted to enter a query and define the number of
topics and keywords related to each topic to be displayed. Figure 31 shows the
search initialization page with the query "world wide web" and the number of top
topics and top keywords are set to be 15 and 5, respectively.
Figure 31: Initializing the search engine with query "world wide web".
After entering the query, the search engine segments and stems given words in order
to find the underlying topic as mentioned before. After finding such a topic, related
keywords and articles are returned to the user. Figure 32 shows the results for the
query "world wide web".
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Figure 32: Search result for the query ’world wide web’
Based on the user feedback, the search proceeds to the next iteration. As shown in
Figure 32, the user has several options to interact with the system. The user can
select keywords that look interesting. In addition, the abstract for each article can
be displayed and individual articles can be selected. Finally, the user can click on
the name of individual authors in order to have access to all the papers published
by the author and read the abstract of each paper by clicking on the title of a given
paper. If the name of an author is clicked, one of the following scenarios will happen:
• If the author published less than six papers, then it is most likely that all the
papers are in the same field. In this case all the papers are displayed.
• If the author published more than six papers, then all the probability vectors
regarding each published paper are summed up in order to find three top topics
that the author mostly contributed to. We believe that the most pertinent
topics are the ones with greatest sum of probabilities. After the three top
topics are determined, then two top papers written by the author belonging
to each topic are displayed. In addition, other published papers are accessible
by clicking on the "show more articles" button.
As shown in Figure 32, if the user finds a topic interesting, more articles and key-
words can be displayed by clicking on the appropriate button. Figure 33 shows some
of the articles selected by the user in order to proceed to the next iteration.
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Suppose that, in addition to the selected articles displayed in Figure 32, words ’web’,
’content’ and ’page’ are selected by the user as relevant keywords. At this point, the
search engine has everything in order to proceed to the next iteration. As the first
step, the selected article is replaced by its stemmed version and words are segmented.
Then, the maximum likelihood problem is formed based on selected keywords and
words obtained from the selected articles.
Figure 33: Some articles and keywords are selected.
After finding the most relevant topics, the most pertinent keywords and articles are
displayed again. It is noteworthy that the most relevant topic is the same as before,
since the user has selected all relevant content from that topic, but the second and
third topics change to ’medium access control’ and ’multimedia on web’; topics
which are more related to the query ’world wide web’. This simply denotes that the
search engine is on the right track and is finding more relevant topics and articles.
Figure 34 depicts the result of this interaction. The user can continue the cycle –
that is – selecting relevant keywords and articles until finding the most pertinent
articles regarding topic that user has in mind.
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Figure 34: The second most relevant topic converges to more related topic.
5.4 Evaluation
In order to evaluate the performance of the system we conducted a user study
with eleven participants who were graduate computer science students and staff
members with an average familiarity with the search topics. In order to ensure
that the participants were not overly familiar with the topics, they were asked to
estimate their level of knowledge on a 1 to 5 Likert Scale. All the users reported
familiarity of less than 5 with each topic (with the average of 2.5). The participants
were asked to perform two different search tasks using two different search tools,
i.e. our topic model based search engine and the search tool available on the arXiv
website. The participants performed one of the tasks with one system and one with
the other. The search tasks were about ’clustering’ and ’neural networks’, and the
participants were required to answer some general questions regarding these topics
and report their results. More precisely, the participants were required to answer
these questions:
• Clustering
1. What is clustering?
2. Name three clustering algorithms.
3. Describe one of the clustering algorithms in detail.
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• Neural Networks
1. What are the applications of neural networks?
2. Name three different types of neural networks
3. Describe one of the types in detail.
Each participant had 15 minutes to perform each search task and 5 minutes to
answer the questions. In total, the user study took about 50 minutes for each user.
Before performing the search, the participants were explained how each system works
and were allowed to use it for a few minutes. In order to eliminate learning effects
among the participants and balance the experiment results, each participant was
provided with a combination of search task and interface. In order to evaluate the
level of satisfaction of participants, they were asked to complete a standard SUS
questionnaire (Table 8) [Bro96] and a modified 15-question ResQue questionnaire
(Table 10) [PCH11] after each search task. Finally, after both tasks, a short interview
was conducted with each participant. The answers provided to the general questions
in each tasks were used to detect anomalies among participants.
5.4.1 Results
As the first step, all answers regarding the search tasks were graded by a third expert
in a double blind manner based on a 1 to 5 Likert Scale. Based on the grades, answers
to the search tasks performed by the improved search tool were more thorough and
on average participants were able to answer all the questions. On the other hand,
results regarding the baseline system denote that participants had some difficulties
finding thorough answers to some of the questions. In addition, all the queries and
selected keywords by the participants were logged in order to detect anomaly by
checking the relevance of the selected articles and keywords. In order to compare
the performance of the two systems, we used two-sided Wilcoxon rank-sum test.
P_value calculated based on ResQue questionnaire is 0.0033 which indicates the
improved search tools has received higher satisfaction, which is also statistically
significant. A closer look at questions 2 and 8 reveals an interesting point, which
is also statistically significant. Based on question 2, the users of our system believe
that our system is more complex as compared to the base line system. On the other
hand, based on question 8, the users have found our system more convenient to use.
We believe that our system may look more complex as compared to the base line
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but this intricacy in our system brings about an ease of use for the users. Table 11
includes the calculated P_value for each question.
Additionally, while the P_value for SUS questionnaire is 0.67, which may indicate
that the obtained improvement by the proposed search engine is not statistically
significant, closer look questions reveals valuable information. Questions 5 and 6
indicate that the users of our system believe that the retrieved information is suffi-
cient and our system explains why the retrieved information is chosen as relevant.
We believe that this corroborate our previous finding that the complexity behind
the system brings about convenience for the users.
In summary, based on the P_values calculated for each question in the question-
naires, it can be seen that our search tool, on average, works better. In more details,
based on the ResQue questionnaire, the proposed system explains why the items are
recommended to the user. In addition, based on the conducted interview, 6 out of
11 participants claimed that they were totally satisfied with the search engine and
believed that the topical and interactive nature of the proposed search tool helps
them to find better results. Three out of 11 participants were neutral regarding the
usability of the search engine and 1 out of 11, claimed that Google Scholar is more
useful as compared to both the topic model based and the baseline search tools.
Finally, one important comment made by some of the participants was that, the
proposed search engine can be of great use for experts or people with some back-
ground knowledge in the field, since the topical approach followed by the engine can
help them to delve into a topic on a search task.
5.5 Conclusion and future work
In this chapter, we presented a system for scientific literature search based on topic
models. Preliminary experimental results show that, compared to traditional query
only based systems, the proposed system allows users to better understand why
certain items were recommended to them.
As future work, we believe that the underlying probabilistic model used to retrieve
keywords and documents can be improved. Current work shows that topic models
can be promising in the field of exploratory search and information retrieval, however
the current underlying probabilistic model only explores a small fraction of the search
space.
From the training prospective, we are planning to train the model based on the
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whole article rather than only abstracts. In this way, the LDA model might be able
to determine more distinguishing topics. Additionally, we are planning to extend
the training data to the whole arXiv database.
From the model perspective, we believe that training our model using Author-Topic
model may better aid the user to perform the search using authors as compared
to the current version. In addition, we believe that the nature of topics discovered
by LDA enables us to consider a multi-layer representation of topics in the search
engine. This means that using a correlated topic model, like PAM, may enable our
system to return multi-layer results. By the way of example, an abstract topic like
’machine learning’ can be divided to subtopics like ’supervised learning’, ’unsuper-
vised learning’ and so on. Any of the subtopics can be viewed as bifurcate topics
and are capable of being forked to subtopics. In this way the user has also the option
to explore through different levels of topics and find relevant results regarding that
level.
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# Question
1 I think that I would like to use this system frequently
2 I found the system unnecessarily complex
3 I thought the system was easy to use
4 I think that I would need the support of a technical person to
be able to use this system
5 I found the various functions in this system were well inte-
grated
6 I thought there was too much inconsistency in this system
7 I would imagine that most people would learn to use this
system very quickly
8 I found the system very cumbersome to use
9 I felt very confident using the system
10 I needed to learn a lot of things before I could get going with
this system
Table 8: SUS Questions
P_value Topic Model Base line Question Number
0.14 3.0 2.4 Question 1
0.03 2.5 1.8 Question 2
0.96 3.7 3.6 Question 3
0.20 1.7 1.3 Question 4
0.07 3.4 2.7 Question 5
1.00 2.5 2.6 Question 6
1.00 4.2 4.2 Question 7
0.04 2.0 2.6 Question 8
0.27 3.2 2.8 Question 9
0.85 1.5 1.7 Question 10
Table 9: SUS results. Each row contains the average score for each question regarding the provided
answer for both systems. Better results are boldfaced in each row. P_values are computed based
on each question
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# Question
1 The items recommended to me matched what I was searching for
2 The recommender system helped me discover new items
3 The items recommended to me are diverse
4 The layout of the recommender interface is adequate
5 The recommender explains why the items are recommended to me
6 The information provided for the recommended items is sufficient
7 I found it easy to tell the system what I want / don’t want to find
8 I became familiar with the recommender system very quickly
9 I found it easy to modify my search query in the recommender
10 I understood why the items were recommended to me
11 Using the recommender to find what I like is easy
12 The recommender gave me good suggestions
13 Overall, I am satisfied with the recommender
14 The recommender can be trusted
15 I would use this recommender again, given the opportunity
Table 10: ResQue Questions
P_value Topic Model Base line Question Number
0.97 3.0 3.0 Question 1
0.65 3.4 3.2 Question 2
0.64 3.6 3.5 Question 3
0.14 3.7 3.0 Question 4
0.007 3.1 1.9 Question 5
0.03 4.0 3.3 Question 6
0.34 3.2 2.6 Question 7
0.39 4.2 3.8 Question 8
0.30 3.5 3.1 Question 9
1 2.9 2.9 Question 10
0.30 3.2 2.6 Question 11
0.32 3.2 2.6 Question 12
0.09 3.3 2.5 Question 13
0.23 3.3 2.8 Question 14
0.09 3.3 2.5 Question 15
Table 11: ResQue results. Each row contains the average score for each question for both systems.
Better result are boldfaced in each row. P_values are computed based on each question
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Appendix 1. LDA parameters
The following table describes all the LDA parameters used in Chapter 2.
D Number of documents in the corpus.
N Number of words in each document.
V Size of the vocabulary.
W All the words in the corpus.
K Number of topics.
~α A K-vector parameter of Dirichlet distribution for per-document topic
distribution.
~β A V -vector parameter of Dirichlet distribution for per-word topic
distribution.
~θd Mixture of topics for document d.
θd,k Probability of topic k in document d.
Θ A D ×K matrix containing all topic mixtures for all documents.
Θ = {θd}Dd=1
Φ A (K × V ) matrix containing all topic distributions for all words.
Φ = {ϕk}Kk=1
~ϕk Topic k distribution over words.
ϕk,t Probability of term t in topic k
zd,n Topic indicator for nth word in document d
wd,n nth word in document d
~z All the topic indicators in the corpus; which are latent.
~wm Document m in the corpus
n
(t)
z Number of times term t has been observed in the corpus with topic z
~nz (V -Vector) Containing number of times each word in the vocabulary has
been observed in the corpus with topic z; ~nz = {n(t)z }Vt=1.
n
(k)
d Number of times words in document d have been observed with topic k.
~nd (K-Vector) Containing number of times each topic has appeared in a
document according to its words.
Table 12: Parameter description of the LDA model.
