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Abstract
The idea of “summing over all intermediate states” that is central for implementing locality
in quantum systems can be realized by coend constructions. In the concrete case of systems
of conformal blocks for a certain class of conformal vertex algebras, one deals with coends
in functor categories. Working with these coends involves quite a few subtleties which, even
though they have in principle already been understood twenty years ago [Ly1, Ly4], have not
been sufficiently appreciated by the conformal field theory community.
1 Coends in mathematics and physics
In this note we discuss the use of coends in conformal field theories. The notion of a coend is
a standard concept in category theory; we review it briefly. In the context of conformal field
theory, the categories in which we consider coends are related to representation categories of
conformal vertex algebras. Conformal vertex algebras give rise to bundles of conformal blocks.
These constitute the building blocks for correlators in conformal field theories. Moreover,
they have a rich mathematical structure with deep links to many other fields of mathematics,
including representation theory and algebraic geometry. Our main goal in this note is to
provide pertinent categorical tools for the description of (aspects of) conformal blocks and for
constructions involving them. Both this description and the tools have been known for more
than twenty years [Ly1, Ly4]. However, in our opinion, Lyubashenko’s theory has not been
sufficiently appreciated. The present contribution will hopefully make some aspects of them
more easily accessible.
1.1 Definition and examples
A coend is a colimit of a functor G : Cop×C→D – an object D of D equipped with a universal
dinatural transformation from G to D. One denotes the coend of G : Cop×C→D, and also the
underlying object D, by
∫ c∈C
G(c, c). There is also the obvious dual notion of an end as a limit
over G, denoted by
∫
c∈C
G(c, c).
If the coend of a functor exists, then it is unique up to unique isomorphism. If D is cocom-
plete, then the coend does exist; it can then be obtained as the coequalizer of the morphisms
∐
f∈HomC(c′,c′′)
G(c′, c′′)
s
−−→
−−→
t
∐
c∈C
G(c, c) (1)
whose values at the fth summand are sf =G(f, id) and tf =G(id, f), respectively (see e.g.
[May, Sect.V.1]). In short, the coend of G is a quotient of
∐
G(c, c) on which the natural
left and right actions of G on any morphism f in C coincide. The dinatural transformation is
induced from the canonical maps of the coproduct and the quotient.
(Co)limits, and thus (co)ends, are an enormously useful tool. Let us illustrate this with a
few examples:
• Let C=D = Vect be the category of finite-dimensional vector spaces over a field k, and let
G : Cop×C→D be the inner Hom, i.e. G(V,W ) :=Hom(V,W ). Then the coend is the ground
field k and the dinatural transformation G(V, V ) =End(V )→k is given by the trace. This
encodes simultaneously the cyclicity of the trace and a universal property of the trace.
• More generally, if C=D is the category H-mod of finite-dimensional modules over a finite-
dimensional Hopf algebra H , then the coend of the inner Hom is the coadjoint H-module
H∗coad with M
∗⊗M→H∗ given by m⊗m 7→ (h 7→ 〈m, hm〉). In case H is semisimple, the
coadjoint module decomposes into a direct sum involving simple H-modules according to
H∗coad =
⊕
Si∈pi0(H-mod)
S∨i ⊗ Si .
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Actually, the coend
L :=
∫ c∈C
c∨⊗ c (2)
of the inner Hom functor exists for any finite tensor category C, and indeed it can be seen as a
generalization of the coadjoint module (e.g. [Sh2] HomC(L, 1) and HomC(1, L) are analogues
of the center of H and of the space of class functions, respectively).
• The geometric realization of a simplicial set F : ∆op→ Set can be regarded as a coend∫ n∈∆
F (n)× σ(n) ,
where σ(n) is the standard n-simplex in Rn+1 and the set F (n) is endowed with the discrete
topology. This example may be seen as an archetype of a coend that implements a gluing
modulo relations.
• Let R be an associative unital ring and C= ∗ //R be the category with a single object ∗ and
endomorphisms given by R. Then an additive functor FM : C→Ab with values in abelian
groups amounts to a left R-module N , while an additive functor GN : C
op→Ab amounts to a
right R-module N . The coend
∫
GN ×FM ∈Ab is then the relative tensor product N ⊗RM .
• Provided that C is essentially small, the set of natural transformations between any two
functors F,G : C→D can be expressed as an end:
Nat(F,G) =
∫
c∈C
HomD(F (c), G(c)) .
From the second example in this list, we see that (co)ends supply a tool for constructing
objects, in fact objects with additional structure. That structure embraces global information
about the underlying category C and the functor G. Specifically, if C is the representation
category of a conformal vertex algebra whose representation category is a finite braided tensor
category, then the coend (2) has the additional structure of a Hopf algebra in C [Ly2]. As we
will recall in this contribution, this Hopf algebra plays an important role in one convenient
description of conformal blocks for higher genus Riemann surfaces.
A natural transformation F →G induces morphisms of coends. In this way, coends yield
functors; prominent examples are the functor of geometric realization from simplicial sets to
topological spaces and the functor of the relative tensor product.
In many situations of interest the functor whose coend is considered depends on “parame-
ters”, i.e. is a functor G : E ×Cop×C→D [Mac, Ch. IX.7]. Coends can then be used as a tool
to construct functors E →D. Again we give a few examples:
• Assume that for two functors H : X →A and K : X →C the copowers HomC(K(x), c) ·H(x
′)
exist in A for all objects c∈C and all objects x, x′ ∈X . Then the existence of the coend∫ x∈X
HomC(K(x), c) ·H(x) for every c∈C implies [Mac, Sect.X.4] that H has a left Kan
extension LanKH along K, and then LanKH(c) is given by this coend (and similarly with
right Kan extensions and ends). This covers a wide range of applications since, morally,
every fundamental concept of category theory is a Kan extension [Mac, Sect.X.7].
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• Let C be a rigid monoidal category, and assume that the coend
Z(c) :=
∫ b∈C
b∨⊗ c⊗ b
(with c∨ the object dual to c∈C) exists for all c∈C. The assignment c 7→Z(c) then defines
an endofunctor Z of C that has a natural structure of a monad on C, i.e. an algebra in
the category of endofunctors. Moreover, Z is even a quasitriangular Hopf monad, and the
category of Z-modules is braided isomorphic to the Drinfeld center Z(C) of C [DS, BrV]. In
this way, we can think about an additional structure like the braiding or, more generally, of a
balancing on a bimodule category, as the structure of a module over the monad Z. Moreover,
this point of view allows for non-trivial calculations, see e.g. [BrV].
1.2 Coends and quantum field theory
We now explain how coends realize the idea of a sum over a complete set of intermediate states,
which is central for implementing locality in quantum physics. We assume that the states are
organized in terms of representations of some symmetry structure. For concreteness the reader
may think of the situation that chiral symmetries of a conformal field theory are encoded by a
conformal vertex algebra, so that the states are vectors in representations of the vertex algebra.
For making the idea precise, we need in particular to specify what we mean by “all” states.
Summing over states in isomorphic representations would clearly be an over-parametrization.
But in fact all morphisms, not only isomorphisms, must be taken into account. And this is
precisely afforded by taking a coend, as is seen from its description (1) as a coequalizer in which
morphisms are modded out.
We now consider concretely a class of quantum field theories for which important statements
can be obtained with the help of categorical notions: two-dimensional conformal field theories
(CFTs) based on vertex algebras whose representation category C is braided monoidal and has
certain finiteness properties and admits dualities. This class includes in particular all rational
CFTs, for which C is a semisimple modular tensor category [Hu], but the use of coends allows us
to treat non-semisimple theories as well. (Because of the analytic properties of their conformal
blocks such theories go under the name of “logarithmic” conformal field theories.)
An important feature of a conformal vertex algebra is the fact that it gives rise to system of
conformal blocks, to which we refer as a chiral conformal field theory. The properties of these
conformal blocks are, for our purposes, conveniently encoded in a family of functors: given a
Riemann surface Σ of genus g with p incoming and q outgoing punctures (in this context also
called a world sheet), we have a functor
Bl(Σ) : C×(p+q) → Vect
which is covariant in the q outgoing arguments and contravariant in the p incoming arguments.
This system of functors comes with much additional structure, leading e.g. to actions of the
mapping class groups Map(Σ).
In particular, also functors for different surfaces Σ are related to one another. It is indeed
an old idea in CFT [So, Le] that a pair-of-pants decomposition of the world sheet Σ allows one
to recover the conformal blocks from information about those for a small number of elementary
world sheets through a suitable sewing procedure. This sewing requires to perform an adequate
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sum over intermediate states. For those elementary world sheets the functors Bl(Σ) should, in
turn, be expressible in terms of Hom functors and of the tensor product of the representation
category C. The sum over intermediate states should be implemented by the fact that the
functors Bl(Σ) for general world sheets are coends of these functors. Sewing then amounts
to considering coends in suitable functor categories Fun(C×q × (Cop)×p,Vect). We require that
these functors are representable, so as to ensure an interpretation of the conformal blocks in
terms of states. This leads us to consider coends within categories of left exact functors. As
we will see, this also has many advantages when manipulating the coends, see in particular
Proposition 9 below.
Remarkably enough, this program has been realized already more than twenty years ago
[Ly1, Ly4] for categories that are modular (and thus in particular rigid), but not necessarily
semisimple. A key role in this program is played by the coend L=
∫ c∈C
c∨⊗ c of the inner Hom
functor introduced in (2) above. Specifically, if C is a finite tensor category, then this coend L
exists as a coalgebra in C, and if C is in addition braided, then L carries a natural structure of
a Hopf algebra endowed with a non-zero left integral and a Hopf pairing. This is an instance
of the paradigm noted above that a coend captures global properties of a category.
We adopt the terminology of [KL] to call a finite ribbon category modular iff the Hopf
pairing on L is non-degenerate. Then a semisimple modular finite ribbon category is the same
as a (semisimple) modular tensor category.
Remark 1. Going beyond [Ly1, Ly4], which is concerned with chiral theories, we are actually
also interested in full local – as opposed to chiral – CFT. The relevant category over which a
coend is to be taken is then the enveloping category C⊠C of C. However, C⊠C inherits from
C all properties of interest to us, such as being k-linear, having a ribbon structure, or being
finite. As a consequence, the structures and results discussed in this note are directly relevant
both for describing chiral CFTs and for constructing full CFTs [FS].
Remark 2. Modularity of C in the sense used here is equivalent [Sh3] to factorizability of C,
i.e. to the functor C⊠C→Z(C) from the enveloping category of C to its Drinfeld center that
sends u⊠ v to u⊗ v with half-braiding (cu,−⊗ idv) ◦ (idu⊗ c
−1
−,v) being an equivalence. (In [Sh3]
also further equivalences are established.)
Taken together, the coend constructions alluded to above allow one to express the conformal
blocks for a connected world sheet Σ of genus g as the k-linear symmetric monoidal functor
[Ly4, Ly3]
Bl(Σ) : C×(p+q) −→ Vect
×α uα 7−→ HomC
(
1,
⊗
α u
ε
α⊗L
⊗g
) (3)
where L is the Hopf algebra (2) and uεα= uα for an outgoing insertion while u
ε
α= u
∨
α for an
incoming insertion. In the remainder of this note we provide various pertinent information
about coends, and in particular results that are instrumental in arriving at the formula (3).
The main statements we will present are already available in the literature. Besides including
them for the sake of completeness, we also provide detailed proofs.
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2 Some facts about specific coends
For a closed monoidal category, the inner Hom functor can be defined. For a rigid monoidal
category D, it can be explicitly realized as G : Dop×D → D with G : (c, d) 7→ c∨⊗ d. Now recall
that a pivotal structure on a category D with duality −∨ is a monoidal natural isomorphism
π : IdD ⇒−
∨∨ between the identity functor of D and the double dual functor; we write the
components of π as πx ∈HomD(x, x
∨∨). For the purposes of conformal field theory, it is worth
mentioning that a ribbon category comes with a pivotal structure.
Lemma 3. Let D be a pivotal monoidal category and let D∈D be the object underlying the
coend
∫ x∈D
G(x, x) of the inner Hom functor. Then any choice of non-degenerate pairing
̟∈HomD(D⊗D, 1) induces on D a structure of an end for the inner Hom. (And vice versa,
given a structure of an end on an object E ∈D, ̟ induces on E a structure of a coend.)
Proof. Denote by d and b the evaluation and coevaluation for the duality of D and by ı with
ıx ∈HomD(x
∨⊗x,D) the dinatural transformation for the coend D=
∫ x∈D
G(x, x). Define a
family  of morphisms by
x := (̟⊗ idx∨ ⊗ π
−1
x ) ◦ (idD⊗ ıx⊗ idx∨⊗x∨∨) ◦ (idD⊗ bx∨⊗x) ∈ HomD(D, x
∨⊗x) .
By naturality of the duality and the pivotal structure and dinaturality of ı, also the family  is
dinatural.
Now assume that ˜ is another dinatural transformation from some object y of D to the functor
G. Then by an analogous argument as for , the family ı˜ with
ı˜x := (idy∨ ⊗ dx∨⊗x) ◦ (idy∨ ⊗ idx∨ ⊗ π
−1
x ⊗ idx∨⊗x)
◦ (idy∨ ⊗ [˜x ◦ π
−1
y ]⊗ idx∨⊗x) ◦ (by∨ ⊗ idx∨⊗x) ∈ HomD(x
∨⊗x, y∨)
furnishes a dinatural transformation from G to y∨. By the universal property of the coend
(D, ı) there thus exists a unique morphism κ∈HomD(D, y
∨) such that ˜= κ ◦ ı. Combining
with the previous results, this implies that the morphism
λ := (dy∨ ⊗ idD) ◦ (πy ⊗κ⊗ idD) ◦ (idy⊗̟) ∈ HomD(y,D) ,
with ̟ the non-degenerate copairing that is side-inverse to ̟, satisfies the property that is
required for the universality of (D, ) as an end of the functor G. Finally, to see that λ is
unique with this property, assume that there exists a morphism λ˜ with the same property.
Inverting the arguments above then shows that there is another κ˜∈HomD(D, y
∨) with the
same property as κ. Universality of the coend implies that κ˜= κ, which in turn gives λ˜= λ.
In conformal field theory, an example to which Lemma 3 applies is the coend L∈C defined
in (2) in case that C is modular. The required non-degenerate pairing is then a Hopf pairing
on the Hopf algebra L. Another situation of interest is that the object D carries a structure
of a Frobenius algebra. It is known [FSS1, FSS2, FS] that the space of bulk fields of a CFT
must admit a structure of a commutative Frobenius algebra in the enveloping category C⊠C,
and candidates for such Frobenius algebras are given [FSS2, FSS3] by the coends
∫ c∈C
c∨⊠ω(c)
with ω a braided auto-equivalence of C. (For the existence of Frobenius structures on such
objects, see [Sh1, Thm. 6.1].)
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When dealing with the morphism spaces that arise in the construction of conformal blocks,
a non-degenerate pairing as required in Lemma 3 does not exist, in general. To obtain the
desired results we then work with coends rather than with ends. This allows us to invoke the
following result, which is a reformulation of Lemma B.1 of [Ly4] and for which there is no
counterpart when using ends.
Proposition 4. Let D be a k-linear category and G : D→Vect a k-linear functor. For any
object b∈D, the coend of the functor
G(−)⊗kHomD(−, b) : D×D
op → Vect
can be realized as the vector space G(b) with the family of linear maps
iu : G(u)⊗kHomD(u, b) ∋ w⊗ f 7−→ G(f).w ∈ G(b)
for u∈D as a dinatural transformation. In particular, the coend exists. We write∫ d∈D
G(d)⊗kHomD(d, b) ∼= G(b) .
Proof. For any morphism g∈HomD(u, v) the linear maps
iu ◦ (idG(u)⊗ g
∗) : w⊗ f 7−→
(
G(f ◦ g)
)
.w and
iv ◦ (G(g)⊗ id
∗) : w⊗ f 7−→ G(f).
(
G(g).w
)
are equal, hence the family (iu) is indeed dinatural. To show the universal property of the
coend, let ju : G(u)⊗kHomD(u, b)→W be any dinatural transformation to a vector space W .
Then for any g ∈D consider the diagram
G(u)⊗k EndD(b)
G(u)⊗kHomD(u, b) G(b) G(b)⊗k EndD(b)
W
idG(u) ⊗ g
∗ G(g)⊗ id
∗
iu
ju
κ
jb
ib (4)
where the linear map κ : G(b)→W is defined as κ(w) := jb(w⊗ idb). The outer square of the
diagram (4) commutes by dinaturalness of the family (ju), and the upper square commutes by
dinaturalness of (iu). Further we have
κ ◦ iu(w⊗f) ≡ κ(G(f).w) = jb(G(f).w⊗ idB) = ju(w⊗ f
∗(idb)) = ju(w⊗f) (5)
for all w⊗ f ∈G(u)⊗kHomD(u, b). Hence κ ◦ iu= ju, i.e. the left hand triangle in (4) commutes.
(The right triangle, which is just a specialization of the left one, obtained by setting u to b, then
commutes as well.) Thus the map κ satisfies the equalities needed for the vector space G(b) to
have the universal property of the coend. Uniqueness of κ follows immediately by reading the
sequence (5) of equalities from right to left and noticing that the elements ib(w⊗f) span the
vector space G(b).
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We refer to the property of the Hom functor asserted by Proposition 4 as the delta function
property. In the special case that G is a Hom functor as well, we have
Corollary 5. Let D be a k-linear category. For any pair of objects u, v∈D the coend of the
functor HomD(u,−)⊗kHomD(−, v) exists. As an object it is∫ x∈D
HomD(u, x)⊗kHomD(x, v) = HomD(u, v) (6)
and the dinatural transformation is given by composition,
ix(f, g) = g ◦ f
for f ∈HomD(u, x) and g ∈HomD(x, v).
The delta function property can be used to perform a non-trivial check of the idea that
coends implement sewing of conformal blocks. We postulate that for a surface of genus zero,
conformal blocks are expressible in terms of the tensor product and the Hom functor. Con-
cretely, if a surface Σ of genus 0 has p incoming boundary circles with objects u1, ... , up and q
outgoing boundary circles with objects u˜1, ... , u˜q, the conformal blocks should be
Bl(Σ)(u1, ... , up; u˜1, ... , u˜q) = HomC(u1⊗ · · ·⊗up, u˜1⊗ · · ·⊗ u˜q) .
Suppose now that we sew two distinct genus-0 surfaces Σ1, Σ2 to a connected surface of genus
zero. Sewing amounts to identify an outgoing boundary component of Σ1 with an incoming one
of Σ2 (or vice versa); these boundary circles have to carry identical field insertions x, and over
these a coend is to be taken. Abbreviating the corresponding block spaces by Bl(Σ1)(u; u˜, x)
and by Bl(Σ2)(x, v; v˜), respectively, we thus obtain∫ x∈C
Bl(Σ1)(u; u˜, x)⊗kBl(Σ2)(x⊗ v; v˜) ∼=
∫ x∈C
HomC(u, u˜⊗x)⊗kHomC(v⊗x; v˜)
∼= HomC(u⊗ v, u˜⊗ v˜) ∼= Bl(Σ)(u, v; u˜, v˜) .
Hence the result of the sewing is indeed compatible with our postulate for the conformal blocks
of genus-0 surfaces.
3 Coends in functor categories
As already pointed out, conformal blocks are functors. Moreover, conformal blocks for general
surfaces should be obtained from morphism spaces by summing over intermediate states, and
thus by taking coends. For constructing conformal blocks we therfore need to consider coends
with values in functor categories. A central fact in this respect is the so-called parameter
theorem for coends [Mac, Sect. IX.7].
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3.1 Parameter theorem for coends
We start with a functor G=G(?;−,−) : D×Cop×C→E . On the one hand, we may invoke
adjunction in the bicategory of categories and reinterpret G as a functor
G˜(−,−) := G(?;−,−) : Cop×C −→ Fun(D, E) .
If the coend of G˜ exists, it is an object in the functor category Fun(D, E); we denote this
functor by ( ∫ c∈C
G˜(c, c)
)
(?) : D → E .
On the other hand we may perform the following construction: For a fixed object d∈D, called
a parameter in this context, we obtain a functor Gd :=G(d;−,−) : C
op×C→E . Suppose its
coend exists; it is an object
ed :=
∫ c∈C
Gd(c, c) ∈ E .
The fact that G is functorial in d as well implies that the assignment
d 7−→ ed
defines a functor ∫ c∈C
G(?; c, c) : D→E .
The parameter theorem for coends now states:
Theorem 6. Let D×Cop×C→E be a functor. Then the functor∫ c∈C
G(?; c, c) : D→E
has a natural structure of a coend for the functor
G˜ : Cop×C −→ Fun(D, E) ,
provided that all coends
∫ c∈C
G(d; c, c) exist. We write
∫ c∈C
G(?; c, c) =
( ∫ c∈C
G˜(c, c)
)
(?) . (7)
3.2 Left exact coends and representability
These rather general statements are, however, not directly suited for the application to confor-
mal blocks we have in mind. Indeed, in the construction of conformal blocks one encounters
the situation that a connected world sheet of genus g is sewn to a world sheet of genus g+1.
This naturally leads to a functor which is a coend of the form
∫ e∈C
HomC(−,−⊗S(e, e)) with
S the inner End functor. For applications to quantum field theory, it is desirable to express
such a coend in the form
Hom(−,−⊗ L)
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for some object L that has a direct interpretation in a representation category C, so that the
representation category organizes not only the incoming and outgoing states, but the interme-
diate states as well. One might call this requirement the existence of an operator calculus in
terms of the underlying representation category.
Thus, roughly speaking, the idea is to “pull the coend into the Hom functor.” However, the
Hom functor is continuous, and thus compatible with the end, which is a limit: in the case of
an end, we have for any functor G : Cop×C → D the equality
HomD
(
d,
∫
c∈C
G(c, c)
)
=
∫
c∈C
HomD(d,G(c, c)) , (8)
and similarly, when G appears in the first argument,
HomD
( ∫ c∈C
G(c, c), d
)
=
∫
c∈C
HomD(G(c, c), d) , (9)
provided that the (co)end on the left hand side exists [Mac, Sect. IX.5]. In contrast, there are
no similar equalities for the coends
∫ c
HomD(d,G(c, c)) and
∫ c
HomD(G(c, c), d).
As already explained, we want to have some representability of the block functors within
the representation category. For this reason, the following result is important, as it singles out
left exact functors:
Proposition 7. [DSS, Cor. 1.10] For C a finite k-linear category, a functor G : Cop→Vect is
representable, i.e. G(−)∼=HomC(−, y) for some object y of C, iff the functor G is left exact.
Indeed, our construction starts with Hom functors, which are left exact. We thus need a
modification of the coend construction for left exact functors. The following construction is
due to [Ly4].
We are given a left exact k-linear functor G=G(?;−,−) : D×Cop×C→E , which we again
reinterpret as a functor
G˜(−,−) := G(?;−,−) : Cop×C −→ Fun(D, E) .
The ordinary coend H :=
∫ c∈C
G˜(c, c) of this functor is a functor H : D→E with a dinatural
family that is universal among all dinatural transformations to all functors. We now adapt our
universality requirement: the left exact coend is a left exact functorHl.ex. :=
∮ c∈C
G˜(c, c) : D → E
with a dinatural family of natural transformations with components
νc;d : G(d, c, c)→ Hl.ex.(d)
that is universal among all dinatural transformation to all left exact functors D→E , rather
than among all dinatural transformation to all functors D→E .
We summarize this in the following definition [Ly4]:
Definition 8. For a left exact k-linear functor G : D×C ×Cop→E , the coend
∮ x
G(?; x, x)
with values in the functor category Lex(D, E) of left exact functors which is characterized by
universality among dinatural transformations to left exact functors is called the left exact coend.
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We now assume that the category C is a finite rigid tensor category. Thus in particular
the coend L :=
∫ c∈C
c⊗ c∨ exists as an object of C. Working with left exact coends supplies
a substitute for the identities (8), namely the following statement, which is contained in the
constructions given in Section 8.2 of [Ly4]:
Proposition 9. Consider the k-linear functor
HomC(u, v⊗−⊗−
∨) : Cop×C → Vect .
The family
(idv ⊗ ı
L
c )∗ : HomC(u, v⊗ c⊗ c
∨)→ Hom(u, v ⊗ L)
of morphisms, with (L; ıL) the coend
∫ x∈C
x⊗x∨, is dinatural and endows the left exact functor
HomC(−,−⊗L) ∈ Lex(C
op×C,Vect)
with the structure of a left exact coend in the sense of Definition 8.
In short, ∮ x∈C
HomC(u, v⊗x⊗x
∨) =
(
HomC(u, v⊗L) ; (idv⊗ ı
L)∗
)
. (10)
Proof. First note that the family (idv ⊗ ı
L)∗ is natural in u (because pre- and post-composition
commute) as well as in v (because idv commutes through post-composition). Further, the family
(idv⊗ ı
L)∗ of linear maps furnishes a dinatural transformation: Dinaturalness means that
(idv ⊗ ı
L
x′)∗ ◦ (idx⊗ idx′ ⊗ f
∨)
∗
= (idx⊗ ı
L
x )∗ ◦ (idx⊗ f ⊗ idx∨)∗
holds for any morphism f ∈HomC(x
′, x); this property follows directly from the dinaturalness
of the family ıL.
To see the universal property, let G(u; v) : Cop×C→Vect be a functor that for any choice of
parameters u, v∈C is left exact, and let ıG, with
ıGW ≡ ı
G(u;v)
W : HomC(u, v⊗x⊗x
∨) −→ G(u; v) ,
be a dinatural family in the category of left exact functors from Cop×C to Vect. In the sequel
we regard v as kept fixed and u as a variable, whereby we deal with a left exact functor G
from Cop to Vect. According to Proposition 7, such a functor is representable, i.e. we have
isomorphisms γu : G(u)
∼=
−−→HomC(u, yG) for some yG ∈C. Dinaturalness of the family ı
G thus
means that for any f ∈HomC(x
′, x) the diagram
HomC(u, v⊗x
′⊗x∨) HomC(u, v⊗x⊗x
∨)
HomC(u, v⊗x
′⊗x′∨) HomC(u, yG)
(idv ⊗ f ⊗ idx∨)∗
(idv ⊗ idx′ ⊗ f
∨)
∗
γu ◦ ı
G
x
ıG
x′
(11)
commutes for all u∈C. By the Yoneda lemma this implies the existence of a commutative
diagram
v⊗ x′⊗x∨ v⊗x⊗x∨
v⊗ x′⊗x′∨ yG
idv ⊗ f ⊗ idx∨
idv ⊗ idx′ ⊗ f
∨
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in C, for any f ∈HomC(x
′, x), i.e. there is a dinatural family x : v⊗x⊗x
∨→ yG in C. The uni-
versal property of the coend
∫ x
v⊗x⊗x∨ then provides us with a morphism
∫ x
v⊗x⊗ x∨−→ yG
– the unique morphism which when composed with the dinatural family for the coend gives the
dinatural family . Using that the tensor product functor preserves colimits in C, we then also
have a morphism v⊗L= v⊗
∫ x
x⊗ x∨−→ yG or, by applying the Hom functor, a linear map
κLG(u),v : HomC(u, v⊗L)−→HomC(u, yG) =G(u). In summary, and restoring v as a parameter,
we have obtained morphisms
κLG(u;v) : HomC(u, v⊗L) −→ G(u; v)
functorial in u. One can check that they are functorial in v as well. Moreover, by construction,
these morphisms satisfy i
G(u;v)
x =κLG(u;v) ◦
(
idv⊗ ı
L
x
)
∗
, i.e., invoking the representability isomor-
phisms G(−)∼=HomC(−, yG), the triangle
HomC(u, v⊗L) HomC(u, v⊗x
′⊗x∨)
HomC(u, yG)
κL
G(u;v)
i
G(u;v)
x
(idv ⊗ ıLx )∗
(12)
commutes. To see that they are in fact the unique morphisms with this property, invoke the
Yoneda lemma to obtain a commutative triangle
v⊗L v⊗x⊗x∨
yG
κ˜L
G(u;v)
jx
idv ⊗ ı
L
x
Regarding v⊗L as the coend
∫ x∈C
v⊗x⊗ x∨, with dinatural family idv ⊗ ı
L, the morphism
κ˜LG(u;v) in this diagram is uniquely determined, and hence so is κ
L
G(u;v)=
(
κ˜LG(u;v)
)
∗
in (12). This
establishes the universal property of the dinatural transformation (idv⊗ ı
L)
∗
and thus finishes
the proof.
Remark 10. Assume that, for C and E finite tensor categories and a functor G : Cop×C→E ,
the left exact coend
∮ c∈C
HomE(−,−⊗G(c, c)) exists. Then the coend
∫ c∈C
G(c, c) exists in E
and we have ∮ c∈C
HomE(−,−⊗G(c, c)) ∼= HomE(−,−⊗
∫ c∈C
G(c, c)) ,
with the structural morphisms of the coends on the left and right hand side related via the
Yoneda lemma. This can be shown similarly as Lemma 3.1 in [Sh1]: First one uses the fact
that, E being finite, the left exact functor (u, v) 7→
∮ c∈C
HomE(u, v⊗G(c, c)) from E
op×E to
Vect is representable and thereby provides an object underlying the coend. Then one invokes
the Yoneda lemma in a similar way as in the proof of Proposition 9 to obtain the structure
morphisms for the coend.
Remark 11. For any finite tensor category C the category Ĉ :=Lex(Cop,Vect) of k-linear left
exact functors from Cop to Vect has a monoidal structure given by convolution. Moreover,
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the general form of such a convolution tensor product (which is e.g. discussed in [DS, Sect. 2])
simplifies, as a consequence of Proposition 7, to
(
G1⊗G2
)
(−) :=
∫ u∈C
G1(−⊗u
∨)⊗kG2(u) ∼= HomC(−, y1⊗ y2)
for all G1, G2 ∈ Ĉ such that G1(−)∼=HomC(−, y1) and G2(−)∼=HomC(−, y2) with y1, y2∈C.
Remark 12. For any small k-linear abelian rigid monoidal category C, the assignment C ∋ x 7→
HomC(−, x) provides a full embedding of C into the functor category Ĉ. This embedding is an
exact monoidal functor. The category Ĉ admits arbitrary limits and colimits, and thus contains
all pro-objects and ind-objects of C as objects; see e.g. [Ly2, Sect. 3.4] and [BuD, Thm. 5.40].
Various results involving the coend L are still valid as long as it exists as an object of the
category Ĉ rather than even of C [Ly4]. Specifically, Proposition 9 still holds in this broader
setting. (In its proof the object yG ∈C then needs to be replaced by an object in Ĉ, and diagrams
in C like (11) turn into diagrams in Ĉ.)
4 Fubini theorems
A world sheet Σ can have many different pair-of-pants decompositions. Conversely, many
different sewings give rise to the same Σ and, correspondingly, the conformal blocks on Σ can
be described in many different ways as iterated coends. On the other hand, sewing should be
a local operation, and hence the order of sewing should not matter. In order to obtain unique
conformal blocks, such coends must therefore commute appropriately. This is indeed the case.
We first quote the standard Fubini theorem for coends:
Proposition 13. [Mac, Ch. IX.7]
Let F : C ×Cop×D×Dop→E be a functor for which the coends
∫ u∈C
F (u, u, y, z) as well as
the coends
∫ x∈D
F (v, w, x, x) exist, for all y, z∈D and all v, w∈C, respectively. Then there are
unique isomorphisms∫ u∈C(∫ x∈D
F (u, u, x, x)
)
∼=
∫ u×x∈C×D
F (u, u, x, x) ∼=
∫ x∈D(∫ u∈C
F (u, u, x, x)
)
.
In particular, each of these multiple coends exists.
Since this formula resembles the commutativity of two integrations, it is referred to as
the Fubini theorem for iterated coends. Invoking the Fubini theorem, the result (10) extends
directly to multiple coends:
Corollary 14. For any positive integer g the functor HomC
(
u, v⊗ (−⊗−∨)⊗g
)
: (C×Cop)×g→Vect
has a g-fold left exact coend. It is given by
∮ (x1×···×xg)∈C×g
HomC(u, v⊗x1⊗x
∨
1 ⊗ · · · ⊗xg ⊗x
∨
g )
=
(
HomC(u, v⊗L
⊗g) ; (idv⊗ (ı
L)⊗g)
∗
)
.
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Proof. We are free to replace the object v∈C in the proof of Proposition 9 by v⊗L. We can
therefore invoke Proposition 9 together with the Fubini theorem, as applied to left exact coends,
to reduce the claim for some given g with parameter object v to the same claim for g−1 with
parameter v⊗L. The assertion thus follows by induction.
The Fubini theorem generalizes to situations in which two different types of coends, one of
them defined in terms of a suitable subcategory, are involved. In the context of the construction
of conformal blocks this happens when one describes pair-of-pants decompositions of surfaces
of higher genus. In that case we deal with a functor category, and the relevant subcategory is
the one of left exact functors. We formulate the statement directly for this situation.
Proposition 15. [Ly4, Thm.B.2]
Let C1, C2, C3 and A be k-linear abelian categories and F : C
op
2 ×C
op
1 ×C1×C2×C3→A be a left
exact k-linear functor. Assume that there exists a coend with parameters
G(u, v, w) :=
∫ x∈C1
F (u, x, x, v, w) ,
with dinatural transformation jx(u, v, w) : F (u, x, x, v, w)→G(u, v, w). Regard G=G(?, ?, w)
as a functor G : Cop2 ×C2→Fun(C3,A) and assume that as such it possesses a left exact coend
H ∈Lex(C3,A), with dinatural transformation
hu(w) : G(u, u, w)→ H(w) ≡
∮ u∈C2
G(u, u, w) .
Then the composition
ix,u(w) : F (u, x, x, v, w)
jx(u,u,w)
−−−−−−→ G(u, u, w)
hu(w)
−−−−→ H(w)
constitutes the dinatural transformation of a left exact coend
∮ x,u
F (u, x, x, v, w) of F , with
F regarded as a functor (C1×C2)
op× (C1×C2)−→Lex(C3,A). In short, there is a (necessarily
unique) isomorphism
∮ x×u∈C1×C2
F (u, x, x, u, w)
∼=
−−→
∮ u∈C2∫ x∈C1
F (u, x, x, u, w)
of multiple coends.
Proof. For any f ∈HomC1(y, x) and g ∈HomC2(v, u) and any w∈C3 consider the diagram
F (u, x, y, v, w) F (u, y, y, v, w) F (v, y, y, v, w)
F (u, x, x, v, w) G(u, v, w) G(v, v, w)
F (u, x, x, u, w) G(u, u, w) H(w)
F (u, f, y, v, w)
F (u, x, f, v, w)
F (g, y, y, v, w)
jy(u, v, w) jy(v, v, w)
jx(u, v, w)
F (u, y, x, g, w)
G(g, v, w)
G(u, g,w) hv(w)
jx(u, u, w) hu(w)
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in which we use the shorthand u for idu etc. The top left and bottom right squares of this
diagram commute by the dinaturality of the families j and h, respectively, while the off-diagonal
squares commute because of naturality of j(u, v, w) in the parameters u and v. Hence the outer
square commutes, thus establishing the dinaturalness of the family ix,u.
Assume now that k is any dinatural transformation from the functor F to a left exact functor
K ∈Lex(C3,A), meaning that also the outer square in the diagram
F (u, x, y, v, w) F (u, y, y, v, w) F (v, y, y, v, w)
F (u, x, x, v, w) G(u, v, w) G(v, v, w)
F (u, x, x, u, w) G(u, u, w) H(w)
K(w)
F (u, f, y, v, w)
F (u, x, f, v, w)
F (g, y, y, v, w)
jy(u, v, w) jy(v, v, w)
kv,y(w)
jx(u, v, w)
F (u, x, x, g, w)
G(g, v, w)
G(u, g,w) hv(w)
jx(u, u,w)
ku,x(w)
hu(w)
commutes. Temporarily restricting attention to the case v= u and g= idu and suppressing the
part involving H(w), this diagram collapses to
F (u, x, y, u, w) F (u, y, y, u, w)
F (u, x, x, u, w) G(u, u, w)
K(w)
F (u, f, y, u, w)
F (u, x, f, u,w) jy(u, u,w)
ku,y(w)
jx(u, u,w)
ku,x(w)
By the universal property of the coend G there then exists a unique morphism ϕu(w) such that
also the triangles in the diagram
F (u, x, y, u, w) F (u, y, y, u, w)
F (u, x, x, u, w) G(u, u, w)
K(w)
F (u, f, y, u, w)
F (u, x, f, u,w) jy(u, u,w)
ku,y(w)
jx(u, u,w)
ku,x(w)
ϕu(w)
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commute. Returning to the general case we thus obtain a commuting diagram
F (u, x, y, v, w) F (u, y, y, v, w) F (v, y, y, v, w)
F (u, x, x, v, w) G(u; v, w) G(v; v, w)
F (u, x, x, u, w) G(u; u, w) [swap]ϕu(w) H(w)
K(w)
F (u, f, y, v, w)
F (u, x, f, v, w)
F (g, y, y, v, w)
jy(u; v, w) jy(v, v, w)
kv,y(w)
jx(u; v, w)
F (u, x, x, g, w)
G(g; v, w)
G(u; g,w) hv(w)
ϕv(w)
jx(u; u,w)
ku,x(w)
hu(w)
for any f ∈HomC1(y, x), g ∈HomC2(v, u) and w∈C3. Next we invoke the universal property ofH
as a left exact coend ofG (i.e., that the family h is universal among all dinatural transformations
from G to left exact functors) to conclude that there is a unique morphism ψ(w) such that also
the triangles in
G(u; v, w) G(v; v, w)
G(u; u, w) H(w)
K(w)
G(g; v, w)
G(u; g, w)
ϕv(w)
hv(w)
hu(w)
ϕu(w)
ψ(w)
commute. Taken together, it follows that, given commutativity of the outer and inner squares
of
F (u, x, y, v, w) F (v, y, y, v, w)
F (u, x, x, u, w) H(w)
K(w)
F (g, f, y, v, w)
F (u, x, f, g, w)
kv,y(w)
hv(w) ◦ jy(v; v, w)
hu(w) ◦ jx(u; u,w)
ku,x(w)
for all f ∈HomC1(y, x), g ∈HomC2(v, u) and w∈C3, there is a unique morphism from H(w)
to K(w), namely ψ(w), that also makes the triangles in the diagram commute. This shows
the required universal property of H(w) as a left exact coend of F – i.e., that the family
i= j ◦ h is universal among all dinatural transformations from F to left exact functors – and
thus completes the proof.
Interchanging the roles of C1 and C2 in Proposition 15 one arrives at
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Corollary 16. Under the assumptions of Proposition 15 there is an isomorphism∮ u∈C2∫ x∈C1
F (u, x, x, u, w)
∼=
−−→
∮ x∈C1∫ u∈C2
F (u, x, x, u, w) (13)
of iterated coends.
Or, expressed at greater length: The two objects on the left and right hand sides of (13) are
isomorphic, and among all isomorphisms between them there is a unique one that is compatible
with their respective coend structures.
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