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In net-neutral systems correlations between charge fluctuations generate strong attractive thermal
Casimir forces and engineering these forces to optimize nano-device performance is an important
challenge. We show how the normal and lateral thermal Casimir forces between two plates containing
Brownian charges can be modulated by decorrelating the system through the application of an
electric field, which generates a non-equilibrium steady-state with a constant current in one or both
plates, reducing the ensuing fluctuation-generated normal force while at the same time generating
a lateral drag force. This hypothesis is confirmed by detailed numerical simulations as well as an
analytical approach based on stochastic density functional theory.
PACS numbers: 05.40.-a, 05.20.-y., 05.70.Ln
Electromagnetic (EM) fluctuation-induced interac-
tions are dominant in micro-electro-mechanical systems
(MEMS) [1], and their presence is often viewed as un-
desirable as they engender stiction between the micron-
sized components of the MEMS devices. Controlling, or
engineering, these forces is, however, difficult as although
they are all of electromagnetic origin, they have contribu-
tions from both thermal and quantum fluctuations as well
as from different microscopic charge multipoles, e.g. ubiq-
uitous dipoles [2] and sometimes also free monopoles [3].
Lifshitz [4] reformulated and generalized the original
zero-point electromagnetic field theory of idealized con-
ducting plates, proposed by Casimir [2, 5–7], in terms
of the dielectric and magnetic permeabilities of real ma-
terials sampled at all Matsubara frequencies including a
thermal zero frequency contribution. The Lifshitz for-
mula for EM field fluctuation-induced forces in symmet-
ric interaction configurations between standard materi-
als reveals this interaction is generically attractive [8].
Since the interaction depends on frequency dependent
material response properties, it also suggests an immedi-
ate means of modulating or even designing the Casimir
force by appropriate changes in the material’s properties.
While this line of reasoning has been followed success-
fully in meta-materials, it may be more useful to have a
means of switching EM fluctuation induced interactions
directly in-situ. A switch-like induced change in the opti-
cal properties of a material indeed yields experimentally
measurable differences in the interaction between bod-
ies in a number of cases: e.g. light or laser sources can
modify the charge carrier densities in semi-conductors
[9, 10], or induce phase changes [11]. Theoretically it
has been shown that the quantum Hall effect modified
conductivity can also be used to modify Casimir forces
between graphene sheets [12]. Holding interacting mate-
rials at different temperatures also allows modficatations
of Casimir interactions [13–21].
An alternative to the Lifshitz field-based formulation is
presented by the Schwinger matter-based approach where
the Casimir force originates in interactions between fluc-
tuating charges and currents [6, 22, 23]. Within this con-
ceptual framework the attraction between materials can
be understood as being due to correlations between mi-
croscopic EM source charge fluctuations that in general
reduce their (free) energy. This implies that the effect
of non-equilibrium driving the sources with an external
electric/magnetic field will scramble the system’s ability
to develop charge correlations and could thus in general
reduce the attraction between the materials. The sce-
nario of engineering the EM fluctuation interactions by
applying external driving fields to MEMS is relatively
easily implemented, compared to the switching mech-
anisms based on material properties modifications dis-
cussed above, and thus may be a promising technological
direction worth pursuing in detail.
In order to test the non-equilibrium driving hypothe-
sis and assess its ramifications, we analyze the system of
two parallel conducting plates, where only one of them
is subjected to a current-inducing applied external elec-
tric field in a closed circuit configuration. For systems
with currents the usual methods of equilibrium statis-
tical mechanics do not apply. We propose a method-
ology to study the effect of an imposed current in the
non-equilibrium steady state configuration on both the
normal an lateral forces. The response of these forces
to driving is surprisingly rich and this study thus opens
up new perspectives for direct in situ control of the EM
fluctuation interactions.
We analyze a well defined classical 2D jellium model,
which can be studied out-off equilibrium both numeri-
cally and analytically, composed of two parallel plates
with mobile charged Brownian particles embedded within
a uniform background charge sheet [24–26], see Fig. (1).
In equilibrium, at high temperatures in the weak cou-
pling limit, the two plates exhibit the universal thermal
Casimir force F⊥ = −TSζ(3)8piL3 at large inter-plate separa-
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FIG. 1. (color online) Schematic depiction of plates (1 and 2)
containing mobile charges, with an external electric field E01
applied to plate 1 in a closed circuit configuration, driving a
current flow in the plate set up using a battery. The circuit
of both plates [27] is open so charge flows through the system
rather than accumulating at the edges of the plates.
tions L, with S denoting the area of the plates, ζ is the
Riemann zeta function, and T is the temperature of the
two plates, assumed to be the same for both. To explore
the effect of an electric field on one of the plates we need
to specify the dynamics of the charges and we adopt a
Langevin model [21, 33] where a charge in the plate α at
the point X obeys the over-damped Langevin equation
dX
dt
= βDαqαE||α(X) +
√
2Dαηα, (1)
where ηα is a zero-mean Gaussian white noise with cor-
relation function 〈ηαi(t)ηα′j(t′)〉 = δαα′δijδ(t − t′) and
E||α(X) is the local in plane electric field in the plate
α, generated by the electric charge distributions in both
plates as well as any externally applied electric field. In
addition, Dα denotes the diffusion constant of the charges
and β [28] the inverse temperature so that βDα is the
local mobility, as deduced from the Einstein relation. Fi-
nally, qα is the charge of the mobile Brownian particles
in the plate α and if nα denotes the average density of
charge carriers in plate α; the the uniform neutralising
surface charge density is thus σα = −nαqα. The ideal-
ized model above is amenable to both detailed numerical
as well as analytical developments, confirming our ba-
sic hypothesis that the driving field modifies the charge
correlation between the plates, thus leading to a modi-
fied thermal Casimir force in direction normal as well as
lateral to the plates.
Numerical simulations: The two-plate system was simu-
lated by integrating the Langevin equations Eq. (1) for
Brownian particles [30]; the electrostatic forces due to
the charges are computed via Ewald summation. We use
a non-cubic box of dimensions H × H × 3H. with peri-
odic boundary conditions in each direction. We studied
several separations between the plates up to a maximum
distance of L = 0.12H; beyond this distance the interac-
tion between plates can be shown to cross-over to an ex-
ponential form due to the discrete Fourier modes within
the simulation box. In this non-cubic geometry the un-
desired interactions between images of plates in the z-
direction are known to be negligible [29]. We worked
with a variable total number of particles, N = 1000,
N = 2000, N = 4000 in order to control finite size errors
in the simulation. Apart from the applied electric field
E01, causing a current to flow within plate 1, the two
plates are identical (the charges are identical and of the
same number N/2 in each plate, the diffusion constants
and temperatures are also the same). Plate separations
are taken such that we find the far field universal Casimir
effect at zero applied field.
The normal and lateral force acting on the plate α are
computed from the formulas
F⊥,|| α(L) = qα
∫
Sα
d2x E⊥,|| α(x) ∆nα(x), (2)
where nα(x) =
∑
i δ(Xi − x) is the density of mobile
charge carriers and ∆nα(x) = nα(x) − nα is the fluc-
tuation about its spatially averaged value nα, which is
the same as that of the neutralizing uniform background
charge. In Eq. (2) ⊥, || indicates the direction with re-
spect to the bounding plates. The electrostatic potential
φ(x) in the plate α has contributions both from the plate
α as well as plate α′ (opposite) mediated by the standard
Coulomb interaction, while the dielectric constant  is as-
sumed to be homogeneous.
The numerical results for the average of the two forces
are plotted in Fig. 2. They are both fluctuational in na-
ture, and in principle the statistics of the force can be
measured. For small driving fields the normal Casimir
force saturates to the equilibrium thermal Casimir force,
while the lateral force vanishes in equilibrium. As the
field increases there is a monotonic decrease in the am-
plitude of the normal force, that eventually asymptotes to
zero, and a non-monotonic variation of the lateral force
that is zero for small as well as large values of the driving
field.
Dynamical density functional theory The density fields
nα(x, t) in each plate evolve according to the exact
stochastic partial differential equation [31, 32]
∂nα(x, t)
∂t
= Dα∇|| ·
[∇||nα(x, t)− βαqαE||αnα(x, t)]
+∇|| · [
√
2Dαnα(x, t)ηα(x, t)]. (3)
In this density representation of the dynamics, the noise
ηα(x, t) is a spatio-temporal Gaussian white noise vec-
tor field of mean zero and with correlation function
〈ηαi(x, t)ηα′j(x′, t)〉 = δαα′δijδ(t− t′)δ(x− x′).
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FIG. 2. (color online) (a): Evolution of the amplitude of the perpendicular and transverse components of the Casimir force with
the driving field, normalized by the thermal Casimir force, FC = −TSζ(3)/8piL3. For ease of comparison, we have displayed the
component of the normalized tangential force that is parallel to the driving field, with a sign opposite to that of the normalized
perpendicular force. Simulation results are taken from systems with N = 1000 (red squares), N = 2000 (green diamonds )
and N = 4000 (blue circles). For each value of N the interaction is evaluated for four separations: L = 0.02H, L = 0.05H,
L = 0.08H, L = 0.12H. The vertical data spread correspond to residual systematic, finite size errors in the simulations. The
theoretical predictions, Eqs. (9, 10), for L×m = 2000 are shown by black solid curves. (b): Evolution of the amplitude of the
perpendicular and transverse components of the Casimir force between identical plates (D1 = D2 = D, m1 = m2 = m) with
the driving field, normalized by the universal thermal Casimir force.Theoretical predictions, Eqs. (9, 10), for Lm = 2000 are
shown by blue dashed curves, whilst the corresponding small field and large field asymptotes, Eqs. (11, 12, 13, 14), are shown
as the red, dotted curves.
To make analytical progress we expand the determin-
istic term in Eq. (3) to linear order in the density fluc-
tuations nα and the noise term to zeroth order (since
it is of zero mean this is consistent with the first or-
der expansion of the deterministic terms). This ap-
proximation has already been used to examine interac-
tions between plates out of equilibrium in e.g. evolu-
tion to the equilibrium force for initially out of equi-
librium plates [33], as well as for the non-equilibrium
force between plates held at different temperatures [21].
This small density expansion was recently shown to re-
produce Onsager’s classical results on the conductivity
of strong electrolyte solutions [38] in a very straight-
forward and compact manner [35]. Within the small
density fluctuation approximation the two dimensional
Fourier transform of the density fluctuations, defined
as ∆n˜α(Q, t) =
∫
Sα
d2x exp(−iQ · x)∆nα(x, t), has a
steady state correlation function 〈∆n˜α(Q)∆n˜α′(Q′)〉 =
(2pi)
2
δ(Q+Q′)Cαα′(Q) which obeys
Mαγ(Q)Cγα′(Q) + Cαγ(Q)M
T
γα′(−Q) = 2δαα′DαnαQ2.
(4)
The matrix M(Q) is given by
Mαγ(Q)=Q
2
(
D˜αδαγ+βqαqγnγDαG˜(Q, zαγ)
)
, (5)
where D˜α = Dα
(
1−iβqαnαQˆ ·E0α/Q
)
, zαγ = zα − zγ
and Qˆ is the unit wave-vector. The term G˜(Q, zαγ)
denotes the in-plane Fourier transform of the Coulomb
interaction G(x, z) (without the charge factors) and is
given by G˜(Q, z) = exp(−Q|z|)/2Q. The components
of the fluctuation force in Eq. (2) can be expressed as
〈F⊥〉 = −q1q2
∫
S1
dx
∫
S2
dy〈∆n1(x)∆n2(y)〉∂G(x− y, L)
∂L
(6)
and
〈F||〉 = −q1q2
∫
S1
dx
∫
S2
dy 〈∆n1(x)∆n2(y)〉∇||G(x−y, L).
(7)
The Fourier transform of 〈∆nα(x)∆nβ(y)〉 can then be
obtained from Eq. (4), which together with the defini-
tions Eqs. (6), (7) yield the average normal and lateral
force. Defining
f(Q,L) = log
(
1 + ∆(v1,v2)
2 − m1m2 exp
−2QL
(m1 + 2Q)(m2 + 2Q)
)
(8)
with vα = βqαDαE0α the average velocity of the
mobile charges in the plate α, mα = βn¯αq
2
α/ is
the inverse screening length for a 2D Coulomb gas
of mobile charges in equilibrium and ∆(v1,v2) =
2(Qˆ·(v1−v2))/(D1m1+D2m2+2(D1+D2)Q), we can
write [30]
〈F⊥(L)〉 = − 12TS
∫
d2Q
(2pi)
2
∂f(Q,L)
∂L
, (9)
4and
〈F||(L)〉 = TS
∫
d2Q
(2pi)
2
∂f(Q,L)
∂L
Qˆ ∆(v1,v2). (10)
We note that when v1 − v2 = 0 we recover the ex-
pression for the equilibrium thermal Casimir force for
〈F⊥(L)〉, while the lateral force is zero, since in the com-
mon rest frame of the moving charges the system is in
equilibrium.
The normal force is monotonic in its variation with
respect to the relative difference of the bare velocity of
the charges in each plate. In the far field limit where
L m−11 , m−12 and when in addition |v1−v2|  u1, u2,
where uα = Dαmα define an intrinsic velocity scale in
each plate, the average force simplifies to give
〈F⊥(L)〉 ≈ − TS
8piL3
[
ζ(3)− pi
2|v1 − v2|2
3(u1 + u2)
2
]
. (11)
The effect of the applied field can thus be seen as renor-
malizing the effective Hamaker constant associated with
the 1/L3 power law. The far field fluctuation induced at-
traction between the plates thus monotonically decreases
upon increasing the relative velocity. In the opposite
limit of large relative velocity, we find that the force de-
cays as
〈F⊥(L)〉 ≈ − TS
32piL3
(u1 + u2)
|v1 − v2|
[
8− pi
2
3
− 8 ln 2 + 4 ln2 2
]
(12)
Contrary to the normal force, the lateral force is not
monotonic in the relative velocity and shows a well de-
fined maximum. On the two sides of this minimum the
lateral force behaves as
〈F‖(L)〉 ≈ − TS
16piL3
(u1 + u2)
|v1 − v2| (13)
in the large field limit, and for small fields as
〈F‖(L)〉 ≈ − TS|v1 − v2|
8piL3(u1 + u2)
[
ζ(3)− pi
2|v1 − v2|2
128(u1 + u2)2
]
.
(14)
A similar non-monotonic drag force has recently been
predicted for single particles coupled to thermally fluctu-
ating classical fields [36, 37].
In Fig. 2a we compare the theoretical predictions,
Eqs. (9, 10), for the normal and lateral forces with
the results of our numerical simulations. We see
that, despite the relatively low temperature of the sys-
tem, the agreement for both forces is excellent. The
asymptotic results for the small and large field limits,
Eqs. (11, 12, 13, 14), are compared to the full numerical
integration of Eqs. (9, 10) in Fig. 2b.
Conclusions: We have introduced a simple model ex-
hibiting the thermal Casimir effect and shown that when
the system is driven by an external electric field, the ther-
mal Casimir force, both its normal and lateral compo-
nents, can be modulated in a controlled and reversible
manner. The underlying physical mechanism is that the
external driving electric fields suppress the charge corre-
lations which are responsible for the fluctuation interac-
tion. Indeed the Onsager study of the field dependence of
electrolyte conductivity [38], the Wien effect, shows that
the increase in conductivity is due to the fact that the
applied field suppresses Debye screening. The underly-
ing mechanism here is clearly related and we have clearly
exhibited the effect in numerical simulations, and analyt-
ically, taking into account all the non-equilibrium physics
in the model via its microscopic formulation. Indeed one
of the prime advantages of the model studied here is that
one can carry out numerical experiments to measure fluc-
tuation induced interactions out of equilibrium and future
study of this model should enable the study of fluctuation
induced interactions beyond the weak density fluctuation
approximation employed in our analytical study.
Extensions of this model to more realistic sys-
tems/models are clearly desirable in order to test the
general hypothesis on field induced correlation scram-
bling put forward here. Another natural question to ask
is whether non-equilibrium forcing can be used to amplify
correlations and thus enhance the fluctuation induced at-
tractive force? The Brownian conductor model should
be extended to take into account inertial effects so that
it more closely resembles the Drude model. In addition,
retardation effects in the electromagnetic interactions be-
tween the charges could also be incorporated. Ultimately
one should consider non-equilibrium quantum field the-
ories in order to understand the quantum aspects of the
problem. Clearly AC driving fields also constitute and
interesting line of research, from both a numerical and
analytical point of view.
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SUPPLEMENTARY MATERIAL
Numerical simulations
We used the standard three-dimensional formulation of
the Ewald summation introducing a real-space range α.
The complementary long-range part of the interaction
is calculated in Fourier space, requiring modes out to
wave-vectors qm ∼ 1/α. The interaction energy as well
as the forces are independent of α which can then be
used to optimize the speed of the calculation. Balancing
the effort in real and Fourier space leads to a value of α
which decreases with the number of simulated particles
so that the computer effort to calculate the force on all
of the particles scales as O(N8/5), with N the number
of particles. In practice, for each value of N , we made a
series of test runs with variable α chosen to produce the
most rapid code. We used a relative precision of 10−11
in the Ewald evaluation.
We integrated the Langevin equation using the Euler
method with a time step dt. We chose this step as fol-
lows: First we performed a series of short simulations
with very large time steps to find the stability limit of
the integrator. We then divided this value of dt by 100
to find a stable regime where integration errors are not
too large. We performed high statistics simulations for
different time steps about our first estimate for the pro-
duction time step. We measured the force between plates
with statistical errors better than 2%, estimated using
the method of [1], and found the value of dt which also
gives systematic errors of order of 2%. In practice it is
immediately clear when the step size has been chosen too
large when comparing several different simulations.
We note that the effect of a finite step size can be stud-
ied analytically using the concept of inverse error anal-
ysis. A set of variables i with energy function H when
simulated by a Euler integrator generates an equilibrium
measure characterised by an effective energy [2]
H¯ = H+ Ddt
4
∑
i
(
2∇2iH− β(∇iH)2
)
, (15)
where D is the particle diffusion constant. When ap-
plied to a pair of Coulomb particles this gives an extra
effective potential in dt/r4. Remarkably this correction
6is very similar to the Wigner expansion [3] in quantum
mechanics. The integration error looks very much like
the quantum Casimir interaction in the high tempera-
ture limit, with dt playing a role comparable to ~2.
With the choice of the time step set as above, we per-
formed preliminary simulations in order to choose the
temperature and the number of particles for the main
simulations. In these initial studies we found that finite
size corrections are rather strong, requiring a large num-
ber of particles to observe the correct asymptotic form of
the Casimir interaction at zero driving field. We inter-
pret this as a consequence of the unusual form of screen-
ing in quasi-two-dimensional plasmas, coupled through
the three dimensional Coulomb interaction, which leads
to a charge structure factor, in the Debye-Hu¨ckel limit
(for a single plate), of the form [4]
S(Q) =
|Q|
(|Q|+m/2) (16)
with m = q2n¯β/ and n¯ = N/H2. This singular form
in |Q| leads to a power-law decay of correlations in real
space [4], in contrast to the exponential decay of cor-
relations in three-dimensional plasmas. We chose to
run our simulations at a temperature such the Bjerrum
length is comparable to the particle separation; specifi-
cally we took the values T = 1.03 q2
√
n¯/(4pi). This cor-
responds to a region intermediate between the high and
low temperature limits. Simulations at lower tempera-
tures showed strong deviations from the Debye-Hu¨ckel
structure factor, in particular S(Q) develops a weak
peak. At large temperatures the screening length m−1
becomes large, physically thermal fluctuations destroy
screening, and the far field limit is pushed to distances
L comparable to the system size and thus into a region
where finite size corrections become very important.
We finally chose a series of systems with three different
values of N : N = 1000, 2000, 4000. With these numbers
of particles the un-driven systems shows a Casimir inter-
action, with the correct amplitude, over a range of sepa-
rations from 0.02H to 0.12H. A simulation for N = 500
showed strong modification of the Casimir amplitude for
the separation of 0.02H. Proper scaling of the data as
the number of particles increases is a strong test of being
in the continuum limit.
For the values of N that we study and separations
below 0.02H we cross-over into a single particle regime,
rather than a collective Casimir regime. For separations
large than 0.12H there is an exponential decay of in-
teractions, coming from the discrete nature of Fourier
modes within a box. Within this range of distances
Fig. (2) in the main text shows that we control system-
atic errors at zero driving force to within about 2%. The
largest systems that we study require one month of simu-
lation per point, to reduce statistical errors to within 2%.
The residual vertical spread in the points of Fig. (2) is
dominated by finite size corrections, which would require
larger numbers of particles to reduce further.
With a series of systems calibrated at zero driving force
we performed the final series of simulations to measure
interactions as a function of driving field. We note that
at the largest driving field it is necessary to re-calibrate
the criterion for the choice of dt: Relative motion of
driven/un-driven particles is the fastest process in the
simulation, which must be well resolved to generate accu-
rate results. The data presented is evaluated for an elec-
tric field which is skewed compared to the simulation cell.
Other simulations (data not shown) show that the curves
of Fig. 2 become anisotropic for the largest fields that we
studied. This anisotropy can be understood by the fact
that the driving reduces the effective number of interact-
ing modes contributing to the Casimir interactions. This
small number of modes in the summation then leads to
angular modulation of the curves. This anisotropy can
be treated analytically within the stochastic density func-
tional theory by replacing the Fourier integrals in Eqs. (9,
10) by a discrete Fourier sum.
Analytical results for the force
The compact form of Eqs. (9, 10), as derived from
Eq. (8), are deduced from the expressions
〈F⊥(L)〉 = −TS
∫
d2Q
(2pi)
2
Qm1m2 exp(−2QL)
(m1 + 2Q)(m2 + 2Q)
(
1 + 4(Q·(v1−v2))
2
Q2(D1m1+D2m2+2(D1+D2)Q)
2
)
−m1m2 exp(−2QL)
, (17)
〈F||(L)〉 = −TS
∫
d2Q
(2pi)
2
2m1m2 e
−2QL
(m1 + 2Q)(m2 + 2Q)
(
1 + 4(Q·(v1−v2))
2
Q2(D1m1+D2m2+2(D1+D2)Q)
2
)
−m1m2 e−2QL
× (Q·(v1 − v2))Q
Q(D1m1 +D2m2 + 2(D1 +D2)Q)
, (18)
which are derived from Eqs. (6) and (7) under averaging
and using the density fluctuation correlation functions
derived from Eq. (4).
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