A comparison of HPM, NDHPM, Picard and Picard–Padé methods for solving Michaelis–Menten equation  by Vazquez-Leal, H. et al.
Journal of King Saud University – Science (2015) 27, 7–14King Saud University
Journal of King Saud University –
Science
www.ksu.edu.sa
www.sciencedirect.comORIGINAL ARTICLEA comparison of HPM, NDHPM, Picard
and Picard–Pade´ methods for solving
Michaelis–Menten equation* Corresponding author.
E-mail address: hvazquez@uv.mx (H. Vazquez-Leal).
Peer review under responsibility of King Saud University.
Production and hosting by Elsevier
http://dx.doi.org/10.1016/j.jksus.2014.11.001
1018-3647 ª 2014 Production and hosting by Elsevier B.V. on behalf of King Saud University.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).H. Vazquez-Leal a,*, J. Rashidinia b, L. Hernandez-Martinez c, H. Daei-Kasmaei ba Electronic Instrumentation and Atmospheric Sciences School, University of Veracruz, Cto. Gonzalo Aguirre Beltra´n S/N,
Xalapa 91000, Veracruz, Mexico
b Department of Mathematics and Statistics, Faculty of Basic Science, Islamic Azad University, Central Tehran Branch,
P.O. Box 13185.768, Tehran, Iran
c National Institute for Astrophysics, Optics and Electronics, Luis Enrique Erro #1, Sta. Marı´a Tonantzintla 72840, Puebla, MexicoReceived 9 July 2014; accepted 2 November 2014
Available online 14 November 2014KEYWORDS
Homotopy perturbation
method;
Picard’s method;
Pade´;
Michaelis–MentenAbstract The fact that physical phenomena are modelled, mostly, by nonlinear differential equa-
tions underlines the importance of having reliable methods to solve them. In this work, we present a
comparison of homotopy perturbation method (HPM), nonlinearities distribution homotopy per-
turbation method (NDHPM), Picard, and Picard–Pade´ methods to solve Michaelis–Menten equa-
tion. The results show that NDHPM possesses the smallest average absolute relative error 1.51(2)
of all tested methods, in the range of r 2 ½0; 5. Also, we introduce the combination of Picard’s iter-
ative method and Pade´ approximants as an alternative to reduce complexity of Picard’s solutions
and increase accuracy.
ª 2014 Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
Many important physical phenomena on the engineering and
science ﬁelds are frequently modelled by nonlinear differential
equations. Such equations are often difﬁcult or impossible to
solve analytically. Nevertheless, analytical approximate meth-ods to obtain approximate solutions have gained importance
in recent years. There are several methods employed to ﬁnd
approximate solutions to nonlinear problems like homotopy
perturbation method (HPM) He (2004, 2009, 1999), Biazar
and Aminikhah (2009), Biazar and Ghazvini (2009a), Koak
et al. (2011), Va´zquez-Leal et al. (2012), Vazquez-Leal et al.
(2012a), Filobello-Nino et al. (2012b), Khan et al. (2011a),
Biazar and Ghazvini (2008, 2009b), Sheikholeslami et al.
(2012), Filobello-Nino et al. (2012a), Picard’s iterative method
Ramos (2009), Szinvelski et al. (2006), Layton and Lenferink
(1995), Rach (1987), Bellomo and Sarafyan (1987), Lal and
Moffatt (1982), Adomian decomposition method El-Sayed
et al. (2010), Li (2009), Ezzati and Shakibi (2011), Safari
et al. (2009), Hojjati and Jafari (2008), Abidi and Omrani
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Dinarvand (2009), Bataineh et al. (2009), Abbasbandy and
Shivanian (2011), Tan and Abbasbandy (2008),
Mastroberardino (2011), Abbasbandy (2008), Shukla et al.
(2012), Gorder and Vajravelu (2009), Chen and Liu (2008),
Qian and Chen (2010), Abbasbandy (2010), Wang (2011),
Varitional iteration method He (2012), Turkyilmazoglu
(2011), Geng (2011), Altintan and Ugur (2009), Shang and
Han (2010), Chen and Wang (2010), Saadati et al. (2009),
Odibat and Momani (2009), among others. In this paper, we
will present a comparison of nonlinearities distribution homot-
opy perturbation method (NDHPM) Vazquez-Leal et al.
(2012a), Filobello-Nino et al. (2014), homotopy perturbation
method, Picard’s method and Picard–Pade´ method to solve
Michaelis–Menten equation Golinik (2010, 2011), Gonzalez-
Parra et al. (2011). The obtained results show that NDHPM
possesses the smallest average absolute relative error
1.51(2) in the range of r 2 ½0; 5. In addition, we introduce
the combination of Picard’s iterative method and Pade´ approx-
imants as an alternative to reduce complexity of Picard’s solu-
tions in order to increase accuracy.
This paper is organized as follows. In Section Appendix
A, we introduce the basic idea of HPM method. Section 2
presents the basic concept of NDHPM method. We intro-
duce the Picard–Pade´ coupled method in Section 3. Section 4
presents the approximated solutions of a case study by
NDHPM, HPM, Picard and Picard–Pade´ methods. In
Section 5, numerical illustrations are performed and the
results discussed. Finally, a brief conclusion is given in
Section 6.
2. Distribution of nonlinearities for HPM method (NDHPM)
A recent report Vazquez-Leal et al. (2012a), Filobello-Nino
et al. (2014) introduced the NDHPM method, which eases
the searching process of solutions for (A.3) and reduces the
complexity when solving differential equations. As ﬁrst step,
the homotopy of the form Vazquez-Leal et al. (2012a) is
introduced
Hðv;pÞ ¼ ð1 pÞ½LðvÞ Lðu0Þ þ pðLðvÞ þNðv;pÞ  fðr;pÞÞ ¼ 0;
p 2 ½0;1: ð1Þ
It can be noticed that the homotopy function (1) is essen-
tially the same as (A.4), except for the non-linear operator N
and the non-homogeneous function f, which contain the
embedded homotopy parameter p. The arbitrary introduction
of p within the differential equation is a strategy to redistribute
the nonlinearities between the successive iterations of the HPM
method, and thus, increase the probabilities of ﬁnding the
sought solution.
Again, we establish that
v ¼
X1
i¼0
vip
i; ð2Þ
when p! 1, it turns out that the approximate solution for
(A.1) is
u ¼ lim
p!1
v ¼
X1
i¼0
vi: ð3Þ3. Picard method and Pade´ aftertreatment
Given a ﬁrst order nonlinear differential equation, it can be
expressed as
y0ðrÞ ¼ LþNþ fðrÞ; ð4Þ
having initial conditions
yðrÞ ¼ K; ð5Þ
where L is a linear operator, N is a nonlinear operator, and fðrÞ
is a known function for the independent variable r.
The basic formulation of Picard iterative method is
yiþ1ðrÞ ¼ Kþ
Z r
r
yiðvÞdv; ð6Þ
where the last equation involves n integrals, yi is the right side
of Eq. (4), and r is the expansion point.
Usually, the application of Picard’s method generates
large mathematical expressions difﬁcult to handle. Therefore,
we propose the use of a coupling between Picard’s method
and Pade´ approximants to generate compact expressions
on one hand and increase accuracy Khader (2012) on the
other.
3.1. Pade´ approximants
A rational approximation to fðrÞ on ½a; b is the quotient of two
polynomials PNðrÞ and QMðrÞ of degrees N and M, respec-
tively. We use the notation RN;MðrÞ to denote this quotient.
The RN;MðrÞ Pade´ Merdan et al. (2011), Baker (1975),
Khader (2012), Noor and Mohyud-Din (2009), Bararnia
et al. (2012), Raftari and Yildirim (2011), Sangaranarayanan
and Rajendran (1997), Nallasamy and Rajendran (1998),
Rajendran (2000) approximation to a function fðrÞ has been
given by
RN;M ¼ PNðrÞ
QMðrÞ
for a 6 r 6 b: ð7Þ
The method of Pade´ requires that fðrÞ and its derivatives be
continuous at r ¼ 0. The polynomials used in (7) are deﬁned as
follows
PNðrÞ ¼ p0 þ p1rþ p2r2 þ    þ pNðrNÞ; ð8Þ
QMðrÞ ¼ q0 þ q1rþ q2r2 þ    þ qMðrMÞ: ð9Þ
The polynomials in (8) and (9) are constructed so that
fðrÞ;RN;MðrÞ, and their derivatives up to NþM are equal at
r ¼ 0. For the case when q0 ¼ 1, the approximation is only
the Maclaurin expansion for fðrÞ. For a ﬁxed value of
NþM, the error is the lowest when PNðrÞ and QMðrÞ have
the same degree or when PNðrÞ is one degree higher than
QMðrÞ.
Notice that the constant coefﬁcients of QM are M. This is
permissible because 0 and RN;MðrÞ are not changed when both
PNðrÞ and QMðrÞ are divided by the same constant. Hence, the
rational function RN;MðrÞ has NþMþ 1 unknown coefﬁ-
cients. Assuming that fðrÞ is analytic and has the Maclaurin
expansion
fðxÞ ¼ a0 þ a1rþ a2r2 þ    þ akrk þ    ; ð10Þ
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X1
i¼0
air
i
& ’ XM
i¼0
qir
i
& ’

XN
i¼0
pir
i
& ’
¼
X1
i¼NþMþ1
cir
i
& ’
: ð11Þ
The lower index i ¼ NþMþ 1 in the summation at the
right side of (11) is chosen because the ﬁrst NþM derivatives
of fðrÞ and RN;MðrÞ should agree at r ¼ 0.
When the left side of (11) is multiplied out and coefﬁcients
of the ri powers are set equal to zero for i ¼ 0; 1; . . . ;NþM, a
system of NþMþ 1 linear equations produced is as follows:
a0  p0 ¼ 0;
q1a0 þ a1  p1 ¼ 0;
q2a0 þ q1a1 þ a2  p2 ¼ 0;
q3a0 þ q2a1 þ q1a2 þ a3  p3 ¼ 0;
qMaNM þ qM1aNM1 þ aN  pN ¼ 0;
ð12Þ
and
qMaNMþ1 þ qM1aNMþ2 þ    þ q1aN þ aNþ2 ¼ 0;
qMaNMþ2 þ qM1aNMþ3 þ    þ q1aNþ1 þ aNþ3 ¼ 0;
..
.
qMaN þ qMaNþ1 þ    þ q1aNþMþ1 þ aNþM ¼ 0:
ð13Þ
Notice that in each equation, the sum of indices on the
factors for each product is the same and this sum increases,
consecutively, from 0 to NþM. The M equations in (13)
involve only the unknowns q1; q2; . . . ; qM and must be solved
ﬁrst. Then, equations in (12) are used successively to ﬁnd
p1; p2; . . . ; pN Merdan et al. (2011).
4. Solution of Michaelis–Menten equation
The Michaelis–Menten (MM) equation is employed to
describe the kinetics of enzyme-catalysed reactions. Enzymes
are proteins that catalyse the chemical reactions essential
for living organisms. Therefore, we will solve the MM
equation Golinik (2010, 2011), Gonzalez-Parra et al. (2011)
nonlinear differential equation by using NDHPM, HPM,
and Picard–Pade´ methods. The formulation of Michaelis–
Menten problem is
s0ðrÞ ¼  VmsðrÞ
Km þ sðrÞ ; sð0Þ ¼ a; ð14Þ
where sðrÞ is the substrate concentration; Vm and Km are the
limiting rate and Michaelis constant, respectively. In general,
the explicit closed form of Eq. (14) is given as follows:
sðrÞ ¼ KmW a
Km
exp
a Vmr
Km
  
ð15Þ
where W is the Lambert function and a is a constant value
from initial condition that satisﬁes in Eq. (14)Vazquez-Leal
et al. (2012b).
Now in Eq. (14) , we choose a ¼ 1; Km ¼ 2 and Vm ¼ 1. In
this case, the explicit closed-form solution for (14) is
sðrÞ ¼ exp W 1
2
exp
1
2
rþ 1
2
  
þ 1
2
rþ 1
2
 
; ð16ÞIn order to apply all the methods under test, we propose the
use of a seventh order Taylor series expansion of rational term
from MM equation. Then, (14) is reformulated as
s0ðrÞ  1
2
sðrÞ þ 1
4
sðrÞ2  1
8
sðrÞ3 þ 1
16
sðrÞ4
 1
32
sðrÞ5 þ 1
64
sðrÞ6 ¼ 0; sð0Þ ¼ 1; ð17Þ4.1. Solution by NDHPM method
By using (1) and (17), we establish the following homotopy
equation
Hðr; pÞ ¼ ð1 pÞðLðvÞ  Lðu0ÞÞ þ p v0  1
2
vþ 1
4
v2p 1
8
v3p2

þ 1
16
v4p3  1
32
v5p4 þ 1
64
v6p5

¼ 0; ð18Þ
where the linear operator L and trial function u0 are chosen as
(A.10) and (A.11), respectively.
Substituting (2) into (18), reordering, and equating terms
having the same p-powers, we obtain the following system of
linear differential equations
2v012Cv1 v00þ2Cv0
1
2
v0¼ 0; v1ð0Þ¼ 0;
2v02
1
2
v12Cv2þ2Cv1þ1
4
v20 v01¼ 0; v2ð0Þ¼ 0;
2v03
1
8
v30
1
2
v2þ1
2
v0v1 v02þ2Cv22Cv3¼ 0; v3ð0Þ¼ 0:
ð19Þ
Solving (19), yields
v1 ¼  2C 1
4
r expðCrÞ;
v2 ¼ expðCrÞ
32C
4C2r2 þ Cr2 þ 4C3r2
4 expðCrÞ  8C2rþ 4Crþ 4; ð20Þv3 ¼  expðCrÞ
384C2
12C2r2 þ 48C3r2  48 expðCtÞC2r
þ 48C expðCrÞ  48C4r2 þ 8C5r3  12 expð2CrÞC
þ 6C3r3 þ 48C3r 12CrC2r3  12C4r3  12 expðCrÞ
þ 24 expðCrÞCr 36Cþ 12Þ: ð21Þ
We are able establish the ﬁrst, second, and third order
approximations of sðrÞ as
lim
p!1
X1
i¼0
vip
i
 !
¼ v0 þ v1; ð22Þ
lim
p!1
X2
i¼0
vip
i
 !
¼ v0 þ v1 þ v2; ð23Þ
and
lim
p!1
X3
i¼0
vip
i
 !
¼ v0 þ v1 þ v2 þ v3; ð24Þ
respectively.
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For this case we use (6) and (17), establishing the following
iterative integral equation
siþ1 ¼ 1þ
Z t
0
1
2
si  1
4
s2i þ
1
8
s3i 
1
16
s4i þ
1
32
s5i 
1
64
s6i
 
dv;
ð25Þ
where as trial function we choose s0 ¼ u0ðvÞ (see Eq. (A.11)).
Now, after performing three iterations, we obtain
s1ðrÞ ¼ 1 r 1
4
expð2CrÞ  1
64
expð6CrÞ þ 1
8
expð3CrÞ

þ 1
32
expð5CrÞ þ 1
2
expðCrÞ  1
16
expð4CrÞ

..
. ð26Þ
We calculated the three iterations using Maple software. How-
ever, due to space constraints, we do not show terms s2ðrÞ and
s3ðrÞ because the size of resultant expressions is too large.
Next, we apply Pade´ approximant of order [8,8] to s3ðrÞ, the
result is
s^3ðrÞ ¼
1 28
23
rþ 148
247
r2  15
127
r3 þ 7
575
r4  1
546
r5 þ 1
2704
r6 þ 1
3018
r7 þ 1
3119
r8
1 17
11
rþ 23
22
r2  14
39
r3 þ 9
133
r4  1
120
r5 þ 1
751
r6 þ 1
2548
r7 þ 1
13890
r8
: ð27Þ5. Numerical illustration and discussion
Fig. 1 and Table 1 show a comparison between the exact solu-
tion (16) for the nonlinear differential Eq. (14) and the analytic
approximation methods (A.16), (22), (23), (24), Picard s3ðrÞ,
and (27).
From Fig. 1, we can observe that NDHPM solution of
orders: 1, 2, and 3 gradually overlaps with exact solution. In
fact, NDHPM solution possesses the lowest average absolute
relative error (A.A.R.E) from all approximations 0.0151 (see
Table 1). The nonlinearities distribution of NDHPM method
helps to simplify the solution process of the differential equa-
tions. If we compare the differential equations of HPM (A.12),Figure 1 Exact solution (16) (box) for (14) and approximate solution
(24) Picard s3ðrÞ (long-dash) and Picard Pade´ (dash-dot) (27).(A.13), (A.14) and NDHPM (19), we can notice that the
NDHPM equations are more compact and easy to handle.
As a matter of fact, HPM iterations of (A.13) and (A.14) do
not possess explicit closed solutions, otherwise, the second
and third order equations from NDHPM have solutions (see
(20)).
The approximation of Picard s3ðrÞ has a good ﬁtting until
r ¼ 2. After that point, this approximation diverges from exact
solution, reaching the highest A.A.R.E. 1:644ðþ89Þ. The
expression of s3ðrÞ contains a very large number of exponential
and polynomial terms causing the notorious A.A.R.E. Never-
theless, by means of coupling Picard and Pade´, we can obtain
an accurate approximation (27); besides, it is a compact
rational expression, more handy and faster to evaluate than
s3ðrÞ.
On one hand, we showed that NDHPM is a good modiﬁca-
tion to the HPM method; useful to obtain higher order
approximate solutions for nonlinear differential equations. In
particular, NDHPM can solve non-linear problems that
includes transcendental functions, rational expressions or com-
binations of both. Moreover, NDHPM requires the arbitrary
embedding of the homotopy parameter inside the nonlinear
operator. Then, further work should be done to propose a sys-
tematic methodology for the embedding process for p. On the
other hand, we showed that the coupling of Picard method and
Pade´ approximants is helpful to calculate compact expressions
with lower absolute error. Future work should be done to
improve Picard–Pade´ method in order to improve the accuracy
of solutions.
6. Conclusions
This work presented a comparison of HPM, NDHPM, Picard,
and Picard–Pade´ methods by solving the Michaelis–Menten
equation. We showed that NDHPM is the best of the tested
methods. In particular, it is useful to solve non-linear problems
that include transcendental functions, rational expressions, or
combinations of both. NDHPM helps to obtain higher order
approximations and better accuracy, even more compact
expressions than HPM method. NDHPM requires the arbi-s (A.16) (solid circles), (20) (diamonds), (23) (asterisk), (solid line)
Table 1 Comparison between exact solution (16) and the approximation results obtained by HPM (A.16), NDHPM (22)–(24), third
order Picard s3ðrÞ and Picard–Pade´ (27).
r Exact (16) NDHPM (24) NDHPM (23) NDHPM (22)
0.5 1.1759119876 1.1855837778 1.1724798244 1.2210299969
1.0 1.3701538843 1.3908420392 1.3629264319 1.4876439201
1.5 1.5822739533 1.6129786189 1.5678227124 1.8088455412
2.0 1.8115900830 1.8475639712 1.7802218782 2.1953653632
2.5 2.0572549291 2.0890094641 1.9880649474 2.6599847443
3.0 2.3183170092 2.3322211070 2.1718046811 3.2179198792
3.5 2.5937729182 2.5765507361 2.3010703654 3.8872765515
4.0 2.8826086613 2.8339975240 2.3300097350 4.6895885402
4.5 3.1838301540 3.1450071692 2.1908106843 5.6504548846
5.0 3.4964841372 3.6075242101 1.7847234646 6.8002939495
Order 3 2 1
A.A.R.E 0.0151 0.124 0.401
r HPM(A.16) Picard–Pade´(27) Picard s3ðrÞ
0.5 1.1676449955 1.1770908197 1.177572198
1.0 1.3536430476 1.3605873679 1.364655683
1.5 1.5518481099 1.5074531253 1.530802672
2.0 1.7426139870 1.5945279183 1.331232(+10)
2.5 1.8705654981 1.6524134970 6.439854(+21)
3.0 1.7860856968 1.7358003068 7.010528(+34)
3.5 1.0919411260 1.8428178198 6.122727(+48)
4.0 1.2568485461 1.9590309606 5.899544(+61)
4.5 7.9918998337 2.0752755420 2.074249(+75)
5.0 26.216385114 2.1870250462 5.750278(+90)
Order 1 3 3
A.A.R.E 1.44 0.196 1.644(+89)
A comparison of HPM, NDHPM, Picard and Picard–Pade´ methods 11trary embedding of the homotopy parameter inside the nonlin-
ear operator, however. Further work should be done to pro-
pose a systematic methodology of the embedding process for
p. Besides, we showed that coupling Picard’s method and Pade´
approximants can be helpful to calculate compact expressions
with less absolute error. Further work should be done to
improve Picard–Pade´ method in order to increase the accuracy
of solutions.
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Appendix A. Basic idea of HPM method
The basic idea of HPM method He (2004, 2009, 1999), Koak
et al. (2011), Yildirim and Koak (2009), Va´zquez-Leal et al.
(2012), Vazquez-Leal et al. (2012a), Filobello-Nino et al.
(2012b), Khan et al. (2011a), Faraz and Khan (2011), Khan
et al. (2011b, 2012) is to introduce a homotopy parameter p,
which takes values ranging from 0 up to 1. When parameterp ¼ 0, the equation usually reduces to a simple, or trivial, equa-
tion; then, p value is increased, gradually, up to one. The result
is a sequence of deformations where every solution is closer to
the last one. Eventually, at p ¼ 1, the homotopy equation is
reduced to the original form of the equation and the ﬁnal stage
of deformation provides the desired solution. Generally, only
few iterations are needed to achieve good accuracy.
For the HPM method, we consider that a nonlinear differ-
ential equation can be expressed as
AðuÞ  fðrÞ ¼ 0; r 2 X; ðA:1Þ
having as boundary condition
B u;
@u
@g
 
¼ 0; r 2 C; ðA:2Þ
where L and N, are a linear and non-linear operators, respec-
tively; fðrÞ is a known analytic function, B is a boundary oper-
ator, C is the boundary of domain X, and @u=@g denotes
differentiation along the normal drawn outwards from X
Wang et al. (2012). The operator A, generally, can be divided
into the two operators, L and N, already described. Hence,
(A.1) can be rewritten as
LðuÞ þNðuÞ  fðrÞ ¼ 0: ðA:3Þ
Generally, a homotopy can be expressed as
Hðv; pÞ ¼ ð1 pÞ½LðvÞ  Lðu0Þ þ pðLðvÞ
þNðvÞ  fðrÞÞ ¼ 0; p 2 ½0; 1: ðA:4Þ
12 H. Vazquez-Leal et al.Also, u0 is the initial approximation to the solution of (A.3)
that satisﬁes the boundary conditions, and p is known as the
perturbation homotopy parameter. By analysing (A.4) we
can conclude that
Hðv; 0Þ ¼ LðvÞ  Lðu0Þ ¼ 0; ðA:5Þ
and
Hðv; 1Þ ¼ LðvÞ þNðvÞ  fðrÞ ¼ 0: ðA:6Þ
Assuming that the solution for (A.4) can be written as a
power series of p
v ¼ v0 þ pv1 þ p2v2 þ    : ðA:7Þ
When p! 1, the approximate solution for (A.1) is
u ¼ lim
p!1
v ¼ v0 þ v1 þ v2 þ    : ðA:8Þ
The series (A.8) is convergent on most cases, nevertheless,
convergence depends on the nonlinear operator NðvÞ He
(1999), Biazar and Aminikhah (2009), Biazar and Ghazvini
(2009a).
A.1. Solution by HPM method
Using (A.4) and (17) we can establish the following homotopy
equation
Hðr; pÞ ¼ ð1 pÞðLðvÞ  Lðu0ÞÞ
þ p v0  1
2
vþ 1
4
v2  1
8
v3 þ 1
16
v4  1
32
v5 þ 1
64
v6
 
¼ 0;
ðA:9Þ
where the linear operator is chosen as
LðvÞ ¼ 2v0  0:60691042571003v: ðA:10Þ
Now, we choose as trial function the solution when
LðvÞ ¼ 0, resulting
u0 ¼ expðCrÞ; ðA:11Þ
where the adjustment parameter is chosen as
C ¼ 0:303455212855015.
Substituting (A.7) into (A.9), reordering and equating
terms having the same p-powers, we obtain the following sys-
tem of linear differential equations
2v01  2Cv1 þ
1
4
v20 
1
2
v0 þ 2Cv0  v00 
1
32
v50 
1
8
v30
þ 1
64
v60 þ
1
16
v40 ¼ 0; v1ð0Þ ¼ 0; ðA:12Þ
2v02  2Cv2 
5
32
v40v1 þ
1
4
v30v1 þ 2Cv1 
1
2
v1  v01 þ
3
32
v50v1
 3
8
v20v1 þ
1
2
v0v1 ¼ 0; v2ð0Þ ¼ 0; ðA:13Þ
2v03 
1
2
v2 þ 15
64
v40v
2
1  v02 
5
32
v40v2 þ
3
8
v20v
2
1 þ
1
2
v0v2 þ 2Cv2
 3
8
v20v2 þ
3
32
v50v2 
3
8
v0v
2
1 þ
1
4
v30v2  2Cv3 þ
1
4
v21
 5
16
v30v
2
1 ¼ 0; v3ð0Þ ¼ 0; ðA:14Þwhere the zero order approximation is v0 ¼ u0.
First order term is
v1 ¼  1
3840C
expðCrÞ 391 15 expð4CrÞ þ 480 expðCrÞðð
960Crþ 1920C2r 120 expð2CrÞ
þ6 expð5CrÞ þ 40 expð3CrÞÞÞ: ðA:15Þ
Due to the complexity of exponential terms, (A.13) has no
explicit closed-form solution. Therefore, HPM method failed
and it is only possible to obtain the ﬁrst order approximation.
The ﬁrst order approximate solution for (14) is obtained
using (A.8), giving as result
sðtÞ ¼ lim
p!1
v ¼ v0 þ v1: ðA:16ÞAppendix B. Obtaining the optimal parameter C
We have used nonlinear ﬁtting based on modiﬁed Newton
method in order to ﬁnd optimal parameter C that plays an
important role for obtaining ﬁnal series solution. We com-
mand from Maple software Release 15 and command convert
with option rational, to set the adjustment parameters. In fact,
the NonlinearFit command ﬁnds the given values of the param-
eters of the approximate model in such way that the sum of the
squared k residuals is minimized. Also, in both cases HPM and
NDHPM, functions Nðm; pÞ and fðr; pÞ can be expressed in
terms of power series of p and provides solutions of equations
in a simple way. Furthermore, we have perturbed the frac-
tional term of Michaelis mention equation and we have
approximated it by truncated Taylor series expansion and
choosing suitable number of terms. Then, we separated the lin-
ear section and used non linear ﬁtting method to ﬁnd optimal
value of C. Therefore, the second term of Lv is chosen in this
way and naturally , it provides us the series of solutions after
solving system of differential equations. This process will be
repeated for the rest of the examples by means of HPM and
NDHPM in this paper.
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