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Abstract
The Kantorovich theorem is a fundamental tool in nonlinear analysis for proving the existence and uniqueness of solutions of
nonlinear equations arising in various fields. This theorem was weakened recently by Argyros who used a combination of Lipschitz
and center-Lipschitz conditions in place of the Lipschitz conditions of the Kantorovich theorem. In the present paper we prove a
weak Kantorovich-type theorem that gives the same conclusions as the previous two results under weaker conditions. Illustrative
examples are provided in the paper.
© 2007 Elsevier Inc. All rights reserved.
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Let X and Y be Banach spaces, let D be a nonempty open convex subset of X, and let f : D → Y be a Fréchet
differentiable function, fixed all through this paper. In the sequel, given any u0 ∈ D and r > 0, B[u0, r] will designate
the set {x ∈ X: ‖x − u0‖ r}, and B(u0, r) will designate the interior of B[u0, r].
We are interested in the solvability of the equation
f (u) = 0. (1)
The method of solution will be constructive, and the solution will be obtained as the limit of the sequence obtained
from the Newton iterations
um+1 = um − f ′(um)−1f (um), m = 0,1, . . . . (2)
One of the most important theorems in nonlinear analysis is the following result due, essentially, to Kantorovich [9].
Theorem 1. Suppose that J0 = f ′(u0) is invertible for some u0 ∈ D, and that there exist M  0 and a  0 such that
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910 L.U. Uko, I.K. Argyros / J. Math. Anal. Appl. 342 (2008) 909–914∥∥J−10 f (u0)∥∥ a, (3)∥∥J−10 [f ′(x) − f ′(y)]∥∥M‖x − y‖ ∀x, y ∈ D, (4)
2Ma  1. (5)
Let w∗ = 2a/(1+
√
1 − 2Ma ), R = (2/M)−w∗ and suppose that B[u0,w∗] ⊂ D. Then Eq. (1) has a unique solution
u in the set B[u0,w∗] ∪ [D ∩ B(u0,R)]. The sequence defined iteratively by w0 = 0, w1 = a,
wm+1 ≡ wm + M(wm − wm−1)
2
2(1 − Mwm)
converges monotonically to w∗ and the Newton iterates in (2) converge to u and satisfy the error bounds:
‖um − um−1‖wm − wm−1,
‖um − u0‖wm,
‖u − um‖w∗ − wm. (6)
Explicit forms of the error bound (6) were derived independently by Ostrowski [12] and Gragg and Tapia [8] and
several other a priori and a posteriori bounds can be found in a large number of papers including [7,8,14].
The following fundamental improvement of the Kantorovich theorem was obtained recently by Argyros [5] who
used a combination of Lipschitz and center-Lipschitz conditions in place of the Lipschitz conditions used by Kan-
torovich.
Theorem 2. (See [5].) Suppose that there exist constants a  0 and 0 M0 M such that conditions (3)–(4) hold
and ∥∥J−10 [f ′(x) − f ′(u0)]∥∥M0‖x − u0‖ ∀x ∈ D, (7)
(M + M0)a  1. (8)
Then the sequence defined iteratively by t0 = 0, t1 = a,
tm+1 ≡ tm + M(tm − tm−1)
2
2(1 − M0tm) (9)
converges monotonically to a real number t∗. If B[u0, t∗] ⊆ D, then Eq. (1) has a solution u in B[u0, t∗] and the
Newton iterates in (2) converge to u and satisfy the majorant error bounds:
‖um − um−1‖ tm − tm−1, (10)
‖um − u0‖ tm, (11)
‖u − um‖ t∗ − tm. (12)
If there exists T  t∗ such that B[u0, T ] ⊆ D and M0(t∗ + T ) < 2, then the solution u is unique in B[u0, T ].
The Kantorovich theorem is a fundamental tool in nonlinear analysis for proving the existence and uniqueness of
solutions of nonlinear equations arising in various fields (cf. [1–4,10,11,13]). The weak Kantorovich theorem that
we present in the sequel is an extension of the Kantorovich and Argyros results and should ultimately lead to an
enlargement of the class of nonlinear problems that can be solved with the Kantorovich technique and/or a weakening
of the solvability conditions for some of the previously solved problems.
In the sequel we will weaken Theorem 2 by finding a weaker condition than (8) that ensures the convergence of
the majorant sequence (9). Such a condition is given in the following proposition.
Proposition 1. Let a  0, 0M0 M and suppose that(
4M0 + M +
√
M2 + 8MM0
)
a  4, with strict inequality if M0 = 0. (13)
Then the majorant sequence (9) is well defined and converges to a real number t∗ that satisfies the inequality
M0t∗  1. (14)
L.U. Uko, I.K. Argyros / J. Math. Anal. Appl. 342 (2008) 909–914 911Proof. If M0 = 0, then (14) holds trivially. In this case, an induction argument shows that tk+1 − tk = 2M (Ma/2)2
k
for k = 0,1, . . . , and therefore tm+1 = t1 + (t2 − t1)+· · ·+ (tm+1 − tm) = 2M
∑m
k=0(Ma/2)2
k
. So in this case we have
t∗ = limm→∞ tm = 2M
∑∞
k=0(Ma/2)2
k
. We observe that this series converges since k  2k and Ma/2 < 1 and that it
is bounded above by the number 2
M
∑∞
k=0(Ma/2)k = 2M 11−Ma2 =
4
M(2−Ma) .
In the rest of the proof we assume that M0 > 0. If we set θ = 4M
M+
√
M2+8MM0
, then the following inequalities follow
easily from (13):
0 θ < 2, (15)
(M + M0θ)a  θ, (16)
M0θ
2 + Mθ = 2M. (17)
We show by induction that the inequalities
M(tm − tm−1) + M0θtm  θ, (18)
M0tm < 1 −
[
M/(M + M0θ)
]m (19)
hold for all m 1. It follows from (16) that they hold when m = 1. Suppose, by induction, that these inequalities hold
for a certain value of m. Then it follows from (18) that
M(tm − tm−1)
2(1 − M0tm) 
θ
2
. (20)
Hence, by invoking (9), (17), (20) and the induction hypotheses we see that
(M + M0θ)tm+1 = (M + M0θ)tm + (M + M0θ)(tm − tm−1)M(tm − tm−1)2(1 − M0tm)
Mtm−1 + θ + (M + M0θ)(tm − tm−1)(θ/2)
= θ + [M − (M + M0θ)(θ/2)]tm−1 + (M + M0θ)(θ/2)tm
= θ + (M + M0θ)(θ/2)tm
= θ + Mtm.
This shows that the inequality (18) holds when m + 1 and replaces m and implies that
tm+1 
Mtm + θ
M + M0θ . (21)
Since M0 > 0 it follows from (21) and the induction hypothesis (19) that
tm+1 <
(M/M0)[1 − ( MM+M0θ )m] + θ
M + M0θ =
1
M0
[
1 −
(
M
M + M0θ
)m+1]
.
Therefore (19) also holds when we replace m with m + 1.
We conclude, by induction, that (18)–(19) hold for all m. Then it follows from (20) and (9) that tk+1 − tk 
(tk − tk−1)( θ2 ) · · · (t1 − t0)( θ2 )k = ( θ2 )ka and therefore that
tm+1 =
m∑
k=0
(tk+1 − tk) a
m∑
k=0
(θ/2)k = a[1 − (θ/2)
k]
1 − (θ/2) 
a
1 − (θ/2) .
This shows that the sequence {tm} is monotone increasing and bounded above, and as such it converges to its unique
lowest upper bound t∗. To complete the proof we let m tend to infinity in (19) and see that the inequality (14) follows
immediately. 
We now use the scalar majorant sequence (9) to prove a weak Kantorovich-type existence theorem for problem (1).
The proof contains many well-known Kantorovich-type standard arguments that we include here for the sake of
completeness in order to make the paper accessible to a wider audience.
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conditions (3)–(4), (7) and (13) hold. Let r∗ = 2a/(1 + √1 − 2M0a), let t∗ be the limit of the majorant sequence
(9) and suppose that B[u0, t∗] ⊆ D. Then Eq. (1) has a unique solution u in B[u0, r∗] and the Newton iterations
generated from (2) converge to u and satisfy the majorant error bounds in (10)–(12). This solution is also unique in
the sets B[u0, t∗], B[u0, r∗] ∪ [D ∩B(u0,R∗)] and B[u0, T ] ∩D where R∗ = (2/M0)− r∗ and T is any nonnegative
number such that
M0(r∗ + T ) < 2. (22)
Proof. If M0 = 0, then r∗ = a  t∗ and R∗ = ∞. In this case f ′(x) = f ′(u0) for all x ∈ D and f (x) = f (u0) +∫ 1
0 f
′(sx + (1 − s)u0)(x − u0) ds = f (u0) + f ′(u0)(x − u0) for all x ∈ D. Therefore the unique solution of Eq. (1)
in D is u = u1 = u0 −J−10 f (u0). Since ‖u−u0‖ r∗  t∗, the conclusion of the theorem holds in this case. If a = 0,
then r∗ = t∗ = 0, R∗ = 2/M0 and the unique solution of Eq. (1) in B[u0, r∗] ∪ D ∩ B(u0,R∗) is u = u0.
In the rest of the proof we assume that M0 > 0 and a > 0. In this case, it follows from (13) that
2M0a 
(
4M0 + M +
√
M2 + 8MM0
)
a/4 1.
Therefore r∗ and R∗ are well defined.
Since ‖u1 − u0‖ a = t1 − t0, we see that (10)–(11) hold when m = 1.
Suppose now, by induction, that m  1 and that the um are well defined and satisfy (10)–(11). Then, on letting
Jm ≡ f ′(um) = J0(I + A) or, equivalently, A = J−10 [f ′(um) − f ′(u0)], and applying (7), (19) and the induction
hypotheses, we see that ‖A‖M0‖um − u0‖M0tm < 1. Therefore it follows from the Banach lemma on invertible
operators [9] that (I + A) and Jm are invertible and ‖J−1m J0‖ = ‖(I + A)−1‖ 1/(1 − M0tm). Now∥∥J−10 f (um)∥∥= ∥∥J−10 [f (um) − f (um−1) − f ′(um−1)(um − um−1)]∥∥
=
∥∥∥∥∥
1∫
0
J−10
[
f ′
(
um−1 + s(um − um−1)
)− f ′(um−1)](um − um−1) ds
∥∥∥∥∥

1∫
0
Ms‖um − um−1‖2 ds = M‖um − um−1‖2/2M(tm − tm−1)2/2.
Hence
‖um+1 − um‖ =
∥∥J−1m f (um)∥∥ ∥∥J−1m J0∥∥∥∥J−10 f (um)∥∥ M(tm − tm−1)
2
2(1 − M0tm) = tm+1 − tm,
‖um+1 − u0‖ ‖um+1 − um‖ + ‖um − u0‖ tm+1 − tm + tm = tm+1.
It follows that (10) and (11) also hold when m is replaced with m + 1 and hence, by induction, that they hold for all
positive integral values of m.
This implies that
‖um+q − um‖
m+q∑
k=m+1
‖uk − uk−1‖
m+q∑
k=m+1
(tk − tk−1) = tm+q − tm.
Since {tm} is a Cauchy sequence, it follows that {um} is also a Cauchy sequence converging to some u ∈ B[u0, t∗].
On letting q tend to infinity we see that (12) holds. It follows from (2) that f ′(um)(um+1 − um) + f (um) = 0 and on
letting m tend to infinity we see that u solves Eq. (1).
If v is any solution of Eq. (1), then it follows from the center Lipschitz condition (7) that
‖v − u0‖ =
∥∥J−10 [f (v) − f (u0) − f ′(u0)(v − u0)]+ J−10 f (u0)∥∥

∥∥J−1[f (v) − f (u0) − f ′(u0)(v − u0)]∥∥+ ∥∥J−1f (u0)∥∥0 0
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∥∥∥∥∥
1∫
0
J−10
[
f ′
(
sv + (1 − s)u0
)− f ′(u0)](v − u0) ds
∥∥∥∥∥
 a + M0‖v − u0‖2
1∫
0
s ds = a + M0‖v − u0‖2/2.
On solving this quadratic inequality we see that either ‖v−u0‖ r∗ or ‖v−u0‖R∗. If we now set v = u we see that
the condition ‖u − u0‖R∗ cannot hold since ‖u − u0‖ t∗  1/M0 < R∗ (cf. (14)). It follows that ‖u − u0‖ r∗,
and hence that u ∈ B[u0, r∗].
If condition (22) holds and v is a solution of Eq. (1) in D ∩ B[u0, T ], then it follows from the center Lipschitz
condition (7) that
‖u − v‖ = ∥∥J−10 [f (u) − f (v) − f ′(u0)(u − v)]∥∥

∥∥∥∥∥
1∫
0
J−10
[
f ′
(
su + (1 − s)v)− f ′(u0)](u − v)ds
∥∥∥∥∥
M0‖u − v‖
1∫
0
(
s‖u − u0‖ + (1 − s)‖v − u0‖
)
ds
= M0‖u − v‖
(‖u − u0‖ + ‖v − u0‖)/2M0‖u − v‖(r∗ + T )/2.
Therefore it follows from (22) that u = v. This proves the uniqueness of the solution in B[u0, T ]∩D. If we set T = r∗,
then condition (22) holds, and the uniqueness of the solution of problem (1) in B[u0, r∗] ∪ D ∩ B(u0,R∗) follows
immediately. If we set T = t∗, then condition (22) reduces to the condition M0t∗ < 1 + √1 − 2M0a which is true
because of (14). This shows that the solution of problem (1) is also unique in B[u0, t∗]. That concludes the proof of
the theorem. 
Remark 1. It is well known that the sequence defined iteratively by r0 = 0, r1 = a, rm+1 ≡ rm + M0(rm−rm−1)22(1−M0rm) con-
verges monotonically to r∗. On the other hand, it follows from (9) and an easy induction argument that the inequality
rm  tm holds for all m. This shows that r∗  t∗ and therefore that the conclusion ‖u − u0‖  r∗ of Theorem 3 is
stronger than the conclusion ‖u − u0‖ t∗ of the Argyros Theorem 2.
Remark 2. It is easy to see that[
4M0 + M +
√
M2 + 8MM0
]
/4M + M0  2M.
If M = M0 these inequalities become equalities and in this case Theorems 1–3 coincide. However, if M0 < M , then
these inequalities are strict and in this case our weak Kantorovich condition (13) is strictly weaker than the Argyros
condition (8) which is strictly weaker than the classical Kantorovich condition (5).
Example 1. Let X = Y = R, D = (0,10/9), g = 0, f (x) = x3 + x/3 − 0.47118 and u0 = 1. Then it is easy to
verify that M = 2 and M0 = 1.9. In this case condition (13) holds, but the Kantorovich condition (5) and the Argyros
condition (8) do not hold.
Example 2. Let X = Y = C[0,1] be the space of real-valued continuous functions defined on the interval [0,1] with
norm
‖x‖ = max
0s1
∣∣x(s)∣∣.
Let c ∈ [0,1] be a given parameter. Consider the cubic integral equation
u(s) = u3(s) + λu(s)
1∫
q(s, t)u(t) dt + y(s) − c. (23)0
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number called the “albedo” for scattering; y(s) is a given continuous function defined on [0,1] and x(s) is the un-
known function sought in C[0,1]. Equations of the form (23) arise in the theory of radioactive transfer, neutron
transport, and the kinetic theory of gasses [1–4,6].
For simplicity, we choose u0(s) = y(s) = 1 and q(s, t) = s/(s + t), for all s ∈ [0,1] and t ∈ [0, t] with s + t = 0.
If we let D = B(u0,1 − c) and define the operator f on D by
f (x)(s) = x3(s) − x(s) + λx(s)
1∫
0
q(s, t)x(t) dt + y(s) − c, (24)
for all s ∈ [0,1], then every zero of f satisfies Eq. (23). We have the estimate
max
0s1
∣∣∣∣∣
1∫
0
s/(s + t) dt
∣∣∣∣∣= ln 2. (25)
Therefore if we set b = ‖f ′(u0)−1‖, then it follows from (24) and (25) that conditions (3), (4) and (7) hold with
a = b(|λ| ln 2 + 1 − c), M = 2b[|λ| ln 2 + 3(2 − c)] and M0 = b[2|λ| ln 2 + 3(3 − c)]. It follows from Theorem 3 that
if condition (13) holds, then problem (23) has a unique solution near u0. This condition weaker than the conditions
employed in [1–3] for equations of this type.
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