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Abstract—In this paper, we design an optimal sensor collabo-
ration strategy among neighboring nodes while tracking a time-
varying parameter using wireless sensor networks in the presence
of imperfect communication channels. The sensor network is
assumed to be self-powered, where sensors are equipped with
energy harvesters that replenish energy from the environment. In
order to minimize the mean square estimation error of parameter
tracking, we propose an online sensor collaboration policy subject
to real-time energy harvesting constraints. The proposed energy
allocation strategy is computationally light and only relies on the
second-order statistics of the system parameters. For this, we
first consider an offline non-convex optimization problem, which
is solved exactly using semidefinite programming. Based on the
offline solution, we design an online power allocation policy that
requires minimal online computation and satisfies the dynamics
of energy flow at each sensor. We prove that the proposed online
policy is asymptotically equivalent to the optimal offline solution
and show its convergence rate and robustness. We empirically
show that the estimation performance of the proposed online
scheme is better than that of the online scheme when channel
state information about the dynamical system is available in the
low SNR regime. Numerical results are conducted to demonstrate
the effectiveness of our approach.
Index Terms—Wireless sensor networks, parameter tracking,
node collaboration, energy harvesting, semidefinite program-
ming.
I. INTRODUCTION
Recent advances in wireless communications and electron-
ics have enabled the development of low-cost, low-power,
multifunctional sensor nodes that are deployed as networks
for many applications such as environment monitoring, source
localization and target tracking [1]–[3]. These sensor nodes
sense and measure some attributes of the targets of inter-
est, and are able to exchange their information through in-
network communications [4]. In this paper, we study the
problem of parameter tracking in the presence of inter-sensor
communications that is referred to as sensor collaboration.
Here sensors are equipped with energy harvesters, which can
replenish energy from the environment, such as sun light and
wind. The act of sensor collaboration allows sensors to update
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their measurements by taking a linear combination of the
measurements of those they interact with, prior to transmission
to a fusion center (FC). As suggested in [5], collaboration
smooths out the observation noise, thereby improving the
quality of the signal transmitted to the FC and eventual
estimation performance.
In the absence of sensor collaboration, the proposed estima-
tion architecture reduces to a classical distributed estimation
system that uses an amplify-and-forward transmission strategy
[6]–[8]. The power allocation problem for distributed esti-
mation under an orthogonal multiple access channel (MAC)
model was studied in [6], where the optimal power amplifying
factors were found by minimizing the estimation distortion
subject to energy constraints. In [7], the same problem was
studied under a different communication model, coherent
MAC, where sensors coherently form a beam into a common
channel received at the FC. In [8], the design of optimal
power allocation strategies was addressed over orthogonal
fading wireless channels for source estimation in a network
of energy-harvesting sensors. In [9], [10], the problem of
power allocation for parameter tracking was studied where the
(scalar) parameter of interest was modeled as a Gauss-Markov
process. In the aforementioned literature [6]–[10], inter-sensor
communication was not considered. Moreover, the work in
[6]–[8] only focused on one-snapshot estimation, while the
work [9], [10] only studied the conventional sensor network
with battery-limited sensors. In contrast, here we seek an
optimal sensor collaboration scheme for a dynamic parameter
tracking using energy-harvesting sensors.
The problem of distributed estimation with sensor collabo-
ration has attracted recent attention [5], [11]–[15]. In [11], the
network topology was assumed to be fully connected, where
all the sensors are allowed to share their observations. It was
shown that the optimal strategy is to transmit the processed
signal (after collaboration) over the best available channels
with power levels consistent with the channel qualities. In [12],
the optimal collaboration strategy was designed under star,
branch and linear network topologies. In [5], [13], [14], the
problem of collaboration network topology design was studied
by incorporating the cost of sensor collaboration. It was shown
that a partially connected network can yield estimation perfor-
mance close to that of a fully connected network. However, the
aforementioned literature on collaborative estimation focused
only on static networks, and the parameter to be estimated is
temporally invariant. In [15], the sensor collaboration strategy
was designed for the estimation of temporally correlated pa-
rameters. However, in [15] a batch-based linear estimator was
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2used, where all the historical measurements have to be stored
for decision making. Different from [15], a Kalman filter-
like estimator is adopted in this paper, and a computationally
inexpensive but efficient real-time sensor collaboration scheme
is developed in conjunction with parameter tracking.
In the existing work on power allocation for collaborative
estimation [5], [11]–[15], sensor networks were composed of
(conventional) battery-limited sensors. Motivated by the rapid
advances in the emerging energy-harvesting device technology
[16], it is attractive to perform collaborative estimation using
energy harvesting sensors. In this context, each sensor can
replenish energy from the environment without the need of
battery replacement.
The effect of energy harvesting on parameter estimation
was considered recently in [17]–[20]. In [17], a single sensor
equipped with an energy harvester was used for parameter
estimation, and the optimal power allocation scheme was
designed under causal and non-causal side information of
energy harvesting. In [18], a deterministic energy harvesting
model was proposed for parameter estimation over an or-
thogonal MAC. In [19], the optimal communication (sensors
to the FC) strategy was obtained for remote estimation with
energy harvesting sensors. In [17]–[19], the power allocation
policy was designed in the absence of sensor collaboration. In
[20], the problem of energy allocation and storage control for
collaborative estimation was addressed by solving nonconvex
optimization problems through convex relaxations. However,
the strategy developed in [20] only provides an offline solution
for one snapshot estimation. In contrast, we propose a sensor
collaboration policy that obeys the real-time energy harvesting
constraints.
Another difference between our work and the previous
ones is that the previous studies [5], [11]–[15], [20] hinge
on the noise-free inter-sensor communication model, while
the noiseless assumption is relaxed in this paper. Moreover,
sensors communicate with neighbors using point to point
orthogonal channels in [5], [11]–[15], [20], while sensors
exchange their information with neighbors through a coherent
MAC in this paper. Multiple-access channel communication
introduces collaboration noise, which has to be taken into
account while designing the optimal sensor collaboration
scheme.
In a preliminary version of this paper [21], we studied the
sensor collaboration problem for static parameter estimation in
the absence of collaboration noise. In this paper, we focus on
tracking of a scalar dynamic parameter with noise-corrupted
sensor collaboration. The assumption of scalar random process
enables us to obtain explicit expressions for the estimation dis-
tortion and the transmission cost, and to explore the asymptotic
behavior of the estimation error with respect to the energy
constraint. The assumption of scalar random process was also
used in other power allocation problems [5], [6], [10], [11].
However, different from [5], [6], [10], [11], we consider a
different problem in which a scalar random process is tracked
in the presence of noise-corrupted inter-sensor collaboration
and energy-harvesting sensors. More specifically, we have the
following new contributions in this paper
• We consider tracking of a correlated parameter sequence.
• We incorporate a recursive linear minimum mean squared
error estimator (R-LMMSE) to track the parameter in the
presence of multiplicative noise.
• We consider noise-corrupted sensor collaboration accom-
plished through a coherent MAC in a network of energy
harvesting sensors for parameter tracking.
• We propose an optimal offline sensor collaboration
scheme under the assumption that the energy constraint is
on an average basis, and show that although the resulting
optimization problem is non-convex, a globally optimal
solution can be found via semidefinite programming.
Also, we prove the stability of this scheme.
• We propose an online sensor collaboration policy that
satisfies the real-time energy harvesting constraints with
minimal online computational complexity, and prove that
its resulting long-term estimation performance is the same
as that of the optimal offline solution. Moreover, we
show the convergence rate and robustness of the proposed
optimal online scheme.
• We demonstrate the efficiency of our methodology by
comparing it with a greedy optimal online policy when
the channel state information (CSI) regarding the dynam-
ical system is assumed to be known causally at the FC.
The main generalization compared to [21] is that the pa-
rameter to be estimated in this paper is a correlated sequence
compared to the independent and identically distributed (i.i.d.)
sequence in [21]. Thus in [21], the estimation procedure
required estimating the parameter via only the data obtained at
that time. In this paper, we incorporate an R-LMMSE to track
and estimate the parameter because of the correlation in time.
Moreover, it becomes a distributed R-LMMSE with online
constraints (due to energy harvesting) and multiplication of the
system parameters with random coefficients (due to channel
gains). Thus, technically it is much more complicated and
different from [21]. The optimization problem solved also is
much more complicated than in [21].
The rest of the paper is organized as follows. In Section II,
we introduce the collaborative tracking system, and present
the general statement of the sensor collaboration problem.
In Section III, we formulate the offline sensor collaboration
problem for parameter tracking, where only partial knowledge
of the second-order statistics of system parameters is required.
In Section IV, we solve the non-convex offline sensor collab-
oration problem and obtain its globally optimal solution via
semidefinite programming. We also design an online sensor
collaboration policy. In Section V, for comparison, we study
a sensor collaboration problem with known channel state
information. In Section VI, we demonstrate the effectiveness
of our online solution obtained in Section IV through numer-
ical examples and compare with the greedy optimal solution
obtained in Section V. Finally, in Section VII we summarize
our work and discuss future research directions.
II. PROBLEM STATEMENT
In this section, we formally state the problem of sen-
sor collaboration for parameter tracking using a network of
3energy harvesting sensors. In the wireless sensor network
under consideration, each sensor is equipped with an energy
harvesting device which replenishes itself from a renewable
energy source. In the overall inference system, sensors first
acquire raw measurements of the phenomenon of interest via
a linear sensing model, and then perform spatial collaboration
via a coherent MAC. A coherent MAC channel can be
realized through transmit beamforming [22], where sensor
nodes simultaneously transmit a common message and the
phases of their transmissions are controlled so that the signals
constructively combine at the FC. This requires that each of
the sensor nodes knows its channel gains. It has been shown in
[9] that the coherent MAC can be realized by the distributed
synchronization schemes described under moderate amounts
of phase error [23], [24]. An advantage of a coherent MAC
is that all the sensors use the same channel to transmit their
observations. We also remark that the coherent MAC model
has been widely used in the study of the power allocation
problem for distributed estimation [5], [7], [10], [15], [21].
After collaboration, the signals are transmitted to the FC,
which tracks the random process. We show the collaborative
estimation system to be studied in Fig. 1. A list of the system
parameters is provided in Table I.
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Fig. 1: Collaborative tracking system.
A. Sensor collaboration via coherent MAC
Let {θk ∈ R} be the discrete-time random process to
be estimated, which evolves as a first-order Gauss-Markov
process
θk = αθk−1 + τk, k = 1, 2, . . . , (1)
where θk denotes the random parameter at time k, α is the
known state transition coefficient, and τk is i.i.d with zero
mean and variance σ2τ . We also assume that θk has zero
mean, and |α| < 1. Then, θk is an ergodic Markov chain
with a unique stationary distribution. In addition, if τk has a
positive density on whole of real line and E[|τk|] < ∞, then
θk is geometrically ergodic [25]. Many practically relevant
distributions satisfy these conditions: Gaussian, mixtures of
Gaussians and some heavy tailed stable distributions modeling
electromagnetic interference.
We consider a linear measurement model
xk = hkθk + k, k = 1, 2, . . . , (2)
where xk ∈ RN is the vector of measurements acquired by N
sensors at time k, hk ∈ RN is the vector of observation gains
with known second-order statistics, E[hk] = h and cov(hk) =
Σh; k ∈ RN is the vector of measurement noises with zero
mean and covariance E[k1Tk2 ] = ΣI(k1 − k2). We also
assume that {hk}, {θk} and {k} are independent of each
other.
After linear sensing, each sensor may pass its observation
to other sensors for collaboration, prior to transmission to
the FC. The sharing of measurements is accomplished via a
coherent MAC. Collaboration among sensors is represented
by a fixed topology matrix A with binary entries, namely,
Amn ∈ {0, 1} for m ∈ [M ] and n ∈ [N ], where for ease of
notation, [M ] denotes {1, 2, . . . ,M}. Here Amn = 1 signifies
that there exists a communication link from the nth sensor
to the mth sensor; otherwise, Amn = 0. The neighborhood
structure of the sensor network can be determined by the
communication range of each sensor in the network. Note
that A is essentially a truncated adjacency matrix with a self
loop because each sensor can collaborate with itself, namely,
Amm = 1. We note that if Amn = 0 for all m 6= n, the
resulting sensor collaboration strategy reduces to the amplify-
and-forward transmission strategy considered in [7], [10].
With a relabeling of sensors, we assume that the first M
sensors (out of a total of N sensor nodes) communicate with
the FC. The condition M ≤ N is motivated by the need
to reduce possible high transmission energy expense. The
prior knowledge about the network topology A is commonly
determined based on the quality of observation and channel
gains, and the pairwise sensing distance [5].
Given the network topology, the collaborative signal re-
ceived at the ith sensor at time k is modeled as
zk,i = Wk(i, i)xk,i +
∑
j∈Ni
Wk(i, j)xk,j + κk,i
 ,
Ni = {j | Aij = 1, j ∈ [N ] and j 6= i},
(3)
where xk,i is the ith entry of the observation vector xk, Ni is
the set of immediate neighbors of the ith sensor, Wk(i, i) is a
power amplifying factor used for transmitting the measurement
of the ith sensor to the FC, Wk(i, j) (i 6= j) is the power
amplifying factor used for transmitting the measurement of
the jth sensor to the ith sensor, and {κk,i, k ≥ 0} denotes
the communication noise associated with a coherent MAC for
inter-sensor collaboration, which is an independent, identically
distributed (i.i.d) sequence, independent of other system pa-
rameters, with zero mean and variance σ2κ.
The sensor collaboration model (3) can also be written in a
compact form
zk = Wkxk + κk, Wk ◦ (1M1TN −A) = 0, (4)
where zk = [zk,1, . . . , zk,M ]T ∈ RM denotes the collaborative
signals at time k, Wk ∈ RM×N is the collaboration matrix
that contains collaboration weights (based on the allocated
energy) used to combine sensor measurements, Wk(i, j) is
the (i, j)th entry of Wk, κk = [κk,1, . . . , κk,M ]T is the vector
of receiver communication noises for sensor collaboration, ◦
denotes the Hadamard product, 1N is the N × 1 vector of
all ones, and 0 is the M × N matrix of all zeros. In what
4TABLE I: List of System Parameters
Parameter Symbol Mean Covariance
Parameter of interest θk 0 sk
State transition coefficient α - -
Parameter model noise τk 0 σ2τ
Observation gain vector hk h Σh
Measurement noise vector k 0 Σ
Collaboration noise at sensor i κk,i 0 σ2κ
Channel gain vector gk g Σg
Transmission noise ςk 0 σ2ς
Rayleigh fading channel parameter ξ ξ
√
pi
2
4−pi
2
ξ2
follows, while referring to vectors of all ones and all zeros,
their dimensions will be omitted for simplicity but can be
inferred from the context. In (4), the second identity implies
that Wk preserves the sparsity structure of the topology matrix
A.
After sensor collaboration, the collaborative signal zk is
transmitted through a coherent MAC so that the received signal
yk at the FC is a coherent sum
yk = g
T
k zk + ςk, k = 1, 2, . . . , (5)
where gk ∈ RM is the vector of channel gains with known
second-order statistics E[gk] = g and cov(gk) = Σg , and {ςk}
is an i.i.d noise sequence independent of {gk} and {zk} with
zero mean and variance σ2ς . We assume that the FC knows the
second-order statistics of the observation gain, channel gain,
and additive noises. Our goal is to design the optimal energy
allocation scheme Wk such that the estimation distortion of
tracking θk is optimized under real-time energy harvesting
constraints. Prior to formally stating our problem, we next
introduce the transmission costs, energy-harvesting sensors,
and the estimation approach.
B. Transmission cost
In the entire estimation system, sensor energy is consumed
for both inter-sensor communication and sensor-to-FC com-
munication. Based on (3), the cost of energy consumed at
sensor j ∈ [N ] and time k for spatial collaboration is
T
(1)
k,j (Wk) :=
∑
i∈Nj
(Wk(i, j)xk,j)
2, (6)
and its expectation over stochastic parameters is given by
E[T (1)k,j (Wk)]
(a)
=
(
eTj E[xkxTk ]ej
) M∑
i=1,i6=j
W 2k (i, j)
=
(
eTj E[xkxTk ]ej
)
[eTj (Wk ◦ I˜)T (Wk ◦ I˜)ej ],
(7)
where E[xkxTk ] = Σ+σ2θ(hhT +Σh), the equality (a) holds
since Wk(i, j) = 0 if i /∈ Nj and i 6= j, ◦ denotes the
Hadamard product, I˜ := 11T − [IM ,0M×(N−M)], and ej is
a basis vector with 1 at the jth coordinate and 0s elsewhere.
Moreover from (4), the cost of energy consumed at sensor
i ∈ [M ] and time k for sensor-to-FC communication becomes
T
(2)
k,i (Wk) = z
2
k,i (8)
and its expectation is given by
E[T (2)k,i (Wk)] = e
T
i WkE[xkxTk ]WTk ei + σ2κ. (9)
The total transmission cost can now be represented as
Tk,i(Wk) =
{
T
(1)
k,i (Wk) + T
(2)
k,i (Wk), i ≤M,
T
(1)
k,i (Wk), M < i ≤ N,
(10)
where we recall that only the first M sensors are used to
communicate with the FC, and thus T (2)k,i (Wk) = 0 if i > M .
C. Energy flow of energy harvesting sensors
Let Hk,i denote the harvested energy of the ith sensor at
time k. Let Hk = {Hk,i, i = 1, 2, . . . , N}. Following [26],
[27], we assume that {Hk,i, k ≥ 0} satisfy the strong law
of large numbers (SLLN) with the limiting mean E[Hk,i] =
µi: lim 1n
∑n
k=1Hk,i = µi almost surely. An asymptotically
stationary and ergodic process {Hk} satisfies this assumption.
This energy generation process is general enough to cover the
assumptions usually made in the literature [28]–[32] and is
quite realistic. In particular, this allows correlation in time of
the energy harvested at a sensor as well as spatial correlation
in the energy harvested at neighboring sensors. Moreover, we
assume that the energy harvested at the end of each time step,
namely, Hk,i is not available until the beginning of time k+1.
The energy storage buffer of each sensor is considered to be
large enough (here assumed with infinite capacity). And each
sensor is supposed to know the energy it has in its buffer at a
given time. We denote by Sk,i the energy available in the ith
sensor at time k, which evolves as
Sk+1,i = (Sk,i − Tk,i)+ +Hk,i, i ∈ [N ], (11)
where for notational simplicity, we use Tk,i to denote the
transmission cost given by (10), and (x)+ = max{0, x}.
D. Problem Formulation
In this setup, the goal is to solve the following problem: At
each time k, find an energy allocation scheme Wk such that∑∞
k=1 E[(θk − θˆk)2] is minimized with the real-time energy
constraints Tk,i ≤ Sk,i,∀ i = 1, 2, . . . , N and ∀ k ≥ 1.
In the above problem, θˆk is the estimate of θk. However,
this problem may not remain finite for all choices of Wk.
Therefore, we consider the minimization of
lim sup
N→∞
1
N
N∑
k=1
E[(θk − θˆk)2]. (12)
This is close to the standard average cost Markov decision
problem (MDP) [33] except that we have real-time constraints,
which are not considered by the usual constrained MDP [34].
Thus, we may consider a greedy approach: At each time k,
find Wk that minimizes E[(θk − θˆk)2] such that Tk,i ≤ Sk,i
for each i. This will imply that we should take Tk,i = Sk,i
most of the time. But, this may not be a good strategy from
a long term point of view because this would then mean
Tk,i = Hk,i most of the time and hence whenever Hk,i is low,
we may get high estimation error. Thus, a more sustainable
strategy, as we will see later, will be Tk,i ≤ min(Sk,i, µk,i−η),
where η is a small positive constant. Also, for computational
reasons, because we need to perform the computations at each
time k, we consider a linear estimator. Furthermore, ours is
a distributed setup: the energy constraint Sk,i will only be
5known to sensor i at time k and is randomly changing with
time. Also, we would like the FC to compute Wk because
it has the maximum computational power and is assumed to
be connected to a regular power grid. However, sending the
needed information hk, gk and ςk at each time k will incur
too much communication cost. Also, after computation, the
FC will need to transmit Wk to all the sensors for them to
decide on the collaboration strategy.
Taking the above considerations into account, in the follow-
ing, we first formulate an offline optimization problem that can
be solved using only the second-order statistics of hk, gk, Hk,
α and the variances of the receiver noises at different sensor
nodes. This solution W∗ will not necessarily satisfy the real-
time energy constraint at the sensor nodes. The solution W∗ is
provided to all the sensor nodes and the FC before hand. Based
on this solution, each sensor can obtain a real-time solution
Wk using only its own energy information Sk,i at time k. We
will show that asymptotically the mean squared error (MSE)
of the real-time solution matches that obtained when using
W∗. Furthermore, at the end, via simulations, we will also
show that the performance of this scheme is close to that of
an optimal linear estimator computed at the FC at a far more
computational cost and using all the current information of hk
and gk.
Remark 1: The second-order statistics can be estimated us-
ing robust mean and variance estimators [35]. Most commonly
used robust estimators, e.g., M-estimators and S-estimators, to
estimate the covariance matrix have been shown to have very
low estimation error with a reasonal number of samples [35].
III. OFFLINE OPTIMIZATION PROBLEM
Based on (1) – (5), we consider the state space model at the
FC,
θk = αθk−1 + τk,
yk = g
T
k Wkhkθk + vk,
(13)
where vk = gTk Wkk + g
T
k κk + ςk. Here vk can be regarded
as the measurement noise with statistics E[vk] = 0 and
cov(vk) = tr(WkΣW
T
k E[gkgTk ]) + σ2κ tr(E[gkgTk ]) + σ2ς
= tr(WkΣW
T
k Λg) + σ
2
κ tr(Λg) + σ
2
ς , (14)
where Λg = E[gkgTk ] = ggT + Σg from (5).
We will consider Wk = W in this section and find W that
minimizes (12). Since we are considering a linear estimator,
we can formulate it as a Kalman filter. However, even with
Wk = W, the filter for the state space model given in (13)
is not a standard Kalman filter because of the multiplicative
noise gTk Whk in the measurement model. A recursive linear
minimum mean squared error estimator (R-LMMSE) in the
presence of multiplicative noise has been considered in [36],
[37]. Motivated by the results in [36], [37] and since we have
already assumed that |α| < 1, the following Lemma shows
that (13) satisfies the assumption in [37] and hence that the
R-LMMSE to be derived is stable. In the following, we denote
uk := g
T
k Whk.
Lemma 1: Given the state space model in (13), we have
the following results: uk is uncorrelated with vk. Moreover,
{vk} is a zero mean, uncorrelated sequence.
Proof: See Appendix A. 
Based on Lemma 1, R-LMMSE [37] is employed to track
the random parameter θk, which is shown in Algorithm 1.
Algorithm 1 R-LMMSE with known second-order statistics
of the system.
Inputs: θˆ0 = 0, P0 assumed known
1) Prediction step:
θˆk|k−1 = αθˆk−1, (15)
with the predicted estimation error
Pk|k−1 = α2Pk−1 + σ2τ . (16)
2) Updating step:
θˆk = θˆk|k−1 + dk(yk − E[uk]θˆk|k−1), (17)
with the updated estimation error
Pk = (1− dkE[uk])Pk|k−1, (18)
where dk is the estimator gain
dk =
Pk|k−1E[uk]
(E[uk])2Pk|k−1 + cov(vk) + cov(uk)sk
, (19)
and
sk := cov(θk), sk = α
2sk−1 + σ2τ (20)
with known initial condition s0, E[uk] = gTWh and
E[ukuj ] =
{
tr(WΛhW
TΛg) k = j,
0 k 6= j, (21)
where Λg has been defined in (14), and Λh =
E[hkhTk ] = hhT + Σh. Also, cov(vk) has been defined
in (14) with Wk = W and cov(uk) = E[u2k]−(E[uk])2.
Remark 2: It is clear from (15) – (18) that if the mul-
tiplicative noise uk is deterministic, namely, cov(uk) = 0,
R-LMMSE reduces to the commonly used Kalman filtering
algorithm.
From [37], we obtain that the estimation error E[(θk −
θˆk)
2] = Pk → P (∞) and cov(θk) = sk → s∞. From (20),
we obtain
sk = α
2ks0 + σ
2
τ
k∑
i=1
α2i−2 = α2ks0 + σ2τ
1− α2k
1− α2 . (22)
Using the fact that α2 < 1, we note that s∞ =
σ2τ
1−α2 .
Moreover, P∞ satisfies the Riccati equation
P∞ =
α2P∞d¯
c¯2P∞ + d¯
+ σ2τ , (23)
where c¯ = gTWh, and d¯ = tr(WΣWTΛg) + σ2κ tr(Λg) +
σ2ς + tr(WΛhW
TΛg)s∞ − (gTWh)2s∞. Also, then (12)
equals P (∞). Thus, we would like to obtain the scheme W
that minimizes P (∞) which at the same time also satisfies
the energy constraint in the mean, i.e., E[Ti(W)] ≤ µi − η,
for all i and a small positive η, where Ti(·) denotes the total
transmission cost as k →∞.
It is known from [9, Lemma 1] that P∞ is a decreasing
function of c¯2/d¯. Thus, the optimal W can be obtained by
solving the following optimization problem:
maximize
W
f(W)
subject to W ◦ (11T −A) = 0,
E[Ti(W)] ≤ µi − η, i ∈ [N ],
(24)
6TABLE II: Key Equations
Equation Number Problem Statement
(24) Offline optimization problem
(36) Constructed online energy allocation policy
(38) Statistics based optimization problem
(42) Full knowledge based online policy
where Ti(W) is the transmission cost given by (10), the
expectation is with respect to the stationary distribution of
θk, µi is the mean of the harvested energy at sensor i, η > 0
is a given small constant and
f(W) =
(gTWh)2
tr(W[Λhs∞ + Σ]WTΛg) + σ2κ tr(Λg) + σ2ς
,
(25)
where s∞ =
σ2τ
1−α2 . In the offline optimization problem
(24), the last inequality constraint implies that the energy
cost cannot exceed the amount of harvested energy on an
average, where η can be regarded as the remaining average
energy that is deliberately kept in the energy storage buffer for
further usage [21]. We observe that {θk} is a geometrically
ergodic Markov chain and the regeneration epochs of {θk}
and {(Tk(W), θk)} are the same. Therefore, {(Tk(W), θk)}
is also a geometrically ergodic Markov chain. In particular,
Tk(W) satisfies SLLN.
Remark 3: Note that the stated optimization problem in
(24) is an offline sensor collaboration scheme. Therefore, it
may not satisfy real-time energy constraints.
This optimal offline sensor collaboration scheme needs to be
determined only once, and thus has significant computational
merit. In the next section, we use the offline scheme to derive
an online solution that asymptotically achieves the optimal P∞
subject to the real-time energy constraints. Some key equations
are summarized in Table II.
IV. OPTIMAL SENSOR COLLABORATION: FROM OFFLINE
TO ONLINE SOLUTION
In this section to solve the offline problem (24), we be-
gin by concatenating the nonzero entries of a collaboration
matrix into a collaboration vector. There are two benefits of
using matrix vectorization: a) the topology constraint can be
eliminated without loss of performance, which results in a
less complex problem; b) the structure of nonconvexity is
easily characterized via such a reformulation. We then derive
the optimal solution of offline problem (24) with the aid of
semidefinite programming. Given the optimal offline sensor
collaboration scheme, we provide an online scheme which is
asymptotically equivalent to the optimal offline solution.
In the offline problem (24), the only optimization variables
are the nonzero entries of the collaboration matrix. To solve
this problem, we begin by concatenating the nonzero entries
of W (columnwise) into the collaboration vector
w = [w1, w2, . . . , wL]
T ∈ RL, (26)
where L is the total number of nonzero entries in the topol-
ogy matrix A. We also note that there exists a one-to-one
correspondence between the elements of w and W, that is,
there exists a row index ml and a column index nl such that
wl = [W]mlnl , where [X]ij (or Xij) denotes the (i, j)th entry
of a matrix X.
Another important observation from the offline problem (24)
is that both the objective function and the energy constraint
involve quadratic matrix functions1. Inspired by this fact, we
explore the relationship between W and w in Proposition 1.
Proposition 1: Given a matrix W ∈ RM×N and its
columnwise vector w ∈ RL that only contains the nonzero
elements of W, the expressions of bTW and tr(CWDWT )
can be equivalently expressed as functions of w,
bTW = wTB, (27)
tr(CWDWT ) = wTEw, (28)
where B ∈ RL×N and E ∈ RL×L are given by
Bln =
{
bml , n = nl
0, otherwise, (29)
Ekl = [C]mkml [D]nknl , (30)
for n ∈ [N ], k ∈ [L] and l ∈ [L], where the indices ml and
nl satisfies wl = Wmlnl for l ∈ [L].
Proof: See Appendix F. 
Based on Proposition 1, we can simplify the offline problem
(24) by: a) eliminating the network topology constraint, and b)
expressing the objective function f(W) and the transmission
cost E[Ti(W)] in the forms that only involve quadratic vector
functions. Consequently, the offline problem (24) becomes
maximize
w
wTΩNw
wTΩDw + σ2κ tr(Λg) + σ
2
ς
,
subject to wTΩT,iw + σ2κ ≤ µi − η, i ≤M,
wTΩC,iw ≤ µi − η, M < i ≤ N,
(31)
where ΩN, ΩD, ΩT,i and ΩC,i are all positive semidefinite
matrices. We elaborate on the expressions of the aforemen-
tioned coefficient matrices in Appendix B.
We remark that problem (31) is a nonconvex optimization
problem as it requires the maximization of a ratio of convex
quadratic functions. However, we will show that semidefinite
programming (SDP) can be used to find the globally optimal
solution of problem (31).
By introducing a new variable t, together with a new
constraint 1/t2 = wTΩDw + σ2κg
Tg + σ2ς , problem (31) can
be rewritten as
maximize
w,t
t2wTΩNw,
subject to t2wTΩT,iw + t2σ2κ ≤ t2(µi − η), i ≤M,
t2wTΩC,iw ≤ t2(µi − η), M < i ≤ N,
t2wTΩDw + t
2σ2κg
Tg + t2σ2ς = 1,
(32)
where t and w are optimization variables.
Upon defining w¯ = [twT , t]T ∈ RL+1, problem (32) can
be rewritten as
maximize
w¯
w¯TQ0w¯,
subject to w¯TQi,1w¯ ≤ 0, i ≤M,
w¯TQi,2w¯ ≤ 0, M < i ≤ N,
(33)
1A quadratic matrix function is a function f : Rn×r → R of the form
f(X) = tr(XTAX) + 2 tr(BTX) + c for certain coefficient matrices A,
B and c.
7w¯TQN+1w¯ ≤ 1,
where w¯ is the optimization variable, and
Q0 =
[
ΩN 0
0T 0
]
, Qi,1 =
[
ΩT,i 0
0T σ2κ − (µi − η)
]
,
Qi,2 =
[
ΩC,i 0
0T −(µi − η)
]
, QN+1 =
[
ΩD 0
0T σ2κg
Tg + σ2ς
]
.
In problem (33), we have replaced w¯TQN+1w¯ = 1 with its
inequality counterpart without loss of performance since the
inequality constraint is satisfied with equality at the solution
while maximizing a convex quadratic function. We also note
that the solution of (31) can be obtained from the solution of
problem (33) via w = [w¯]1:L/[w¯]L+1, where [w¯]1:L denotes
the vector that consists of the first L entries of w¯, and [w¯]L+1
is the (L+ 1)th entry of w.
Problem (33) now contains a special nonconvex structure:
maximization of a convex homogeneous quadratic function
(i.e., no linear term with respect to w is involved) subject to
homogeneous quadratic constraints. Although problem (33) is
not convex, its globally optimal solution can be obtained via
SDP [10], [38]. We provide the solution of problem (33) in
Proposition 2. In the following Proposition, [W¯∗]L = s∗(s∗)T
denotes the submatrix of W¯∗ formed by deleting its (L+1)st
row and column. It is rank 1.
Proposition 2: Let W¯∗ be the solution of the following
SDP problem,
maximize
W¯
tr(Q0W¯),
subject to tr(Qi,1W¯) ≤ 0, i ≤M,
tr(Qi,2W¯) ≤ 0, M < i ≤ N,
tr(QN+1W¯) ≤ 1, W¯  0, (34)
where W¯ ∈ R(L+1)×(L+1) is the optimization variable. The
solution of problem (31) is then given by
w∗ = s∗/
√
[W¯ ∗]L+1,L+1, (35)
where [W¯ ∗]L+1,L+1 is the (L+1)th diagonal element of W¯∗.
Proof: See Appendix C. 
The optimal offline sensor collaboration matrix, namely, the
solution of the offline problem (24), can now be found by
using Proposition 2 and the sparsity pattern of the network
topology matrix A. In what follows, we will utilize the optimal
offline sensor collaboration scheme to design an online sensor
collaboration scheme Wk that satisfies the real-time energy
constraint Tk,i(Wk) ≤ Sk,i for every time k and every sensor
i. Here we recall that at time k, each sensor has access only
to its stored energy Sk,n given by (11).
We construct the following online energy allocation policy:
Wk = W
∗, if Tk,i(W∗) ≤ Sk,i, ∀i ∈ [N ],
Wk = βk ◦W∗, otherwise, (36)
where W∗ denotes the optimal offline sensor collaboration
matrix, ◦ denotes the Hadamard product, βk = mini{βk,i},
and βk,i = min{1,
√
Sk,i/Tk,i(W∗)}. Once Wk is obtained
from (36), the transmission cost at time k is then given by
Tk,i = Tk,i(Wk). Subsequently, the status of the energy
storage buffer at the next time step is updated as Sk+1,i
according to (11).
Remark 4: Note that the computation of βk requires
the global knowledge βk,i, i ∈ [N ]. However, we can use
the max-consensus protocol [39] such that the computation
βk = maxi{−βk,i} can be performed in a decentralized setting
via inter-sensor message passing.
In Theorem 1, we show that the proposed online sensor
collaboration policy is asymptotically consistent with the op-
timal offline solution in the mean-squared-error sense under
the framework of R-LMMSE. To show this asymptotic con-
sistency, we first present Lemma 2.
Lemma 2: As k →∞, the following results hold:
1) θk
d→ θ∞,E[θγk ] → E[θγ∞] for γ = 1, 2, where
d→
denotes convergence in distribution.
2) E[Tk,i(W∗)]→ E[Ti(W∗)] for each i ∈ [N ].
Proof: See Appendix D. 
Theorem 1: Under the R-LMMSE framework (15)–(18),
let θˆk|k and θˆ′k|k denote the estimates when using the online
sensor collaboration scheme (36) and the offline policy W∗.
Then
lim
k→∞
E[(θˆk|k − θˆ′k|k)2] = 0. (37)
Proof: See Appendix E. 
In practice, the system parameters α, σ2τ , σ
2
ς , σ
2
κ,Σ,Λg,Λh
needed for obtaining the online scheme Wk in (36), will need
to be estimated. This will incur estimation error. The following
proposition shows that the MSE P∞ of the offline scheme W∗
is robust with respect to the estimation error. The same can
be shown for Pk.
Proposition 3: The asymptotic MSE P∞ is a
continuous function of the system statistics parameters
α, σ2τ , σ
2
ς , σ
2
κ,Σ,Λg,Λh.
Proof: See Appendix G. 
It is also of interest to get the rate of convergence of
E[(θˆk|k − θk)2] → P (∞). We know from [37] that the rate
of convergence for the offline scheme W∗ is exponential.
However, for the online filter, the rate will depend on the
distributions of the channel gains and τk. The following lemma
provides information for such rates.
Lemma 3: The rate of convergence of E[(θk − θˆk|k)2] to
P∞ depends on the rate P ( 1k
∑k
j=1(Hj,i − Tj,i(W∗)) ≤ $)
and P (Tk,i(W
∗)
k > $) to go to 0 as k tends to infinity, where
$ is a small positive constant less than η.
Proof: See Appendix H. 
Now we provide some conditions on the distributions of
the system parameters to obtain some rates of convergence
of E[(θˆk|k − θk)2] → P (∞). We can show that θ∞ has an
exponential moment if τk has a positive density everywhere
and has finite moment generating function in a neighborhood
of 0. Then if hk,i, θ∞ and k have light tails, Tk,i has light tail.
If hk,i is finite valued, then hk,i θ∞ is light tailed. Otherwise,
this condition can get violated even if hk,i is light tailed. If Hk
is also strongly aperiodic, geometrically ergodic Markov chain,
we can, using concentration inequalities for Markov processes
[40] and the above Lemma, show that we obtain exponential
rate of convergence of E[(θˆk|k − θk)2] → P (∞). Otherwise,
one may only get a polynomial rate of convergence.
8We emphasize that the proposed online policy has a sig-
nificant computational merit in that it is only required to
solve the sensor collaboration offline problem (24) once and
then minimal extra computation (36) is required at each time.
Theorem 1 relates the performance of the online strategy with
that of the optimal offline strategy.
Note that we can also directly obtain a real-time optimal
online sensor collaboration scheme by minimizing Pk, the
estimation error when using R-LMMSE, subject to the ex-
pected transmission cost and scaling its solution using (36).
The corresponding optimization problem is given as
minimize
Wk
Pk
subject to Wk ◦ (11T −A) = 0,
E[ Tk,i(Wk)] ≤ µi − η, i ∈ [N ],
(38)
where
Pk =
(gTWkh)
2
tr(Wk[Λhsk + Σ]WTk Λg) + σ
2
κ tr(Λg) + σ
2
ς
.
By converting the collaboration matrix to the collaboration
vector, statistics based problem (38) can be solved using the
optimization approach proposed in Section IV. However, the
computational complexity for this filter is very high since we
need to solve the optimization problem at each time instant.
We do not know the stability of this filter either. Thus, unlike
the optimal online filter obtained above, this filter is not
asymptotically optimal, but rather a greedy optimal scheme.
We will see in Section VI that this filter does not perform
better than the above proposed online filter.
To demonstrate the efficacy of the proposed online policy,
in Section VI we will also present a comparison between our
proposed sensor collaboration scheme with the online solution
based on the full knowledge about the dynamical system, i.e.,
the realizations of observation and channels gains at each time.
V. COMPARISON WITH CSI BASED SENSOR
COLLABORATION
In this section, for the purpose of comparison, we assume
that the channel state information, i.e., hk and gk, of the state-
space model (13) is available at the FC at time k. In this
ideal case, R-LMMSE simplifies to the standard Kalman filter
shown in Algorithm 2.
Algorithm 2 R-LMMSE with CSI.
Inputs: θˆ0 = 0, P0 assumed known
1) Prediction: (15) and (16)
2) Update:
θˆk = θˆk|k−1 + qk(yk − gTk Wkhkθˆk|k−1), (39)
with the updated estimation error
Pk = (1− qkgTk Wkhk)Pk|k−1, (40)
where qk is the Kalman filter gain
qk =
Pk|k−1gTk Wkhk
Pk|k−1(gTk Wkhk)2 + E[v2k]
, (41)
where E[v2k] = gTk WkΣWTk gk + σ2κgTk gk + σ2ς .
The sensor collaboration problem given the CSI about the
estimation system is cast as
maximize
Wk
(gTk Wkhk)
2
gTk WkΣW
T
k gk + σ
2
κg
T
k gk + σ
2
ς
subject to E[Tk,i(Wk)] ≤ µi − η, i ∈ [N ],
Wk ◦ (1M1TN −A) = 0.
(42)
Similarly, by converting the collaboration matrix to the collab-
oration vector, the CSI based problem (42) can be solved using
the optimization approach proposed in Section IV. However,
unlike the Kalman filter in Section IV with Wk = W, the
stability of the Kalman filter for the CSI based case has not
been established in the literature. Let W∗k be the solution of
the CSI based problem (42) at time k. We then use (36) to
construct the real-time sensor collaboration scheme Wk.
This Kalman filter is a greedy scheme and not necessarily
even asymptotically optimal. This is because in this setup we
cannot use our approach used for the offline filter to optimize
P∞ since stability of this Kalman filter is not known. Another
possible approach to obtain an optimal filter could be via
Markov decision theory. But this would be computationally
infeasible even for a small number of sensors. Also, such
CSI at the FC is not available in practice. Instead, we usually
have access only to the second-order statistics of the system
parameters for parameter inference as in Section IV. In the
next section, we will empirically show that in terms of
estimation accuracy, the sensor collaboration policy proposed
in Section IV performs better than the CSI based approach at
low signal-to-noise ratios (SNRs), where the SNR refers to
SNRs in terms of measurement noise and collaboration noise.
Moreover, the former is computationally light, while the latter
in addition to requiring much more information, also requires
the solution of the CSI based problem (42) at every time step,
which thus introduces high computational complexity.
VI. NUMERICAL RESULTS
In this section, we demonstrate the efficacy of our proposed
sensor collaboration schemes through numerical examples.
The collaborative tracking system is shown in Fig. 1, where
the vector of observation gains hk and channel gains gk are
chosen randomly and independently from Rayleigh(ξ) distri-
bution with ξ = 1. Therefore, we obtain h = g =
√
pi/21
and Σh = Σg = (4−pi)/2I. The observation noise k and the
channel noise ςk are drawn from zero-mean Gaussian distribu-
tions with variances Σ = 0.5(I+11T ) and σ2ς = 1. Similarly,
the vector of collaboration noises κk at time k is assumed to be
Gaussian with covariance Σκ = σ2κI, where unless specified
otherwise, we set σ2κ = 0.5. The parameter θk evolves as
a Gauss-Markov process with Gaussian noise τk of variance
σ2τ = 0.5. The state transition parameter is set as α = 0.8. The
initialized variance of θk denoted by s0 is 100. We assume that
the spatial placement and neighborhood structure of the sensor
network is modeled as a random geometric graph, RGG(N, r)
[5], [41], where sensors are uniformly distributed over a unit
square meter area and bidirectional communication links are
possible only for pairwise distances at most r meters, where
r refers to collaboration radius. Namely, Amn = 1 if the
distance between the mth sensor and the nth sensor is less
9than r, otherwise it is 0. Without loss of generality, we assume
that N = 10 sensors are uniformly distributed over the region
of interest and unless otherwise specified, we will assume
M = 10 and r = 0.6m. At each sensor, the harvested energy
Hk,i is modeled as an Exponential random variable with mean
µi = 10 for i ∈ [N ]. In the considered sensor collaboration
problems (24) and (42), we choose η ∈ {0.01, 1}.
For clarity, we summarize the empirically studied sensor
collaboration schemes as follows.
• The proposed offline sensor collaboration scheme W∗ is
the solution of problem (24).
• The proposed online sensor collaboration scheme Wk is
defined in (36).
• The online sensor collaboration scheme based on
temporally-dependent statistics of system parameters W1k
is the solution of problem (38) that satisfies (36).
• The CSI based online greedy sensor collaboration scheme
W2k is the solution of problem (42) that satisfies (36).
We remark that compared to our proposed sensor collabora-
tion schemes W∗ and Wk, the schemes W1k and W
2
k require
the solution of the optimization problems at every time step.
This naturally leads to high computational cost. The tracking
performance for the above four schemes is measured through
the empirical mean squared error (MSE), which is computed
by simulating over 500 samples and taking average.
0 2 4 6 8 10
0
2
4
6
8
10
12
E
m
p
ir
ic
al
 M
SE
Time
 
 
Proposed online scheme Wk
Statistics based online scheme Wk
1
Proposed offline scheme W*
CSI based online scheme Wk
2
9 9.05 9.1
0.28
0.3
0.32
0.34
 
 
Fig. 2: Empirical MSE under η = 0.01.
In Fig. 2, we present the empirical MSE when using the
aforementioned sensor collaboration schemes as a function
of time k with η = 0.01. As we can see, the empirical
MSE decreases as k increases, and it converges to a steady-
state value by k = 10. Note that the average variance of
the parameter is decreasing as k increases and eventually
converges to a constant which implies that the average SNR
is decreasing as k increases; see (22). As we can see, our
proposed sensor collaboration schemes W∗ and Wk yield
MSE that is better than the greedy CSI based scheme W2k
at low SNR. This indicates that our proposed scheme Wk
is efficient not only in computation but also in estimation
performance at low SNR. The empirical MSE against SNRs
with respect to measurement noise and collaboration noise will
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Fig. 3: 95% confidence intervals of θˆk for the proposed optimal online
scheme under η = 0.01.
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Fig. 4: Empirical MSE using the proposed online scheme Wk for η ∈
{0.01, 1}.
0 2 4 6 8 10
0
0.5
1
1.5
2
2.5
3
x 10−3
Time
E
[(
θˆ
k
|k
−
θˆ
′ k
|k
)2
]
 
 
Fig. 5: Empirical verification of Theorem 1: Asymptotic consistency of the
proposed online scheme and the optimal offline scheme under η = 0.01.
be explored in the following. We also remark that the offline
scheme W∗ performs as well as the online schemes. But the
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Fig. 6: Real-time energy flow.
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Fig. 8: Normalized empirical MSE as a function of collaboration radius.
former might not obey the real-time energy constraint.
In Fig. 3, we present the 95% confidence intervals of θˆk for
the proposed optimal online scheme under η = 0.01 using two
tailed t-test with a 1000 number of samples. As we can see,
our proposed online scheme performs very well as k increases.
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Fig. 9: Empirical MSE as a function of α, η = 0.01 at low SNR in terms
of measurement noise.
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Fig. 10: Empirical MSE as a function of N , η = 0.01 at low SNR in terms
of measurement noise.
0 5 10 15 20
0
0.5
1
1.5
2
2.5
3
3.5
E
m
p
ir
ic
al
 M
SE
SNR
dB
 
 
Proposed online scheme Wk
Statistics based Online scheme Wk
1
CSI based Online scheme Wk
2
Fig. 11: Empirical MSE as a function of SNR in terms of collaboration
noise, η = 0.01.
In Fig. 4, we show the impact of the choice of η on the
tracking performance for the proposed online scheme. We
recall that the parameter η is the remaining average energy that
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Fig. 12: Empirical MSE as a function of M using the proposed online
scheme Wk , η = 0.01.
is deliberately kept in the energy storage buffer. As we can
see, the smaller the η is, the better the tracking performance
we obtain since more energy is available to be used in sensor
collaboration. As a result, a larger η leads to a less effective
energy allocation scheme.
In Fig. 5, we show the asymptotic performance of the
proposed online scheme and the optimal offline scheme under
η = 0.01, namely, when k is large enough, the estimation
performance of the proposed online scheme is the same as the
offline scheme. As expected, the empirical MSE between Wk
and W∗ converges to 0 as k increases which is consistent with
our theoretical result in Theorem 1.
In Fig. 6, we present the real-time stored, and consumed
energy at the first sensor for the proposed online schemes Wk
and the proposed offline scheme W∗ with η = 0.01. Here the
stored energy and the consumed energy at sensor 1 and time
k are denoted by Sk,1 and Tk,1, respectively. As we can see,
the consumed energy Tk,1 is always less than or equal to the
stored energy Sk,1 for the proposed efficient online scheme.
Such dynamics of the energy flow is consistent with (11). We
have verified that the online schemes W1k and W
2
k also follow
such energy dynamics. Moreover, we can see that the offline
scheme violates real-time energy constraints.
In Fig. 7, we show the empirical MSE as a function of the
average SNR in terms of measurement noise with η = 0.01
and k = 20. This k is large enough to provide the converged
estimation error. As we can see, the empirical MSE decreases
when the average signal to measurement noise ratio increases.
This is expected. By fixing the average signal to measurement
noise ratio, we can see that the proposed online scheme Wk
never performs worse than W1k which requires much more
computational effort. Also, it performs better than the full
information filter W2k for signal to measurement noise ratio
less than 15 dB.
In Fig. 8, we present the normalized empirical MSE as a
function of the collaboration radius r at time step k = 20
with η = 0.01. As we can see, the normalized empirical MSE
decreases significantly as r increases, since more collaboration
links are established. Moreover, the normalized empirical MSE
ceases to significantly decrease when r > 0.7. This indicates
that a large part of the performance improvement is achieved
only through partial collaboration.
In Fig. 9, we show the empirical MSE as a function of
α with η = 0.01, k = 20 for signal to measurement noise
ratio less than 3 dB. The empirical MSE increases when α
increases. This is expected because the estimation error is a
monotonic function of α that is the state transition coefficient
of the parameter model; see (18) - (20). By fixing α, we can
see that the proposed online scheme Wk performs close to
or even better than the statistics based online scheme W1k.
Moreover, the proposed online scheme Wk performs better
than the full knowledge based online scheme W2k.
In Fig. 10, we present the empirical MSE as a function of
the number of sensors N under η = 0.01, k = 20 for signal
to measurement noise ratio less than 3 dB. As we can see,
the empirical MSE decreases when N increases since more
information is transmitted to the FC. Moreover, we can see
the proposed online scheme Wk performs better than the full
knowledge based online scheme W2k.
In Fig. 11, we show the empirical MSE as a function of the
average SNR in terms of collaboration noise with η = 0.01
and k = 20. As we can see, the empirical MSE decreases
when the average signal to collaboration noise increases. This
is expected. By fixing the average signal to collaboration
noise, we can see that the proposed online scheme Wk never
performs worse than statistics based online scheme W1k which
requires much more computational effort. Also, it performs
better than the full information filter W2k up to 5 dB, which is
the region of interest for energy harvesting sensor nodes [26].
In Fig. 12, we show the empirical MSE as a function of
M , the number of sensors that communicate with the FC, for
the proposed online scheme at η = 0.01 and k = 20. As
we can see, the empirical MSE decreases when M increases
since more sensors are used for communication to the FC and,
therefore the FC can acquire more information.
VII. CONCLUSION
In this paper, we studied the problem of sensor collaboration
for dynamic parameter tracking in energy harvesting sensor
networks. We incorporated the effect of sensor collaboration
noise while designing the online collaboration scheme. Based
on the second-order statistics of the system parameters, we
developed an online sensor collaboration policy that is built
on the solution of the offline sensor collaboration problem.
Although the latter is a complex non-convex optimization
problem, we showed that it can be solved exactly via semidef-
inite programming. We also proved that the proposed online
policy is asymptotically consistent with the optimal offline
solution over an infinite time horizon. We have also shown
via simulations that at low SNRs, in the region of interest
in sensor networks, our online scheme actually outperforms a
greedy optimal online policy which has full information at the
fusion center about the channel gains and energy at the sensors
at any given time. Numerical results have illustrated the
efficiency of our approach and the impact of energy harvesting
and collaboration noise on the performance of collaborative
estimation.
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In future work, it would be desirable to consider a more
practical sensor collaboration model by taking into account
the impact of pairwise distances between sensors on their
channel gain. Also, it is interesting to take into account the
energy consumption and delay due to the estimation of second-
order statistics. Moreover, the scalar random parameter can
be generalized to a vector of random parameters. Also, one
can study quantization-based inter-sensor collaboration. Lastly,
the design of network topologies could be taken into account
under the current framework.
APPENDIX A
PROOF OF LEMMA 1
Since uk = gTk Whk and vk = g
T
k Wk + g
T
k κk + ςk, we
have
E[ukvk] = E[gTk Whk(gTk Wk + gTk κk + ςk)] (43)
= E[gTk WhkgTk Wk] + E[gTk WhkgTk κk]
+ E[gTk Whkςk].
The first term on the right hand side (RHS) of (43) yields
E[gTk WhkgTk Wk] = E[gTk WhkgTk W]× E[k] = 0.
Applying similar analysis for other terms on the RHS
of (43), we can conclude that uk is uncorrelated with vk.
Likewise, we can show that {vk} is an uncorrelated sequence.

APPENDIX B
QUADRATIC VECTOR FUNCTIONS
Based on Proposition 1, the offline problem (24) can be
simplified such that it only contains quadratic vector functions
with respect to w. Using the identities (27) and (28), we can
rewrite the quadratic matrix functions in f(W) as
(gTWh)2 = wTΩNw, (44)
tr(ΛgW[Λhs∞ + Σ]WT ) = wTΩDw, (45)
where ΩN = GhhTGT , G is defined as in (29) that satisfies
gTW = wTG, the (k, l)th entry of ΩD is defined as in (30),
namely, [ΩD]kl = [Λg]mkml [Λhs∞ + Σ]nknl .
Recall the expected transmission cost for sensor-to-FC in
(9),
E[T (2)i (W)] = e
T
i W[Λhs∞ + Σ]W
Tei + σ
2
κ (46)
= tr(eieTi W[Λhs∞ + Σ]W
T )
= wTΩ
T(2)
i w,
where ΩT(2)i is also obtained according to (30), [Ω
T(2)
i ]kl =
[eie
T
i ]mkml [Λhs∞ + Σ]nknl .
According to (7), the expected transmission cost for inter-
sensor communication is a function of W ◦ I˜, where I˜ =
11T − [IM ,0M×(N−M)]. We further define W˜ = W◦(11T −
[IM ,0M×(N−M)]), and one can view the matrix W˜ as the
collaboration matrix W with zero diagonals. Therefore,
E[T (1)i (W)] = tr(eie
T
i [Λhs∞ + Σ])tr(W˜eie
T
i W˜
T ). (47)
Similar to w, let w˜ be the vector that consists of the
nonzero entries (columnwise) of W˜, namely, w˜l = Wmlnl
for certain indices ml ∈ [M ], nl ∈ [N ] and ml 6= nl. Clearly,
w˜ is a vector of (L −M) dimension, and it can be readily
expressed as a linear function of w, namely, w˜ = Fw with
F ∈ R(L−M)×L, given by
Fij =
{
1, K(i) = j, j ∈ [L], i ∈ [L−M ],
0, otherwise, (48)
where K = {l|wl = Wmlnl ,ml 6= nl}.
We elaborate this linear transformation through the follow-
ing example.
A1 =
1 0 10 1 1
1 0 1
 ,w =

W11
W31
W22
W13
W23
W33
 , w˜ =
W31W13
W23
 (49)
Given A1, we can obtain that K = {2, 4, 5}. Therefore, F12 =
1, F24 = 1 and F35 = 1, and otherwise Fij = 0. We have
F1 =
0 1 0 0 0 00 0 0 1 0 0
0 0 0 0 1 0
 .
By concatenating W˜ to w˜ and using the identity (28) as
well as the linear transformation w˜ = Fw, we can rewrite the
quadratic matrix function in (47) as
tr(eieTi [Λhs∞ + Σ])tr(W˜eie
T
i W˜
T ) = w˜TΩ
T(0)
i w˜, (50)
= wTΩ
T(1)
i w, (51)
where the (k˜, l˜)th entry of ΩT(0)i is also obtained according
to (30), namely, [ΩT(0)i ]k˜l˜ = tr(eie
T
i [Λhs∞+Σ])[eie
T
i ]nk˜nl˜ ,
here k˜, l˜ ∈ [L−M ] and ΩT(1)i = FTΩT(0)i F.
Upon defining ΩC,i = Ω
T(1)
i as the characterization of
expected transmission cost consumed for inter-sensor commu-
nication, and ΩT,i = Ω
T(1)
i +Ω
T(2)
i as the characterization of
both the expected transmission cost consumed for inter-sensor
communication and sensor-to-FC, we eventually obtain the
problem (31). In what follows, we summarize the coefficients
precisely correspond to the problem (31)
ΩN = Ghh
TGT ,
ΩD,
ΩC,i = Ω
T(1)
i ,
ΩT,i = Ω
T(1)
i + Ω
T(2)
i ,
where [ΩD]kl = [Λg]mkml [Λhs∞ + Σ]nknl , Ω
T(1)
i =
FTΩ
T(0)
i F, [Ω
T(0)
i ]k˜l˜ = tr(eie
T
i [Λhs∞+Σ])[eie
T
i ]nk˜nl˜ and
[Ω
T(2)
i ]kl = [eie
T
i ]mkml [Λhs∞+Σ]nknl , for k, l ∈ [L], k˜, l˜ ∈
[L−M ]. We note that the matrix ΩN is positive semidefinite
and of rank one. Since the denominator of f(W) in (24) must
be positive when the channel noise and collaboration noise
are ignored (namely, σ2ς = 0 and σ
2
κ = 0), the matrix ΩD is
positive definite. The matrices ΩC,i and ΩT,i are also positive
definite according to the definition of transmission cost. 
APPENDIX C
PROOF OF PROPOSITION 2
By introducing a new variable W¯ ∈ R(L+1)×(L+1) together
with the constraint W¯ = w¯w¯T , problem (33) can be refor-
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mulated as
maximize
W¯
tr(Q0W¯),
subject to tr(Q1iW¯) ≤ 0, i ≤M,
tr(Q2iW¯) ≤ 0, M < i ≤ N,
tr(QN+1W¯) ≤ 1, rank(W¯) = 1, W¯  0,
(52)
where we have used the fact that the constraint rank(W¯) = 1
together with W¯  0 is equivalent to the constraint W¯ =
w¯w¯T , and W¯  0 indicates that W¯ is positive semidefinite.
After dropping the (nonconvex) rank-one constraint, problem
(52) is relaxed to the semidefinite program (SDP) (34).
It is clear from (33)-(34) that the solution of (31) is
achievable based on the solution of problem (34) if the
latter renders a rank-one solution. Similar to [10, Theorem 1]
and [38, Theorem 1.4], the rank-one property of W¯∗ can be
explored by studying the KKT conditions of problem (34).
Details of the proof are omitted here for the sake of brevity.
Since W¯∗ is of rank one, we can immediately construct (35)
as the solution of problem (31). 
APPENDIX D
PROOF OF LEMMA 2
1) Since |α| < 1, θk d→ θ∞ where θ∞ is an a.s. finite
random variable [42]. Also, then θ∞
d
= αθ∞+ τ , where
θ∞ and τ are independent, and τ has the distribution
of τ1 and
d
= denotes equality in distribution. Therefore,
E[θ∞] = αE[θ∞] +E[τ ] and hence E[θ∞] = E[τ ]/(1−
α). Also, E[θ2∞] = α2E[θ2∞] +E[τ2], because E[τ ] = 0.
Therefore, E[θ2∞] = E[τ2]/(1− α2).
From the dynamical equation (1),
θk = α
kθ0 + τk + ατk−1 + α2τk−2 + . . .+ αk−1τ1.
Therefore,
E[θk] = αkE[θ0] + (1 + α+ . . .+ αk−1)E[τ1]
→ E[τ1]/(1− α), as k →∞ and
E[θ2k] = E[τ21 ](1 + α+ . . .+ αk−1)
→ E[τ21 ]/(1− α2).
2) From (7) and (9), we have
E[T (1)k,i (W
∗)] =
(
eTi (E[θ2k](hhT + Σh) + Σ)ei
)
× [eTi (W∗ ◦ I˜)T (W∗ ◦ I˜)ei],
E[T (2)k,i (W
∗)] =eTi W
∗(E[θ2k](hhT + Σh) + Σ)
×W∗Tei + σ2κ.
From the total transmission cost in (10), we obtain
E[Tk,i(W∗)] → E[Ti(W∗)] since from 1) E[θ2k] →
E[θ2∞]. 
APPENDIX E
PROOF OF THEOREM 1
In the following, we consider a space H of all real valued
random variables on the common underlying probability space,
with E[|x|2] <∞. This is a Hilbert space with inner product
E[xy] and ‖x‖2 = E[|x|2]. Let {yk} and {y′k} denote the
observations received at the FC by using the online sensor
collaboration scheme (36) and the offline policy, respectively.
The estimates of θk based on {yk} and {y′k} are given by the
projection operator Po in the Hilbert space H:
θˆk|k = Po(θk|y1, . . . , yk, θˆ0), (53)
θˆ′k|k = Po(θk|y′1, . . . , y′k, θˆ0). (54)
Consider the equation S′k+1,i = (S
′
k,i−Tk,i(W∗))+ +Hk,i
for i ∈ [N ], with S′0,i = S0,i. We have {Hk,i, k ≥ 0} and
{Tk,i(W∗), k ≥ 0}, independent, each satisfying SLLN. Also,
from Lemma 2, E[Tk,i(W∗)] → E[Ti(W∗)]. From offline
problem (24), we have E[Ti(W∗)] ≤ µi− η. Therefore, since
S′k+1,i ≥
∑k
l=1(Hl,i−Tl,i(W∗)), S′k+1,i →∞ almost surely
(a.s.) for all i as k →∞. Since the actual energy consumption
for sensor i at time k is Tk,i(Wk) ≤ Tk,i(W∗), we also have
Sk+1,i → ∞ a.s. for all i. Therefore, from (36), we obtain
Tk,i(Wk) → Ti(W∗) a.s. for all i. Accordingly, we obtain
that Wk →W∗ a.s. as k →∞.
We will use ‖x‖ to denote √E[xTx] for a random vector
x.
Since Wk ≤ W∗, we also obtain ‖Wk −W∗‖ → 0 as
k →∞. From (13), we have
‖yk − y′k‖ ≤ (55)
‖gTk Wkhkθk + gTk Wkk − gTk W∗hkθk − gTk W∗k‖
≤ ‖gk‖‖Wk −W∗‖‖k‖+ ‖gk‖‖Wk −W∗‖‖hk‖‖θk‖.
Since ‖gk‖, ‖k‖, ‖hk‖ and E[θ2∞] (namely, s∞) are bounded
and ‖Wk −W∗‖ → 0 and ‖θk − θ∞‖ → 0, as k → ∞, we
obtain
‖yk − y′k‖ → 0, for k →∞. (56)
In what follows, we will show that
‖Po(θk|y1, . . . , yk, θˆ0)− Po(θk|y′1, . . . , y′k, θˆ0)‖ → 0, (57)
for k →∞.
From (1), we have θk = αNθk−N + τk + ατk−1 + . . . +
αN−1τk−N+1. Therefore, we get
Po(θk|y1, . . . , yk, θˆ0) = Po(αNθk−N + τk + ατk−1 (58)
+ . . .+ αN−1τk−N+1|y1, . . . , yk, θˆ0).
Since {τk, . . . , τk−N+1} are zero mean and independent of
{yk−N , . . . , y1, θ0}, from (58), we obtain that
Po(θk|y1, . . . , yk, θˆ0) = αNPo(θk−N |y1, . . . , yk, θˆ0)+ (59)
Po(τk + ατk−1 + . . .+ αN−1τk−N+1|yk, . . . , yk−N+1).
For the first term in the RHS of (59), we note that
αNPo(θk−N |y1, . . . , yk, θˆ0) ≤ αNE[θ2k−N ], (60)
where we have used the fact that ‖Po(x|z)‖ ≤ ‖x‖. Moreover,
from Lemma 2, we obtain that supkE[θ
2
k−N ] <∞. Therefore,
RHS of (60) can be taken arbitrarily small by taking N large
enough. In what follows, we keep N fixed.
Now, let us focus on the second term in (59). For ease of
notation, we define
τ¯k := τk + ατk−1 + . . .+ αN−1τk−N+1, (61)
y¯k := [yk, . . . , yk−N+1]T ,
y¯′k := [y
′
k, . . . , y
′
k−N+1]
T .
From (56), we obtain that
‖y¯k − y¯′k‖ → 0, for k →∞. (62)
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Then, we have
‖Po(τ¯k|y¯k)− Po(τ¯k|y¯′k)‖ =
∥∥∥∥E[τ¯Tk y¯k]y¯k‖y¯k‖2 − E[τ¯
T
k y¯
′
k]y¯
′
k
‖y¯′k‖2
∥∥∥∥
=
1
‖y¯k‖2 ‖E[τ¯
T
k y¯k]y¯k − E[τ¯Tk y¯′k]y¯′k(‖y¯k‖2/‖y¯′k‖2)‖. (63)
In (63), we note that ‖y¯k‖ ≥ cov(vk) > 0 due to (13). This
also holds for ‖y¯′k‖. Moreover, we have supk‖y¯k‖ <∞ and
supk‖y¯′k‖ < ∞ as k → ∞ due to supk‖θk‖ < ∞. Also, we
have (‖y¯k‖2/‖y¯′k‖2)→ 1 as k →∞ since |‖y¯k‖ − ‖y¯′k‖| ≤
‖y¯k − y¯′k‖ → 0 as k →∞. Therefore, we obtain
‖E[τ¯Tk y¯k]y¯k − E[τ¯Tk y¯′k]y¯′k(‖y¯k‖2/‖y¯′k‖2)‖ (64)
≤ ‖E[τ¯Tk y¯k]y¯k − E[τ¯Tk y¯k]y¯′k‖+
‖E[τ¯Tk y¯k]y¯′k − E[τ¯Tk y¯′k]y¯′k(‖y¯k‖2/‖y¯′k‖2)‖,
where
‖E[τ¯Tk y¯k]y¯k − E[τ¯Tk y¯k]y¯′k‖ ≤ ‖E[τ¯Tk y¯k]‖‖y¯k − y¯′k‖
≤ ‖τ¯k‖‖y¯k]‖‖y¯k − y¯′k‖ → 0, as k →∞
and
‖E[τ¯Tk y¯k]y¯′k − E[τ¯Tk y¯′k]y¯′k(‖y¯k‖2/‖y¯′k‖2)‖
≤ ‖y¯′k‖‖E[τ¯Tk y¯k]− E[τ¯Tk y¯′k(‖y¯k‖2/‖y¯′k‖2)]‖
≤ ‖y¯′k‖‖τ¯k‖‖y¯k − y¯′k(‖y¯k‖2/‖y¯′k‖2)‖ → 0, as k →∞.
As a result, RHS of (63) converges to 0 as k →∞. Together
with (60), we have completed the proof of (57). Therefore, we
obtain the result in (37). 
APPENDIX F
PROOF OF PROPOSITION 1
Let w ∈ RL be the vector of column-wise nonzero entries of
W ∈ RM×N . The one-to-one mapping between w and W en-
sures that for any wl, we have a certain pair of indices (ml, nl)
such that wl = Wmlnl , where ml ∈ [M ], nl ∈ [N ], l ∈ [L].
Given b ∈ RM , we obtain
bTW = [bTW·1 · · · bTW·N ], (65)
where W·j is the jth column of W and bTW·j =∑M
i=1 biWij , for j ∈ [N ]. Similarly, given B ∈ RL×N , we
have
wTB = [wTB·1 · · · wTB·N ], (66)
where B·j is the jth column of B and wTB·j =∑L
l=1WmlnlBlj , for j ∈ [N ].
Consider the jth entry of wTB, we obtain
[wTB]j =
L∑
l=1
WmlnlBlj =
L∑
l=1,nl=j
bmlWmlj (67)
=
M∑
ml=1
bmlWmlj = [b
TW]j ,
where we have used the facts that Blj = bml if j = nl, and
0 otherwise. Based on (67), we can conclude that wTB =
bTW.
We next show identity (28). Given C ∈ RM×M and D ∈
RN×N , we have
tr(CWDWT ) =
∑
i=1
eTi CWDW
Tei. (68)
Let ci := eTi C. By applying the identity (27), we have
eTi CW = w
T C˜i and WTei = E˜Ti w, where[
C˜i
]
ln
=
{
[ci]ml , n = nl,
0, otherwise,
and [
E˜i
]
ln
=
{
[ei]ml , n = nl,
0, otherwise,
for l ∈ [L] and n ∈ [N ].
Therefore,
tr(CWDWT ) =
∑
i=1
wT C˜iDE˜
T
i w = w
T (
∑
i=1
C˜iDE˜
T
i )w.
(69)
Upon defining dn := eTnD and[
D˜i
]
nk
=
{
[dn]nk , mk = i,
0, otherwise,
for n ∈ [N ], l ∈ [L], we obtain∑
i=1
C˜iDE˜
T
i =
∑
i=1
C˜iD˜i = E, (70)
where we have used the fact that Elk = [C]mlmk [D]nlnk for
n ∈ [N ], k ∈ [L] and l ∈ [L]. Based on (70) and (69), we can
conclude that tr(CWDWT ) = wTEw. 
APPENDIX G
PROOF OF PROPOSITION 3
From Proposition 2, we have the optimal solution W¯∗
that is of rank one. According to [43, Theorem 2.4], we can
obtain that W¯∗ is unique. Moreover, in Proposition 2, we have
shown that the optimal solution of problem (31) is obtained
by decomposing the submatrix of W¯∗ formed by deleting its
(L+1)st row and column, namely [W¯∗]L = s∗(s∗)T . Then, if
we choose |s∗|, we obtain a unique globally optimal solution
W∗ for the offline problem.
Since the optimizing function of problem (34) is continuous
and the feasibility set is compact for a given parameter set,
by [44, Theorem 9.14], the unique optimal solution W¯∗ of
problem (34) is a continuous function of the parameters.
Hence, the optimal solution W∗ of problem (31) is also a
continuous function.
Next consider the asymptotic mean squared error (MSE) P∞
in (23) of the offline sensor collaboration scheme (and hence
also of the online sensor collaboration scheme). Equation (23)
is quadratic in P∞ and hence P∞ is a continuous function of
its coefficients which are continuous functions of W∗ and the
other parameters. Therefore, P∞ is a continuous function of
the system parameters. 
APPENDIX H
PROOF OF LEMMA 3
In the following, we show the convergence rate of∥∥∥θˆk|k − θk∥∥∥ → P∞, where θˆk|k denotes the estimate using
the proposed optimal online sensor collaboration scheme Wk
and θk is the true value.
According to triangle inequality, we have∥∥∥θˆk|k − θk∥∥∥ ≤ ∥∥∥θˆk|k − θˆ′k|k∥∥∥+ ∥∥∥θˆ′k|k − θk∥∥∥ , (71)
where θˆ′k|k denote the estimate when using the offline policy
W∗.
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From [37, Theorem 2],
∥∥∥θˆ′k|k − θk∥∥∥ converges to P∞ expo-
nentially. Now, we consider
∥∥∥θˆk|k − θˆ′k|k∥∥∥.
From (65) in proof of Theorem 1, for any N > 0, we have∥∥∥θˆk|k − θˆ′k|k∥∥∥ ≤ αNE[θ2k−N ] + ‖Po(τ¯k|y¯k)− Po(τ¯k|y¯′k)‖ .
where τ¯k := τk + ατk−1 + . . . + αN−1τk−N+1, y¯k :=
[yk, . . . , yk−N+1]T , y¯′k := [y
′
k, . . . , y
′
k−N+1]
T and Po is the
projection operator which determines the estimate of θk.
By taking N large enough, the first term on RHS can be
taken arbitrarily small. This also happens at an exponential
rate.
From (69) and the inequality below it, we have
‖Po(τ¯k/y¯k)− Po(τ¯k/y¯′k)‖ ≤ c ‖y¯k − y¯′k‖
for c is an appropriately large constant. Using triangle inequal-
ity and Cauchy-Schwarz inequality, we obtain
‖y¯k − y¯′k‖ ≤
k∑
j=k−N+1
∥∥yj − y′j∥∥ , (72)
and∥∥yj − y′j∥∥2 = E[((gTj W∗hjθj + vj)−(gTj βj ◦W∗hjθj + vj))2]
(73)
≤ ‖gj‖2 ‖hj‖2 ‖θj‖2 ‖W∗ − βj ◦W∗‖2 .
Also, ‖W∗ − βk ◦W∗‖ ≤ E[(1− βk)2] ‖W∗‖. Therefore,
from (72), we have
‖y¯k − y¯′k‖ ≤ ‖g‖ ‖h‖ ‖W∗‖
k∑
j=k−N+1
‖θj‖E[(1− βj)2].
Since sup
j
‖θj‖ <∞ and N is taken a finite fixed number,
we then need to show rate of convergence of E[(1 − βk)2].
For δk > 0,
E[(1− βk)2] = E[(1− βk)2|βk ≤ δk]P (βk ≤ δk) (74)
+ E[(1− βk)2|βk > δk]P (βk > δk)
≤ P (βk ≤ δk) + (1− δk)2.
Take δk = 1 − 1δk for a small δ > 0. Then second term
(1 − δk)2 = 1δ2k and decays exponentially. Now we consider
P (βk ≤ δk).
P (βk ≤ δk) = P (βk ≤ 1− 1
δk
)
= P (Sk,i ≤ (1− 1
δk
)2Tk,i(W
∗), i = 1, . . . , N)
≤
N∑
i=1
P
[
Sk,i ≤ (1− 1
δk
)2Tk,i(W
∗)
]
≤
N∑
i=1
P
 k∑
j=1
Hj,i −
k∑
j=1
Tj,i(W
∗) ≤ (1− 1
δk
)2Tk,i(W
∗)

≤
N∑
i=1
P
 k∑
j=1
(Hj,i − Tj,i(W∗)) ≤ Tk,i(W∗)

=
N∑
i=1
P
1
k
k∑
j=1
(Hj,i − Tj,i(W∗))≤Tk,i(W
∗)
k
;
Tk,i(W
∗)
k
≤$
+
N∑
i=1
P
1
k
k∑
j=1
(Hj,i − Tj,i(W∗))≤Tk,i(W
∗)
k
;
Tk,i(W
∗)
k
>$

≤
N∑
i=1
P
1
k
k∑
j=1
(Hj,i − Tj,i(W∗)) ≤ $) + P (Tk,i(W
∗)
k
>$)
 ,
where we choose $ < η. Since E[Ti(W∗)] ≤ E[Hi]−η, then
E[Hi]− E[Ti(W∗)] ≥ η. 
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