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1. Introduction
The aim of this paper is to connect two constructions due to Hrushovski seemingly far from each other. One construction
arises in [4], in the study of totally categorical structures. The second one is in [5], where it is used to explore 3-uniqueness
properties in stable theories.
The 3-uniqueness property for independent amalgamation over algebraically closed set is one of the generalized amal-
gamation properties. It is a well known fact that if a theory T is simple then T has 2-existence, while if T is stable then
2-uniqueness holds as well. However 3-uniqueness can fail even in stable theories. In [5, Proposition 3.3], Hrushovski shows
that failure of 3-uniqueness in a stable theory T implies that T has a ﬁnite internal cover M+ which does not split.
In the paper [4] totally categorical structures are analyzed. Special attention is given to totally categorical structures
of disintegrated type. For this class of structures an explicit structure theorem is given. Indeed, it is shown in [4, Theo-
rem 4.4] that every disintegrated totally categorical structure expands by adding ﬁnitely many constants to a member of
a family of well described totally categorical structures. The proof uses a system of substructures in free amalgamation (see
Deﬁnition 2.1).
Our work highlights some connections existing between these two constructions. In Proposition 2.6 we prove that under
certain hypotheses the construction of M+ arises from a system in free amalgamation as introduced in [4]. In Section 3 we
give an example of structure M satisfying the hypotheses of Proposition 2.6. The example is originally due to Hrushovski. It
is shown in [1] that the theory Th(M) is stable and has neither 4-existence nor 3-uniqueness. In Section 3.2, we build the
corresponding structure M+ of M and we show that M+ is a ﬁnite internal cover of M which does not split.
The author thanks the two anonymous referees for detailed comments on an earlier version of the paper. This work was
supported by a CIRM postdoctoral fellowship.
1.1. On the construction of M+
Let T be a complete and stable L-theory. By stability, any complete type p over an algebraically closed set (in the sense
of T eq) has a canonical extension to a type over any superset, i.e. its unique non-forking extension. If p is a complete
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taken from the proof of Proposition 3.3 of [5].
Let T be a complete L-theory with quantiﬁer elimination, M | T and p(x) a complete stationary type over ∅. Let F U
be the set of L-formulas θ(x, y, z) such that whenever M | θ(a,b, c)
1. c ∈ acl(a,b);
2. If d is a realization of p(x) independent from a,b over ∅, then c ∈ dcl(acl(a,d),acl(b,d)).
Let M ′ be a suﬃciently saturated elementary extension of M . Let a∗ ∈ M ′ realize p|M . For any θ ∈ F U , deﬁne
Nθ
(
M,a∗
)= {(b, c′): c′ ∈ M ′,b ∈ M and M ′ | θ(a∗,b, c′)}.
Denote by C the union
⋃
θ∈F U Nθ(M,a∗).
Let L+ ⊃ L be a language with new sorts Nθ , for any θ ∈ F U , function symbols πθ from Nθ to some L-sorts, a new
constant symbol ∗ and for each atomic L-formula R a new relation symbol NR . We make the disjoint union M ∪ C ∪ {a∗}
into an L+-structure M+ in the following way: we give M its L-structure, take Nθ(M+) = Nθ(M,a∗), deﬁne πθ ((b, c′)) = b,
interpret the new constant symbol as a∗ and for a new n-ary relation symbol NR and m1, . . . ,mn belonging to the sort M
of M+ we write:
M+ | NR(m1, . . . ,mn) ⇔ M ′ | R(m1, . . . ,mn).
The construction of M+ depends on the type p. It is clear that the maps πθ are ﬁnite-to-one.
2. M+ and the iterated free covers
In Section 4 of [4], Hrushovski deﬁnes a certain class of totally categorical structures of disintegrated type and shows
that, up to interdeﬁnability, every totally categorical structure is a member of this class after possibly adding ﬁnitely many
constants and that the information lost by the addition of constants is controlled by nilpotent groups. This distinguished
class of totally categorical structures of disintegrated type will be called the class of iterated free covers of disintegrated type.
We introduce some notation and deﬁnitions. A set Ω with no structure is said to be disintegrated. In this case Aut(Ω) =
Sym(Ω). Let Ω be the class of totally categorical structures with a predicate Ω standing for a distinguished inﬁnite 0-
deﬁnable set of disintegrated type. Let M ∈ Ω . If it is clear from the context, we shall use the same notation for the
predicate Ω and ΩM (i.e. the inﬁnite 0-deﬁnable set of disintegrated type of M). From now on denote by [Ω]k the set of
subsets of Ω of size less or equal to k and M(w) := acl(w) ∩ M , for w ∈ [Ω]<ω .
Deﬁnition 2.1. (See Deﬁnition 4.2, [4].) We say that (M(w): w ∈ [Ω]k) is in free amalgamation within M if
1. M(w) ∩ M(w ′) = M(w ∩ w ′) for w,w ′ ∈ [Ω]k .
2. If σ is a permutation of Ω ∪ (⋃w M(w)) that leaves Ω invariant and carries M(w) isomorphically onto M(σw) for
w ∈ [Ω]k , then σ |(⋃w M(w)) is a partial automorphism of M .
In the following deﬁnition we introduce iterated free covers.
Deﬁnition 2.2. (See Deﬁnition 4.1, [4].) Let F be a ﬁnite structure and n a positive integer. We ﬁrst deﬁne M∗n F . The starting
data are M , F and a deﬁnable substructure En(M) of F isomorphic to M(w) for w ∈ [Ω]n . Let (F (w), E(w)) be a copy of
(F , En(M)), for w ∈ [Ω]n . Choose the copies so that E(w) = M(w) for each w ∈ [Ω]n , but otherwise there is no intersection:
{M}∪ {F (w)\ E(w): w ∈ [Ω]n} is a pairwise disjoint family. Let M∗n F be the model with universe M ∪⋃{F (w): w ∈ [Ω]n},
and whose structure consists of the structure of M together with relations {(w, x¯): w ∈ [Ω]n, x¯ ∈ F (w), F (w) | R(x¯)}, where
R is a deﬁnable relation of F . In the following we will be interested in structures of the form Ω∗0F ∗10 · · · ∗n Fn for some ﬁnite
structures F0, . . . , Fn . We call these structures iterated free covers.
In [4], Criterion 4.3, it is shown that a structure M ∈ Ω is isomorphic to an iterated free cover Ω∗0F ∗10 · · · ∗n Fn for
some ﬁnite structures F0, . . . , Fn if and only if M =⋃{M(w): w ∈ [Ω]n} and (M(w): w ∈ [Ω]n) is in free amalgamation
within M .
Let M ∈ Ω and n be the Morley rank of M . In particular, M = ⋃{M(w): w ∈ [Ω]n} and for w ∈ [Ω]m with m  n,
M(w) =⋃{M(w ′): w ′ ∈ [w]n}.
Let w ∈ [Ω]k , k n, and D ⊂ Ω . Deﬁne (proof of Theorem 4.4 in [4])
GΩ,M(w, D) := Aut
(
M(w)/
⋃{
M
(
w ′ ∪ D): w ′ ∈ [w]<k}).
If F ⊆ M we denote by (M, F ) the expansion of M by constants for each element of F .
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[Ω \ F ]n) is in free amalgamation within (M, F ).
Suppose G is a permutation group on C = A ∪ B , where A and B are G-invariant sets. Then we have a permutation
representation ρA of G on A (respectively ρB of G on B). Let GA (respectively GB ) be the image of G in Sym(A) (respectively
in Sym(B)) under the permutation representation. Then, we have the following lemma.
Lemma 2.4. Suppose G is a permutation group on C = A ∪ B, where A and B are G-invariant sets and A ∩ B is contained in the set of
the G-ﬁxed points. Then, G  GA × GB .
Proof. First we note that the direct product GA × GB acts on A ∪ B in a natural way: let (g1, g2) ∈ GA × GB , where g1 ∈ GA
and g2 ∈ GB , and c ∈ A ∪ B . Then,⎧⎨
⎩
c(g1,g2) := cg1 if c ∈ A \ B,
c(g1,g2) := cg2 if c ∈ B \ A,
c(g1,g2) := cg1 = cg2 if c ∈ A ∩ B.
Let ρ : G → GA × GB be deﬁned as ρ(g) = (ρA(g),ρB(g)). It is easy to verify that ρ is an injective homomorphism. 
For the next result we use the following notation.
Let M ∈ Ω and M ′ and M ′′ be two elementary extensions of M such that ΩM′ := ΩM ∪ {a∗} and ΩM′′ := ΩM′ ∪ {d},
where a∗,d /∈ ΩM and a∗ = d. Hence, M ≺ M ′ ≺ M ′′ . For simplicity of notation, we set Ω = ΩM , A = ΩM′ and B = ΩM′′ .
Lemma 2.5. Let M ∈Ω and a∗ ∈ M ′,d ∈ M ′′ as above. Then, d ↓∅ acl(a∗w), for every w ∈ [Ω]n, n ∈ N. In particular, d ↓∅ a∗b, for
every b ∈ M.
Proof. From the construction of A, B,Ω , and the fact that Ω is a disintegrated set it follows that d ↓∅ a∗w . It is a standard
property of non-forking that if X ↓∅ Y , then X ↓∅ acl(Y ). So d ↓ acl(a∗w). 
Let M+ be constructed from M and a∗ as in Section 1.1. In the following result we establish a connection between M+
and a system in free amalgamation.
Proposition 2.6. Let M ∈Ω with Morley rank 2 and M ′ , M ′′ as above. If |GB,M′′ (w, l)| = 1 whenever w ∈ [B]k with k  2 and l ∈ B
is not an element of w, then {M ′(w ∪ a∗): w ∈ [Ω]2} is in free amalgamation within (M ′,a∗) and
M+ = M ∪
⋃
w∈[Ω]2
(
w,M ′
(
w ∪ a∗))∪ {a∗}.
Proof. Let a∗,d as in the notation introduced above. We are interested in C = ⋃θ∈F U Nθ(M,a∗). By Lemma 2.5, d is
independent from a∗,b for every b ∈ M . Hence,
C = {(b, c′): c′ ∈ M ′,b ∈ M, c′ ∈ acl(a∗b)∩ dcl(acl(a∗d),acl(bd))}.
We consider now the group Aut(acl(a∗w) ∩ M ′/acl(a∗d),acl(wd)). Since (acl(a∗d) ∪ acl(wd)) ∩ M ′ ⊆ acl(a∗d) ∪ acl(wd), by
the hypothesis on the groups GB,M′′ (w,d) we have that for every w ∈ Ω
Aut
(
acl
(
a∗w
)∩ M ′/acl(a∗d),acl(wd))= id. (1)
Now let w = {i, j} ∈ [Ω]2. Since for z ∈ [Ω]m with m 2, we have that M(z) =⋃{M(z′): z′ ∈ [z]2}, it follows that
Aut
(
acl
(
a∗w
)∩ M ′/acl(a∗d),acl(wd))
= Aut((acl(a∗, i),acl(a∗, j),acl(i, j))∩ M ′/acl(a∗d),acl(i,d),acl( j,d),acl(i, j))
and by (1) and Lemma 2.4 it is the identity group. Hence, for every w ∈ [Ω]2 we have that acl(a∗w) ∩ M ′ ⊆
dcl(acl(a∗d),acl(wd)). Since M =⋃w∈[Ω]2 M(w) we have that⋃
b∈M
acl
(
a∗,b
)∩ M ′ ⊆ ⋃
{i, j}∈[Ω]2
acl
(
a∗, {i, j})∩ M ′
which implies that
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Note that for ﬁnite D disjoint from w , GA,M′ (w, D) depends only on |D| and as |D| grows larger, GA,M′ (w, D) becomes a
smaller group. Fix D with |D| = 1 and w ∈ [Ω]k for k  2 disjoint from D . Then for D ⊂ S ⊂ A, let d(k) be the cardinality
of the smallest S such that GA,M′ (w, S) is as small as it ever is.
By hypothesis on the groups GB,M′′ we have that d(k) = 1, for every k  2. It follows that max(d(k): k  2) = 1. Choose
D = {a∗}. As is shown in the proof of Theorem 4.4 of [4] the system (M ′(w ∪ a∗): w ∈ [Ω]2) is in free amalgamation
within (M ′,a∗) and
M+ = M ∪ {(w, c′): w ∈ [Ω]2, c′ ∈ M ′(w ∪ a∗)}∪ {a∗}. 
3. An example
In this section we give an example of a totally categorical structure of disintegrated type which satisﬁes the hypotheses
of Proposition 2.6. The example is due to Hrushovski. It witnesses that 3-uniqueness can fail in a stable theory. Afterwards,
it was generalized in [8] in order to study failure of higher uniqueness properties.
3.1. The Sym(Ω)-submodule structure of F[Ω]
n
2
We begin by reviewing some deﬁnitions and basic facts about permutation groups and permutation modules.
Suppose that Ω is any set. The symmetric group Sym(Ω) on Ω can be considered as a topological group. The open sets
in this topology are arbitrary unions of cosets of pointwise stabilizers of ﬁnite subsets of Ω . This topology is Hausdorff.
In fact, as any open coset is closed, the topology is totally disconnected. A subgroup Γ of Sym(Ω) is closed if and only if
each element of Sym(Ω) which preserves all the orbits of Γ on Ωn , for all n ∈ N, is in Γ . It is well known that closed
subgroups in this topology are precisely automorphism groups of ﬁrst-order structures on Ω . Moreover, a closed subgroup
Γ of Sym(Ω) is compact if and only if all of its orbits are ﬁnite.
Throughout the sequel we denote by F2 the integers modulo 2, Ω a countable set and [Ω]n the set of n-subsets of Ω .
Let F[Ω]
n
2 be the set of functions from [Ω]n to F2. We recall that F[Ω]
n
2 has a natural faithful action on [Ω]n × F2 given
by (w, δ) f = (w, f (w) + δ). Hence, F[Ω]n2 considered as a topological subspace of Sym([Ω]n × F2) and endowed with the
relative topology, becomes a proﬁnite (i.e. Hausdorff, compact and totally disconnected) subgroup of Sym([Ω]n × F2) and a
topological Sym(Ω)-module. Also, for every j  n there are natural Sym(Ω)-homomorphisms α j,n : F[Ω] j2 → F[Ω]
n
2 deﬁned
by
α j,n,Ω( f )(w) =
∑
x∈[w] j
f (x).
We are concerned with closed Sym(Ω)-submodules of F[Ω]
n
2 . As F
[Ω]n
2 is a compact Sym(Ω)-module, Pontriagin duality
gives an inclusion-reversing correspondence between the closed Sym(Ω)-submodules of F[Ω]
n
2 and the submodules of its
dual (F[Ω]
n
2 )
∗ . Any ﬁnite abelian group is self-dual, so in fact the dual of F[Ω]
n
2 is the (discrete) Sym(Ω)-module F2[Ω]n , the
F2-vector space with basis [Ω]n . More in detail, there is a natural pairing F[Ω]n2 × F2[Ω]n → F2 given by ( f ,
∑
w aww) →∑
w aw f (w). By the Pontriagin duality, the closed Sym(Ω)-submodules of F
[Ω]n
2 are of the form X
0 for Sym(Ω)-submodules
X of F2[Ω]n , where X0 denotes the annihilator of X with respect to this pairing. Moreover if X  Y are Sym(Ω)-submodules
of F2[Ω]n then Y 0  X0.
Using the work of James, about the irreducible representations of the symmetric group of ﬁnite degree (see [7,6]) and
adapting it to the inﬁnite case, in [3] Gray describes the submodule structure of F2[Ω]n showing that it is completely
determined by the maps βn, j,Ω : F2[Ω]n → F2[Ω] j for 0  j  n, where βn, j,Ω(w) =∑{w ′: w ′ ∈ [w] j} for w ∈ [Ω]n and
then extended linearly. Indeed, every proper submodule of F2[Ω]n is an intersection of kernels of these maps. The Pontriagin
dual of βn, j,Ω is the map αn,k,Ω and the image of α j,k,Ω is the annihilator of kerβk, j,Ω .
Then, it follows that every closed Sym(Ω)-submodule of F[Ω]
n
2 is a sum of images of α maps. The reader is referred to
Chapter 6 of [9] for more details about the Pontriagin duality and to [3] for more details about the submodule structure of
F2[Ω]n .
Next, we present a totally categorical structure of disintegrated type which satisﬁes the hypotheses of Proposition 2.6.
Example 3.1. Let Ω be a countable set, [Ω]2 the set of 2-subsets of Ω , and I = [Ω]2 × Z/2Z. Also let E ⊆ Ω × [Ω]2 be
the membership relation, and let P be the subset of I3 such that ((w1, δ1), (w2, δ2), (w3, δ3)) ∈ P if and only if there are
distinct c1, c2, c3 ∈ Ω such that w1 = {c2, c3},w2 = {c1, c3},w3 = {c1, c2} and δ1 + δ2 + δ3 = 0. Now let M be the model
with the 3-sorted universe Ω, [Ω]2, I and equipped with relations E, P and projection on the ﬁrst coordinate π : I → [Ω]2.
Then M is totally categorical with Ω as 0-deﬁnable strictly minimal set of disintegrated type.
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Proposition 3.2. (See Proposition 6.2, [8].) The automorphism group of the structure M is Aut(M) = imα1,2,Ω  Sym(Ω).
In the next proof we use the following notation. Given A a ﬁnite subset of M , we have that A is of the form A1∪ A2∪ A3,
where A1 belongs to the sort Ω , A2 belongs to the sort [Ω]2 and A3 belongs to the sort I . Consider A˜2 ⊆ Ω the union of
the elements in A2 and A˜3 ⊆ Ω the union of the elements in π(A3). We deﬁne the support of A, written supp(A), to be
the subset A1 ∪ A˜2 ∪ A˜3 of Ω .
Proposition 3.3. The structure M satisﬁes the hypothesis of Proposition 2.6.
Proof. With the notation of Proposition 2.6, we need to show that, for l ∈ B and for every w ∈ [B \ l]k with k  2 we have
that GB,M′′ (w, {l}) = id.
For simplicity of notation choose l = d, where d is the element of B \ A. Let k = 1 and a ∈ A. In order to describe
M ′′(a) we need to determine the elements c ∈ M ′′ with ﬁnite Aut(M ′′/a)-orbit. Suppose there is c ∈ acl(a) ∩ M ′′ with
c = a. It is easy to see that Aut(M ′′/a) = imα1,2,B  Sym(B \ a). Let μ : Aut(M ′′/a) → Sym(B \ a) be the projection on
Sym(B \ a). We have that μ is a closed map (see Lemma 1.4.2 in [2]). Let Aut(M ′′/a, c) be the pointwise stabilizer of c in
Aut(M ′′/a), then μ(Aut(M ′′/a, c)) is a closed subgroup of ﬁnite index in Sym(B \ a). This implies that μ(Aut(M ′′/a, c)) =
Sym(B \ a). On the other hand μ(Aut(M ′′/a, c)) can be one of the following type, depending on the sort in which c lies:
Sym(supp(π(c)))×Sym(B \{a, supp(π(c))}), Sym(supp(c))×Sym(B \{a, supp(c)}), Sym(B \{a, c}), but this is a contradiction
if c = a. Hence, M ′′(a) = {a} and Aut(M ′′(a)/M ′′(d)) = id.
Let now c = {a,b} ∈ [A]2. Then, Aut(M ′′/c) = imα1,2,B  (Sym({a,b}) × Sym(B \ {a,b})). Suppose w ∈ acl(c) ∩ M ′′ and
supp(w)  {a,b}. Let z ∈ supp(w) \ {a,b} and μ be the projection map from Aut(M ′′/c) onto Sym(B \ {a,b}). The im-
age by μ of Aut(M ′′/c,w) contains Sym(B \ ({a,b} ∪ supp(w))) which does not have ﬁnite index in Sym(B \ {a,b}).
This leads to a contradiction. Hence, supp(w) ⊆ {a,b}. It is easy to check that the set {a,b, {a,b}, ({a,b},0), ({a,b},1)} ⊆
acl(c) ∩ M ′′ and it is the maximum set such that its elements has support in {a,b}. Therefore, we have that acl(c) ∩ M ′′ =
{a,b, {a,b}, ({a,b},0), ({a,b},1)}. We must calculate now Aut(M ′′({a,b})/M ′′({a,d}),M ′′({b,d})). The pointwise stabilizer of
M ′′({a,d}) and M ′′({b,d}) in the setwise stabilizer of M ′′({a,b}) in Aut(M ′′) is K  Sym(B \ {a,b,d}), where K is the
Sym(B \ {a,b,d})-module
K := { f ∈ imα1,2,B : f ({a,d})= f ({b,d})= 0}.
Let f ∈ K , then there exists a g ∈ FB2 such that f = α1,2,B(g). Hence, we have the following system (where the equality is
mod 2):{
g(a) = g(d),
g(b) = g(d).
Then, g(a) = g(b), which means that also f ({a,b}) = 0 and Aut(M ′′({a,b})/M ′′({a,d}),M ′′({b,d})) = id. 
3.2. M+ as a ﬁnite internal cover of M
Proposition 3.3 of [5] says that if a stable theory T does not have 3-uniqueness then there exists a ﬁnite internal cover
of T which does not split. In this section we produce such a ﬁnite internal cover for T = Th(M), where M is the structure
described in Example 3.1.
We think the sort Ω in the structure M as equal to N. Here a ∈ Ω being independent from D ⊆ Ω simply means a /∈ D .
Let M ′ be as in the statement of Proposition 2.6. We shall denote by Sym(Ω) the pointwise stabilizer of a∗ in Sym(A),
when it does not create confusion. We deﬁne the following Sym(Ω)-submodule of FA2 :
Ξ = {g ∈ FA2 : g(a∗)= 0}.
Clearly, Ξ is Sym(Ω)-isomorphic to FΩ2 .
Proposition 3.4. The automorphism group of M+ is
Aut
(
M+
)= α1,2,A(Ξ)  Sym(Ω).
Proof. The group of automorphisms of M+ must preserve the Ξ+-structure on M ′ , i.e.
1. the Ξ -structure of M;
2. the constant a∗;
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in Section 1;
4. the relations NR (deﬁned in Section 1) induced on M+ by relations R of M ′ .
We observe that as new relations NR on M+ induced by relations R on M ′ essentially we have only the “membership
relation” NE , i.e. (b, c′) ∈ NE if and only if b ∈ Ω , c′ ∈ [A]2 and (b, c′) ∈ E (we use the notation of Example 3.1).
Now, we show that Sym(Ω) is a subgroup of Aut(M+). Obviously the constant a∗ is ﬁxed by Sym(Ω). Moreover, Sym(Ω)
is a subgroup of Aut(M), and then Sym(Ω) preserves the Ξ -structure of M . The same is true for the relation NE . Suppose
that πθ (b, c′1) = πθ (b, c′2). Then, the index of Aut(M+/a∗,b, c′i) in Aut(M+/a∗,b) is ﬁnite. It follows that also the index of
Aut(M+/a∗,bσ , (c′i)
σ ) in Aut(M+/a∗,bσ ) is ﬁnite, i.e. (c′i)
σ ∈ acl(a∗,bσ ) for i = 1,2. Hence, Sym(Ω) preserves the surjec-
tions πθ and we can conclude that Sym(Ω) Aut(M+).
Let μ : Aut(M+) → Sym(Ω) be the map given by restriction on the sort Ω of M . Since μ is a surjective homomorphism,
we have that Aut(M+) is a split extension of kerμ by Sym(Ω). Every element of kerμ ﬁxes all the elements of [A]2 and
has to preserve
1. each surjection πθ ;
2. the ﬁbers of π of the sort M;
3. the relation P on I3.
Let b ∈ Ω . As it is shown in Proposition 3.3, the algebraic closure acl(a∗,b) in M ′ is the set {a∗,b, {a∗,b}, {a∗,b} × Z2}.
Now, every element σ ∈ kerμ preserves acl(a∗,b)∩ M ′ for every b ∈ Ω , the ﬁbers of π : I → [Ω]2 and ﬁxes pointwise [A]2.
Hence, we can conclude that kerμ is a closed subgroup of F[A]
2
2 . Consider the action of conjugation of Aut(M
+) on kerμ.
Since kerμ is abelian, kerμ is in the kernel of the action. Then, we have an induced action of Aut(M+)/kerμ ∼= Sym(Ω)
on kerμ, i.e. kerμ is a closed Sym(Ω)-module. By Proposition 3.2, the closed Sym(Ω)-submodule of F[Ω]
2
2 which preserves
the relation P on I3 is α1,2,Ω(FΩ2 ). Now, F
Ω
2 is Sym(Ω)-isomorphic to Ξ , from which the result follows. 
For the deﬁnition of ﬁnite internal cover see [5, Deﬁnition 2.2].
Proposition 3.5. The structure M+ is a ﬁnite internal cover of M which does not split.
Proof. It is enough to prove that there exists an epimorphism θ¯ from Aut(M+) onto Aut(M) with ﬁnite kernel such that
the short exact sequence
1→ ker θ¯ → Aut(M+)→ Aut(M) → 1 (2)
does not split. Consider the restriction of the map α1,2,A to Ξ . We denote it by (α1,2,A)Ξ . It is easy to check that kerα1,2,A
is given by the group of the constant functions and so it is isomorphic to F2. Then, ker(α1,2,A)Ξ = F2 ∩ Ξ = {0}. Hence,
α1,2,A(Ξ) ∼=Sym(Ω) Ξ ∼=Sym(Ω) FΩ2 by the Sym(Ω)-isomorphism
θ : α2,1,A(Ξ) → FΩ2
given by θ(α2,1,A(g)) = g|Ω , where g ∈ Ξ . Using θ we construct a surjective homomorphism from the automorphism group
of M+ to the automorphism group of M
θ¯ : α2,1,A(Ξ)  Sym
(
A \ a∗)→ α2,1,Ω(FΩ2 ) Sym(Ω)
deﬁned by θ¯ ( f , σ ) = (α2,1,Ω(θ( f )),σ ). The kernel of θ¯ is isomorphic to F2. It follows that M+ is a ﬁnite internal cover
of M . Now, we prove that Aut(M+) is not a splitting extension of ker θ¯ by Aut(M).
Let F2 be the submodule of FΩ2 of the constant functions. Then, the kernel of θ¯ is equal to θ
−1(F2).
Consider the semidirect product G1 = θ−1(F2)  (α1,2,Ω(FΩ2 )  Sym(Ω)) where the action deﬁning the semidirect
product φ : α1,2(FΩ2 )  Sym(Ω) → Aut(θ−1(F2)) is induced by the action of conjugation of α2,1,A(Ξ)  Sym(A \ a∗) on
θ−1(F2). In fact, it is easy to check that φ is the trivial homomorphism, so G1 = θ−1(F2) × (α1,2,Ω(FΩ2 )  Sym(Ω))
where the action of Sym(Ω) on α1,2,Ω(FΩ2 ) is given by (α1,2,Ω(g))
σ (w) = α1,2,Ω(g)(wσ ). Now, consider the semidirect
product G2 = (θ−1(F2) × α1,2,Ω(FΩ2 ))  Sym(Ω) where the action of Sym(Ω) on α1,2,Ω(FΩ2 ) is as before, while the ac-
tion of Sym(Ω) on θ−1(F2) is the trivial one. Let λ : G1 → G2 be the map given by λ( f , (g,h)) = (( f , g),h) where
f ∈ θ−1(F2), g ∈ α1,2,Ω(FΩ2 ),h ∈ Sym(Ω). The map λ is an isomorphism. Indeed, if f1, f2 ∈ θ−1(F2), g1, g2 ∈ α1,2,Ω(FΩ2 )
and h1,h2 ∈ Sym(Ω) we have that
λ
((
f1, (g1,h1)
)(
f2, (g2,h2)
))= λ( f1 f2, (g1gh12 ,h1h2))
= (( f1 f2, g1gh12 ),h1h2)= (( f1, g1)( f2, gh12 ),h1h2)
= (( f1, g1)( f2, g2)h1 ,h1h2)= λ( f1, (g1,h1))λ( f2, (g2,h2)).
E. Pastori / Journal of Applied Logic 10 (2012) 85–91 91Suppose for contradiction that α2,1,A(Ξ) is the direct product of θ−1(F2) and some other closed Sym(A \ a∗)-submodule,
then FΩ2 would be the direct product of F2 and some other closed Sym(Ω)-submodule which it is not. Indeed, consider the
augmentation map β1,0,Ω : F2Ω → F2 given by β1,0,Ω(∑aww) =∑aw , where w ∈ Ω . Then
kerβ1,0,Ω =
{∑
aww ∈ F2Ω:
∑
aw = 0
}
is the only proper Sym(Ω)-submodule of F2Ω . By the Pontriagin duality it follows that FΩ2 has a unique proper closed
Sym(Ω)-submodule, namely the annihilator of kerβ1,0,Ω , which is isomorphic to F2. Hence, we can conclude that the short
exact sequence (2) is non-splitting. 
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