The Heisenberg hierarchy and its Hamiltonian structure are derived respectively by virtue of the zero curvature equation and the trace identity. With the help of the Lax matrix we introduce an algebraic curve K n of arithmetic genus n, from which we define meromorphic function φ and straighten out all of the flows associated with the Heisenberg hierarchy under the Abel-Jacobi coordinates. Finally, we achieve the explicit theta function representations of solutions for the whole Heisenberg hierarchy as a result of the asymptotic properties of φ.
Introduction
It is well known that seeking quasi-periodic solutions of soliton equations is a very important topic in soliton theory because soliton equations describe various nonlinear phenomena in natural and applied sciences such as fluid dynamics, plasma physics, solid state qubit thermal entanglement and maximal violation of Bell inequalities are directly related with a thermodynamical state function [36] . Wang studied the Darboux transformation for the Heisenberg hierarchy and constructed explicit soliton solutions for the hierarchy by using the Darboux transformation [37] . Guo and others proved the existence of periodic weak solutions to the classical one-dimensional isotropic biquadratic Heisenberg spin chain in 2007 [38] . Its and Korepin considered the XY quantum spin chain in a transverse magnetic field in 2010 [39] . Li and others investigated the gauge transformation between the first-order nonisospectral and isospectral Heisenberg hierarchies [40] . Miszczak and others studied a quantum version of a penny flip game in the Heisenberg model [41] .
The paper is structured as follows. In section 2, with the aid of the zero-curvature equation and the trace identity we derive the Heisenberg hierarchy and its Hamiltonian structure. In section 3, the nonlinear recursion relations of the homogeneous coefficients are given based on a Lax matrix and an algebraic curve K n of arithmetic genus n. In section 4, we first get the Dubrovin-type equations of the elliptic variables, then we straightened out all the flows of the Heisenberg hierarchy under the Abel-Jacobi coordinates. In section 5, we constructed the quasi-periodic solutions of the whole Heisenberg hierarchy by use of the Riemann theta functions according to the asymptotic properties of the meromorphic function φ.
The Heisenberg hierarchy and its Hamiltonian structure
In this section, we shall derive the Heisenberg hierarchy associated with the 2 × 2 spectral problem [26] 
which is equivalent to 1 2 (wA) x + λ(uC − vB) = 0,
where
A direct calculation shows that (2.3) and (2.4) imply the Lenard recursion equations
in which K and J are two operators defined by
We here take
as a starting point. It is easy to see that KerJ = {c 0 L −1 |c 0 ∈ R}. Then L j is uniquely determined by the recursion relation (2.5) up to a term const.L −1 , which is always assumed to be zero. The first two members are
Assume that the time evolution of the eigenfunction ϕ obeys the differential equation
are polynomials of the spectral parameter λ with
(2.10)
Then the compatibility condition of (2.1) and (2.9) yields the zero curvature equation,
, which is equivalent to the hierarchy of nonlinear evolution
The first two nontrival members in the hierarchy are as follows
12)
In the following we derive the Hamiltonian structure of the hierarchy (2.11). A direct calculation gives
Substituting (2.14) into the trace identity [42] leads to
Comparing the coefficient of the λ −n in (2.15) yields
Let n = 1 in (2.16) and find that γ = −1, so we have
Nonlinear recursion relations
Let χ = (χ 1 , χ 2 ) T and ψ = (ψ 1 , ψ 2 ) T be two basic solutions of (2.1) and (2.9). We introduce a Lax matrix
which satisfies the Lax equations
Therefore, detW is a constant independent of x and t m . Equation (3.2) can be written as
and 
Substituting (3.5) and (3.6) into (3.3) yields
It is easy to see that the equation JE −1 = 0 has the general solution
Without loss of generality, let α −1 = 1. If we take (3.9) as a starting point, then E j can be recursively determined by the relation (3.7). Acting with the operator (J −1 K) k+1 upon (3.9), we obtain from (3.7) and (2.5) that
where α 0 , α 1 , . . . , α k are constants of integration. The first two members in (3.10) are
11)
Since detW is a (2n + 4)th-order polynomial in λ, whose coefficients are constants independent of x and t m , we have
one is naturally led to introduce the hyperelliptic curve K n of arithmetic genus n defined by
The curve K n can be compactified by joining two points at infinity, P ∞± , where P ∞+ = P ∞− . For notational simplicity the compactification of the curve K n is also denoted by
Here we assume that the zeros λ j of R(λ) in (3.13) are mutually distinct, which
Then the hyperelliptic curve K n becomes nonsingular.
From the following lemma, we can explicitly represent α l (−1 ≤ l ≤ n) by the constants
Lemma 3.1.
Proof. Let
It will be convenient to introduce the notion of a degree, deg(.), to effectively distinguish between homogeneous and nonhomogeneous quantities. Define
thus from (3.7) and (3.10) it can be implied that
Temporarily fixed the branch of R(λ) 1/2 as λ n+1 near infinity, R(λ) −1/2 has the following expansion
1/2 near infinity respectively, we obtain
for some coefficientsF l−1 ,Ȟ l−1 ,Ǧ l−1 to be determined next. Noticing (3.3) and (3.13),
we get
and
Respectively substituting (3.22) into (3.23), (3.13) and (3.24) , comparing the coefficients of λ with the same power, we arrive at the following recursive relationš
25)
26)
for k ≥ 2, and relationš
28)
for k ≥ 1 andF
The signs ofF −1 ,Ȟ −1 andǦ −1 have been chosen such thatF
Moreover, we can prove inductively using the nonlinear recursion relations (3.25)-(3.27) and (3.31) that
It can be proved inductively thať
for k ∈ N 0 ∪ {−1}. In fact, suppose that for arbitrary l, −1 ≤ l ≤ k − 2, we havě 34) then with the help of (3.27), (3.28) and (3.31), it can be calculated out thať
It can be similarly proved thatȞ
Basing on the above calculation, we have thať
Hence,F l ,Ȟ l andǦ l are equal toF l ,Ĥ l andĜ l respectively for all l ∈ N 0 ∪ {−1}. Thus we proved
a comparison of the coefficients of λ −k in the following equation
Therefore, we compute that
where k = −1, . . . , n.
Dubrovin-type equations and straightening out of the flows
In this section, we introduce elliptic variables and Abel-Jacobi coordinates. Then we derive the system of Dubrovin-type differential equations. The straightening out of various flows is exactly given through the Abel-Jacobi coordinates. Noticing (3.5), we write F and H as finite products which take the form
where {µ j } n+1 j=1 and {ν j } n+1 j=1 are called elliptic variables. According to the definition of K n , we can lift the roots µ j and ν j to K n by introducinĝ
where j = 1, . . . , n + 1, (x, t m ) ∈ R 2 .
Noticing (3.13), we obtain
By virtue of (3.3) and (4.1), we obtain
From (4.4)-(4.6) we have
Similarly, we get the evolution of {µ j } and {ν j } along the t m -flow
In order to straighten out of the corresponding flows, we equip K n with canonical basis cycles:ã 1 , . . . ,ã n ;b 1 , . . . ,b n , which are independent and have intersection numbers as followsã
For the present, we will choose our basis as the following set [8] ω
which are n linearly independent homomorphic differentials on K n . Then the period matrices A and B can be constructed from
It is possible to show that matrices A and B are invertible [3] . Now we define the matrices C and τ by C = A −1 , τ = A −1 B. The matrix τ can be shown to be symmetric (τ kj = τ jk ),
and it has positive definite imaginary part (Imτ > 0). If we normalizeω l into the new basis ω j ,
then we obtain
Let T n be the period lattice T n = {z ∈ C n |n + τ m, m, n ∈ Z n }. The complex torus T = C n /T n is called the Jacobian variety of K n . Now we introduce the Abel map
14)
where P , P k ∈ K n , ω = (ω 1 , . . . , ω n ). Considering two special divisors
k , l = 1, 2, we define the Abel-Jacobi coordinates as follows
with P
k =μ k (x, t m ), and P
k =ν k (x, t m ), whose components are
Without loss of generality, we choose the branch point P 0 = (λ j 0 , 0), j 0 ∈ {1, . . . , 2n + 2}, as a convenient base point, and λ(P 0 ) is its local coordinate. From (4.7), we get 18) with the aid of the following equalities: 
. . , C nk ), 1 ≤ k ≤ n, and the recursive formula:
Proof. Here we only give the proof of (4.20) . Equation (4.21) can be proved in a similar way. Using (3.10), we arrive at
which implies
In fact, it is easy to see that
12,−1 = u. Suppose that (4.24) holds. Then a direct calculation shows by (4.23) that 
with
Therefore, we obtain that
in view of the formula [21] j 1 +j 2 =k
This completes the proof of the theorem.
Quasi-periodic solutions
In the section, we shall construct quasi-periodic solutions of the Heisenberg hierarchy (2.11). From (3.13) and (3.14) we have
and then we can define the meromorphic function φ(P, x, t m ) on K n
where P = (λ, y) ∈ K n \{P ∞+ , P ∞− }.
Proof. According to Lemma 3.1, we have
From (3.5), we obtain
Then according to the definition of φ in (5.3), we have 8) which proves this lemma.
Hence the divisor of φ(P, x, t m ) is (φ(P, x, t m )) = Dν 1 (x,tm),...,ν n+1 (x,tm) − Dμ 1 (x,tm) ,...,μ n+1 (x,tm) .
ν n+1 (x,tm),μ n+1 (x,tm) (P ) denote the normalized Abelian differentials of the third kind holomorphic on K n \ {ν n+1 (x, t m ),μ n+1 (x, t m )} with simple poles atν n+1 (x, t m ) and µ n+1 (x, t m ) with residues ±1, respectively, which can be expressed as 10) where γ j ∈ C, j = 1, . . . , n, are constants that are determined by
The explicit formula (5.10) then implies 12) where 13) where
are integration constants.
The Riemann theta function [3] is defined as 14) where P ∈ K n , D ∈ Div(K n ), and K = (K 1 , . . . , K n ) is defined by 18) where
open and connected. Suppose u(x, t m ), v(x, t m ), w(x, t m ) ∈ C ∞ (Ω) satisfy the hierarchy of (2.11), and assume that λ j , 1 ≤ j ≤ 2n + 2, in (3.13) satisfy λ j ∈ C\{0}, and λ j = λ k as j = k. Moreover, suppose that Dμ 1 (x,tm),...,μ n+1 (x,tm) , or equivalently, Dν 1 (x,tm),...,ν n+1 (x,tm)
is nonspecial for (x, t m ) ∈ Ω. Then u, w admit the following representation
Proof. We introduce the local coordinate ζ = λ −1 near P ∞± . From the definition (4.12) of the normalized bases ω j , we have that
According to Riemann's vanishing theorem [15] , the definition and asymptotic properties of φ, φ has expression of the following type 22) where N(x, t m ) is independent of P ∈ K n . Given (5.13), we can derive that
Combining (5.17), (5.18) and (5.21), we obtain the following asymptotic expansion
θ(z(P ∞+ , Dν (x,tm) )) ζ + O(ζ 2 ) , as P → P ∞+ . 
