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Die Ökonomik ist eine Sozialwissenschaft, das heißt, „eine Wissenschaft, welche 
soziales Handeln deutend verstehen und dadurch in seinem Ablauf und seinen Wir-
kungen ursächlich erklären will.“1 Dabei ist das Handeln von Individuen genau dann 
als „sozial“ zu bezeichnen, wenn es „seinem von dem oder den Handelnden gemein-
ten Sinn nach auf das Verhalten anderer bezogen wird und daran in seinem Ablauf 
orientiert ist.“2 Aus der Sicht der Ökonomik erscheint es zweckmäßig, den Begriff des 
sozialen Handelns auf diejenigen Handlungen zu begrenzen, die auf dem Tausch- 
bzw. Kaufprinzip basieren und denen Kosten-Ertrags-Überlegungen zugrunde lie-
gen.3 Eine Voraussetzung für eine Abwägung von Handlungsalternativen durch die 
Gegenüberstellung von Kosten und Erträgen ist das Vorliegen einer Knappheitssitua-
tion4. Andernfalls würden mit dem Handeln keine Kosten entstehen bzw. wären keine 
Erträge zu realisieren. Eine ökonomische Betrachtung eines in einer Überschußsitua-
tion stattfindenden sozialen Handelns wäre überflüssig.5  
 
Die Ökonomik kann somit als eine Wissenschaft bezeichnet werden, welche das auf 
dem Tausch- bzw. Kaufprinzip beruhende, von Kosten-Ertrags-Überlegungen geleite-
te menschliche Handeln deutend zu verstehen versucht, um dieses in seinem Ablauf 
und seinen Wirkungen ursächlich erklären zu können. Die Analyse des dem Tausch-
prinzip folgenden, menschlichen Handelns unter Knappheitsbedingungen erfolgt da-
bei auf der Basis eines allgemeinen ökonomischen Handlungsmodells6, gemäß 
dem sich das Entscheidungsverhalten eines zu analysierenden Akteurs (Menschen) 
im wesentlichen durch den Handlungsrahmen und die Präferenzen beschreiben läßt. 
Der Handlungsrahmen setzt sich aus verschiedenen Handlungsmöglichkeiten zu-
                                            
1 Weber (1976), S. 1; vgl. hierzu auch Blum (2000), S. 11 
2 Weber (1976), S. 1 
3 vgl. hierzu Boulding (1976), S. 26 ff. sowie Martin (1990), S. 84 f. 
4 Eine Knappheitssituation resultiert aus dem Umstand, daß im Verhältnis zu den als unbegrenzt 
geltenden menschlichen Wünschen und Bedürfnissen die Möglichkeit ihrer Befriedigung stets 
begrenzt sind (siehe hierzu Molitor (1989), S. 36 ff. sowie Weise/Brandes/Eger/Kraft (2002), S. 12 
ff.). Aufgrund des Problems der Knappheit müssen die Menschen wählen, was sie wie, wann und 
in welchem Umfang produzieren, verteilen und verbrauchen wollen. Die Analyse derartiger Ent-
scheidungen und ihre Auswirkungen bezeichnet die übergeordnete Problemstellung der Ökono-
mie (siehe hierzu Winkel (1980), S. 109 ff., Hesse (1990), S. 361 f. sowie Schumann (1992), S. 4 
ff.). 
5 vgl. hierzu Möller (1982), S. 873 sowie Recktenwald (1987), S. 9 f. 
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sammen, aus denen er auswählen kann, und wird begrenzt durch die Handlungsre-
striktionen. Gemäß seinen Präferenzen bewertet der Akteur die einzelnen Hand-
lungsmöglichkeiten, indem er Vor- und Nachteile respektive Erträge und Kosten der 
einzelnen Optionen gegenüberstellt. Letztendlich entscheidet er sich für die Alternati-
ve, die seinen Präferenzen am meisten entspricht. Menschliches Verhalten wird so 
als rationale Auswahl aus den dem Akteur zur Verfügung stehenden Handlungsmög-
lichkeiten interpretiert.7 Dabei hängt sowohl der Ablauf des Entscheidungsprozesses 
als auch dessen Ergebnis überwiegend von der zugrundeliegenden Rationalitäts-
annahme ab.  
 
Ziel der vorliegenden Arbeit ist es, die Auswirkungen exogener Schocks auf das 
Handeln der Unternehmer8 und die daraus resultierende Entwicklung des Unterneh-
menserfolges unter Rückgriff auf Modelle der Sozialökonomischen Verhaltensfor-
schung sowie der Industrieökonomik branchenspezifisch zu analysieren. Unter 
einem exogenen Schock ist dabei eine aus dem System bzw. Modell heraus nicht 
erklärbare Veränderung der handlungsexogenen Einflußfaktoren9 der Unternehmen 
zu verstehen.10 Aufgrund der Betrachtung von Zeitreiheninnovationen lassen sich 
diese exogenen Schocks auch als stochastische Prognosefehler der Wirtschafts-
subjekte interpretieren.11 Die Kenntnis der Intensität der Abhängigkeit des Unter-
nehmenserfolges einzelner Branchen von exogenen Schocks ist insbesondere für 
die Durchführung von Branchenratings von großer Bedeutung. Auf der Basis der 
gewonnenen Untersuchungsergebnisse können u.a. empirisch fundierte Aussagen 
über die branchenspezifische Ausprägung zentraler Ratingkriterien12 getroffen wer-
den, wie beispielsweise über die Konjunkturempfindlichkeit, Fixkostenbelastung, 
                                                                                                                                        
6 vgl. hierzu auch die Darstellungen bei Tietzel (1985), S. 24, Witt (1987), S. 148, Weise (1991), S. 
152 f., Wessling (1991), S. 35 ff. sowie die weiteren Nachweise bei Aufderheide (1995), S. 44 f. 
7 siehe hierzu Kirchgässner (1988), S. 108 f. sowie Schlösser (1992), S. 65 
8 Mit dem Begriff „Unternehmer“ wird hier das für ein Unternehmen bzw. eine Unternehmung han-
delnde Individuum bezeichnet. Dabei wird von der Tatsache abstrahiert, daß die Entscheidungen 
in einem Unternehmen von mehreren Individuen getroffen werden (können). 
9 zur Definition handlungsexogener Einflußfaktoren siehe Abschnitt 3.1 
10 Wohlers faßt demgegenüber die Definition des Begriffs „Schocks“ enger, indem er unter Schocks 
„relativ starke oder auch rasche Änderungen des Güterangebotes oder auch der Güternachfrage 
... [versteht], die für die Marktteilnehmer überraschend kommen und somit nicht antizipierbar 
sind“ (Wohlers (1997), S. 79; vgl. hierzu auch Nerlich (1996), S. 9 sowie Schmidt/Straubhaar 
(1995), S. 438). 
11 vgl. hierzu Kapitel 6 
12 zur Darstellung der Kriterien eines Branchenratings siehe Gleißner/Füser (2002), S. 119 ff. sowie 
S. 191 f. 
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Verhandlungsmacht der Lieferanten, aktuelle Profitabilität, Preisempfindlichkeit sowie 
das Marktwachstum bestimmter Branchen. 
 
Gemäß dem oben definierten Ökonomik-Begriff ist demnach Gegenstand dieser Ar-
beit, das reaktive Verhalten von Unternehmern bzw. Unternehmen13 auf exogene 
Schocks in seinem Zeitverlauf und seinen (zu erwartenden) Wirkungen auf den Un-
ternehmenserfolg ursächlich zu erklären. Welche Bedingungen aus Sicht der Wis-
senschaftstheorie zu erfüllen sind, damit von einer „ursächlichen Erklärung“ gespro-
chen werden kann, wird in Kapitel 2 diskutiert.  
 
In Kapitel 3 wird ein Unternehmensmodell entwickelt, in welchem die den Unter-
nehmenserfolg determinierenden Größen in ihrem Zusammenwirken dargelegt wer-
den. Ferner wird auf der Basis der in Abschnitt 2 erörterten, wissenschaftstheoreti-
schen Grundlagen die Fragestellung diskutiert, ob und inwieweit das Unterneh-
mensmodell in der Lage ist, das reaktive Verhalten von Unternehmern auf exogene 
Schocks in seinem Zeitverlauf und seinen Wirkungen „ursächlich zu erklären“.  
Kapitel 4 dient der Darstellung der gemäß der grundlegenden Modelle der  
Industrieökonomik zu erwartenden Auswirkungen exogener Schocks auf den Un-
ternehmenserfolg sowie dem Vergleich dieser Auswirkungen mit den in Kapitel 3 
aufgestellten Wirkungszusammenhängen. Gegenstand des 5. Kapitels ist dann die 
Aufstellung von Hypothesen bezüglich der zu erwartenden Intensität der Auswirkun-
gen exogener Schocks auf den Unternehmenserfolg in Abhängigkeit bestimmter 
Branchenkriterien. In diesem Kapitel werden folglich Hypothesen bezüglich der 
Fragestellung: „In welchen Branchen ist mit einer besonders starken Reaktion des 
Unternehmenserfolges auf Veränderungen einzelner exogener Einflußfaktoren zu 
rechnen?“, formuliert.  
 
Anschließend wird in Kapitel 6 die Methode der Regressionsanalyse mit Zeitrei-
heninnovationen dargestellt. In Kapitel 7 werden auf der Basis dieser Methode die 
in Kapitel 3 theoretisch abgeleiteten Verhaltensweisen der Unternehmen anhand 
branchenspezifisch aggregierter Daten westdeutscher Unternehmen überprüft. Die 
Ergebnisse dieser empirischen Untersuchungen werden daraufhin vor dem Hinter-
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grund der zuvor aufgestellten Hypothesen sowie der in Kapitel 4 vorgestellten  
industrieökonomischen Modelle interpretiert. 
 
Die Arbeit schließt in Kapitel 8 mit einer zusammenfassenden Darstellung der ge-
wonnenen Erkenntnisse. Dabei wird insbesondere herausgearbeitet, welche Schluß-
folgerungen sich aus den Untersuchungsergebnissen im Hinblick auf das  
Risikoprofil einzelner westdeutscher Branchen ziehen lassen.  
 
 
                                                                                                                                        
13 Im weiteren Verlauf dieser Arbeit werden die Begriffe „Unternehmer“, als Bezeichnung für ein 
handelndes Individuum, und „Unternehmen“ bzw. „Unternehmung“, als Bezeichnung für eine In-
stitution, synonym gebraucht.  
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2 Wissenschaftstheoretische Positionierung 
 
„Das didaktische Prinzip: „Zuerst die Sache, dann die Methode“, ist [...] 
nicht nur logisch anfechtbar [da Erkenntnisse über die Sache selbst von 
den wissenschaftstheoretischen Grundannahmen und den methodischen 
Verfahren abhängig sind]14, sondern begünstigen ein passiv konsumieren-
des Lernverhalten, das sich in der gedächtnismäßigen Speicherung nicht 
hinterfragter theoretischer Lehrsätze und wissenschaftlicher Einzelergeb-
nisse ausprägt. Ein solches Lernverhalten entspricht der (vor allem schu-
lisch bedingten) Erwartung vieler Studienanfänger, die Universität bzw. die 
Wissenschaft könne letztlich gültige Erkenntnisse oder wissenschaftlich 
bewiesene Normen der Lebensgestaltung vermitteln. [...] Es sollte zum 
Eingangswissen eines jeden Studierenden gehören, daß er von den ein-
zelnen Fachdisziplinen nicht quasi monolithisches, unanfechtbares Wissen 
erwarten kann, sondern daß er mit einer Vielfalt unterschiedlicher und  
einander widersprechender Auffassungen selbst bei den fundamentalen 
Problemen rechnen muß.“ 
Prim/Tilmann15 
 
In Abschnitt 2.1 wird zunächst das dieser Arbeit zugrundeliegende „Ordnungsprin-
zip“ mit seinen normativen Aussagen dargelegt, durch dessen Anwendung Erkennt-
nis zu Wissenschaft wird.16 Dieses Ordnungsprinzip liefert die Basis zur Beantwor-
tung der Fragestellung, wann bzw. unter welchen Bedingungen von einer „ursächli-
chen Erklärung“ der Verhaltensweise von Menschen im Rahmen der Real-, Sozial- 
und damit Wirtschaftswissenschaften zu sprechen ist. In dem sich daran anschlie-
ßenden Abschnitt 2.2 wird das gewählte Ordnungsprinzip vor dem Hintergrund kon-
kurrierender, wissenschaftstheoretischer Positionen kritisch reflektiert. 
                                            
14 Bei den in einem Zitat in eckigen Klammern angeführten Worten handelt es sich um Anmerkun-
gen bzw. Ergänzungen des Autors. 
15 Prim/Tilmann (2000), S. 2 
16 siehe hierzu Brinkmann (1997), S. 4 f. 
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2.1 Wahl des Ordnungsprinzips 
 
„Wir können dem Wissenschaftler nicht seine Parteilichkeit rau-
ben, ohne ihm seine Menschlichkeit zu rauben. Ganz ähnlich 
können wir nicht seine Wertungen verbieten oder zerstören,  
ohne ihn als Mensch und als Wissenschaftler zu zerstören. Un-
sere Motive und unsere rein wissenschaftlichen Ideale, wie das 
Ideal der Wahrheitssuche, sind zutiefst in außerwissenschaftli-
chen und zum Teil religiösen Wertungen verankert. Der objekti-




Damit Erkenntnis zu Wissenschaft wird, bedarf es eines sogenannten „Ordnungs-
prinzips“. Ein Ordnungsprinzip, daß von der wissenschafts- und erkenntnistheoreti-
schen Schule der Logischen Empiristen18 und Kritischen Rationalisten19 vertreten 
wird, besagt, daß aus allgemeinen Sätzen weniger allgemeine deduziert werden.20 
Werden aus Axiomen (Vordersätzen) durch Anwendung von Deduktionsregeln Aus-
sagen (spezielle Sätze), sogenannte Theoreme, abgeleitet, so ist von einem „axio-
matisch-deduktiven System“ oder auch „deduktiv-nomologischen Erklärungs-
schema“21 zu sprechen.22 Die Vorteilhaftigkeit eines deduktiv-nomologischen Erklä-
rungsschemas ist u.a. darin zu sehen, daß sich jeweils rein logisch die Konsequen-
zen der Widerlegung einer bestimmten Hypothese für die Gültigkeit der mit ihr in Ab-
leitungsbeziehung stehenden Hypothesen nachweisen läßt. Ist aufgrund der For-
schungsergebnisse („Protokollaussagen“) eine Hypothese zu verwerfen, so sind die 
dieser „falsifizierten“ Hypothese vorausgehenden sowie daraus abgeleiteten Hypo-
                                            
17 Popper (1969), S. 114 
18 Zur Darstellung des Logischen Empirismus vgl. Abschnitt 2.2.1. 
19 Eine Beschreibung des Kritischen Rationalismus befindet sich in Abschnitt 2.2.2. 
20 vgl. Popper (1966), S. 7 f. und S. 32 sowie Albert (1967a), S. 51 
21 Bei einem deduktiv-nomologischen Erklärungsschema werden neben den Antecedensaussagen 
lediglich deterministische Gesetze als Explanans zugelassen. Antecedensaussagen, die von an-
deren Autoren auch „Randbedingungen“ genannt werden (siehe hierzu Prim/Tilmann (2000), S. 
95), sind gleichbedeutend mit den „Basissätzen“ von Popper. Küttner fordert bezüglich der Ante-
cedensaussagen, daß diese einer nicht-leeren Menge quantorenfreier Sätze entsprechen soll 
(siehe hierzu Küttner (1976), S. 286 ff.). 
22 vgl. Carnap (1964), S. 271 ff., Bochenski/Menne (1973), S. 49 ff. sowie Prim/Tilmann (2000),  
S. 77 
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thesen ebenfalls zu verwerfen. Für die Realwissenschaften haben Hempel und  
Oppenheim 1948 eine Spezifizierung des deduktiv-nomologischen Erklärungssche-
mas vorgeschlagen, indem sie vier Bedingungen aufstellten, denen ihrer Meinung 
nach die wissenschaftliche (deduktiv-nomologische23) Erklärung eines Ereignisses 
genügen muß:24 
 
- Das Explanandum (der Folgesatz) muß aus dem Explanans (Vordersatz) lo-
gisch korrekt hergeleitet werden.25 
 
- Das Explanans muß – neben den Antecedensaussagen – mindestens ein Ge-
setz enthalten, damit man im Rahmen eines deduktiven Systems den „stetigen 
Fluß der empirischen Phänomene auf unwandelbare Ursachen zurückführen, 
d.h. erklären“26 kann. Demnach muß die Deduktion von Folgesätzen (Explanan-
dum) aus (mindestens) einem Satz des Explanans erfolgen, der als eine nach 
Ort und Zeit nicht eingeschränkte sowie bewährte Allaussage anzusehen ist und 
der im Behauptungsmodus eingeführt wird.27 
 
- Das Explanans muß empirischen Gehalt besitzen, da aus den Vordersätzen 
eines deduktiven Systems keine Folgerungen gezogen werden können, die nicht 
bereits in ihnen enthalten sind. Eine deduktive Erklärung eines empirischen 
Sachverhaltes setzt folglich ein empirisches, falsifizierbares Explanans voraus. 
 
- Das Explanans muß im Rahmen der Realwissenschaften als „bewährt“ zu er-
achten sein, da das deduktive System nur dann einen Sinn hat, wenn es mit  
                                            
23 „Kausalerklärungen“ können nach Hempel als „deduktiv-nomologische Erklärungen mit Hilfe von 
Sukzessionsgesetzen“ gekennzeichnet werden, wobei die in den Sätzen des Explanans (Antece-
denssätzen) beschriebenen realen Phänomene als „Ursachen“ für das im Explanandum be-
schriebene reale Phänomen zu interpretieren sind (Hempel (1977), S. 20 ff.; zur Kausalitätsprob-
lematik siehe auch Essler (1979), S. 90 ff. Kutschera (1982), S. 95 ff. sowie Gleißner (1999), S. 
316 ff.). Die Antecedenssätze sind dann als Spezifizierung der Anwendungsbedingungen der je-
weiligen Theorie – die sich aus den Wenn-Komponenten der Gesetze (Hypothesen) und dem im 
Modell definierten Erkenntnisobjekten ergeben – zu sehen.  
24 siehe hierzu Hempel/Oppenheim (1965), S. 245 ff., Hempel (1977), Stegmüller (1974), S. 86, 
Czayka (1991), S. 124 ff., Poser (2001), S. 45 ff. sowie Porstmann, R. (1986), S. 87 ff.). 
25 Zur Vermeidung „rein theoretischer“ Erklärungen darf dabei das Explanandum nicht schon allein 
aus den (potentiellen) Gesetzen logisch folgen (siehe hierzu Küttner (1976), S. 286 ff.). 
26 siehe hierzu Brinkmann (1997), S. 63 
27 Zur Vermeidung von totalen und partiellen Selbsterklärungen muß das Explanandum von den 
Sätzen des Explanans sowohl direkt als auch indirekt logisch unabhängig sein (siehe hierzu  
Küttner (1976), S. 286 ff. sowie Popper (1966), S. 30 f.). 
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Sicherheit wahre Konklusionen liefert. Dies ist im Rahmen der Realwissenschaf-
ten nur dann der Fall, wenn die Vordersätze Sachverhalte beschreiben, die mit 
der Realität übereinstimmen. Kornai schreibt in diesem Zusammenhang: 
„In den Realwissenschaften ist die Theorie die systematische Beschreibung der 
zwischen den Variablen der Realität bestehenden wesentlichen Zusammenhän-
ge. Das heißt, nur solche Theoreme bzw. Behauptungen (abgeleitet aus Voraus-
setzungen, die der Realität nicht widersprechen) können als akzeptierbar ange-
sehen werden, die auch selbst die Realität direkt oder indirekt mehr oder weniger 
genau widerspiegeln.“28 „Die Wirtschaftswissenschaft ist keine logisch-
mathematische Disziplin, sondern gehört zu den Realwissenschaften, deren fun-
damentale Aufgabe in der Erklärung der wirtschaftlichen Realität besteht. Nur ein 
Gedankensystem, welches [...] die Erfordernisse der realwissenschaftlichen 
Theorie befriedigt, kann als eine die volkswirtschaftliche Realität erläuternde 
„Theorie“ bezeichnet werden.“29 
Gemäß den Gesetzen der reinen Logik ist die Bewährtheit der Vordersätze dabei 
nicht aus der Bewährtheit der Konklusionen einer Theorie30 zu schließen. Wenn 
einer der Vordersätze als falsifiziert zu erachten sein sollte, so kann die Konklu-
sion sich bewähren oder ebenfalls als falsifiziert einzustufen sein. Wenn eine 
Konklusion nicht mit einer der Protokollaussagen übereinstimmt, ist  
mindestens einer der Vordersätze ebenfalls als falsifiziert zu erachten. Dabei 
wird die falsifizierende Protokollaussage auch als „Falsifikator“ bezeichnet.  
 
Ob das in Kapitel 3 darzustellenden Unternehmensmodell in der Lage ist, die Auswir-
kungen exogener Schocks auf den Unternehmenserfolg wissenschaftlich und somit 
„ursächlich“ zu erklären, wird anhand der Erfüllung der oben dargestellten Bedingun-
gen des „Hempel-Oppenheim-Schemas“ überprüft. 
 
Im folgenden Abschnitt wird die Wahl des Ordnungsprinzips vor dem Hintergrund der  
wissenschaftstheoretischen Position des Verifikationismus sowie des Instrumenta-
lismus kritisch hinterfragt. 
                                            
28 Kornai (1975), S. 7 
29 Kornai (1975), S. 9 
30 Eine realwissenschaftliche Theorie, aus der Behauptungen über Sinneseindrücke abgeleitet wer-
den, die mit den Protokollsätzen übereinstimmen, ist mit dem Prädikat „bewährt“ zu versehen. 
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2.2 Kritische Anmerkungen zur Wahl des Ordnungsprinzips –  
Verifikationismus, Falsifikationismus und Instrumentalismus im Vergleich 
2.2.1 Die klassische Erkenntnistheorie und der Verifikationismus 
Nach Auffassung der Vertreter der klassischen Erkenntnistheorie ist es als Cha-
rakteristikum von Erkenntnis anzusehen, daß diese auf „gesicherten“ Grundlagen 
beruht. Demnach ist jede wissenschaftliche Aussage als „wahr“ zu bezeichnen, wenn 
sie auf Grundlagen zurückzuführen ist, die entweder aus der „Erfahrung“ (empiristi-
sche Erkenntnistheorie) oder aus der „Vernunft“ (rationalistische Erkenntnistheorie) 
gewonnen worden sind.  
 
Bei den Vertretern der empiristischen Erkenntnistheorie, zu denen u.a. die klassi-
schen, englischen Empiristen, wie Francis Bacon, John Locke und David Hume, so-
wie die Neopositivisten (Logischen Empiristen) des „Wiener Kreises“31 zu zählen 
sind, spielen im Prozeß der Gewinnung „wahrer“ oder zumindest in einem gewissen 
objektiven Grade wahrscheinlicher, empirischer Sätze die sinnlichen Wahrnehmun-
gen (Beobachtungen) die Hauptrolle.32 Eine von der empirischen Forschung völlig 
losgelöste Forschung wird als überflüssig und sinnlos angesehen, da nur die „Erfah-
rung“ als sichere Erkenntnisquelle gilt. Für die Gewinnung „wahrer“ oder zumindest 
einigermaßen „zuverlässiger“, realwissenschaftlicher Theorien auf der Basis von 
„vorurteilsfreien Beobachtungen“ werden entsprechende Regeln aufgestellt. Dabei 
wird für den Übergang von einzelnen, als „wahr“ betrachteten Protokollsätzen zu ei-
ner universellen Hypothese (Gesetz) das Induktionsprinzip gewählt. Realwissen-
schaftliche Theorien, die nicht unmittelbar durch induktive Verallgemeinerung von 
Protokollsätzen zustande gekommen sind, sind durch empirische Forschung zu veri-
fizieren, bevor für diese ein Wahrheits- oder zumindest ein gewisser „objektiver“ 
Wahrscheinlichkeitsanspruch erhoben werden kann. Die empiristische Erkenntnis-
theorie – und insbesondere die der Neopositivisten – lag im 20. Jahrhundert vor al-
lem der empirischen Wirtschaftsforschung zugrunde, bei der teilweise Protokollsätze 
                                            
31 Der „Wiener Kreis“ bestand zu Beginn des 20. Jahrhunderts aus einer Gruppe namhafter Gelehr-
ter, die – beeindruckt von den Erfolgen der experimentellen Naturwissenschaften – das Ziel ver-
folgten, alle Aussagen über die Welt, die durch reines Nachdenken (und damit ohne Beobach-
tung) gewonnen wurden, aus dem Bereich der Sozial- und Geisteswissenschaften zu verbannen 
und sie als Spekulation anzusehen (siehe hierzu auch Kraft (1950)). 
32 siehe hierzu Kern (1979), S. 14 ff. 
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(Beobachtungsdaten) als Induktionsbasis für die Formulierung und Begründung em-
pirischer Hypothesen niedriger Allgemeinheitsstufen verwandt sowie die Ergebnisse 
der theoretischen Forschung empirisch „fundiert“ wurden.33 Um zu einem wissen-
schaftlichen Fortschritt zu gelangen, so die Vorstellung der englischen Empiristen 
und Neopositivisten, sind Theorien anhand empirischer Beobachtungen zu verifizie-
ren (Verifikationismus34), mit dem Ziel, die Theorien als „wahr“, bewiesen oder zu-
mindest als wahrscheinlich einstufen zu können.35 
 
Als kritische Einwände gegen die empiristische Erkenntnistheorie sind zum einen die 
Annahme einer absolut sicheren Induktionsbasis in Form unbedingt wahrer Proto-
kollsätze, die aufgrund der letztlich unüberbrückbaren Grenze zwischen Sprache und 
Realität abzulehnen ist36, und zum anderen die Verwendung des Induktionsprinzips 
anzubringen:37  
Es gibt keine logischen Regeln, die es erlauben würden, von einer endlichen Menge 
von Protokollsätzen auf eine universelle Hypothese (Gesetz) zu schließen und es ist 
nicht möglich, einer solchen Hypothese auf der Basis von Beobachtungsdaten eine 
bestimmte – von Null verschiedene – objektive Wahrscheinlichkeit zuzuordnen.38 
Somit bezeichnet auch Samuelson, als einer der wenigen (offiziellen) Vertreter der 
empiristischen Erkenntnistheorie im Bereich der Ökonomik, „[...] das geduldige 
Sammeln von Tatsachen und ihre systematische Analyse“39 als eine der wichtigsten 
Aufgaben der Realwissenschaften. Theorien sind für Samuelson im wesentlichen nur 
                                            
33 Diese gilt insbesondere für die „klassische“ Vorgehensweise in der Ökonometrie. Dabei werden 
historische Datensätze zur numerischen Schätzung der Parameter einer informationsarmen – im 
Sinne einer im Hinblick auf das Antecedens (Wenn-Komponente) „spezifischen“ und im Hinblick 
auf das Explanandum (Dann-Komponente) „unpräzisen“ – ökonomischen Hypothese benutzt, ein 
statistischer Signifikanz-Test gemacht und (bei Signifikanz der Parameter) die Schätzgleichungen 
zur Prognose eingesetzt (siehe hierzu Gujarati (1995), S. 3 ff.). Zur kritischen Diskussion der  
ökonometrischen Forschungspraxis siehe Ward (1976), S. 159 ff., Kirchgässner (1983) sowie 
Brinkmann (1997), S. 180 ff.. 
34 Gemäß Albert führen jedoch alle Varianten des Verifikationismus in das sogenannte „Münchhau-
sen-Trilemma“ von infinitem Begründungsregreß, logischem Begründungszirkel oder Dogmatis-
mus (siehe hierzu Albert (1968), S. 13 ff.). 
35 vgl. hierzu Losee (1977), Kapitel I-VII, Albert (1991), Kapitel 1 sowie Musgrave (1993), Kapitel 1 
36 siehe hierzu die Erläuterungen in Abschnitt 2.2.2 
37 vgl. hierzu auch die Anmerkungen von Albert zum „Münchhausen-Trilemma“ (Albert (1968), S. 13 
ff.). 
38 Wird das Indikationsprinzip selbst als ein empirisches Prinzip betrachtet, so entsteht ein Zirkel 
oder unendlicher Regress, aus den man sich nur durch eine dogmatische Entscheidung befreien 
kann (siehe hierzu Albert (1968), S. 26 f.). Schanz weist vor diesem Hintergrund darauf hin, daß 
der Empirismus entweder zu einem Dogmatismus oder zu einer Anhäufung von Protokollaussa-
gen führt (Schanz (1975), S. 323 ff.).  
39 Samuelson (1975), S. 27 
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eine Art (vorzugsweise mathematisch) zusammenfassender Beschreibungen von 
Protokollsätzen. 
 
Im Gegensatz zu den Anhängern einer empiristischen Erkenntnistheorie postulieren 
die Vertreter der rationalistischen Erkenntnistheorie, zu denen u.a. die klassi-
schen Rationalisten von Plato bis Descartes, teilweise Kant sowie Vertreter gewisser 
Varianten der Hermeneutik und der Dialektik zu zählen sind, daß im Prozeß der Ge-
winnung „wahrer“, wissenschaftlicher Sätze die intellektuelle Intuition und Reflexion 
sowie die Introspektion die Hauptrolle spielen.40 Es wird unterstellt, daß alle Men-
schen prinzipiell schon genetisch mit gewissen sicheren Informationen über die Welt 
ausgestattet sind. Es komme somit nur darauf an, diese Informationen mit Hilfe der 
„Vernunft“ ins Bewußtsein zu bringen und auszuwerten. Zu diesem Zweck werden 
Regeln für „richtiges Denken“ oder auch „richtiges Verstehen“ aufgestellt, wie bei-
spielsweise die zu einem axiomatisch-deduktiven System führenden Regeln des „lo-
gischen Rationalismus“. Alle Sätze, die unter Beachtung dieser Regeln gewonnen 
werden, sind als „wahr“ zu betrachten.41 Insofern spielt empirische Forschung nur 
eine untergeordnete Rolle, wobei sinnliche Wahrnehmungen mit mehr oder weniger 
großer Skepsis betrachtet werden.  
 
In den Wirtschaftswissenschaften wurde eine rationalistische Erkenntnistheorie ins-
besondere von den Klassikern und den Neoklassikern vertreten. So sprach sich Carl 
Menger im Rahmen des „Ersten Methodenstreites“ für das Prinzip der „reinen Theo-
rie“ – und gegen den „Historismus“ – aus.42 Nach der Auffassung von Ludwig v.  
Mises sind die „Gesetze des menschlichen Handelns“ allein aus der „Vernunft“ zu 
erschließen.43  
                                            
40 siehe hierzu Kern (1979), S. 11 ff. 
41 Dies begründet Descartes wie folgt: „[...] weil man von den meisten Dingen, wenngleich sie nicht 
von sich aus evident sind, doch ein sicheres Wissen hat, wenn sie nur von wahren und klar er-
kannten Prinzipien aus durch eine kontinuierliche und nirgendwo unterbrochene Bewegung des 
intuitiv jeden Einzelschritt hervorbringenden Denkens abgeleitet werden“ (Descartes (1962),  
S. 10 ff.).  
42 siehe hierzu Menger (1883) 
43 „Das ,wirkliche Ding’, mit dem die Praxeologie es zu tun hat, ist das menschliche Handeln, das 
eines Stammes ist mit der menschlichen Vernunft. Daß die Vernunft durch bloßes Denken das 
Wesen des Handelns zu ergründen vermag, ist im Ursprung des Handelns aus der Vernunft ge-
legen. Die durch widerspruch- und fehlerfreies Denken gewonnenen Sätze der Praxeologie sind 
nicht nur vollkommen sicher und unbestreitbar, wie die Sätze der Mathematik; sie beziehen sich 
mit aller ihrer Sicherheit und Unbestreitbarkeit auf das Handeln, wie es im Leben und in der Wirk-
lichkeit geübt wird. Die Praxeologie vermittelt daher exaktes Wissen von wirklichen Dingen.“  
(Mises (1940), S. 20; siehe hierzu auch die Ausführungen von Robbins (1935)). 
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Mit ihrer als absolut sicher deklarierten Wirklichkeitserkenntnis durch Anwendung der 
postulierten Regeln für „richtiges Denken“ und „richtiges Verstehen“ führt die rationa-
listische Erkenntnistheorie in der Wissenschaftspraxis jedoch tendenziell zum Dog-
matismus sowie zur Aufstellung nicht-empirischer Sätze, die zur Erklärung des 
Eintritts bestimmter, realer Phänomene nicht herangezogen werden können.44 Den-
noch wird diese erkenntnistheoretische Schule in den Wirtschaftswissenschaften 
auch noch gegen Ende des 20. Jahrhunderts von einigen Autoren vertreten.45 
2.2.2 Der Falsifikationismus von Karl R. Popper 
Karl R. Popper stellt der klassischen Erkenntnistheorie, sowohl mit Bezug auf den 
Status wissenschaftlicher Erkenntnis als auch dessen Entwicklung, ein eigenes Kon-
zept gegenüber. Er geht dabei von der konstitutiven Annahme aus, daß es keine  
sicheren Grundlagen der Erkenntnis gibt.46 Realwissenschaftliches Wissen sei viel-
mehr hypothetischer Natur, sogenanntes „Vermutungswissen“47, welches der Ent-
stehung nach a priori vorhanden sei und aufgrund des Postulats der wissenschaftli-
chen Objektivität letztlich dazu führe, daß jede realwissenschaftliche Aussage fehlbar 
und vorläufig sei.48 Eine Verifikation von empirischen Gesetzen ist nach Popper lo-
gisch nicht möglich, da deren Geltung sich auf unendlich viele Fälle beziehe, jedoch 
nur eine endliche Menge von Realitätsprüfungen vorgenommen werden könne. 
Demgegenüber könne eine empirisch-deterministische Hypothese prinzipiell durch 
ein einziges widersprechendes Ereignis, welches nach Popper in Form eines soge-
nannten „Basissatzes“49 zu formulieren ist, widerlegt („falsifiziert“) werden.50 Dabei 
ist jedoch zu beachten, daß aufgrund der letztlich unüberbrückbaren Grenze  
zwischen Sprache und Realität solche falsifizierenden Basissätze nicht mit letzter  
Sicherheit als wahr, im Sinne einer Übereinstimmung des von dem Satz intendierten 
                                            
44 siehe hierzu Hutchison (1960) sowie Albert (1967b), insbesondere S. 331 ff. 
45 So bekennt sich beispielsweise Hoppe, als ein Anhänger der Österreichischen Schule, zur ratio-
nalistischen Erkenntnistheorie (Hoppe (1983)). Des weiteren sei hier auf die Ausführungen von 
Heuß über „Theorie und Methode“ hingewiesen (Heuß (1982), S. 11 ff.). 
46 So behauptet Popper in seinem Werk „Logik der Forschung“: „Das alte Wissensideal, das absolut 
gesicherte Wissen, hat sich als ein Idol erwiesen“ (Popper (1989), S. 225). 
47 Popper (1984 b), S. 13 
48 siehe hierzu Popper (1989), S. 225 sowie S. 452 
49 Das Wort „Basissatz“ ist hier gleichbedeutend mit dem Wort „Protokollsatz“. 
50 siehe hierzu Popper (1971), S. 39 
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Sachverhaltes mit der Realität51, nachgewiesen werden können.52 Popper weist da-
her daraufhin, daß Basissätze „durch Beschluß, durch Konvention anerkannt [wer-
den], sie sind Festsetzungen.“53 „Eine objektive Basis haben die Konventionen im 
Prinzip der intersubjektiv-expliziten und operationalen Sprache, in der überprüfbaren 
Leistung von forschungsmethodischen und -technischen Theorien, in der überprüfba-
ren Leistung von Theorien bei der Erklärung von Einzelphänomenen und der Lösung 
praktischer Probleme, d.h. letztlich in der von den Wissenschaftlern gemeinsam be-
jahten Verpflichtung auf das Prinzip des Realitätstests.“54 Zu den Ökonomen, die 
mit ihrer ausgeprägten experimentellen Forschung dem Realitätstest eine große Be-
deutung beimessen, sind u.a. Tversky und Kahneman zu zählen, die in zahlreichen 
Experimenten das tatsächliche Verhalten der Menschen analysiert haben.55 
 
Ausgehend von der Annahme der grundsätzlichen Fehlbarkeit (Fallibilität) des Wis-
sens sieht Popper den Erkenntnisfortschritt  
• zum einen darin, daß „erfahrungswissenschaftliche“56 Theorien, deren Gültigkeit 
bis zu einem bestimmten Zeitpunkt akzeptiert wurde, durch bessere57 substituiert 
werden, und  
• zum anderen in der Tatsache, daß „empirisch-wissenschaftliche“ Theorien syste-
matisch der Kritik ausgesetzt werden.58 Dadurch, so Popper, würden Wissen-
schaftler nicht nur dazu angehalten, gezielt nach Irrtümern zu suchen, sondern 
                                            
51 vgl. Brinkmann (1997), S. 19 
52 siehe hierzu auch die Erläuterungen bei Lenk (1975), S. 215, Patzig (1981), S. 39 ff., Küttner 
(1981), S. 77 ff. sowie Brinkmann (1997), S. 70 
53 Popper (1966), S. 71 
54 Prim/Tilmann (2000), S. 86 f.; insofern sollten potentielle Falsifikatoren (falsifizierende  
Basissätze) aus möglichst „gut bewährten“ Theorien – insbesondere Meßtheorien – folgen (siehe 
hierzu Popper (1966), S. 71); vgl. hierzu auch das insbesondere von Habermas sowie von  
Kamlah und Lorenz vertretene Konsensus-Konzept der Wahrheit, nach dem ein Satz dann als 
„wahr“ gilt, wenn er allgemein als „wahr“ akzeptiert wird (siehe hierzu Habermas (1973) sowie  
Kamlah/Lorenz (1973)). 
55 siehe hierzu u.a. Kahneman/Tversky (1971, 1972, 1973, 1979) 
56 Das von Popper verwandte Wort „erfahrungswissenschaftlich“ ist hier gleichbedeutend mit dem 
Wort „realwissenschaftlich“. 
57 Als besser bzw. „revolutionär“ bezeichnet Popper eine Theorie gegenüber einer anderen Theorie, 
wenn diese alle empirischen Phänomene erklären kann, welche auch die andere Theorie erklä-
ren konnte, und zudem diejenigen empirischen Phänomene erklären kann, welche zur  
Falsifikation der anderen Theorie geführt haben (siehe hierzu Popper (2001), S. 28). 
58 Insofern ist „Kritische Rationalität [...] nur in einer Gesellschaft praktizierbar, die Widerspruch 
ertragen kann und somit offen ist für Kritik, d.h. die freie Diskussionen institutionalisiert und ga-
rantiert, indem der Wettbewerb einzelner Wissenschaftler und wissenschaftlicher Richtungen 
nicht nur geduldet, sondern gefördert wird – etwa durch die Massenmedien, durch entsprechende 
Universitätssatzungen, durch finanzielle Förderung von Forschungsprogrammen, die ein kritische 
Durchleuchtung gesellschaftlicher Verhältnisse anstreben“ (Prim/Tilmann (2000), S. 10). 
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auch nach Theorien zu forschen, in denen offengelegte Widersprüche eliminiert 
werden.59 
 
Als empirisch-wissenschaftliche Theorie definiert Popper „ein problembezogenes 
System erfahrungswissenschaftlicher [empirischer] Sätze, das u.a. eine nicht-leere 
Menge von Allsätzen [Allaussagen] über die Elemente eines raum-zeitlich unbe-
schränkten (und damit potentiell unendlichen) Gegenstandsbereiches enthält“60. Mit 
anderen Worten: „Ein empirisch-wissenschaftliches System muß an der Erfahrung 
scheitern können.“61 Diejenigen Theorien bzw. Sätze, die nicht empirisch widerlegbar 
sind, sind aus Sicht des Kritischen Rationalismus der Metaphysik zuzuordnen. Ein 
metaphysischer Satz, wie beispielsweise: „Die Wirtschaftssubjekte maximieren ihren 
Nutzen“, weist keinen Informationsgehalt auf, da „die Klasse seiner Falsifikations-
möglichkeiten“62 leer bzw. die Summe der „potentiellen Falsifikatoren“63 gleich null 
ist. So kommt auch Herdzina zu der Schlußfolgerung: 
„Wenn die Nutzenfunktionen der Haushalte nicht präzise bekannt sind, dann können 
die Haushalte den Anweisungen der Theorie auch nicht folgen. Die Theorie kann 
dann auch ihrem Anspruch, reales Nachfrageverhalten zu erklären, nicht gerecht 
werden. Um diesen Mangel der Theorie zu beheben, ist in der Literatur verschiedent-
lich vorgeschlagen worden, von den tatsächlichen Kaufentscheidungen (den sog. 
bekundeten Präferenzen) auf die Indifferenzkurven bzw. die Nutzenfunktionen zu-
rückzuschließen.64 Dieses Verfahren ist aber mit logischen Mängeln behaftet.  
Erstens wird die Fragestellung der Nachfragetheorie damit auf den Kopf gestellt. Es 
soll ja nicht der Nutzen aus der Nachfrage hergeleitet werden, sondern umgekehrt 
die Nachfrage aus einem autonom definierbaren und meßbaren Nutzen.  
Zweitens ist bei jedem offenbarten Kaufakt gar nicht bekannt, ob der Haushalt dabei 
tatsächlich seinen Nutzen in einem rationalen Kalkül maximiert hat. Nur wenn dies 
                                            
59 Aus wissenschaftstheoretischer Sicht geht Popper in seiner Argumentation demnach insbesonde-
re auf den „Begründungszusammenhang“ von Wissenschaft ein, dem die Frage zugrunde liegt, 
ob die in den Hypothesen behaupteten Zusammenhänge mit den tatsächlichen Gegebenheiten in 
der sinnlich wahrnehmbaren Realität übereinstimmen (siehe hierzu auch Albert (1968), S. 35). 
Die Frage, die im Rahmen des „Entdeckungszusammenhangs“ von Wissenschaft diskutiert wird, 
wie Hypothesen und Theorien entstehen, ist für Popper von nachrangiger Bedeutung (siehe hier-
zu Popper (1971), S. 6 f.), da es aus logischen Gründen keine sichere Methode für die Entwick-
lung wahrer und informativer realwissenschaftlicher Theorien gebe. 
60 Popper (1989), S. 31 ff. 
61 Popper (1966), S. 15 
62 Popper (1971), S. 84 
63 Opp (1976), S. 173 
64 vgl. hierzu beispielsweise Varian (1995), S. 77 ff. 
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sicher wäre, könnte man auf die Lage der Grenznutzen bzw. der Indifferenzkurve 
zurückschließen. Wenn der Nutzen aber nicht eigenständig zu ermitteln ist, kann die 
Frage, ob der Haushalt ihn maximiert hat, auch nicht beantwortet werden. Wegen der 
Unmöglichkeit, den Nutzen autonom zu ermitteln bzw. den Grad der Bedürfnisbefrie-
digung interpersonell nachzuvollziehen, stellt die Nachfragetheorie eine empirisch 
nicht überprüfbare Theorie dar. Jede Änderung des Kaufverhaltens von Haushalten 
kann nach Maßgabe dieser Theorie als Folge einer Nutzenänderung interpretiert 
werden, wobei der Begriff „Nutzen“ aber eine leere Worthülse darstellt.”65 
 
Solche metaphysischen Theorien bzw. Sätze können auch als Ideologien bezeich-
net werden, da sie unwiderlegbar sind. 
 
In der Konzeption Poppers beruht wissenschaftlicher Fortschritt demnach auf einer 
der klassischen Erkenntnistheorie diametral entgegengesetzten Methode. Anstelle 
einer Sicherstellung bisheriger Erkenntnisse im Sinne einer Verifikation von Theorien 
wird wissenschaftlicher Fortschritt in einer Explizierung und Eliminierung von Schwä-
chen einer Theorie durch systematische Kritik (Falsifikationismus) gesehen.66 Die-
ses Prinzip des bewußten Lernens aus Fehlern ist der Grundgedanke der als „Kriti-
scher Rationalismus“67 bezeichneten Konzeption Poppers. Im Rahmen eines evolu-
torischen Wettbewerbs der (universellen) Theorie setzt sich nach der Vorstellung 
Poppers immer diejenige durch, die der „Wahrheit näher ist“68, das heißt, deren theo-
retisch formulierte Struktur derjenigen der Realität besser gerecht wird.69 Gemäß der 
Konzeption des Kritischen Rationalismus gilt demnach der allgemeine Leitsatz:  
                                            
65 Herdzina (2001), S. 82 
66 siehe hierzu Popper (1994), Kapitel 10 
67 siehe hierzu Popper (1987a), S. IX 
68 Zur besonderen Bedeutung des Aspekts der „Wahrheitsnähe“ siehe Popper (1984a), S. 57, Pop-
per (1994), S. 323 ff. sowie S. 332 f. sowie Popper (1997), S. 560 ff. 
69 Vgl. hierzu Popper (1984a), S. 252 ff. sowie S. 270 ff. und Meyer (1973), S. 463 f.; es ist in die-
sem Zusammenhang jedoch darauf hinzuweisen, daß die Realität durch die aus einer Theorie 
abgeleiteten und veröffentlichten Prognosen, im Sinne einer „self-fulfilling-prophecy“, beeinflußt 
werden kann (Merton spricht hier von einer „Eigendynamik gesellschaftlicher Voraussagen“ (Mer-
ton (1965), S. 144 ff.) und somit Prognosen respektive Theorien bestätigt bzw. widerlegt werden, 
die an sich falsch respektive zutreffend sind (siehe hierzu Popper (1987a), S. 11). In diesem Sin-
ne können sich Prognosen bzw. Theorien allein aufgrund der Tatsache, daß sie bekannt sind, 
bewähren. 
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„Je häufiger und strenger die Prüfungsversuche sind, je umfassender und ungehin-
derter sich Kritik entfalten kann, desto eher können wir auf bewährtes Wissen hof-
fen.“70 
 
Popper strebt mit seiner erkenntnistheoretischen Konzeption des Kritischen Rationa-
lismus die „Bewahrung der wissenschaftlichen Objektivität“71 an und wendet sich ge-
gen jegliche Form des Subjektivismus, den er u.a. im Idealismus, Instrumentalis-
mus, Pragmatismus, Psychologismus, Relativismus und Skeptizismus sieht.72 So 
schreibt beispielsweise Milton Friedman, als einer der bekanntesten Vertreter des 
Instrumentalismus: 
„Each occurance has some features peculiarly its own, not covered by explicit rules. 
The capacity to judge that these are or are not to be disregarded, that they should or 
should not affect what observable phenomena are to be identified with what entities 
in the model, is something that cannot be taught; it can be learned but only by expe-
rience and exposure in the „right“ scientific atmosphere, not by rote. It is at this 
point that the „amateur“ is separated from the „professional“ in all sciences and that 
the thin line is drawn which distinguishes the „crackpot“ from the scientist.“73 
 
Der hier dargestellte Falsifikationismus im Sinne Poppers wurde von einigen Autoren 
„weiterentwickelt“ sowie kritisiert. So hat beispielsweise Lakatos dem „methodologi-
schen“ Falsifikationismus von Popper einen „raffinierten“ Falsifikationismus ge-
genübergestellt, um insbesondere den Falsifikationismus mit der Wissenschaftsge-
schichte in Einklang zu bringen.74 „Für den raffinierten Falsifikationisten ist eine wis-
senschaftliche Theorie T falsifiziert dann, und nur dann, wenn eine andere Theorie T’ 
mit den folgenden Merkmalen vorgeschlagen wurde:  
- T’ besitzt einen Gehaltsüberschuß im Vergleich zu T, d.h. T’ sagt neuartige Tat-
sachen voraus, die im Lichte von T nicht wahrscheinlich, ja verboten waren, 
                                            
70 Prim/Tilmann (2000), S. 10; siehe hierzu auch Popper (1969), S. 112 ff. sowie Prim/Tilmann 
(2000), S. 88 
71 Nach Popper sind wissenschaftliche Aussagen insbesondere dann als „objektiv“ anzusehen, 
wenn sie „intersubjektiv nachprüfbar“ (Popper (1989), S. 18) und somit kritisierbar sind. Die „Ob-
jektivität“ der Wissenschaft bezieht sich demnach gemäß Popper auf die Methode wissenschaftli-
chen Vorgehens. 
72 siehe hierzu Popper (1974), S. 51 ff., Popper (1984a), Kapitel 2 und 8, Popper (1987b), S. 35 ff. 
sowie Popper (1992a), S. 460 ff. 
73 Friedman (1953), S. 25 
74 siehe hierzu Lakatos (1974) 
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- T’ erklärt den früheren Erfolg von T, d.h. der ganze nicht-widerlegte Gehalt von T 
ist (innerhalb der Grenzen des Beobachtungsirrtums) im Gehalt von T’ enthalten; 
und 
- ein Teil des Gehaltsüberschusses von T’ ist bewährt.“75 
Lakatos schränkt damit gegenüber Popper die Falsifikationsmöglichkeiten von real-
wissenschaftlichen Theorien erheblich ein. Gleichzeitig erweitert er den Kreis „akzep-
tabler“ realwissenschaftlicher Theorien, indem er unterstellt, daß realwissenschaftli-
che Theorien immer in ein „Forschungsprogramm“ eingebettet seien. Dieses besteht 
nach seiner Vorstellung aus Regeln, die Forschungswege beschreiben, die zu ver-
meiden (negative Heuristiken) und zu gehen sind (positive Heuristiken). Die negati-
ven Heuristiken des jeweiligen Programms definieren einen „harten Kern“ an Hypo-
thesen und verbieten, diesen zu falsifizieren. Lediglich die als ein „Schutzgürtel“ um 
den „harten Kern“ angelegten Hypothesen können nach Lakatos‘ Auffassung falsifi-
ziert und ersetzt werden.  
 
Der „raffinierte Falsifikationismus“ von Lakatos wird hier aus zwei Gründen abge-
lehnt. Zum einen ist in dieser Arbeit die von Lakatos angestrebte Harmonisierung von 
Falsifikationismus und Wissenschaftsgeschichte nicht von Interesse. Zum anderen 
sind die von Lakatos aufgestellten Falsifikationskriterien aus Gründen der Logik nicht 
haltbar, denn die Falsifikation einer Theorie ist logisch unabhängig von der Tatsache, 
ob es eine andere, „bessere“ Theorie gibt oder nicht. Zudem beinhaltet der von  
Lakatos postulierte „harte Kern“ die Gefahr, daß realwissenschaftliche Theorien vor 
einer Falsifikation geschützt werden. Dies kann zur Folge haben, daß wissenschaftli-
cher Forschritt systematisch unterbunden bzw. eine „objektive Erklärung“ realer Phä-
nomene verhindert wird.  
 
Aufgrund der Gefahr, daß realwissenschaftliche Theorien systematisch vor einer Fal-
sifikation geschützt werden und somit ein Erkenntnisfortschritt unterbunden wird, 
werden auch die folgenden zwei wissenschaftstheoretischen Ansätze verworfen: 
− Kuhns Beschreibung des Wissenschaftsprozesses, nach der der Prozeß der 
„normalen“ Wissenschaft auf der Annahme eines „Paradigmas“ basiere, das 
                                            
75 Lakatos (1982), S. 33 
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nicht aufgrund widersprechender Protokollsätze, sondern nur in einer wissen-
schaftlichen „Revolution“ durch ein anderes Paradigma ersetzt werden könne.76 
− Stegmüllers Strukturalismus77, gemäß dem der Prozeß der „normalen“ Wissen-
schaft darin bestehe, den nicht zu falsifizierenden (bzw. nach Stegmüller nicht-
falsifizierbaren, da „begrifflichen“78 und nicht „aussageartigen“79) „Strukturkern“ 
einer bestimmten Theorie über die ursprüngliche Beispielmenge hinaus auf immer 
neue Anwendungen auszudehnen80.81 
2.2.3 Der Instrumentalismus von Milton Friedman 
Die Vertreter des Instrumentalismus betrachten realwissenschaftliche Theorien 
nicht in erster Linie als ein axiomatisch-deduktives System zur Erklärung realer Phä-
nomene, sondern eher als formale „Instrumente“ für die Deduktion von Prognosen. 
Als ein führender Vertreter einer „instrumentalistischen“ Methodologie in den Wirt-
schaftswissenschaften gilt Milton Friedman82, der seine Position in seinem im Jahre 
1953 veröffentlichten Aufsatz „The Methodology of Positive Economics“ darlegt.83 
Das Motiv für seine Veröffentlichung lieferte der vorangegangene Versuch von Hall 
und Hitch, die „Falschheit“ der in der Neoklassischen Unternehmenstheorie verwand-
ten Prämissen durch eine Befragung von Unternehmen zu belegen.84 Friedman kriti-
siert derartige Bestrebungen, die Güte von Theorien nach der Realitätsnähe ihrer 
Annahmen zu beurteilen, und hält vielmehr ihre jeweiligen Folgerungen für den an-
                                            
76 siehe hierzu Kuhn (1978) 
77 Siehe hierzu Stegmüller (1985), S. 42 ff.; der Strukturalismus geht auf die Arbeiten von Sneed 
zurück (siehe hierzu Sneed (1971)) und kann als eine Rekonstruktion von Kuhns „Theorie  
wissenschaftlicher Revolutionen“ (siehe hierzu Kuhn (1978)) angesehen werden. 
78 In diesem Zusammenhang stellt sich jedoch die Frage, ob der strukturalistische Theoriebegriff 
der Intention der Schöpfer realwissenschaftlicher Theorien entspricht, da diese ihre Kreation im 
allgemeinen nicht nur als Begriffssystem mit einigen Anwendungsbeispielen, sondern meist als 
generelle Behauptungen über die Elemente eines raum-zeitlich beschränkten oder unbeschränk-
ten realen Gegenstandsbereiches ansehen (siehe hierzu Gadenne (1984), S. 154 ff.). Dennoch 
ist die Rezeption des Strukturalismus in den Wirtschaftswissenschaften bereits im Gange (siehe 
hierzu Haslinger (1983)). 
79 Nach der Auffassung von Brinkmann wird jedoch auch der „Strukturkern“ von Stegmüllern von 
den Allaussagen der betreffenden Theorie gebildet, so daß auch der „Strukturkern“ – sofern er 
sich aus empirischen Aussagen zusammensetzt – falsifizierbar ist (siehe hierzu Brinkmann 
(1997), S. 6, S. 100 und S. 102). 
80 Mißlingt dies bei einer bestimmten Anwendung in dem Sinne, daß eine aus dem Strukturkern 
abgeleitete Behauptung über die Wirklichkeit als falsch einzustufen ist, ist jene Behauptung nicht 
zu den intendierten Anwendungen dieser Theorie zu zählen. Die Theorie gilt jedoch keinesfalls 
als „falsifiziert“. 
81 siehe hierzu Stegmüller (1973) 
82 siehe hierzu Wong (1973), S. 314 ff., Boland (1979), S. 506 ff. sowie Frazer/Boland (1983), S. 
129 ff. 
83 siehe hierzu Friedman (1953), S. 3 ff. 
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gemessenen Maßstab.85 Gemäß Friedman sind die wichtigsten Kriterien für die Beur-
teilung realwissenschaftlicher Theorien „Präzision“, „Reichweite“ sowie eine im Rah-
men prognostischer Tests zu überprüfende „Übereinstimmung deduzierter Progno-
sen mit der Erfahrung“.86 Friedman schreibt:  
„[...] the only relevant test of the validity of a hypothesis is comparison of its  
predictions with experience.“87 
 
Nach Auffassung von Milton Friedman müssen die Annahmen realwissenschaftlicher 
Modelle, um wichtig zu sein, sogar der Realität widersprechen: 
„[...] to be important [...] a hypothesis must be descriptively false in its  
assumptions.“88 
 
Zur Verteidigung des von den Neoklassikern postulierten streng-rationalen Verhal-
tens der Wirtschaftssubjekte stellte Milton Friedman zudem die Hypothese einer  
„ökonomischen natürlichen Auslese“ auf, gemäß derer beispielsweise nur diejeni-
gen Unternehmen am Markt bestehen und expandieren würden, die so handelten, 
als ob („F-Twist“89) sie mit dem Ziel der Gewinnmaximierung entschieden hätten, 
während Unternehmen, die hiervon abweichen, in einem „process of ,natural  
selection‘“90 aus dem Markt ausscheiden müßten. Winter entgegnete dieser Hypo-
these jedoch bereits 1964 mit dem Hinweis, daß sich die (Quasi-) Maximierung unter 
realistischen Voraussetzungen, wie etwa durch die Berücksichtigung institutionel-
ler Bedingungen sowie sich kontinuierlich ändernder Umweltbedingungen, nicht 
grundsätzlich als die überlegene Eigenschaft erweisen müsse. Auf längere Sicht sei 
es vielmehr möglich, daß sowohl optimierendes als auch ein davon abweichendes 
Verhalten parallel im Wettbewerbsprozeß existiere.91 Ebenso wiesen Tversky und 
Kahneman darauf hin, daß dem Lernen einer gewinnmaximierenden Verhaltenswei-
se enge Grenzen gesetzt sind, denn „effective learning takes place only under cer-
tain conditions: it requires accurate and immediate feedback about the relations bet-
                                                                                                                                        
84 siehe hierzu Hall/Hitch (1939), S. 12 ff. 
85 vgl. hierzu Friedman (1953), S. 25 ff. 
86 zur kontroversen Diskussion der methodologischen Vorstellungen Friedmans siehe Samuelson 
(1963), Fleischmann (1966), S. 102 ff., Meyer (1977), Boland (1979), Tietzel (1981) sowie  
Gebauer (1985) 
87 Friedman (1953), S. 8 f. 
88 Friedman (1953), S. 14 
89 Friedman (1953), S. 40 
90 Friedman (1953), S. 22 
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ween the situational conditions and the appropriate response. The necessary feed-
back is often lacking for the decision made by managers, entrepreneurs, and politi-
cians because (i) outcomes are commonly delayed and not easily attributed to a par-
ticular action; (ii) variability in the environment degrades the reliability of the feed-
back, especially where outcomes of low probability are involved; (iii) there is often no 
information about what outcome would have been if another decision had been 
taken; and (iv) most important decisions are unique and therefore provide little oppor-
tunity for learning”92. 
2.3 Wissenschaftstheoretische Position der vorliegenden Arbeit 
Die vorangehenden Ausführungen haben deutlich gemacht, daß es gegen jedes me-
thodologische Programm der Wissenschaftslehre mehr oder weniger schwerwiegen-
de Einwände gibt. Der Verifikationismus – empirischer oder rationalistischer Prä-
gung – führt unweigerlich in das Trilemma von infinitem Begründungsregreß, Be-
gründungszirkel und Dogmatismus. Der empiristische Verifikationismus ist geprägt 
vom bedingungslosen Beharren auf der Unzweifelbarkeit von Beobachtungs- respek-
tive Protokollaussagen und fördert zudem die Anhäufung unzusammenhängender, 
empirischer Hypothesen von geringem Informationsgehalt. Der rationalistische Verifi-
kationismus behindert demgegenüber den erfahrungswissenschaftlichen Fortschritt, 
indem er die Entwicklung nicht-empirischer Theorien und das dogmatische Festhal-
ten an bestimmten Theorien begünstigt.  
 
Die wissenschaftstheoretische Position des Instrumentalismus wird hier insbeson-
dere aus den folgenden vier Gründen abgelehnt: 
• Der Instrumentalismus erlaubt keine Unterscheidung zwischen „empirisch-
wissenschaftlichen“ und „metaphysischen“ Theorien. In der Konsequenz kann je-
de beliebige Theorie „wissenschaftlich“ genannt werden, so daß der Begriff „Wis-
senschaft“ an sich überflüssig wird. So kommt Albert zu der Schlußfolgerung, 
daß die Argumentation von Milton Friedman „ein Freibrief für beliebige Theorien 
[ist], einen Ausleseprozeß durch Widerlegungsversuche gibt es hier nicht mehr. 
Die Position Friedmans ist deshalb nicht zu halten.“93 
                                                                                                                                        
91 vgl. hierzu Winter (1964), S. 225 ff., Winter (1971), S. 237 ff. sowie Winter (1975), S. 73 ff. 
92 Tversky/Kahneman (1986), S. 274 
93 Albert (1971), S. 280 
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• Gemäß den Gesetzen der Logik können aus einem (teilweise) falsifizierten 
Explanans nur zufällig bewährte Aussagen deduziert werden. So schreibt Czay-
ka: 
„Je unrealistischer [...] die Modell-Postulate einer Theorie sind, um so schwieriger 
wird es sein, zumindest approximativ geeignete Anwendungssituationen für diese 
Theorie zu finden oder herzustellen. Für extrem „idealtypische“ Theorien – wie 
etwa die Theorie der Preisbildung bei vollkommener Konkurrenz – wird es also 
nur sehr wenige oder überhaupt keine Anwendungssituationen geben. [...] Wer-
den sie dennoch für die Deduktion von Prognosen verwendet, so werden die da-
zu benötigten singulären Sätze einer Modell-Spezifizierung normalerweise falsch 
sein. Die Konsequenzen sind dann dieselben wie bei der Verwendung falscher 
Theorien: Prognostischer Erfolg ist dem Zufall zuzuschreiben. Einer der wichtigs-
ten Einwände gegen die FRIEDMANsche Methodologie [...] ist also das logische 
Argument, daß aus falschen Sätzen Beliebiges folgt und daß infolgedessen  
prognostische Erfolge mit falschen Theorien, falschen Modellen, falschen Modell-
Spezifizierungen oder falschen Antecedens-Sätzen als rein zufällig betrachtet 
werden müssen. Dieses Argument kann jedoch nur deswegen gegen die 
FRIEDMANsche Methodologie ins Feld geführt werden, weil FRIEDMAN die 
Prädikate „wahr“ und „falsch“ im Zusammenhang mit erfahrungswissenschaftli-
chen Theorien immer noch verwendet. Seine Methodologie ist nicht streng in-
strumentalistisch, sondern eine Mixtur aus instrumentalistischen, falsifikationisti-
schen und empiristischen Elementen. Tendenziell instrumentalistisch ist die Be-
hauptung der Irrelevanz der Wahrheitsfrage, falsifikationistisch ist die Rede von 
prognostischer „Prüfung“ einer Theorie und empiristisch ist die induktivistische In-
terpretation von Prognose-Erfolgen.“94 
 
• Die Feststellung von Milton Friedman, „[...] to be important [...] a hypothesis must 
be descriptively false in its assumptions“95, hat insbesondere zur Konsequenz, 
daß die von den Instrumentalisten aufgestellten Prognosemodelle kaum einen 
Erklärungs- respektive Erkenntnisbeitrag – im Sinne einer vom Bewußtsein 
                                            
94 Czayka (2000), S. 146 
95 Friedman (1953), S. 14 
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der Wahrheit begleiteten Einsicht in einen Sachverhalt96 – liefern können. So 
weist Frank daraufhin: 
„Die Annahmen geben [...] dem Leser keine neue Kenntnis der Strukturzusam-
menhänge der Sachverhalte – und sollen dies auch nicht tun. Bei oberflächlicher 
Betrachtung könnte man allerdings aus der Tatsache, daß die abgeleiteten  
Prognosen richtig sind, auch auf die „Güte“ oder „Richtigkeit“ der vorgebrachten 
Regel (Als-ob-Hypothese) und damit ihre Fähigkeit schließen, der Erklärung zu 
dienen. Aber bezeichnenderweise sind die Prognosen, die Friedman aufstellt, 
nichts anderes als Beschreibungen von Sachverhalten, die wir schon kennen. 
Das kann selbstverständlich nicht anders sein, insoweit sie zeigen sollen, daß die 
„Als-ob-Annahmen“ richtige Prognosen abzuleiten erlauben. Wesentlich er-
scheint dabei jedoch die Tatsache, daß unser Wissen durch „Theorien“ à la 
Friedman nicht erweitert wird. Es spricht daher viel dafür, zu sagen, daß „expla-
nation requires something „more than“ predicition; [...] wheras an understanding 
of a phenomenon often enables us to forecast it, the ability to forecast it does not 
constitute an understanding of a phenomenon.“97“98 
• Der Instrumentalismus begünstigt die Anwendung von „Immunisierungsstrate-
gien“, welche sich beispielsweise in 
- einer vollständigen Tautologisierung von Beobachtungsaussagen, 
- der Ableitung ausschließlich partikulärer Aussagen oder von Aussagen mit 
gemischten Quantoren, 
- der Formulierung nicht-empirischer Aussagen, 
- dem Treffen von Beobachtungsaussagen über leere Mengen oder 
- der Verwendung unspezifizierter ceteris-paribus-Klauseln99 zeigt. 
Durch den Einsatz von Immunisierungsstrategien können Theorien vor jeglicher 
Falsifikation geschützt und somit Ideologien geschaffen werden.100 Für die ver-
schiedenen Arten der bewußten oder auch unbewußten Immunisierung ökono-
mischer Modelle gegen Falsifikation wurde von Hans Albert auch der Ausdruck 
„Modell-Platonismus“ geprägt.101 Die Anwendung von Immunisierungsstrate-
gien kann zudem die Erlangung eines Erkenntnisfortschritts, der gemäß Popper 
                                            
96 vgl. Poser (2001), S. 21 f. 
97 Scriven (1962), S. 177 
98 Frank (1976), S. 86 
99 siehe hierzu Brinkmann (1997), S. 104 ff.  
100 siehe hierzu Bloor/Bloor (1993), Tietzel (1988) sowie Albert (1967), S. 114 f. 
101 siehe hierzu Albert (1967), S. 331 ff. 
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im wesentlichen durch eine systematische Suche nach Irrtümern ausgelöst wird, 
inhibieren. 
 
Vor diesem Hintergrund scheint der gemäß dem Falsifikationismus von Popper zu 
stellende Anspruch an realwissenschaftliche Theorien, welcher anhand der in Ab-
schnitt 2.1 aufgeführten vier Bedingungen des Hempel-Oppenheim-Schemas konkre-
tisiert worden ist, eine möglichst objektive Erklärung realer Phänomene am besten 
gewährleisten zu können. 
 
 
3 Entwicklung eines Unternehmensmodells 
 24
3 Entwicklung eines Unternehmensmodells 
Im folgenden wird ein „Unternehmensmodell“102 entwickelt bzw. definiert, auf dessen 
Basis im weiteren Verlauf dieser Arbeit die branchenspezifischen Auswirkungen exoge-
ner Schocks auf den Unternehmenserfolg zu analysieren sind. Da hier die Auffassung 
von Brinkmann geteilt wird, daß „das gesamtwirtschaftliche [und damit auch das bran-
chenspezifische] Verhalten das Verhalten von Individuen ist“103 und zudem „die Makro-
ökonomik [...] per definitionem einzelwirtschaftliches Verhalten und dessen Ergebnisse 
[...] nicht behandeln und nicht erklären kann“104, wird das Unternehmensmodell mikro-
ökonomisch aufgebaut. 
3.1 Das Unternehmen und seine Einflußfaktoren 
Unter Einflußfaktoren eines Unternehmens werden in dieser Arbeit all diejenigen Fak-
toren105 verstanden, welche sich auf die finanzielle Entwicklung eines Unternehmens 
auswirken. Zu unterscheiden sind unternehmensexterne und unternehmensinterne Fak-
toren. 
 
Als unternehmensextern gelten diejenigen Faktoren, die von dem Unternehmen – 
gemäß dem zugrundeliegenden (Unternehmens-) Modell und dessen Annahmen106 – 
nicht beeinflußt werden können und von keiner anderen, vom Unternehmen beeinfluß-
baren Größe107 des Unternehmensmodells abhängen.108 Es handelt sich somit um für 
das Unternehmen „handlungsexogene“ Modellgrößen. Dementsprechend sind alle 
Faktoren, die von dem Unternehmen unmittelbar beeinflußt werden können oder deren 
Entwicklung von anderen, vom Unternehmen zu beeinflussenden Modellgrößen ab-
                                            
102 zur Definition des Begriffs „Unternehmensmodell“ siehe Abschnitt 3.1 
103 Brinkmann (1997), S. 162 
104 Brinkmann (1997), S. 162 
105 aus dem lateinischen factor: „Schöpfer/Urheber/jemand, der etwas tut“ 
106 Nach Gleißner ist es „nahezu nicht beweisbar [...], welche Variable noch „akzeptabel exogen“ [bzw. 
als unternehmensextern zu betrachten] ist“ (Gleißner (1999), S. 265), so daß die Festlegung unter-
nehmensexterner Faktoren in den Modellannahmen „nie völlig objektiv sein [kann]“ (Gleißner (1999), 
S. 265). 
107 Unter einer „Größe“ ist hier eine Modellvariable bzw. eine reelle Zahl als Ausprägung einer Modellva-
riablen zu verstehen. 
108 Die unternehmensexternen Faktoren stimmen insofern mit den in Abschnitt 3.3.1 beschriebenen 
„exogenen Störgrößen“ des Sozialökonomischen Grundmodells von Gleißner überein, deren Variati-
on im Zeitablauf als „exogener Schock“ bezeichnet wird. Die unternehmensexternen Faktoren sind 
dann nach Gleißner als „partiell exogen“ zu bezeichnen (siehe hierzu Gleißner (1999), S. 259). 
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hängt, als unternehmensinterne Faktoren bzw. „handlungsendogene“ Modellgrößen 
zu bezeichnen.  
 
Ein Unternehmensmodell ist definiert als die Summe aller quantitativen Verknüpfun-
gen der Modellgrößen. 
3.2 Mögliche Definitionen des Unternehmenserfolges 
Um die Auswirkungen exogener Schocks auf den Unternehmenserfolg analysieren zu 
können, bedarf es einer operationellen Definition des Begriffs „Unternehmenserfolg“. 
Gemäß Schierenbeck gibt es in der Betriebswirtschaftslehre mehrere Erfolgsdefinitio-
nen, die sich dadurch unterscheiden, „welche Erträge und Aufwendungen (Kosten) im 
Einzelfall einander gegenübergestellt werden.“109 Zur Beurteilung des Unternehmenser-
folges kann somit u.a. das Ergebnis der gewöhnlichen Geschäftstätigkeit, der Jahresü-
berschuß (Gewinn), der Netto Cash Flow oder auch der Free Cash Flow herangezogen 
werden.110 
 
Vor dem Hintergrund des in den letzten Jahren verstärkt diskutierten Ansatzes einer 
wertorientierten Unternehmenssteuerung wurde an den gewinnorientierten Erfolgs-
kennzahlen, wie beispielsweise dem Ergebnis der gewöhnlichen Geschäftstätigkeit oder 
dem Jahresüberschuß, hinsichtlich ihrer Aussagefähigkeit Kritik geübt.111 So weist Rap-
paport u.a. darauf hin, daß der „Buchgewinn“ u.a. durch die Wahl unterschiedlicher Ver-
fahren zur Bewertung von Lagerbeständen sowie durch verschiedene Abschreibungs-
verfahren beeinflußt werden kann. Insbesondere in den Abschreibungen sieht Rappa-
port einen Grund dafür, daß der Buchgewinn nicht als Erfolgsindikator herangezogen 
werden kann, da seiner Meinung nach keine zuverlässige Entscheidungsbasis dafür 
existiere, warum Vermögensbestandteilen während ihrer Nutzungsdauer Kosten nach 
der einen oder andere Abschreibungsmethode zuzuordnen sind.112  
 
Aufgrund der von Rappaport geäußerten Kritik an den gewinnorientierten Erfolgskenn-
zahlen könnte im weiteren Verlauf dieser Arbeit der in einer Periode erwirtschaftete 
                                            
109 Schierenbeck, H. (1998), S. 62  
110 siehe hierzu u.a. Schierenbeck/Lister (2001), S. 181 ff., Perridon/Steiner (1995), S. 511 ff. sowie 
Wöhe (1996), S. 47 ff. 
111 siehe hierzu u.a. Rappaport (1999), S. 15 ff. sowie Copeland/Koller/Murrin (1993), 96 ff. 
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Cash Flow, genauer gesagt der Netto Cash Flow vor Steuern, als Maßstab für den 
Unternehmenserfolg dienen. Die zu erwartende, zukünftige Entwicklung sowie die damit 
verbundene Risikosituation113 eines Unternehmens, die sich beispielsweise bei der Er-
mittlung des Unternehmenswertes gemäß der Discounted Cash Flow-Methode in dem 
anzusetzenden Diskontierungszinssatz niederschlägt114, würde folglich bei der Beurtei-
lung des Unternehmenserfolges nicht berücksichtigt. 
 
Nach Schierenbeck ist der Netto Cash Flow vor Steuern wie folgt definiert:115 
Gleichung 1 Ermittlung des Netto Cash Flows vor Steuern nach der indirekten Methode 




+ Erhöhung der langfristigen Rückstellungen 
– Verminderung der langfristigen Rückstellungen 
= Netto Cash Flow vor Steuern 
 
Der Netto Cash Flow vor Steuern gibt somit den aus der laufenden Geschäftstätigkeit 
resultierenden Finanzmittelüberschuß an, der dem Unternehmen für Steuerzahlungen, 
Investitionsausgaben, Tilgungszahlungen und Gewinnausschüttungen zur Verfügung 
steht. Dabei wird unterstellt, daß alle Erträge einzahlungswirksam und alle Aufwendun-
gen, bis auf die Abschreibungen und die Zuführungen zu den Rückstellungen, auszah-
lungswirksam sind.116 
 
Je nachdem, ob das Gesamtkosten- oder Umsatzkostenverfahren zur Anwendung 
kommt, ergibt sich gemäß § 275 HGB der zur Berechnung des Netto Cash Flows erfor-
derliche Jahresüberschuß bzw. -fehlbetrag wie folgt: 
                                                                                                                                             
112 siehe Rappaport (1999), S. 17 
113 Unter Risiko wird hier die Möglichkeit bzw. Wahrscheinlichkeit einer Abweichung vom geplanten 
Unternehmenserfolg verstanden, wie beispielsweise von dem für eine bestimmte Periode geplanten 
Gewinn. Je größer die z.B. anhand der Standardabweichung gemessene, zu erwartende Streuung 
des zukünftigen (periodenspezifischen) Gewinns ist, desto größer ist demnach das Risiko. 
114 Zur methodischen Vorgehensweise bei der Ermittlung risikoadjustierter Eigenkapitalkostensätze im 
Rahmen von Unternehmensbewertungen siehe u.a. Günther (1997), S. 160 ff., Gleißner/Meier 
(2001), S. 53 ff, Baetge/Niemeyer/Kümmel (2001), S. 286 ff., Eidel (2000), S. 286 ff. sowie  
Schierenbeck/Lister (2001), S. 92 ff. 
115 Schierenbeck/Lister (2001), S. 182; vgl. hierzu ferner Perriodon/Steiner (1995), S, 517 ff. sowie  
Wedell (1998), S. 244 f. 
116 vgl. Wöhe (1996), S. 804 f. 
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Gleichung 2 Ermittlung des Jahresüberschusses bzw. -fehlbetrages gemäß § 275 HGB 
Gesamtkostenverfahren  Umsatzkostenverfahren 
1. Umsatzerlöse 
+ 2. Erhöhung oder Verminderung des Bestands  
an fertigen und unfertigen Erzeugnissen 
+ 3. Andere aktivierte Eigenleistungen 
+ 4. Sonstige betriebliche Erträge 
– 5. Materialaufwand 
– 6. Personalaufwand 
– 7. Abschreibungen 
– 8. Sonstige betriebliche Aufwendungen 
+ 9. Erträge aus Beteiligungen 
+ 10. Erträge aus anderen Wertpapieren und  
Ausleihungen des Finanzanlagevermögens 
+ 11. Zinsen und ähnliche Erträge 
– 12. Abschreibungen auf Finanzanlagen und  
auf Wertpapiere des Umlaufvermögens 
– 13. Zinsen und ähnliche Aufwendungen 
= 14. Ergebnis der gewöhnlichen Geschäftstätigkeit 
 
+ außerordentliche Erträge 
– außerordentliche Aufwendungen 
= Jahresüberschuß / Jahresfehlbetrag vor Steuern 
– Steuern vom Einkommen und vom Ertrag 
– sonstige Steuern 
= Jahresüberschuß / Jahresfehlbetrag 
 
Problematisch an der Verwendung des Netto Cash Flow vor Steuern ist jedoch die Tat-
sache, daß der zur Leistungserstellung erforderliche Kapitaleinsatz des jeweiligen Un-
ternehmens nicht hinreichend berücksichtigt wird. Dies wäre lediglich dann der Fall, 
wenn der Unternehmenserfolg anhand des Free Cash Flows gemessen würde, d.h. 
anhand des um die Investitionen in das Anlage- und Umlaufvermögen bereinigten Brut-
to Cash Flows. Der Free Cash Flow berechnet sich demnach wie folgt:117 
Gleichung 3 Ermittlung des Free Cash Flows 
 Netto Cash Flow vor Steuern 
+ Zinsaufwand 
– Steuern 
= Brutto Cash Flow 
– Anlageinvestitionen 
– Veränderung des Umlaufvermögens 
= Free Cash Flow 
 
Da jedoch die Ermittlung des Unternehmenserfolges anhand des Free Cash Flows – 
insbesondere bei einer späteren Analyse der Wirkungshypothesen vor dem Hintergrund 
ausgewählter Modelle der Industrieökonomik – zu einer erheblichen Erhöhung des (ma-
thematischen) Komplexitätsgrades des Unternehmensmodells führen würde118, wird im 
                                            
117 siehe hierzu Schierenbeck/Lister (2001), S. 182, Gleißner (2000), S. 28 sowie Gleißner (2001), S. 70 
118 So wären sowohl die Investitionen in das Anlage- als auch in das Umlaufvermögen in Abhängigkeit 
von der Absatzmengenentwicklung zu modellieren, wobei das Umlaufvermögen über die Vorrats-
1. Umsatzerlöse 
– 2. Herstellungskosten der zur Erzielung der  
Umsatzerlöse erbrachten Leistungen 
= 3. Bruttoergebnis vom Umsatz 
– 4. Vertriebskosten 
– 5. Allgemeine Verwaltungskosten 
+ 6. Sonstige betriebliche Erträge 
– 7. Sonstige betriebliche Aufwendungen 
+ 8. Erträge aus Beteiligungen 
+ 9. Erträge aus anderen Wertpapieren und  
Ausleihungen des Finanzanlagevermögens 
+ 10. Zinsen und ähnliche Erträge 
– 11. Abschreibungen auf Finanzanlagen und auf  
Wertpapiere des Umlaufvermögens 
– 12.  Zinsen und ähnliche Aufwendungen 
= 13. Ergebnis der gewöhnlichen Geschäftstätigkeit
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weiteren Verlauf der Arbeit die Entwicklung des Unternehmenserfolges anhand des in 
Gleichung 2 definierten Jahresüberschusses respektive Jahresfehlbetrages vor Steu-
ern gemessen. Dieser hat gegenüber dem Netto Cash Flow vor Steuern den Vorteil, 
daß er über die Abschreibungen den zur Leistungserstellung erforderlichen Kapitalein-
satz berücksichtigt, auch wenn diese eventuell durch bilanzpolitische Maßnahmen „ma-
nipuliert“119 werden können. 
3.3 Das Unternehmensmodell 
Das im folgenden dargestellte Unternehmensmodell beschreibt die zur Ermittlung des 
Erfolges eines repräsentativen Unternehmens erforderlichen Finanz- und Leistungspro-
zesse. Das Unternehmensmodell basiert auf dem Sozialökonomischen „Grundmodell“ 
von Gleißner, daß aus exogenen Variablen (exogene Störgrößen) sowie Instrument- 
und Zielvariablen120 besteht.121 
Abbildung 1 Gleißners Sozialökonomisches „Grundmodell“ zur Abbildung einer heuristi-











Gemäß obiger Abbildung sind die von den Individuen unmittelbar zu beeinflussenden 
Instrumentvariablen (I) in der Struktur eines Wirkungsdreiecks von den empirisch zu 
                                                                                                                                             
entwicklung auch von der Preisentwicklung abhängig sein kann. Entsprechende Probleme können 
sich auch bei der Verwendung von Rendite-Kennziffern, wie beispielsweise der Umsatz- oder Ge-
samtkapitalrendite, ergeben. 
119 siehe hierzu Pfleger (1999), S. 40 ff. sowie Enzweiler (1999), S. 158 f. 
120 Unter dem Begriff „Zielvariablen“ werden auch möglicherweise handlungsbestimmende Zwischen-
ziel- oder Indikatorvariablen subsummiert, wobei Interdependenzen zwischen verschiedenen Zielva-
riablen aus der Menge Z möglich sind. 
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bestimmenden Heuristiken bzw. Reaktionsfunktionen (h1 und h2) abhängig, welche 
die Reaktion der Individuen auf Änderungen der exogenen122 Störgrößen (X) bzw. der 
Zielvariablen (Z) (funktional) beschreiben. Die ebenfalls empirisch zu bestimmenden 
Wirkungsfunktionen (z1 und z2) geben an, wie die ökonomischen Zielvariablen durch 
die Instrumentvariablen und exogenen Störgrößen beeinflußt werden. Dabei geht 
Gleißner von der Existenz linearer, im Zeitablauf konstanter Heuristiken sowie Wir-
kungsfunktionen aus.123 
 
Entsprechend dem in Abbildung 1 dargestellten Grundmodell können sich exogene Va-
riablen zum einen direkt (Wirkungsfunktion z2), als auch über die Instrumentvariablen 
indirekt (Reaktionsfunktion h1 sowie Wirkungsfunktion z1) auf die Zielvariablen auswir-
ken. Für die Beantwortung der dieser Arbeit zugrundeliegenden Fragestellung reicht es 
dabei aus, die sich aus der direkten sowie indirekten Wirkung exogener Schocks (e-
xogener Variablen) ergebende Gesamtwirkung auf die Entwicklung des branchenspezi-
fischen Unternehmenserfolges (der Zielvariablen) empirisch zu untersuchen. Hierzu 
ist zunächst das allgemeine Unternehmensmodell zu spezifizieren. 
3.3.1 Aufbau des Unternehmensmodells 
Das Unternehmensmodell läßt sich im Hinblick auf das Sozialökonomische Grundmo-
dell von Gleißner wie folgt operationalisieren:124 
                                            
122 Aufgrund der kausalen Abhängigkeitsstruktur eines Wirkungsdreiecks bedeutet „exogen“ in diesem 
Modell zumindest, daß die Variablen aus X (idealerweise) nicht von Variablen aus I oder aus Z kau-
sal abhängig sind. Zwischen den einzelnen Variablen aus X kann es jedoch kausale Abhängigkeiten 
geben. 
123 siehe hierzu Gleißner (1999), S. 232 ff. 
124 Die Reaktionsfunktionen werden hier in Form von deterministischen Hypothesen respektive Glei-
chungen formuliert, da ihr Informationsgehalt recht gering ist und ihre Gültigkeit in Kapitel 7 anhand 
von Branchendaten zu überprüfen ist. Sollte der Informationsgehalt der Hypothesen erhöht werden 
oder aber die Reaktionsfunktionen anhand von unternehmensspezifischen Daten überprüft werden, 
so erscheint die Formulierung probabilistischer Hypothesen eher angebracht. Dabei wäre z.B. je-
weils die Wahrscheinlichkeit anzugeben, bei wie vielen Unternehmen von den insgesamt untersuch-
ten Unternehmen die durch die jeweilige Hypothese geforderte reaktive Verhaltensweise zutreffen 
müßte. 
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tt paGL ⋅=  
 
Kostenfunktion: Kt = MAt + PAt + SAt + At + Zt 




Produktionsmenge : ( ) ( ) ( ) ( )1t3t2nt1at pwβpwβa~wβaw −⋅+⋅+⋅=  
mit 0β1 > , 0β1 2 ≤<−  und 0β1 3 ≤<−  
 
Materialeinsatz: ( ) ( )at4t awβmw ⋅=  
 mit 0β4 ≥  
 
Mitarbeitereinsatz:  ( ) ( ) ( )a 1t6at5t awβawβmaw −⋅+⋅=  
mit 1β0 5 <≤  und 1β0 6 <≤  
 
Sonstiger Aufwand : )w(GLβ)w(GLβ)w(SA 1t8t7t −⋅+⋅=  
mit 7β0 <  und 8β0 ≤  
 
 
Die Variablen sind wie nachstehend definiert: 
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At Abschreibungen in der Periode t (= Position 7. Abschreibungen der Gleichung 2), 
gemessen in inländischen Geldeinheiten 
 von dem Unternehmen (angebotene) Produktionsmenge in der Periode t, ge-
messen in Gütereinheiten 
 nachgefragte respektive abgesetzte Produktionsmenge in der Periode t, gemes-
sen in Gütereinheiten 
 autonomes, von den Unternehmen nicht zu beeinflussendes Nachfragevolumen, 
gemessen in Gütereinheiten 
AOEt außerordentliches Ergebnis in der Periode t (= Saldo aus den außerordentlichen 
Erträgen und außerordentlichen Aufwendungen der Gleichung 2), gemessen in 
inländischen Geldeinheiten 
iβ   Wirkungs- bzw. Reaktionskoeffizienten 
FKt Fremdkapital in der Periode t, gemessen in inländischen Geldeinheiten 
Gt Gewinn vor Steuern in der Periode t, gemessen in inländischen Geldeinheiten 
GLt Gesamtleistung in der Periode t (= Position 1. Umsatzerlöse + Position 2. Erhö-
hung oder Verminderung des Bestands an fertigen und unfertigen Erzeugnissen 
der Gleichung 2), gemessen in inländischen Geldeinheiten 
it durchschnittlicher, gewichteter Fremdkapitalkostensatz in der Periode t 
Kt Kosten zum Zeitpunkt t, gemessen in inländischen Geldeinheiten 
lt durchschnittlicher, gewichteter Lohnsatz pro Mitarbeiter in der Periode t, gemes-
sen in inländischen Geldeinheiten pro Mitarbeiter 
mt Materialeinsatzmenge in der Periode t, gemessen in Gütereinheiten 
mat Anzahl der beschäftigten Mitarbeiter in der Periode t 
MAt Materialaufwand in der Periode t (= Position 5. Materialaufwand der Gleichung 
2), gemessen in inländischen Geldeinheiten 
mpt durchschnittlicher, gewichteter Materialpreis der Materialeinsatzmenge in der 
Periode t, gemessen in inländischen Geldeinheiten pro Mengeneinheit 
pt durchschnittlicher, gewichteter Absatzpreis der nachgefragten Produktionsmenge 
in der Periode t, gemessen in inländischen Geldeinheiten pro Gütereinheit 
PAt Personalaufwand in der Periode t (= Position 6. Personalaufwand der Gleichung 
2), gemessen in inländischen Geldeinheiten 
SAt sonstige Aufwendungen in der Periode t (= Position 8. Sonstige betriebliche Auf-
wendungen der Gleichung 2), gemessen in inländischen Geldeinheiten 
SEt sonstige Erträge in der Periode t (= 3. Andere aktivierte Eigenleistungen + 4. 
Sonstige betriebliche Erträge + 9. Erträge aus Beteiligungen + 10. Erträge aus 
anderen Wertpapieren und Ausleihungen des Finanzanlagevermögens + 11. 
Zinsen und ähnliche Erträge der Gleichung 2), gemessen in inländischen Geld-
einheiten 
w(...) prozentuale Veränderung einer Variablen gegenüber der Vorperiode  
(Wachstumsrate) 
Zt Zinsaufwand in der Periode t (= Position 13. Zinsen und ähnliche Aufwendungen 
der Gleichung 2), gemessen in inländischen Geldeinheiten 
 
 
Die einzelnen Modellgleichungen lassen sich wie folgt interpretieren: 
 
• Bei den zur Berechnung des Gewinns vor Steuern, Material-, Personal-, Zinsauf-
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um aus dem betriebswirtschaftlichen Rechnungswesen abgeleitete Definitionsglei-
chungen. Aus den oben aufgeführten Modellgleichungen ergibt sich die Wachstums-
rate des Gewinns vor Steuern (w(G)) dann zu: 
 
( ) ( ) ( ) ( ) ( )
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Die prozentuale Veränderung des Gewinns vor Steuern in der Periode t (w(Gt)) 
ergibt sich demnach durch Multiplikation der prozentualen Veränderungen der ein-
zelnen Erfolgspositionen (w(GLt), w(SEt), w(MAt), w(PAt), w(SAt), w(At), w(Zt), 
w(AOEt)) mit ihren jeweiligen Intensitäten (glit-1, seit-1, mait-1, pait-1, sait-1, ait-1, zit-1, 
aoeit-1) der Vorperiode. 
 
• Gemäß der für die Produktionsmenge aufgestellten Reaktionsfunktion reagiert das 
Unternehmen auf eine prozentuale Erhöhung (Senkung) des autonomen, konjunk-
turabhängigen Nachfragevolumens in der Periode t ( ( )nta~w ) mit einer prozentualen 
Erhöhung (Senkung) der Produktionsmenge ( ( )ataw ). Das unterstellte Verhalten des 
Unternehmens entspricht folglich dem eines „Mengenanpassers“. Eine prozentuale 
Erhöhung (Senkung) des durchschnittlichen, gewichteten Absatzpreises der in der 
Periode t sowie t-1 produzierten Menge ( ( ) ( )a 1tat pw ,pw − ) von Seiten des Unterneh-
mens125 führt zu keiner oder zu einer unterproportionalen, prozentualen Senkung 
(Erhöhung) der in der Periode t produzierten Menge ( ( )ataw ). Dem Wirkungszusam-
menhang zwischen prozentualer Veränderung der Produktionsmenge und prozentu-
aler Veränderung des durchschnittlichen, gewichteten Absatzpreises liegt die An-
nahme zugrunde, daß ein Unternehmen nur dann seine Preise erhöhen wird, wenn 
es glaubt, dadurch seinen Umsatz erhöhen zu können (vgl. hierzu die für die  
Reaktionskoeffizienten 2β  und 3β  festgelegten Wertebereiche). 
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• Entsprechend der für den Materialeinsatz aufgestellten Reaktionsfunktion führt eine 
prozentuale Änderung der Produktionsmenge ( ( )ataw ) aufgrund des für die  
Produktionselastizität respektive den Reaktionskoeffizienten ( 4β ) postulierten Wer-
tebereichs zu einer gleichgerichteten, prozentualen Änderung der Materialeinsatz-
menge (w(mt)). 
 
• Gemäß der für den Mitarbeitereinsatz postulierten Reaktionsfunktion paßt das Un-
ternehmen seine Mitarbeiteranzahl (w(mat)), beispielsweise aufgrund vertraglicher 
Friktionen, entsprechend den für die Produktionselastizitäten respektive die Reakti-
onskoeffizienten (β5 und β6) unterstellten Wertebereichen nur unterproportional an 
die prozentuale Veränderung der Produktionsmenge der aktuellen Periode ( ( )ataw ) 
sowie eventuell auch der Vorperiode ( ( )a 1taw − ) an.  
 
• Auf eine prozentuale Veränderung der Gesamtleistung in der aktuellen Periode 
(w(GLt)) sowie (eventuell auch) in der Vorperiode (w(GLt-1)) reagiert das Unterneh-
men entsprechend den Umsatzelastizitäten respektive Reaktionskoeffizienten (β7 
und β8) mit einer gleichgerichteten, prozentualen Änderung der sonstigen Aufwen-
dungen (w(SAt)). Dieser Wirkungszusammenhang ist insbesondere auf eine unter-
stellte, prozyklische Anpassung der Marketing- und Vertriebsaufwendungen, welche 
u.a. Bestandteil der sonstigen Aufwendungen sind, an Umsatzvariationen zurückzu-
führen. 
 
Die Wirkungszusammenhänge des im Hinblick auf das Sozialökonomische Grundmo-
dell von Gleißner operationalisierten Unternehmensmodells werden in Abbildung 2 noch 
einmal graphisch dargestellt. Dabei bedeutet jeder Pfeil, daß eine Variable eine direkte 
Wirkung auf die jeweils andere Variable hat. Zu jedem Pfeil ist angegeben, ob der zu 
schätzende Parameter (Wirkungs- bzw. Reaktionskoeffizient) ein positives oder negati-
ves Vorzeichen hat. 
                                                                                                                                             
125 Das unterstellte Verhalten der Unternehmen impliziert somit, daß die Unternehmen, im Gegensatz 
zur Neoklassischen Theorie, in der Lage sind, ihre Absatzpreise festzulegen und ggf. eher ihre Men-
gen als ihre Absatzpreise an ein verändertes Nachfragevolumen anzupassen. 
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Abbildung 2 Operationalisierung des Unternehmensmodells im Hinblick auf das Sozialöko-




















Das Unternehmensmodell umfaßt insgesamt 16 Wirkungsfunktionen z sowie 5 Reak-
tionsfunktionen bzw. Heuristiken, wobei die aus der ökonomischen Theorie bzw. dem 
Unternehmensmodell deduzierten Wirkungszusammenhänge in Klammern hinter den 
Funktionsnumerierungen angegeben werden (+: gleichgerichteter Wirkungszusammen-
hang; −: entgegengesetzter Wirkungszusammenhang). 
 
Da gemäß der Intention der vorliegenden Arbeit die direkte Gesamtwirkung der jeweils 
exogenen Störgrößen auf den branchenspezifischen Unternehmenserfolg bzw. Gewinn 
vor Steuern zu analysieren ist, wird im Rahmen der in Kapitel 7 durchzuführenden, em-
pirischen Untersuchungen lediglich der Zusammenhang zwischen den exogenen Stör-
größen und dem branchenspezifischen Gewinn vor Steuern mittels des Ordinary Least 
Squares (OLS)-Verfahrens geschätzt. Es erfolgt somit eine Schätzung der reduzierten 
Form des Unternehmensmodells. Da die exogenen Störgrößen weder von den  
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Schätzung aus ökonometrischer Sicht zulässig. Die nachstehende Abbildung 3 zeigt die 
im Rahmen der empirischen Untersuchungen zu schätzenden Wirkungszusammenhän-
ge. 
















ta~  branchenspezifisches, von den Unternehmen einer Branche nicht zu beeinflus-
sendes Nachfragevolumen, gemessen in Gütereinheiten 
Gtb branchenspezifischer Gewinn vor Steuern in der Periode t, gemessen in inländi-
schen Geldeinheiten 
GLtb branchenspezifische Gesamtleistung in der Periode t, gemessen in inländischen 
Geldeinheiten 
itb branchenspezifischer Fremdkapitalkostensatz in der Periode t 
ltb branchenspezifischer, durchschnittlicher, gewichteter Lohnsatz pro Mitarbeiter in 
der Periode t, gemessen in inländischen Geldeinheiten pro Mitarbeiter 
MAtb branchenspezifischer Materialaufwand zum Zeitpunkt t, gemessen in inländi-
schen Geldeinheiten 
mptb branchenspezifischer, durchschnittlicher, gewichteter Materialpreis der Material-
einsatzmenge in der Periode t, gemessen in inländischen Geldeinheiten pro 
Mengeneinheit 
PAtb branchenspezifischer Personalaufwand zum Zeitpunkt t, gemessen in inländi-
schen Geldeinheiten 
Ztb branchenspezifischer Zinsaufwand zum Zeitpunkt t, gemessen in inländischen 
Geldeinheiten 















3 Entwicklung eines Unternehmensmodells 
 36
3.3.2 Modellkritik und Implikationen handlungsexogener Einflußfaktoren 
Gemäß dem in Abschnitt 3.3.1 dargelegten Unternehmensmodell kommen generell fol-
gende Größen als unternehmensexterne bzw. handlungsexogene Einflußfaktoren 
hinsichtlich der Entwicklung des Gewinns vor Steuern in Frage: 
• die autonome, branchenweit nachgefragte Absatzmenge (Nachfragevolumen), 
• der Wechselkurs (sofern ein Teil der Produktionsmenge im Ausland abgesetzt oder 
ein Teil der Materialeinsatzmenge aus dem Ausland bezogen wird), 
• der sich bei der Produktion eines bestimmten Produktmixes ergebende Material-
preis, 
• der durchschnittliche, gewichtete Lohnsatz pro Mitarbeiter sowie 
• der Fremdkapitalkostensatz. 
 
Aus der Handlungsexogenität der oben aufgeführten Einflußfaktoren lassen sich vor 
dem Hintergrund des in Gleichung 4 definierten Unternehmensmodells u.a. die folgen-
den Schlußfolgerungen ziehen: 
a) Hinsichtlich der in einer Branche insgesamt nachgefragten Absatzmenge wird un-
terstellt, daß sie zum einen vom Absatzpreis und zum anderen von einem autono-
men, preisunabhängigen Nachfragevolumen abhängt.126 Während der Absatzpreis – 
je nach unterstellter Marktform – gar nicht (Polypol bzw. fiktiver Fall „vollständiger 
Konkurrenz“), teilweise („Oligopol“) oder vollständig („Monopol“) von den Unterneh-
men beeinflußt werden kann, ist das autonome Nachfragevolumen als handlungs-
exogen anzusehen. Dies schließt, abgesehen vom formalwissenschaftlichen Fall der 
„vollständigen Konkurrenz“, nicht die Möglichkeit aus, daß ein einzelnes Unterneh-
men, beispielsweise aufgrund erhöhter Marketing- oder Vertriebsaufwendungen, zu 
Lasten anderer Unternehmen der Branche seine Absatzmenge bzw. seinen Markt-
anteil erhöhen kann. Da in dieser Arbeit jedoch die Auswirkungen exogener Schocks 
auf den in einer Branche realisierten Unternehmenserfolg zu analysieren sind, wer-
                                            
126 Dieses autonome Nachfragevolumen könnte beispielsweise durch die in der mikroökonomischen 
Theorie unterstellte Konsumsumme der Haushalte determiniert sein, welche die maximal für den 
Kauf der Güter (einer Branche) zur Verfügung stehende Ausgabensumme festlegt. Eine Änderung 
des autonomen Nachfragevolumens könnte dann zum einen durch eine Änderung der allen Haus-
halten insgesamt zur Verfügung stehenden Konsumsumme (beispielsweise aufgrund einer erhöh-
ten/verringerten Arbeitslosigkeit) und zum anderen durch eine Umschichtung der den Gütern einer 
bestimmten Branche zugeordneten Konsumsumme (Portefeuille-Effekt; beispielsweise bedingt durch 
eine Änderung der Präferenzen der Haushalte) induziert sein. 
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den die auf den Marktanteil einwirkenden Faktoren in der Nachfragefunktion nicht 
berücksichtigt. 
b) Im Hinblick auf die unterstellte Handlungsexogenität des Wechselkurses ist festzu-
halten, daß ein Unternehmen zwar den Wechselkurs selbst nicht beeinflussen, je-
doch, abgesehen vom formalwissenschaftlichen Fall der „vollständigen Konkurrenz“, 
durch entsprechende (in der Inlandswährung gemessene) Absatzpreisänderungen 
die Auswirkungen von Wechselkursvariationen – zumindest teilweise – kompensie-
ren kann. 
c) Mit der Exogenität des Materialpreises wird unterstellt, daß das repräsentative Un-
ternehmen bzw. alle Unternehmen einer bestimmten Branche durch ihre nachge-
fragte Materialeinsatzmenge keinen systematischen Einfluß auf die Entwicklung der 
Materialpreise ausüben. Sofern ein Teil der Materialeinsatzmenge importiert werden 
sollte, kann der Materialpreis nicht nur von der Nachfragemenge sondern auch von 
dem jeweiligen Wechselkurs abhängen, der – entsprechend der obigen Schlußfolge-
rung b) – ebenfalls als handlungsexogen unterstellt wird. 
d) Mit dem als exogen unterstellten, durchschnittlichen, gewichteten Lohnsatz pro Mit-
arbeiter sind im wesentlichen die folgenden zwei Annahmen verbunden: 
Die Anzahl der beschäftigten Mitarbeiter eines Unternehmens bzw. einer entspre-
chenden Branche hat keinen signifikanten Einfluß auf die Entwicklung des durch-
schnittlichen Lohnsatzes. Dies impliziert, daß immer ein hinreichend großes Angebot 
an Arbeitskräften vorhanden ist. Sollte es in einem bestimmten Tätigkeitsfeld zu ei-
nem Engpaß an Arbeitskräften kommen, so wird unterstellt, daß diese bereichsspe-
zifische Engpaßsituation zu keiner signifikanten Erhöhung des (unternehmens- bzw. 
branchenweiten) durchschnittlichen Lohnsatzes pro Mitarbeiter führt. Ferner wird 
angenommen, daß die Personalstruktur relativ stabil ist, so daß eine Veränderung 
des Lohnsatzes pro Mitarbeiter im wesentlichen auf Lohnsatzveränderungen zu-
rückzuführen ist. 
e) Die Exogenität der Fremdkapitalkostensätze läßt sich auf die Annahme zurückfüh-
ren, daß die durch ein Unternehmen bzw. durch sämtliche Unternehmen einer be-
stimmten Branche induzierten Transaktionen an den Güter- und Kapitalmärkten die 
Fremdkapitalkostensätze nicht signifikant beeinflussen. 
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3.3.3 Überprüfung der Erfüllung der Bedingungen des modifizierten Hempel-
Oppenheim-Schemas 
Im Rahmen dieses Abschnitts wird überprüft, inwieweit das in Abschnitt 3.3.1 vorgestell-
te Unternehmensmodell in der Lage ist, die von Hempel und Oppenheim aufgestellten 
vier Bedingungen für eine wissenschaftliche Erklärung realer Phänomene zu erfüllen 
und damit soziales Verhalten „empirisch-wissenschaftlich“ zu erklären. 
3.3.3.1 Bedingung i.) 
Logisch korrekte Herleitung des Explanandums aus dem Explanans 
Die Auswirkungen exogener Schocks auf den Unternehmenserfolg respektive den Ge-
winn vor Steuern (Explanandum) lassen sich auf der Basis der in Abschnitt 3.3.1 aufge-
stellten Hypothesen (Explanans) logisch korrekt deduzieren, da 
− sich die Modellannahmen nicht widersprechen (⇒ logische Konsistenz des Modells) 
und 
− sich eine (zu erwartende) Variation des Gewinns vor Steuern aus Veränderungen 
der handlungsexogenen Störgrößen eindeutig herleiten läßt. 
3.3.3.2 Bedingung ii.) 
Das Explanans muß ein Gesetz enthalten 
Das in Abschnitt 3.3.1 spezifizierte Explanans enthält (deterministische) Gesetze. Die 
Reaktionsfunktionen (Heuristiken) werden zudem im Behauptungsmodus eingeführt. 
Eine direkt logische Abhängigkeit des Explanandums von den Antecedenssätzen ist 
nicht zu erkennen. 
3.3.3.3 Bedingung iii.) 
Das Explanans muß empirischen Gehalt besitzen 
Gemäß der in Abschnitt 2.2.2 getroffenen Definition besitzt ein Explanans genau dann 
empirischen Gehalt, wenn es anhand von Protokollaussagen widerlegt und damit falsifi-
ziert werden kann. Das Explanans des in 3.3.1 definierten Unternehmensmodells kann 
durch Protokollaussagen falsifiziert werden, da in den Sätzen des Explanans „Sprach-
symbole [respektive Begriffe] auftreten, deren Bedeutungsinhalt bereits bei alltags-
sprachlicher Verwendung beobachtbare bzw. wahrnehmbare Phänomene bezeich-
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net“127. Zudem haben sich die vom Explanans intendierten Aussagen als logisch nicht 
falsch (kontradiktorisch) erwiesen. Auch wird auf die Anwendung von Immunisierungs-
strategien128 verzichtet. 
3.3.3.4 Bedingung iv.) 
Das Explanans muß als bewährt zu erachten sein 
Abschließend ist zu überprüfen, ob das Explanans des in Abschnitt 3.3.1 spezifizierten 
Unternehmensmodells Sachverhalte beschreibt, die mit der Realität übereinstimmen, da 
ein deduktives System nur genau dann mit Sicherheit bewährte Aussagen liefert, wenn 
es von einem bewährten Explanans ausgeht. Das Explanans kann gemäß der in Ab-
schnitt 2.1 getroffenen Aussagen auf seinen Wahrheitsgehalt überprüft werden, wenn 
es empirisch ist. Dies ist, wie in Abschnitt 3.3.3.3 dargelegt worden ist, der Fall, so daß 
in Kapitel 7 die Wahrheit des Explanans – soweit dies das vorliegende Datenmaterial 
zuläßt – zu überprüfen ist. Dabei ist insbesondere zu untersuchen, inwieweit bei einer 
Schätzung der Veränderung des Gewinns vor Steuern in Abhängigkeit von exogenen 
Schocks von einem konstanten Verhältnis der einzelnen Ertrags- bzw. Aufwandskom-
ponenten zum Gewinn und damit von zeitlich stabilen Regressionskoeffizienten ausge-
gangen werden kann.129 
3.3.4 Fazit 
Insgesamt bleibt somit festzuhalten, daß das Sozialökonomische Unternehmensmodell 
die Bedingungen des Hempel-Oppenheim-Schemas erfüllt. Gemäß dem in Abschnitt 
2.1 spezifizierten Ordnungsprinzip ist damit das Unternehmensmodell prinzipiell in der 
Lage, die branchenspezifischen Auswirkungen exogener Schocks auf den Unterneh-
menserfolg wissenschaftlich zu erklären. Ob dies jedoch tatsächlich der Fall ist, läßt 
sich erst nach der in Abschnitt 7 vorzunehmenden Überprüfung der Bewährtheit des 
Explanans feststellen. Sollte nach den empirischen Untersuchungen das Explanans 
nicht als falsifiziert zu erachten sein, so bedeutet dies jedoch nur, daß sich das Unter-
nehmensmodell vorläufig bewährt hat. Eine Verifikation von empirischen Gesetzen ist, 
                                            
127 Prim/Tilmann (2000), S. 63 
128 siehe hierzu die Erläuterungen in Abschnitt 2.3 
129 siehe hierzu die in Abschnitt 3.3.1 hergeleitete Gleichung bezüglich der prozentualen Veränderung 
des Gewinns vor Steuern (w(Gt)) sowie die in Tabelle 14 dargestellten Erwartungswerte und Stan-
dardabweichungen der entsprechenden Verhältniszahlen 
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wie bereits in Abschnitt 2.2.2 dargelegt worden ist, nach Popper logisch nicht möglich, 
da deren Geltung sich auf unendlich viele Fälle bezieht, jedoch nur eine endliche Men-
ge von Realitätsprüfungen vorgenommen werden kann.130 Aufgrund der vom Kritischen 
Rationalismus getroffenen Annahme der grundsätzlichen Fehlbarkeit (Fallibilität) des 
Wissens, sollte zur Realisation eines Erkenntnisfortschritts das hier dargelegte „Vermu-
tungswissen“131 vielmehr dazu anspornen, die aufgestellte empirisch-wissenschaftliche 




                                            
130 vgl. hierzu auch die Anmerkungen in Abschnitt 2.2.1 
131 Popper (1984 b), S. 13 
132 Als besser respektive „revolutionär“ bezeichnet Popper eine Theorie gegenüber einer anderen Theo-
rie, wenn diese alle empirischen Phänomene erklären kann, welche auch die andere Theorie erklä-
ren konnte und zudem diese bessere Theorie diejenigen empirischen Phänomene erklären kann, 
welche zur Falsifikation der anderen Theorie geführt haben (siehe hierzu Popper (2001), S. 28). 




4 Überprüfung der Plausibilität der Wirkungshypothesen vor dem Hinter-
grund der Industrieökonomik 
Gemäß Lehmann-Waffenschmidt handelt es sich bei der Industrieökonomik um eine 
mikroökonomisch fundierte Theorie, welche sich im wesentlichen mit der dynami-
schen Wechselwirkung zwischen Unternehmen, Branchen und Märkten auseinan-
dersetzt. Dabei wird ein besonderes Augenmerk auf die wettbewerbstheoretischen 
und -politischen Implikationen der aufgestellten Modelle gelegt.133  
 
Im folgenden werden die Modelle der Industrieökonomik für die grundlegenden 
Marktformen  
 der vollständigen Konkurrenz (Abschnitt 4.1),  
 des homogenen Angebotsoligopols (Abschnitt 4.2),  
 des monopolistischen Wettbewerbs (Abschnitt 4.3) sowie  
 des Angebotsmonopols (Abschnitt 4.4)  
kurz vorgestellt sowie die aus den Modellannahmen zu deduzierenden Auswirkungen 
von Angebots- und Nachfrageschocks auf den Unternehmenserfolg dargelegt. Ab-
schließend werden die so gewonnenen, marktformspezifischen Wirkungshypothesen 
mit den in dem Kapitel 3 abgeleiteten Hypothesen verglichen. 
4.1 Vollständige Konkurrenz 
Gemäß Schumann weist die Marktform der vollständigen Konkurrenz insbesondere 
die folgenden Eigenschaften auf:134 
 Es liegt eine atomistische Angebots- bzw. Nachfragestruktur vor, d.h. es gibt sehr 
viele Anbieter und Nachfrager. 
 Es gibt weder räumliche, persönliche noch sachliche Präferenzen. Damit wird 
insbesondere die Möglichkeit des Einsatzes jeglicher absatzpolitischer Instrumen-
tarien ausgeschlossen. Das Güterangebot ist homogen. 
 Es existiert eine vollständige Markttransparenz. 
 
                                            
133 siehe hierzu Lehmann-Waffenschmidt (2003), S. 61 
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Aus diesen Annahmen zieht Schumann die Schlußfolgerung, daß sich die einzelnen 
Anbieter und Nachfrager als Mengenanpasser verhalten und somit den Preis als 
Datum hinnehmen. Die Mengen der Marktteilnehmer werden dabei so bestimmt, daß 
der Gewinn respektive der Nutzen maximiert wird. 
4.1.1 Angebotsschocks 
Im Rahmen des Modells der vollständigen Konkurrenz ist die Angebotsfunktion der 
Unternehmen ceteris paribus, d.h. bei gegebener Produktionsfunktion und gegebe-
nen Faktorpreisen, der aufsteigende Ast der Grenzkostenkurve (GK), welcher bei 
einer kurzfristigen Analyse im Minimum der Kurve der durchschnittlichen variablen 
Kosten und bei einer langfristigen Analyse im Minimum der Kurve der durchschnittli-
chen (totalen) Kosten (DK) beginnt.135 Die horizontale Addition der so ermittelten ein-
zelwirtschaftlichen Angebotskurven ergibt unter der Annahme mit der Produktions-
menge steigender Grenzkosten eine positiv ansteigende Gesamtangebotskurve. 
 
Die mit einem negativen Angebotsschock verbundene Erhöhung der variablen 
und/oder fixen Kosten führt dann ceteris paribus zu einer Linksverschiebung bzw. -
drehung der Grenzkostenkurve (GK) respektive der Kurve der durchschnittlichen 
Kosten (DK) und damit zu einer Linksverschiebung bzw. -drehung der Gesamtange-
botskurve (vgl. Abbildung 4). 
                                                                                                                                        
134 vgl. Schumann (1992), S. 211 ff. 
135 siehe hierzu Schumann (1992), S. 197 f. 


















Nach dem Angebotsschock ergibt sich bei einer fallenden Nachfragekurve ein neues 
Marktgleichgewicht bei einem erhöhten Preis (p1) sowie einer verringerten  
Produktionsmenge der einzelnen Unternehmen (x1). Ob sich durch den Angebots-
schock der gleichgewichtige, buchhalterische Gewinn der Unternehmen – der soge-
nannte „normale Ertrag“136 – verändert, hängt davon ab, ob sich durch den Ange-
botsschock der Ertrag anderweitiger Investitionen des Geldes, die sogenannte „lan-
desübliche Eigenkapitalverzinsung“137, verändert oder nicht. 
4.1.2 Nachfrageschocks 
Ein Nachfrageschock zeigt sich in einer Rechts- (positiver Nachfrageschock) bzw. 
Linksverschiebung (negativer Nachfrageschock) der Gesamtnachfragekurve (von N0 
                                            
136 So schreibt Schumann: „Bei dieser Menge erreicht der Anbieter zwar nur einen Nullgewinn, doch 
ist die Unternehmung lebensfähig, weil in die Kosten auch Unternehmerlohn und Eigenkapital-
verzinsung (oder der normal profit) eingerechnet sind“ (Schumann (1992), S. 236).  
Pindyck/Rubinfeld beschreiben die gleichgewichtige Gewinnsituation der Unternehmen in ähnli-
cher Weise, wobei sie jedoch die Opportunitätskostenüberlegungen noch stärker betonen: „Folg-
lich ist ein Unternehmen, das einen ökonomischen Nullgewinn erzielt, durch die Investition seines 
Geldes in Kapital genauso gut gestellt wie durch eine anderweitige Investition des Geldes – es 
erzielt einen wettbewerbsfähigen Ertrag auf seine Investitionen“ (vgl. Pindyck/Rubinfeld (2003), 
S. 392). 
137 siehe hierzu Herdzina (2001), S. 141 
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nach N1) (vgl. Abbildung 5). Bei einer steigenden Grenzkostenkurve der Unterneh-
men führt folglich ein negativer Nachfrageschock im Falle der vollständigen Kon-
kurrenz sowie einem fallenden Verlauf der Gesamtnachfragekurve kurzfristig, d.h. bei 
gegebener Branchengröße bzw. Unternehmensanzahl, zu einer Reduktion des Ab-
satzpreises (von p0 auf p1) sowie der gesamten Absatzmenge (von X0 auf X1). Lang-
fristig zwingt der sinkende Preis dann Unternehmen zum Marktaustritt, was eine Ver-
ringerung der Branchengröße und damit eine Linksverschiebung bzw. -drehung der 
Gesamtangebotskurve (von A0 nach A1) zur Folge hat. Bei einer steigenden Kurve 
des langfristigen Angebotes (Alangfristig) steigt in der Konsequenz der Marktpreis wie-
der etwas an (von p1 auf p2), wobei sich gleichzeitig die gesamte Absatzmenge wei-
ter reduziert (von X1 auf X2).138 














Gemäß Blum kann das kurzfristige Güterangebot – je nach Art der angebotenen Gü-
ter – auch vollkommen preisunelastisch sein (z.B. bei verderblichen Gütern) oder die 
langfristige Gesamtangebotskurve vollkommen preiselastisch sein (z.B. bei diversen 
industriellen Massengütern).139 
 
                                            
138 vgl. Pindyck/Rubinfeld (2003), S. 400 f. 
139 siehe hierzu Blum (2000), S. 146 f. 
Preis (p) 










4 Überprüfung der Plausibilität der Wirkungshypothesen vor dem Hintergrund der Industrieökono-
mik 
 45
Ebenso wie bei dem in Abschnitt 4.1.1 beschriebenen Angebotsschock erwirtschaf-
ten die Unternehmen im neuen Marktgleichgewicht wieder einen normalen Ertrag. 
Ob dieser von dem vor dem Nachfrageschock generierten normalen Ertrag abweicht, 
hängt wiederum davon ab, ob sich durch den Nachfrageschock die landesübliche 
Eigenkapitalverzinsung verändert oder nicht. 
4.2 Homogenes Angebotsoligopol 
In Anlehnung an Schumann läßt sich die Marktform des homogenen Angebotsoligo-
pols wie folgt charakterisieren:140 
 Die Anzahl der Marktteilnehmer auf der Angebotsseite ist beschränkt, so daß je-
der Anbieter einen nicht unbedeutenden Anteil am Gesamtangebot hat. 
 Es gibt keine Präferenzen der Nachfrager gegenüber den Oligopolisten. 
 Alle Marktteilnehmer sind vollständig informiert. 
 
In einem homogenen Angebotsoligopol kann es demnach nur einen einheitlichen 
Preis geben, der sich entweder aus einer Mengenfixierung (Mengenwettbewerb) oder 
Preisfixierung (Preiswettbewerb) der Oligopolisten ergibt. 
4.2.1 Mengenwettbewerb im homogenen Angebotsoligopol: Die Cournot-Lösung 
Das Modell von Cournot geht im wesentlichen davon aus, daß die in einem vollkom-
menen Markt agierenden Oligopolisten ihren Gewinn maximieren. Dabei wird unter-
stellt, daß jeder Oligopolist erwartet, der andere Oligopolist werde auf eigene Verän-
derungen der angebotenen Menge nicht reagieren (Cournot-Annahme).141 Die Oligo-
polisten verfolgen somit eine autonome Mengenstrategie.  
 
Ausgehend von einer Marktnachfragefunktion:142 
Gleichung 5 Marktnachfragefunktion im homogenen Angebotsoligopol 
x = a – p  bzw.  p = a – x 
 
                                            
140 siehe hierzu Schumann (1992), S. 325 ff. 
141 vgl. Wied-Nebbeling (1997), S. 143 
142 Die Darstellung des Modells erfolgt hier in Anlehnung an Wied-Nebbeling (1997), S. 151 ff.. 








und einer Gewinnfunktion des Unternehmens i (Gi): 
Gleichung 6 Gewinnfunktion eines Unternehmens i im homogenen Angebotsoligopol 




ci variable Kosten des Unternehmens i 
Gi Gewinn des Unternehmens i 
Ki Kosten des Unternehmens i 
p Absatzpreis 
x Marktabsatzmenge 
xi Absatzmenge des Unternehmens i 
 
ergibt sich die gewinnmaximierende Marktabsatzmenge (x*) bzw. die gewinnmaxi-
mierende Absatzmenge des Unternehmens i (xi*) zu:143 















c variable Kosten eines Unternehmens 
n Anzahl Anbieter/Unternehmen 
x* gewinnmaximierende Marktabsatzmenge 
xi* gewinnmaximierende Absatzmenge des Unternehmens i 
                                            
143 vgl. Wied-Nebbeling (1997), S. 153 




Durch Einsetzen der gewinnmaximierenden Absatzmenge in die Marktnachfrage-
funktion (vgl. Gleichung 5) berechnet sich der gleichgewichtige Marktpreis (p*) wie 
folgt:144 









c variable Kosten eines Unternehmens 
n Anzahl Anbieter/Unternehmen 
p* gleichgewichtiger Marktpreis 
 
Diese Gleichgewichtslösung impliziert insbesondere die Annahme, daß die Kostensi-
tuation der Unternehmen unabhängig ist von der Anbieterzahl, d.h. ein großes Un-
ternehmen darf nicht kostengünstiger produzieren als viele kleine, und der Marktzu-
tritt auch bei hohen Gewinnen beschränkt ist.145  
4.2.1.1 Angebotsschocks 
Gemäß Gleichung 7 und Gleichung 8 induziert ein negativer Angebotsschock in 
Form einer Erhöhung der variablen Kosten ceteris paribus eine Reduktion der ge-
winnmaximierenden Absatzmenge (x*) sowie eine Erhöhung des gleichgewichtigen 
Absatzpreises (p*).  
 
Gemäß Gleichung 6 verändert sich der Gewinn eines Unternehmens i bei einer Er-
höhung der variablen Kosten um z Geldeinheiten wie folgt: 
                                            
144 vgl. Wied-Nebbeling (1997), S. 153 
145 vgl. Wied-Nebbeling (1997), S. 154 




Gleichung 9 Veränderung des Gewinns eines Unternehmens i bei einer Erhöhung der 
variablen Kosten um z Geldeinheiten 
( ) ( )( )1ii11i0ii00i10i xzcpxxcpxGGG ⋅+−⋅−⋅−⋅=−=∆  
 
Durch Einsetzen der in Gleichung 7 und Gleichung 8 ermittelten gewinnmaximieren-
den Absatzmenge bzw. des gleichgewichtigen Marktpreises ergibt sich Gleichung 9 
zu: 
 
































































Folglich hat ein negativer Angebotsschock in Form einer Erhöhung der variablen 
Kosten um z Geldeinheiten ceteris paribus dann einen negativen Einfluß auf die Ge-
winnentwicklung eines Unternehmens, wenn gilt: 
 
zc2a2zcz2az20G 2i >⋅−⋅⇒>⋅⋅−⋅⋅⇒>∆ ,     mit n ≥ 0 ∧ z > 0. 
 
Diese Bedingung ist bei jeder positiven, gewinnmaximierenden Absatzmenge erfüllt, 
da in diesem Fall gemäß Gleichung 7 gelten muß: 
 




= ,  mit n ≥ 0 ∧ a > 0 ∧ c ≥ 0 ∧ z ≥ 0. 
 
Unter Berücksichtigung der gültigen Wertebereiche der Variablen a, c und z muß 
dann auch gelten: 
 
4 Überprüfung der Plausibilität der Wirkungshypothesen vor dem Hintergrund der Industrieökono-
mik 
 49
zc2a2          z
2
1ca >⋅−⋅⇒⋅+>    q.e.d. 
4.2.1.2 Nachfrageschocks 
Entsprechend Gleichung 7 und Gleichung 8 induziert ein negativer Nachfrageschock 
in Form einer Reduktion der Marktsättigungsmenge a um y Mengeneinheiten ceteris 
paribus eine Reduktion der gewinnmaximierenden Absatzmenge (x*) sowie eine Re-
duktion des gleichgewichtigen Absatzpreises (p*). 
 
Gemäß Gleichung 6 verändert sich der Gewinn eines Unternehmens i bei einer Re-
duktion der Marktsättigungsmenge um y Mengeneinheiten wie folgt: 
Gleichung 10 Veränderung des Gewinns eines Unternehmens i bei einer Reduktion der 
Marktsättigungsmenge um y Mengeneinheiten 
 
( ) ( )1ii11i0ii00i10i xcpxxcpxGGG ⋅−⋅−⋅−⋅=−=∆  
 
Durch Einsetzen der in Gleichung 7 und Gleichung 8 ermittelten gewinnmaximieren-
den Absatzmenge respektive des gleichgewichtigen Marktpreises ergibt sich 
Gleichung 10 zu: 
 































































Folglich hat ein negativer Nachfrageschock in Form einer Reduktion der Marktsätti-
gungsmenge um y Mengeneinheiten dann einen negativen Einfluß auf die Gewinn-
entwicklung eines Unternehmens, wenn gilt: 
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yc2a2yyc2ya20G 2i >⋅−⋅⇒>⋅⋅−⋅⋅⇒>∆ ,   mit n ≥ 0 ∧ a ≥ y > 0. 
 
Diese Bedingung ist ebenfalls bei jeder positiven, gewinnmaximierenden Absatz-
menge erfüllt, da in diesem Fall gemäß Gleichung 7 gelten muß: 
 




= ,   mit n ≥ 0 ∧ c ≥ 0 ∧ a ≥ y ≥ 0. 
 
Unter Berücksichtigung der gültigen Wertebereiche der Variablen a, c und y muß 
dann auch gelten: 
 
yc2a2          cy
2
1a >⋅−⋅⇒+⋅>    q.e.d. 
4.2.2 Preiswettbewerb im homogenen Angebotsoligopol: Die Bertrand-Lösung 
Ebenso wie bei der in Abschnitt 4.2.1 vorgestellten Cournot-Lösung wird bei der  
Bertrand-Lösung davon ausgegangen, daß die Oligopolisten in einem homogenen 
Markt agieren, ihren Gewinn maximieren und unterstellen, autonom handeln zu kön-
nen. Im Gegensatz zu der Cournot-Lösung ist jedoch bei der Bertrand-Lösung nicht 
die Absatzmenge sondern der Absatzpreis der Aktionsparameter. In der Konsequenz 
gehen die Unternehmen davon aus, daß ihre jeweiligen Konkurrenten auf eigene 
Preisänderungen nicht reagieren (Bertrand-Annahme).146  
 
Unter diesen Annahmen bieten die Unternehmen ihre Güter zu Grenzkostenpreisen 
an, die dem Durchschnittskostenminimum entsprechen, da eine Preissetzung ober-
halb der eines Konkurrenten zum Verlust des gesamten Marktes und eine Preisset-
zung unterhalb des Durchschnittskostenminimums zur Realisation von Verlusten 
führt.147 Die Bertrand-Lösung entspricht somit der des Wettbewerbsgleichgewichtes. 
                                            
146 vgl. Wied-Nebbeling (1997), S. 165 f. 
147 vgl. hierzu auch Blum (2000), S. 168 




Da die Bertrand-Lösung mit der des Wettbewerbsgleichgewichtes übereinstimmt, hat 
ein Angebotsschock bei einem Preiswettbewerb in einem homogenen Angebotsoli-
gopol die gleichen Auswirkungen auf die gewinnmaximierende Absatzmenge und 
den gleichgewichtigen Absatzpreis wie der im Falle der vollständigen Konkurrenz 
(vgl. Abschnitt 4.1.1): 
Nach einem negativen Angebotsschock ergibt sich bei einer fallenden Nachfragekur-
ve ein neues Marktgleichgewicht bei einem erhöhten Preis sowie einer verringerten 
Produktionsmenge der einzelnen Unternehmen. Ob sich durch den Angebotsschock 
der normale Ertrag verändert, hängt davon ab, ob sich durch den Angebotsschock 
die landesübliche Eigenkapitalverzinsung verändert oder nicht. 
4.2.2.2 Nachfrageschocks 
Ebenso wie im Falle der vollständigen Konkurrenz (vgl. Abschnitt 4.1.2) induziert ein 
negativer Nachfrageschock bei einem Preiswettbewerb in einem homogenen Ange-
botsoligopol sowie einer steigenden Gesamtangebots- und einer fallenden Gesamt-
nachfragekurve ceteris paribus eine Reduktion der gewinnmaximierenden Absatz-
menge sowie des gleichgewichtigen Absatzpreises. Sollte sich durch den negativen 
Nachfrageschock die landesübliche Eigenkapitalverzinsung verändern, so ist davon 
auszugehen, daß sich der normale Ertrag der Unternehmen ebenfalls verändert. 
4.3 Monopolistischer Wettbewerb: Das Modell von Krugman 
Die Marktform des „monopolistischen Wettbewerbs“ entspricht der eines Polypols auf 
einem unvollkommenen Markt. Folglich agieren auf dem Markt viele kleine Anbieter 
und viele kleine Nachfrager, wobei die Nachfrager Präferenzen für die Güter be-
stimmter Anbieter aufweisen. Aufgrund dieser Präferenzen können die Preise für ein 
Gut auf dem Markt voneinander abweichen.  
 
Dabei ist festzuhalten, daß es im Gegensatz zum Monopol kein allgemein akzeptier-
tes Modell des monopolistischen Wettbewerbs gibt.148 Im folgenden werden die Aus-
                                            
148 siehe hierzu auch Wied-Nebbeling (1997), S. 102 f. 
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wirkungen von Angebots- und Nachfrageschocks im Rahmen eines monopolistischen 
Wettbewerbs anhand des Modells von Krugman analysiert.  
 
Das Modell von Krugman geht im wesentlichen davon aus, daß149 
 die Unternehmen ihren Gewinn maximieren, 
 der Preis der einzige Aktionsparameter ist, 
 der Marktzutritt frei ist und  
 die Angebots- sowie Nachfragefunktionen der Anbieter symmetrisch sind (Sym-
metrieannahme), was insbesondere impliziert, daß bei gleichem Preis auf jedes 
Unternehmen ein gleich großer Teil der Nachfrage fällt und alle Anbieter dieselbe 
kurzfristige u-förmige Grenz- und Durchschnittskostenkurve haben. 
 
Aus diesen Annahmen läßt sich schlußfolgern, daß, wenn alle Anbieter auf dem 
Markt denselben Preis setzen, alle n Anbieter ein n-tel der Gesamtnachfrage bedie-
nen (Teilnachfragefunktion). Durch eine solche, kollektive Preissetzung gewinnt 
jeder einzelne Anbieter nur von anderen Märkten Käufer hinzu. Sollte jedoch ein ein-
zelner Anbieter in seiner Preissetzung von der seiner Konkurrenten abweichen, so 
kann er sowohl Käufer von anderen Märkten als auch Käufer von Produkten der 
Wettbewerber gewinnen bzw. verlieren (individuelle Preis-Absatzfunktion):150 
Gleichung 11 Individuelle Preis-Absatzfunktion im Modell des monopolistischen Wettbe-










n Anzahl Anbieter/Unternehmen 
pi Absatzpreis des Unternehmens i 
p  Durchschnittspreis der jeweils anderen Unternehmen 
x Marktabsatzmenge 
xi Absatzmenge des Unternehmens i 
                                            
149 vgl. Krugman/Obstfeld (2004), S. 178 ff. 
150 vgl. Krugman/Obstfeld (2004), S. 180 




Unter der Annahme, daß die individuelle Preissetzung eines Anbieters keine  
Reaktion der Konkurrenten hervorruft – da ein höherer oder niedrigerer Preis eines 
einzelnen Anbieters keinen spürbaren Einfluß auf die Absatzsituation der vielen klei-
nen Konkurrenten hat – wird jeder Anbieter auf der Basis seiner individuellen Preis-
Absatzfunktion seinen Gewinn zu maximieren versuchen. Dabei ist jedoch zu beach-
ten, daß die Lage der individuellen Preis-Absatzfunktionen von den als konstant un-
terstellten Konkurrenzpreisen abhängt. Vor dem Hintergrund der Symmetrieannahme 
muß daher im Gleichgewicht der auf der Basis der individuellen Preis-
Absatzfunktionen bestimmte gewinnmaximale Preis jedes einzelnen Anbieters mit 
den jeweils unterstellten Konkurrenzpreisen übereinstimmen. Im Gleichgewicht be-
findet sich daher jeder Anbieter gleichzeitig auf seiner Teilnachfragefunktion und sei-
ner individuellen Preis-Absatzfunktion. Der gewinnmaximierende Preis ergibt sich 
nach Auflösen der individuellen Preis-Absatzfunktion nach dem Preis, Multiplikation 
mit der Absatzmenge, Ableitung der so gewonnenen Ertragsfunktion nach der Ab-
satzmenge und Gleichsetzung mit den Grenzkosten (ci) dann zu: 









ci variable Kosten des Unternehmens i 
n Anzahl Anbieter/Unternehmen 
p Absatzpreis  
 
Aufgrund des unterstellten freien Marktzutritts werden nun solange neue Anbieter auf 
den Markt gelockt, bis nur noch der in den Kosten bereits enthaltenen Normalgewinn 
erzielt werden kann, der Gewinn als Differenz zwischen Erlös und Kosten also Null 
wird. In diesem Fall entspricht der Absatzpreis (p) den jeweiligen Durchschnitts- 
kosten (DKi) der n Anbieter:151 
                                            
151 vgl. Krugman/Obstfeld (2004), S. 180 
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Gleichung 13 Bedingung für die gleichgewichtigen Durchschnittskosten eines Unterneh-

























ci variable Kosten des Unternehmens i 
DKi Durchschnittskosten des Unternehmens i 
n Anzahl Anbieter/Unternehmen 
Ki Kosten des Unternehmens i 
Kfix Fixkosten des Unternehmens 
p Absatzpreis  
x Marktabsatzmenge 
xi Absatzmenge des Unternehmens i 
4.3.1 Angebotsschocks 
Entsprechend dem in Abschnitt 4.3 beschriebenen Modell von Krugman wird ein ne-
gativer Angebotsschock in Form einer Erhöhung der variablen und/oder fixen Kosten 
ceteris paribus zu einer Verschiebung der Durchschnittskostenkurve der einzelnen 
Unternehmen nach oben (von DK0 (n) nach DK1 (n)) führen (vgl. Abbildung 6). Unter 
der Annahme einer vom Durchschnittspreis aller Anbieter unabhängigen Branchen-
nachfrage152 verringert sich jedoch nicht die Anzahl der am Markt befindlichen Unter-
nehmen (n). Der negative Angebotsschock führt dann lediglich zu einer Erhöhung 
des gleichgewichtigen Marktpreises (von p0 auf p1). 
 
                                            
152 vgl. Krugman/Obstfeld (2004), S. 180 

















Nach einem negativen Angebotsschock ergibt sich gemäß Abbildung 6 folglich ein 
neues Marktgleichgewicht bei einem erhöhten Preis (p1) sowie einer unveränderten 
Produktionsmenge der n Unternehmen. Ebenso wie im Falle der vollständigen Kon-
kurrenz sowie der Bertrand-Lösung hängt die Auswirkung eines Angebotsschocks 
auf den normalen Ertrag davon ab, ob sich durch den Angebotsschock die landesüb-
liche Eigenkapitalverzinsung verändert oder nicht. 
4.3.2 Nachfrageschocks 
Gemäß dem in Abschnitt 4.3 beschriebenen Modell von Krugman induziert ein nega-
tiver Nachfrageschock in Form einer Reduktion der Branchenabsatzmenge ceteris 
paribus eine Linksdrehung der Durchschnittskostenfunktion (DK (n)) der einzelnen 
Unternehmen. Der negative Nachfrageschock führt somit zu eine Verringerung der 
am Markt befindlichen Unternehmen (von n0 auf n1) sowie zu einer Erhöhung des 
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Nach einem negativen Nachfrageschock ergibt sich gemäß Abbildung 7 folglich ein 
neues Marktgleichgewicht bei einem erhöhten Preis (p1) sowie einer verringerten An-
zahl an Anbietern (n1). Wie im Falle der vollständigen Konkurrenz sowie der  
Bertrand-Lösung hängt auch hier die Auswirkung eines Nachfrageschocks auf den 
normalen Ertrag davon ab, ob sich durch den Nachfrageschock die landesübliche 
Eigenkapitalverzinsung verändert oder nicht. 
4.4 Angebotsmonopol 
Nach Schumann läßt sich die Marktform des Angebotsmonopols durch die nachste-
henden Merkmale charakterisieren:153 
 Auf dem Markt gibt es auf der Angebotsseite nur einen Marktteilnehmer. Folglich 
wird das jeweilige Gut nur von einem einzigen Marktteilnehmer angeboten, so 
daß es keine Präferenzen der Nachfrager geben kann. 
 Es gibt keine Präferenzen des Angebotsmonopolisten für die verschiedenen 
Nachfrager. 
                                            
153 vgl. hierzu Schumann (1992), S. 281 f. 









Anzahl Anbieter (n) 
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 Der Angebotsmonopolist kennt die Nachfrage für das von ihm angebotene Gut 
und die in großer Zahl vorhandenen Nachfrager verfügen über eine vollständige 
Preisinformation. 
 Es gibt keine Substitute für das Monopolgut. 
 
Aus diesen Annahmen schlußfolgert Schumann, daß es für das jeweilige Gut auf 
dem Markt nur einen Preis gegeben kann, wobei entweder die Menge oder der Preis 
von dem Monopolisten gesetzt wird.  
 
Ausgehend von einer Marktnachfragefunktion:154 
Gleichung 14 Marktnachfragefunktion im homogenen Angebotsoligopol 












und einer Gewinnfunktion des Monopolisten: 














c variable Kosten des Monopolisten 
G Gewinn des Monopolisten 
K Kosten des Monopolisten 
                                            
154 Die Darstellung des Modells erfolgt hier in Anlehnung an Pindyck/Rubinfeld (2003), S. 467 ff. 
sowie Blum (2000), S. 151 ff.. 
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ergibt sich die gewinnmaximierende Marktabsatzmenge (x*) zu: 
















b Steigungsparameter der Marktnachfragefunktion 
c variable Kosten des Monopolisten 
x* gewinnmaximierende Marktabsatzmenge 
 
Durch Einsetzen der gewinnmaximierenden Absatzmenge in die Marktnachfrage-
funktion (vgl. Gleichung 14) berechnet sich der gleichgewichtige Marktpreis (p*) zu: 
























b Steigungsparameter der Marktnachfragefunktion 
c variable Kosten des Monopolisten 
p* gleichgewichtiger Marktpreis 




Gemäß Gleichung 16 und Gleichung 17 induziert ein negativer Angebotsschock in 
Form einer Erhöhung der variablen Kosten ceteris paribus eine Reduktion der ge-
winnmaximierenden Absatzmenge (x*) sowie eine Erhöhung des gleichgewichtigen 
Absatzpreises (p*).  
 
Gemäß Gleichung 15 verändert sich der Gewinn eines Monopolisten bei einer Erhö-
hung der variablen Kosten um z Geldeinheiten wie folgt: 
Gleichung 18 Veränderung des Gewinns eines Monopolisten bei einer Erhöhung der 
variablen Kosten um z Geldeinheiten 
( )( )fix111fix00010 KxzcpxKxcpxGGG −⋅+−⋅−−⋅−⋅=−=∆  
 
Durch Einsetzen der in Gleichung 16 und Gleichung 17 ermittelten gewinnmaximie-
renden Absatzmenge respektive des gleichgewichtigen Marktpreises ergibt sich dann 
Gleichung 18 zu: 
 










































zG ⋅−⋅⋅−⋅⋅=∆  
 
Folglich hat ein negativer Angebotsschock in Form einer Erhöhung der variablen Ko-
sten um z Geldeinheiten dann einen negativen Einfluß auf die Gewinnentwicklung 





<⇒>⋅−⋅⋅−⋅⇒>∆ ,     mit z ≥ 0 ∧ b > 0. 
 
Diese Bedingung ist bei jeder positiven, gewinnmaximierenden Absatzmenge erfüllt, 
da in diesem Fall gemäß Gleichung 16 gelten muß: 
 
( ) zbcba          0
2
zcba*x ⋅+⋅>⇒>+⋅−= , mit a > 0 ∧ b ≥ 0 ∧ c ≥ 0 ∧ z ≥ 0. 




Unter Berücksichtigung der gültigen Wertebereiche der Variablen a, b, c und z muß 
dann auch gelten: 
 
b
cb2a2z          z
2
1bcba ⋅⋅−⋅<⇒⋅⋅+⋅>    q.e.d. 
4.4.2 Nachfrageschocks 
Gemäß Gleichung 16 und Gleichung 17 induziert ein negativer Nachfrageschock in 
Form einer Reduktion der Marktsättigungsmenge ceteris paribus eine Reduktion der 
gewinnmaximierenden Absatzmenge (x*) sowie des gleichgewichtigen Absatzpreises 
(p*).  
 
Gemäß Gleichung 15 verändert sich der Gewinn eines Monopolisten bei einer Re-
duktion der Marktsättigungsmenge um y Mengeneinheiten wie folgt: 
Gleichung 19 Veränderung des Gewinns eines Monopolisten bei einer Reduktion der 
Marktsättigungsmenge um y Mengeneinheiten 
( )fix111fix00010 KxcpxKxcpxGGG −⋅−⋅−−⋅−⋅=−=∆  
 
Durch Einsetzen der in Gleichung 16 und Gleichung 17 ermittelten gewinnmaximie-
renden Absatzmenge respektive des gleichgewichtigen Marktpreises ergibt sich dann 
Gleichung 18 zu: 
 















































Folglich hat ein negativer Nachfrageschock in Form einer Reduktion der Sättigungs-
menge um y Gütereinheiten dann einen negativen Einfluß auf die Gewinnentwicklung 
eines Unternehmens, wenn gilt: 
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cb2a2y0ycb2a20Gi ⋅⋅−⋅<⇒>−⋅⋅−⋅⇒>∆ ,   mit a ≥ y ≥ 0 ∧ b > 0. 
 
Diese Bedingung ist bei jeder positiven, gewinnmaximierenden Absatzmenge erfüllt, 
da in diesem Fall gemäß Gleichung 16 gelten muß: 
 
( ) cbya          0
2
cbya*x ⋅+>⇒>⋅−−= ,  mit a ≥ y ≥ 0 ∧ b ≥ 0 ∧ c ≥ 0. 
 
Unter Berücksichtigung der gültigen Wertebereiche der Variablen a, b, c und y muß 
dann auch gelten: 
 
cb2a2y        cby
2
1a ⋅⋅−⋅<⇒⋅+⋅>    q.e.d. 





Gemäß den in den Abschnitten 4.1 bis 4.4 vorgestellten Modellen der Industrieöko-
nomik ist beim Vorliegen der Marktform 
 der vollständigen Konkurrenz, 
 des monopolistischen Wettbewerbs sowie 
 eines Preiswettbewerbs im homogenen Angebotsoligopol (Bertrand-Lösung)  
mit einer Auswirkung von Angebots- bzw. Nachfrageschocks auf den Unterneh-
menserfolg respektive den Unternehmensgewinn nur dann zu rechnen, wenn sich 
durch den Angebots- bzw. Nachfrageschock der normale Ertrag bzw. die landesübli-
che Eigenkapitalverzinsung verändert. Dies ist jedoch auf der Basis der untersuchten 
industrieökonomischen Modelle nicht eindeutig zu beantworten. 
 
Demgegenüber ist bei den Marktformen 
 des Mengenwettbewerbs im homogenen Angebotsoligopol (Cournot-Lösung) 
sowie 
 dem Angebotsmonopol 
mit einer eindeutig kontraktiven Auswirkung der betrachteten negativen Ange-
bots- sowie Nachfrageschocks auf den Unternehmensgewinn zu rechnen. 
 
Insgesamt zeigt sich somit bei der industrieökonomischen Analyse der Auswirkungen 
exogener Schocks auf den Unternehmenserfolg, daß die gemäß der Cournot-Lösung 
sowie die im Falle eines Angebotsmonopols zu erwartenden Auswirkungen exogener 
Schocks auf den Unternehmensgewinn mit den in dem Kapitel 3 herausgearbeiteten 
Wirkungszusammenhängen weitestgehend im Einklang stehen. Demgegenüber sind 
in den Marktformen 
 der vollständigen Konkurrenz, 
 des monopolistischen Wettbewerbs sowie 
 eines Preiswettbewerbs im homogenen Angebotsoligopol (Bertrand-Lösung)  
die zu erwartenden Auswirkungen exogener Schocks auf den buchhalterischen Un-
ternehmensgewinn nicht eindeutig zu bestimmen, da 
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 zum einen aus den entsprechenden industrieökonomischen Modellen nicht unmit-
telbar hervorgeht, welcher gleichgewichtige buchhalterische Gewinn vor einem 
exogenen Schock dem (branchenspezifischen) „normalen Ertrag“ entspricht und 
 zum anderen auf der Basis der jeweiligen industrieökonomischen Modelle die 
Frage nicht eindeutig zu beantworten ist, unter welchen Bedingungen ein exo-
gener Schock eine Änderung des „normalen Ertrages“ respektive der  
landesüblichen Eigenkapitalverzinsung – und damit des buchhalterischen Ge-
winns – induziert. 
 
Erschwerend kommt noch hinzu, daß für eine spätere Interpretation der in Kapitel 7 
erarbeiteten empirischen Schätzergebnisse vor dem Hintergrund der in den Abschnit-
ten 4.1 bis 4.4 vorgestellten industrieökonomischen Modellen zunächst die (am ehes-
ten zutreffende) branchenspezifische Marktform zu bestimmen wäre. Wie sich jedoch 
noch in Abschnitt 7.2 zeigen wird, liegen hierfür die erforderlichen Marktinformati-
onen, wie beispielsweise über  
 die Anzahl und Größe der Unternehmen der untersuchten Branchen,  
 die Preis- und Mengenentwicklung,  
 den branchenspezifischen Konzentrationsgrad,  
 die Existenz von Skaleneffekten oder 
 das Ausmaß der branchenspezifischen Produktheterogenität 
nicht vor. Die für eine industrieökonomische Interpretation angemessene Marktform 
kann folglich kaum bestimmt werden. Auch können aus den empirisch ermittelten 
Auswirkungen exogener Schocks auf den Unternehmensgewinn keine eindeutigen 
Rückschlüsse auf die geeignete Marktform bzw. die Bewährung eines entsprechen-
den industrieökonomischen Modells geschlossen werden, da – wie oben dargestellt 
– mehrere Marktformen mit den gleichen Auswirkungen vereinbar sind bzw. aus der 
Bewährtheit des Explanandum eines Modells nicht die Bewährtheit des Explanans 
folgt. 
 
Eine Interpretation der in Kapitel 7 erarbeiteten empirischen Schätzergebnisse vor 
dem Hintergrund der vorgestellten industrieökonomischen Modellen erscheint in so-
fern nur in einem relativ begrenzten Rahmen möglich zu sein. Dennoch wird der Ver-
such unternommen, im Rahmen der Diskussion der Schätzergebnisse einen Bezug 
zu den Theorien der Industrieökonomik herzustellen. 
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5 Festlegung zu erwartender Auswirkungen exogener Schocks auf den Un-
ternehmenserfolg in Abhängigkeit bestimmter Branchenkriterien 
Um gemäß der in Abschnitt 1 dargelegten Intention dieser Arbeit die Auswirkungen 
exogener Schocks auf den in Abschnitt 3.1 definierten Unternehmenserfolg bran-
chenspezifisch analysieren zu können, sind zunächst Hypothesen bezüglich der zu 
erwartenden Auswirkungen exogener Schocks auf den branchenspezifischen Un-
ternehmenserfolg zu erarbeiten. Hierbei steht folgende Frage im Vordergrund: „In 
welchen Branchen ist mit einer besonders starken Reaktion des Unternehmenser-
folges auf Veränderungen einzelner exogener Einflußfaktoren zu rechnen?“ In Kapi-
tel 7 werden dann die formulierten Hypothesen anhand empirischer Daten respektive 
der damit intendierten Protokollaussagen überprüft. 
 
Zur Hypothesenbildung werden im folgenden sechs Branchenkriterien definiert und 
operationalisiert. Dies sind 
− die Kapitalintensität, 
− die Personalintensität, 
− der Verschuldungsgrad bzw. die Eigenkapitalquote, 
− die Exportabhängigkeit, 
− die Importabhängigkeit sowie 
− die Wertschöpfungstiefe. 
Sollten Unternehmen eines dieser Kriterien erfüllen, so ist mit einer kriterienspezifi-
schen, relativ starken Reaktion des Unternehmenserfolges auf einen bestimmten 
exogenen Schock zu rechnen. 
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Gemäß Kütting/Weber ist die Kapitalintensität wie folgt definiert:155 
Gleichung 20 Kapitalintensität 
100
tungenGesamtleis
nSachanlage auf ahresGeschäftsj des ngenAbschreibuensitätKapitalint ⋅=  
 
Als besonders kapitalintensiv gelten demnach Unternehmen, deren Anteil an Ab-
schreibungen an der Gesamtleistung relativ hoch ist. Im Hinblick auf die zu erwarten-
de Auswirkung der in Abschnitt 3.3.1 definierten, handlungsexogenen Einflußfaktoren 
ist demzufolge davon auszugehen, daß bei kapitalintensiven Unternehmen eine Va-
riation des Fremdkapitalkostensatzes einen überdurchschnittlich starken Einfluß 
auf den Unternehmenserfolg hat. 
5.2 Personalintensität 
Die Personalintensität sei wie folgt definiert:156 
Gleichung 21 Personalintensität 
010
tungGesamtleis
fwandPersonalautensitätPersonalin ⋅=  
 
Bei personalintensiven Unternehmen ist demzufolge der Anteil des Personalauf-
wands an der Gesamtleistung vergleichsweise hoch. In der Konsequenz ist davon 
auszugehen, daß bei personalintensiven Unternehmen eine Veränderung des Lohn-
satzes zu einer überdurchschnittlich intensiven Beeinträchtigung des Unterneh-
menserfolges führt. 
 
                                            
155 vgl. Kütting/Weber (2001), S. 262 ff. 
156 vgl. Kütting/Weber (2001), S. 262 ff. 
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5.3 Eigenkapitalquote bzw. Verschuldungsgrad 
Die Eigenkapitalquote respektive der Verschuldungsgrad berechnet sich wie 
folgt:157 
Gleichung 22 Eigenkapitalquote 
100
talGesamtkapi
alEigenkapitalquoteEigenkapit ⋅=  
Gleichung 23 Verschuldungsgrad 
alEigenkapit
alFremdkapitngsgradVerschuldu =  
 
Aufgrund eines erhöhten Fremdkapitaleinsatzes ist bei Unternehmen mit einer ver-
gleichsweise geringen Eigenkapitalquote bzw. einem relativ hohen Verschuldungs-
grad mit einer überdurchschnittlich starken Sensitivität des Unternehmenserfolges 
auf Veränderungen des Fremdkapitalkostensatzes zu rechnen. 
5.4 Exportabhängigkeit 
Es wird angenommen, daß Unternehmen, die einen vergleichsweise hohen Anteil 
ihres Umsatzes bzw. ihrer Gesamtleistung im Ausland erwirtschaften, eine verhält-
nismäßig hohe Exportabhängigkeit aufweisen. Es ist demzufolge davon auszuge-
hen, daß bei exportabhängigen Unternehmen u.a. eine Veränderung der ausländi-
schen, autonomen Nachfragemenge sowie ggf. eine Variation des Wechselkur-
ses158 einen überdurchschnittlich intensiven Einfluß auf die Entwicklung des Unter-
nehmenserfolges haben. 
5.5 Importabhängigkeit 
Als besonders importabhängig werden Unternehmen bezeichnet, die einen relativ 
großen Anteil ihrer Produktionsfaktoren aus dem Ausland beziehen. Eine Variation 
der in ausländischen Währungen gemessenen Materialpreise sowie ggf. eine Ver-
                                            
157 vgl. Kütting/Weber (2001), S. 103 ff. sowie S. 303 
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änderung des Wechselkurses159 führen demnach bei importabhängigen Unterneh-
men zu einer überdurchschnittlich starken Veränderung des Unternehmenserfolges. 
5.6 Wertschöpfungstiefe 
Die Wertschöpfungstiefe wird anhand der Relation von ordentlicher betrieblicher 
Wertschöpfung zum (Brutto-) Produktionswert gemessen. Demzufolge weisen Unter-
nehmen mit einem relativ großen Anteil der ordentlichen betrieblichen Wertschöpfung 
am Produktionswert eine vergleichsweise hohe Wertschöpfungstiefe auf. Unter der 
Annahme, daß Unternehmen mit einer hohen Wertschöpfungstiefe eine verhältnis-
mäßig geringe Kostenvariabilität aufweisen, ist davon auszugehen, daß bei einer 
hohen Wertschöpfungstiefe eine mengeninduzierte Veränderung des Umsatzes zu 
einer überdurchschnittlich intensiven Veränderung des Unternehmenserfolges führt. 
 
Der (Brutto-) Produktionswert sowie die ordentliche betriebliche Wertschöpfung 
lassen sich entsprechend der Entstehungsrechung im Rahmen des Gesamtkosten-
verfahrens vereinfachend160 wie folgt berechnen: 
Gleichung 24 Vereinfachte Darstellung der Berechnung des (Brutto-) Produktionswertes 
sowie der ordentlichen, betrieblichen Wertschöpfung 
 Umsatzerlöse 
± Erhöhung/Verminderung des Bestandes an  
fertigen und unfertigen Erzeugnissen 
+ andere aktivierte Eigenleistungen 
+ sonstige betriebliche Erträge  
= Produktionswert (brutto) 
− Materialaufwand 
− Abschreibungen auf Sachanlagen 
− sonstige betriebliche Aufwendungen  
= ordentliche betriebliche Wertschöpfung 
                                                                                                                                        
158 siehe hierzu auch die Anmerkungen in Abschnitt 7.2 
159 vgl. hierzu die Erläuterungen in Abschnitt 7.2 
160 Eine detaillierte Berechnungsübersicht befindet sich u.a. bei Kütting/Weber (2001), S. 315 ff. 
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Die nachfolgende Tabelle zeigt die zu erwartende Intensität der Reaktion des Un-
ternehmenserfolges bei einer Veränderung des jeweiligen handlungsexogenen Ein-
flußfaktors in Abhängigkeit von den oben definierten sechs Branchenkriterien. Eine 
besonders starke Reaktion des Unternehmenserfolges wird dabei durch ein „X“ ge-
kennzeichnet. 













Kapitalintensität      X 
Personalintensität   X    
Verschuldungsgrad 
bzw. Eigenkapitalquote      X 
Exportabhängigkeit  X   X  
Importabhängigkeit    X X  




                                            
161 gemessen in Auslandswährung 
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6 Die Regressionsanalyse mit Zeitreiheninnovationen als eine Methode zur 
empirisch-wissenschaftlichen Analyse sozialökonomischer Verhaltenswei-
sen 
In diesem Kapitel wird die Regressionsanalyse mit Zeitreiheninnovationen als 
eine Methode der empirischen Wirtschaftsforschung (Ökonometrie) kurz dargelegt, 
die für die in Kapitel 7 durchzuführende, empirische Überprüfung der reduzierten 
Form des in Abschnitt 3.3 dargelegten Unternehmensmodells benötigt wird.162 Ziel 
der Regressionsanalyse mit Zeitreiheninnovationen ist es, „ein ökonomisch fundier-
tes Hypothesensystem bezüglich der kausalen Abhängigkeiten zwischen den  
interessierenden Variablen zu formulieren und es anhand empirischer Daten zu  
testen. Dabei wird insbesondere angestrebt, daß alle Modellparameter (und auch die 
Gütemaße) erwartungstreu163 und effizient164 geschätzt werden.“165 Hierzu werden 
die ökonomischen Regressionsgleichungen auf Grundlage der von ihrer univariaten 
Dynamik bereinigten Zeitreihen („Zeitreiheninnovationen“166) geschätzt, denn gera-
de diese nicht schon aus der eigenen Vergangenheit prognostizierbaren Variablen-
komponenten sind durch die Wirkung anderer Variablen zu erklären.167 Diese Zeitrei-
heninnovationen lassen sich gemäß dem Konzept einer schwach rationalen Erwar-
tungsbildung168, bei der die Wirtschaftssubjekte lediglich die vergangenen Realisati-
onen einer vorherzusagenden Variable optimal für die Prognose auswerten, als  
                                            
162 Die Darstellung erfolgt hier in Anlehnung an die von Gleißner beschriebene „Kausalanalyse mit 
Zeitreiheninnovationen“ (siehe hierzu Gleißner (1999), S. 330 ff.). 
163 Eine Schätzvariable θ̂  heißt erwartungstreu oder unverzerrt, wenn ( ) θ=θ̂E , d.h., wenn der Erwar-
tungswert der Schätzvariablen mit dem tatsächlich (unbekannten) Wert der Variablen überein-
stimmt (siehe hierzu Schneeweiß (1990), S. 353 sowie Eckey/Kosfeld/Dreger (1995), S. 42 f.). 
164 Eine Schätzvariable θ̂  heißt effizient, wenn θ̂  erwartungstreu ist und wenn die Standardabwei-
chung von θ̂  (der sogenannte Standardfehler) minimal ist im Vergleich zu dem Standardfehler 
jeder anderen erwartungstreuen Schätzvariablen (siehe hierzu Schneeweiß (1990), S. 353 sowie 
Eckey/Kosfeld/Dreger (1995), S. 45 f.). 
165 Gleißner (1999), S. 330 
166 Die Residuen der jeweiligen ARMA- bzw. ARIMA-Modelle sind die „innovativen“ Variablenkom-
ponenten (Zeitreiheninnovationen), die nicht unter Verwendung der vergangenen Realisationen 
dieser Variable vorhergesagt werden können. Sie haben white-noise-Eigenschaft und sind somit 
autokorrelationsfrei. 
167 Siehe hierzu Gleißner (1999), S. 345; zu weiteren empirischen Untersuchungen auf der Basis 
von Zeitreiheninnovationen siehe Bernanker/Blinder (1992), S. 14 ff.. 
168 vgl. hierzu Hillmer (1993), S. 182 ff. 
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stochastische Prognosefehler169 interpretieren.170 Vorteilhaft im Vergleich zu her-
kömmlichen, ökonometrischen Verfahren ist die Verwendung von Zeitreiheninnovati-
onen insbesondere deshalb, weil ineffiziente oder verzerrte Parameterschätzungen 
infolge von Multikollinearität171 und fälschlicherweise signifikant geschätzte  
Korrelationsbeziehungen zwischen völlig unabhängigen Variablen als das Ergebnis 
des Einflusses des Faktors Zeit (spurious-regression-Problem172) vermieden wer-
den. 
 
Zur Durchführung einer Regressionsanalyse mit Zeitreiheninnovationen kann die fol-
gende schrittweise Vorgehensweise gewählt werden:173 
6.1 Hypothesenbildung 
Basierend auf einer ökonomischen Theorie ist ein Hypothesen- respektive Glei-
chungssystem zu entwerfen. Dabei ist insbesondere festzulegen, welche Variablen in 
den Gleichungen zu berücksichtigen sind und welche kausalen Beziehungen  
zwischen diesen Variablen bestehen. 
                                            
169 Hierbei muß jedoch angenommen werden, daß zum einen die Wirtschaftssubjekte die Modell-
struktur kennen und sich zum anderen diese zumindest über den Untersuchungszeitraum zeitlich 
invariant ist, da das der Berechnung der Zeitreiheninnovationen zugrundliegende ARIMA-Modell 
auf der Basis der Variablenrealisationen des gesamten Untersuchungszeitraums geschätzt wird 
(Problem der „In-Sample-Prognose“). 
170 Das Konzept schwach rationaler Erwartungen stellt somit deutlich geringere Anforderungen an 
den Erwartungsbildungsprozeß als das Konzept rationaler Erwartungsbildung von Muth (siehe 
hierzu Muth (1961), demzufolge die Wirtschaftssubjekte alle verfügbaren relevanten  
Informationen auswerten. Im Hinblick auf die Informationseffizienz von Kapitalmärkten wurde das 
Konzept der rationalen Erwartungsbildung u.a. von Steiner/Bruns (1995), S. 39 ff. falsifiziert.  
Feige und Pearce sehen gar – unter Berücksichtigung von Informationskosten – die Verwendung 
von ARIMA-Modellen zur Erwartungsbildung als „ökonomisch rational“ an (siehe hierzu Fei-
ge/Pearce (1976)). Hierfür spricht auch die erhebliche Unsicherheit hinsichtlich der volkswirt-
schaftlichen Kausalstruktur und die empirisch festgestellte – auch im Vergleich zu wesentlich 
aufwendigeren Prognosemodellen – relativ hohe Prognosegüte von ARIMA-Modellen (vgl. hierzu 
Cooper (1972), Cooper/Nelson (1975), S. 1 ff., Cramer/Miller (1976), S. 85 ff. sowie  
Fama/Gibbons (1984), S. 327 ff.). 
171 Dies gilt insbesondere hinsichtlich der Schätzung von Lag-Strukturen, da im Gegensatz zu den 
üblichen Ansätzen die Variablen zu verschiedenen zeitlichen Lags unkorreliert sind. Ferner ist 
das Verfahren robust gegenüber der fälschlichen Vernachlässigung weiterer relevanter Einfluß-
faktoren auf eine interessierende Variable, was vor allem im Hinblick auf die Abbildung von indi-
viduellen Verhaltensweisen von besonderer Bedeutung ist. 
172 siehe hierzu die entsprechenden Anmerkungen in Abschnitt 6.4 
173 vgl. hierzu auch Gleißner/Füser (2000), S. 938 ff. 
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6.2 Operationalisierung der Modellvariablen 
Die im ersten Schritt noch sehr allgemein benannten Variablen sind nun exakt zu 
operationalisieren, d.h. es ist u.a. festzulegen, 
• welche statistischen Zeitreihen verwendet werden sollen, 
• welche zeitlichen Abstände die einzelnen Realisationen der Variablen haben sol-
len, 
• welcher Untersuchungszeitraum gewählt werden soll und 
• welche mathematischen Transformationen gegebenenfalls auf die Originalzeitrei-
hen angewendet werden sollen. 
6.3 Spezifikation des Gleichungssystems 
Das im ersten Schritt festgelegte Hypothesen- bzw. Gleichungssystem ist nun zu 
spezifizieren. Dabei bietet es sich an, den (hypothetischen) Wirkungszusammen-
hang zwischen den einzelnen Modellvariablen unter Angabe der jeweiligen Wir-
kungsrichtung (positiv (+) / negativ (-)) graphisch darzustellen.174 Ausgehend von 
einem derartig visualisierten Modell ist dann, vor dem Hintergrund der dieser Arbeit 
zugrundeliegenden Fragestellung, die zu erwartende Auswirkung der einzelnen exo-
genen Variablen auf die Zielvariablen abzuleiten. 
6.4 Untersuchung der Variablen auf Stationarität 
Die meisten statistischen Verfahren, wie auch das hier anzuwendende Verfahren der 
Regressionsanalyse, gehen von der Annahme stationärer Zeitreihen175 aus,176 wo-
bei nach Schlittgen und Streitberg zwischen schwach und streng stationären Zeitrei-
hen zu unterscheiden ist. Eine Zeitreihe heißt schwach stationär, wenn sie mittel-
                                            
174 vgl. hierzu Abbildung 2 sowie Abbildung 3 
175 Gemäß Schlittgen und Streitberg stellen Zeitreihen „eine (zeitlich) geordnete Folge (Xt)t∈T von 
Beobachtungen einer Größe [bzw. Zufallsvariablen Xt dar] [...]. Für jeden Zeitpunkt t einer Menge 
T von Beobachtungszeitpunkten liegt dabei genau eine Beobachtung vor“ (Schlittgen/Streitberg 
(2001), S. 1). 
176 Gleißner gibt hierzu folgende Begründung: „Da bei einer ökonometrischen Analyse immer nur 
eine einzige Realisation [einer Zufallsvariablen Xt] in einem bestimmten endlichen Zeitabschnitt 
beobachtet werden kann (für jede Periode t = 1, 2, ..., T je nur eine Realisation), muß die  
Annahme getroffen werden, daß bestimmte stochastische Charakteristika der Zufallsvariablen ei-
ner Zeitreihe über die Zeit konstant bleiben. Konkret wird üblicherweise davon ausgegangen, daß 
Mittelwert- und Varianzfunktion über die Zeit konstant sind und die Kovarianzfunktion nur von der 
zeitlichen Differenz der betrachteten Realisationen abhängig ist“ (Gleißner (1999), S. 309). 
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wert- und kovarianzstationär und damit auch varianzstationär177 ist.178 Sind sämtliche 
stochastischen Charakteristika der Zeitreihe zeitinvariant, d.h. sämtliche Zufallsvari-
ablen Xt identisch verteilt, so ist die Zeitreihe als streng stationär zu bezeichnen.179 
Viele ökonomische Zeitreihen weisen jedoch beispielsweise ein saisonales Verhal-
ten, einen stochastischen Trend (integrierte Zeitreihen) oder einen deterministischen 
Trend auf, was einen sich zeitlich ändernden Mittelwert oder eine sich ändernde Va-
rianz der Zeitreihe zur Folge hat. Als Beispiel für eine Zeitreihe mit einer zeitabhän-
gigen Varianz ist ein „Random Walk“ zu nennen. Dieser läßt sich wie folgt be-
schreiben: 
Gleichung 25 Random Walk als Beispiel für eine Zeitreihe mit einer zeitabhängigen Varianz 
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mit  
εt ∼ N(0,σ) 
E(Xt) = X0 
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Aufgrund der gegen unendlich strebenden Varianz kann sich hier Xt beliebig weit 
vom Erwartungswert E(Xt) entfernen, so daß eine vom Zeitpunkt t = 0 ausgehend 
langfristige Prognose nicht als erfolgsversprechend anzusehen ist.180  
 
                                            
177 Gemäß Fußnote 178 gilt: 
σt
2 = γ (t, t) = γ (0) = γ (s, s) = σs2 q.e.d. 
178 Ein stochastischer Prozess (Xt)t∈T bzw. eine Zeitreihe heißt 
• mittelwertstationär, wenn µt konstant ist: 
µt =: µ    für alle t ∈ T 
• varianzstationär, wenn σt2 konstant ist: 
σt
2 =: σ2    für alle t ∈ T 
• kovarianzstationär, wenn die Kovarianzfunktion γ (s, t) des Prozesses nur von der Entfernung 
s – t abhängt: 
γ (s, t) =: γ (s – t) für alle s, t ∈ T 
(siehe hierzu Schlittgen/Streitberg (2001), S. 100 f.). 
179 „Ein stochastischer Prozess (Xt)t∈T heißt streng stationär, wenn die gemeinsame Verteilungsfunk-
tion jedes endlichen Systems von Zufallsvariablen (Xt1, Xt2, ..., Xtn) des Prozesses identisch ist mit 
der gemeinsamen Verteilungsfunktion des um s Zeitpunkte verschobenen Systems (Xt1+s, Xt2+s, 
..., Xtn+s)“ (Schlittgen/Streitberg (2001), S. 104). 
180 siehe hierzu Gleißner (1999), S. 311 sowie die Darstellung bei Schlittgen/Streitberg (2001), S. 96 
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Einige nicht stationäre Zeitreihen können jedoch durch eine d-fache Differenzenbil-
dung in einen stationären, stochastischen Prozeß transformiert werden.181 Solche, 
einem stochastischen Trend folgende Zeitreihen werden als „integriert vom Grad d“ 
(I(d)) genannt. Integrierte Zeitreihen lassen sich somit nach d-facher Differenzenbil-
dung als einen stationären ARMA(p,q)-Prozeß182, d.h. als I(0)-Variablen darstellten. 
In diesem Fall handelt es sich um ein ARIMA(p,d,q)-Modell. Wird eine Originalzeitrei-
he einer Variable in eine stationäre Zeitreihe transformiert und anschließend mittels 
eines ARMA(p,q)-Ansatzes um ihre restlichen univariaten, nur zeitabhängigen Cha-
rakteristika bereinigt, so hat die so erzeugte neue Zeitreihe white-noise-
Eigenschaften. Sie repräsentiert die „Innovationen“ der Originalzeitreihe.183 
 
Des weiteren kann zwischen individuellen, nicht-stationären Zeitreihen langfristig ein 
Zusammenhang bestehen, so daß beispielsweise eine bestimmte Linearkombination 
dieser Zeitreihen wieder stationär ist bzw. zumindest einen niedrigeren Integrations-
grad aufweist. Zeitreihen, die eine solche langfristige „Gleichgewichtsbeziehung“ 
aufweisen, werden kointegriert genannt.184 Gemäß Granger liegt eine Kointegration 
immer dann vor, wenn sich das System dieser Variablen als „Fehlerkorrekturmo-
dell“185 beschreiben läßt.186 
                                            
181 zu dieser als „Differenzenfilter“ bezeichneten Vorgehensweise zur Trendbereinigung von Zeitrei-
hen siehe Schlittgen/Streitberg (2001), S. 39 ff. 
182 Den zeitreihenanalytischen Ansätzen Box/Jenkins folgend, läßt sich eine Zufallsvariable Xt als 
gewichtetes Mittel aus gegenwärtigen und q vergangenen stochastischen Schocks µt darstellen 
(MA(q)-Darstellung). Alternativ zur MA(q)-Darstellung kann für Zufallsvariablen einer Zeitreihe ei-
ne Darstellung als autoregressiver Prozess der Ordnung p (AR(p)-Prozess) gewählt werden. Eine 
Kombination beider Ansätze sind ARMA(p,q)-Modelle, die so spezifiziert werden können, daß die 
Anzahl der zu schätzenden Parameter (p+q) minimal wird und die sich wie folgt formal darstellen 
lassen (vgl. Box/Jenkins (1968)): 
qtq2t21t1tptp2t21t10t µβ...µβµβµyα...yαyααy −−−−−− +++++++++=  
Damit ein ARMA(p,q)-Modell stationär ist, muß die AR(p)-Komponente stationär sein, d.h. die 
Wurzeln der charakteristischen Gleichung des autoregressiven Teils müssen betragsmäßig klei-
ner als Eins sein (siehe hierzu Schlittgen/Streitberg (2001), S. 132 ff.). Andernfalls ist ein expo-
nentielles Wachstum der Zeitreihe möglich. Als Kriterien zur Beurteilung einer gewählten Spezifi-
kation eines ARMA(p,q)-Modells können u.a. herangezogen werden: 
• eine white-noise-Eigenschaft der Modellresiduen, d.h. die Residuen sind als eine Folge von 
identisch verteilten und unabhängigen Zufallsvariablen anzusehen (siehe hierzu  
Schlittgen/Streitberg (2001), S. 92), 
• eine hohe Erklärungskraft des Modellansatzes (z.B. gemessen am Bestimmtheitsmaß) sowie 
• eine geringe Anzahl und statistische Signifikanz der Modellparameter. 
Die Gewichtung der einzelnen Kriterien ist jedoch meist nicht intersubjektiv nachprüfbar, so daß 
die schließlich gewählte Modellspezifikation nicht als „eindeutig wahr“, sondern höchstens als 
„akzeptabel oder plausibel“ betrachtet werden kann (vgl. hierzu Gleißner (1999), S. 310). 
183 siehe hierzu Gleißner (1999), S. 335 
184 siehe hierzu Ericsson (1994), S. 19 
185 Bei einem Fehlerkorrekturmodell wird neben den integrierten, aufgrund einer d-fachen Differen-
zenbildung, stationären Zeitreihen zusätzlich ein „Fehlerkorrekturterm“ als weiterer Regressor in 
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Neben dem auf der Akkumulation von Zufallseinflüssen basierenden (lokalen) sto-
chastischen Trend integrierter Zeitreihen, kann das trendhafte Verhalten einer Zeit-
reihe auch auf einen sogenannten deterministischen Trend zurückzuführen sein. In 
diesem Fall handelt es sich um einen Trend (trendstationärer Ansatz), bei dem sich 
die nicht-stationäre Zeitreihe Xt in eine deterministische Trendkomponente Zt, bei-
spielsweise beschrieben durch ein Polynom der Zeit, und einen überlagerten statio-
nären stochastischen Prozeß Yt (mit Erwartungswert Null) zerlegen läßt. Ein „ge-
mischter Trend“ liegt demnach dann vor, wenn eine Zeitreihe sowohl stochastische 
als auch deterministische Trendkomponenten aufweist. Dies ist beispielsweise bei 
einem „Random Walk with Drift“187 der Fall, der sich wie folgt beschreiben läßt: 
Gleichung 26 Random Walk with Drift als Beispiel für eine Zeitreihe mit einem gemischten 
Trend 
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Ein Random Walk with Drift weist folglich einerseits einen deterministischen Trend  
(t ⋅ m) mit linear steigendem Erwartungswert von Xt sowie andererseits eine linear 
steigende Varianz auf. Ebenso wie bei einem stochastischen Trend kann durch Dif-
ferenzenbildung auch ein deterministischer Trend beseitigt werden.188 
 
                                                                                                                                        
das Modell mit aufgenommen, der bei einem „first-order error correction model (ECM)“ die Ab-
weichung der Zeitreihen vom langfristigen Gleichgewicht (ermittelt auf der Basis einer geschätz-
ten Niveaugleichung) in der jeweiligen Vorperiode angibt (siehe hierzu Enders (1995), S. 6 sowie 
Eckey/Kosfeld/Dreger (1995), S. 215 f.). Neben den Veränderungsraten der integrierten Zeitrei-
hen werden folglich in einem Fehlerkorrekturmodell auch Informationen über die Entwicklung der 
Variablenniveaus berücksichtigt (siehe hierzu Grundmann (1998), S. 50 ff.). 
186 vgl. hierzu Granger (1983) 
187 Schlittgen/Streitberg (2001), S. 96 
188 siehe hierzu Hillmer (1993), S. 97 f.) 
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Sollten ökonometrische Analysen auf der Basis nicht-stationärer Zeitreihen durch-
geführt werden, so besteht die Gefahr, daß, falls eine oder mehrere erklärende  
Variablen mit den Störtermen korreliert sind, die geschätzten Parameterwerte sowohl 
in kleinen als auch in großen Stichproben verzerrt und inkonsistent sind.189 Ferner 
kann zwischen nicht-stationären Zeitreihen eine signifikante Korrelation bestehen, 
obwohl in Wirklichkeit kein kausaler Wirkungszusammenhang im Sinne einer Ursa-
chen-Wirkungs-Beziehung besteht. So haben u.a. Granger und Newbold190 sowie 
Plosser und Schwert191 in Untersuchungen gezeigt, daß auch zwei unabhängige, 
integrierte Zeitreihen in der Regel eine signifikante Beziehung aufweisen werden, 
wobei das Bestimmtheitsmaß im Mittel bei etwa 0,44 liegen wird.192 In diesem Fall 
handelt es sich um eine „spurious regression“ bzw. „spurious correlation“193. Für 
eine Identifikation kausaler Wirkungszusammenhänge zwischen ökonomischen Grö-
ßen bzw. Variablen sowie für eine möglichst effiziente, erwartungstreue und  
konsistente Schätzung der Wirkungsparameter ist daher die Verwendung stationärer 
Zeitreihen unabdingbar.  
 
Einen Hinweis darauf, ob eine bestimmte Zeitreihe als stationär zu erachten ist oder 
nicht, liefert u.a. die Autokorrelationsfunktion194.195 So deuten beispielsweise hohe 
und langsam abnehmende Autokorrelationskoeffizienten auf (stochastische) Trends 
und damit eine Nicht-Stationarität der Zeitreihe hin.196 Zur Bestimmung des Differen-
tiationsgrades einer Zeitreihe läßt sich dann die Stichprobenvarianz heranziehen. 
Demnach ist derjenige Differentiationsgrad d einer Zeitreihe als „am geeignetsten“ 
                                            
189 Siehe hierzu Grundmann (1998), S. 33 sowie Thomas (1997), S. 207 ff.; denkbar ist ferner, daß 
es aufgrund der Nicht-Stationarität der verwendeten Zeitreihen lediglich zu autokorrelierten Stör-
termen bzw. Residuen kommt, was eine ineffiziente Parameterschätzung und damit die Ungültig-
keit der Signifikanztests zur Folge hat (siehe hierzu Hujer/Cremer (1978), S. 214 ff.). 
190 vgl. hierzu Granger/Newbold (1974), S. 111 ff. 
191 vgl. hierzu Plosser/Schwert (1978), S. 637 ff. 
192 siehe hierzu Nelson/Kang (1984), S. 80 
193 siehe hierzu Thomas (1993), S. 151 
194 Die Autokorrelationsfunktion (rt) einer Zeitreihe Xt ist, unter der Annahme, daß die Zeitreihe stati-
onär ist und sich somit die verschiedenen (lagspezifischen) arithmetischen Mittel ( x ) und Stan-
dardabweichungen wenig unterscheiden (siehe hierzu Schlittgen/Streitberg (2001), S. 5), die 
durch 




















 definierte Funktion des Zeitabstands oder Lags τ = − (N − 1), ..., − 1, 0, 1, ..., (N − 1). Der Graph 
dieser Funktion heißt Korrelogramm (siehe hierzu Schlittgen/Streitberg (2001), S. 7). 
195 Anderson (1976), S. 54 ff. 
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anzusehen, bei dem die Stichprobenvarianz minimal ist.197 Dabei läßt sich eine  
Überdifferenzierung einer Zeitreihe anhand eines signifikant geschätzten Autokorre-
lationskoeffizienten 1. Ordnung erkennen.198 Zur Überprüfung einer Zeitreihe auf Sta-
tionarität läßt sich ferner der Augmented Dickey-Fuller Test heranziehen.199 Als prob-
lematisch ist hierbei jedoch die Tatsache anzusehen, daß der Dickey-Fuller Test auf 
der Nullhypothese eines rein nicht-deterministischen integrierten Prozesses basiert200 
und demnach eine fälschliche Vernachlässigung eines deterministischen Trends die 
Testergebnisse zugunsten des Vorliegens einer Einheitswurzel verzerren würde.201 
Um mit Hilfe des Augmented Dickey-Fuller Tests korrekt und effizient entscheiden zu 
können, ob eine Zeitreihe eine Nicht-Stationarität in Form einer Einheitswurzel auf-
weist, sind demnach immer die Zeitreihen auf die Existenz deterministischer und sto-
chastischer Trends hin zu untersuchen.202 Erst nach Ausschluß eines deterministi-
schen Trends bzw. der Bereinigung einer Zeitreihe um einen deterministischen Trend 
kann der Augmented Dickey-Fuller Test wieder für eine effiziente Überprüfung einer 
Zeitreihe auf Stationarität eingesetzt werden. 
 
Da jedoch sowohl ein stochastischer als auch ein deterministischer Trend203 einer 
Zeitreihe durch Differenzenbildung unter Berücksichtigung des oben geschilderten 
„Minimale-Varianz-Kriteriums“ eliminiert werden kann204, und zudem eine effiziente 
Überprüfung von Zeitreihen auf der Basis des Augmented Dickey-Fuller Test zu kei-
nen wesentlich neuen Erkenntnissen gegenüber einer Stationaritätsbeurteilung auf 
der Basis der Autokorrelationsfunktionen in Verbindung mit dem „Minimale-Varianz-
Kriterium“ führt,205 werden im Rahmen der späteren Untersuchungen lediglich die 
                                                                                                                                        
196 siehe hierzu Gleißner (1999), S. 335 
197 vgl. hierzu Hillmer (1993), S. 268 f. und S. 100 ff. 
198 Plosser/Schwert (1978), S. 637 ff. 
199 siehe hierzu Grundmann (1998), S. 53 sowie Harvey (1994), S. 82 f. und Hassler (1994), S. 211 
ff. 
200 siehe hierzu Dickey/Fuller (1981), S. 1057 ff. sowie Hillmer (1993), S. 113 ff. 
201 Eine Verzerrung der Testergebnisse ergibt sich aus der Tatsache, daß sich deterministisch-
trendbehaftete Daten gut durch einen nahezu integrierten Prozess mit Drift approximieren lassen. 
202 siehe hierzu Hillmer (1993), S. 100 ff. sowie S. 265 ff. 
203 Ein deterministischer, linearer Trend läßt sich beispielsweise durch die Bildung der ersten Diffe-
renzen eliminieren, wobei die Bildung weiterer (unnötiger) Differenzen lediglich zu mehr Parame-
tern im MA-Teil eines ARMA(p,q)-Modells sowie zu einer in der Regel steigenden Varianz der 
Zeitreihe (siehe hierzu Anderson (1976)) führt. Somit läßt sich auch bei unnötig überdifferenzier-
ten Zeitreihen ein ARMA(p,q)-Prozess korrekt modellieren und die Zeitreiheninnovationen zutref-
fend bestimmen. 
204 siehe hierzu Hillmer (1993), S. 97 f. 
205 vgl. hierzu u.a. die Ergebnisse von Schultes (1994), S. 90 ff. 
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Autokorrelationsfunktion sowie das „Minimale-Varianz-Kriterium“ zur Bildung statio-
närer Zeitreihen herangezogen.206 
6.5 Berechnung der Zeitreiheninnovationen 
Zur Berechnung der Zeitreiheninnovationen wird auf die von Box und Jenkins207 ent-
wickelte Vorgehensweise zum Aufbau von linearen208 ARMA(p,q)-Modellen zurück-
gegriffen. Demnach ist unter Verwendung der (berechneten) stationären Zeitreihen 
zunächst ein geeignetes ARMA(p,q)-Modell zu identifizieren, wobei die Autokorrela-
tionsfunktionen sowie die partiellen Autokorrelationsfunktionen209 Hinweise auf 
eine adäquate Modellspezifikation liefern. Beispielsweise sind exponentiell abklin-
gende Autokorrelationen sowie eine nur signifikante partielle Autokorrelation erster 
Ordnung210 typisch für einen AR(1)-Prozeß. Dagegen verschwinden die Autokorrela-
tionen bei MA-Prozessen völlig für alle Lags größer oder gleich q + 1.211 Sollten sol-
che „idealtypischen“ Verläufe der Autokorrelationsfunktionen nicht vorliegen, so kann 
u.a. die von Hillmer vorgeschlagene Heuristik zur Modellspezifikation herangezogen 
werden:212 Aus den ARMA(p,q)-Modellen, die autokorrelationsfreie Residuen (white-
noise-Innovationen) aufweisen, ist dasjenige auszuwählen, 
• dessen sämtliche Parameter zum 5%-Signifikanzniveau von Null verschieden 
sind,  
• das eine minimale Anzahl von Modellparametern (p+q) aufweist und 
                                            
206 vgl. hierzu Hillmer (1993), S. 282 
207 siehe Box/Jenkins (1968) 
208 Im allgemeinen können lineare ARMA-Modelle zumindest als eine gute Approximation der Reali-
tät angesehen werden. Ebenso wie bei Gleißner (1999), Kapitel 7, liefern die in Kapitel 7 aufge-
führten Zeitreihen keinen Hinweis, beispielsweise aufgrund partiell „explodierender“ Schwankun-
gen, auf die Existenz von „Nicht-Linearitäten“ (vgl. hierzu Schuhr (1991)). 
209 Die partielle Autokorrelationsfunktion (πτ) einer Zeitreihe Xt – unter der Annahme, (Xt)t∈Z sei ein 
stationärer Prozess – ist die durch die partielle Korrelation von Xt und Xt−τ ( ) ρ u)(t t ⋅τ− , mit 
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 definierte Funktion des Zeitabstands oder Lags τ = − (N − 1), ..., − 1, 0, 1, ..., (N − 1) unter Kon-
stanthaltung der dazwischen liegenden Zufallsvariablen Xu mit t − τ < u < t (siehe hierzu Schlitt-
gen/Streitberg (2001), S. 194 sowie S. 522 ff.). Die partiellen Autokorrelationen sind somit aufs 
Engste mit dem Komplex der Prognose verknüpft, insbesondere mit der Frage, wie gut Xt durch 
eine lineare Funktion der vorausgehenden Zufallsvariablen Xt−1, Xt−2, ... beschrieben werden 
kann. 
210 Bei einem AR(1)-Prozess verschwinden alle Korrelationen zwischen Xt und Xt−τ für τ ≥ 2, da, per 
definitionem, alle Beziehungen über Xt−1 vermittelt werden. Folglich ist in diesem Fall die partielle 
Autokorrelation πτ für τ > 1 immer gleich Null. 
211 siehe hierzu Schlittgen/Streitberg (2001), S. 116 f. 
212 siehe hierzu Hillmer (1993), S. 284 
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• dessen Stichproben- sowie Residualvarianz möglichst gering ist.  
Ferner kann das Akaike-Informationskriterium213 (AIC) zur Entscheidungsfindung 
herangezogen werden. Diese Heuristik führt jedoch nicht immer zu einer eindeutigen 
Modellauswahl, so daß weitere Einschränkungen hinsichtlich der Auswahlkriterien 
erforderlich sind. Beispielsweise könnten die stationären Zeitreihen grundsätzlich nur 
um die meist ausgeprägten AR(1)-Komponenten bereinigt werden.214 Eine solche 
AR(1)-Komponente kann ökonomisch u.a. als eine „partielle Anpassung“215 einer 
endogenen Variablen an Änderungen der sie determinierenden Variablen216 oder 
auch als eine adaptive Erwartungsbildung217 interpretiert werden. 
 
Die autokorrelationsfreien Residuen des gewählten ARIMA(p,d,q)-Modells sind dann 
die für die Regressionsanalyse benötigten Zeitreiheninnovationen. 
6.6 Schätzung der Modellparameter 
Auf der Basis der in Abschnitt 6.5 ermittelten Zeitreiheninnovationen sind nun, vor 
dem Hintergrund der dieser Arbeit zugrundeliegenden Fragestellung, mittels des Or-
dinary Least Squares (OLS)-Verfahrens die direkten Gesamtwirkungen exogener 
Schocks auf den Unternehmenserfolg gemäß der in Abschnitt 6.3 spezifizierten und 
in Abbildung 3 visualisierten Wirkungsgleichungen zu schätzen. 
6.7 Statistische Beurteilung der Parameterschätzung 
Zur Überprüfung der statistischen Signifikanz der geschätzten Regressionskoeffi-
zienten kann u.a. der t-Test sowie der Likelihood-Ratio-Test herangezogen wer-
den.218 Das Vorliegen einer Autokorrelation 1. Ordnung der Störterme kann mit Hilfe 
des Durbin-Watson-Tests überprüft werden.219 Zur Beurteilung der Anpassungsgüte 
                                            
213 siehe hierzu Akaike (1973) 
214 vgl. einen entsprechenden Vorschlag von Karmann (1990), S. 45. 
215 siehe hierzu Nerlove (1958); Thomas spricht in diesem Zusammenhang von einem „partial ad-
justment model“ (siehe hierzu Thomas (1993), S. 129 ff.) 
216 vgl. hierzu die entsprechenden Modellinterpretationen von Grundmann (1998), S. 61 f. 
217 vgl. hierzu Cagan (1956) 
218 vgl. hierzu u.a. Schneeweiß (1990), S. 68 f., Harvey (1994), S. 59 f, sowie Eckey/Kosfeld/Dreger 
(1995), S. 66 ff. 
219 vgl. hierzu Thomas (1993), S. 100 ff. sowie Bamberg/Schittko (1979), S. 65 f. 
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der geschätzten, endogenen Variablen an die tatsächlichen Werte kann auf das kor-
rigierte Bestimmtheitsmaß (R2 (adj.)) zurückgegriffen werden.220 
6.8 Ökonomische Interpretation der Ergebnisse 
Im Rahmen der abschließenden ökonomischen Interpretation der Ergebnisse sind 
die Vorzeichen, evtl. auch die Größenordnung, der geschätzten Parameter vor dem 
Hintergrund der aus der ökonomischen Theorie abgeleiteten (hypothetischen) Wir-
kungsbeziehungen auf ihre Plausibilität hin zu überprüfen. Sollten die geschätzten 
Parameter als „ökonomisch plausibel“ zu erachten sein, so kann in einem zweiten 
Schritt beispielsweise die Auswirkung der Variation einer exogenen Variable (⇒ exo-
gener Schock) auf die endogenen Variablen respektive die Zielgröße analysiert und 
interpretiert werden.  
 
                                            
220 vgl. Greene (1997), S. 255 
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7 Empirische Untersuchungen 
Im folgenden werden auf der Basis der in Kapitel 6 vorgestellten Methode der Reg-
ressionsanalyse mit Zeitreiheninnovationen die branchenspezifischen Gesamt-
wirkungen exogener Schocks auf den Unternehmenserfolg westdeutscher Unter-
nehmen analysiert. Zur Überprüfung der in Abschnitt 3.3.1 aufgestellten und in 
Abbildung 3 visualisierten hypothetischen Wirkungsbeziehungen anhand empirischer 
Daten wird die in Kapitel 6 dargestellte, schrittweise Vorgehensweise gewählt. 
7.1 Hypothesenbildung 
Den Ausgangspunkt der empirischen Untersuchungen stellt das in Abschnitt 3.3 ge-
mäß der Sozialökonomischen Verhaltensforschung aufgestellte hypothetische Un-
ternehmensmodell dar (siehe hierzu Abbildung 2). Es geht in der Grundstruktur da-
von aus, daß exogene Störungen bzw. exogene Schocks die Zielvariable eines Un-
ternehmens, hier den Gewinn vor Steuern, beeinflussen und das Verhalten eines 
Unternehmers bzw. eines Unternehmens auf die Kompensation dieser Störungen im 
Sinne einer Realisation eines befriedigenden Unternehmenserfolges bedacht ist. 
Dies hat u.a. zur Folge, daß auch die von dem Unternehmen zu beeinflussenden In-
strumentvariablen systematisch auf exogene Schocks sowie auf die damit verbunde-
nen Variationen der Zielvariablen reagieren. Das Unternehmensmodell impliziert fer-
ner die Annahme, daß sich das Verhalten eines Unternehmens durch im Zeitablauf 
konstante, lineare Heuristiken beschreiben läßt. 
 
Wie bereits in Abschnitt 3.3.1 dargelegt worden ist, werden im Rahmen der empiri-
schen Untersuchungen lediglich die branchenspezifischen, direkten Gesamtwirkun-
gen der exogenen Störgrößen auf den Unternehmenserfolg mittels des Ordinary 
Least Squares (OLS)-Verfahrens analysiert (vgl. hierzu die in Abbildung 3 visuali-
sierten Wirkungszusammenhänge), da nur diese gemäß der dieser Arbeit zugrunde-
liegenden Fragestellung von Interesse sind. 
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7.2 Auswahl und Operationalisierung der Modellvariablen 
Grundlage der Parameterschätzungen sind Jahresdaten von 1971 bis einschließlich 
1999221, so daß maximal 29 Schätzperioden zu Verfügung stehen. Für die empiri-
schen Schätzungen der in Abbildung 3 dargestellten Wirkungszusammenhänge wur-
den die folgenden Zeitreihen („statistischen Daten“222) als Grundlage verwendet: 
Tabelle 2 Zeitreihen zur Operationalisierung der Modellvariablen des im Hinblick auf 




Modellvariable Beschreibung Quelle 
b,n
ta~  - - 
CRBt CRB commodity futures index, Composite; Jahresdurchschnitt auf Monatsbasis Feri-Datenbank 
GAtb 
Branchenspezifische gesamte Aufwendungen 
westdeutscher Unternehmen von 1971 bis 
1998 (für alle Unternehmen insgesamt bis 
1999) in Milliarden DM 
Deutsche Bundesbank, Bilan-




deutscher Unternehmen von 1971 bis 1998 
(für alle Unternehmen insgesamt bis 1999) in 
Milliarden DM 
Deutsche Bundesbank, Bilan-
zen und Erfolgsrechnung west-
deutscher Kapitalgesellschaften
itb - - 
It Geldmarktzins für Dreimonatsgelder der Bun-desrepublik Deutschland (in %) 
Statistisches Beiheft zu den 
Monatsberichten der Deutschen 
Bundesbank 
Lt 
Index der tariflichen Stundenlöhne in der Bun-
desrepublik Deutschland; Jahresdurchschnitt 
auf Monatsbasis 
Statistisches Bundesamt, 
Fachserie 16, Reihe 4.3 
ltb - - 
MAtb 
Branchenspezifischer Materialaufwand west-
deutscher Unternehmen von 1971 bis 1998 
(für alle Unternehmen insgesamt bis 1999) in 
Milliarden DM 
Deutsche Bundesbank, Bilan-
zen und Erfolgsrechnung west-
deutscher Kapitalgesellschaften
mptb - - 
OEPt Erzeugerpreis-Index, Erdöl, roh; Jahresdurch-schnitt auf Monatsbasis Feri-Datenbank 
                                            
221 Es wurden lediglich Werte bis zum Jahr 1999 in die Untersuchungen mit einbezogen, um eine 
Verzerrung der Schätzergebnisse zu vermeiden, die aus der Einführung des Euro im Jahr 1999 
und den damit verbundenen Strukturbrüchen einzelner Zeitreihen – insbesondere bezüglich des 
in US-Dollar notierten Ölpreises und CRB-Indizes, des Kurses des US-Dollars in DM sowie des 
Geldmarktzinses für Dreimonatsgelder der Bundesrepublik Deutschland (vgl. Tabelle 2) – resul-
tiert. 
222 Vergangenheitsbezogene „Protokollaussagen“, die hinter den hier aufgeführten Zeitreihen stehen 
und die als wahr gelten, werden in den Realwissenschaften als „empirische Daten“ bezeichnet 
(siehe hierzu die kritischen Anmerkungen von Morgenstern (1965)). Wurden diese Protokollaus-
sagen systematisch gesammelt, so ist von „statistischen Daten“ zu sprechen (siehe hierzu  
Czayka (2000), S. 86). 





Modellvariable Beschreibung Quelle 
PAtb 
Branchenspezifischer Personalaufwand west-
deutscher Unternehmen von 1971 bis 1998 
(für alle Unternehmen insgesamt bis 1999) in 
Milliarden DM 
Deutsche Bundesbank, Bilan-
zen und Erfolgsrechnung west-
deutscher Kapitalgesellschaften
SKt Ausgaben der öffentlichen Haushalte der Bun-desrepublik Deutschland 
Statistisches Bundesamt, 
Fachserie 14, Reihe 2 
USBIPt US-amerikanisches reales Bruttoinlandspro-dukt, Index: 1995 = 100 
Internationaler Währungsfonds, 
Ticker 11199BVRZF 
WKt Kurs des US-Dollars in DM; Jahresdurch-schnitt auf Monatsdurchschnittsbasis 
Statistische Beihefte zu den 




scher Unternehmen von 1971 bis 1998 (für 
alle Unternehmen insgesamt bis 1999) in Milli-
arden DM 
Deutsche Bundesbank, Bilan-
zen und Erfolgsrechnung west-
deutscher Kapitalgesellschaften
 
Wie der obigen Tabelle zu entnehmen ist, waren zur Operationalisierung der bran-
chenspezifischen, autonomen Nachfragemenge ( b,nta~ ), des branchenspezifischen 
Fremdkapitalkostensatzes (itb), des branchenspezifischen Lohnsatzes (ltb) sowie des 
branchenspezifischen Materialpreises (mptb) keine adäquaten Zeitreihen verfügbar. 
Diese Variablen werden daher wie folgt durch entsprechende quantitative, als hand-
lungsexogen unterstellte Variablen operationalisiert: 
Das autonome, von den Unternehmen einer Branche nicht zu beeinflussende Nach-
fragevolumen ( b,nta~ ) wird im Hinblick auf die Inlandsnachfrage durch die Ausgaben 
der öffentlichen Haushalte (SKt) und im Hinblick auf die Auslandsnachfrage durch 
das reale US-amerikanische Bruttoinlandsprodukt (USBIPt) operationalisiert. Da-
bei wird unterstellt, daß sich einer Veränderung der Ausgaben der öffentlichen Haus-
halte über den sogenannten Multiplikatoreffekt auf das reale Sozialprodukt und damit 
auf das verfügbare Einkommen auswirkt.223 Die Variation des verfügbaren Einkom-
mens induziert dann annahmegemäß eine Veränderung der jeweiligen autonomen 
Branchennachfrage. Ebenso wird davon ausgegangen, daß eine Variation des realen 
US-amerikanischen Bruttoinlandsprodukts eine Veränderung der US-amerikanischen 
Importe224 und damit – unter der Annahme, daß die Variation der US-amerikanischen 
Importe näherungsweise auch die Veränderung der Importe aller anderen Exportlän-
der westdeutscher Unternehmen widerspiegelt – des autonomen Exportvolumens der 
                                            
223 vgl. hierzu Dieckheuer (1995), S. 45 ff. 
224 vgl. hierzu Dieckheuer (1995), S. 59 ff. 
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westdeutschen Branchen hervorruft. Der branchenspezifische Fremdkapitalkosten-
satz (itb) wird anhand des Geldmarktzinses für Dreimonatsgelder in Deutschland 
(It) gemessen. Zur Operationalisierung des branchenspezifischen, durchschnittlichen 
Lohnsatzes pro Mitarbeiter (ltb) wird der Index der tariflichen Stundenlöhne in 
Deutschland (Lt) herangezogen. Der branchenspezifische Materialpreis wird durch 
den CRB commodity futures index (CRBt) sowie den Ölpreis-Index (OEPt)  
approximiert. Für den Fall, daß ein Teil der Materialeinsatzmenge aus dem Ausland 
bezogen wird, ist zudem davon auszugehen, daß der branchenspezifische Material-
preis zusätzlich durch den Wechselkurs (hier operationalisiert durch den Wechsel-
kurs DM/US-Dollar (WKt)) beeinflußt wird. Ebenso kann die ausländische Absatz-
menge vom Wechselkurs abhängen, sofern die Auslandsnachfrage nicht vollständig 
preisunelastisch ist und die Absatzpreise vom Unternehmen in der Inlandswährung 
(DM) festgelegt werden. Sollten demgegenüber die Absatzpreise in der jeweiligen 
Auslandswährung, wie beispielsweise in US-Dollar, festgesetzt werden, so hätten 
Wechselkursschwankungen eher Auswirkungen auf den in Inlandswährung erzielba-
ren Absatzpreis, als auf die Absatzmenge. 
 
Es wird unterstellt, daß die zur Operationalisierung der exogenen Störgrößen ver-
wandten quantitativen Variablen als exogen225 angesehen werden können. Auf die 
Anwendung statistischer Exogenitätstests wird hier verzichtet, da zum einen eine 
ökonomische Betrachtung der Wirkungszusammenhänge keine ausgeprägte Abhän-
gigkeit der oben aufgeführten quantitativen Variablen von den übrigen Modellvariab-
len vermuten läßt und zum anderen verschiedene verwendete Kausalitätstests oft zu 
erheblich differenzierten Ergebnissen kommen können.226 Gleißner kommt daher 
auch zu der Schlußfolgerung, daß „die Auswahl der Störgrößen nie völlig objektiv 
sein“227 kann. 
 
Gewinn (vor Steuern), Gesamtleistung, Material-, Personal- und Zinsaufwand werden 
durch die von der Deutschen Bundesbank veröffentlichten branchenspezifischen 
Jahresabschluß-Informationen westdeutscher Unternehmen für die Jahre 1971 
                                            
225 zur ausführlichen Diskussion des „Exogenitäts“-Begriffs siehe Gleißner (1999), S. 259 ff. 
226 siehe hierzu Gleißner (1999), S. 265 
227 siehe hierzu Gleißner (1999), S. 265 
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bis 1999 operationalisiert. Die Branchengliederung entspricht hier der vom  
Statistischen Bundesamt gewählten absatzorientierten228 Gliederung. 
 
Nach der Operationalisierung der Modellvariablen stellen sich die in Abbildung 3 vi-
sualisierten Wirkungszusammenhänge wie folgt dar: 




















Die in Absolutwerten vorliegenden Variablen werden vor der Modellschätzung loga-
rithmiert. Anschließend werden die ersten Differenzen gebildet. Die so transformier-
ten Variablen können bei kleinen Änderungen als gute Näherung der Wachstumsra-
                                            
228 Die Unternehmen einer Branche vertreiben demnach (insbesondere) die Güter einer bestimmten 
Produktgruppe. Demnach ist nicht auszuschließen, daß die Art der Beschaffung und/oder Pro-
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ten angesehen werden.229 Durch diese Zeitreihentransformation werden nicht nur 
lineare, sondern auch exponentielle Wachstumstrends eliminiert.230  
 
Bei dem Geldmarktzins für Dreimonatsgelder (It) werden lediglich die ersten Differen-
zen gebildet. Die so berechnete Zeitreihe gibt dann die jeweilige Veränderung zum 
Vorjahr in Prozentpunkten wieder. 
 
Zur Vereinfachung werden im folgenden die Variablen wie folgt umbenannt: 
• Die Indizes „b“ und „t“ werden weggelassen. 
• Bei allen Variablen, bei denen die 1. Differenzen gebildet respektive Zeitreihenin-
novationen231 berechnet wurden, wird ein „D“ vor die Variablenbezeichnung ge-
setzt. 
 
Branchenspezifische Variablen werden durch Ergänzung der Variablenbezeichnung 
um ein Branchenkürzel kenntlich gemacht. Die nachstehende Tabelle zeigt das für 
die jeweilige Branche gewählte Branchenkürzel. 
Tabelle 3 Branchenkürzel für branchenspezifische Variablen 
Branche Branchenkürzel 
Alle Unternehmen UG 






Verlags- und Druckgewerbe VDG 
Chemische Industrie CI 
Herstellung von Gummi-  
und Kunststoffwaren HGK 
Glasgewerbe, Keramik,  
Verarbeitung von Steinen und Erden GKV 
Metallerzeugung und -bearbeitung ME 
Herstellung von Metallerzeugnissen HM 
Maschinenbau MB 
Elektrotechnik ET 




 Handelsvermittlung GH 
Einzelhandel EH 
 
                                            
229 vgl. hierzu Grundmann (1998), S. 50 sowie Hillmer (1993), S. 265 
230 vgl. hierzu die Erläuterungen in Abschnitt 6.4 
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7.3 Ermittlung des Integrationsgrades der Variablen 
Wie bereits in Abschnitt 6.4 dargelegt wurde, gibt die Autokorrelationsfunktion sowie 
die partielle Autokorrelationsfunktion einen Hinweis darauf, ob eine Zeitreihe als 
trendbehaftet anzusehen ist oder nicht.232 Die Autokorrelationsfunktionen der in Ab-
schnitt 7.2 aufgeführten, transformierten Zeitreihen lassen auf einen Integrationsgrad 
1. Ordnung (d = 1) schließen. Bei keiner Zeitreihe gibt es einen Hinweis auf eine  
Überdifferenzierung im Sinne einer bei einer Irrtumswahrscheinlichkeit von α = 5% 
signifikanten negativen Autokorrelation 1. Ordnung. Bei fast allen Variablen steigt die 
Varianz durch eine zweite Differenzenbildung wieder an. Signifikante negative Auto-
korrelationskoeffizienten 1. Ordnung bei den zweiten Differenzen, die ebenfalls auf 
eine Überdifferenzierung hindeuten, konnten nicht festgestellt werden. 
7.4 Berechnung der Zeitreiheninnovationen 
Auf der Basis der gemäß Abschnitt 7.3 als stationär einzuschätzenden Zeitreihen ist 
nun eine ARMA(p,q)-Modellierung der Zeitreihen nach der Box-Jenkins-Methodik 
vorzunehmen, wobei die Autokorrelationsfunktionen eine Vorauswahl der Werte für p 
und q ermöglichen.233 Zur Beurteilung der Eignung verschiedener Modellansätze 
kann ergänzend das Akaike-Informations-Kriterium (AIC) herangezogen werden, 
welches Modellkomplexität und Anpassungsgüte gemeinsam betrachtet.234 
 
Die Autokorrelationsfunktionen der ersten Differenzen der Variablen GL (bis auf 
GLEG, GLTG, GLBG, GLHG, GLBAG und GLEH), G (bis auf GME), I, MA (bis auf 
MAEG, MAVDG, MABG, MABAG und MAEH), PAPG, PAVDG, PACI, PAHGK, 
PAME, PAHM, PAMB, PAHKK, USBIP, WK, ZTG, ZBG, ZPG, ZME sowie ZET indi-
zieren keine signifikante Autokorrelation 1. Ordnung, so daß diese Variablen 
nicht weiter transformiert werden. Bei den anderen Variablen sind AR(1)-Prozesse zu 
erkennen, um die diese zu bereinigen sind.235 Um das Risiko einer „Manipulation“ der 
                                                                                                                                        
231 siehe hierzu Abschnitt 7.4 
232 siehe hierzu Anderson (1976), S. 54 ff.,  
233 siehe hierzu Anderson (1976), Gleißner (1999), S. 335 sowie Hillmer (1993), S. 100 ff., S. 268 f. 
und S. 282  
234 vgl. hierzu Koehler/Murphree (1988), S. 187 ff. 
235 Dies gilt nur für diejenigen Zeitreihen, bei denen der AR(1)-Prozess signifikant zum 10%-Niveau 
ist. 
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Zeitreihen durch eine möglichst „geeignete“ Filterung klein zu halten, werden keine 
weiteren Zeitreihentransformationen vorgenommen.236 
 
Die nachstehende Tabelle zeigt die Ergebnisse für diejenigen Zeitreihen, für die eine 
AR(1)-Bereinigung aufgrund einer bei α = 10% signifikanten Autokorrelation 1. Ord-
nung erforderlich war. 
Tabelle 4 Varianzerklärungskraft der AR(1)-Komponenten237 
Variable Konstante AR(1) R2 (adj.)238 AIC239 DW240 
DCRB - 0,371 (4,8%) 0,09 -1,455 1,57 
DGME - -0,410 (3,7%) 0,18 1,802 2,03 
DGLEG - 0,796 (0,0%) 0,32 -4,437 2,03 
DGLTG - 0,408 (3,7%) 0,12 -3,212 1,85 
DGLBG - 0,472 (0,5%) 0,17 -3,697 1,61 
DGLHG - 0,496 (0,4%) 0,02 -2,917 1,97 
DGLBAG - 0,528 (0,3%) 0,15 -2,840 1,93 
DGLEH 0,023 (3,2%) 0,537 (0,3%) 0,28 -4,426 1,55 
DL - 0,889 (0,0%) 0,30 -4,720 1,97 
DMAEG - 0,653 (0,0%) 0,09 -3,533 2,22 
DMABG - 0,521 (0,2%) 0,14 -3,472 1,71 
                                            
236 Dies entspricht der von Gleißner gewählten Vorgehensweise (siehe hierzu Gleißner (1999), S. 
360). 
237 Die in den Klammern unterhalb der geschätzten Koeffizienten angegebene Werte entsprechen 
der minimalen Irrtumswahrscheinlichkeit bzw. dem Signifikanzniveau, bei der/dem die Nullhypo-
these, daß der Koeffizient gleich Null ist, gerade noch abzulehnen ist. Zur Variablendeklaration 
siehe Abschnitt 7.2. 
238 Hierbei handelt es sich um das um die Anzahl an Freiheitsgraden adjustierte Bestimmtheitsmaß 
(R2). 
239 Gemäß dem Akaike-Informationskriterium (AIC) ist ein Modell um so besser, je kleiner der AIC-
Wert ist (siehe hierzu Auer (2003), S. 255). 
240 Aufgeführt werden hier die Werte der Durbin-Watson-Prüfgröße (α = 0,05). Ist der jeweilige Wert 
kleiner als 1,33 (größer als 2,67), so ist von dem Vorliegen einer positiven (negativen) Autokorre-
lation 1. Ordnung auszugehen. Ist der Wert der Prüfgröße lediglich keiner als 1,48 bzw. größer 
als 2,52, so kann keine eindeutige Aussage über das Vorliegen einer Autokorrelation 1. Ordnung 
getroffen werden. Sollte eine Autokorrelation 1. Ordnung vorliegen, so sind die OLS-Schätzer 
zwar weiterhin unverzerrt und konsistent, jedoch verlieren sie ihre Eigenschaft als „Best Linear 
Unbiased Estimator“ (BLUE) als auch ihre asymptotische Effizienz. Konfidenzintervalle und Tests 
für die geschätzten Regressionskoeffizienten verlieren ihre Aussagekraft, da die Standardabwei-
chungen der OLS-Schätzer verzerrt sind (siehe hierzu Grundmann (1998), S. 35 f., Auer (2003), 
S. 379 ff., Frohn (1995), S. 133 ff. sowie Thomas (1997), S. 299 ff.). Zur Überprüfung des Vorlie-
gens einer Autokorrelation höherer Ordnung wurde zudem auf den von Breusch und Godfrey 
entwickelten Lagrange Multiplier-Test zurückgegriffen (vgl. Breusch (1978), S. 334 ff., Godfrey 
(1978), S. 1293 ff., sowie Grundmann (1998), S. 46), gemäß dessen Testergebnissen nicht von 
dem Bestehen einer Autokorrelation höherer Ordnung auszugehen ist. 
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Variable Konstante AR(1) R2 (adj.) AIC DW 
DMAVDG 0,040 (2,8%) 0,349 (8,4%) 0,08 -2,714 1,75 
DMABAG - 0,502 (0,5%) 0,03 -2,697 2,04 
DMAEH 0,029 (1,8%) 0,446 (2,1%) 0,17 -4,091 1,67 
DOEP - 0,408 (4,5%) 0,10  0,197 1,69 
DPAUG - 0,802 (0,0%) 0,25 -4,217 2,05 
DPAVG 0,021 (4,2%) 0,453 (1,7%) 0,18 -3,891 1,86 
DPAEG - 0,766 (0,0%) 0,28 -4,645 2,20 
DPATG - 0,541 (0,3%) 0,27 -3,923 1,62 
DPABG - 0,464 (0,2%) 0,32 -4,073 1,73 
DPAHG - 0,665 (0,0%) 0,31 -3,532 2,00 
DPAGKV - 0,591 (0,0%) 0,03 -3,628 2,10 
DPAET - 0,710 (0,0%) 0,16 -3,507 2,33 
DPABAG - 0,495 (0,3%) 0,14 -2,981 2,00 
DPAGH 0,032 (2,6%) 0,441 (2,4%) 0,16 -3,664 1,96 
DPAEH 0,023 (2,3%) 0,526 (0,1%) 0,34 -4,501 2,01 
DSK 0,031 (4,1%) 0,473 (0,8%) 0,22 -3,269 1,83 
DZS - 0,411 (2,0%) 0,15  3,726 1,87 
DZUG - 0,459 (1,4%) 0,15 -1,136 1,35 
DZVG - 0,427 (2,7%) 0,14 -1,022 1,39 
DZEG - 0,425 (2,7%) 0,16 -1,053 1,41 
DZHG - 0,441 (2,1%) 0,15 -1,108 1,38 
DZVDG - 0,394 (3,8%) 0,05 -0,944 1,06 
DZCI - 0,430 (4,2%) 0,10 -0,969 1,64 
DZHGK - 0,434 (2,4%) 0,15 -0,697 1,57 
DZGKV - 0,552 (0,3%) 0,26 -1,282 1,39 
DZHM - 0,416 (3,1%) 0,13 -0,762 1,48 
DZMB - 0,393 (4,3%) 0,13 -0,749 1,46 
DZHKK - 0,400 (3,9%) 0,06 -0,583 1,52 
DZGH - 0,420 (2,9%) 0,12 -0,608 1,34 
DZEH - 0,508 (0,7%) 0,16 -1,120 1,42 
 
Abschließend werden in der folgenden Tabelle diverse, univariate Charakteristika der 
nunmehr bereinigten Variablen, d.h. der Zeitreiheninnovationen, angegeben. 
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Tabelle 5 Univariate Charakteristika der Zeitreiheninnovationen und Werte des Jarque-



















DCRB 0,0187 0,1134 7,58 0,02 DMAGKV 0,0382 0,0528 1,25 0,54 
DGLUG 0,0467 0,0390 0,38 0,83 DMAME 0,0337 0,1125 1,10 0,58 
DGLVG 0,0462 0,0455 2,03 0,36 DMAHM 0,0404 0,0676 4,62 0,10 
DGLEG 0,0046 0,0254 0,35 0,84 DMAMB 0,0475 0,0679 0,45 0,80 
DGLTG 0,0000 0,0471 0,29 0,87 DMAET 0,0690 0,0558 2,56 0,28 
DGLBG 0,0067 0,0368 1,32 0,52 DMAHKK 0,0739 0,0736 42,00 0,00 
DGLHG 0,0144 0,0532 0,26 0,88 DMABAG 0,0158 0,0595 0,26 0,88 
DGLPG 0,0444 0,0828 0,41 0,81 DMAGH 0,0463 0,0478 0,45 0,80 
DGLVDG 0,0571 0,0471 2,29 0,32 DMAEH 0,0000 0,0295 2,05 0,36 
DGLCI 0,0490 0,0763 9,51 0,01 DOEP 0,0415 0,2591 1,66 0,44 
DGLHGK 0,0579 0,0531 3,64 0,16 DPAUG 0,0061 0,0282 0,48 0,79 
DGLGKV 0,0363 0,0506 1,06 0,59 DPAVG 0,0000 0,0326 2,54 0,28 
DGLME 0,0320 0,0985 0,30 0,86 DPAEG 0,0051 0,0227 82,18 0,00 
DGLHM 0,0400 0,0587 5,27 0,07 DPATG 0,0033 0,0332 0,32 0,85 
DGLMB 0,0448 0,0568 1,61 0,45 DPABG -0,0034 0,0308 1,09 0,58 
DGLET 0,0617 0,0502 0,81 0,67 DPAHG 0,0073 0,0399 1,65 0,44 
DGLHKK 0,0669 0,0702 42,96 0,00 DPAPG 0,0374 0,0429 1,58 0,45 
DGLBAG 0,0116 0,0562 0,95 0,62 DPAVDG 0,0515 0,0416 1,00 0,61 
DGLGH 0,0477 0,0468 0,77 0,68 DPACI 0,0460 0,0576 4,35 0,11 
DGLEH 0,0000 0,0250 4,02 0,13 DPAHGK 0,0521 0,0394 1,92 0,38 
DGUG 0,0413 0,0818 0,57 0,75 DPAGKV 0,0108 0,0371 0,73 0,69 
DGVG 0,0482 0,1010 0,22 0,90 DPAME 0,0258 0,0620 2,47 0,29 
DGEG 0,0139 0,1160 0,99 0,61 DPAHM 0,0402 0,0546 4,98 0,08 
DGTG -0,0085 0,2422 3,84 0,15 DPAMB 0,0424 0,0473 0,43 0,81 
DGBG 0,0025 0,2103 0,14 0,93 DPAET 0,0088 0,0401 4,47 0,11 
DGHG -0,0004 0,2592 0,77 0,68 DPAHKK 0,0555 0,0528 6,84 0,03 
DGPG 0,0822 0,3912 0,97 0,62 DPABAG 0,0106 0,0524 1,45 0,48 
DGVDG 0,0550 0,1749 0,48 0,79 DPAGH 0,0000 0,0366 0,59 0,75 
DGCI 0,0537 0,2168 0,08 0,96 DPAEH 0,0000 0,0241 1,16 0,56 
DGHGK 0,0429 0,1789 1,70 0,43 DSK 0,0000 0,0447 101,58 0,00 
DGGKV 0,0224 0,2277 1,24 0,54 DUSBIP 0,0307 0,0203 2,61 0,27 
DGME 0,0551 0,6647 1,49 0,48 DZUG 0,0210 0,1330 0,05 0,98 
DGHM 0,0226 0,1443 3,71 0,16 DZVG 0,0207 0,1408 0,07 0,97 
DGMB 0,0339 0,2825 7,05 0,03 DZEG 0,0150 0,1395 0,19 0,91 
DGET 0,0267 0,2663 2,72 0,26 DZTG 0,0041 0,1776 0,88 0,65 
DGHKK 0,0780 0,3925 2,44 0,30 DZBG 0,0093 0,1682 0,46 0,80 
DGBAG -0,0128 0,2432 2,13 0,35 DZHG 0,0190 0,1351 3,33 0,19 
DGGH 0,0345 0,0977 0,57 0,75 DZPG 0,0262 0,1497 0,83 0,66 





















DGEH 0,0201 0,1308 0,77 0,68 DZVDG 0,0361 0,1434 9,09 0,01 
DI -0,1702 2,2775 4,01 0,13 DZCI 0,0275 0,1435 0,41 0,82 
DL 0,0034 0,0218 0,61 0,74 DZHGK 0,0218 0,1661 0,90 0,64 
DMAUG 0,0480 0,0447 0,30 0,86 DZGKV 0,0162 0,1240 3,26 0,20 
DMAVG 0,0484 0,0582 0,59 0,75 DZME 0,0190 0,1735 0,27 0,87 
DMAEG 0,0098 0,0393 0,98 0,61 DZHM 0,0227 0,1606 0,08 0,96 
DMATG 0,0130 0,0632 1,37 0,51 DZMB 0,0174 0,1623 0,13 0,94 
DMABG 0,0092 0,0408 0,86 0,65 DZET 0,0507 0,1570 1,30 0,52 
DMAHG 0,0384 0,0616 0,62 0,73 DZHKK 0,0402 0,1726 0,51 0,77 
DMAPG 0,0431 0,1082 0,25 0,88 DZBAG 0,0362 0,1607 0,54 0,76 
DMAVDG 0,0625 0,0615 2,59 0,27 DZGH 0,0301 0,1725 0,03 0,99 
DMACI 0,0511 0,1033 12,00 0,00 DZEH 0,0264 0,1329 0,08 0,96 
DMAHGK 0,0617 0,0652 1,41 0,49      
 
Gemäß den aufgeführten Werten des Jarque-Bera-Tests241 auf Normalverteilung ist 
bei allen Variablen bei einem Signifikanzniveau von α = 5% die Normalverteilungs-
hypothese nicht zu verwerfen, mit Ausnahme von DCRB, DGMB, DSK, DMACI, 
DMAHKK, DPAEG, DPAHKK sowie DZVDG. In diesen Fällen sind die OLS-Schätzer 
zwar weiterhin unverzerrt und konsistent, jedoch nicht mehr effizient. D.h., es gibt 
andere, nicht-lineare Schätzer, die eine kleinere Stichprobenvarianz aufweisen. Fer-
ner sind die Hypothesentests nicht mehr unmittelbar anwendbar.242 Erst wenn die 
Stichprobe 50 Beobachtungstupel überschreitet, folgen die Störterme wieder nähe-
rungsweise einer Normalverteilung und die Hypothesentests können wieder zur An-
wendung gelangen.243 
                                            
241 siehe hierzu Eckey/ Kosfeld/Dreger (2001), S. 222 f. 
242 siehe hierzu Grundmann (1998), S. 36 sowie Auer (2003), S. 406 ff. 
243 vgl. hierzu Greene (1997), S. 234 f. sowie Thomas (1993), S. 110 
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7.5 Modellschätzung und Gütebeurteilung 
Im folgenden werden die Auswirkungen exogener Schocks auf den Gewinn vor 
Steuern respektive den Unternehmenserfolg auf der Basis der in Abschnitt 7.2 be-
schriebenen Datenbasis mittels des Ordinary Least Squares-Verfahrens geschätzt.  
 
Wie der in Abschnitt 7.2 dargelegten Datenbasis zu entnehmen ist, sind für die empi-
rischen Untersuchungen jedoch lediglich linear aggregierte Daten amtlicher Statisti-
ken verfügbar. Dies hat gemäß dem von Theil244 und Allen245 dargestellten Aggrega-
tionsproblem zur Konsequenz, daß die auf dieser Datenbasis geschätzten bran-
chenspezifischen (Verhaltens-) Parameter nur dann näherungsweise das individuelle 
Verhalten beschreiben, wenn alle Mikrofunktionen in etwa einander gleich und linear 
sind.246 Da diese Bedingung für Branchen mit mehr als einem Unternehmen höchst-
wahrscheinlich nicht als erfüllt anzusehen ist, repräsentieren die im folgenden ge-
schätzten (Verhaltens-) Parameter lediglich ein „durchschnittliches Branchenver-
halten“. 
7.5.1 Schätzung der Auswirkungen exogener Schocks 
Die Darstellung der Schätzergebnisse erfolgt entsprechend der in Abbildung 8 dar-
gestellten Wirkungshypothesen. Da Gegenstand der Arbeit primär die Analyse der 
direkten Auswirkungen exogener Schocks auf den Unternehmenserfolg respektive 
den Gewinn vor Steuern ist, werden die (indirekten) Auswirkung von exogenen 
Schocks auf die jeweiligen Aufwands- bzw. Ertragspositionen nur dann untersucht, 
wenn bei einem Großteil der Branchen kein direkter Zusammenhang zwischen den 
exogenen Schocks und dem Unternehmenserfolg festgestellt werden konnte. 
 
In die Schätzgleichungen wurden grundsätzlich alle Regressoren aufgenommen, de-
ren Signifikanzniveau bei einem unterstellten zweiseitigen Test (Koeffizient größer 
oder kleiner 0) maximal 20,0% beträgt. Da jedoch vor dem Hintergrund der in 
Abbildung 8 dargestellten Wirkungszusammenhänge für die Regressoren (mit Aus-
                                            
244 siehe hierzu Theil (1954) 
245 siehe hierzu Allen (1966) 
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nahme vom Wechselkurs und vom AR(1)-Term) nur ein einseitiger Hypothesentest 
erforderlich ist, beträgt die in den folgenden Abschnitten unterstellte Irrtumswahr-
scheinlichkeit tatsächlich lediglich 10%. 
 
7.5.1.1 Auswirkungen exogener Schocks auf den branchenspezifischen Gewinn vor 
Steuern 
Die nachstehende Tabelle 6 zeigt die empirisch ermittelte Reaktion des branchen-
spezifischen Gewinns vor Steuern auf die in Abschnitt 7.2 operationalisierten exoge-
nen Schocks. Bei einer Irrtumswahrscheinlichkeit von α = 10% konnte kein signifi-
kanter, ökonomisch plausibler Einfluß der Zeitreiheninnovationen der sonstigen Er-
träge, der Abschreibungen, der sonstigen Aufwendungen sowie des Fremdkapital-
einsatzes auf die Zeitreiheninnovationen des Gewinns vor Steuern festgestellt wer-
den. Eine Aufnahme dieser Regressoren führte zudem zu keiner wesentlichen Ände-
rung der für die exogenen Variablen ermittelten Koeffizienten. Insbesondere eine 
Änderung der Vorzeichen der geschätzten Regressionskoeffizienten war nicht zu 
beobachten. Für das außerordentliche Ergebnis sowie für die Absatzpreise lagen 
keine Beobachtungsdaten vor. Die im Anhang dargestellten Korrelationskoeffizienten 
der bis zu zwei Perioden zeitlich verzögerten Zeitreiheninnovationen der exogenen 
Variablen deuten zudem auf das Bestehen einer Multikollinearität hin, welche für die 












                                                                                                                                        
246 vgl. hierzu Brinkmann (1997), S. 167 ff. 
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Tabelle 6 Auswirkungen exogener Schocks auf die Wachstumsrate des Gewinns 
(vor Steuern)247 (DG) 










DL (t)  







(0,9%) - - - - - - 
-3,023  











- - - -4,678  






(10,2%) - - - - - - - 0,07 2,16 
Textilgewerbe -0,018 
(77,4%) - - - - - - 
-4,102 








(10,8%) - - - - 
-4,546 
(7,4%) - 0,43 1,45 
Holzgewerbe - - - - - - - - - - - 
Papiergewerbe 0,092 
(49,1%) - - - - - - 
-13,314  




(10,8%) - - - - - - 
-5,184  




(17,2%) - - - - - - 
-8,710 






(40,5%) - - - - - - 
-2,394 







(44,0%) - - - - - 
-0,579 
(0,1%) - - 0,34 1,97 
Metallerzeu-
gung und  
-bearbeitung 
-0,543 
(13,0%) - - - - - - 
-33,429 





(30,5%) - - - - - - 
-4,310 






(-1) (2,7%) - - - 
-15,969 
(-1) (0,0%) - 0,91 1,61 
Elektrotechnik 0,000 
(99,9%) - - - - - - 
-7,727  






(28,1%) - - - - - - 
-13,066 
(-1) (4,1%) - 0,40 1,39 
Baugewerbe 0,009 
(84,0%) - - - - - 
-0,392 





- - - - - - - - - - - 
Einzelhandel 0,018 
(47,6%) - - - - - - - 
-0,019 




      -6,182    
                                            
247 Die in den Klammern unterhalb der geschätzten Koeffizienten angegebenen Prozentwerte ent-
sprechen der minimalen Irrtumswahrscheinlichkeit bzw. dem Signifikanzniveau, bei der/dem die 
Nullhypothese, daß der Koeffizient gleich Null ist, gerade noch abzulehnen ist. In die Schätzglei-
chung wurden alle Regressoren aufgenommen, deren Signifikanzniveau bei einem unterstellten 
zweiseitigen Test (Koeffizient größer oder kleiner 0) maximal 20,0% beträgt. Da jedoch vor dem 
Hintergrund der in Abbildung 8 dargestellten Wirkungszusammenhänge für die Regressoren (mit 
Ausnahme vom Wechselkurs und vom AR(1)-Term) nur ein einseitiger Hypothesentest erforder-
lich ist, beträgt die hier unterstellte Irrtumswahrscheinlichkeit tatsächlich lediglich 10%. Zur Ver-
meidung einer Verzerrung der Schätzergebnisse wurde zudem in jede Schätzgleichung ein Abso-
lutglied mit aufgenommen. Um einen branchenübergreifenden Vergleich der Schätzergebnisse zu 
erleichtern, wurde keine der endogenen Variablen zuvor um einen AR(1)-Term bereinigt. 
248 Aufgeführt werden hier die Werte der Durbin-Watson-Prüfgröße (α = 0,05). Ist der jeweilige Wert 
kleiner als 1,33 (1,26, 1,18, bzw. 1,10) bei einer (zwei, drei bzw. vier) exogenen Variable(n) bzw. 
größer als 2,67 (2,74. 2,82 bzw. 2,90), so ist von dem Vorliegen einer positiven (negativen) Auto-
korrelation 1. Ordnung auszugehen. 
249 Für Branchen, bei denen kein signifikanter Zusammenhang zwischen der jeweiligen exogenen 
Störgröße (X) und dem Gewinn vor Steuern festgestellt werden konnte, wurde im Rahmen der 
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Die oben aufgeführten Schätzergebnisse deuten darauf hin, daß der wichtigste,  
signifikante250, handlungsexogene Einflußfaktor auf den branchenspezifischen Erfolg 
respektive Gewinn vor Steuern westdeutscher Branchen der anhand des Indizes der 
tariflichen Stundenlöhne in der Bundesrepublik Deutschland gemessene Lohnsatz 
(DL) ist. Bei insgesamt 11 der 17 untersuchten Branchen (ohne „alle Unternehmen“ 
sowie Verarbeitendes Gewerbe) konnte ein direkter, signifikanter Einfluß des Lohn-
satzes auf die Gewinnentwicklung festgestellt werden, wobei das Vorzeichen des 
jeweils geschätzten Regressionskoeffizienten mit dem in Abbildung 8 dargestellten 
hypothetischen Vorzeichen übereinstimmt. 
Abbildung 9 Anteil der untersuchten Branchen, bei denen der Lohnsatz einen signifikan-
ten Einfluß auf die Entwicklung des Gewinns vor Steuern ausübt 
 
Den langfristig stärksten Einfluß251 auf die branchenspezifische Gewinnentwick-
lung übt dabei der Lohnsatz in der Metallerzeugung (-33,43), im Papiergewerbe  
(-13,31), in der Herstellung von Kraftwagen und Kraftwagenteilen  
(-13,07) sowie im Maschinenbau (-9,91) aus (vgl. Abbildung 10), wobei die im Hin-
                                                                                                                                        
Durchschnittsberechnung der Regressionskoeffizienten der Wert Null angesetzt. Die für alle Un-
ternehmen sowie für das Verarbeitende Gewerbe ermittelten Werte wurden in die Durchschnitts-
ermittlung nicht einbezogen. Die branchenspezifische, langfristige Gesamtwirkung (GW) wurde 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
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blick auf die Elastizität gewonnenen Schätzergebnisse252 insgesamt für eine relativ 
starke Reaktion des Gewinns vor Steuern auf Lohnsatzvariationen sprechen. So 
führt beispielsweise eine 1%-ige Erhöhung des Lohnsatzes langfristig in der Metal-
lerzeugung zu einer 30,51%-igen253, in der Herstellung von Kraftwagen und Kraftwa-
genteilen zu einer 19,72%-igen254, im Papiergewerbe zu einer 9,6%-igen255 sowie im 
Maschinenbau zu einer 6,87%-igen256 Reduktion des Gewinns vor Steuern.257 Die 
Höhe der Elastizitäten dürfte hierbei insbesondere auf die unterschiedliche Größe der 
Bezugswerte zurückzuführen sein (Niveaueffekt). So führt beispielsweise bei einer 
Gesamtleistungsrendite von 4% und einem Anteil des Personalaufwands an der Ge-
samtleistung von 22%, wie dies 1998 in der Metallerzeugung der Fall war, eine  
1%-ige Erhöhung des Personalaufwands zu einer 5,5%-igen Reduktion des Gewinns 
vor Steuern. Ferner lassen die gewonnenen Schätzergebnisse erwarten, daß in dem 
Untersuchungszeitraum vor allem in der Metallerzeugung sowie im Bereich der 
Herstellung von Kraftwagen und Kraftwagenteilen die branchenweiten die bun-
desweiten Lohnsatzvariationen übertroffen haben. Insgesamt ist jedoch darauf 
hinzuweisen, daß vor dem Hintergrund der Ergebnisse des Likelihood-Ratio-Tests 
(vgl. Tabelle 12) den für den Lohnsatz geschätzten Koeffizienten bzw. Elastizitäten 
nur eine recht begrenzte Aussagekraft zuzuschreiben ist.258 
                                                                                                                                        
251 zur Berechnung des langfristigen Einflusses bzw. der langfristigen Gesamtwirkung siehe die An-
merkungen in Fußnote 249 
252 Diese wurden hier nicht ausführlich dargelegt, da sie zum einen für diejenigen Regressoren, für 
die keine AR-Bereinigung vorgenommen wurde (dies sind: USBIP, WK und I; vgl. hierzu Ab-
schnitt 7.4;), mit denen in Tabelle 6 bis Tabelle 10 ausgewiesenen Regressionskoeffizienten  
übereinstimmen und zum anderen größtenteils nicht wesentlich von den in den Tabellen ausge-
wiesenen Schätzergebnissen abweichen. 
253 α = 3,2%, R2 (adj.) = 0,39, DW = 2,34, Likelihood-Ratio-Testergebnis = -6,202 
254 α = 0,1%, R2 (adj.) = 0,78, DW = 1,70, Likelihood-Ratio-Testergebnis = 6,172 
255 α = 9,6%, R2 (adj.) = 0,18, DW = 2,60, Likelihood-Ratio-Testergebnis = -6,333 
256 α = 4,4%, R2 (adj.) = 0,35, DW = 1,37, Likelihood-Ratio-Testergebnis = -1,065 
257 Diese Elastizität ergibt sich bei einer Schätzung des Gewinns vor Steuern in Abhängigkeit von 
dem Lohnsatz, wenn statt der um den AR(1)-Term bereinigten Zeitreihe des Lohnsatzes lediglich 
die 1. Differenzen der logarithmierten Zeitreihe verwandt werden (vgl. hierzu die in Abschnitt 7.2 
sowie 7.3 beschriebene Zeitreihentransformation). 
258 vgl. hierzu die im Abschnitt 7.5.1.5 sowie in den Fußnoten 253 bis 256 aufgeführten Ergebnisse 
des Likelihood-Ratio-Tests 
7 Empirische Untersuchungen 
 96
 
Abbildung 10 Branchenspezifische Stärke des langfristigen Einflusses des Lohnsatzes auf 
den Gewinn vor Steuern259 
 
Die in Abbildung 10 eingefügte horizontale, durchgezogene Linie gibt den über alle 
17 Branchen ermittelten durchschnittlichen, langfristigen Einfluß des Lohnsatzes auf 
den Gewinn vor Steuern an. Die horizontale, gestrichelte Linie visualisiert den für das 
Verarbeitende Gewerbe insgesamt geschätzten Wert. Während die durchgezogene 
Linie folglich das arithmetische Mittel260 der branchenspezifischen Intensitäten des 
langfristigen Einflusses des Lohnsatzes auf den Gewinn vor Steuern widerspiegelt, 
repräsentiert die gestrichelte Linie ein über die Branchen des Verarbeitenden Ge-
werbes gewichtetes Mittel. Im Hinblick auf das gewichtete Mittel weist die Gewinn-
entwicklung der Metallerzeugung, des Papiergewerbes, der Herstellung von Kraftwa-
gen und Kraftwagenteilen, des Maschinenbaus, der Chemischen Industrie, der Elekt-
rotechnik, des Verlags- und Druckgewerbes, der Herstellung von Metallerzeugnissen 
sowie des Textilgewerbes eine überdurchschnittlich starke Abhängigkeit von der 
Lohnsatzentwicklung auf. Dieser Sachverhalt kann beispielsweise darauf zurückzu-
führen sein, daß die in einem monopolistischen Wettbewerb261 stehenden Unter-
                                            
259 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Der branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde auf der Basis der 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
260 Zur Berechnung des Durschnittswertes siehe die Erläuterungen in Fußnote 249. 










-33,43 -13,31 -13,07 -9,91 -8,71 -7,73 -5,18 -4,31 -4,10 -2,95 -2,39 0,00 0,00 0,00 0,00 0,00 0,00
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nehmen dieser Branchen aufgrund einer relativ hohen Wettbewerbsintensität im 
Durchschnitt relativ schlecht dazu in der Lage sind, die steigenden Lohnkosten auf 
die Absatzpreise zu überwälzen. Lohnsteigerungen können dann zu einer Reduktion 
des „normalen“262, d.h. wettbewerbsfähigen Ertrages führen. Gemäß den Ansätzen 
der Industrieökonomik ließe sich die Wettbewerbsintensität dabei u.a. anhand des 
in Abschnitt 7.5.3 dargestellten Lerner-Indizes sowie Branchenstrukturmodells 
von Porter operationalisieren. Aufgrund mangelnder Daten konnte eine entspre-
chende Operationalisierung hier jedoch nicht vorgenommen werden. 
 
In 8 der 11 Branchen reagiert der Gewinn erst mit einer zeitlichen Verzögerung von 
einer Periode auf Lohnsatzvariationen263, was beispielsweise auf branchenspezifisch 
verzögerte Anpassungen bei den Lohn- und Gehaltszahlungen sowie die spätere 
Einstellung neuer Mitarbeiter zu den erhöhten Lohnsätzen zurückzuführen sein könn-
te. 
 
Zur Überprüfung der Fragestellung, ob die Rangfolge der branchenspezifischen 
Stärke des Einflusses von Lohnsatzvariationen auf den Gewinn vor Steuern durch 
den oben beschriebenen Niveaueffekt eventuell beeinflußt wird, wurde zudem die 
branchenspezifische Auswirkung von Lohnsatzvariationen auf die absolute Verände-
rung der Gesamtleistungsrendite (DGLR) geschätzt (vgl. Tabelle 7 weiter unten). So-
fern der Lohnsatz einen signifikanten Einfluß auf die Gesamtleistungsrendite hatte, 
konnte bei einer Irrtumswahrscheinlichkeit von α = 10% kein signifikanter, ökono-
misch plausibler Einfluß der Zeitreiheninnovationen der sonstigen Erträge, der Ab-
schreibungen, der sonstigen Aufwendungen, des Fremdkapitaleinsatzes sowie der 
restlichen exogenen Variablen auf die Zeitreiheninnovationen der Gesamtleistungs-
rendite festgestellt werden. Eine Aufnahme dieser Regressoren führte zudem zu kei-
ner wesentlichen Änderung der für den Lohnsatz ermittelten Regressionskoeffizien-
ten. Für das außerordentliche Ergebnis sowie für die Absatzpreise lagen keine Daten 
vor. Bei einem Vergleich der Intensität der aus diesen Schätzergebnissen abgeleite-
ten branchenspezifischen, langfristigen Gesamtwirkung264 des Lohnsatzes auf die 
                                            
262 Zur Erläuterung des Begriffs des „normalen“ Ertrages siehe die entsprechenden Anmerkungen in 
Abschnitt 4.1.1. 
263 Dies ist in Tabelle 6 ersichtlich anhand des hinter den entsprechenden Koeffizienten aufgeführten 
„(-1)“. 
264 Die branchenspezifische, langfristige Gesamtwirkung (GW) wurde wie folgt berechnet: 
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Gesamtleistungsrendite mit der Intensität der langfristigen Gesamtwirkung des Lohn-
satzes auf den Gewinn (vgl. Abbildung 11) ist festzustellen, daß lediglich beim Pa-
pier-, Verlags- und Druckgewerbe sowie bei der Elektrotechnik aufgrund eines 
vergleichsweise geringen Gewinns die relative Intensität des langfristigen Einflus-
ses des Lohnsatzes auf die Gesamtleistungsrendite geringer ist als die auf den Ge-
winn vor Steuern. Dabei deuten die Ergebnisse des Likelihood-Ratio-Tests darauf 
hin, daß die Veränderungen der Gesamtleistungsrendite durch die Lohnsatzvariatio-
nen statistisch signifikanter erklärt werden können, als die des Gewinns vor Steu-
ern.265  
Abbildung 11 Vergleich der branchenspezifischen Stärke des langfristigen Einflusses von 
Lohnsatzvariationen auf die Gesamtleistungsrendite (linke Ordinatenachse, 
Säulen) mit der auf den Gewinn vor Steuern (rechte Ordinatenachse, gepunk-
tete Linie)266 
 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
265 Eine Darstellung der Likelihood-Test-Ergebnisse befindet sich in Abschnitt 7.5.1.5. 
266 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Die horizontale, durchgezogene Linie gibt den über alle 17 Branchen ermittelten, durch-
schnittlichen, langfristigen Einfluß des Lohnsatzes auf die Gesamtleistungsrendite an. Die hori-
zontale, gestrichelte Linie visualisiert den für das Verarbeitende Gewerbe insgesamt geschätzten 
Wert. Der branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde auf der Basis 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
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Bei einem Teil der Branchen, bei denen kein signifikanter Einfluß des Lohnsatzes auf 
die Gewinnentwicklung festgestellt werden konnte, zeigte sich eine signifikante Ab-
hängigkeit des Gewinns vor Steuern von der Ölpreis- oder Zinsentwicklung (vgl. 
Tabelle 6). Auch hier stimmen die empirisch ermittelten mit den gemäß Abbildung 8 
zu erwartenden Vorzeichen der Regressionskoeffizienten überein. Der signifikante 
Einfluß des Ölpreises auf die Gewinnentwicklung im Baugewerbe ist dabei vermutlich 
auf die durch den Ölpreis induzierten, konjunkturellen Nachfrageveränderungen zu-
rückzuführen, da gemäß der in Tabelle 8 ausgewiesenen Schätzergebnisse von kei-
nem signifikanten Einfluß des Ölpreises auf den Materialaufwand des Baugewerbes 
auszugehen ist. Der empirisch ermittelte Einfluß der Zinsen auf den Gewinn des Ein-
zelhandels kann durch die relativ geringe Eigenkapitalquote dieser Branche bedingt 
sein. So wies im Jahre 1998 der Einzelhandel mit 3,53% von allen untersuchten 
Branchen die geringste Eigenkapitalquote auf.267 
 
Hinsichtlich des CRB-Indizes sowie Wechselkurses zeigte sich, bei einem gewähl-
ten Signifikanzniveau von maximal α = 20,0%, bei keiner Branche ein direkter Einfluß 
auf die Gewinnentwicklung. Ferner konnte für das Holzgewerbe sowie den Großhan-
del für keine der handlungsexogenen Variablen ein direkter, ökonomisch plausibler 
Einfluß auf die Gewinnentwicklung festgestellt werden. 
                                            
267 vgl. hierzu auch Abbildung 24 
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Tabelle 7 Auswirkungen exogener Schocks auf die absolute Veränderung der Gesamt-
leistungsrendite268 (DGLR) 
DGLR C AR (1) DL (t)  
(AR-bereinigt) R
2 (adj.) DW269 
Ernährungsgewerbe - - - - - 
Textilgewerbe 0,000 (99,0%) - -0,103 (10,3%) 0,17 2,30 
Bekleidungsgewerbe 0,000 (83,5%) -0,598 (2,4%) -0,160 (3,3%) 0,48 1,52 
Holzgewerbe - - - - - 
Papiergewerbe 0,002 (52,6%) - -0,173 (-1) (15,9%) 0,12 1,94 
Verlags- und Druckgewerbe 0,000 (96,3%) - -0,097 (-1) (9,7%) 0,20 2,40 
Chemische Industrie 0,002 (29,2%) - -0,139 (-1) (13,2%) 0,15 1,95 
Herstellung von Gummi-  
und Kunststoffwaren -0,001 (48,0%) - -0,046 (21,2%) 0,07 2,05 
Glasgewerbe, Keramik,  
Verarbeitung von Steinen und Erden - - - - - 
Metallerzeugung und  
-bearbeitung -0,004 (8,0%) - -0,720 (-1) (0,2%) 0,86 2,15 
Herstellung von Metallerzeugnissen 0,000 (75,5%) - -0,122 (-1) (4,3%) 0,31 2,79 
Maschinenbau 0,002 (31,5%) -0,615 (5,5%) -0,340 (-1) (1,0%) 0,49 1,93 
Elektrotechnik - - - - - 
Herstellung von Kraftwagen und 
Kraftwagenteilen 0,000 (98,3%) - -0,225 (-1) (0,1%) 0,73 2,51 
Baugewerbe - - - - - 
Großhandel und Handelsvermittlung - - - - - 
Einzelhandel - - - - - 
Durchschnittliche, langfristige 
Wirkung270  -0,114  
 
Gemäß den in Tabelle 6 aufgeführten Schätzergebnissen reagiert die Gewinnent-
wicklung des Verarbeitenden Gewerbes, des Bekleidungsgewerbes sowie des Ma-
schinenbaus signifikant auf Änderungen der Ausgaben der öffentlichen Haushalte 
(DSK) bzw. des US-amerikanischen Bruttoinlandsproduktes (DUSBIP). Da bei-
spielsweise eine 1%-ige Erhöhung des US-amerikanischen Bruttoinlandsproduktes 
                                            
268 Die in den Klammern neben den geschätzten Koeffizienten angegebenen Prozentwerte entspre-
chen der minimalen Irrtumswahrscheinlichkeit bzw. dem Signifikanzniveau, bei der/dem die Null-
hypothese, daß der Koeffizient gleich Null ist, gerade noch abzulehnen ist. In die Schätzgleichung 
wurden alle Regressoren aufgenommen, deren Signifikanzniveau bei einem unterstellten zweisei-
tigen Test (Koeffizient größer oder kleiner 0) maximal 20,0% beträgt. Da jedoch vor dem Hinter-
grund des in Abbildung 8 dargestellten Wirkungszusammenhangs für den Lohnsatz nur ein ein-
seitiger Hypothesentest erforderlich ist, beträgt die hier unterstellte Irrtumswahrscheinlichkeit tat-
sächlich lediglich 10%. Zur Vermeidung einer Verzerrung der Schätzergebnisse wurde zudem in 
jede Schätzgleichung ein Absolutglied mit aufgenommen. Um einen branchenübergreifenden 
Vergleich der Schätzergebnisse zu erleichtern, wurde keine der endogenen Variablen zuvor um 
einen AR(1)-Term bereinigt. 
269 Aufgeführt werden hier die Werte der Durbin-Watson-Prüfgröße (α = 0,05). Ist der jeweilige Wert 
kleiner als 1,33 (1,26, 1,18, bzw. 1,10) bei einer (zwei, drei bzw. vier) exogenen Variable(n) bzw. 
größer als 2,67 (2,74. 2,82 bzw. 2,90), so ist von dem Vorliegen einer positiven (negativen) Auto-
korrelation 1. Ordnung auszugehen. 
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langfristig im Maschinenbau zu einer 6,45%-igen271 sowie im Verarbeitenden Ge-
werbe zu einer 1,32%-igen272 Steigerung des Gewinns vor Steuern führt, kann von 
einer teilweise relativ starken Reaktion des Gewinns vor Steuern auf Variationen 
der autonomen Nachfragemenge gesprochen werden. Dabei wirken sich die Ver-
änderungen des US-amerikanischen Bruttoinlandsproduktes erst mit einer zeitlichen 
Verzögerung von einer Periode273 auf die Gewinnentwicklung aus, was u.a. auf eine 
verzögerte Nachfrage- und damit Gesamtleistungsentwicklung zurückzuführen sein 
könnte.274 
 
Die in Tabelle 6 für das Verarbeitende Gewerbe, das Ernährungsgewerbe, das Be-
kleidungsgewerbe sowie für den Maschinenbau ausgewiesenen negativen AR(1)-
Koeffizienten sprechen für eine Kompensation der (teilweise) durch exogene 
Schocks induzierten Gewinnvariationen in den jeweiligen Folgeperioden. Dieser 
Kompensationseffekt könnte zum Beispiel durch eine zeitlich verzögerte Anpassung 
der Kosten bedingt sein, welche bei sinkenden Gewinnen u.a. durch Rationalisie-
rungsmaßnahmen respektive bei steigenden Gewinnen durch Kapazitätserweiterun-
gen oder Erhöhungen der Marketing- und Vertriebsaufwendungen hervorgerufen 
sein könnte. Die langfristig dämpfende Wirkung des Kompensationseffektes liegt da-
bei zwischen knapp 25% im Ernährungsgewerbe und fast 38% im Maschinenbau.275 
 
Abschließend ist darauf hinzuweisen, daß die in Tabelle 6 ausgewiesenen Werte der 
Durbin-Watson-Prüfgröße das Vorliegen einer positiven bzw. negativen Autokorrela-
tion 1. Ordnung bezüglich der für das Verarbeitende Gewerbe, das Textilgewerbe, 
die Metallerzeugung und -bearbeitung sowie die Elektrotechnik bzw. für das Papier-
                                                                                                                                        
270 zur Berechnung der durchschnittlichen, langfristigen Wirkung siehe die Anmerkungen in Fußnote 
249 












273 in Tabelle 6 ersichtlich anhand des hinter den entsprechenden Koeffizienten aufgeführten „(-1)“ 
274 Für diese Vermutung sprechen auch die in Tabelle 10 für das Verarbeitende Gewerbe sowie für 
den Maschinenbau ausgewiesenen Schätzergebnisse. 
275 Die langfristig dämpfende Wirkung (DW) wurde auf der Basis der in Tabelle 6 aufgeführten 
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gewerbe gewonnenen Schätzergebnisse indizieren. In der Konsequenz sind die für 
diese Branchen ermittelten OLS-Schätzer zwar weiterhin unverzerrt und konsistent, 
jedoch verlieren sie sowohl ihre Eigenschaft als „Best Linear Unbiased Estimator“ 
(BLUE) als auch ihre asymptotische Effizienz. Konfidenzintervalle und Tests für die 
geschätzten Regressionskoeffizienten sind somit nicht mehr aussagekräftig, da die 
Standardabweichungen der OLS-Schätzer verzerrt sind.276 
 
Um festzustellen, ob der branchenweit relativ geringe Einfluß des CRB-Indizes, 
Wechselkurses, Ölpreises, Zinssatzes, der Ausgaben der öffentlichen Haushalte so-
wie des realen US-amerikanischen Bruttoinlandsproduktes auf die branchenspezifi-
sche Gewinnentwicklung neben der identifizierten Multikollinearität eventuell auf ei-
nen relativ dominanten Einfluß des Lohnsatzes oder eine Überwälzung der Kosten 
auf die Absatzpreise zurückzuführen ist, werden im folgenden die gemäß Abbildung 
8 zu erwartenden (theoretischen) Auswirkungen der jeweils handlungsexogenen Va-
riablen auf den Materialaufwand, Zinsaufwand bzw. die Gesamtleistung auf ihre em-
pirische Bewährtheit hin überprüft. 
7.5.1.2 Auswirkungen exogener Schocks auf den branchenweiten Materialaufwand 
In Tabelle 8 werden die im Hinblick auf die branchenspezifische Reaktion des Mate-
rialaufwands auf Rohstoffpreis- (DCRB), Wechselkurs- (DWK) sowie Ölpreisvariatio-
nen (DOEP) gewonnenen Schätzergebnisse dargestellt. Eine Aufnahme der die Pro-
duktionsmenge über die Absatzmenge (theoretisch) beeinflussenden exogenen Vari-
ablen (DSK, DUSBIP, DWK) in die Schätzgleichung führte zu keiner wesentlichen 
Änderung der geschätzten Regressionskoeffizienten. 
                                                                                                                                        
berechnet, wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten steht. 
276 siehe hierzu Grundmann (1998), S. 35 f., Auer (2003), S. 379 ff., Frohn (1995), S. 133 ff. sowie 
Thomas (1997), S. 299 ff. 
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Tabelle 8 Auswirkungen exogener Schocks auf die Wachstumsrate des Materialauf-
wands277 (DMA) 
DMA C AR(1) DCRB (t) 






Alle Unternehmen 0,045 (0,0%) - 0,187 (-1) (1,3%) - - 0,19 1,68 
Verarbeitendes Ge-
werbe 0,043 (0,0%) - 0,276 (-1) (0,6%) - - 0,25 2,17 
Ernährungsgewerbe 0,016 (9,1%) 0,370 (3,9%) 0,181 (1,2%) - 0,094 (-1) (1,1%) 0,38 2,38 
Textilgewerbe 0,011 (37,4%) 0,407 (5,9%) 0,235 (7,0%) 0,234 (5,6%) - 0,14 2,03 
Bekleidungsgewerbe 0,012 (20,9%) 0,418 (2,2%) - - - 0,17 1,65 
Holzgewerbe 0,034 (0,3%) - 0,304 (0,0%) - - 0,29 1,59 
Papiergewerbe 0,032 (9,5%) - 0,546 (0,3%) - - 0,29 2,64 
Verlags- und Druck-
gewerbe 0,032 (5,5%) 0,429 (2,5%) 0,241 (2,1%) - - 0,24 1,98 








Steinen und Erden 
0,035 (0,1%) - 0,191 (3,2%) - - 0,14 1,64 
Metallerzeugung und  
-bearbeitung 0,024 (22,1%) - 0,570 (-1) (0,3%) -  0,29 2,54 
Herstellung von 
Metallerzeugnissen 0,040 (0,5%) - - - - 0,00 1,92 
Maschinenbau 0,048 (0,1%) - - - - 0,00 1,80 




0,074 (0,0%) - - - - 0,00 1,73 
Baugewerbe 0,035 (0,4%) - 0,257 (1,5%) - - 0,18 1,22 
Großhandel und 
 Handelsvermittlung 0,043 (0,0%) - 0,166 (-1) (5,1%) - - 0,11 1,65 
Einzelhandel 0,029 (1,8%) 0,446 (2,1%) - - - 0,17 1,67 
Durchschnittliche, 
langfristige Wirkung279  0,240 0,037 0,009   
 
Gemäß den in Tabelle 8 aufgeführten Schätzergebnissen besteht bei 12 der insge-
samt 17 analysierten Branchen (ohne „alle Unternehmen“ sowie Verarbeitendes Ge-
                                            
277 Die in den Klammern neben den geschätzten Koeffizienten angegebenen Prozentwerte entspre-
chen der minimalen Irrtumswahrscheinlichkeit bzw. dem Signifikanzniveau, bei der/dem die Null-
hypothese, daß der Koeffizient gleich Null ist, gerade noch abzulehnen ist. In die Schätzgleichung 
wurden alle Regressoren aufgenommen, deren Signifikanzniveau bei einem unterstellten zweisei-
tigen Test (Koeffizient größer oder kleiner 0) maximal 20,0% beträgt. Da jedoch vor dem Hinter-
grund der in Abbildung 8 dargestellten Wirkungszusammenhänge für die Regressoren (mit Aus-
nahme vom Wechselkurs und vom AR(1)-Term) nur ein einseitiger Hypothesentest erforderlich 
ist, beträgt die hier unterstellte Irrtumswahrscheinlichkeit tatsächlich lediglich 10%. Zur Vermei-
dung einer Verzerrung der Schätzergebnisse wurde zudem in jede Schätzgleichung ein Absolut-
glied mit aufgenommen. Um einen branchenübergreifenden Vergleich der Schätzergebnisse zu 
erleichtern, wurde keine der endogenen Variablen zuvor um einen AR(1)-Term bereinigt. 
278 Aufgeführt werden hier die Werte der Durbin-Watson-Prüfgröße (α = 0,05). Ist der jeweilige Wert 
kleiner als 1,33 (1,26, 1,18, bzw. 1,10) bei einer (zwei, drei bzw. vier) exogenen Variable(n) bzw. 
größer als 2,67 (2,74. 2,82 bzw. 2,90), so ist von dem Vorliegen einer positiven (negativen) Auto-
korrelation 1. Ordnung auszugehen. 
279 zur Berechnung der durchschnittlichen, langfristigen Wirkung siehe die Anmerkungen in Fußnote 
249 
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werbe) ein signifikanter Einfluß des CRB-Indizes auf die Entwicklung des Material-
aufwands. 
Abbildung 12 Anteil der untersuchten Branchen, bei denen der CRB-Index einen signifikan-
ten Einfluß auf die Entwicklung des Materialaufwands ausübt 
 
Den an der langfristigen Wirkung280 gemessenen, stärksten Einfluß übt der CRB-
Index auf den branchenspezifischen Unternehmenserfolg in der Metallerzeugung und 
-bearbeitung (0,57), im Papiergewerbe (0,55), der Chemischen Industrie (0,47) sowie 
im Verlags- und Druckgewerbe (0,42) aus (vgl. Abbildung 13). Die bei einer Schät-
zung des branchenspezifischen Materialaufwands in Abhängigkeit von dem CRB-
Index ermittelten Elastizitäten281 deuten zudem auf eine relativ schwache Reaktion 
des Materialaufwands auf Variationen des CRB-Indizes hin. So induziert zum Bei-
spiel eine 1%-ige Erhöhung des CRB-Indizes langfristig in der Metallerzeugung und 
-bearbeitung eine 0,48%-ige282, der Chemischen Industrie eine 0,47%-ige283, im Pa-
                                            
280 Die branchenspezifische, langfristige Gesamtwirkung (GW) wurde auf der Basis der in Tabelle 8 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
281 Diese Elastizität ergibt sich bei einer Schätzung des branchenspezifischen Materialaufwands in 
Abhängigkeit von dem CRB-Index, wenn statt der um den AR(1)-Term bereinigten Zeitreihe des 
CRB-Indizes lediglich die 1. Differenzen der logarithmierten Zeitreihe verwandt werden (vgl. hier-
zu die in Abschnitt 7.2 sowie 7.3 beschriebene Zeitreihentransformation). Die entsprechenden 
Schätzergebnisse wurden hier nicht ausführlich dargelegt, da sie größtenteils nicht wesentlich 
von den in Abbildung 13 ausgewiesenen Schätzergebnissen abweichen. 
282 α = 0,8%, R2 (adj.) = 0,22, DW = 2,52, Likelihood-Ratio-Testergebnis = 25,039 
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piergewerbe eine 0,46%-ige284 sowie im Verlags- und Druckgewerbe eine  
0,37%-ige285 Steigerung des branchenweiten Materialaufwands. Die relativ schwache 
Reaktion des Materialaufwands könnte u.a. auf einen relativ geringen Anteil des 
durch den CRB-Index repräsentierten Rohstoffaufwands am gesamten Materialauf-
wand und/oder eine hohe Wettbewerbsintensität zwischen den Rohstofflieferanten, 
welche eine Überwälzung der gestiegenen Rohstoffpreise nur zum Teil ermöglicht, 
zurückzuführen sein. 
Abbildung 13 Branchenspezifische Stärke des langfristigen Einflusses des CRB-Indizes auf 
den Materialaufwand286 
 
Die in Abbildung 13 eingezeichnete, durchgezogene Linie gibt den über alle 17 Bran-
chen ermittelten durchschnittlichen Einfluß des CRB-Indizes auf den Materialaufwand 
an.287 Die gestrichelte Linie visualisiert den für das Verarbeitende Gewerbe insge-
samt geschätzten Wert. Demnach weist die Entwicklung des Materialaufwands in 8 
der insgesamt 17 Branchen (47,1%) eine im Vergleich zum Verarbeitenden Gewerbe 
überdurchschnittlich starke Abhängigkeit von Variationen des CRB-Indizes auf. 
 
                                            
284 α = 0,7%, R2 (adj.) = 0,23, DW = 2,64, Likelihood-Ratio-Testergebnis = 26,238 
285 α = 1,2%, R2 (adj.) = 0,28, DW = 1,83, Likelihood-Ratio-Testergebnis = 40,927 
286 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Der branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde auf der Basis der 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
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Die Tatsache, daß der CRB-Index in etwa 71% der analysierten 17 westdeutschen 
Branchen (ohne „alle Unternehmen“ sowie Verarbeitendes Gewerbe) einen signifi-
kanten Einfluß auf den Materialaufwand, jedoch keinen auf den Gewinn vor Steuern 
hat, spricht dafür, daß die Unternehmen im jeweiligen Branchendurchschnitt dazu in 
der Lage sind, die gestiegenen Materialpreise auf die Absatzpreise zu überwälzen. 
Dies wiederum läßt die Vermutung aufkommen, daß zwischen den Unternehmen 
einer Branche eine eher geringe Wettbewerbsintensität besteht. In der Chemi-
schen Industrie, der Herstellung von Gummi- und Kunststoffwaren, der Metallerzeu-
gung sowie im Großhandel hängt der Materialaufwand von dem CRB-Index des je-
weiligen Vorjahres ab, was darauf hindeutet, daß sich Rohstoffpreisänderungen erst 
mit einer gewissen zeitlichen Verzögerung in den branchenspezifischen Material-
preisen niederschlagen. Dies kann zum Beispiel auf vertraglich fixierte Lieferprei-
se in den Unternehmen der jeweiligen Branchen zurückzuführen sein. 
 
Die in Tabelle 8 ausgewiesenen Regressionskoeffizienten des CRB-Indizes stimmen 
vom Vorzeichen her mit den in Abbildung 8 visualisierten Wirkungshypothesen über-
ein, so daß die geschätzten Koeffizienten als ökonomisch plausibel zu erachten sind. 
Dies gilt ebenso für die Regressionskoeffizienten des Ölpreises und Wechselkur-
ses288, wobei diese zwei exogenen Störgrößen lediglich bei einer bzw. zwei der un-
tersuchten 17 Branchen zu signifikanten Änderungen des Materialaufwands führen. 
Ebenso wie beim CRB-Index sprechen die Elastizitäten für eine relativ schwache 
Reaktion des Materialaufwands auf Variationen des Ölpreises bzw. Wechselkurses. 
So induziert beispielsweise eine 1%-ige Änderung des Wechselkurses langfristig im 
Textilgewerbe eine 0,40%-ige sowie in der Elektrotechnik eine etwa 0,23%-ige Varia-
tion des Materialaufwands.289 Die bei einem Großteil der analysierten Branchen feh-
lende Signifikanz des Wechselkurses kann darauf hindeuten, daß Wechselkurs-
schwankungen durch den Einsatz von Derivaten, wie beispielsweise Forwards oder 
Swaps, von den Unternehmen abgesichert werden. Im Ernährungsgewerbe führt ei-
ne 1%-ige Veränderung des Ölpreises mit einer zeitlichen Verzögerung von einer 
                                            
288 Zur ökonomischen Begründung des Zusammenhangs zwischen Wechselkurs und Materialauf-
wand siehe die Erläuterungen in Abschnitt 7.2. 
289 Die branchenspezifische, langfristige Gesamtwirkung (GW) wurde auf der Basis der in Tabelle 8 
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Periode langfristig lediglich zu einer knapp 0,09%-igen290 Materialaufwandsände-
rung.291 Die zeitlich verzögerte Auswirkung von Ölpreisänderungen kann dabei, 
entsprechend der zeitlich verzögerten Auswirkungen von Änderungen des CRB-
Indizes, durch vertraglich fixierte Preise bedingt sein.  
 
Die für das Ernährungs-, Textil-, Bekleidungs-, Verlags- und Druckgewerbe sowie für 
den Einzelhandel geschätzten positiven AR(1)-Koeffizienten (vgl. Tabelle 8) spre-
chen für eine Folgewirkung der (teilweise) durch exogene Schocks induzierten Ma-
terialaufwandsvariationen in den jeweiligen Folgeperioden. Diese Folgewirkungen 
könnten zum Beispiel durch eine zeitlich verzögerte Anpassung von Lieferverträgen 
bedingt sein. Die langfristige Folgewirkung beläuft sich dabei auf etwa 70%.292 Die für 
die Chemische Industrie sowie für den Bereich der Herstellung von Gummi- und 
Kunststoffwaren ermittelten negativen AR(1)-Koeffizienten lassen demgegenüber auf 
das Vorliegen eines Kompensationseffektes schließen, welcher u.a. auf Gegen-
steuerungsmaßnahmen zur Kostensenkung, wie beispielsweise die Substitution von 
relativ teuren Rohstoffen und Materialien durch relativ preiswerte oder die Schaffung 
relativ günstig herzustellender Produktinnovationen, zurückzuführen sein kann. Die 
langfristig dämpfende Wirkung des Kompensationseffektes liegt bei etwa 26%.293 
 
Die in Tabelle 8 ausgewiesenen Werte der Durbin-Watson-Prüfgröße sprechen für 
das Vorliegen einer positiven Autokorrelation 1. Ordnung bezüglich der für das 
Baugewerbe gewonnenen Schätzergebnisse. In der Konsequenz sind die Standard-
abweichungen der entsprechenden OLS-Schätzer verzerrt. Die für die geschätzten 
                                                                                                                                        
wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
290 α = 1,7%, R2 (adj.) = 0,36, DW = 2,12, Likelihood-Ratio-Testergebnis = 53,100 
291 Diese Elastizität ergibt sich bei einer Schätzung des branchenspezifischen Materialaufwands in 
Abhängigkeit von dem Ölpreis, wenn statt der um den AR(1)-Term bereinigten Zeitreihe des Öl-
preises lediglich die 1. Differenzen der logarithmierten Zeitreihe verwandt werden (vgl. hierzu die 
in Abschnitt 7.2 sowie 7.3 beschriebene Zeitreihentransformation). 
292 Die langfristige Folgewirkung (FW) wurde auf der Basis der in Tabelle 8 aufgeführten Schätzer-






berechnet, wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten steht. 
293 Die langfristig dämpfende Wirkung (DW) wurde auf der Basis der in Tabelle 8 aufgeführten 






berechnet, wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten steht. 
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Regressionskoeffizienten ermittelten Konfidenzintervalle und Testergebnisse verlie-
ren somit ihre Aussagekraft.294 
7.5.1.3 Auswirkungen exogener Schocks auf den branchenspezifischen Zinsauf-
wand 
Tabelle 9 zeigt die geschätzten Auswirkungen von absoluten Veränderungen des 
Geldmarktzinses für Dreimonatsgelder (DI) auf die Wachstumsraten des branchen-
spezifischen Zinsaufwands. 
 
Die Aufnahme des Fremdkapitaleinsatzes in die Schätzgleichung führte zu keiner 
wesentlichen Änderung der für den Zinssatz geschätzten Regressionskoeffizienten. 
Insbesondere eine Veränderung der Vorzeichen der Koeffizienten konnte nicht beo-
bachtet werden.  
 
Die in Tabelle 9 dargelegten Schätzergebnisse zeigen, daß in allen 17 untersuchten 
Branchen ein signifikanter Zusammenhang zwischen dem Geldmarktzins für Drei-
monatsgelder und dem branchenspezifischen Zinsaufwand besteht. Am ausgepräg-
testen ist dabei der langfristige Einfluß des Zinses auf den Zinsaufwand im Verlags- 
und Druckgewerbe sowie Glasgewerbe (0,11) (vgl. Abbildung 15). Sämtliche für den 
Geldmarktzins geschätzten Regressionskoeffizienten sind vor dem Hintergrund der in 
Abbildung 8 wiedergegebenen Wirkungshypothesen als ökonomisch plausibel zu 
erachten. 
                                            
294 siehe hierzu Grundmann (1998), S. 35 f., Auer (2003), S. 379 ff., Frohn (1995), S. 133 ff. sowie 
Thomas (1997), S. 299 ff. 
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Tabelle 9 Auswirkungen exogener Schocks auf die Wachstumsrate des Zinsauf-
wands295 (DZ) 
DZ C AR(1) DI (t) R2 (adj.) DW296 
Alle Unternehmen 0,025 (1,4%) 0,484 (0,0%) 0,054 (0,0%) 0,89 2,75 
Verarbeitendes Gewerbe 0,039 (3,8%) - 0,052 (0,0%) 0,63 1,75 
Ernährungsgewerbe 0,032 (9,7%) - 0,050 (0,0%) 0,60 1,81 
Textilgewerbe 0,012 (56,9%) - 0,060 (0,0%) 0,62 2,04 
Bekleidungsgewerbe 0,017 (40,6%) - 0,057 (0,0%) 0,61 2,20 
Holzgewerbe 0,022 (9,5%) 0,457 (0,0%) 0,051 (0,0%) 0,81 3,06 
Papiergewerbe 0,023 (14,4%) 0,439 (0,0%) 0,051 (0,0%) 0,74 2,66 
Verlags- und Druckge-
werbe 0,036 (1,9%) 0,497 (0,0%) 0,055 (0,0%) 0,80 2,13 
Chemische Industrie 0,030 (17,7%) 0,445 (0,0%) 0,041 (0,0%) 0,49 1,95 
Herstellung von Gummi-  
und Kunststoffwaren 0,046 (2,7%) - 0,063 (0,0%) 0,67 2,14 
Glasgewerbe, Keramik,  
Verarbeitung von Stei-
nen und Erden 
0,019 (9,3%) 0,568 (0,0%) 0,047 (0,0%) 0,86 2,78 
Metallerzeugung und  
-bearbeitung 0,027 (15,3%) - 0,062 (0,0%) 0,69 1,72 
Herstellung von Metal-
lerzeugnissen 0,045 (5,2%) - 0,054 (0,0%) 0,54 1,75 
Maschinenbau 0,032 (15,9%) - 0,056 (0,0%) 0,57 1,98 




0,064 (2,2%) - 0,053 (0,0%) 0,45 1,64 
Baugewerbe 0,025 (20,9%) 0,422 (0,2%) 0,052 (0,0%) 0,66 2,53 
Großhandel und 
 Handelsvermittlung 0,053 (0,9%) - 0,067 (0,0%) 0,72 1,92 
Einzelhandel 0,033 (0,8%) 0,458 (0,0%) 0,051 (0,0%) 0,87 3,08 
Durchschnittliche, 
langfristige Wirkung297   0,072   
 
                                            
295 Die in den Klammern neben den geschätzten Koeffizienten angegebenen Prozentwerte entspre-
chen der minimalen Irrtumswahrscheinlichkeit bzw. dem Signifikanzniveau, bei der/dem die Null-
hypothese, daß der Koeffizient gleich Null ist, gerade noch abzulehnen ist. In die Schätzgleichung 
wurden alle Regressoren aufgenommen, deren Signifikanzniveau bei einem unterstellten zweisei-
tigen Test (Koeffizient größer oder kleiner 0) maximal 20,0% beträgt. Da jedoch vor dem Hinter-
grund des in Abbildung 8 dargestellten Wirkungszusammenhangs für den Zinssatz nur ein einsei-
tiger Hypothesentest erforderlich ist, beträgt die hier unterstellte Irrtumswahrscheinlichkeit tat-
sächlich lediglich 10%. Zur Vermeidung einer Verzerrung der Schätzergebnisse wurde zudem in 
jede Schätzgleichung ein Absolutglied mit aufgenommen. Um einen branchenübergreifenden 
Vergleich der Schätzergebnisse zu erleichtern, wurde keine der endogenen Variablen zuvor um 
einen AR(1)-Term bereinigt. 
296 Aufgeführt werden hier die Werte der Durbin-Watson-Prüfgröße (α = 0,05). Ist der jeweilige Wert 
kleiner als 1,33 (1,26, 1,18, bzw. 1,10) bei einer (zwei, drei bzw. vier) exogenen Variable(n) bzw. 
größer als 2,67 (2,74. 2,82 bzw. 2,90), so ist von dem Vorliegen einer positiven (negativen) Auto-
korrelation 1. Ordnung auszugehen. 
297 zur Berechnung der durchschnittlichen, langfristigen Wirkung siehe die Anmerkungen in Fußnote 
249 
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Abbildung 14 Anteil der untersuchten Branchen, bei denen der Geldmarktzins für Dreimo-
natsgelder einen signifikanten Einfluß auf die Entwicklung des Zinsaufwands 
ausübt 
 
Der Sachverhalt, daß der Geldmarktzins für Dreimonatsgelder in allen 17 Branchen 
(ohne „alle Unternehmen“ sowie Verarbeitendes Gewerbe) einen signifikanten 
Einfluß auf den Zinsaufwand, jedoch nur beim Einzelhandel aufgrund einer relativ 
geringen Eigenkapitalquote auf den Gewinn vor Steuern hat (vgl. Tabelle 6, 
Tabelle 13 sowie Abbildung 24), läßt vermuten, daß die Unternehmen im jeweiligen 
Branchendurchschnitt, bis auf die Unternehmen des Einzelhandels, dazu in der Lage 
sind, die gestiegenen Zinskosten auf die Absatzpreise zu überwälzen. Dieses spricht 
für eine relativ hohe Wettbewerbsintensität zwischen den Unternehmen im Einzel-
handel, welche beispielsweise auf eine relativ hohe Marktsättigung zurückzuführen 
sein kann. Die trotz hoher Eigenkapitalquote relativ ausgeprägte Zinsabhängigkeit 
der Chemischen Industrie ist vermutlich insbesondere auf die vergleichsweise hohe 
Kapitalintensität dieser Branche zurückzuführen (vgl. Tabelle 13). 
 
Die in Tabelle 9 aufgeführten Elastizitäten deuten auf eine eher relativ schwache Re-
aktion des Zinsaufwands auf Variationen des Geldmarktzinses hin. So induziert bei-
spielsweise eine Änderung des Zinses um einen Prozentpunkt langfristig sowohl im 
Verlags- und Druckgewerbe als auch im Glasgewerbe eine etwa 0,11%-ige Variation 
des Zinsaufwands.298 
                                            
298 Die jeweilige branchenspezifische, langfristige Gesamtwirkung (GW) wurde auf der Basis der in 
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Abbildung 15 Branchenspezifische Stärke des langfristigen Einflusses des Geldmarktzin-
ses für Dreimonatsgelder auf den Zinsaufwand299 
 
Der für 7 Branchen geschätzte positive AR(1)-Koeffizient weist darauf hin, daß sich 
Änderungen des Geldmarktzinses auch noch auf den branchenspezifischen Zins-
aufwand der jeweiligen Folgeperioden auswirkt. Dieser Wirkungszusammenhang 
deutet auf eine eher mittel- bis langfristige Finanzierung der Unternehmen in den 
entsprechenden 7 Branchen hin. Die langfristige Folgewirkung liegt dabei zwischen 
73% im Baugewerbe und 131% im Glasgewerbe.300 
 
Die in Tabelle 9 ausgewiesenen Werte der Durbin-Watson-Prüfgröße indizieren das 
Vorliegen einer negativen Autokorrelation 1. Ordnung bezüglich der für alle Unter-





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten steht. 
299 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Die durchgezogene Linie gibt den über alle 17 Branchen ermittelten durchschnittlichen Ein-
fluß des Zinssatzes auf den Zinsaufwand an. Die gestrichelte Linie visualisiert den für das Verar-
beitende Gewerbe insgesamt geschätzten Wert. Der branchenspezifische, langfristige Einfluß 
(Gesamtwirkung (GW)) wurde auf der Basis der in Tabelle 9 ausgewiesenen Schätzergebnisse 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
300 Die langfristige Folgewirkung (FW) wurde auf der Basis der in Tabelle 9 aufgeführten Schätzer-
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nehmen, das Holz-, das Glasgewerbe sowie für den Einzelhandel gewonnenen 
Schätzergebnisse. In der Konsequenz sind die Standardabweichungen der OLS-
Schätzer verzerrt, so daß die für die geschätzten Regressionskoeffizienten ermittel-
ten Konfidenzintervalle und Tests ihre Aussagekraft verlieren.301 
7.5.1.4 Auswirkungen exogener Schocks auf die branchenspezifische Gesamtleis-
tung 
In Tabelle 10 werden die im Hinblick auf die Auswirkungen von Variationen der Aus-
gaben der öffentlichen Haushalte (DSK), des US-amerikanischen Bruttoinlandspro-
duktes (DUSBIP) sowie des Wechselkurses (DWK) auf die Entwicklung der bran-
chenspezifischen Gesamtleistung ermittelten Schätzergebnisse zusammengefaßt. 
 
Für den branchenspezifischen Absatzpreis lagen keine Beobachtungsdaten vor. Die 
Aufnahme der westdeutschen Inflationsrate in die Schätzgleichung führte zu keiner 
wesentlichen Änderung der geschätzten Regressionskoeffizienten. Insbesondere 
eine Veränderung der Vorzeichen der Koeffizienten konnte nicht beobachtet werden. 
 
                                                                                                                                        
berechnet, wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten steht. 
301 siehe hierzu Grundmann (1998), S. 35 f., Auer (2003), S. 379 ff., Frohn (1995), S. 133 ff. sowie 
Thomas (1997), S. 299 ff. 
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Tabelle 10 Auswirkungen exogener Schocks auf die Wachstumsrate der 
Gesamtleistung302 (DGL) 
DGL C AR(1) DSK (t) 




Alle Unternehmen 0,048 (0,0%) - 0,452 (0,6%) - - 0,23 1,84 
Verarbeitendes Ge-
werbe 0,028 (6,0%) - 0,370 (5,5%) 0,574 (-1) (15,1%) - 0,16 2,11 
Ernährungsgewerbe 0,015 (6,4%) 0,512 (0,5%) 0,215 (6,7%) - - 0,41 1,83 
Textilgewerbe -0,019 (23,0%) 0,461 (1,7%) - 0,926 (3,8%) 0,104 (19,5%) 0,24 2,01 
Bekleidungsgewerbe 0,001 (94,2%) - 0,367 (7,1%) 0,588 (16,1%) - 0,12 1,28 
Holzgewerbe -0,001 (93,9%) - 0,623 (1,1%) 1,217 (1,7%) - 0,26 1,52 
Papiergewerbe -0,002 (95,1%) - - 1,488 (-1) (0,5%) - 0,11 2,37 
Verlags- und Druck-
gewerbe 0,015 (46,3%) 0,335 (8,9%) 0,410 (9,1%) 0,738 (11,2%) - 0,23 1,99 








Steinen und Erden 
0,014 (43,6%) - 0,412 (7,3%) 0,727 (12,7%) - 0,10 1,67 
Metallerzeugung und  
-bearbeitung -0,023 (48,2%) - - 1,967 (-1) (3,9%) 0,230 (18,6%) 0,11 2,28 
Herstellung von 
Metallerzeugnissen 0,040 (0,1%) - 0,636 (1,1%) - - 0,20 2,17 
Maschinenbau 0,001 (94,7%) - - 1,411 (-1) (0,5%) - 0,25 1,84 




- - - - - - - 
Baugewerbe 0,033 (0,9%) - 0,539 (5,0%) - - 0,11 1,32 
Großhandel und 
 Handelsvermittlung 0,048 (0,0%) - 0,555 (0,5%) - - 0,25 1,98 
Einzelhandel 0,033 (0,3%) 0,344 (5,0%) 0,292 (1,6%) - - 0,42 1,55 
Durchschnittliche, 
langfristige Wirkung 304   0,329 0,764 0,025   
 
Die in Tabelle 10 aufgeführten Schätzergebnisse deuten darauf hin, daß sowohl die 
anhand des US-amerikanischen Bruttoinlandsproduktes gemessene ausländische, 
autonome Nachfrageentwicklung als auch die mittels der Ausgaben der öffentli-
                                            
302 Die in den Klammern neben den geschätzten Koeffizienten angegebenen Prozentwerte entspre-
chen der minimalen Irrtumswahrscheinlichkeit bzw. dem Signifikanzniveau, bei der/dem die Null-
hypothese, daß der Koeffizient gleich Null ist, gerade noch abzulehnen ist. In die Schätzgleichung 
wurden alle Regressoren aufgenommen, deren Signifikanzniveau bei einem unterstellten zweisei-
tigen Test (Koeffizient größer oder kleiner 0) maximal 20,0% beträgt. Da jedoch vor dem Hinter-
grund der in Abbildung 8 dargestellten Wirkungszusammenhänge für die Regressoren (mit Aus-
nahme vom Wechselkurs und vom AR(1)-Term) nur ein einseitiger Hypothesentest erforderlich 
ist, beträgt die hier unterstellte Irrtumswahrscheinlichkeit tatsächlich lediglich 10%. Zur Vermei-
dung einer Verzerrung der Schätzergebnisse wurde zudem in jede Schätzgleichung ein Absolut-
glied mit aufgenommen. Um einen branchenübergreifenden Vergleich der Schätzergebnisse zu 
erleichtern, wurde keine der endogenen Variablen zuvor um einen AR(1)-Term bereinigt. 
303 Aufgeführt werden hier die Werte der Durbin-Watson-Prüfgröße (α = 0,05). Ist der jeweilige Wert 
kleiner als 1,33 (1,26, 1,18, bzw. 1,10) bei einer (zwei, drei bzw. vier) exogenen Variable(n) bzw. 
größer als 2,67 (2,74. 2,82 bzw. 2,90), so ist von dem Vorliegen einer positiven (negativen) Auto-
korrelation 1. Ordnung auszugehen. 
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chen Haushalte operationalisierte inländische, autonome Nachfrageentwicklung 
die branchenspezifische Gesamtleistung westdeutscher Unternehmen wesentlich 
beeinflussen. So konnte jeweils bei insgesamt 11 der 17 untersuchten Branchen 
(ohne „alle Unternehmen“ sowie Verarbeitendes Gewerbe) ein direkter, signifikanter 
Einfluß des US-amerikanischen Bruttoinlandsproduktes bzw. der Ausgaben der öf-
fentlichen Haushalte auf die Gesamtleistungsentwicklung festgestellt werden (vgl. 
Abbildung 16). Das Vorzeichen der jeweils geschätzten Regressionskoeffizienten 
steht im Einklang mit den in Abbildung 8 dargestellten, hypothetischen Vorzeichen. 
Im Hinblick auf die für den Wechselkurs geschätzten Regressionskoeffizienten ist 
festzuhalten, daß im Bereich der Metallerzeugung sowie im Textilgewerbe ein stei-
gender Wechselkurs zu einer Erhöhung der Gesamtleistung führt. Dieser positive 
Wirkungszusammenhang könnte beispielsweise auf die mit einer Abwertung der In-
landswährung (hier: DM) verbundene Reduktion der ausländischen Absatzpreise zu-
rückzuführen sein, welche wiederum eine Erhöhung des im Ausland erzielten Markt-
anteils westdeutscher Unternehmen und damit eine Steigerung der Absatzmenge 
induziert.305 Für diesen Mengeneffekt spricht auch der Tabelle 8 zu entnehmende, 
positive Einfluß des Wechselkurses auf den Materialaufwand des Textilgewerbes. 
Abbildung 16 Anteil der untersuchten Branchen, bei denen das US-amerikanische Bruttoin-
landsprodukt (links) bzw. die Ausgaben der öffentlichen Haushalte (rechts) 
einen signifikanten Einfluß auf die Entwicklung der Gesamtleistung ausüben 
 
                                                                                                                                        
304 zur Berechnung der durchschnittlichen, langfristigen Wirkung siehe die Anmerkungen in Fußnote 
249 
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Den langfristig stärksten Einfluß306 auf die branchenspezifische Gesamtleistungs-
entwicklung üben dabei die Ausgaben der öffentlichen Haushalte im Bereich der 
Herstellung von Metallerzeugnissen (0,64), im Holzgewerbe (0,62), im Verlags- und 
Druckgewerbe (0,62) sowie im Großhandel (0,56) aus (vgl. Abbildung 17), wobei die 
im Hinblick auf die Elastizität gewonnenen Schätzergebnisse insgesamt für eine rela-
tiv schwache Reaktion der Gesamtleistung auf Variationen der Ausgaben der öf-
fentlichen Haushalte sprechen. So führt beispielsweise eine 1%-iger Erhöhung der 
Ausgaben der öffentlichen Haushalte langfristig im Holzgewerbe zu einer  
0,57%-igen307, im Bereich der Herstellung von Metallerzeugnissen zu einer  
0,49%-igen308 sowie im Großhandel zu einer 0,46%-igen309 Steigerung der Gesamt-
leistung.310  
 
Der signifikante Einfluß der Ausgaben der öffentlichen Haushalte auf die branchen-
spezifische Gesamtleistungsentwicklung untermauert die in Abschnitt 7.2 geäußerte 
Vermutung, daß sich die staatlichen Ausgaben über den Multiplikatoreffekt – bei-
spielsweise aufgrund unterausgelasteter Kapazitäten – auf die autonome Nachfrage-
entwicklung und damit auf die Gesamtleistung der Unternehmen auswirken. 
                                            
306 Der branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde auf der Basis der in 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
307 α = 0,8%, R2 (adj.) = 0,28, DW = 1,62, Likelihood-Ratio-Testergebnis = 44,719 
308 α = 2,6%, R2 (adj.) = 0,15, DW = 2,04, Likelihood-Ratio-Testergebnis = 41,506 
309 α = 0,7%, R2 (adj.) = 0,23, DW = 1,89, Likelihood-Ratio-Testergebnis = 48,935 
310 Diese Elastizitäten ergeben sich bei einer Schätzung der Gesamtleistung in Abhängigkeit von 
den Ausgaben der öffentlichen Haushalte, wenn statt der um den AR(1)-Term bereinigten Zeitrei-
he der Ausgaben der öffentlichen Haushalte lediglich die 1. Differenzen der logarithmierten Zeit-
reihe verwandt werden (vgl. hierzu die in Abschnitt 7.2 sowie 7.3 beschriebene Zeitreihentrans-
formation). Die entsprechenden Schätzergebnisse wurden hier nicht ausführlich dargelegt, da sie 
größtenteils nicht wesentlich von den in Abbildung 17 ausgewiesenen Schätzergebnissen abwei-
chen. 
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Abbildung 17 Branchenspezifische Stärke des langfristigen Einflusses der Ausgaben der 
öffentlichen Haushalte auf die Gesamtleistung311 
 
Das US-amerikanische Bruttoinlandsprodukt wirkt sich langfristig am stärksten 
auf die Gesamtleistung in der Metallerzeugung und -bearbeitung (1,97), im Textilge-
werbe (1,72), im Papiergewerbe (1,49) sowie im Maschinenbau (1,41) aus (vgl. 
Abbildung 18). Die geschätzten Elastizitäten indizieren eine relativ starke Reaktion 
der branchenspezifischen Gesamtleistung auf Variationen des US-amerikanischen 
Bruttoinlandsproduktes. So induziert beispielsweise eine 1%-ige Erhöhung des US-
amerikanischen Bruttoinlandsproduktes langfristig in der Metallerzeugung und  
-bearbeitung eine Steigerung der Gesamtleistung in Höhe von 1,97%. 
 
Der signifikante Einfluß des US-amerikanischen Bruttoinlandsproduktes auf die Ge-
samtleistung der westdeutschen Branchen spricht für die in Abschnitt 7.2 dargelegte 
Vermutung, daß Veränderungen des realen US-amerikanischen Bruttoinlandsproduk-
tes die Importnachfrage der Exportländer westdeutscher Unternehmen indizieren. 
                                            
311 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Die durchgezogene Linie gibt den über alle 17 Branchen ermittelten durchschnittlichen 
Einfluß der Ausgaben der öffentlichen Haushalte auf die Gesamtleistung an. Die gestrichelte Li-
nie visualisiert den für das Verarbeitende Gewerbe insgesamt geschätzten Wert. Die branchen-
spezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde auf der Basis der in Tabelle 10 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
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Abbildung 18 Branchenspezifische Stärke des langfristigen Einflusses des US-
amerikanischen Bruttoinlandsproduktes auf die Gesamtleistung312 
 
Die Tatsache, daß kaum ein direkter Einfluß der Ausgaben der öffentlichen Haushal-
te bzw. des US-amerikanischen Bruttoinlandsproduktes auf den branchenspezifi-
schen Gewinn vor Steuern (vgl. Tabelle 6), jedoch bei jeweils 65% der Branchen auf 
die Gesamtleistung festgestellt werden konnte (vgl. Abbildung 16), läßt die Vermu-
tung aufkommen, daß ein Großteil der durch die Variation der autonomen Nachfrage 
ausgelösten Mengen- und damit Gesamtleistungseffekte durch gleichgerichtete  
Kostenvariationen kompensiert wird. Diese Vermutung wird durch die weiter unten in 
Tabelle 11 ausgewiesenen Schätzergebnisse untermauert. Bei einem Vergleich der 
geschätzten Regressionskoeffizienten mit denen in der weiter oben aufgeführten 
Tabelle 10 wird ersichtlich, daß die Reaktion des gesamten Aufwands auf Variatio-
nen der Ausgaben der öffentlichen Haushalte bzw. der US-amerikanischen Bruttoin-
landsproduktes zum Teil sogar größer ist als die der Gesamtleistung, was zum Teil 
vermutlich auch auf den bereits im Abschnitt 7.5.1.1 angesprochenen Niveaueffekt 
zurückzuführen sein dürfte. Besonders deutlich wird dies bei einem Vergleich der aus 
den Schätzergebnissen abgeleiteten langfristigen Gesamtwirkungen der beiden 
                                            
312 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Die durchgezogene Linie gibt den über alle 17 Branchen ermittelten durchschnittlichen 
Einfluß des US-amerikanischen Bruttoinlandsproduktes auf die Gesamtleistung an. Die gestri-
chelte Linie visualisiert den für das Verarbeitende Gewerbe insgesamt geschätzten Wert. Der 
branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde auf der Basis der in 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-







1,97 1,72 1,49 1,41 1,22 1,11 0,97 0,97 0,82 0,73 0,59 0,00 0,00 0,00 0,00 0,00 0,00
ME TG PG MB HG VDG CI HGK ET GKV BG EG HM HKK BAG GH EH
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handlungsexogenen Nachfrageschocks auf den Aufwand (gesamt) mit denen auf die 
Gesamtleistung (vgl. hierzu Abbildung 19 und Abbildung 20).  
 
Die für den Bereich der Herstellung von Kraftwagen und Kraftwagenteilen (HKK) ge-
wonnen Schätzergebnisse sprechen zudem dafür, daß die Abhängigkeit des Auf-
wands (gesamt) von den Ausgaben der öffentlichen Haushalte eher inflations- als 
mengeninduziert ist (vgl. hierzu die weiter unten aufgeführte Tabelle 11), da ein  
signifikanter Zusammenhang zwischen den Ausgaben der öffentlichen Haushalte 
und der Gesamtleistung dieser Branche nicht festgestellt werden konnte (vgl. Tabelle 
10). Die gewonnen Schätzergebnisse lassen vermuten, daß im Bereich der Herstel-
lung von Kraftwagen- und Kraftwagenteilen eine Steigerung der Ausgaben der  
öffentlichen Haushalte, beispielsweise aufgrund einer relativ hohen Kapazitäts- 
auslastung der Rohstofflieferanten, steigende Rohstoff- bzw. Materialpreise induziert. 
Von Seiten der Unternehmen wird dann versucht, die gestiegenen Materialpreise 
über steigende Absatzpreise an die Kunden weiterzureichen. Bei einer relativ 
preiselastischen Nachfrage führt dies jedoch zu einer sinkenden Absatzmenge 
und damit zu einer (näherungsweise) unveränderten Gesamtleistung. 
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Abbildung 19 Branchenspezifische Stärke des langfristigen Einflusses der Ausgaben der 
öffentlichen Haushalte auf den Aufwand (gesamt) bzw. die Gesamtleistung313 
 
                                            
313 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Die durchgezogene Linie gibt den über alle 17 Branchen ermittelten durchschnittlichen 
Einfluß der Ausgaben der öffentlichen Haushalte auf die gesamten Aufwendungen an. Die gestri-
chelte Linie visualisiert den für das Verarbeitende Gewerbe insgesamt geschätzten Wert. Die 
branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde auf der Basis der in 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-










HM HG VDG GH BAG HGK ET EG GKV BG HKK EH TG PG CI ME MB
Aufwand (gesamt) Gesamtleistung
Durchschnitt (Aufwand gesamt) Verarbeitendes Gewerbe (Aufwand gesamt)
7 Empirische Untersuchungen 
 120
 
Abbildung 20 Branchenspezifische Stärke des langfristigen Einflusses des US-
amerikanischen Bruttoinlandsproduktes auf den Aufwand (gesamt) bzw. die 
Gesamtleistung314 
 
Gemäß den in Tabelle 10 ausgewiesenen Schätzergebnissen reagiert im Verarbei-
tenden Gewerbe, im Papiergewerbe, in der Chemischen Industrie, in der Metaller-
zeugung und -verarbeitung sowie im Maschinenbau die Gesamtleistung erst mit einer 
zeitlichen Verzögerung von einer Periode auf Variationen des US-amerikanischen 
Bruttoinlandsproduktes. Dies untermauert die in Abschnitt 7.5.1.1 aufgestellte Vermu-
tung, daß die zeitlich verzögerte Auswirkung des US-amerikanischen Bruttoinlands-
produktes auf den im Verarbeitenden Gewerbe sowie im Maschinenbau erwirtschaf-
teten Gewinn (vgl. Tabelle 6) auf eine verzögerte Nachfrage- bzw. Gesamt- 
leistungsentwicklung zurückzuführen ist. 
                                            
314 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Die durchgezogene Linie gibt den über alle 17 Branchen ermittelten durchschnittlichen Ein-
fluß des US-amerikanischen Bruttoinlandsproduktes auf die gesamten Aufwendungen an. Die 
gestrichelte Linie visualisiert den für das Verarbeitende Gewerbe insgesamt geschätzten Wert. 
Der branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde auf der Basis der in 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-







TG MB PG ME VDG HG CI HGK GKV ET BG EG HM HKK BAG GH EH
Aufwand (gesamt) Gesamtleistung
Durchschnitt (Aufwand gesamt) Verarbeitendes Gewerbe (Aufwand gesamt)
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Tabelle 11 Auswirkungen der Ausgaben der öffentlichen Haushalte sowie des US-
amerikanischen Bruttoinlandsproduktes auf die Wachstumsrate der gesam-
ten Aufwendungen einzelner Branchen315 (DGA) 
DGA C AR(1) DSK (t) 
(SK AR-bereinigt) DUSBIP (t) R
2 (adj.) DW316 
Alle Unternehmen 0,049 (0,0%) - 0,481 (0,4%) - 0,26 1,80 
Verarbeitendes Gewerbe 0,029 (4,7%) - 0,405 (3,1%) 0,597 (-1) (12,2%) 0,21 2,03 
Ernährungsgewerbe 0,016 (4,4%) 0,490 (0,6%) 0,253 (3,3%) - 0,42 1,86 
Textilgewerbe -0,020 (21,2%) 0,500 (1,0%) - 0,886 (4,4%) 0,25 1,80 
Bekleidungsgewerbe 0,001 (92,9%) - 0,396 (4,7%) 0,635 (12,2%) 0,12 1,25 
Holzgewerbe 0,004 (81,4%) - 0,654 (0,5%) 1,107 (1,9%) 0,29 1,45 
Papiergewerbe 0,004 (86,5%) - - 1,271 (-1) (7,6%) 0,09 2,40 
Verlags- und Druckgewerbe 0,014 (50,1%) 0,374 (6,6%) 0,397 (5,2%) 0,713 (9,7%) 0,24 2,13 
Chemische Industrie 0,020 (41,2%) - - 0,970 (-1) (14,7%) 0,05 2,56 
Herstellung von Gummi-  
und Kunststoffwaren 0,029 (8,6%) - 0,526 (1,7%) 0,963 (3,5%) 0,21 2,59 
Glasgewerbe, Keramik,  
Verarbeitung von Steinen 
und Erden 
0,018 (27,9%) - 0,458 (3,4%) 0,669 (13,0%) 0,14 1,50 
Metallerzeugung und  
-bearbeitung -0,006 (83,2%) - - 1,254 (-1) (12,7%) 0,05 2,07 
Herstellung von Metaller-
zeugnissen 0,041 (0,0%) - 0,689 (0,6%) - 0,24 2,17 
Maschinenbau 0,003 (86,5%) - - 1,406 (-1) (0,4%) 0,26 1,72 
Elektrotechnik 0,043 (1,6%) - 0,498 (2,7%) 0,667 (14,5%) 0,14 2,11 
Herstellung von Kraftwagen 
und Kraftwagenteilen 0,069 (0,0%) - 0,385 (17,1%) - 0,04 1,72 
Baugewerbe 0,035 (0,3%) - 0,549 (3,5%) - 0,13 1,29 
Großhandel und 
 Handelsvermittlung 0,049 (0,0%) - 0,563 (0,4%) - 0,26 1,96 
Einzelhandel 0,034 (0,2%) 0,349 (3,9%) 0,230 (1,0%) - 0,45 1,60 
Durchschnittliche, langfristige 
Wirkung 317   0,365 0,697   
 
Die für das Ernährungs-, Textil-, Verlags- und Druckgewerbe sowie für den Einzel-
handel geschätzten positiven AR(1)-Koeffizienten (vgl. Tabelle 10 sowie Tabelle 11) 
                                            
315 Eine Aufnahme weiterer, die gesamten Aufwendungen (theoretisch) beeinflussender Variablen in 
die Schätzgleichung führte zu keiner wesentlichen Änderung der geschätzten Regressionskoeffi-
zienten. Insbesondere eine Veränderung der Vorzeichen der Koeffizienten war nicht zu beobach-
ten. Die in den Klammern neben den geschätzten Koeffizienten angegebenen Prozentwerte ent-
sprechen der minimalen Irrtumswahrscheinlichkeit bzw. dem Signifikanzniveau, bei der/dem die 
Nullhypothese, daß der Koeffizient gleich Null ist, gerade noch abzulehnen ist. In die Schätzglei-
chung wurden alle Regressoren aufgenommen, deren Signifikanzniveau bei einem unterstellten 
zweiseitigen Test (Koeffizient größer oder kleiner 0) maximal 20,0% beträgt. Da jedoch vor dem 
Hintergrund der in Abbildung 8 dargestellten Wirkungszusammenhänge für die Regressoren (mit 
Ausnahme vom Wechselkurs und vom AR(1)-Term) nur ein einseitiger Hypothesentest erforder-
lich ist, beträgt die hier unterstellte Irrtumswahrscheinlichkeit tatsächlich lediglich 10%. Zur Ver-
meidung einer Verzerrung der Schätzergebnisse wurde zudem in jede Schätzgleichung ein Abso-
lutglied mit aufgenommen. Um einen branchenübergreifenden Vergleich der Schätzergebnisse zu 
erleichtern, wurde keine der endogenen Variablen zuvor um einen AR(1)-Term bereinigt. 
316 Aufgeführt werden hier die Werte der Durbin-Watson-Prüfgröße (α = 0,05). Ist der jeweilige Wert 
kleiner als 1,33 (1,26, 1,18, bzw. 1,10) bei einer (zwei, drei bzw. vier) exogenen Variable(n) bzw. 
größer als 2,67 (2,74. 2,82 bzw. 2,90), so ist von dem Vorliegen einer positiven (negativen) Auto-
korrelation 1. Ordnung auszugehen. 
317 zur Berechnung der durchschnittlichen, langfristigen Wirkung siehe die Anmerkungen in Fußnote 
249 
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sprechen für eine Folgewirkung der durch exogene Schocks induzierten Absatz-
mengen- bzw. Gesamtleistungsvariationen in den jeweiligen Folgeperioden. Dieser 
durch die Variation des US-amerikanischen Bruttoinlandsproduktes bzw. der Ausga-
ben der öffentlichen Haushalte induzierte langfristige Wachstumseffekt liegt dabei im 
Hinblick auf die Gesamtleistung zwischen 50% im Verlags- und Druckgewerbe und 
105% im Ernährungsgewerbe.318 
 
Die in Tabelle 10 und Tabelle 11 ausgewiesenen Werte der Durbin-Watson-
Prüfgröße indizieren das Vorliegen einer positiven Autokorrelation 1. Ordnung be-
züglich der für das Bau- und Bekleidungsgewerbe gewonnenen Schätzergebnisse, 
so daß die für die geschätzten Regressionskoeffizienten ermittelten Konfidenzinter-
valle und Tests aufgrund verzerrter Standardabweichungen der OLS-Schätzer ihre 
Aussagekraft verlieren.319 
7.5.1.5 Fazit 
Die in den Abschnitten 7.5.1.1 bis 7.5.1.4 dargelegten Untersuchungsergebnisse 
sprechen dafür, daß der Lohnsatz bei einem Großteil der hier untersuchten Bran-
chen einen dominanten, direkten Einfluß auf die branchenspezifische Gewinnent-
wicklung ausübt. Dies läßt vermuten, daß die durch Lohnsatzsteigerungen induzier-
ten Kostenerhöhungen aufgrund einer relativ hohen Wettbewerbsintensität, welche 
beispielsweise auf stagnierende Märkte oder geringe Differenzierungsmöglichkeiten 
zurückzuführen sein könnte, nur relativ schwer auf die Absatzpreise überwälzt wer-
den können. Hinsichtlich der anderen exogenen Schocks konnte kaum ein direkter 
Einfluß auf den branchenspezifischen Gewinn vor Steuern nachgewiesen werden. 
Jedoch konnte bei der Mehrzahl der Branchen ein signifikanter, ökonomisch plausib-
ler Zusammenhang zwischen dem CRB-Index und dem Materialaufwand, dem US-
amerikanischen Bruttoinlandsprodukt respektive der Ausgaben der öffentlichen 
Haushalte und der Gesamtleistung sowie bei allen Branchen zwischen dem Geld-
marktzins für Dreimonatsgelder und dem Zinsaufwand festgestellt werden. Für den 
                                            
318 Der langfristige Wachstumseffekt (Folgewirkung (FW)) wurde auf der Basis der in Tabelle 10 






berechnet, wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten steht. 
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CRB-Index, den Geldmarktzins, die Ausgaben der öffentlichen Haushalte sowie das 
US-amerikanische Bruttoinlandsprodukt konnte somit zwar bei kaum einer Branche 
ein direkter, jedoch über den Material-, Zinsaufwand respektive die Gesamtleistung 
ein indirekter Einfluß auf die Entwicklung des Unternehmenserfolges identifiziert wer-
den. Hieraus kann die Schlußfolgerung gezogen werden, daß die insbesondere 
durch Variationen des CRB-Indizes und des Geldmarktzinses ausgelösten Kostenva-
riationen auf die Absatzpreise überwälzt werden können bzw. die durch Änderungen 
der autonomen Nachfrage induzierten Gesamtleistungsvariationen durch Kostenan-
passungen größtenteils kompensiert werden.  
 
Die bei den Schätzergebnissen einiger Branchen durch die Prüfgröße des Durbin-
Watson-Tests angezeigte Autokorrelation 1. Ordnung kann vor dem Hintergrund 
der zum Teil relativ geringen Werte des um die Anzahl der Freiheitsgrade bereinig-
ten Bestimmtheitsmaßes (R2 (adj.)) darauf hindeuten, daß die Veränderungen des 
Gewinns vor Steuern bzw. der einzelnen Aufwands- und Ertragskomponenten nicht 
hinreichend durch die jeweiligen handlungsexogenen Variablen erklärt werden kön-
nen, daß also Regressoren in den Schätzgleichungen fehlen.320 
 
Die folgende Tabelle 13 zeigt abschließend die für die in den Abschnitten 7.5.1.1 bis 
7.5.1.4 diskutierten Schätzgleichungen gewonnenen Ergebnisse des Likelihood-
Ratio-Tests. 
                                                                                                                                        
319 siehe hierzu Grundmann (1998), S. 35 f., Auer (2003), S. 379 ff., Frohn (1995), S. 133 ff. sowie 
Thomas (1997), S. 299 ff. 
320 Siehe hierzu Studenmund (1997) , S. 329 ff. sowie S. 417; eine signifikante Autokorrelation 1. 
Ordnung kann zudem u.a. auch durch eine Fehlspezifikation der Schätzgleichung hervorgerufen 
werden. 
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Tabelle 12 Likelihood-Ratio-Testergebnisse 
DGA DG DGLR DMA DZ DGL DGA 
Alle Unternehmen 17,588 57,716 48,939 45,400 53,742 54,018 
Verarbeitendes Gewerbe 24,167 50,933 41,305 27,167 49,160 50,166 
Ernährungsgewerbe 20,162 50,095 53,561 26,289 61,669 61,451 
Textilgewerbe 3,166 49,002 38,463 22,316 46,308 46,896 
Bekleidungsgewerbe 6,837 48,528 47,010 23,728 48,531 49,247 
Holzgewerbe - 44,556 42,598 36,308 44,454 46,332 
Papiergewerbe -4,973 37,654 25,850 31,396 31,592 32,906 
Verlags- und Druckgewerbe 8,928 46,112 40,352 34,340 47,706 49,296 
Chemische Industrie 6,423 40,880 31,119 22,094 32,691 34,484 
Herstellung von Gummi-  
und Kunststoffwaren 8,561 55,110 36,561 24,164 45,255 47,005 
Glasgewerbe, Keramik,  
Verarbeitung von Steinen und Erden 8,317 44,006 44,170 40,442 45,217 47,283 
Metallerzeugung und  
-bearbeitung -1,578 39,878 25,055 25,885 27,479 28,980 
Herstellung von Metallerzeugnissen 8,763 46,210 34,948 21,028 42,382 42,512 
Maschinenbau 9,432 41,667 34,832 21,417 44,064 45,064 
Elektrotechnik -0,865 40,601 46,080 17,365 46,127 46,201 
Herstellung von Kraftwagen und 
Kraftwagenteilen 0,587 48,390 32,630 16,914 33,932 37,754 
Baugewerbe 2,524 44,562 40,048 25,599 38,886 40,507 
Großhandel und 
 Handelsvermittlung - 59,462 44,279 25,696 49,299 49,187 
Einzelhandel 18,700 55,344 55,188 40,465 62,890 64,215 
 
Die Likelihood-Ratio-Statistik folgt unter der Nullhypothese, daß sämtliche  
Regressionskoeffizienten der erklärenden Variablen x2, x3, ..., xk gleich Null sind,  
asymptotisch einer χ2-Verteilung mit k-1 Freiheitsgraden.321 Der 90%-Quantilwert der 
χ2-Verteilung beträgt bei einem Freiheitsgrad 2,71, bei zwei Freiheitsgraden 4,61, bei 
drei Freiheitsgraden 6,25 und bei vier Freiheitsgraden 7,78. Demnach sind lediglich 
die für das Papiergewerbe, den Bereich der Metallerzeugung und -bearbeitung, die 
Elektrotechnik, den Bereich der Herstellung von Kraftwagen und Kraftwagenteilen 
sowie für das Baugewerbe bezüglich der Entwicklung des Gewinns vor Steuern (DG) 
geschätzten Gleichungen als nicht statistisch gesichert zu erachten. 
                                            
321 siehe hierzu Eckey/Kosfeld/Dreger (2001), S. 192 ff. 
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7.5.2 Überprüfung der Hypothesen 
Die nachstehende Tabelle 13 zeigt zum einen die Ausprägung der in Abschnitt 5 de-
finierten Branchenkriterien der einzelnen Branchen westdeutscher Unternehmen 
sowie die demzufolge zu erwartenden respektive hypothetischen322 (hyp.) und empi-
risch ermittelten (em.) Intensitäten der Auswirkungen exogener Schocks auf den Un-
ternehmenserfolg. Bei den Branchen, bei denen die jeweiligen Branchenkriterien be-
sonders stark ausgeprägt sind323, wurden die ermittelten Kriterienwerte hellgrau hin-
terlegt. Somit können die „Charakteristika“ der einzelnen Branchen, wie beispiels-
weise bei der Chemischen Industrie die Kapitalintensität und Importabhängigkeit, 
sehr schnell erkannt werden. 
 
Neben den Branchenkriterien sind in Tabelle 13 für die einzelnen Branchen die je-
weiligen exogenen Störgröße durch ein Kreuz markiert worden, auf deren Verände-
rungen der jeweilige branchenspezifische Unternehmenserfolg aufgrund der Erfül-
lung einzelner Branchenkriterien hypothetisch sowie aufgrund der gewonnenen 
Schätzergebnisse langfristig tatsächlich überdurchschnittlich324 stark reagiert.325 Die 
mit einem „d“ indizierten Kreuze deuten dabei darauf hin, daß zwischen den jeweili-
gen exogenen Störgrößen und dem Gewinn vor Steuern ein direkter Zusammenhang 
festgestellt werden konnte, während die mit einem „i“ indizierten Kreuze darauf 
schließen lassen, daß lediglich zwischen den exogenen Störgrößen und der jeweili-
gen Aufwands- bzw. Ertragskomponente ein statistisch signifikanter Zusammenhang 
besteht.  
 
                                            
322 vgl. hierzu Abschnitt 5.7 
323 Es werden immer die drei größten bzw. kleinsten Ausprägungen der jeweiligen Branchenkriterien 
als „besonders stark“ angesehen. 
324 gemessen an der für das Verarbeitende Gewerbe ermittelten Reagibilität 
325 vgl. hierzu die in Abbildung 10, Abbildung 13, Abbildung 15, Abbildung 17 sowie Abbildung 18 
visualisierte, branchenspezifische Intensität der Auswirkungen exogener Schocks 
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Tabelle 13 Hypothetische und empirisch ermittelte Intensitäten der Auswirkungen exo-
gener Schocks auf den Unternehmenserfolg westdeutscher Branchen 
































tiefe331 hyp. em. hyp. em. hyp. em. hyp. em. hyp. em. 
Ernährungsgewerbe 3,66% 12,99% 21,61% 1,18 0,84 18,81%           
Textilgewerbe 3,82% 26,24% 20,35% 4,95 3,42 30,34% X Xi   X Xi X Xi   
Bekleidungsgewerbe 1,52% 23,93% 18,70% 8,05 2,68 28,98% X Xi     X -   
Holzgewerbe 4,15% 25,58% 13,82% 1,78 0,74 31,53%         X Xi 
Papiergewerbe 5,22% 22,78% 26,75% 2,52 2,01 27,03%         X Xi 
Verlags- und Druck-
gewerbe 4,11% 32,20% 20,40% 0,49 0,41 36,84%   X X
d       








Steinen und Erden 
5,96% 28,34% 28,12% 1,67 1,09 33,95%         X Xi 
Metallerzeugung und  
-bearbeitung 4,30% 24,56% 29,15% 3,10 2,79 27,44% X X
i   X Xi X Xi   
Herstellung von 
Metallerzeugnissen 3,89% 31,53% 16,92% 1,18 1,11 37,03% X X
i         
Maschinenbau 3,23% 31,98% 21,18% 1,56 2,75 36,07%           




4,54% 25,67% 28,71% 1,34 2,57 29,40%           
Baugewerbe334 3,69% 35,28% 5,50% - - 39,60% X Xi X Xi     X Xi 
Großhandel und 
 Handelsvermittlung 1,07% 7,21% 16,01% - - 10,80%           
Einzelhandel 1,76% 12,83% 9,06% - - 17,63%         X Xd 
 
                                            
326 über den Zeitraum 1971 bis 1998 ermittelte, branchenspezifische Durchschnittswerte 
327 über den Zeitraum 1971 bis 1998 ermittelte, branchenspezifische Durchschnittswerte 
328 über den Zeitraum 1971 bis 1998 ermittelte, branchenspezifische Durchschnittswerte 
329 Gemessen anhand der Relation von Ausfuhranteilen der einzelnen Branchen (gemäß der von 
dem Statistischen Bundesamt veröffentlichten Statistik „Ausfuhr nach den Güterabteilungen des 
Güterverzeichnisses für Produktionsstatistiken“) zu branchenspezifischen Umsatzanteilen für das 
Jahr 1998. Für das Baugewerbe, den Groß- sowie Einzelhandel lagen keine Ausfuhrangaben vor. 
330 Gemessen anhand der Relation von Einfuhranteilen der einzelnen Branchen (gemäß der von 
dem Statistischen Bundesamt veröffentlichten Statistik „Einfuhr nach den Güterabteilungen des 
Güterverzeichnisses für Produktionsstatistiken“) zu branchenspezifischen Materialaufwandantei-
len für das Jahr 1998. Für das Baugewerbe, den Groß- sowie Einzelhandel lagen keine Einfuhr-
angaben vor. 
331 über den Zeitraum 1971 bis 1998 ermittelte, branchenspezifische Durchschnittswerte 
332 Gemessen in Auslandswährung; zur Bestimmung der Intensität des Einflusses des Materialprei-
ses auf den Unternehmenserfolg wurden die für den CRB-Index geschätzten Regressionskoeffi-
zienten herangezogen (vgl. hierzu Tabelle 8).  
333 Zur Beurteilung der Intensität der Auswirkungen von Wechselkursschwankungen auf den Unter-
nehmenserfolg wurden die in Tabelle 8 bzw. Tabelle 10 aufgeführten Schätzergebnisse ver-
wandt. 
334 Bei einer Schätzung des Zusammenhangs zwischen den Zeitreiheninnovationen des Lohnsatzes 
und des branchenspezifischen Personalaufwands im Baugewerbe ergibt sich ein bei α = 7,4%  
signifikanter Regressionskoeffizient in Höhe von 1,148 (R2 (adj.) = 0,24, DW = 1,47). 
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Bei einem Vergleich der hypothetisch erwarteten mit den empirisch ermittelten, über-
durchschnittlich hohen Elastizitäten ist festzustellen, daß, mit Ausnahme der Chemi-
schen Industrie, Metallerzeugung und -bearbeitung335 sowie des Bekleidungsgewer-
bes, bei jeder Branche die erwartete mit der geschätzten Reagibilität übereinstimmt. 
Bei der Chemischen Industrie sowie der Metallerzeugung und -bearbeitung ist 
die aufgrund der ausgeprägten Importabhängigkeit erwartete, überdurchschnittlich 
starke Abhängigkeit des Unternehmenserfolges bzw. Materialaufwands von der Vari-
ation des Wechselkurses auf der Basis der vorliegenden Schätzergebnisse nicht zu 
bestätigen. Dies kann beispielweise daran liegen, daß die von diesen beiden Bran-
chen importierten Waren nicht (primär) aus Ländern importiert werden, in denen die 
Inlandswährung direkt oder indirekt signifikant vom US-Dollar abhängt. Eine weitere 
Ursache für die nicht festzustellende Abhängigkeit des Unternehmenserfolges re-
spektive Materialaufwands von der Wechselkursentwicklung könnte ferner die ver-
tragliche Fixierung von Beschaffungspreisen in Inlandswährung oder die Absiche-
rung von Wechselkursschwankungen durch den Einsatz von Derivaten sein. Die feh-
lende Signifikanz des Einflusses des Wechselkurses auf die Gesamtleistungsent-
wicklung des exportabhängigen Bekleidungsgewerbes könnte darauf zurückzufüh-
ren sein, daß die produzierten Güter nicht (primär) in Länder exportiert werden, in 
denen die Inlandswährung direkt oder indirekt signifikant vom US-Dollar abhängt, die 
Absatzpreise in US-Dollar festgelegt werden oder die Preiselastizität der ausländi-
schen Nachfrage recht gering ist. Die in Abschnitt 5.4 bzw. 5.5 formulierten Hypothe-
sen bezüglich der zu erwartenden, überdurchschnittlichen Auswirkungen von  
Wechselkursvariationen auf den Unternehmenserfolg exportintensiver respektive 
importintensiver Branchen werden folglich durch die für das Bekleidungsgewerbe 
bzw. für die Chemische Industrie sowie für die Metallerzeugung und -bearbeitung 
ermittelten Schätzergebnisse falsifiziert. 
                                            
335 Die in Tabelle 13 für den Bereich der Metallerzeugung und -bearbeitung durch ein Kreuz markier-
te empirische Abhängigkeit des Unternehmenserfolges von Wechselkursvariationen bezieht sich 
auf die überdurchschnittlich starke Abhängigkeit der Gesamtleistung dieses Bereichs von  
Wechselkursvariationen (siehe hierzu Tabelle 10), der aufgrund der Exportabhängigkeit dieser 
Branche (vgl. Tabelle 13) auch zu erwarten ist. 
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7.5.3 Zusammenfassende Bewertung der Ergebnisse 
Insgesamt bleibt festzuhalten, daß die in Abschnitt 5 in Abhängigkeit von bestimmten 
Branchenkriterien aufgestellten Hypothesen bezüglich der zu erwartenden Intensität 
der Auswirkungen exogener Schocks auf den branchenspezifischen Unternehmens-
erfolg durch die Untersuchungsergebnisse im wesentlichen bestätigt werden konn-
ten:336  
Der Unternehmenserfolg personalintensiver Branchen reagiert überdurchschnitt-
lich337 stark auf Schwankungen des Lohnsatzes.338 Der Materialaufwand importab-
hängiger Branchen wird von der in US-Dollar notierten allgemeinen Rohstoffpreis- 
und Ölpreisentwicklung, jedoch in der Chemischen Industrie sowie im Bereich der 
Metallerzeugung und -bearbeitung nicht von der Wechselkursentwicklung überdurch-
schnittlich stark beeinflußt.339 Der Zinsaufwand kapitalintensiver bzw. relativ hoch 
verschuldeter Branchen zeigt eine signifikante, überdurchschnittlich ausgeprägte 
Abhängigkeit vom Fremdkapitalkostensatz.340 Dabei ist die überdurchschnittlich star-
ke Abhängigkeit des Zinsaufwandes der Chemischen Industrie von Fremdkapital-
kostensatzänderungen insbesondere auf die relativ hohe Kapitalintensität dieser 
Branche, bei dem Einzelhandel, Bau- sowie Holzgewerbe dagegen auf die relativ 
geringe Eigenkapitalquote zurückzuführen.341 Bei Branchen mit einer hohen Wert-
schöpfungstiefe weist der Unternehmenserfolg eine überdurchschnittlich intensive 
Abhängigkeit von der autonomen Nachfrageentwicklung auf.342 Die Gesamtleistung 
exportabhängiger Branchen wird von der durch das US-amerikanische Bruttoin-
landsprodukt operationalisierten ausländischen, autonomen Nachfrageentwicklung, 
jedoch im Bekleidungsgewerbe nicht von der Wechselkursentwicklung überdurch-
schnittlich stark beeinflußt.343 
 
                                            
336 vgl. hierzu Tabelle 13 
337 gemessen an der für das Verarbeitende Gewerbe ermittelten Reagibilität 
338 siehe hierzu Tabelle 6 sowie Abbildung 10 
339 siehe hierzu Tabelle 8 sowie Abbildung 13 
340 siehe hierzu Tabelle 9 sowie Abbildung 15 
341 vgl. hierzu Tabelle 13 
342 siehe hierzu Tabelle 10 sowie Abbildung 17 und Abbildung 18 
343 siehe hierzu Tabelle 8 
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Ferner können die in Abbildung 8 dargestellten hypothetischen Wirkungszusam-
menhänge zwischen exogenen Störgrößen und dem Gewinn vor Steuern vor dem 
Hintergrund der in den Tabellen 6 bis 11 aufgeführten Schätzergebnisse weitestge-
hend als vorläufig bewährt und ökonomisch plausibel angesehen werden. So ha-
ben Rohstoffpreis-, Ölpreis-, Wechselkurs-, Lohnsatz- und Zinsschwankungen einen 
positiven Einfluß auf die entsprechenden Aufwandspositionen bzw. einen negativen 
Einfluß auf den Gewinn vor Steuern. Aufgrund von zeitintensiven Preisanpassungs-
prozessen respektive Transmissionsmechanismen wirken sich dabei in manchen 
Branchen Lohnsatz- und Rohstoffpreisvariationen um eine Periode (ein Jahr) verzö-
gert auf den Gewinn vor Steuern respektive den Materialaufwand aus. Hinsichtlich 
der inländischen und ausländischen, autonomen Nachfrageentwicklung zeigte sich 
demgegenüber eine gleichgerichtete Abhängigkeit der branchenspezifischen Ge-
samtleistungs- bzw. Gewinnentwicklung, wobei auch hier zeitliche Verzögerungen 
von bis zu einer Periode festzustellen sind. 
 
Die in Tabelle 6 dargelegten Schätzergebnisse sprechen dafür, daß über alle 17 
Branchen hinweg der Lohnsatz den signifikantesten Einfluß auf die Gewinnentwick-
lung ausübt. Gemäß Abbildung 10 sind dabei die langfristigen Auswirkungen von 
Lohnsatzänderungen auf den Unternehmenserfolg in der Metallerzeugung, im Pa-
piergewerbe, in dem Bereich der Herstellung von Kraftwagen und Kraftwagenteilen 
sowie im Maschinenbau am ausgeprägtesten. Vor dem Hintergrund der in Kapitel 4 
vorgestellten industrieökonomischen Modelle könnten diese Untersuchungser-
gebnisse darauf hindeuten, daß negative Angebotsschocks in Form von steigenden 
Lohnsätzen den „normalen“ Ertrag344 der im Rahmen einer vollständigen oder 
monopolistischen Konkurrenz345 agierenden Unternehmen beispielsweise auf-
grund stagnierender Märkte346 oder geringer Differenzierungsmöglichkeiten reduzie-
ren.  
 
                                            
344 Zur Erläuterung des Begriffs des „normalen“ Ertrages siehe Abschnitt 4.1.1. 
345 Zur Darstellung der Marktformen der vollständigen sowie monopolistischen Konkurrenz vgl. die 
Abschnitte 4.1 sowie 4.3. 
346 Siehe hierzu auch die in Kapitel 8 getroffenen Anmerkungen zum branchenspezifischen Markt-
wachstum. 
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Ein direkter, bei einer Irrtumswahrscheinlichkeit von α = 20%347 signifikanter Zusam-
menhang zwischen Rohstoffpreis-, Ölpreis-, Wechselkurs- oder Zinsschwankungen 
auf der einen Seite und Gewinnschwankungen westdeutscher Branchen auf der an-
deren Seite konnte auf der Basis der dieser Arbeit zugrundeliegenden Daten kaum 
festgestellt werden. So sprechen die gewonnenen Schätzergebnisse dafür, daß sich 
Zinssatzänderungen lediglich im Einzelhandel direkt auf den Gewinn vor Steuern 
auswirken, was eventuell auf die relativ geringe Eigenkapitalquote im Einzelhandel 
zurückzuführen sein kann.348 So wies beispielsweise der Einzelhandel im Jahr 1998 
mit 3,53% von allen 17 untersuchten Branchen die geringste Eigenkapitalquote 
auf.349 Ebenso sprechen die gewonnenen Schätzergebnisse kaum für eine direkte 
Abhängigkeit des branchenspezifischen Gewinns vor Steuern von der Variation der 
Ausgaben der öffentlichen Haushalte bzw. des US-amerikanischen Bruttoinlandspro-
duktes. 
 
Diese fehlende direkte Abhängigkeit der branchenspezifischen Gewinnentwicklung 
von einzelnen handlungsexogenen Faktoren kann neben der identifizierten Multikolli-
nearität (vgl. hierzu Tabelle 16) u.a. auf die folgenden Tatsachen zurückzuführen 
sein: 
− Die durch die Variation der Rohstoffpreis-, Ölpreis-, Wechselkurs- oder Zins-
schwankungen hervorgerufenen Kostenänderungen können relativ gut auf die 
Absatzpreise überwälzt werden. Hierfür spricht insbesondere der für einen 
Großteil der Branchen ermittelte signifikante Einfluß des CRB-Indizes sowie Zins-
satzes auf den Material- bzw. Zinsaufwand.350 
− Gemäß den Tabelle 10 und Tabelle 11 zu entnehmenden Schätzergebnissen ist 
davon auszugehen, daß die durch Änderungen der Ausgaben der öffentlichen 
Haushalte sowie des US-amerikanischen Bruttoinlandsproduktes induzierten Ge-
samtleistungsvariationen durch Kostenanpassungen größtenteils kompen-
siert werden. 
                                            
347 Bei einem unterstellten zweiseitigen Test (Koeffizient größer oder kleiner 0); da jedoch vor dem 
Hintergrund der in Abbildung 8 dargestellten Wirkungszusammenhänge für die Regressoren (mit 
Ausnahme vom Wechselkurs und vom AR(1)-Term) nur ein einseitiger Hypothesentest erforder-
lich ist, beträgt die hier unterstellte Irrtumswahrscheinlichkeit tatsächlich lediglich 10%. 
348 vgl. hierzu Tabelle 13 
349 vgl. hierzu auch Abbildung 24 
350 siehe hierzu die in Tabelle 8 und Tabelle 9 ausgewiesenen Schätzergebnisse 
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− Der fehlende signifikante Einfluß einiger handlungsexogener Variablen auf die 
Gewinnentwicklung kann zudem dadurch bedingt sein, daß das Verhältnis der 
einzelnen Ertrags- bzw. Aufwandskomponenten zum Gewinn und damit die ge-
schätzten Regressionskoeffizienten im Zeitablauf nicht stabil genug sind.351 
Die nachstehende Tabelle zeigt den branchenspezifischen Erwartungswert sowie 
die auf den Erwartungswert bezogene, prozentuale Standardabweichung des 
Verhältnisses der gesamten Erträge bzw. Aufwendungen zum Gewinn vor Steu-
ern. 
Tabelle 14 Erwartungswert und Standardabweichung des branchenspezifischen Ver-
hältnisses von gesamten Erträgen bzw. Aufwendungen zum Gewinn vor 
Steuern 
Gesamte Erträge / Gewinn vor Steuern Gesamte Aufwendungen /  Gewinn vor Steuern  
Erwartungswert Standardabweichung Erwartungswert Standardabweichung 
Alle Unternehmen 21,25 12,09% 20,84 12,50% 
Verarbeitendes Gewerbe 16,00 11,76% 15,67 12,23% 
Ernährungsgewerbe 22,15 19,50% 21,78 19,80% 
Textilgewerbe 35,78 28,83% 35,21 29,47% 
Bekleidungsgewerbe 27,41 18,07% 26,71 18,70% 
Holzgewerbe 29,17 32,99% 28,48 33,97% 
Papiergewerbe 36,20 50,60% 35,68 51,65% 
Verlags- und Druckgewerbe 24,36 22,10% 23,69 22,86% 
Chemische Industrie 18,11 24,58% 17,60 25,23% 
Herstellung von Gummi-  
und Kunststoffwaren 26,64 18,57% 26,04 19,07% 
Glasgewerbe, Keramik,  
Verarbeitung von Steinen und Erden 20,18 23,00% 19,58 23,91% 
Metallerzeugung und  
-bearbeitung 44,31 98,43% 43,84 100,19% 
Herstellung von Metallerzeugnissen 21,66 17,89% 20,98 18,57% 
Maschinenbau 28,39 43,17% 27,84 44,39% 
Elektrotechnik 26,78 37,58% 26,25 38,27% 
Herstellung von Kraftwagen und 
Kraftwagenteilen 28,37 57,61% 27,98 58,42% 
Baugewerbe 34,24 43,40% 33,59 44,44% 
Großhandel und 
 Handelsvermittlung 39,31 18,02% 38,77 18,30% 
Einzelhandel 32,42 28,70% 31,73 29,45% 
Durchschnitt  27,94 31,30% 27,39 32,02% 
 
− Auch ist es prinzipiell möglich, daß durch die Anwendung der in Abschnitt 6.4 so-
wie Abschnitt 6.5 beschriebenen Bereinigungsverfahren tatsächlich vorhandene, 
jedoch nicht besonders starke Wirkungsbeziehungen nicht mehr statistisch signi-
fikant sind, da die Bereinigung mit einer Reduktion der Varianz der Zeitreihen 
verbunden ist. Ferner ist nicht auszuschließen, daß durch die Verwendung von 
Zeitreiheninnovationen separat geschätzter Zeitreihenmodelle, trotz konsistenter 
                                            
351 vgl. hierzu die Herleitung der Wachstumsrate des Gewinns vor Steuern (w(Gt)) in Abschnitt 3.3.1 
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Schätzung, eine Verzerrung zugunsten der Nullhypothese der Unabhängigkeit 
der Zeitreihen besteht.352 
 
Gemäß Abbildung 13 ist die langfristige Auswirkung einer Variation des Rohstoff-
preis-Indizes (CRB-Indizes) auf den branchenspezifischen Materialaufwand in der 
Metallerzeugung und -bearbeitung, im Papiergewerbe, in der Chemischen Industrie 
sowie im Verlags- und Druckgewerbe am größten. Besonders auffällig ist die aus den 
empirischen Daten abgeleitete relativ schwache Reaktion des Materialaufwandes auf 
Variationen des Rohstoffpreisindizes (CRB-Indizes). Die zwischen 0,3% und 0,5% 
liegenden Elastizitäten deuten auf eine unterproportionale Reagibilität des Materi-
alaufwandes auf Rohstoffpreisänderungen hin, was zum einen auf einen geringen 
Anteil des durch den CRB-Index repräsentierten Rohstoffaufwands am Materialauf-
wand und zum anderen auf eine hohe Wettbewerbsintensität zwischen den Roh-
stofflieferanten zurückzuführen sein kann. Die Operationalisierung der Wettbewerbs-
intensität kann dabei u.a. auf der Basis des industrieökonomischen „Lerner-
Indizes“ (Li) eines Lieferanten respektive Unternehmens i erfolgen:353 






Der Lerner-Index liegt zwischen 0 (sehr hohe Wettbewerbsintensität) und 1 (sehr ge-
ringe Wettbewerbsintensität). 
 
Eine weitere Möglichkeit, die Wettbewerbsintensität zwischen den Rohstofflieferanten 
zu operationalisieren, bietet das „Branchenstrukturmodell“354 von Porter.  
                                            
352 Empirische Studien sprechen jedoch dafür, daß die Ergebnisse von zweistufigen Schätzungen 
nur geringfügig von Schätzungen mit voller Information abweichen (vgl. hierzu Hillmer (1993),  
S. 188 ff. und S. 203 ff. sowie Eckey/Kosfeld/Dreger (1995), S. 296 ff.) 
353 siehe Tirole (1999), S. 477 sowie Pindyck/Rubinfeld (2003), S. 482 f. 
354 Porter (1996), S. 26 
7 Empirische Untersuchungen 
 133
 











Gemäß diesem Branchenstrukturmodell hängt die von den Unternehmen einer Bran-
che langfristig erzielbare durchschnittliche Rendite von der Wettbewerbsintensität 
innerhalb der jeweiligen Branche ab. Diese wird wiederum durch die fünft grundle-
genden Wettbewerbskräfte 
 Verhandlungsmacht der Kunden (Abnehmer), 
 Verhandlungsmacht der Lieferanten, 
 Bedrohung durch neue bzw. potentielle Konkurrenten, 
 Bedrohung durch Substitutionsprodukte sowie 
 Rivalität unter den bestehenden Unternehmen.355 
beeinflußt. Aufgrund mangelnder Daten konnte eine entsprechende Operationalisie-
rung der Wettbewerbsintensität hier jedoch nicht vorgenommen werden. 
 
Die in Abbildung 15 visualisierten Schätzergebnisse sprechen dafür, daß Variationen 
des Fremdkapitalkostensatzes, welcher durch den Geldmarktzins für Dreimonats-
gelder operationalisiert worden ist, sich im Verlags- und Druckgewerbe sowie im 
Glas-, Holzgewerbe und Einzelhandel besonders stark auf den Zinsaufwand auswir-
ken. 
 
                                            





Wettbewerb in der 
Branche 
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Die in Abbildung 17 sowie Abbildung 18 dargestellten Schätzergebnisse bezüglich 
der autonomen Nachfrageschocks deuten darauf hin, daß der Bereich der Herstel-
lung von Metallerzeugnissen, das Holzgewerbe, das Verlags- und Druckgewerbe und 
der Großhandel von Variationen der Ausgaben der öffentlichen Haushalte (inlän-
discher, handlungsexogener Nachfrageschock) bzw. die Metallerzeugung, das  
Textil-, Papiergewerbe sowie der Maschinenbau von Änderungen des US-
amerikanischen Bruttoinlandsproduktes (ausländischer, handlungsexogener 
Nachfrageschock) am stärksten betroffen sind. Generell ist festzustellen, daß sich bei 
65% der untersuchten Branchen eine Veränderung des US-Bruttoinlandsproduktes 
bzw. der Ausgaben der öffentlichen Haushalte signifikant auf die Entwicklung der 
Gesamtleistung auswirkt, was auf eine durch die Erhöhung der staatlichen Nachfrage 
bzw. der Auslandsnachfrage induzierte Steigerung der Kapazitätsauslastung der Un-
ternehmen zurückzuführen sein kann. Der signifikante Einfluß der Ausgaben der öf-
fentlichen Haushalte auf die branchenspezifische Gesamtleistungsentwicklung un-
termauert damit die in Abschnitt 7.2 geäußerte Vermutung, daß sich die staatlichen 
Ausgaben über den Multiplikatoreffekt auf die autonome Nachfrageentwicklung und 
damit auf die Gesamtleistung der Unternehmen auswirken. Der signifikante Einfluß 
des US-amerikanischen Bruttoinlandsproduktes auf die Gesamtleistung der west-
deutschen Branchen spricht ebenfalls für die in Abschnitt 7.2 dargelegte Vermutung, 
daß Veränderungen des realen US-amerikanischen Bruttoinlandsproduktes die Im-
portnachfrage der Exportländer westdeutscher Unternehmen indizieren.  
 
Im Hinblick auf die für den Bereich „Herstellung von Kraftwagen und Kraftwagentei-
len“ gewonnen Schätzergebnisse ist anzumerken, daß zwar der Materialaufwand 
dieser Branche von den Ausgaben der öffentlichen Haushalte abhängt, jedoch nicht 
die Gesamtleistung. Dieser Sachverhalt kann beispielsweise darauf zurückzuführen 
sein, daß steigende Ausgaben der öffentlichen Haushalte bei relativ ausgelasteten 
Kapazitäten der Rohstofflieferanten steigende Rohstoff- bzw. Materialpreise induzie-
ren. Die steigenden Materialpreise werden dann im Bereich „Herstellung von Kraft-
wagen und Kraftwagenteilen“ über steigende Absatzpreise an die Kunden weiterge-
reicht, was wiederum bei einer relativ preiselastischen Nachfrage zu einer sinkenden 
Absatzmenge und damit zu einer (näherungsweise) unveränderten Gesamtleistung 
führt. 
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Die branchenspezifische Variation der langfristigen Auswirkungen exogener 
Schocks ist im Hinblick auf den Geldmarktzins für Dreimonatsgelder am kleinsten 
und bezüglich des Lohnsatzes am größten. Es ist zu vermuten, daß dies zum Teil 
daran liegt, daß sich die Zinselastizitäten auf den Zinsaufwand, die Lohnsatzelastizi-
täten jedoch auf den Gewinn vor Steuern beziehen („Niveaueffekt“). 
 
Da aufgrund der Bereinigung der hier analysierten Zeitreihen um univariate Charak-
teristika zufallsbedingte Korrelationen weitestgehend auszuschließen sind, ist davon 
auszugehen, daß die nach der Bereinigung noch vorhandenen Korrelationen auf 
kausale Zusammenhänge zurückzuführen sind.  
 
Bei einer Operationalisierung des branchenspezifischen „Risikoprofils“ anhand 
der branchenspezifischen Konkurswahrscheinlichkeit, ist davon auszugehen, daß 
das Branchenrisiko um so größer ist,  
− je größer die Abhängigkeit des Gewinns (vor Steuern) von exogenen Schocks, 
− je geringer die Gesamtleistungsrentabilität356 und 
− je kleiner die Eigenkapitalquote ist.357 
 
Vor dem Hintergrund des langfristigen Einflusses von Lohnsatzvariationen auf den 
Gewinn vor Steuern358 (vgl. Abbildung 22), der in Abbildung 23 visualisierten Ge-
samtleistungsrendite sowie der in Abbildung 24 dargestellten Eigenkapitalquote ist 
folglich davon auszugehen, daß in den folgenden Branchen das Branchenrisiko 
verhältnismäßig hoch ist: 
 
- Verlags- und Druckgewerbe (VDG) (im Vergleich zum Verarbeitenden Gewerbe 
überdurchschnittlich starke Abhängigkeit des Gewinns von Lohnsatzvariationen; 
Gesamtleistungsrendite = 3,09%; unterdurchschnittliche Eigenkapitalquote 
(15,33%)), 
 
                                            
356 Die Gesamtleistungsrendite wird hier definiert als das Verhältnis von Gewinn zu Gesamtleistung 
einer Periode. 
357 siehe hierzu Gleißner (2002), S. 423 f. 
358 Gemäß der in Abschnitt 7.5.1.1 dargelegten Untersuchungsergebnisse haben im wesentlichen 
lediglich Lohnsatzvariationen bei einem Großteil der untersuchten westdeutschen Branchen ei-
nen direkten, signifikanten Einfluß auf die Gewinnentwicklung. 
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- Baugewerbe (BAG) (zwar keine überdurchschnittlich starke Abhängigkeit des 
Gewinns von Lohnsatzvariationen, jedoch vom Ölpreis359; unterdurchschnittliche 
Gesamtleistungsrendite (2,32%); unterdurchschnittliche Eigenkapitalquote 
(5,13%)) sowie 
 
- Einzelhandel (EH) (zwar keine signifikante Abhängigkeit des Gewinns von 
Lohnsatzvariationen, jedoch vom Geldmarktzins360; Gesamtleistungsrendite = 
2,37%; unterdurchschnittliche Eigenkapitalquote (3,53%)). 
 
Demgegenüber weist das Glasgewerbe (GKV) (unterdurchschnittlich starke Abhän-
gigkeit des Gewinns von Lohnsatzvariationen; überdurchschnittliche Gesamtleis-
tungsrendite (3,31%); überdurchschnittliche Eigenkapitalquote (24,08%)) und die 
Chemische Industrie (zwar leicht überdurchschnittlich starke Abhängigkeit des Ge-
winns von Lohnsatzvariationen, aber: überdurchschnittliche Gesamtleistungsrendite 
(3,14%) sowie branchenweit höchste Eigenkapitalquote (35,15%)) ein relativ niedri-
ges Branchenrisiko auf. 
 
Es sei an dieser Stelle ausdrücklich darauf hingewiesen, daß es sich hierbei um Ein-
schätzungen bezüglich der Risikosituation bestimmter Branchen handelt. Das Risi-
koprofil eines einzelnen Unternehmens innerhalb einer Branche kann sowohl we-












                                            
359 vgl. hierzu die in Tabelle 6 ausgewiesenen Schätzergebnisse 
360 vgl. hierzu die in Tabelle 6 ausgewiesenen Schätzergebnisse 
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Abbildung 22 Branchenspezifisches Ranking westdeutscher Branchen im Hinblick auf die 
Abhängigkeit von exogenen Schocks, gemessen anhand des langfristigen 
Einflusses des Lohnsatzes auf den Gewinn vor Steuern361 
 
Abbildung 23 Durchschnittliche Gesamtleistungsrendite westdeutscher Branchen im Zeit-










                                            
361 Gemäß der in Abschnitt 7.5.1.1 dargelegten Untersuchungsergebnisse haben im wesentlichen 
lediglich Lohnsatzvariationen bei einem Großteil der untersuchten westdeutschen Branchen ei-
nen direkten, signifikanten Einfluß auf die Gewinnentwicklung. Eine Übersicht über die verwand-
ten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 85. Die durchgezogene Linie gibt 
den über alle 17 Branchen ermittelten durchschnittlichen Einfluß des Lohnsatzes auf den Gewinn 
vor Steuern an. Die gestrichelte Linie visualisiert den für das Verarbeitende Gewerbe insgesamt 
geschätzten Wert. Der branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW)) wurde 





wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der jeweiligen handlungsexogenen Variable steht. 
362 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Die durchgezogene Linie gibt den über alle 17 Branchen ermittelten Durchschnittswert, die 










3,37% 3,31% 3,14% 3,09% 2,76% 2,72% 2,40% 2,37% 2,32% 2,32% 2,31% 1,89% 1,83% 1,77% 1,76% 1,45% 1,28%
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363 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Die durchgezogene Linie gibt den über alle 17 Branchen ermittelten Durchschnittswert, die 










35,15% 30,98% 27,72% 27,14% 25,67% 24,08% 23,95% 23,09% 23,07% 21,02% 20,52% 16,81% 15,57% 15,33% 8,04% 5,13% 3,53%





„Unter wissenschaftsdidaktischen und motivationalen Aspek-
ten dürfte ein Projektkurs, der wissenschaftstheoretische, sta-
tistische und forschungsmethodische Fundamentalprobleme 
verzahnt thematisiert, die optimale curriculare Konzeption für 
die ersten Studiensemester [der Realwissenschaften] sein. [...] 
Wer mit seinem Einstieg in die Wissenschaftstheorie „zu spät 
kommt“, verfügt u.U. in fortgeschrittenen Semestern nicht über 




Die Intention der vorliegenden Arbeit war es, die Auswirkungen exogener Schocks 
auf den branchenspezifischen Unternehmenserfolg wissenschaftlich zu analysieren. 
Hierfür war es zunächst erforderlich festzulegen, unter welchen Bedingungen eine 
solche Analyse als „wissenschaftlich“ im Sinne einer Real- respektive Sozialwis-
senschaft, zu der die Wirtschaftswissenschaft zu zählen ist, zu bezeichnen ist. Zur 
Abgrenzung realwissenschaftlicher von „metaphysischen“ Theorien wurde im we-
sentlichen auf die von Hempel und Oppenheim 1948 aufgestellten Bedingungen für 
eine wissenschaftliche Erklärung realer Ereignisse zurückgegriffen. Diese Bedingun-
gen stehen weitestgehend im Einklang mit der auf Popper zurückzuführenden wis-
senschaftstheoretischen Konzeption des Kritischen Rationalismus. 
 
Im weiteren Verlauf der Arbeit wurden auf der Basis eines entwickelten realwissen-
schaftlichen Unternehmensmodells, welches das heuristische Verhalten eines Unter-
nehmens und damit auch – unter Annahme des methodologischen Individualismus – 
das zu untersuchende Branchenverhalten abbildet, die Auswirkungen exogener 
Schocks auf den branchenspezifischen Unternehmenserfolg anhand empirischer Da-
ten analysiert. 
 
                                            
364 Prim/Tilmann (2000), S. 3 
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Zur Beantwortung der Fragestellung, in welchen Branchen mit einer besonders star-
ken Reagibilität des Unternehmenserfolges auf bestimmte, im Unternehmensmodell 
definierte exogene Schocks zu rechnen ist, wurden sechs verschiedene Branchen-
kriterien aufgestellt. Gemäß diesen ist davon auszugehen, daß der Unternehmens-
erfolg 
− personalintensiver Branchen relativ stark auf Schwankungen des Lohnsatzes,  
− kapitalintensiver oder relativ hoch verschuldeter Branchen besonders intensiv auf 
Variationen des Fremdkapitalkostensatzes, 
− exportabhängiger Branchen relativ stark auf Schwankungen der ausländischen, 
autonomen Nachfrage und des Wechselkurses, 
− importabhängiger Branchen recht ausgeprägt auf Veränderungen des Wechsel-
kurses sowie der in US-Dollar notierten allgemeinen Rohstoffpreis- und Ölpreis-
entwicklung und 




Die empirische Überprüfung der aus dem Unternehmensmodell abgeleiteten, hypo-
thetischen Auswirkungen bestimmter exogener Schocks auf den branchenspezifi-
schen Unternehmenserfolg, operationalisiert durch den Gewinn vor Steuern, erfolgte 
auf der Basis der von der Deutschen Bundesbank für die Jahre 1971 bis 1999365 
veröffentlichten branchenspezifischen Jahresabschluß-Informationen westdeutscher 
Unternehmen. 
 
Bei einer Schätzung des Zusammenhangs zwischen dem branchenspezifischen Un-
ternehmenserfolg westdeutscher Unternehmen und den im Rahmen des Unterneh-
mensmodells definierten exogenen Schocks stellte sich heraus, daß 
− bei kapitalintensiven Branchen, zu denen insbesondere das Papier-, das Glas-
gewerbe sowie die Chemische Industrie zu zählen sind, eine Variation des Geld-
marktzinses für Dreimonatsgelder, 
                                            
365 Es wurden lediglich Werte bis zum Jahr 1999 in die Untersuchungen mit einbezogen, um eine 
Verzerrung der Schätzergebnisse zu vermeiden, die aus der Einführung des Euro im Jahr 1999 
und den damit verbundenen Strukturbrüchen einzelner Zeitreihen – insbesondere bezüglich des 
in US-Dollar notierten Ölpreises und CRB-Indizes, des Kurses des US-Dollars in DM sowie des 
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− bei personalintensiven Branchen, zu denen vor allem das Verlags- und Druck-
gewerbe, die Elektrotechnik sowie das Baugewerbe gehören, eine Veränderung 
des Lohnsatzes, 
− bei Branchen mit einer geringen Eigenkapitalquote, welche u.a. beim Holz-, 
Baugewerbe sowie beim Einzelhandel anzutreffen ist, eine Variation des Geld-
marktzinses für Dreimonatsgelder,  
− bei Branchen mit einer ausgeprägten Importabhängigkeit, zu denen vor allem 
das Textilgewerbe, die Chemische Industrie sowie die Metallerzeugung und  
-bearbeitung zu zählen sind, eine Veränderung des in Auslandswährungen ge-
messenen Rohstoffpreis-Indizes (CRB-Indizes), 
− bei Branchen mit einer relativ hohen Exportabhängigkeit, wie dies beispielswei-
se beim Textil-, Bekleidungsgewerbe sowie bei der Metallerzeugung und  
-bearbeitung der Fall ist, eine Variation des US-amerikanischen Bruttoinlands-
produktes366 sowie 
− bei Branchen mit einer relativ hohen Wertschöpfungstiefe, welche insbesonde-
re im Bereich der Herstellung von Metallerzeugnissen, der Elektrotechnik sowie 
des Baugewerbes vorliegt, eine Änderung der Ausgaben der öffentlichen 
Haushalte bzw. des US-amerikanischen Bruttoinlandsproduktes367 
eine signifikante, überdurchschnittlich starke Auswirkung auf den Gewinn vor Steuern 
respektive die entsprechende Aufwands- bzw. Ertragsposition hat. 
 
Die nachstehende Tabelle 15 zeigt die aufgrund einer besonders starken Ausprä-
gung der Branchenkriterien zu erwartende, hypothetische (hyp.) sowie die empirisch 
ermittelte (emp.) Abhängigkeit des branchenspezifischen Unternehmenserfolges von 
exogenen Schocks (jeweils gekennzeichnet durch ein grau hinterlegtes Feld mit ei-
nem Kreuz). 
 
                                                                                                                                        
Geldmarktzinses für Dreimonatsgelder der Bundesrepublik Deutschland (vgl. Tabelle 2) – resul-
tiert. 
366 Zur Herleitung des Zusammenhangs zwischen den Exporten westdeutscher Unternehmen und 
dem realen US-amerikanischen Bruttoinlandsprodukt siehe die entsprechenden Erläuterungen in 
Abschnitt 7.2. 
367 Der Zusammenhang zwischen den Ausgaben der öffentlichen Haushalte bzw. des realen US-
amerikanischen Bruttoinlandsproduktes auf der einen Seite und der autonomen Nachfrageent-
wicklung auf der anderen Seite wird in Abschnitt 7.2 erläutert. Gemäß Abschnitt 5.6 ist dann da-
von auszugehen, daß Unternehmen respektive Branchen mit einer relativ hohen  
Wertschöpfungstiefe eine verhältnismäßig geringe Kostenvariabilität aufweisen, welche bei Nach-
frageänderungen zu relativ ausgeprägten Gewinnvariationen führen kann. 
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Tabelle 15 Hypothetische und empirisch ermittelte Intensitäten der Auswirkungen exo-
gener Schocks auf den Unternehmenserfolg westdeutscher Branchen (Fa-
zit)368 
Intensität der Auswirkungen exogener Schocks auf den  
Unternehmenserfolg 
Nachfrage-





hyp. emp. hyp. emp. hyp. emp. hyp. emp. hyp. emp. 
Ernährungsgewerbe           
Textilgewerbe X Xi   X Xi X Xi   
Bekleidungsgewerbe X Xi     X -   
Holzgewerbe         X Xi 
Papiergewerbe         X Xi 
Verlags- und Druckge-
werbe   X X
d       
Chemische Industrie     X Xi X - X Xi 
Herstellung von Gummi-  
und Kunststoffwaren           
Glasgewerbe, Keramik,  
Verarbeitung von Steinen 
und Erden 
        X Xi 
Metallerzeugung und  
-bearbeitung X X
i   X Xi X Xi   
Herstellung von Metaller-
zeugnissen X X
i         
Maschinenbau           
Elektrotechnik X Xi X Xd       
Herstellung von Kraftwa-
gen und Kraftwagenteilen           
Baugewerbe X Xi X Xi     X Xi 
Großhandel und 
 Handelsvermittlung           
Einzelhandel         X Xd 
 
Gemäß der in Tabelle 15 dargestellten Ergebnissen stimmen in 88%369 der unter-
suchten Fälle die hypothetischen mit den tatsächlich ermittelten Auswirkungen 
exogener Schocks überein. Die in dieser Arbeit in Abhängigkeit bestimmter Bran-
chenkriterien aufgestellten Hypothesen bezüglich der Intensität der branchenspezifi-
schen Reagibilität des Unternehmenserfolges auf exogene Schocks haben sich somit 
im wesentlichen bewährt. Lediglich die fehlende Signifikanz des Einflusses des 
Wechselkurses auf den Unternehmenserfolg der importabhängigen Chemischen 
Industrie, der importabhängigen Metallerzeugung und -bearbeitung370 sowie des ex-
                                            
368 Eine ausführliche Beschreibung der dargestellten Ergebnisse befindet sich in Abschnitt 7.5.2. 
369 Dabei ist zu beachten, daß hinter einem Kreuz mehrere Wirkungshypothesen stehen können. Für 
eine detaillierte Darstellung der entsprechenden Ergebnisse siehe Tabelle 13. 
370 Die in Tabelle 15 für den Bereich der Metallerzeugung und -bearbeitung durch ein Kreuz markier-
te empirische Abhängigkeit des Unternehmenserfolges von Wechselkursvariationen bezieht sich 
auf die überdurchschnittlich starke Abhängigkeit der Gesamtleistung dieses Bereichs von Wech-
selkursvariationen (siehe hierzu Tabelle 10), die aufgrund der Exportabhängigkeit dieser Bran-
che (vgl. Tabelle 13) auch zu erwarten ist. 
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portabhängigen Bekleidungsgewerbes führt zu einer Falsifikation der entsprechen-
den branchenspezifischen Verhaltenshypothesen.371 
 
Besonders hervorzuheben ist die Tatsache, daß lediglich bezüglich des Lohnsatzes 
bei einem Großteil der untersuchten Branchen ein direkter, signifikanter Einfluß auf 
den Unternehmenserfolg bzw. den Gewinn vor Steuern nachgewiesen werden konn-
te (in Tabelle 15 durch das an das jeweilige Kreuz angefügte „d“ markiert).372 Bei al-
len anderen handlungsexogenen Variablen zeigte sich lediglich eine signifikante 
Auswirkung auf die entsprechenden Aufwands- bzw. Ertragspositionen und damit ein 
indirekter Einfluß auf den Gewinn vor Steuern (in Tabelle 15 durch das an das jewei-
lige Kreuz angefügte „i“ markiert).373 Diese Untersuchungsergebnisse legen die Ver-
mutung nahe, daß die durch Lohnsatzerhöhungen induzierten Kostensteigerungen 
kaum auf die Absatzpreise überwälzt werden können, während dies bei Rohstoff-
preis- und Zinserhöhungen durchaus möglich ist. Ferner sprechen die gewonnenen 
Schätzergebnisse dafür, daß die durch Variationen der autonomen Nachfrage her-
vorgerufenen Gesamtleistungsänderungen mittels entsprechender Kostenanpassun-
gen größtenteils kompensiert werden.374 Die Bedeutung von Änderungen des auto-
nomen Nachfragevolumens auf die jeweils branchenspezifische Gewinnsituation ist 
folglich als eher gering einzustufen. 
 
Bei einer Operationalisierung des branchenspezifischen „Risikoprofils“ anhand der 
branchenspezifischen Konkurswahrscheinlichkeit, ist davon auszugehen, daß das 
Branchenrisiko insbesondere durch die Intensität der Abhängigkeit der Gewinnent-
wicklung von exogenen Schocks, die Höhe der Eigenkapitalquote sowie die Höhe 
der Gesamtleistungsrendite determiniert wird.375 Die nachstehende Abbildung 25 
zeigt die Intensität der Abhängigkeit des Gewinns vor Steuern von Lohnsatzvariatio-
nen376 (exogenen Schocks), die durchschnittliche Gesamtleistungsrendite sowie die 
Eigenkapitalquote westdeutscher Branchen. 
                                            
371 Eine detaillierte Diskussion dieser Ergebnisse befindet sich in Abschnitt 7.5.2. 
372 vgl. hierzu die in Tabelle 6 dargestellten Schätzergebnisse 
373 vgl. hierzu die in Tabelle 8, Tabelle 9 und Tabelle 10 ausgewiesenen Schätzergebnisse 
374 siehe hierzu insbesondere Abbildung 19 und Abbildung 20 
375 siehe hierzu Gleißner (2002), S. 423 f. 
376 Gemäß der in Abschnitt 7.5.1.1 dargelegten Untersuchungsergebnisse haben im wesentlichen 
lediglich Lohnsatzvariationen bei einem Großteil der untersuchten, westdeutschen Branchen ei-




Abbildung 25 Abhängigkeit des Gewinns vor Steuern westdeutscher Branchen von 
Lohnsatzvariationen (linke Ordinatenachse), durchschnittlicher Gesamtleis-
tungsrendite (1971-1998) sowie Eigenkapitalquote des Jahres 1998 (rechte 
Ordinatenachse)377 
 
Gemäß der in Abbildung 25 visualisierten Ausprägung der branchenspezifischen Ri-
sikodeterminanten ist davon auszugehen, daß das Branchenrisiko im Verlags- und 
Druckgewerbe (VDG), im Baugewerbe (BAG) und im Einzelhandel (EH) verhält-
nismäßig hoch ist. Im Gegensatz dazu ist das Branchenrisiko im Glasgewerbe 
(GKV) sowie der Chemischen Industrie (CI) als relativ niedrig einzuschätzen.378 
 
                                            
377 Eine Übersicht über die verwandten Branchenabkürzungen befindet sich in Tabelle 3 auf Seite 
85. Der jeweilige branchenspezifische, langfristige Einfluß (Gesamtwirkung (GW) bzw. „Lohnsatz-






wobei AR(1) für den jeweils geschätzten AR(1)-Koeffizienten und X für den geschätzten Koeffi-
zienten der Veränderung des Lohnsatzes (DL(t)) steht. 























Im Hinblick auf die branchenspezifische Ausprägung zentraler Ratingkriterien379 ist 
festzuhalten, daß  
 
- der Bereich der Herstellung von Metallerzeugnissen, das Holz-, Textil-, Papier-, 
Verlags- und Druckgewerbe sowie der Metallerzeugungsbereich verhältnismäßig 
stark auf Variationen der autonomen Nachfrageentwicklung reagieren380 und so-
mit eine relativ ausgeprägte Konjunkturempfindlichkeit aufweisen, 
 
- aufgrund einer relativ hohen Wertschöpfungstiefe381 die Fixkostenbelastung im 
Bereich der Herstellung von Metallerzeugnissen, in der Elektrotechnik-Branche 
sowie im Baugewerbe recht hoch ist, 
 
- die Verhandlungsmacht der Lieferanten im Bekleidungsgewerbe, im Bereich 
der Herstellung von Metallerzeugnissen, des Maschinenbaus, der Herstellung von 
Kraftwagen und Kraftwagenteilen sowie im Einzelhandel recht gering ist, da am 
CRB-Index gemessene Rohstoffpreisänderungen branchenweit zu keiner signifi-
kanten Änderung des Materialaufwands führen382, 
 
- die an der Gesamtleistungsrendite gemessene Profitabilität im Bereich der Me-
tallerzeugung (1,28%), im Großhandel (1,45%), im Ernährungsgewerbe (1,76%) 
sowie im Bereich der Herstellung von Kraftfahrzeugen und Kraftfahrzeugteilen 
(1,77%) am geringsten ist383, 
                                            
379 siehe hierzu Gleißner/Füser (2002), S. 119 ff. sowie S. 191 f. 
380 vgl. hierzu Abbildung 17 und Abbildung 18 
381 siehe hierzu Tabelle 13 
382 Vgl. hierzu Abbildung 13; in dem Bereich der Metallerzeugung und -bearbeitung, im Papierge-
werbe sowie in der Chemischen Industrie ist demnach die Verhandlungsmacht der Lieferanten 
als relativ hoch anzusehen. 




- das anhand des Trends der Gesamtleistung operationalisierte Marktwachstum 
im Bereich der Metallerzeugung (-2,3%) und im Textilgewerbe (-1,9%) am ge-
ringsten und im Großhandel (+4,8%) am größten ist384 sowie 
 
- die unter Verwendung des CRB-Indizes gemessene Preisempfindlichkeit des 
Materialaufwands in dem Bereich der Metallerzeugung, im Papiergewerbe, in der 
Chemischen Industrie und im Verlags- und Druckgewerbe am ausgeprägtesten ist 
(vgl. hierzu Abbildung 13). 
 
 
                                            
384 Diese Trendentwicklung läßt sich anhand des im Rahmen einer Schätzung der jährlichen Verän-
derung der branchenspezifischen Gesamtleistung in Abhängigkeit von der Veränderung der Aus-
gaben der öffentlichen Haushalte und des US-amerikanischen Bruttoinlandsproduktes ermittelten 
Absolutgliedes erkennen. Dabei ist darauf hinzuweisen, daß die Signifikanz des Absolutgliedes in 
der Schätzgleichung der Metallerzeugung (α = 48,2%) und des Textilgewerbes (α = 23,0%) recht 




Die nachfolgende Tabelle zeigt die Korrelationskoeffizienten der bis zu zwei Perioden 
zeitlich verzögerten Zeitreiheninnovationen der exogenen Variablen, wobei diejeni-
gen Korrelationskoeffizienten, die größer oder gleich 0,5 bzw. kleiner oder gleich –0,5 
sind, grau hinterlegt dargestellt sind. Die Korrelationskoeffizienten deuten auf das 
Bestehen einer Multikollinearität hin, welche für die fehlende Signifikanz der in 
Tabelle 6 aufgeführten exogenen Variablen verantwortlich sein kann. 
Tabelle 16 Korrelationskoeffizienten der exogenen Variablen 
 
 
DSK DSK(1) DSK(2) DUSBIP DUSBIP(1) DUSBIP(2) DCRB DCRB(1) DCRB(2) DWK
DSK 1,00 -0,01 -0,34 -0,85 -0,08 0,00 -0,53 -0,27 0,36 0,05
DSK(1) -0,01 1,00 0,00 -0,18 -0,85 -0,12 0,05 -0,46 -0,06 -0,39
DSK(2) -0,34 0,00 1,00 0,38 -0,18 -0,86 -0,37 0,10 -0,35 0,50
DUSBIP -0,85 -0,18 0,38 1,00 0,17 -0,05 0,59 0,06 -0,33 0,02
DUSBIP(1) -0,08 -0,85 -0,18 0,17 1,00 0,23 0,25 0,45 -0,21 0,23
DUSBIP(2) 0,00 -0,12 -0,86 -0,05 0,23 1,00 0,39 0,06 0,12 -0,50
DCRB -0,53 0,05 -0,37 0,59 0,25 0,39 1,00 -0,02 -0,10 -0,41
DCRB(1) -0,27 -0,46 0,10 0,06 0,45 0,06 -0,02 1,00 -0,05 0,00
DCRB(2) 0,36 -0,06 -0,35 -0,33 -0,21 0,12 -0,10 -0,05 1,00 -0,04
DWK 0,05 -0,39 0,50 0,02 0,23 -0,50 -0,41 0,00 -0,04 1,00
DWK(1) -0,19 -0,14 -0,46 0,11 0,30 0,57 0,31 -0,30 -0,12 -0,21
DWK(2) 0,26 -0,21 -0,14 -0,21 0,14 0,34 -0,31 0,36 -0,27 -0,27
DOEP -0,48 0,63 0,07 0,32 -0,45 0,16 0,24 -0,43 -0,52 -0,20
DOEP(1) -0,18 -0,49 0,63 0,26 0,32 -0,42 -0,40 0,33 -0,34 0,40
DOEP(2) 0,05 0,00 -0,36 0,13 -0,01 0,12 0,50 -0,13 0,64 -0,36
DL 0,18 0,08 -0,02 -0,33 -0,33 0,10 -0,48 0,05 0,30 -0,39
DL(1) 0,80 0,21 0,09 -0,50 -0,36 -0,37 -0,46 -0,46 0,15 0,11
DL(2) -0,29 0,77 0,21 0,15 -0,45 -0,33 0,31 -0,49 -0,41 -0,16
DI 0,24 0,38 0,58 -0,23 -0,60 -0,62 -0,64 -0,30 -0,06 0,00
DI(1) 0,20 0,22 0,38 0,11 -0,19 -0,57 -0,02 -0,65 -0,24 0,03
DI(2) -0,38 0,19 0,22 0,46 0,11 -0,19 0,50 -0,08 -0,65 -0,42
DWK(1) DWK(2) DOEP DOEP(1) DOEP(2) DL DL(1) DL(2) DI DI(1) DI(2)
DSK -0,19 0,26 -0,48 -0,18 0,05 0,18 0,80 -0,29 0,24 0,20 -0,38
DSK(1) -0,14 -0,21 0,63 -0,49 0,00 0,08 0,21 0,77 0,38 0,22 0,19
DSK(2) -0,46 -0,14 0,07 0,63 -0,36 -0,02 0,09 0,21 0,58 0,38 0,22
DUSBIP 0,11 -0,21 0,32 0,26 0,13 -0,33 -0,50 0,15 -0,23 0,11 0,46
DUSBIP(1) 0,30 0,14 -0,45 0,32 -0,01 -0,33 -0,36 -0,45 -0,60 -0,19 0,11
DUSBIP(2) 0,57 0,34 0,16 -0,42 0,12 0,10 -0,37 -0,33 -0,62 -0,57 -0,19
DCRB 0,31 -0,31 0,24 -0,40 0,50 -0,48 -0,46 0,31 -0,64 -0,02 0,50
DCRB(1) -0,30 0,36 -0,43 0,33 -0,13 0,05 -0,46 -0,49 -0,30 -0,65 -0,08
DCRB(2) -0,12 -0,27 -0,52 -0,34 0,64 0,30 0,15 -0,41 -0,06 -0,24 -0,65
DWK -0,21 -0,27 -0,20 0,40 -0,36 -0,39 0,11 -0,16 0,00 0,03 -0,42
DWK(1) 1,00 -0,23 0,39 -0,28 -0,10 0,21 -0,50 0,10 -0,25 -0,05 0,11
DWK(2) -0,23 1,00 -0,16 0,39 -0,27 0,17 0,20 -0,50 -0,01 -0,26 -0,04
DOEP 0,39 -0,16 1,00 -0,26 -0,41 -0,02 -0,27 0,67 0,12 0,08 0,31
DOEP(1) -0,28 0,39 -0,26 1,00 -0,24 -0,04 -0,03 -0,28 0,19 0,11 0,10
DOEP(2) -0,10 -0,27 -0,41 -0,24 1,00 -0,13 0,06 -0,05 -0,29 0,13 0,06
DL 0,21 0,17 -0,02 -0,04 -0,13 1,00 0,00 -0,24 0,59 -0,09 -0,19
DL(1) -0,50 0,20 -0,27 -0,03 0,06 0,00 1,00 -0,01 0,50 0,58 -0,10
DL(2) 0,10 -0,50 0,67 -0,28 -0,05 -0,24 -0,01 1,00 0,26 0,50 0,58
DI -0,25 -0,01 0,12 0,19 -0,29 0,59 0,50 0,26 1,00 0,56 0,13
DI(1) -0,05 -0,26 0,08 0,11 0,13 -0,09 0,58 0,50 0,56 1,00 0,57
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