Abstract. The Jacobi group is the semi-direct product of the symplectic group and the Heisenberg group. The Jacobi group is an important object in the framework of quantum mechanics, geometric quantization and optics. In this paper, we study the Weil representations of the Jacobi group and their properties. We also provide their applications to the theory of automorphic forms on the Jacobi group and representation theory of the Jacobi group.
Introduction
The Weil representation of the symplectic group was first introduced by A. Weil in his remarkable paper [42] to reformulate Siegel's analytic theory of quadratic forms [34] in group theoretical terms. The Weil representation plays a central role in the study of the transformation behaviors of theta series and has many applications to the theory of automorphic forms (cf. [9, 18, 19, 20, 21, 25, 32, 33] ). The Jacobi group is defined to be the semi-direct product of the symplectic group and the Heisenberg group. The Jacobi group is an important object in the framework of quantum mechanics, geometric quantization and optics [1, 2, 3, 4, 10, 11, 12, 22, 26, 35, 43, 62] . The squeezed states in quantum optics represent a physical realization of the coherent states associated with the Jacobi group [12, 22, 35, 62] . In this paper, we show that we can construct several types of the Weil representations of the Jacobi group and present their applications to the theory of automorphic forms on the Jacobi group and representation theory of the Jacobi group.
For a given fixed positive integer n, we let the transposed matrix of a matrix M, Im Ω denotes the imaginary part of Ω and
We see that Sp(n, R) acts on H n transitively by g · Ω = (AΩ + B)(CΩ + D) −1 , where g = A B C D ∈ Sp(n, R) and Ω ∈ H n .
For two positive integers n and m, we consider the Heisenberg group H (n,m) R = { (λ, µ; κ) | λ, µ ∈ R (m,n) , κ ∈ R (m,m) , κ + µ t λ symmetric } endowed with the following multiplication law
We let G J = Sp(n, R) ⋉ H (n,m) R (semi-direct product) be the Jacobi group endowed with the following multiplication law
with g, g ′ ∈ Sp(n, R), (λ, µ; κ), (λ ′ , µ ′ ; κ ′ ) ∈ H and (Ω, Z) ∈ H n,m . We refer to [49] - [53] , [56] - [58] for more details on materials related to the Siegel-Jacobi space. The aim of this article is to introduce three types of the Weil representations of the Jacobi group G J and to study their applications to the theory of automorphic forms and representation theory. They are slightly different each other. They are essentially isomorphic. However each has its own advantage in applications to the theory of automorphic forms and representation theory.
This article is organized as follows. In Section 2, we review the Weil representation of the symplectic group and the Maslov index briefly. In Section 3, we define the Weil representation of the Jacobi group G J using a cocycle class of G J in H 2 (G J , T ). In Section 4, we define the Schrödinger-Weil representation of the Jacobi group that is used to study the transformation behaviors of certain theta series with toroidal variables. The the Schrödinger-Weil representation plays an important role in the construction of Jacobi forms, the theory of Maass-Jacobi forms and the study of Jacobi's theta sums. We deal with these applications in detail in Section 7. In Section 5, we recall the Weil-Satake representation of the Jacobi group formulated by Satake [31] on the Fock model of the Heisenberg group. In Section 6, we recall the concept of Jacobi forms of half integral weight to be used in a subsequent section. We review Siegel modular forms of half integral weight. In Section 7, we present the applications of the Schrödinger-Weil representation to constructing of Jacobi forms via covariant maps for the Schrödinger-Weil representation, the study of Maass-Jacobi forms and Jacobi's theta sums. We describe the works of the author [60] , A. Piale [28] and J. Marklof [23] . In Section 8, we provides some applications of the Weil-Satake representation of G J to the study of representations of G J which were obtained by Takase [36, 37, 39] . Takase [36] showed that there is a bijective correspondence between the unitary equivalence classes of unitary representations of a two-fold covering group of the symplectic group and the unitary equivalence classes of unitary representations of the Jacobi group. Using this representation theoretical fact, Takase [39] established a bijective correspondence between the space of cuspidal Jacobi forms and the space of Siegel cusp forms of half integral weight which is compatible with the action of Hecke operators.
Notations :
We denote by R and C the field of real numbers, and the field of complex numbers respectively. We denote by R * + the multiplicative group of positive real numbers. C * (resp. R * ) denotes the multiplicative group of nonzero complex (resp. real) numbers. We denote by Z and Z + the ring of integers and the set of all positive integers respectively. T = {z ∈ C | |z| = 1 } denotes the multiplicative group of complex numbers of modulus one. The symbol ":=" means that the expression on the right is the definition of that on the left. For two positive integers k and l, F (k,l) denotes the set of all k ×l matrices with entries in a commutative ring F . For a square matrix A ∈ F (k,k) of degree k, σ(A) denotes the trace of A. For any M ∈ F (k,l) , t M denotes the transposed matrix of M. I n denotes the identity matrix of degree n. For a positive integer m we denote by S(m) the set of all m × m symmetric real matrices. We put i = √ −1. For z ∈ C, we define z 1/2 = √ z so that −π/2 < arg(z 1/2 ) ≦ π/2. Furthermore we put z κ/2 = z 1/2 κ for every κ ∈ Z. For a rational number field Q, we denote by A and A * the ring of adeles of Q and the multiplicative group of ideles of Q respectively.
The Weil Representation of the Symplectic Group
Let (V, B) be a symplectic real vector space of dimension 2n with a non-degenerate alternating bilinear form B. We consider the Lie algebra h = V + RE with the Lie bracket satisfying the following properties (2.1) and (2.2) :
Let H be the Heisenberg group with its Lie algebra h. Via the exponential map exp : h −→ H, H is identified with the (2n + 1)-dimensional vector space with following multiplication law :
where v 1 , v 2 ∈ V and t 1 , t 2 ∈ R. Let Sp(B) = g ∈ GL(V ) | B(gx, gy) = B(x, y) for all x, y ∈ V be the symplectic group of (V, B). Then Sp(B) acts on H by
For a fixed nonzero real number m, we let χ m : H −→ T be the function defined by
Let l be a Lagrangian subspace in (V, B). We put L = exp(l + RE). Obviously the restriction of χ m to L is a character of L. The induced representation 
and (2.4) h → |ϕ(h)| is square integrable with respect to an invariant measure on H/L.
We observe that W l,m exp(tE) = e 2πimt I H l,m , where I H l,m denotes the identity operator on H l,m . For brevity, we put G = Sp(B). For a fixed element g ∈ G, we consider
For convenience, we choose R l,m (1) = I H l,m , where 1 denotes the identity element of G. We note that R l,m (g) is determined uniquely up to a scalar of modulus one. Since R l,m (g 2 )
) is the unitary operator on H l,m commuting with W l,m , according to Schur's lemma, we have a map c l,m : G × G −→ T satisfying the condition
Therefore R l,m is a projective representation of G with multiplier c l,m . It is easy to see that the map c l,m satisfies the cocycle condition
The cocycle c l,m produces the central extension G l,m of G by T . The group G l,m is the set G × T with the following group multiplication law :
We see that the mapR l,m :
We now express the cocycle c l,m in terms of the Maslov index. Let l 1 , l 2 , l 3 be three Lagrangian subspaces of (V, B). The Maslov index τ (l 1 , l 2 , l 3 ) of l 1 , l 2 and l 3 is defined to be the signature of the quadratic form Q on the 3n dimensional vector space l 1 ⊕ l 2 ⊕ l 3 given by 
Proof. The proof can be found in [21] . 
f or all g 1 , g 2 ∈ G.
Proof. The proof can be found in [21] .
An oriented vector space of dimension n is defined to be a pair (U, e), where U is a real vector space of dimension n and e is an orientation of U, i.e., a connected component of n U-{0}. For two oriented vector space (l 1 , e 1 ) and (l 2 , e 2 ) in a symplectic vector space (V, B), we define
We refer to [21, pp. 64-66 ] for the precise definition of ε (l 1 , e 1 ), (l 2 , e 2 ) . Let M be the space of all Lagrangian subspaces in (V, B) and M the manifold of all oriented Lagrangian subspaces in (V, B). Let p : M −→ M be the natural projection from M onto M. Now we will writel for a Lagrangian oriented subspace (l, e).
Proof. The proof can be found in [21, pp. 67-70] .
Let l be a Lagrangian subspace in (V, B). We choose an orientation l + on l. Then G acts on oriented Lagrangian subspace in (V, B). We define
The above definition is well defined, i.e., does not depend on the choice of orientation on l. Since s l,m (g
, according to Theorem 2.1 and Theorem 2.2, we get
Hence we can see that
is the subgroup of G l,m (cf. Formula (2.6)) that is called the metaplectic group associated with a pair (l, m). We know that G 2,l,m is a two-fold covering group of G. The restriction R 2,l,m ofR l,m to G 2,l,m is a true representation of G 2,l,m that is called the Weil representation of G associated with a pair (l, m). We note that
We refer to [9, 15, 21] for more detail on the Weil representation.
The Weil Representation of the Jacobi Group
be the symplectic real veactor space with a nondegenerate alternating bilinear form on V given by
We assume that M is a positive definite symmetric real matrix of degree m. We denote by S(m) the set of all m × m symmetric real matrices. We let
be the Schrödinger representation with central character
. We refer to [44, 45, 47, 48] for more
According to Stone-von Neumann theorem, there exists a unitary operator
. We observe that T M ( g) is determined uniquely up to a scalar of modulus one. According to Schur's lemma, we have a map c M :
Therefore T M is a projective representation of G J and c M defines the cocycle class in
The cocycle c M satisfies the following properties
Then it is easily seen that
is a two-fold covering group of
. We observe that R M is determined uniquely up to a scalar of modulus one. According to Schur's lemma, we have a map c M : G×G −→ T satisfying the relation
Therefore R M is a projective representation of G and c M defines the cocycle class in H 2 (G, T ). The cocycle c M gives rise to the central extension G M of G by T . The extension group G M is the set G × T with the following group multiplication law :
We see that the map .8) and (2.9) in Section 2, we can define the function s M : G −→ T satisfying the relation
Hence we see that
is the metaplectic group associated with M ∈ S(m) that is a two-fold covering group of G. The restriction R 2,M of R M to G 2,M is the Weil representation of G associated with M ∈ S(m). Now we define the projective representation
We observe that any element g of G J can be expressed in the form g = hg with h ∈ H (n,m) R and g ∈ G. Indeed, if g, g 1 ∈ G and h, h 1 ∈ H (n,m) R , then we have
In the second equality, we used the fact that H (n,m) R is a normal subgroup of G J . Therefore we get the relation
. From (4.8) we obtain the relation
Thus the representation π M of G J is naturally extended to the true representation ω
We recall that the following matrices
with any α ∈ GL(n, R),
According to Formulas (4.11)-(4.13), R 2,M is decomposed into two irreducible representations R 
The Weil-Satake Representation
In this section we discuss the realization of the Weil representation on the Fock model and the Weil-Satake representation due to Satake (cf. [31] ). We follow the notations in Section 3 and Section 4. For g = A B C D ∈ G, we set
Let M be an m×m symmetric real matrix. We define the map
Siegel's notation for two matrices M and N. The J M satisfies the cocycle condition
J and (Ω, Z) ∈ H n,m . We refer [31] and [52] for a construction of J M .
We introduce the coordinates (Ω, Z) on H n,m and some notations.
Now we assume that M is positive definite. We define the function κ M :
We fix an element Ω in H n . We let H M,Ω be the complex Hilbert space consisting of all complex valued holomorphic functions f on C (m,n) such that
We define an irreducible unitary representation
Thus we obtain a projective representation U M,Ω of G on H M,Ω and a cocycle c M,Ω :
Now c M,Ω and U M,Ω (g) will be determined explicitly (cf. [31] , [36] ). In fact,
We define the projective representation τ M,Ω of G J by
Then τ M,Ω satisfies the following relation
Then β Ω satisfies the cocycle condition and the following relation
where
The cocycle class [β Ω ] in H 2 (G, T ) defines the central extension G Ω = G × T of G by T with the following multiplication law
We obtain a normal closed subgroup G 2,Ω of G Ω given by
We can show that G 2,Ω is a two-fold covering group of G. We set for any g ∈ G and
We can see that for any element g ∈ G and Ω ∈ H n , the topological group G 2,Ω is isomorphic to G 2,g·Ω via the correspondence
Therefore it is enough to consider only the case Ω = iI n . We set G 2 := G 2, iIn . We let
be the two-fold covering group of G J endowed with the multiplication law
We note that any element σ of G J 2 can be written in the form σ = h(g, t) with h ∈ H (n,m) R and (g, t) ∈ G 2 . We define a unitary representation
In fact, if h, h 1 ∈ H (n,m) R and (g, t), (g 1 , t 1 ) ∈ G 2 , then we obtain
ω M is called the Weil-Satake representation of G J associated with M. In Section 8, we discuss some applications of the Weil-Satake representation ω M to the study of unitary representations of G J .
Jacobi Forms
Let ρ be a rational representation of GL(n, C) on a finite dimensional complex vector space V ρ . Let M ∈ R (m,m) be a symmetric half-integral semi-positive definite matrix of degree m. Let C ∞ (H n,m , V ρ ) be the algebra of all C ∞ functions on H n,m with values in V ρ . For f ∈ C ∞ (H n,m , V ρ ), we define
and (Ω, Z) ∈ H n,m .
Definition 6.1. Let ρ and M be as above. Let
A Jacobi form of index M with respect to ρ on a subgroup Γ of Γ n of finite index is a holomorphic function f ∈ C ∞ (H n,m , V ρ ) satisfying the following conditions (A) and (B):
has a Fourier expansion of the following form :
with a suitable λ Γ ∈ Z and c(T, R) = 0 only if
If n ≥ 2, the condition (B) is superfluous by Köcher principle ( cf. k with A ∈ GL(n, C) and a fixed k ∈ Z, we write J k,M (Γ) instead of J ρ,M (Γ) and call k the weight of the corresponding Jacobi forms. For more results on Jacobi forms with n > 1 and m > 1, we refer to [49] - [53] and [63] . Jacobi forms play an important role in elliptic cusp forms to Siegel cusp forms of degree 2n (cf. [14] ).
Definition 6.2. A Jacobi form f ∈ J ρ,M (Γ) is said to be a cusp ( or cuspidal ) form if
1 λ Γ T 1 2 R 1 2 t R M > 0
for any T, R with c(T, R) = 0. A Jacobi form f ∈ J ρ,M (Γ) is said to be singular if it admits a Fourier expansion such that a Fourier coefficient c(T, R)
vanishes unless det
Singular Jacobi forms were characterized by a certain differential operator and the weight by the author [51] .
Without loss of generality we may assume that ρ is irreducible. Then we choose a hermitian inner product , on V ρ that is preserved under the unitary group U(n) ⊂ GL(n, C). For two Jacobi forms f 1 and f 2 in J ρ,M (Γ), we define the Petersson inner product formally by
is a G J -invariant volume element on H n,m . See (5.3) for the definition of κ M (Ω, Z). A Jacobi form f in J ρ,M (Γ) is said to be square integrable if f, f < ∞. We note that cusp Jacobi forms are square integrable and that f 1 , f 2 is finite if one of f 1 and f 2 is a cusp Jacobi form (cf. [63] , p. 203).
We define the map J ρ,M : Ω) ) (cf. (5.1) and (5.2)),
. For a function f on H n with values in V ρ , we can lift f to a function Φ f on G J :
A characterization of Φ f for a cusp Jacobi form f in J ρ,M (Γ) was given by Takase [36, pp. 162-164] and the author [54, pp. 252-254] .
We allow a weight k to be half-integral. For brevity, we set G = Sp(n, R). For any g ∈ G and Ω, Ω ′ ∈ H n , we note that
Let S = S ∈ C (n,n) | S = t S, Re(S) > 0 be a connected simply connected complex manifold. Then there is a uniquely determined holomorphic function det
for all S ∈ S ∩ R (n,n) . (6.6) For each integer k ∈ Z and S ∈ S , we put
For each Ω ∈ H n , we define the function β Ω :
Then β Ω satisfies the cocycle condition and the cohomology class of β Ω of order two ;
For any Ω ∈ H n , we let
be the two-fold covering group with multiplication law
The covering group G Ω depends on the choice of Ω ∈ H n , i.e., the choice of a maximal compact subgroup of G. However for any two elements Ω 1 , Ω 2 ∈ H n , G Ω 1 is isomorphic to G Ω 2 (cf. [38] ). We put G * := G iIn .
We define the automorphic factor J 1/2 : G * × H n −→ C * by (6.10)
where g ǫ = (g, ǫ) ∈ G Ω with g ∈ G and Ω ∈ H n . It is easily checked that
for all g * = (g, ǫ), h * = (h, η) ∈ G * and Ω ∈ H n . and (6.12)
Let π * : G * −→ G be the projection defined by π * (g, ǫ) = g. Let Γ be a subgroup of the Siegel modular group Γ n of finite index. Let Γ * = π −1 * (Γ) ⊂ G * . Let χ be a finite order unitary character of Γ * . Let k ∈ Z + be a positive integer. We say that a holomorphic function φ : H n −→ C * is a Siegel modular form of a half-integral weight k/2 with level Γ if it satisfies the condition
for all γ * ∈ Γ * and Ω ∈ H n . We denote by M k/2 (Γ, χ) be the vector space of all Siegel modular forms of weight k/2 with level Γ. Let S k/2 (Γ, χ) be the subspace of
An element of S k/2 (Γ, χ) is called a Siegel cusp form of weight k/2. 
where J k,M : Γ * × H n,m −→ C is an automorphic factor defined by
7.
Applications of the Schrödinger-Weil Representation
Construction of Jacobi Forms
We assume that M is a positive definite symmetric integral matrix of degree m. Let ω M be the Schrödinger-Weil representation of G J constructed in Section 4. We recall that ω M is realized on the Hilbert space L 2 R (m,n) by Formulas (4.9)-(4.11). We define the mapping
For brevity we put F
Theorem 7.1. Let m be an odd positive integer. The map
) is a covariant map for the Schrödinger-Weil representation ω M of G
J and the automorphic factor J * M for G J * on H n,m defined by Formula (7.2) . In other words, F (M) satisfies the following covariance relation
for all g * = ((g, ǫ), (λ, µ; κ) ∈ G J * and (Ω, Z) ∈ H n,m . Proof. The proof can be found in [61] (cf. [60] ).
For a positive definite integral matrix M of degree m, we define the holomorphic function Θ M : H n,m −→ C by
We can prove the following theorem. 
, where ρ M is a suitable character of Γ M, * and γ * = (γ * , (λ, µ; κ)) ∈ Γ J M, * . Proof. The proof can be found in [60] when M is unimodular and even integral. In the case M is a symmetric positive integral matrix of odd degree m such that det (M) = 1 with a special arithmetic subgroup Γ M, * , the proof can be found in [61] . In a similar way we can prove the above theorem.
According to Theorem 1 and Theorem 2, we see that the theta series Θ M is closely related to the Schrödinger-Weil representation of the Jacobi group G J . We note that the theta series
is a Siegel modular form of weight 1 2 with respect to the theta subgroup Γ Θ of Γ n , that is, Θ satisfies the following functional equation
where ζ(γ) is a character of Γ Θ with |ζ(γ)| 8 = 1 and γ = A B C D ∈ Γ Θ . We refer to [24, pp. 189-201 ] for more detail. Indeed the function
, Ω ∈ H n and x ∈ R n .
is a covariant map for the Weil representation ω of Sp(n, R) and the automorphic form
More precisely, if we put F Ω := F (Ω) for brevity, the vector valued map F satisfies the following covariance relation
for all g ∈ Sp(n, R) and Ω ∈ H n . We refer to [21] for more detail. This is a special case of Theorem 1 and Theorem 2.
Maass-Jacobi Forms
Recently in the case n = m = 1 A. Pitale [28] gave a new definition of nonholomorphic Maass-Jacobi forms of weight k and m ∈ Z + as eigenfunctions of a certain differential operator C k,m , and constructed new examples of cuspidal Maass-Jacobi forms F f of even weight k and index 1 from Maass forms f of weight half integral weight k−1/2 with respect to Γ 0 (4). Moreover he also showed that the map f → F f is Hecke equivariant and compatible with the representation theory of the Jacobi group G J . We will describe his results in some detail.
For a positive integer N, we let
be the congruence subgroup of SL (2 
with t ∈ C, |t| = 1.
The group law is given by
Then there is an injective homomorphism Γ 0 (4) → G given by
where γ = a b c d ∈ Γ 0 (4) and
And c d
is defined as in [32, p. 442] .
For an integer k ∈ Z, we define the slash operator || k−1/2 on functions on H as follows : 
(M2) ∆ k−1/2 f = Λf for some Λ ∈ C, where ∆ k−1/2 is the Laplace-Beltrami operator given by
If, in addition, f vanishes at all the cusps of Γ 0 (4), then we say that f is a Maass cusp form.
We denote by M k−1/2 (4) (resp. S k−1/2 (4)) be the vector space of all Maass forms (resp. Maass cusp forms) of weight k − 1/2 with respect to Γ 0 . As shown in [16] or [27] , if f ∈ M k−1/2 (4), then f has the following Fourier expansion
where Λ = − {1/4 + (l/2) 2 } and W µ,ν (y) is the classical Whittaker function which is normalized so that W µ,ν (y) ∼ e −y/2 y µ as y −→ ∞. If f ∈ S k−1/2 (4), then we have c(0) = 0 in (7.15). We define the plus space by
We set
. For a given integer k ∈ Z and m ∈ Z + , we let
be the nonholomorphic automorphic factor for G J on H × C, whereg = (g, (λ, µ; κ))
H × C and a smooth function F : H × C −→ C, we set 
If, in addition, f satisfies the following cuspidal condition
for all n, r ∈ Z such that 4mn − r 2 = 0, then we say that f is a Maass-Jacobi cusp form.
We denote by J
the vector space of all Maass-Jacobi forms (resp. Maass-Jacobi cusp forms) of weight k and index m with respect to Γ J .
For a Maass form f ∈ M + k−1/2 (4) with k ∈ 2Z, he defined the function F f on H × C by
We refer to [28, pp. 96-97 ] for the precise definition of f (0) , f (1) , Θ (0) and Θ (1) . Pitale [28] showed that if f ∈ M + k−1/2 (4) with k ∈ 2Z, then F f ∈ J nh k,1 , and
For an odd prime p, the Jacobi Hecke operator T p on J nh k,1 (cf. [5, p. 168] or [7, p. 41] is defined by constructed from an eigenform f ∈ S + k−1/2 (4) (k ∈ 2Z) by Formula (7.20) . Then F f is an eigenform of all T p for every odd prime p and is an eigenfunction of the differential operator C k,1 . We lift F f to the function Φ F f on G J (A) as follows. By the strong approximation theorem for G J (A), we have the decomposition
Theta Sums
We embed SL(2, R) into Sp(n, R) by
.
where τ = x + i y ∈ H 1 and 0 ≤ θ < 2π. Then SL(2, R) acts on H 1 × [0, 2π) by
We put G 
,
Then R is a unitary representation of the double covering group of SL(2, R) (cf.
We see that and (τ, θ) is considered as an element of Sp(n, R) by the embedding (7.25).
We denote by S(R n ) the vector space of C ∞ -functions on R n that, as well as their derivatives, decrease rapidly at ∞. For any f ∈ S(R n ), Jacobi's theta sum for f is defined to be the function
where (τ, θ) ∈ SL(2, R) ֒→ Sp(n, R) and (ξ; t) ∈ H (n,1) R with ξ = (λ, µ), λ, µ ∈ R n and t ∈ R. For f, g ∈ S(R n ), the product of theta sums of the form
is independent of the t-variable.
Let us therefore define the semi-direct product group
with multiplication law
where κ M (Ω, Z) and dv are defined in (5.3) and (6.15) respectively. We let
induced from a representation ρ ⊗ χ M is realized on E ρ,M as follows: for any g ∈ G J and f ∈ E ρ,M , Π ρ,M is given by (8.3) Π ρ,M ( g )f (Ω, Z) = J ρ,M ( g, (Ω, Z)) −1 f ( g −1 · (Ω, Z)).
Let H ρ,M be the subspace of E ρ,M consisting of holomorphic functions in E ρ,M . It is easily seen that H ρ,M is a closed subspace of E ρ,M invariant under the action of Π ρ,M .
We let π ρ,M be the restriction of Π ρ,M to H ρ,M .
Takase [37] proved the following result. . Then H ρ,M = 0 and π ρ,M is an irreducible representation of G J which is square integrable modulo Z . Moreover the multiplicity of ρ in the restriction π ρ,M | K of π ρ,M to K is equal to one.
We let
The Lie algebra k of K 2 and its Cartan subalgebra h are given by
and h = 0 −C C 0 ∈ R (2n,2n) C = diag (c 1 , c 2 , · · · , c n ) .
Here diag (c 1 , c 2 , · · · , c n ) denotes the diagonal matrix of degree n. We define λ j ∈ h * C by λ j 0 −C C 0 := √ −1 c j . We put
m j λ j m j ∈ 1 2 Z, m 1 ≥ · · · ≥ m n , m i − m j ∈ Z for all i, j .
We take an element λ = n j=1 m j λ j ∈ M + . Let τ be an irreducible representation of K with highest weight τ = (τ 1 , · · · , τ n ) ∈ Z n , where τ j = m j − m n (1 ≤ j ≤ n − 1). Let τ [λ] be the irreducible representation of K 2 defined by (8.4) τ [λ] (k, t) := t 2mn · τ (J(k, iI n )), (k, t) ∈ K 2 .
Then τ [λ] is the irreducible representation of K 2 with highest weight λ = (m 1 , · · · , m n ) and λ −→ τ [λ] is a bijection from M + to K 2 , the unitary dual of K 2 . According to [15, Theorem 7 .2], we have a decomposition of the restriction ω M | K 2 into irreducible components : The representation π λ is realized as follows (see [17] , Theorem 6.6) : Let (τ, V τ ) be the irreducible representation of K with highest weight τ = (τ 1 , · · · , τ n ), τ i = m i − m n ( 1 ≤ j ≤ n − 1 ). Let H λ be a Hilbert space consisting of V τ -valued holomorphic functions ϕ on H n such that
is a G-invariant volume element on H n . Then π λ is realized on H λ as follows : for any σ = (g, t) ∈ G 2 and f ∈ H λ , (8.5)
for all σ = (g, t) ∈ G 2 and f ∈ H λ . Here Proof. The proof can be found in [37] .
Using Theorem 8.2, Takase [39] established a bijective correspondence between the space of cuspidal Jacobi forms and the space of Siegel cusp forms of half integral weight which is compatible with the action of Hecke operators. For example, the classical result (cf. [7] and [13] ) (8.6 ) J cusp k,1 (Γ n ) ∼ = S k−1/2 (Γ 0 (4)) can be obtained by the method of the representation theory. Here Γ n denotes the Siegel modular group of degree n and Γ 0 (4) denotes the Hecke subgroup of Γ n .
