Abstract-Desktop Grids have become very popular nowadays, with projects that include hundred of thousands computers. Desktop grid scheduling faces two challenges. First, the platform is volatile, since users may reclaim their computer at any time, which makes centralized schedulers inappropriate. Second, desktop grids are likely to be shared among several users, thus we must be particularly careful to ensure a fair sharing of the resources.
I. INTRODUCTION
Taking advantage of unused cycles of networked computers has emerged as a cheap alternative to expensive computing infrastructures. Due to the increasing number of personal desktop computers connected to the Internet, a tremendous computing power is potentially at hand. Desktop Grids gathering some of these machines have become widespread thanks to popular projects, such as Seti@home [1] or Folding@home [2] . Nowadays, projects as World Community Grid [3] include hundreds of thousands of available computers.
At a smaller scale, software solutions have been proposed to harness idle cycles of machines in the local area network scale [4] . This allows to use idle desktop computers located in places like a computer science laboratory or a company, for processing compute-intensive applications.
The key characteristic of these platforms that strongly limits their performance is volatility: a machine can be reclaimed by its owner at any time, and thus disappear from the pool of available resources [5] . This motivates the use of a robust distributed architecture to manage resources, and the adaptation of peer-to-peer systems to computing grids is natural [6] , [7] .
Target applications of these desktop grids are typically embarrassingly parallel. In the context of computing Grids, a common model for such applications is the bag-of-tasks: each application is then described as a set of similar tasks, i.e. which have a common data file size and computing demand [8] , [9] .
Due to the distributed nature of desktop grids, several concurrent applications, originating from different users, are likely to compete for the resources. Traditionally, schedulers of desktop grids aims at minimizing the overall completion time of an application. However, in a multi-application setting, it is important to maintain some fairness between users: we do not want to favor an application with a large number of small jobs compared to another application with fewer larger jobs. Similarly, if applications can be submitted at different entry points of the distributed system, we do not want that the location of the user impacts its experienced running time. To discourage users tampering with their application to get better performance, we must provide a scheduler that gives a fair share of the available resources to each user. Similar problems have been addressed in computing Grids [9] , [10] . However, these schedulers are centralized, and assume perfectly updated information on the whole platform. In the context of desktop grid, a scheduler needs to be decentralized and rely only on local information.
In this paper, we propose and evaluate a decentralized scheduler for processing bag-of-tasks applications on desktop grids. Our study relies on previous work which proposes a peer-to-peer architecture to distribute tasks provided with deadlines [7] . We also build upon a previous study on a centralized scheduler for multiple bag-of-tasks applications on a heterogeneous platform [9] . For a complete survey of related work, we refer the interested reader to the companion research report [11] .
II. PROBLEM DESCRIPTION
In this section, we formally define the problem we target. Our goal is to design a fully decentralized scheduling architecture for bag-of-tasks applications, oriented to desktop grid platforms. Our main objective while scheduling tasks of concurrent applications is to ensure fairness among users. a) Application model: Each application A i consists of a set of n i tasks with computing demand a i , measured in millions of flops. Let w i = n i a i be the overall computing size of the application. Each application A i has a release time r i , corresponding to the time when the request for its processing is issued, and a finish time C i , when the last task of this application terminates.
When scheduling multiple applications, as far as fairness is concerned, the most suited metric seems to be the maximum stretch, or slowdown [10] . The stretch of an application is defined as the ratio of its response time under the concurrent scheduling policy (C i − r i ) over its response time in dedicated mode, i.e., when it is the only application executed on the platform. The objective is then to minimize the maximum stretch of any application, thereby enforcing a fair trade-off between all applications.
In a distributed context, it is hard to evaluate the response time of an application in dedicated platform (needed to compute the stretch), since we do not even know the overall number of nodes. If we would know what is the aggregated computing speed s agg of the whole platform, then we could approximate this response time as w i /s agg , assuming a perfect distribution of the application on the computing node. The stretch for application A i would then be (C i − r i )/(w i /s agg ).
In practice, we do not known the value of s agg , but we assume that it does not vary much, and that its variations should not be taken into account when computing the slowdown of each application. Thus, we assume that the aggregated speed has a constant value, and we approximate the stretch with
The platform model which we are using is inherited from the framework described in [7] . Nodes are organized in a network overlay based on a balanced binary tree, where every leaf node is a processing node, and every internal node is a routing node. The actual implementation of such overlay is not detailed in this paper, since significant work is already done on this subject [12] - [14] . These solutions propose tree-based peer-to-peer overlays with good scalability and fault-tolerance properties. Each machine taking part of the computation acts simultaneously as a processing node and a routing node of the overlay. The computational speed of a computing (leaf) node of the overlay is denoted by s u , measured in millions of flops per second. c) Scheduling on the overlay: We use the tree structure of the overlay both for gathering information on the platform and for scheduling. The information of the platform availability is aggregated from the leaf nodes to the root node, as detailed below in Section IV.
When an application is released, the corresponding request, containing all necessary information on the application, is received by some machine the system. The routing node of this machine processes the request based on the information it holds on the platform. The routing node can either decide to process the application locally in its own subtree, if the application is small enough and will not cause a large load imbalance, or it can decide to forward the application to its father in the overlay, which now faces the same choice. When finally, a node (possibly the root node) takes the decision to schedule the application in its subtree, it splits the application and allocates a number of its tasks to each of its children. Then, the children must take the same decision, until the tasks reach the leaf nodes. The leaf node inserts the incoming tasks into their task queue, and processes them.
In the following, we first present the local scheduling policy, used by the leaf node to order their task queue (Section III). Then we explain how the availability of the platform is gathered along the tree (Section IV), and finally we describe the global scheduling policy (Section V).
III. LOCAL SCHEDULER
Each execution node has a local scheduler which decides the processing order of tasks allocated to this node. The local scheduler has the same objective as the whole platform: minimizing the maximal stretch among all applications. We rely on a relation between stretch and deadlines:
Given a value S for this maximum stretch, we can thus compute a deadline for all the tasks of every application. Then, we can schedule all tasks using and Earliest Deadline First (EDF) policy: if the deadlines are achievable, the EDF policy finds a suitable schedule. Finally, we apply a binary search to find the minimal possible value for the stretch: for a given stretch value, we compute the deadlines with the previous formula, and apply the EDF policy; if the deadlines are met, we start again with a smaller stretch values; if they are not met, we increase the stretch value. Desktop Grid environments are particularly error prone. Thus, fault-tolerance is a required capacity of algorithms dedicated to such platforms. In the context of the local scheduling, if a failed node had any task in its queue, they are aborted. At this moment, we just resubmit tasks when they are detected to have failed. This affects the stretch of the applications involved since they last longer than expected.
IV. PLATFORM'S AVAILABILITY
In this section, we detail the process that gathers information about the state of the platform, and communicates it to distant nodes, so that each node can be able to efficiently schedule an application. The state of the platform is based on the availability of nodes to receive new tasks. Each computing node builds an availability summary, which states how many new tasks it can receive. This availability summary is then gathered by the routing node of the tree, until it reaches the root node. This availability summary is designed both to provide complete availability on the platform, and to induce a limited communication overhead.
d) Computing the availability of nodes: In order for the global scheduler to correctly allocate tasks to the platform, each computing node must provide an availability summary which described its capacity to process tasks from new applications. The availability of a node consists in the number of tasks of a new application that this node is able to process. Of course, this number of tasks both depends on the target maximum stretch and on the application itself. Formally, for a given target stretch S, and assuming that the new application will be released at time r new , is made of tasks of length a new , and has total size w new , we compute n(S, r, w, a), the maximal number of tasks that the local computing node can handle locally. The complete algorithm for computing function n is given in the companion research report [11] , and we briefly explain its behavior here. Given a tuple (S, r new , w new , a new ), we first compute the deadlines of all tasks present on the node at time r new for stretch S, including the deadline d new for the new applications. Tasks with deadline earlier than d new are scheduled as soon as possible, while the other tasks are scheduled as late as possible, and the computation gap in between is available for computing tasks of the new application.
e) Availability summary: The availability function n provided by each execution node is not directly suited for the aggregation. For this reason, it is summarized in a four-dimensional matrix, called availability summary which contains samples of this function: each cell of the matrix, identified by a tuple (S (i) , r (j) , w (k) , a (l) ), contains the value of the availability function n for these parameters. This matrix is sent by each node of the tree to its father. A routing node receives such a matrix from all its children, and simply aggregates them by adding them. Thus, the resulting matrix provides the availability summary of the whole subtree.
In [11] , we report a complete analysis of function n, and the results are expressed in the following lemma.
Lemma 1. Function n is non-decreasing with its parameters w and S, and non-increasing with parameter a.
This allows us to compute a guaranteed availability using only samples of the availability function: for a given S, a and w, we look for the closest (but smaller) samples S (i) and w (k) , and for the closest (but larger) sample a (l) ; then the value n(S (i) , r, w (k) , a (l) ) is a lower bound on the node's availability at time r.
Unfortunately, function n is not monotonic with parameter r, so we can not use the same method to sample arrival times. However, it is not very useful to compute the availability of a node for a far future, since it is very likely that an updated availability summary will be produced in the meantime. This is why we chose to compute the availability of nodes only for one parameter r, in a near future, and we update the availability information periodically. By doing so, information is always up to date and less bandwidth is wasted because smaller availability summary matrices are sent through the network.
The right value for parameter r depends on the update period, which has a direct impact on the bandwidth consumption. In our test, we used a period of five minutes, and r is set to a time ahead of the current time so that the number of minutes is a multiple of five. In this way, two different matrices created at two different moments will have the same value for r if they differ in less than five minutes. For the other parameters (S, a and w), the sample values are chosen to be a power of a basic seed (e.g. S (i) = S i 0 ), and are restricted to a meaningful interval to keep the size of the availability matrix reasonably small. f) Updating the availability information: The availability information stored at each routing node of the tree may be updated for two reasons: (1) when the availability of a node in that branch changes, or (2) when a request is routed by that routing node.
Each time the availability of an execution node changes (for example when a new child arrives or leaves), it creates a new summary and sends it to its father node. The father will aggregate it with the ones coming from its other children and report the result to the next ancestor, until the root node is reached. If this update is performed in such a reactive way, each change in the leaves would lead to a message going up in the tree, which would quickly flood the upper levels of the tree with updates. To avoid this situation, an update rate limitation is set. When update messages are being sent at higher rates, they are discarded in favor of the newer messages.
A node must update the availability information of its children when it allocates some tasks to them, in order to avoid routing the next request to the same execution nodes. However, since the summary reports the availability of a whole subtree, it is difficult to predict the impact of allocated tasks. We adopt here a conservative approach, so that the summary matrix always contains a lower bound on the number of tasks the subtree is able to compute, for given values of the parameters. Assume we have just send N tasks from a new application with task size a new . Then, we first subtract N to all cells with similar a value: n(S, r, w, a new ) ← n(S, r, w, a new ) − N All other cells are updated in a similar way, to account for the compute time of the new tasks:
This allows us to (roughly) estimate the new occupation of the subtree, before a real summary update is received.
V. GLOBAL SCHEDULER
The global scheduling policy strongly relies on the availability information which is aggregated in the tree using the mechanism described in the previous section. The routing nodes perform the functionality of the global scheduler in a decentralized fashion: they receive an application allocation request at r new , which contains the values N new , a new and w new for a new application A new , and route it throughout the tree to the execution nodes, trying to maintain the global maximum stretch as low as possible.
When a branch nodes receives a request for the allocation of a new application, it uses the availability summaries of its children to calculate the minimum stretch that can be achieved by using the resources in its own subtree, using a binary search among the stretch samples. Specifically, the algorithm looks for the minimum sample value S (i) such that its own availability summary guarantees that all N new tasks of the new application can be processed locally with stretch S (i) .
The new application can thus be scheduled locally in the subtree, but all applications in this subtree will see their stretch increase to S (i) , which might be large. In some cases, this would lead to an unacceptable load imbalance in the platform. To prevent such situations, another information is used: the minimum stretch. The minimum stretch of the platform is periodically aggregated from the leaf nodes to the root node, and then spread from the root to all other nodes. Since we simply compute and transfer a minimum value, its size is negligible, and this information may be included in any other update messages.
Once the minimum local stretch S (i) is computed, we accept this local solution if and only if S (i) ≤ B × S min , for a given bound B. Otherwise, the entire request is sent to the father to look for a better allocation. This implements a tradeoff between performance and load-balancing, so that small applications will remain local, and large applications can go up the tree until they induce an acceptable slowdown. If parameter B is close to one, most requests would need to go up the tree until enough execution nodes are at sight; if it is larger, the ratio between the maximum and the minimum stretch in the whole platform may be large, and the allocation less fair.
Once a routing node finds a suitable value for the minimum stretch on its local subtree, the tasks in the request are ready to be split among the children. This is done following the values of n(S) in the availability summary of each child: child j gets a share of the total number of tasks proportional to its availability n (j) (S). A new request is then sent to each child, with the characteristics of the application, and the number of tasks it is in charge of. This request is treated as previously, except that it cannot be rejected and forwarded to its father.
When a routing node fails, the information on the availability of its subtree is lost. As we pointed out in section II-0b, we assume that our scheduler is based on a tree-based network overlay which already guarantees a high probability of reaching a stable state when a node fails, by reconstructing and balancing the tree. Usually, the tree overlay will recover by replacing the failed node by another one and performing some balancing operations, like in [13] . While some routing nodes may change their positions, the sets of execution nodes that lay under their branches are maintained. Thus, the availability summaries must be recalculated only in such nodes, and possibly in the ancestor nodes up to the root. The cost of this process is not higher than the cost of a normal update, so the impact of such a the failure on the global scheduling is mostly limited by the time needed to recover the overlay. During the update of availability summaries, some applications might be scheduled using improper information, however this effect is mitigated if we rely on an overlay which only performs local moves to balance the tree.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have focused on the problem of scheduling concurrent bag-of-tasks applications on desktop grids. We have proposed a decentralized scheduling algorithm, which makes it particularly convenient for large-scale distributed environments. The objective of our scheduler is to ensure fairness among applications, by minimizing the maximum slowdown, or stretch, of all applications.
Our future works include simulations to assess the feasibility and the performance of our approach, particularly under fault-prone conditions, but also to study the adaptation of our scheduler to communication-intensive applications, by taking file size into account when allocating tasks onto the platform. We also intend to improve our scheduler with more complex overlays proposed for peer-to-peer platforms.
