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ABSTRACT
ELECTRONIC STRUCTURE METHODS FOR THE INVESTIGATION OF
NONADIABATIC DYNAMICS
Ethan C. M. Alguire
Joseph E. Subotnik
A detailed understanding of the interface between nuclear dynamics and electronic struc-
ture is crucial for describing excited state dynamics in photoexcited systems, a key aspect of
modelling the efficiency of photovoltaic devices, among other applications. There has been
a proliferation of techniques for approaching the problem of electronic-nuclear interactions
from the perspective of both electronic structure and nuclear dynamics; the work presented
here focuses on the electronic part of the equation. Methods are developed for alternative
electronic representations, called diabatic representations, that anticipate the effects of nu-
clear momentum and attempt to minimize it. Diabatic representations can also be used
to describe the electronic states involved in charge transfer or energy transfer processes,
providing couplings necessary for approximating rates using Marcus theory. In addition,
analytic techniques are developed that measure the impact of nuclear motion on electronic
states, which can be used in the context of a dynamics simulation to approximate rates of
energy transfer, charge transfer, or other types of internal conversion in chemical systems
for which Marcus theory is insufficient. These methods are then used to couplings and rates
for triplet-triplet energy transfer and singlet fission systems.
iii
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their inner product from unity (Eq. 5.31). While both magnitu-
dinal and directional errors are very low near the avoided crossing
(at ζ = 0.89), they begin to diverge significantly for ζ < 0.6. While
the error in the magnitude has a maximum of around 25%, the
directional error is nearly 50% and rising as ζ → 0. This strongly
suggests that for diabatic couplings, this approximation is only re-
liable where diabatization can achieve significant reductions in DC
magnitudes, i.e. near avoided crossings. . . . . . . . . . . . . . . . 80
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the ωB97X-D density functional, the 6-31G(d) basis set, and a po-
larizable continuum model of solvent parameterized for toluene. [5]
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FIGURE 7.24 :Cartoon showing coupling pathways for SF from S1S0 to
1TT and
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FIGURE 7.26 :Localized frontier orbitals needed to calculate one-electron coupling
matrix elements are obtained according to the depicted schematic.
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of which are localized to the right side of the molecule (|R1〉 and
|R2〉) and two of which are localized to the left (|L1〉 and |L2〉).
Rediagonalization of subspaces relevant for the left and right sides
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orbitals |hA〉, |lA〉, |hB〉, and |lB〉, where A and B refer to the right
and left sides of the molecule as depicted and where h and l re-
fer to HOMO and LUMO. The representative Fock matrices for
each of these three steps are also shown with the third one (right)
showing orbital couplings relevant for the SF model that ignores
two-electron terms. In the right-most Fock matrix, the black zeros
are a result of the diagonalization whereas the red zeros are a man-
ifestation of the symmetry. Orbital images were generated using
the free visualization tool Avogadro (version 1.1.1). [8] . . . . . . . 118
FIGURE 7.27 :Structure of non-covalent Tc dimer system used to test methods
for calculating tHH, tLL, tHL, and tLH. The structure is one of three
unique nearest neighbor pairs in the most common polymorph of
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FIGURE 7.28 :Examples of patterns in the one-electron coupling gradients (in
meV/A˚) for each type of vibrational mode according to its irre-
ducible representation (A1, A2, B1, and B2; relevant for the C2v
point group symmetry of the molecule). Those shown correspond
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dtHL
dqi
and dtLHdqi . In all B2
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FIGURE 7.31 :This figure is analogous to Fig. 7.30 from the manuscript but works
with hA and lB as opposed to lA and hB. (a) Depiction of 1772 cm
−1
B2 normal mode of motion (no. 159) that has the highest magni-
tude coupling gradient dtHLdq (and
dtLH
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develops during this motion (in both +q and −q directions) with
the focus on only part of the orbital (phase inferred from Fig. 7.26)
for hA and lB. Note that the sign of the coupling that develops is
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This similarity in sign is true of all B2 motions. (c) Depiction of A2
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highest magnitude coupling gradient dtHLdq (and
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FIGURE 7.33 :Effective SF coupling in BT1 for a range of reorganization en-
ergies as determined by the Stuchebrukhov formalism, for which
we equate Eq. 7.22 with Eq. 7.23 and solve for |Veff |, using
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FIGURE 34 : (A) Potential energy surfaces of a spin boson system in the diabatic
representation. The derivative coupling between the two diabatic
states is zero by assumption, but the diabatic coupling (not pic-
tured) is constant with respect to the reaction coordinate x. (B)
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CHAPTER 1 : Outline
In chapter 2, we briefly describe a basis for much of the electronic structure methods used in
the following chapters. We begin with a description of the challenges in describing molecular
wavefunctions: the presence of both nuclear and electronic components means that only a
portion of the Hamiltonian may be diagonalized at once. The discussion includes a descrip-
tion of the Born-Oppenheimer approximation and associated quantities. Having established
this, we introduce several methods for describing adiabatic electronic states, including the
Hartree-Fock method, configuration interaction singles (CIS), and time-dependent Hartree-
Fock (TDHF). This chapter concludes with a discussion of the adiabatic and various diabatic
representations of the electronic subsystem, with a particular focus on localized diabatiza-
tion methods.
In chapter 3, we describe a straightforward technique for obtaining diabatic couplings appli-
cable to charge transfer (CT) from or charge recombination (CR) to the electronic ground
state. Our method is nearly black box, requiring minimal chemical intuition from the user,
and merges two well-established approaches in electronic structure theory: first, smooth
and balanced adiabatic states are generated using spin-flip-configuration interaction sin-
gles (SF-CIS) based on a triplet HF state; second, Boys localization is applied to rotate
all adiabatic states into charge-localized diabatic states. The method is computationally
inexpensive, scaling only with the cost of CIS, and does not require a choice of active space,
which is usually required for such intrinsically multiconfigurational problems. Molecular
LiF in vacuum and LiF solvated by a single water molecule are examined as model systems.
We find nearly smooth diabatic potential energy surfaces and couplings, and we find that
the Condon approximation is obeyed approximately for this model problem.
In chapter 4, a new method for obtaining diabatic electronic states of a molecular system in
a condensed environment is proposed and evaluated. This technique, which we denote ER-ε
diabatization, forms diabatic states as a linear combination of adiabatic states by minimizing
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an approximation to the total coupling between states in a medium with temperature T
and with a characteristic Pekar factor C. ER-ε diabatization represents an improvement
upon previous localized diabatization methods for two reasons: first, it is sensitive to the
energy separation between adiabatic states, thus accounting for fluctuations in energy and
effectively preventing over-mixing. Second, it responds to the strength of system-solvent
interactions via parameters for the dielectric constant and temperature of the medium,
which is physically reasonable. Here, we apply the ER-ε technique to both intramolecular
and intermolecular excitation energy transfer systems. We find that ER-ε diabatic states
satisfy three important properties: (1) they have small derivative couplings everywhere;
(2) they have small diabatic couplings at avoided crossings, and (3) they have negligible
diabatic couplings everywhere else. As such, ER-ε states are good candidates for so called
‘optimal diabatic states.’
In chapter 5, we apply the techniques described in Ref. 10 for calculating the analytic
derivative couplings of Boys diabatic states within the CIS formalism to the analysis of
triplet-triplet energy transfer systems studied by Closs and collaborators. [11] For the sys-
tems examined, we are able to conclude that (i) the derivative coupling in the BoysOV
diabatic representation is negligible, and (ii) the diabatic couplings will likely change little
over the configuration space explored at room temperature. Furthermore, we propose and
evaluate an approximation which allows for the inexpensive calculation of accurate diabatic
energy gradients, called the ‘strictly diabatic’ approximation. This work highlights the ef-
fectiveness of diabatic state analytic gradient theory in realistic systems, and demonstrates
that localized diabatic states can serve as an acceptable approximation to strictly diabatic
states.
In chapter 6, a pseudo-wavefunction description of TDHF states is proposed and used
to develop an analytic expression for derivative couplings between TDHF excited states
based on the Hellmann-Feynman theorem. The resulting expression includes Pulay terms
associated with using an atom-centered basis as well as a correction to ensure translational
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invariance. We demonstrate that our formalism recovers the well-known Chernyak-Mukamel
expression in the limit of a complete basis, and thus our approach is consistent with time-
dependent response theory.
In chapter 7, we describe a method for investigating a component of the rates of singlet
fission in molecular systems that incorporates the influence of molecular vibrations. Singlet
fission (SF) offers opportunities for wavelength-selective processing of solar photons with
an end goal of achieving higher efficiency inexpensive photovoltaic or solar-fuels-producing
devices. In order to evaluate new molecular design strategies and for theoretical explo-
ration of dynamics, it is important to put in place tools for efficient calculation of the
electronic coupling between single-exciton reactant and multi-exciton product states. For
maximum utility, the couplings should be calculated at multiple nuclear geometries (rather
than assumed constant everywhere, i.e. the Condon approximation) and we must be able
to evaluate couplings for covalently linked multichromophore systems. With these require-
ments in mind, in this chapter we describe the simplest methodology possible for rapid
calculation of diabatic one-electron coupling matrix elements - based on Boys localization
and rediagonalization of molecular orbitals. We focus on a covalent species called BT1 that
juxtaposes two tetracene units in a partially cofacial geometry via a norbornyl bridge. In
BT1, at the equilibrium C2v structure, the non-horizontal couplings between HOMOs and
LUMOs (tHL, and tLH) vanish by symmetry. We then explore the impact of molecular
vibrations through the calculation of tAB coupling gradients along 183 normal modes of
motion. Rules are established for the types of motions (irreducible representations in the
C2v point group) that turn on tHL, and tLH values as well as for the patterns that emerge
in constructive versus destructive interference of pathways to the SF product. For the best
modes, calculated electronic coupling magnitudes for SF (at RMS deviation in position at
298 K), are within a factor of two of that seen for non-covalent tetracene dimers relevant to
the molecular crystal. An overall “effective’ electronic coupling is also given, based on the
Stuchebrukhov formalism for non-Condon electron transfer rates.
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CHAPTER 2 : Introduction
2.1. The Born-Oppenheimer Approximation1
The behavior of molecular systems is described entirely by the solution of the time-independent
Schro¨dinger equation
Hˆ |Ψ〉 = E |Ψ〉 (2.1)
where Hˆ is the molecular Hamiltonian, |Ψ〉 is the combined nuclear-electronic wavefunction
and E is the corresponding energy. In atomic units, the Hamiltonian is given by
Hˆ =−
Nel∑
i=1
1
2
∇2i −
Nnuc∑
A=1
1
2MA
∇2A −
Nel∑
i=1
Nnuc∑
A=1
ZA
riA
+
Nel∑
i=1
Nel∑
j>i
1
rij
+
Nnuc∑
A=1
Nnuc∑
B>A
ZAZB
rAB
(2.2)
where i and j index the Nel electrons of the system, A and B index the Nnuc nuclei, Z
is a nuclear charge, M is a nuclear mass, and r is a scalar distance between two parti-
cles. Although the Hamiltonian is a conceptually simple summation of kinetic energy and
Coulomb interaction terms, numerous approximations are necessary to find its eigenfunc-
tions for nontrivial systems. In this chapter, we will focus on two of these: the first is
the Born-Oppenheimer approximation, which takes electronic states to be independent of
nuclear momentum, and allows the electronic and nuclear components of the wavefunction
to be calculated separately. The second involves the many-body nature of the electronic
wavefunction, which we address here using the Hartree-Fock approximation and associated
methods. This second approximation will be discussed at greater length in section 2.2.
The conventional intuitive justification of the Born-Oppenheimer approximation is that elec-
trons, which have mass several orders of magnitude less than that of nuclei, are expected
to move much more quickly. Consequently, so the argument goes, the perturbation to the
1Unless otherwise cited, much of the material from sections 2.1 and 2.2 has been adapted from Ref. 12.
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electronic subsystem caused by nuclear motion is applied very slowly on the electronic time
scale, allowing the electronic wavefunction to remain in an instantaneous eigenstate; in this
way, nuclear motion is approximated as being adiabatic with respect to the electronic sub-
system. As such, nuclear momentum should not impact the behavior of the electrons, and
hence the interactions between the corresponding term in the molecular Hamiltonian (Eq.
2.2) and the electronic part of the wavefunction can be neglected. Thus, the Schro¨dinger
equation (Eq. 2.1) separates into electronic (Eq. 2.3) and nuclear (Eq. 2.4) components.
In practice, the electronic part is solved first, using the nuclear positions ({RA}) as param-
eters. The eigenfunctions of the resulting electronic Hamiltonian constitute the adiabatic
basis of electronic states. Next, the slow-moving nuclei are are treated on a set of potential
energy surfaces (PESs) formed by adding the electronic energies plus the nuclear-nuclear
Coulombic repulsion energy.
Hˆel = −
Nel∑
i=1
1
2
∇2i −
Nel∑
i=1
Nnuc∑
A=1
ZA
riA
+
Nel∑
i=1
Nel∑
j>i
1
rij
(2.3)
Hˆnuc = −
Nnuc∑
A=1
1
2MA
∇2A + Eel +
Nnuc∑
A=1
Nnuc∑
B>A
ZAZB
RAB
(2.4)
While the adiabaticity of nuclear perturbations is often a good assumption in molecular
systems, the Born-Oppenheimer approximation is not always valid, and so it would be
useful to more precisely describe the conditions under which it fails. In order to do so, we
briefly return to the full molecular Schro¨dinger equation. For simplicity, R will refers to all
3Nnuc nuclear spatial coordinates:
R = {RA} = {RAµ}, (2.5)
for µ = {x, y, z} and A = {1, . . . , Nnuc}. Similarly, r will refer to all 3Nel electronic
spatial coordinates. Given a complete basis for nuclear states ({|Θ(R)〉}) and electronic
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states ({|Φ(r; R)〉}), we can write (without loss of generality) the full nuclear-electronic
wavefunction introduced in Eq. 2.1 as
|Ψ(R, r)〉 =
∑
ΓI
CΓI |ΘΓI(R)〉 |ΦI(r; R)〉 (2.6)
If we then allow the full molecular Hamiltonian (Eq. 2.1) to act on this wavefunction and
compare the result to the product of the electronic and nuclear parts of the Hamiltonian
acting on their respective wavefunctions, we can recover the Hamiltonian matrix elements
(here, between electronic states I and J) neglected under the Born-Oppenheimer approxi-
mation: ∑
AΓΣ
− 1
2MA
(〈ΘΓI |〈ΦI |∇AΦJ〉|∇AΘΣJ〉+ 〈ΘΓI |〈ΦI |∇2AΦJ〉|ΘΣJ〉)
=
∑
AΓΣ
− 1
2MA
(
d
[QAµ]
IJ 〈ΘΓI |∇A|ΘΣJ〉+ g
[QAµ]
IJ 〈ΘΓI |ΘΣJ〉
) (2.7)
Two new terms have been introduced in Eq. 2.7: the derivative coupling,
d
[Q]
IJ = 〈ΦI | ∇Q |ΦJ〉 , (2.8)
and the second derivative coupling,
g
[Q]
IJ = 〈ΦI | ∇2Q |ΦJ〉 , (2.9)
each indexed by all nuclear degrees of freedom Q = {Aµ}, where A indexes the nuclei and
µ indexes the three Cartesian coordinates. Second derivative couplings are nearly always
neglected in the adiabatic representation because they tend to be small. [13] In contrast, the
derivative coupling (DC, also known as the nonadiabatic or dynamic coupling) vector can
become quite large under certain conditions, and for this reason it will be the focus of much
of this dissertation.
Note that for every pair of electronic states, the DC is a vector of size 3Nnuc. In the context
of nonadiabatic dynamics, coupling between electronic states is induced by the dot product
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of the DC with the nuclear momentum vector (P). [127] Thus if one assumes that nuclei
are completely stationary (P = 0), the derivative cannot contribute to interstate coupling.
Obviously, this is never the case in real systems, and in fact the DC can diverge so that
even miniscule nuclear velocities can generate large perturbations to the Hamiltonian. In
the adiabatic representation, it is easy to show that the DC magnitude |d[Q]IJ | is inversely
proportional to the energy difference between states in a special case of the Hellmann-
Feynman theorem. We first note that, as eigenfunctions of a Hermitian operator, adiabatic
states (or adiabats) can be chosen to be orthonormal,
〈ΦI |ΦJ〉 = δIJ . (2.10)
By applying the nuclear gradient operator and remembering the product rule, we find
∇Q 〈ΦI |ΦJ〉 = 〈∇QΦI |ΦJ〉+ 〈ΦI |∇QΦJ〉 = 0
⇒ 〈∇QΦI |ΦJ〉 = −〈ΦI |∇QΦJ〉 .
(2.11)
Next, noting that adiabatic wavefunctions diagonalize the Born-Oppenheimer Hamiltonian,
we can show that for I 6= J ,
0 =∇Q 〈ΦI | Hˆel |ΦJ〉
= 〈∇QΦI | Hˆel |ΦJ〉+ 〈ΦI | ∇QHˆel |ΦJ〉+ 〈ΦI | Hˆel |∇QΦJ〉
=EJ 〈∇QΦI |ΦJ〉+ 〈ΦI | ∇QHˆel |ΦJ〉+ EI 〈ΦI |∇QΦJ〉
(2.12)
Applying Eq. 2.11, we further obtain
0 =(EI − EJ) 〈ΦI |∇QΦJ〉+ 〈ΦI | ∇QHˆel |ΦJ〉 (2.13)
⇒ 〈ΦI |∇QΦJ〉 = 〈ΦI | ∇QHˆ
el |ΦJ〉
EJ − EI (2.14)
It is clear from this expression that the Born-Oppenheimer approximation can be badly
violated when electronic states become close in energy, for example near avoided crossings,
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or precisely degenerate, e.g. at conical intersections. For systems in which these degeneracies
are accessible, DCs can no longer be thought of as a small perturbation to the adiabatic
states, and a separate diabatic basis may be called for. This topic is discussed further in
section 2.4.
2.2. The structure of electronic wavefunctions
2.2.1. The variational method
Given a system for which the Born-Oppenheimer approximation is viable, the next step is
to describe the electronic wavefunction. An essential guiding principle in this process is the
variational principle, which states that the true wavefunction minimizes the expectation
value of the energy (Eq. 2.15).
〈E〉 ≤ 〈Etrial〉 = 〈φtrial| Hˆ |φtrial〉〈φtrial|φtrial〉 (2.15)
In other words, if we have an arbitrary set of “test” wavefunctions, the one with the lowest
energy should be closest to the true solution to the Schro¨dinger equation. The variational
principle can be exploited by defining a wavefunction that depends on any number of con-
tinuous, adjustable parameters and changing those parameters so as to minimize 〈Etrial〉,
thus obtaining the best possible solution of the given form. A number of different forms
for one-electron wavefunctions have been published and are widely available in electronic
structure packages as basis sets.
2.2.2. One-electron wavefunctions
For one-electron systems, the time-independent wavefunction φ(x, y, z) is called an orbital,
and is easy to conceptualize as a scalar-valued function of three spatial variables. In the ab-
sence of other electrons, the wavefunction can be obtained by solving the time-independent
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electronic Schro¨dinger equation (Eq. 2.1) for a much simpler Hamiltonian, given by
Hˆ = −1
2
∇2 −
Nnuc∑
A=1
ZA
rA
, (2.16)
where rA is the distance between the electron and nucleus A. Only a few such systems can
be solved analytically, so we must rely on numerical solutions obtained via approaches such
as the variational method (vide supra).
A reasonable question to ask might be: what is the best choice for the form of a parameter-
ized one-electron wavefunction that can be subsequently optimized in accordance with the
variational principle? For computational expediency, such orbitals are usually described by
a linear combination of static functions
φ(x, y, z; {Cµ}) =
Nbasis∑
µ=1
Cµζµ(x, y, z), (2.17)
where Cµ are the variable parameters and ζµ is a Gaussian (e
−αµr2 for r =
√
x2 + y2 + z2)
basis function centered around an atomic nucleus.2 The value of αµ is typically fixed before
the calculation begins, and its value depends on the atom on which it is located and the
nature of the basis set being employed. Although we know that the analytic form of atomic
orbitals (AOs) near nuclei resemble Slater functions (e−αr), Gaussian functions are still used
for reasons of computational efficiency: it is much easier to calculate the overlap between
two Gaussian functions centered on different nuclei than to perform the same calculation
for two Slater functions. [14–20] The efficiency gains are so great that many more Gaussian
functions can be included in a basis set than Slater functions, ultimately resulting in more
accurate descriptions of the orbitals for a given computational cost.
It should be noted that when minimizing the energy of orbitals of the form given in Eq.
2.17, the only parameter that is allowed to change is the coefficient (Cµ) of each basis
2The basis function itself may be a contracted sum of several Gaussians. These are almost always
augmented with additional functions, such as spherical harmonics which describe the angular dependence
of the atomic orbitals.
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function. This allows the minimization to be solved with linear algebra methods, which is
computationally expedient. If we wish to find the optimal orbital of the form Eq. 2.17, we
must minimize the expectation value of the energy (〈φ|Hˆ|φ〉) as a function of the coefficients
({Cµ}), subject to the constraint that the orbital be normalized (〈φ|φ〉 = 1). Using the
method of Lagrange multipliers, we define a functional called the Lagrangian (L),
L({C}) =〈φ|Hˆ|φ〉 − (〈φ|φ〉 − 1)
=
∑
µν
C∗µCν〈ξµ|Hˆ|ξν〉 − 
(∑
µν
C∗µCν〈ξµ|ξν〉 − 1
)
=
∑
µν
C∗µCνHµν − 
(∑
µν
C∗µCνSµν − 1
) (2.18)
where  is a Lagrange multiplier (which will ultimately be revealed to be the orbital energy).
We have also introduced the matrix form of the Hamiltonian Hµν = 〈ξµ|Hˆ|ξν〉 and the AO
overlap Sµν = 〈ξµ|ξν〉 in the basis of atomic orbitals {|ξµ〉}). Minimizing the orbital energy
subject to the normalization constraint can now be achieved by performing an unconstrained
minimization of L using variational calculus. To minimize L, we set its first variation equal
to 0,
δL =
∑
µν
(
δC∗µCν + C
∗
µδCν
)
Hµν − 
∑
µν
(
δC∗µCν + C
∗
µδCν
)
Sµν = 0
=
∑
µ
δC∗µ
(∑
ν
HµνCν − SµνCν
)
+
∑
ν
δCν
(∑
µ
HµνCµ − SµνCµ
)
= 0
(2.19)
and after relabeling the indices µ ↔ ν in the second term, noting that H and S are
symmetric, and recalling that the basis set and coefficients can all be chosen to be real, we
find that the Lagrangian is minimized when
∑
ν
HµνCν − SµνCν = 0, (2.20)
or in other words, the optimal one-electron wavefunction can be described by a linear
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combination of AOs whose coefficients C = {Cµ} satisfy
HC = SC. (2.21)
2.2.3. Accounting for spin
Having established in Section 2.2.2 how to numerically solve for a one-electron wavefunc-
tion, we now seek to generalize this solution to systems of two or more electrons. Before
proceeding, it will be necessary to introduce the concept of spin angular momentum. Elec-
trons, like other fermions, have an intrinsic angular momentum that, if measured relative to
some preferred spatial direction, can be found to have eigenvalues of ±12 (in atomic units).
In the context of many calculations, magnetic interactions with electron spins from external
fields or orbital angular momentum are small enough to ignore, so it is usually sufficient to
choose an arbitrary reference axis for all spins and only keep track of the spin with respect
to this axis, given as one of two spin functions: α (‘up’) or β (‘down’). Using these des-
ignations, spatial orbitals (φ) can be augmented to form spin orbitals (χ); for example, a
spin-up orbital with spatial component φ is given by
χ(x) = χ(r;ω) = φ(r)α(ω), (2.22)
where we have introduced the composite variable x = {r, ω}, where ω is just a dummy
spin variable (there is no functional form of α(ω) or β(ω)) meant to maintain a consistent
formalism. The two spin functions are orthonormal (〈α|α〉 = 〈β|β〉 = 1, 〈α|β〉 = 0), so that
even if two electrons share the same spatial orbital, the spin orbitals they occupy may not
overlap, as in Eq. 2.23.
∫
dxχ∗µ(x)χν(x) =
∫
dr
∫
dωφ∗(r)α∗(ω)φ(r)β(ω) = 〈φ|φ〉〈α|β〉 = (1)(0) = 0 (2.23)
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Spin is a crucial factor in forming many-electron wavefunctions, and the treatment provided
here is only the minimum necessary to provide context for understanding the ground-state
structure of a simple multi-electron wavefunction, in which a spin-up and spin-down electron
can shrae a spatial orbital without violating the Pauli exclusion principle.
2.2.4. Many-electron wavefunctions and Hartree-Fock theory
Given a set of spin orbitals, the simplest form for the wavefunction of two electrons is the
product of two such orbitals,
Φ(x1,x2) = χ1(x1)χ2(x2) (2.24)
where x1 and x2 correspond to the coordinates of electrons 1 and 2, and χ1 and χ2 are arbi-
trary spin orbitals (which do not necessarily correspond to electrons 1 and 2). This simple
product must be ruled out immediately, however, because it does not respect antisymmetry
under exchange: the wavefunction describing a system of fermions (such as electrons) must
be antisymmetric under the exchange of particles, i.e.
Ψ(. . . ,xi, . . . ,xj , . . .) = −Ψ(. . . ,xj , . . . ,xi, . . .), (2.25)
which cannot be satisfied for a simple function of the form of Eq. 2.24, except in the trivial
case (χ1(x) = χ2(x) = 0).
3 In order to exhibit exchange antisymmetry, our two-electron
wavefunction must be written as a Slater determinant, i.e.
Φ(x1,x2) =
1√
2
(χ1(x1)χ2(x2)− χ1(x2)χ2(x1)) = 1√
2
∣∣∣∣∣∣∣
χ1(x1) χ2(x1)
χ1(x2) χ2(x2)
∣∣∣∣∣∣∣ , (2.26)
where the factor of 1√
2
is added as a normalization constant. Notice that in the determinant
on the RHS of Eq. 2.26, each row corresponds to a different electron and each column
3The Pauli exclusion principle, which states that no two electrons can occupy the same orbital simulta-
neously, follows directly from this fact.
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corresponds to a different spin orbital. The row-switching operation is therefore equivalent
to exchanging electrons. Because switching any two rows of a determinant inverts its sign,
this wavefunction is antisymmetric under exchange. Generalizing to a system with an
arbitary number of electrons, the wavefunction can be written as a Nel ×Nel determinant
of the form
|Φ〉 = |χ1χ2 . . . χNel〉 =
1√
Nel!
∣∣∣∣∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) . . . χNel(x1)
χ1(x2) χ2(x2) . . . χNel(x2)
...
...
. . . . . .
χ1(xNel) χ2(xNel) . . . χNel(xNel)
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.27)
It can be shown, given a set of wavefunctions that obey exchange antisymmetry, that
any linear combination of these functions must also have this property, so it is easy to
construct wavefunctions that contain contributions from many configurations (i.e. Slater
determinants).
Although we now have a method of compute many-electron wavefunctions from orbitals,
we have not yet addressed how to construct those orbitals. A popular approach is to use
the Hartree-Fock method, which describes the ground-state wavefunction of a system as a
single determinant. Broadly, the Hartree-Fock method extends the method for constructing
one-electron wavefunctions described in Section 2.2.2 to systems containing many electrons
while preserving the simplicity of the one-electron calculation.
Given a test wavefunction consisting of a single determinant |Φ˜〉 = |χ1χ2 . . . χNel〉, its total
energy is
E˜ = 〈Φ˜|Hˆ|Φ˜〉 =
∑
i
〈χi|hˆ|χi〉+ 1
2
∑
ij
〈χiχj ||χiχj〉
=
∑
i
〈χi|hˆ|χi〉+ 1
2
∑
ij
〈χiχj |χiχj〉 − 1
2
∑
ij
〈χiχj |χjχi〉
(2.28)
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where Hˆ is the electronic Hamiltonian (Eq. 2.3), composed of the one-electron integrals
〈χi|hˆ|χj〉 = 〈χi|
(
−1
2
∇2 +
∑
A
1
rA
)
|χj〉 (2.29)
and two-electron integrals, given in physicists’ notation by
〈χiχj |χkχl〉 =
∫
dx1dx2χ
∗
i (x1)χ
∗
j (x2)
1
r12
χk(x1)χl(x2). (2.30)
In particular, there are two kinds of two electron integrals: the first is called the Coulomb
integral,
〈χiχj |χiχj〉 =
∫
dx1dx2χ
∗
i (x1)χ
∗
j (x2)
1
r12
χi(x1)χj(x2) =
∫
dx1dx2|χi(x1)|2 1
r12
|χj(x2)|2
(2.31)
which is the classical Coulomb repulsion between the charge densities associated with or-
bitals χi and χj . The second is the exchange integral,
〈χiχj |χjχi〉 =
∫
dx1dx2χ
∗
i (x1)χ
∗
j (x2)
1
r12
χj(x1)χi(x2), (2.32)
which has no classical analog, and is a result of the antisymmetric structure of the wave-
function.
The Coulomb and exchange integrals make it impossible to optimize the orbitals for a
many-electron determinant using the same methodology described in Section 2.2.2 because
these terms depend on the behavior of more than one electron. The Hartree-Fock method
addresses this problem by writing the two-electron terms as one-electron operators, called
the Coulomb (Jˆ) and exchange (Kˆ) operators, shown by their effects on a spin orbital χj
in Eqs. 2.33 and 2.34.
Jˆi(x1)χj(x1) =
[∫
dx2χ
∗
i (x2)
1
r12
χi(x2)
]
χj(x1) (2.33)
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Kˆi(x1)χj(x1) =
[∫
dx2χ
∗
i (x2)
1
r12
χj(x2)
]
χi(x1) (2.34)
It is important to note two things about both operators: first, they each have an orbital
index as a subscript, because there is a distinct operator for each orbital, e.g., Jˆi only con-
tains information about the Coulomb potential from orbital χi. Second, they are functions
of a particular position/spin variable (e.g. x1), indicating that they only interact with other
operators or functions of that variable.
Despite the unusual structure of Jˆ and Kˆ, it is easy to show that their expectation values
return the exact Coulomb and exchange energy:
〈χi|Jˆj |χi〉 = 〈χiχj |χiχj〉 (2.35)
and
〈χi|Kˆj |χi〉 = 〈χiχj |χjχi〉. (2.36)
Combining the original one-electron operator hˆ with these new operators, we define the
Fock operator
fˆ(x1) = hˆ(x1) +
Nel∑
i=1
Jˆi(x1)−
Nel∑
i=1
Kˆi(x1), (2.37)
where the index i is summed over all occupied orbitals. Individual orbital energies are given
by the eigenvalue equation
fˆ |χ〉 = |χ〉. (2.38)
Note that given a set of Nbasis basis functions, there are Nbasis solutions to Eq. 2.38: the
lowest-energy Nel-orbitals correspond to occupied orbitals, and the remainder are unoccu-
pied or virtual orbitals. Ultimately, the optimal orbitals for the Hartree-Fock wavefunction
can be obtained by solving for these orbitals self-consistently: an initial guess value for the
set of orbitals is used to define Jˆ and Kˆ, which are then used to solve for an improved set
of orbitals, and so on, until the orbitals change very little from one iteration to the next
and the calculation is said to be converged. This type of approach is called a mean-field ap-
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proximation, because it accounts for the interactions between each electron and the average
of the field created by all of the other electrons. The shortcomings of this approximation
can be seen if we examine the probability of two electrons occupying the same physical
space: the Hartree-Fock determinant (and any single-determinant wavefunction) assumes
electron locations are uncorrelated, yet our physical intuition tells us that if one electron
is at a given position, its electric field will repel other electrons, reducing the probability
of a second electron occupying a nearby space. Thus any improvements on the Hartree-
Fock wavefunction is described as correlation, and the difference between the Hartree-Fock
energy and the true energy of an electronic system is caled the correlation energy.
2.3. Excited state methods
2.3.1. Configuration interaction
The Hartree-Fock method is a useful tool for describing ground state wavefunctions, but
it can also be a foundation for building more complicated state descriptions, for both the
ground and excited states. Given some basis of orbitals, the best possible description of
an Nel-electron wavefunction must be some linear combination of all possible Nel orbital
configurations of the Nbasis orbital basis, i.e.
|Φ〉 =
Nconfig∑
q=1
cq |Φq〉 (2.39)
where |Φq〉 is one of Nconfig configurations, and cq is its corresponding coefficient. Unfortu-
nately, the number of possible orbital combinations (Eq. 2.40) scales combinatorially with
basis size, so describing wavefunctions in this way is intractable for all but the smallest
systems. The basis of determinants must therefore be truncated.
Nconfig =
(
2Nbasis
Nel
)
=
(2Nbasis)!
Nel!(2Nbasis −Nel)! (2.40)
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Using the Hartree-Fock method, we have been able to find a small (single-configuration)
truncated description of the ground state; in fact, it is the best description of the wavefunc-
tion for a given basis using only a single determinant. A comparably simple excited state
description would be to choose the lowest-energy excited determinant, e.g. the HOMO →
LUMO excitation, to represent the first excited state. Na¨ıvely, this one-determinant wave-
function seems like the best representation for the first excited state within the Hartree-Fock
orbital framework. However, contributions from other determinants can reduce the energy
of the state dramatically due to interactions between the various configurations. This is par-
ticularly important for excited states within the Hartree-Fock framework, since the orbitals
were constructed exclusively to minimize the ground-state energy, and may not represent
excited states as accurately.
It would be useful if there were a systematic way to determine which configurations are the
most important to include in the description of an electronic state. One such partitioning
is the configuration interaction (CI) expansion. To describe such an expansion one must
obtain an orbital representation that allows for a partitioning between a set ofNel low-energy
reference orbitals and the remaining higher-energy orbitals. Typically, this is done with
Hartree-Fock theory, so that the reference orbitals correspond to the HF occupied orbitals,
while the remaining orbitals are the virtual orbitals; for the remainder of the description
of this method, we will assume that this is the case, although it need not be. [21–23] The
CI expansion of the wavefunction is then written as the sum of the reference determinant
(|Φ0〉), the reference determinant with single excitations (|Φai 〉), double excitations (|Φabij 〉,
and so on (Eq. 2.41).
|Φ〉 = c0 |Φ0〉+
∑
ai
cai |Φai 〉+
∑
abij
cabij |Φabij 〉+ . . . (2.41)
Note here that we make use of a convention in which {i, j, k, . . .} index occupied orbitals,
while {a, b, c, . . .} index virtual orbitals. Because the occupied orbitals are lower in energy
than the virtual orbitals, we expect configurations with fewer excitations are lower in energy
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than those with more excitations, and thus according to the variational principle they ought
to contribute less (i.e., have smaller coefficients c) to the final expressions for low-energy
wavefunctions. Different levels of truncated CI are thus identified by how many excitations
are included in the ansatz (wavefunction description).
The least expensive truncated CI method is called CI with single excitations (CIS). [24] The
CIS method uses a linear combination of all possible single excitations of the HF determinant
to describe excited-state wavefunctions (Eq. 2.42).
|Φ〉 =
∑
ia
cai |Φai 〉 (2.42)
Solving for CIS wavefunctions is a straightforward process of diagonalizing the Hamiltonian
in the space of single excitations,
∑
ai
Aaibjc
a
i = ECISc
b
j , (2.43)
where ECIS is the CIS state energy and Aaibj = 〈Φai |Hˆ|Φbj〉. Of course, one is not typically
interested in all Nocc ×Nvirt CIS states. In particular, high-energy excited states are likely
poorly represented by this ansatz, as the low-level CI truncation is only expected to be rea-
sonably accurate for low-energy states. Consequently, for actual CIS calculations, only the
lowest n states are calculated for some small value of n, and the diagonalization is performed
by iteratively solving for the smallest eigenvectors until n such states are determined.
Despite being a simple and inexpensive ansatz, CIS performs relatively well in general, [25]
and has the added advantage of describing the correct behavior for charge transfer (CT)
states at large separations (r) of the charged fragments, i.e. E ∝ −r−1. [26,27] Although
the excitation energies of CIS states are crude, the energy difference among CIS states
is generally much more reliable, with one exception: CIS dramatically overestimates the
excitation energies of CT states. [27] This bias can be attributed to the fact that the CIS
ansatz does not allow for orbital relaxation in excited states. If the electron density in the
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CIS state is not very different from that of the reference (HF) state (such as for non-CT
states), the error resulting from a lack of orbital relaxation should be small (perhaps due to
cancellation of errors); for excited states that have dissimilar densities from the reference
state (e.g. CT states), the error is much larger.
2.3.2. Time-Dependent Hartree-Fock
In addition to defining an ansatz using a truncated version of the CI expansion, there are
many techniques for describing electronic states that arise from perturbation theory. One
of these, called time-dependent Hartree-Fock (TDHF) or the random phase approximation
(RPA), [28–32] can loosely be considered an extension of CIS, although formally it is nothing
of the sort. TDHF is derived by examining the orbital response of a single-determinant
wavefunction to an oscillatory electric field, although in practice the amplitudes and energies
can be obtained by solving an eigenvalue equation for a non-Hermitian matrix.
Assuming real orbitals and amplitudes, the TDHF eigenvalue equation is given by
 A B
−B −A

 X
Y
 = ETDHF
 X
Y
 , (2.44)
where A is the single-excitation space Hamiltonian matrix (Eq. 2.43), B is the subspace of
the Hamiltonian between the HF ground state and the space of doubly-excited states,
Baibj = 〈Φ|Hˆ|Φabij 〉, (2.45)
and X = {Xai } and Y = {Y ai } are the TDHF amplitudes that describe the state. If we allow
B → 0, then the solutions to Eq. 2.44 are identical to the solutions of the CIS eigenvalue
equation: ECIS → ETDHF, Xai → cai , and Y ai → 0. TDHF has several advantages over CIS,
including slightly improved excitation energies and more accurate transition moments. [32,33]
Despite having no ansatz, it is possible to assign pseudo-wavefunctions to each pair of TDHF
states and thereby derive an approximate expression for DCs between TDHF states, as
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described in Chapter 6.
2.4. Adiabatic vs. diabatic representation
Given the shortcomings of the Born-Oppenheimer approximation (section 2.1), the obvious
question becomes: is there an alternative way to formulate a description of electronic states?
In the strictly diabatic representation, the derivative coupling between electronic states is
exactly zero. [34–36] In other words, while adiabatic states are defined by the diagonalization
of the Born-Oppenheimer Hamiltonian (all terms except the first and second derivative
coupling), diabatic states (or diabats) are defined by only diagonalizing the first derivative
coupling (Eq. 2.8). One obvious consequence of a non-adiabatic representation is that
the remaining terms in the Hamiltonian are not necessarily diagonalized, resulting in off-
diagonal elements called diabatic couplings.
For those who are used to the more conventional adiabatic representation, it is not clear what
form such diabatic states would take. Perhaps surprisingly, the nature of diabatic states is
more intuitive than adiabatic states: while adiabats are ordered by the somewhat arbitrary
criterion of their energy ranking, diabats can be thought of as being consistent in terms
of their electronic character. As an example, consider an alkali halide molecule with two
electronic states (Fig. 2.1). In the diabatic representation, these states can be characterized
as ionic and covalent, and they maintain this character regardless of internuclear separation
(R). In the adiabatic representation, the two states (which we will refer to as S0 and S1) are
consistent in their energy ordering (E (S0) < E (S1)) for all values of R, but the character
of each state changes with the internuclear separation: for small R, S0 is ionic and S1 is
covalent, but the reverse is true for large R.
If we compare the concept of diabatic states as those states which preserve character
throughout configuration space to the concept of strictly diabatic states (those with vanish-
ing derivative couplings), we can establish a more intuitive understanding of what derivative
couplings are. When the DC between two states is small in magnitude, these states main-
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Figure 2.1: Electronic state energies of a two-level alkali halide system in the adiabatic
(solid lines) and diabatic (dotted lines) representations. Adiabatic states (S0 and S1) main-
tain a consistent energy ordering, but change character between ionic and covalent as the
internuclear separation (R) becomes larger. Diabatic states (Ionic and Covalent) maintain
consistent character, but alternate energy ordering.
tain consistent character with respect to one another. Taking Fig. 2.1 as an example, the
consistent ionic or covalent character of each diabatic state implies that the DC between
those states is small, and vice versa. Conversely, if the DC between two states is large in
magnitude, the two states exchange character significantly as the nuclei are moved in the
direction of the DC vector. Examining the adiabatic states in Fig. 2.1, we conclude that the
DC must be large for intermediate values of R, where the adiabats transition between ionic
and covalent character. A small perturbation in the internuclear separation at this point
might result in a large change in the electronic makeup (i.e., the ionic and covalent charac-
ter) of both adiabats. Although the magnitude of the DC is not illustrated in Fig. 2.1, a
similar model can be found in Appendix A.1 that numerically demonstrates the relationship
between the adiabats, the diabats, and the derivative and diabatic couplings.
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2.5. Diabatic state methodologies
While the strict definition of diabatic states is conceptually useful, it is not practical. It
can be demonstrated [37,38] that obtaining electronic states with zero derivative coupling
for real systems is impossible without an infinitely large basis set. Numerous alternative
quasi-diabatic (or simply “diabatic”) representations have been proposed as alternatives.
The most obvious approximation to a strictly diabatic representation is to construct states
that by some measure minimize DCs. [34,39–41] However, performing a direct minimization
requires that one first calculate the derivative coupling at each nuclear configuration, which
is computationally demanding.
One may still build a basis of diabats with small DCs, even without directly calculating the
derivative coupling during construction. One approach is to force the diabatic wavefunc-
tions to maintain a similar composition throughout configuration space. In block diagonal-
ization, [42,43] this is accomplished by mixing a subspace of adiabats to maximize overlap
with a set of reference (quasi-diabatic) states. Another strategy, called configurational uni-
formity, [44] is to identify the dominant electronic configurations associated with the desired
diabats (over some limited region of coordinate space), and then mix an adiabatic subspace
of states until such a composition is obtained. To ensure that the chosen configurations
retain their character, a set of consistent MOs can also be defined. [45–47]
Another type of approach is to exploit the heuristic that diabats, in contrast to diffuse
adiabats, often have local character. This is particularly true for diabats involved in charge
transfer (CT) or excitation energy transfer (EET) processes, for which the “before” and
“after” states are necessarily localized. This can be done directly with constrained density
functional theory (CDFT), [48–51] in which distinct diabatic densities are produced subject
to the constraint that the density be localized to a set of atomic centers with some manually-
specified weighting. A related approach, the fragment charge difference (FCD) method, [52]
produces diabatic states as a mixture of an adiabatic basis such that the manually-defined
charge difference function is maximized. Similar methods have been proposed to tackle
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energy transfer systems. [53,54]
2.5.1. Localized diabatization
A shared downside of many of the heuristic approaches to diabatic state formation is that
they are not “black box”; i.e., they rely on a large number of situation-specific modifica-
tions in order to work correctly. If the final set of adiabats rely sensitively on potentially
arbitrary choices, the method itself cannot be reliable. For example, consider a CDFT
approach to an intermolecular CT system: if the electron donor and acceptor have no
through-bond connections, there is likely little ambiguity in how to partition the donor
and acceptor densities. If, on the other hand, the process is intramolecular, the choice
is no longer so clear. For a diabatization method to be truly robust, it should not rely
on any arbitrary human-defined parameters. This is largely the case for the generalized
Mulliken-Hush (GMH) method, [55,56] which, like many diabatization algorithms, produces
diabats (|ΞA〉, indexed by {A,B,C, . . .}) from a basis of Nstates adiabats (|ΦI〉, indexed by
{I, J,K, . . .}) by applying a unitary transformation (described by the unitary matrix U) to
the adiabatic basis,
|ΞA〉 =
Nstates∑
I=1
|ΦI〉UIA (2.46)
so that each resulting diabat is a linear combination of adiabats. The transformation is
chosen so that GMH diabats diagonalize the electronic dipole matrix in the direction of
charge transfer.4 This effectively localizes the resulting states by maximizing the difference
between the charge centers along the CT axis without requiring the user to define the charge
distribution.
Another approach to producing diabatic states is called Boys localization, [57] a technique
based on the orbital-localizing algorithm developed by Boys, Foster, Edmiston, and Rue-
denberg. [58–62] Like GMH, Boys localization produces diabatic states by mixing together
a basis of adiabatic states with a unitary matrix U as in Eq. 2.46. Instead of producing
4See also the earlier work of Werner and Meyer. [4]
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states which diagonalize a dipole matrix, however, Boys localization produces states that
maximize the diabatization function fBoys,
fBoys (U) =
∑
AB
∣∣∣〈ΞA| Xˆ |ΞA〉 − 〈ΞB| Xˆ |ΞB〉∣∣∣2 , (2.47)
where Xˆ is the electronic dipole operator. Maximizing fBoys produces diabatic states with
dissimilar dipole moments, a criterion that is very similar to that described for GMH. In fact,
for two-state systems, the two methods produce identical results under certain symmetry
conditions. [57] While GMH is less computationally demanding in principle — GMH requires
only a diagonalization of a small matrix, while Boys requires the iterative minimization of
a quartic function of adiabatic states — Boys localization has two notable advantages over
GMH. First, it requires even less input: the user must only define the adiabatic subspace
that will form the basis for the adiabatic-to-diabatic transformation. Second, it can handle
systems for which there is no well-defined axis of charge transfer.
Because both GMH and Boys localization rely on producing states with different dipole
moments, they are only appropriate to use for CT systems. In energy transfer systems,
however, there is no large redistribution of electron density and so the dipole moments of
the “before” and “after” states should be nearly identical. This hurdle can be overcome with
a small modification to Boys localization called BoysOV localization. [63] The only difference
between Boys and BoysOV is the description of the diabatization function: while fBoys (Eq.
2.47) is the sum of the squares of the dipole moment differences between states, fBoysOV
considers the occupied and virtual contributions to the dipole moments separately,
fBoysOV (U) =
∑
AB
∣∣∣〈ΞA| Xˆocc |ΞA〉 − 〈ΞB | Xˆocc |ΞB〉∣∣∣2 +∑
AB
∣∣∣〈ΞA| Xˆvirt |ΞA〉 − 〈ΞB | Xˆvirt |ΞB〉∣∣∣2
(2.48)
where Xˆ = Xˆocc +Xˆvirt. In the same way that Boys diabatic states localize charge, BoysOV
states localize excitation.
GMH, Boys, and BoysOV localization belong to a family of techniques called localized
diabatization. Each localized diabatization method starts with a subspace of adiabats and
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combines them via a constrained optimization procedure into a set of diabatic states. The
constraints are always the same: because the resulting states ought to be orthonormal,
the transformation matrix is chosen to be unitary. The difference between each localized
diabatization method is the diabatization function (e.g., fBoys e.g. fBoysOV) to be optimized.
Another method is Edmiston-Ruedenberg (ER) localization, [63,64] a technique based on
earlier work on orbital localization [61] which approximately maximizes the Coulombic self-
repulsion of the electronic states, localizing the wavefunction (Eq. 2.49).
fER (U) =
Nstates∑
A=1
∫
dr1
∫
dr2
〈ΞA|ρˆ(r1)|ΞA〉〈ΞA|ρˆ(r2)|ΞA〉
|r1 − r2|
≡
Nstates∑
A=1
RAAAA
(2.49)
In Eq. 2.49, we have defined the self-interaction tensor RABCD, and introduced the density
operator ρˆ, which is given by
ρˆ(r) =
Nel∑
i=1
δ(r− ri), (2.50)
where ri is the position operator for the i
th electron. The form of fER arises from intu-
ition about electronic states in realistic physical systems. Adiabatic states calculated for
an isolated molecule using the Born-Oppenheimer approximation explicitly lack the kinds
of perturbations that would encourage electronic wavefunctions to localize, e.g. a polar
solvent. The purpose of ER localization is to mimic the localizing effect of such external
perturbations by maximizing the system-solvent interaction energy, which is approximated
by RAAAA.
2.5.2. Choosing an adiabatic subspace
Both Boys and ER localization are meant to approximate the behavior of electronic states
under the influence of a condensed environment. Although no such environment is explic-
itly modelled, the localized nature of these states can be thought of as a response to, for
example, a polar solvent. It is reasonable to ask whether the maximal localization condition
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of Boys localization or the maximal self-interaction condition of ER localization are realistic
descriptions for electronic states in such an environment. The answer is that it depends
on the size of the system-solvent interaction energy compared to the energy gap between
states in the adiabatic subspace: if the system-solvent interaction energy is small, the true
stationary states of the system are likely little different from the adiabatic states. If the
system-solvent interactions are large, then it is possible for the true stationary states to be
quite different from the adiabatic states. However, as the form of fBoys (Eq. 2.47) and fER
(Eq. 2.49) make clear, state energy is never taken into account in these methods; the solvent
interaction is implicitly assumed to be dominant. Thus, if the adiabatic basis for diabati-
zation has a wide energy spectrum, it is possible for these methods to produce unrealistic
diabatic states that are composed of contributions from adiabats so well-separated in energy
that no reasonable solvent perturbation could coerce them to mix. It is therefore necessary
that the subspace of adiabatic states used as the basis for localized diabatization be chosen
with care. First, the adiabats included in the subspace should constitute a narrow energy
spectrum; if, on the contrary, the energy difference between adiabatic states is greater than
the potential system-solvent interaction energy, little mixing should occur. Second, there
should be a large energy gap between the states included in the subspace and the states
not included in the subspace. Excluding adiabatic states that are close in energy to the
selected subspace could produce inaccurate results, as they have the potential to mix with
the subspace in the presence of solvent perturbations.
For some systems, it is impossible to select a subspace that adheres to these conditions. The
spectrum of adiabats may be too dense, or the adiabats may have energies that change dra-
matically across the relevant region of nuclear coordinate space. In such cases, the spurious
over-mixing can sometimes be addressed by enforcing local adiabaticity. Introduced as a cri-
terion for GMH, [55] local adiabaticity dictates that any subspace of diabatic states localized
on the same center (such as a single atom or a chromophore) should be locally adiabatic,
i.e., the diabatic couplings within the subspace should be zero. This can be accomplished
by performing a rediagonalization of the Hamiltonian within the selected subspace. Such
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rediagonalization eliminates unphysical states that, for example, are localized to one half of
a benzene molecule or to one side of an atom. This criterion is justified on the grounds that
it eliminates states that are high in energy according to the system Hamiltonian but which
would not make commensurate gains in solvent interaction energy. By performing such re-
diagonalizations judiciously, one may produce realistic diabats from an adiabatic subspace
that fails to conform to the two selection rules described previously. This is demonstrated
clearly for an alkalhi halide system in Chapter 3.
Of course, while there are clear benefits to enforcing local adiabaticity, it is a procedure
that must be performed manually, thereby introducing potentially arbitrary user inputs
and reducing the black box nature of these diabatization procedures. Ideally, the diabati-
zation function itself should weigh the energetic gains and losses from solvent interaction
and localization, and produce diabatic states that converge with respect to the size of the
adiabatic subspace (Nstates) and eschew over-localization. One step in this direction is the
ER-ε localization method, [65] described in Chapter 4, that produces diabats by maximizing
the diabatization function
fER−ε(U) =
∑
A
exp
[
−β
(
EA − C
2
RAAAA
)]
, (2.51)
where EA is the diabatic state energy, β =
1
kBT
, and C is the Pekar factor
C =
1
εe
− 1
εs
, (2.52)
with εe and εs the high-frequency and static dielectric permittivities of the environment,
respectively. By introducing two variable parameters — the temperature T and Pekar fac-
tor C — this function was designed to remove some of the subjective nature of localized
diabatization procedures. In principle, once these parameters are specified based on solvent
conditions, the diabatization should no longer sensitively depend on subjective user inputs.
For example, high-energy excited states will be discouraged from mixing with low-energy
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states due to the exponential state energy penalty built into the function. More gener-
ally, any adiabatic-to-diabatic mixing that increases state energy EA must reduce solvent
interaction energy given by −C2 RAAAA by an equivalent amount, which should eliminate
spurious over-mixing and therefore the need for local rediagonalization and other sorts of
extraneous user inputs.
2.5.3. The validity of localized diabatic states
While localized diabatic states may have many of the properties conventionally associated
with diabatic states, i.e. uniform, local character, the question remains whether such states
correspond in any real way to the historical conception of diabatic states. Specifically:
are the derivative couplings between localized diabatic states small? We have reason to
think that for at least some localized diabatization methods, this is the case: it can be
shown [66] that state pairs which diagonalize any symmetric operator (e.g., dipole moment)
can completely remove the singularity in the DC near a conical intersection. This result
is not surprising in the sense that diagonalizing a (non-energy) observable is one approach
to maintaining consistent character. Consequently, this proof must also apply to the Boys
representation, at least in the limit where it is equivalent to GMH. [57]
While there is no rigorous proof demonstrating that diabatic DCs must be consistently
small, they can be calculated directly in some circumstances. Because localized diabatic
states are simply unitary transformations of a set of adiabatic states, the DC between
localized diabatic states can be written as a sum of two terms: the unitary transformation
of the adiabatic DC plus the gradient of the rotation term itself (Eq. 2.53).
d
[Q]
AB = 〈ΞA| ∇Q |ΞB〉
=
∑
IJ
UIA 〈ΦI | ∇Q |ΦJ〉UJB +
∑
IJ
UIA 〈ΦI |ΦJ〉∇QUJB
=
∑
IJ
UIAd
[Q]
IJ UJB +
∑
I
UIA∇QUIB.
(2.53)
We have developed analytic expressions for both the adiabatic DC [67] and the Boys/BoysOV
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rotation matrix gradient [10] ∇QU within the CIS formalism. As described in Chapter 5, we
are able to use these expressions to demonstrate that a pair of BoysOV states maintains a
small DC magnitude even near an avoided crossing on the corresponding adiabatic PES.
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CHAPTER 3 : Diabatic Coupling for Charge Recombination Via Boys Localization
and Spin-Flip Configuration Interaction Singles
This chapter was adapted from Ref. 68.
3.1. Introduction: modelling charge recombination
Charge transfer (CT) processes come in several varieties. In charge separation (CS), the
magnitude of the difference of local charge between donor and acceptor fragments is in-
creased, typically involving electron transfer between initially neutral donor and acceptor
fragments. In charge recombination (CR), the reverse occurs, usually resulting in the system
returning to its ground electronic state. Charge shift (CSh) processes are those in which
electron density is exchanged, but the magnitude of the difference difference of local charge
is constant; for example, an electron may be transferred from a neutral (anionic) donor
to a cationic (neutral) acceptor. Of particular interest to us is the case of dye-sensitized
solar cells. Here, a certain fraction of sunlight is absorbed by organic molecules, provoking
photoinduced CS which can be harnessed to drive a current which powers a load. Of course,
one can lose a lot of power if the organic molecule returns to its ground electronic state
before permanent charge separation, generating heat via CR. Understanding and predicting
the rates of CS and CR in candidate dye molecules is therefore essential for determining
the potential efficiency of such a device.
The very simplest means to calculate CT rates in a condensed environment is the Marcus
equation in the limit of thermal activation,
kET =
2pi
~
|HAB|2 1√
4piλkbT
exp
(
−(λ+ ∆G
◦)2
4λkbT
)
. (3.1)
Here, λ is the reorganization energy, ∆G◦ is the change in Gibbs free energy for the reaction,
and HAB is the diabatic coupling. Among λ, ∆G, and HAB, the former two quantities can
be obtained by geometric optimization of adiabatic state energies using traditional elec-
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tronic structure packages, assuming weak coupling. As its signifier (HAB) suggests, the
diabatic coupling is the off-diagonal Hamiltonian matrix element between the initial and
final electronic states of the system, which enters all perturbation or golden rule expressions.
Moreover, HAB is the key matrix element which drives all nonadiabatic electronic transi-
tions and thus figures prominently both in Marcus theory and all higher order perturbation
theories and complicated rate expressions. Because the electronic states produced by con-
ventional wavefunction methods are approximations to the full CI adiabatic solutions of the
Schro¨dinger equation, which by definition have no off-diagonal position-local Hamiltonian
elements, non-standard techniques are required to compute these important quantities, as
described below.
With that in mind, suppose we now seek to model a CT event for a particular molecule or
molecular environment, and we begin with standard electronic structure calculations. In
general, the initial and final electronic states for ET processes of model systems will not be
adiabatic eigenstates for one of the following reasons: (i) the effect of external perturbations
including solvent, which are often ignored due to computational cost, (ii) the effect of
intramolecular motion, which is ignored when we consider frozen nuclei, or (iii) the initial
experimental preparation of states. In each case, HAB represents the energetic coupling
between wave functions that are non-stationary with regard to the in vacuo electronic
Hamiltonian.
Several computational techniques for approximating the diabatic couplings have been pro-
posed in the literature. [34–36,38,44–51,53–57,69–88] For reviews on this topic, see Refs. 38 and 69.
One approach for determining couplings is constrained density functional theory (CDFT),
developed by Van Voorhis et al. [48–51] This method computes diabatic states directly by
minimizing the energy of a system using Kohn-Sham density functional theory with the con-
straint that either spin or electronic density must be localized on some set of atomic centers.
On the one hand, CDFT has the advantages of being physically motivated and computa-
tionally inexpensive. On the other hand, because CDFT constraints are applied manually,
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different results can be obtained for different choices of how to localize charge. In particular,
CDFT may be less trustworthy for intramolecular CT, including for donor-bridge-acceptor
(DBA) molecules, and as such, CDFT is often not ideal. Another direct approach de-
veloped by Newton, and later Larsson, Dupuis and coworkers, involves symmetry-broken
self-consistent field (SCF) calculations, in which an SCF calculation with relaxed symme-
try constraints finds localized states as solutions. [70–79] Biorthogonalization of these states
produces diabatic states.
A separate approach for diabatization is to first construct adiabatic states and then ro-
tate these states together to form diabatic states. Several techniques have been proposed
for generating this so-called adiabatic-to-diabatic rotation matrix, U. Some focus on min-
imizing the derivative couplings [34–36,80,81], other focus on keeping a constant electronic
character over configuration space [82,83], such as those proposed by Ruedenberg et al. [44,45]
and Truhlar et al. [46,47,84] We will use localized diabatization techniques, where U is chosen
to imitate the localizing effects of some external perturbation, such as solvent or nuclear
motion. Whereas CDFT forces the electron density to localize around arbitrary atomic
centers, localized diabatization techniques can generate a set of diabatic states without any
parametrization.
Notwithstanding the advantage of being parameter-free, methods that generate diabatic
states by transforming adiabatic states have a particular difficulty with the specific case of
CT reactions involving the ground state. The reason has nothing to do with localized dia-
batization and everything to do with basic electronic structure theory. CR reactions as well
as certain CS and CSh reactions involve transitions to or from the ground electronic state.
Unfortunately, the standard practice in quantum chemistry is to compute a ground state
first and subsequently generate excited states using the same ground state as a reference.
The above procedure is true for CIS, equation of motion coupled-cluster singles and doubles
(EOM-CCSD), or time-dependent DFT (TD-DFT). As such, most wavefunction methods
do not form ground and excited states equivalently or in a balanced manner; any diabati-
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zation scheme that produces diabatic states from such an unbalanced combination of such
ground and excited adiabatic states cannot be expected to be accurate or smooth. To that
end, most calculations of such CT reactions require complete active space self-consistent
field (CASSCF) calculations to produce the initial adiabatic eigenspace. (For some ex-
amples of such in the context of generalized Mulliken-Hush (GMH), see Refs. 89–93.) To
reiterate, when modelling certain CT events, there is a basic electronic structure problem
in computing stable and well-balanced adiabatic states.
With this background in mind, and a desire to compute diabatic states without too much
user input, in this chapter we construct diabatic states applicable to CR by merging (1)
Boys localization and (2) spin-flip CIS (SF-CIS). Both of these methods are black box and
require no chemical intuition. In the first part of this chapter, we describe in further detail
each of these methods. We then present the results of the application of this method to a
model system of molecular LiF and LiF solvated by a single water molecule. There follows
a discussion of these results and future directions for this research.
3.2. Theory and methodology
3.2.1. Localized diabatization techniques
As discussed above, there are many ways to define diabatic states [34,42,44–47,55,56,64,80–84,94–96];
no single definition is appropriate for all situations. However, for the purposes of this chap-
ter, ‘diabatic states’ will refer to electronic states generated by the Boys diabatization
procedure as described below. These states can be thought of as approximating the ‘before’
and ‘after’ states of a CT reaction in which an external perturbation, such as solvent or
nuclear motion, acts to localize the electronic states.
Boys localization [57] is one example of a general class of localized diabatization techniques. [63,64]
Localization procedures similar to these were originally applied to single-electron orbitals;
these diabatization methods can be thought of as the state-space analogues of the localized
molecular orbital methods originally described by Boys, Foster, Edmiston and Rueden-
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berg. [58–62] For molecules with arbitrary molecular geometry, localized diabatization tech-
niques create a set of diabatic states {|ΞI〉} as linear combinations of adiabatic states {|ΦI〉}
through the action of a rotation matrix U. Note that states are labeled by capital letters
(I, J) and orbitals are labelled by lowercase letters (i, j, a, b). For N adiabatic states, we
can write
|ΞI〉 =
N∑
J=1
|ΦJ〉UJI . (3.2)
The rotation matrix U is chosen to maximize a given function, and it is in the specification
of this function that the various diabatization techniques differ. In Boys localization, an
extension of Cave and Newton’s GMH procedure [55,56,97] to multiple charge centers, the
diabatic states are maximally separated by optimizing the sum of the differences between
the dipole moments of the states,
fBoys(U) =
N∑
I,J=1
|〈ΞI |~µ|ΞI〉 − 〈ΞJ |~µ|ΞJ〉|2. (3.3)
Although Boys localization is used exclusively in this chapter, a separate method is the
Edmiston-Ruedenberg (ER) procedure [64], which generates localized states by maximizing
the sum of electronic self-repulsion energies,
fER(U) =
N∑
I=1
∫
dr1
∫
dr2
〈ΞI |ρˆ(r1)|ΞI〉〈ΞI |ρˆ(r2)|ΞI〉
|r1 − r2| , (3.4)
where ρˆ(r) is the density operator, defined as
ρˆ(r) =
all electrons∑
j
δ(r− rj), (3.5)
for rj the position of the j
th electron. These methods have already been used to successfully
predict the triplet-triplet energy transfer rate in donor-bridge-acceptor (DBA) molecules. [63]
34
3.2.2. Spin-flip
The spin-flip family of techniques, developed by Krylov, Head-Gordon et al. use a triplet
(Ms = 1) electronic state as a reference from which other states may be constructed.
[21–23,98–101]
The simplest model, SF-CIS, uses a Hartree-Fock-based reference triplet state and adds sin-
gle spin-flipping excitations to generate both singlet and triplet Ms = 0 states. Formally,
the SF-CIS wavefunction ansatz is
|ΦSF−CIS〉 =
∑
i,a¯
ta¯i |Φa¯i 〉, (3.6)
where the i is an occupied alpha orbital, a¯ is a virtual beta orbital, |Φa¯i 〉 is the SF reference
state after having undergone an i→ a¯ excitation.
For our purposes, spin-flip CIS has several advantages over standard CIS. First and most
importantly, SF-CIS generates the singlet ground state and all excited states equivalently.
More precisely, the ground and excited singlet states are all generated as linear combinations
of single excitations from the reference triplet state, and therefore have the same functional
form. Consequently, the ground singlet state can be rotated into the diabatic basis on equal
footing with the excited singlet states and as such we expect that localization routines
based on SF-CIS will offer more balanced and meaningful diabatic states. By contrast,
standard CIS excited states are generated directly from linear combinations of singly excited
determinants of the ground state. Subsequently mixing the HF ground state and CIS excited
states isn’t expected to yield either meaningful or smooth diabatic states.
Second, in cases of bond forming and breaking, and in cases of charge transfer where there
are avoided crossings between the ground state and excited states, SF-CIS has a better
chance of success than standard CIS. Provided the triplet electronic ground state is well-
defined and well-separated from triplet excited states, the reference state for SF-CIS will
be smooth. All singlet states will then be automatically constructed with multireference
character to allow for static correlation. Whereas standard CIS will certainly fail in these
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cases, the odds are reasonable that SF-CIS will solve the Schro¨dinger equation at least
qualitatively correctly. Hsu et al. have previously taken advantage of these features by
using SF-CIS to calculate diabatic coupling terms from energy splittings in the symmetric
case. [87,88]
3.2.3. Boys-localized SF-CIS states
A method for applying Boys localization to CIS excited states has been described previ-
ously. [63] In the present context, the application to SF-CIS requires nominal adjustments.
Because Boys localization requires only the dipole moments between adiabatic states, we
need only compute the dipole moments between SF-CIS states and then apply the standard
Jacobi sweeps algorithm. [61]
For SF-CIS states (Eq. 3.6), we find
〈ΦI |X|ΦJ〉 =
∑
i
δIJXii −
∑
ija¯
tIa¯i t
Ja¯
j Xij +
∑
ia¯b¯
tIa¯i t
Jb¯
i Xa¯b¯. (3.7)
This quantity has the nearly the same functional form as the equivalent quantity calculated
for standard CIS states; the only difference is that we now include α → β excitations in
place of α→ α and β → β excitations.
3.3. Results
In order to test the method suggested above, we examine the potential energy surfaces of
two model systems: molecular LiF and molecular LiF solvated with a single water molecule.
To make a good comparison, values were obtained with standard CIS and SF-CIS with Boys
diabatization. A modified version of the Q-CHEM software package [102] was used with a
6-31G* basis for all calculations. Single-point calculations were performed along a reaction
coordinate R representing the Li-F internuclear separation. For the solvated system, the
nuclear geometries were optimized and then frozen in place with the exception of the fluorine
atom. Finally, note that because independent calculations are needed for each point along
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the reaction coordinate, arbitrary phases are introduced that affect the sign of the diabatic
coupling. Consequently, the sign of this quantity is chosen to maximize continuity.
Figure 3.2: Energies of the twelve lowest electronic states of molecular LiF in a vacuum
as a function of internuclear separation R. (a) Standard CIS adiabatic states, (b) SF-CIS
adiabatic states, (c) standard CIS diabatic states and (d) SF-CIS diabatic states. States
are ordered by energy in the adiabatic basis, and all states but the single CT state (state 0)
are ordered by energy in the diabatic basis. All non-CT states have been block-diagonalized
after diabatization. Values from the present work were constructed from an adiabatic space
of the 12 lowest-energy eigenstates.
3.3.1. Adiabatic states
Before considering diabatic representations of LiF, we first consider adiabatic energies. The
most pronounced difference between quantities generated by the standard CIS and SF-CIS
calculations is the lack of the closed-shell/open-shell discontinuity in the latter case (Fig.
3.2). This irregularity appears immediately in the adiabatic energies shown in Fig. 3.2a.
The UHF adiabatic energy has a large kink at R = 3.4 A˚. This irregularity is propagated
37
into other quantities as well, including the electric dipoles, the average of the squared total
spin, and the diabatic couplings. By contrast, the SF adiabatic energies are smooth in Fig.
3.2b, as are all other quantities obtained using a SF-CIS basis (Figs. 3.3, 3.6, and 3.8).
Figure 3.3: Diabatic couplings to the CT state from lowest-energy covalent diabatic state
as a function of Li and F internuclear separation R. Depicted are two quantities from the
present work: LiF in a vacuum and LiF solvated by a single, frozen water molecule. Values
from the present work were constructed from the 12 lowest states of the SF adiabatic
eigenspace in the case of molecular LiF, and the 11 lowest states in the case of solvated LiF.
The “WM” values are from Ref. 4, calculated for molecular LiF alone.
3.3.2. Diabatic states
We now turn to the diabatic state energies and couplings (Fig. 3.3). Ab initio calculations
have been used to determine the diabatic coupling of LiF for several decades. [4,103–106] As
a comparison for the diabatic couplings obtained from the present work, we include results
obtained by Werner and Meyer. [4] In their analysis of the system, the two lowest 1Σ+ states
were calculated using multi-configurational SCF with the optimized valence configuration
method and a hand-picked active space. They then produced diabatic states via rotation
with the 2×2 unitary matrix that diagonalizes the dipole along the reaction coordinate. The
present work is nearly black box, and appears to overestimate the peak coupling value by
∼0.005 Hartree with respect to Werner and Meyer’s results. However, the peaks are located
at the same internuclear separation and the behavior of our curves largely replicates that
of Werner and Meyer.
38
Figure 3.4: Energy of 12 lowest electronic states for molecular LiF as a function of reaction
coordinate R, which represents the separation between Li and F nuclei. All states but the
single CT state (state 0) are ordered by energy. These are the energies of states that have
not been block-diagonalized after undergoing diabatization, and consequently demonstrate
some irregularities and the empirical need for rediagonalization of non-CT states.
It should be noted that the diabatic states from the present work have been calculated
using more than two adiabatic states. Instead, we use 12 adiabatic states, so U is 12× 12.
For a discussion of subspace choice, see section 3.5. We emphasize that all diabatic states
have been block-diagonalized after the extraction of the CT state. This is in keeping with
the constraints imposed by Cave and Newton for GMH. [55] Block diagonalization allows for
the states associated with a particular charge center to be locally adiabatic while retain-
ing diabatic coupling terms to electronic states localized elsewhere. LiF diabatic energies
generated without the benefit of block diagonalization (Fig. 3.4) are notably less smooth;
in particular, the diabatization procedure appears to create an unnatural discontinuity be-
tween states 1-3 in the region R ∼= 2.0-2.6 A˚. These apparent discontinuities are caused by
the fact that there is no unique set of Boys localized states for this model problem–the Boys
function appears to have a zero eigenvalue for the Hessian at the optimal point. This seems
logical, because one can only localize down to the atom; when there are multiple states
all with the same excitation character on the same atom center, further localization is not
unique. As such, block localization would appear very important.
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Figure 3.5: Diabatic couplings to the CT state from the 11 lowest-energy covalent diabatic
states as a function of internuclear separation R. Because each calculation is independent,
the signs of these quantities has been chosen to maximize continuity. The “WM” values are
from Ref. 4. See Fig. 3.3 for a more limited and clearer subset of these results.
All 11 diabatic couplings from covalent states to the CT state of molecular LiF in the SF
adiabatic basis can be seen in Fig. 3.5. In order to make this figure clear, in Figs. 3.3 and
3.7 we plot the diabatic coupling for a smaller subset of diabatic states: only the couplings
from the lowest-energy covalent state with non-zero coupling to the CT state are shown.
For R ≤ 3.4 A˚, these couplings are between the CT state and state 4, but for R > 3.4 A˚,
the identity of the appropriate coupling state abruptly changes to state 3. States 3 and
4 happen to be nearly degenerate in the SF adiabatic basis; this irregularity arises from
an incidental switching of their identities at this point. Our SF calculations impose no
symmetry constraints, and only one of these states has 1Σ+ symmetry at each R value.
3.3.3. Solvation effects and Condon Principle
Marcus theory assumes the “Condon approximation,” namely that the diabatic coupling
is independent of nuclear coordinates. When modelling CR in a condensed environment,
we would like to compute the diabatic coupling in vacuum and ignore CR to solvent for
computational savings. As such, ideally the diabatic coupling between the covalent and
ionic states of LiF should not depend on water position or orientation. When a solvent
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molecule is introduced to the system, modest changes in the diabatic coupling are apparent
(Fig. 3.3). The peak of 0.028 Hartree in the isolated case is reduced to 0.026 Hartree
with the introduction of the water molecule. Solvation also induces a peak shift, from
2.45 A˚ separation to 2.75 A˚. This model suggests that coupling is weakened by solvation
with one monomer, although only slightly. The ability of solvent-induced non-Condon
effects to reduce diabatic coupling has been reported previously using dielectric continuum
solvation. [107] In that case, the reduction was determined to be caused by an increase in the
separation between centroids of the relevant donor and acceptor electronic states; a similar
effect might be possible here. Finally, we see that in both the solvated and non-solvated
cases, the diabatic coupling is sensitive to movement along the reaction coordinate. At
large internuclear separations the expected exponential decay HAB ∝ e− 12βR is observed.
In the future, it might be interesting to explore the veracity of the Condon approximation
in larger systems, e.g. by adding a larger solvation shell, although this introduces a new set
of problems, including CT to solvent and long-range Coulomb interaction.
Figure 3.6: Electric dipole along the internuclear axis of 12 lowest SF electronic states of
molecular LiF as a function of internuclear separation R. Values obtained from (a) adiabatic
states and (b) diabatic states are shown. States are ordered by energy in the adiabatic basis,
and all states but the single CT state (state 0) are ordered by energy in the diabatic basis.
Consider how much smoother the values are in the diabatic basis than in the adiabatic
basis. These calculations highlight the changing electronic character of different adiabatic
states at different nuclear geometries, and the power of a diabatic representation.
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3.3.4. Electric dipole moment
In order to highlight the meaning of localized diabatic states, we now look at dipole mo-
ments. The changing character of the adiabatic basis is clear if one examines the electronic
dipole moment as a function of internuclear separation, i.e. our choice of reaction coordinate
(Fig. 3.6a). This picture makes clear how many avoided crossings there are in the adiabatic
basis and why a diabatic basis is useful. The dramatic changes in the dipole moment of the
adiabatic states is almost entirely resolved in the diabatic basis (Fig. 3.6b), suggesting that
this procedure preserves the character of states across configuration space at least for those
states with non-zero dipole moment. The CT state in particular has been isolated over the
entire range of nuclear separations examined.
3.4. Discussion
We have shown that the Boys diabatization method successfully isolates the CT state us-
ing both standard CIS and SF-CIS adiabatic bases. For the standard CIS case, however,
irregularities and discontinuities in the potential energy surface arise from single-reference
character of the reference HF state and are propagated into other quantities, including dia-
batic coupling values. By contrast, quantities generated from SF-CIS states contain none of
these features: we have shown that Boys-localized SF-CIS diabatic states can have smooth
energies, diabatic couplings, electric dipoles, and total spin squared angular momentum.
This approach is nearly black box and does not require much user input or chemical in-
tuition. It also applies to arbitrarily many adiabatic states, as demonstrated here with 12
electronic states. Thus localized diabatization of SF-CIS electronic states appears to be a
promising, low-cost method of obtaining CT rates. That being said, we now address a few
concerns and unexplored issues.
3.4.1. Choice of adiabatic subspace
Because the adiabatic states form a basis for the construction of the diabatic states, the
choice of supspace is essential for localized diabatization. Errors associated with choosing
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Figure 3.7: Diabatic coupling to the CT state from the lowest-energy covalent diabatic state
of molecular LiF as a function of reaction coordinate R, which represents nuclear separation
between Li and F. Calculations were performed using a basis composed of the five lowest
states, the eight lowest states, and the twelve lowest states of the SF adiabatic eigenbasis.
We see from the deviation of the 5 state calculations that this quantity is sensitive to the
number of adiabatic states used as a basis for the diabatization procedure. The “WM”
values are from Ref. 4.
too small of an adiabatic basis can be demonstrated in the current system (Fig. 3.7). Failure
occurs in both the 5- and 8-state calculations when the internuclear distance removes the
ionic state from the adiabatic basis (at 2.6 A˚ and 6.9 A˚, respectively). It is clear in the
5-state calculation that the diabatic couplings have not converged with respect to adiabatic
basis size even before this point. This alone may not be problematic, as recent work shows
more states may not always be better for describing initial and final CT states. [108] Moreover,
the block diagonalization criterion resolves some problems caused by too large an adiabatic
basis. In choosing a subspace, one criterion is certain, however. Because it can be shown that
the degree of mixing between adiabatic states due to nuclear motion is inversely proportional
to their difference in energy, typically all excited states below a certain energy cutoff are
chosen as the basis. This cutoff must be selected to include a converged adiabatic basis,
i.e. one which does not exclude any states that are close in energy to any state included
in the basis and which therefore might contribute significantly to the diabatic states in a
real system. Consequently, the basis is typically chosen to include states below some large
energy gap in CIS spectrum. In the current work, a 12-state basis was chosen because the
43
states included are separated from the next-lowest-energy state by ∼0.3 Hartree. However,
there is no reason to think that such a gap will exist between a convenient set of adiabatic
states in all systems. As this work progresses, a more general procedure for determining
the state cutoff should be explored.
3.4.2. Black box block diagonalization
Block diagonalization after localization is important because one must relax electronic states
with charge or excitation character on the same “fragment.” In the present work, it was
known that only one CT state exists in the state space explored. Selecting the appropriate
subspaces for block diagonalization was a simple matter of identifying the electronic state
with the largest electric dipole along the internuclear axis. However, that approach requires
user input to implement, and as such SF-CIS/Boys localization cannot yet be considered
a wholly black box algorithm. Constructing an algorithm that can automatically relax
diabatic states with charge or excitation character on the same fragment is a key objective
in the future development of this method.
Figure 3.8: 〈S2〉 for 12 lowest SF electronic states of molecular LiF as a function of inter-
nuclear separation R. SF-CIS results in the (a) adiabatic and (b) diabatic basis are shown.
States are ordered by energy in the adiabatic basis, and all states but the single CT state
(state 0) are ordered by energy in the diabatic basis. All non-CT states been block diago-
nalized after diabatization. These quantities demonstrate the high degree of spin purity of
the CT state in the diabatic basis, and the high degree of spin contamination of all other
states.
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3.4.3. Spin contamination and energetic accuracy
Finally, both the standard and SF-CIS results presented here possess a high degree of spin
contamination (Fig. 3.8). Ideally, we should find singlets (S2 = 0) and triplets (S2 = 2).
Instead, we find that most states have 〈S2〉 = 1. That being said, the charge transfer state in
both cases has been made nearly spin-pure by the diabatization process, further suggesting
that this method enforces a sort of uniformity of character across phase space in spite of the
unrestricted nature of the adiabatic basis. However, this cannot be accomplished in general
for every diabatic state in the SF-CIS basis. This problem can likely be addressed by use of
the SF extended single excitation configuration interaction (SF-XCIS) method. [99–101] SF-
XCIS improves the SF-CIS description of states by including the use of singly- and certain
doubly-excited states to produce less spin-contaminated adiabatic states. In principle, this
should provide a more accurate depiction of the potential energy surface with a marginal
increase in computational cost. As demonstrated previously by Casanova et al. in the
similar HF system, SF-XCIS also produces a much more accurate ground state energy for
the dissociation of this type of molecule. [99] These results are born out in LiF as well,
as shown in Fig. 3.9. Our next step is to apply localized diabatization methods to the
SF-XCIS algorithm, and model the effects of the newly added double excitations on the
resulting diabatic states. Following the work of Larsson [109], we don’t expect correlation
effects to be large, but this will be checked explicitly.
3.5. Conclusions
In this chapter, we have presented a general method for obtaining off-diagonal Hamiltonian
coupling elements for intramolecular and intermolecular CT reactions. In contrast to other
available techniques, this method is nearly black box and applicable to multiple charge
centers. Using a model LiF system, it was shown that the diabatization procedure is
capable of producing a set of smoothly varying states that include an isolated CT state.
Furthermore, diabatic couplings are calculated which (1) are only weakly impacted by
the presence of solvent, confirming the Condon approximation, and (2) are comparable
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Figure 3.9: Ground state adiabatic energy of molecular LiF as a function of internuclear
separation R as calculated by both SF-CIS and SF-XCIS procedures. The spin-pure SF-
XCIS energies shows a marked improvement in variational accuracy. Future work will
explore and compare localized diabatization as applied to SF-XCIS adiabatic states.
to previously reported values calculated using MCSCF. The SF/Boys localization method
relies on a level of theory no higher than CIS and does not require a hand-picked active
space. As such, we believe that this combination of algorithms offers a meaningful and
computationally accessible approach for calculating diabatic couplings.
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CHAPTER 4 : Optimal Diabatic States Based on Solvation Parameters
This chapter was adapted from Ref. 65.
4.1. Introduction
Conventional electronic structure calculations generate orthonormal adiabatic states, for
which the electronic charge and excitation are usually delocalized near avoided crossings.
Within the construct of time-dependent quantum mechanics, however, a more interesting
question is: what are the initial and final electronic states of a physical system under-
going electron transfer (ET) or excitation energy transfer (EET)? These electronic states
are usually denoted diabatic states (in contrast with the ‘historical’ definition of diabatic
states as those with minimal derivative couplings [34–36]), and for these states, electronic
charge or excitation is necessarily localized, even at an avoided crossing. In principle,
diabatic states should be stationary with respect to perturbations from nuclear motion
(Born-Oppenheimer coupling) or, as we have argued, [63,64] to fluctuations in solvent struc-
ture. Methods that construct such diabatic states do so by (i) imposing constraints on
wavefunctions [42,46,47,70–74,76–78,84] or density, [110] such as constrained density functional
theory, [48–51,111] or (ii) rotating a basis of adiabatic states, either to diagonalize an observ-
able, [52–54,85,112] a technique most notably used in the generalized Mulliken-Hush method
developed by Cave and Newton, [55,56] or more generally, to optimize some diabatization
function. [57,63,64,68]
Now, supposing we can generate a set of reasonable diabatic states, we can imagine two
different uses for such an electronic basis. First, one might use such states in the context
of Marcus theory to model ET [38,48–52,55–57,64,68–74,76–78,110,111] or EET [53,54,63,64,85,112–114]
according to golden rule perturbation theory. This scenario only makes sense if (i) the
electronic coupling is small; (ii) the electronic coupling doesn’t depend on nuclear constraints
(in accordance with the Condon approximation), which effectively restricts the usefulness
of such couplings to rigid molecules (for example, see Ref. 63); (iii) the derivative couplings
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between such diabatic states must be mostly negligible. In this context and the activated
crossing limit, diabatic potential energy surfaces (PESs) are unnecessary; one needs only
an approximate value for the electronic coupling (HIF ) for the Marcus rate of ET,
[113,114]
kIF =
2pi
~
|HIF |2
√
1
4piλkBT
e−(∆G
◦+λ)2/4λkBT , (4.1)
in which the indices I and F refer to the initial and final electronic states of the system,
λ is the solvent reorganization energy, and ∆G◦ is the change in free energy between the
fully relaxed initial and final states.
Of course, there is a second scenario wherein one needs diabatic potential energy surfaces
in addition to the diabatic and derivative couplings, all as a function of nuclear coordinates
ζ. Namely, if one of the three conditions above is not satisfied, and thus one cannot simply
apply Marcus theory. In this case, one must run some version of nonadiabatic dynamics
for a more comprehensive picture of ET/EET. [115] To do so, a good first step is to develop
optimal smooth diabatic PESs, which should optimally have small diabatic and derivative
couplings, along the lines of Michael Herman’s suggestion. [116,117]
To that end, in this chapter we propose to generate such diabatic states using an implicit
solvent (with Pekar factor C) to model environmental effects that are absent in our electronic
structure calculations. Certainly solvent can play a role in understanding diabatic states. [89]
In fact, a strong motivation for this chapter is the work of Yeganeh and Van Voorhis, [118] who
incorporated temperature and system-solvent coupling parameters into a new method for
evaluating diabatic states for a model spin-boson Hamiltonian. In this chapter we report a
localized diabatization method that is both sensitive to environmental conditions and which
produces diabatic states for arbitrary systems, in a sense extending the approach used in
Ref. 118. All of this is done within the framework of conventional electronic structure
calculations. Armed with such a new tool, we will explore whether one should expect
diabatic states with localized electronic charge, excitation, or couplings, and the subsequent
consequences for predicted ET/EET rates.
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4.2. Notation
The uppercase letters {I, J,K,L} index adiabatic electronic states, while A will be used
to index diabatic electronic states. The lowercase letters {i, a, p, q, r, s} index molecular
orbitals, with i and a indexing occupied and virtual orbitals, respectively. An uppercase
italic E denotes a diagonal element of the Hamiltonian H. Electronic states are denoted Φ,
and diabatic states in particular are denoted Ξ. All other terms are explained as they arise.
4.3. Theory and methodology
In order to generate our optimal diabatic states, we use some variation of localized diabati-
zation: a basis of N adiabatic electronic states is mixed together via an adiabatic-to-diabatic
rotation matrix U, such that
ΞA =
N∑
I=1
ΦIUIA. (4.2)
This rotation matrix is chosen by optimizing some diabatization function f(U). Because
N is generally small, the computational cost of any such procedure is minimal compared to
that of the electronic structure technique used to generate the adiabatic basis. Previously,
our research group has explored ER (Edmiston-Ruedenberg) diabatization [64] as a means to
create localized electronic states for golden rule ET/EET rates. In principle, ER diabatic
states are derived by including electrostatic interactions from a homogeneous linear dielec-
tric solvent. The relevant diabatization function, fER (Eq. 4.3), accounts for system-solvent
interactions by summing the solvation energies of the diabatic states (up to a constant).
fER(U) =
N∑
A=1
∫
dr1
∫
dr2
〈ΞA|ρˆ(r1)|ΞA〉〈ΞA|ρˆ(r2)|ΞA〉
|r1 − r2| (4.3)
≡
N∑
A=1
RAAAA (4.4)
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In fER, the diabatic self-interaction term RAAAA can be obtained from the adiabatic self-
interaction tensor via the transformation
RAAAA =
N∑
I,J,K,L=1
UIAUJAUKAULARIJKL, (4.5)
and the density operator ρˆ is defined
ρˆ(r) =
all electrons∑
i=1
δ(r− ri), (4.6)
where ri is the position operator for the i
th electron.
Although ER localization has many advantages, there are two drawbacks to the procedure:
(i) ER diabatization does not take the energy difference between states into account, and
will therefore mix states together even when such states are separated by a large energy
gap, provided there is enough gain in solvation energy. In other words, ER diabatization
‘over-mixes’ adiabatic states because it ignores the off-diagonal fluctuations in the electronic
Hamiltonian. Consequently, diabatic states constructed by maximizing fER can strongly
depend on the choice of adiabatic basis (in particular, the number of adiabatic states), which
is not optimal. (ii) The localization function fER is independent of temperature or any kind
of solvent parameter, and therefore is insensitive to environmental conditions, which is not
always realistic. The original justification for ER [64] was based on a strong polar solvent,
which limits the generality of the algorithm.
To correct these deficiencies and ideally generate optimal PESs for surface hopping, we
propose a new localization function, fER−ε (Eq. 4.7). This function uses the same ap-
proximation of a linear dielectric solvent as fER, but now mediates its effect on the system
through the inclusion of diabatic state energies in addition to the temperature and polarity
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of the medium. We define fER−ε as
fER−ε(U) =
N∑
A=1
exp
(
−β
(
EA − C
2
RAAAA
))
, (4.7)
where the diabatic state energies can be obtained from the adiabatic Hamiltonian via the
transformation
EA =
N∑
I,J=1
UIAUJAHIJ =
N∑
I=1
U2IAEI , (4.8)
where β = 1kBT (see also Appendix A.4), and where C is the Pekar factor,
C =
1
εe
− 1
εs
, (4.9)
with εe and εs the high-frequency and static dielectric permittivities of the environment,
respectively. The Pekar factor was chosen as a coefficient to this term so that only the
permanent dipole contributions are taken into account when calculating the system-bath
interaction energy. Although the electronic contributions from the solvent are important,
these cannot be adequately accounted for without treating the solvent at a much higher
level of theory. [119] Consequently, this method assumes that the solvent is only able to
reorient slowly with respect to the system, allowing nuclei to be treated classically. Both
this system-solvent interaction term and the electronic state energy are incorporated into the
ER-ε function (Eq. 4.7) in such a way that maximizing fER−ε is approximately analogous to
minimizing the Helmholtz free energy A (Eq. 4.10) for an electronic Hamiltonian perturbed
by solvent interactions, with H = Hel +Hsystem-bath. See Appendix A.5 for a more detailed
description of how fER− is maximized in practice.
A = −β−1 ln Tr
(
e−βH
)
= −β−1 ln
(∑
I
e−βEI
)
(4.10)
The new ER-ε function addresses the shortcomings of ER diabatization in two ways. First,
by including state energies in the expression for fER−ε, this method discourages mixing be-
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tween states that have different energies, i.e., where the energy difference between adiabatic
states is larger than any possible gain in solvation energy. Second, this function introduces
parameters for temperature and solvent polarity, which can account for the different degrees
of localization resulting from changing the solvent environment.
Furthermore, fER−ε behaves appropriately in the required limiting cases. For example, in
the high temperature limit, the function becomes
lim
β→0
fER−ε(U) ≈ 1− βTr(H) + βC
2
N∑
A=1
RAAAA. (4.11)
Because the trace of the Hamiltonian is invariant under unitary transformation, maximizing
fER−ε becomes equivalent to maximizing fER. Thus, fER−ε recovers the expected behav-
ior in the high temperature limit, i.e. the localization of charge or excitation density in
response to rapid nuclear motion, and subsequent electronic decoherence (in the localized
basis). [120–122] Conversely, at lower temperatures nuclei become effectively frozen, therefore
allowing electronic tunneling to dominate, resulting in delocalized excitations [121,122] and
coherent oscillations between diabatic electronic states. [120] As a result, there is a well-
known transition between band and hopping descriptions of electron transfer as a function
of increasing temperature. [121,122]
Similarly, in the case of a very small Pekar factor (which is equivalent to removing the
solvent), the ER-ε function becomes
lim
C→0
fER−ε(U) =
N∑
A=1
exp (−βEA) . (4.12)
Maximizing this expression is equivalent to diagonalizing the Hamiltonian, therefore recov-
ering adiabatic states in a vacuum. By increasing C, the system-solvent interaction term
can be ‘turned on,’ thus continuously increasing the amount of state localization. The
strength of the ER-ε approach is that by altering these parameters, we can walk between
maximally localized and delocalized electronic states as a function of solvent polarity (C)
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and temperature (T ).
4.4. Results
We have modified the Q-CHEM 3.2 package [102] to implement ER-ε diabatization, and
tested the procedure on both intramolecular and intermolecular model systems. All excited
state calculations were performed using standard configuration interaction singles (CIS)
with a 6-31G* basis. ER-ε states are computed assuming benzene solvent (C = 0.5 [123–125])
at room temperature (T = 298 K) unless otherwise specified. All visualizations were gen-
erated using VMD. [126]
Figure 4.10: DBA molecule in which the 4-benzaldehydeyl donor and the 2-naphthyl accep-
tor groups are joined at 1,4-equitorial positions on a cyclohexane bridge, henceforth known
as C-1,4ee. Here C-1,4ee is shown in the geometry optimized for the A*D configuration of
the T1 excited state.
4.4.1. Multi-state mixing and total coupling minimization
As discussed in section 4.3, according to many modern diabatization algorithms, diabatic
states are constructed without reference to the energy differences between adiabatic states,
thereby generating over-mixed diabatic states which must be remedied by block diagonal-
ization of charge centers after mixing. [55,56,68] The ER-ε diabatization function was designed
in part to remedy such unphysical behavior. In order to evaluate the new function’s ten-
dency to over-mix, we will compare ER-ε with ER diabatic states along an EET reaction
coordinate using a large (N = 7) adiabatic basis, including states separated by both large
and small energy gaps. In particular, we have modelled the lowest-energy triplet states of
the system identified as C-1,4ee by Closs et al. in Ref. 11: a donor-bridge-acceptor (DBA)
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molecule in which the donor and acceptor are joined to a cyclohexane bridge at 1,4 equa-
torial positions (Fig. 4.10). In Ref. 11, the donor is a 4-benzophenoneyl group, and the
acceptor is a 2-naphthyl group, but in the current work we substitute 4-benzaldehydeyl as
the donor for simplicity (as in Ref. 63). The surfaces and diabatic couplings are calculated
over a set of nuclear geometries interpolated linearly between optimized A*D and AD*
minimum-energy configurations of the T1 state.
Figure 4.11: PES of the seven lowest-energy triplet states of C-1,4ee in three bases: (a) the
adiabatic basis, (b) the ER diabatic basis, and (c) the ER-ε diabatic basis. The reaction
coordinate ζ denotes a linear interpolation between two geometries: ζ = 0 corresponds
to the optimized A*D geometry, and ζ = 1 corresponds to the optimized AD* geometry.
While the two lowest-energy ER diabatic states are clearly over-mixed with higher-energy
states, this is not a problem for ER-ε diabatic states.
The diabatic state energies for the DBA system are presented in Fig. 4.11. Although ER
has been shown to perform well on this system with a smaller (N = 2) adiabatic basis, [63]
it clearly fails if a larger basis is employed. Of particular concern is the over-mixing of T1
and T2 with higher-energy states, as these states are energetically well-separated from the
remainder of the basis set. Admittedly, this over-mixing is not entirely unexpected, as the
ER diabatization function does not take state energies into account, as discussed in section
4.3. Nevertheless, the ER-ε states do not appear to be over-mixed (Fig. 4.11c). Although
there is mixing among the closely-spaced, high-energy states (T4-T7), the energies of T1 and
T2 are virtually identical to that of their adiabatic counterparts, indicating minimal mixing
between these states and higher-energy states. However, it is clear that mixing does occur
between states T1 and T2 in this basis, as evidenced by the diabatic couplings shown in Fig.
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4.12. This result suggests that given enough adiabatic states (with high enough energy),
one can construct meaningful diabatic states without having to cherry-pick an adiabatic
subspace or manually block-diagonalize after diabatization. [68]
Figure 4.12: Diabatic coupling between the two lowest-energy triplet states of C-1,4ee:
the reaction coordinate ζ denotes a linear interpolation between two geometries; ζ = 0
corresponds to the optimized A*D geometry, and ζ = 1 corresponds to the optimized
AD* geometry. The diabatic coupling calculated by ER localization is nearly constant
over the reaction coordinate, while that produced by ER-ε peaks at ζ = 0.85, close to the
avoided crossing at ζ = 0.887. Notice also that the two ER-ε couplings are very similar,
despite having been generated from adiabatic bases of different size, indicating that ER-ε
localization is not prone to over-mixing.
Another way to determine the effect of basis set size on diabatic states is to calculate
the diabatic coupling between states, as shown in in Fig. 4.12. The first thing to note
is that whether we include two or seven states in the adiabatic basis, ER-ε yields nearly
the same diabatic couplings between states T1 and T2, providing further corroboration
that this method is resistant to over-mixing. The second salient feature of Fig. 4.12 is
the ζ-dependence of the diabatic couplings. On the one hand, the ER diabatic coupling
is essentially constant with respect to the reaction coordinate, suggesting the Condon ap-
proximation should hold, and ER diabatic states can be used in the context of Marcus the-
ory. [113,114] On the other hand, the ER-ε diabatic coupling is maximized close to the avoided
crossing and is small elsewhere. While the latter behavior does not take full advantage of
the Condon approximation, these data suggest a reason why diabatic states from ER-ε may
be useful for semiclassical dynamics: both the derivative and the diabatic couplings for the
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ER-ε diabatic states should be negligible outside a small volume of configuration space,
thus simplifying and localizing certain kinds of dynamics calculations. For example, such
states were originally suggested [116,117] to be optimal for surface-hopping [127] calculations.
We wonder if these ‘optimal diabatic states’ might also be helpful in the context of multiple
spawning. [128–131]
Figure 4.13: Magnitude of the approximate derivative coupling between the two lowest-
energy triplet states of C-1,4ee: the reaction coordinate ζ denotes a linear interpolation
between two geometries; ζ = 0 corresponds to the optimized A*D geometry, and ζ =
1 corresponds to the optimized AD* geometry. Derivative couplings in three bases are
represented: the adiabatic basis, the ER diabatic basis, and the ER-ε diabatic basis. In
the adiabatic basis, the derivative coupling becomes large close to the avoided crossing at
ζ = 0.887, as expected, reaching values as large as 750 a−10 . In the ER basis, the derivative
couplings are consistently small, peaking at 0.05 a−10 . In the ER-ε basis, derivative couplings
match adiabatic values for many nuclear geometries, and become as large as 0.17 a−10 . Close
to the avoided crossing, however, this is not the case, and the enormous couplings present
in the adiabatic basis are eliminated. The apparent ‘kink’ in the ER-ε derivative coupling
is in fact a sign change (see Fig. 4.14).
Although an analytical method for calculating the derivative coupling between localized
diabatic CIS states is not yet available, an estimate of this quantity may be obtained via
finite difference approximation,
〈ΦI |d
dζ
ΦJ〉 ≈ 〈ΦI(ζ)|ΦJ(ζ + h)〉 − 〈ΦI(ζ)|ΦJ(ζ − h)〉
2h
, (4.13)
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where |ΦI〉 and |ΦJ〉 are CIS states that are functions of an arbitrary reaction coordinate ζ.
In the present work, changes in molecular orbitals are neglected in calculating cross-state
overlap, so that CIS states can be expressed
|ΦI〉 ≈
∑
i,a
tI,ai (ζ)|Φai 〉. (4.14)
In this approximation, overlaps are determined solely by CIS amplitudes t, so that
〈ΦI(ζ)|ΦJ(ζ + h)〉 =
∑
i,a
tI,ai (ζ)t
J,a
i (ζ + h). (4.15)
A more detailed desription of how to obtain finite difference derivative couplings is described
in Appendix A.3.
The approximate magnitudes of the derivative couplings with respect to movement along the
triplet-triplet energy transfer reaction coordinate are shown in Figs. 4.13 and 4.14. While
the adiabatic derivative coupling becomes large near the avoided crossing (ζ = 0.887), the
derivative couplings in both diabatic bases remain small across all geometries explored.
In the ER basis, derivative couplings are reliably small, peaking at 0.05 a−10 . While the
derivative coupling in the ER-ε is often larger than that in the ER basis, it does not suffer
from the enormous couplings present near the avoided crossing in the adiabatic basis. This
behavior results from the penalties incurred in fER-ε when adiabatic state energies differ
by too great an amount: mixing is discouraged everywhere but near the avoided crossing.
Although this property of fER-ε results in generally larger derivative couplings than in the
ER basis, the very large derivative couplings in the adiabatic basis are nonetheless avoided,
and this is achieved without accumulating a consistently large diabatic coupling (see Fig.
4.12). As our goal is to minimize the total couplings between states (both diabatic and
derivative), this is a promising initial result.
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Figure 4.14: Approximate derivative coupling between the two lowest-energy triplet states
of C-1,4ee: the reaction coordinate ζ denotes a linear interpolation between two geometries;
ζ = 0 corresponds to the optimized A*D geometry, and ζ = 1 corresponds to the optimized
AD* geometry. Derivative couplings in three bases are represented: the adiabatic basis, the
ER diabatic basis, and the ER-ε diabatic basis. The derivative coupling values presented
here are identical to those presented in Fig. 4.13, with the exception that sign information
has been included in this figure. The ‘kink’ in the ER-ε derivative coupling near the avoided
crossing in Fig. 4.13 is in fact a change of sign, as shown here.
4.4.2. Localization phase diagrams
Because ER-ε includes measurable solvation parameters, it is essential that the behavior
of the function responds to these parameters in a realistic way. In order to investigate the
influence of these parameters on ER-ε diabatic states, we have calculated the magnitude of
mixing as a function of T and C. For simplicity, a two state adiabatic basis was used, and
therefore the mixing information from the rotation matrix
U =
 cos(θ) − sin(θ)
sin(θ) cos(θ)
 (4.16)
can be condensed into a single mixing angle θ. In our model system, as must be true, the
electronic excitation density is completely delocalized in the adiabatic basis at the crossing
point, so any subsequent mixing between these states can only serve to localize the excitation
density.
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Figure 4.15: Localization phase diagram of S1 and S2 states of dibenzene: the degree of
mixing between states S1 and S2 of the molecular system is presented via mixing angle θ as
a function of Pekar factor C and temperature T . A mixing angle of θ = 0 represents total
delocalization (unchanged from adiabatic states), and θ = pi4 represents total localization.
The model predicts complete localization of these electronic states at room temperature for
a sufficiently polar (C ' 0.6) solvent.
To evaluate the effects of external environment and solvation parameters on state local-
ization, we chose as our model system the two lowest-energy excited singlet states of two
adjacent benzene molecules. For our calculations, the two rings are oriented in a clamshell
configuration, rotated 7pi16 radians with respect to one another, and are separated at their
closest point by 2.54 A˚. Our results are summarized in Fig. 4.15. We see a dramatic shift
from fully delocalized (θ = 0) to fully localized (θ = pi4 ) as C and T are increased beyond a
certain threshold. To illustrate this effect, we have included attachment/detachment den-
sities of the bimolecular system at three points on the phase diagram (Fig. 4.16). These
results correspond nicely with our intuitive understanding of electronic behavior in a con-
densed environment: higher temperatures reflect rapid solvent motion, which encourages
the electronic states to localize. [121,122] As discussed previously, fER−ε enforces maximal lo-
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calization in the high-temperature limit (Eq. 4.11). However, no localization was observed
in this system for small Pekar factor (C / 0.4) below 400 K. It is clear that the localization
effects of temperature can be strongly mediated by the polarity of the solvent.
Figure 4.16: Attachment/detachment densities of the lowest-energy singlet excited state of
the dibenzene system in in the ER-ε basis with three different sets of solvation parameters:
(a) C = 0.4 and T = 200 K, (b) C = 0.8 and T = 200 K, and (c) C = 0.8 and T = 300 K.
In each case, top figure is the attachment density, and the bottom figure is the detachment
density. As solvent perturbations are applied, the delocalized excitation in the adiabatic
basis begins to localize onto one ring. Increasing the polarity and temperature of the
environment results in more rapid solvent fluctuations which further trap electron density.
As shown above, the degree of localization determined by fER−ε responds in an appropriate
way to changes in T and C, and our method allows a very rough qualitative prediction of
electronic properties of bichromophores in solution. To test our predictions, it would be
interesting to see an experimental evaluation of state localization as a function of solvent and
temperature, perhaps via time-dependent fluorescence anisotropy measurements. Choosing
an appropriate model system would be key to the success of such an endeavor; in our
model of localized diabatization, we account for nuclear motion only through a dielectric
parameter, never explicitly, so systems with strong intramolecular vibronic coupling likely
cannot be represented accurately by the electronic structure at only one nuclear geometry
(the crossing point); instead, some nuclear dynamics calculations are probably necessary.
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4.5. Conclusions and future directions
We have introduced the ER-ε localization function as a simple, low-cost method for ob-
taining diabatic states of molecules in a condensed environment. Not only is this method
more realistically independent of adiabatic basis than previous methods (section 4.4.1), but
it also makes qualitative predictions about state localization as a function of the dielectric
constant and solvent temperature (section 4.4.2).
As previously mentioned, a principle application of this method is to generate potential en-
ergy surfaces for semiclassical surface hopping calculations. Our preliminary results strongly
support the proposition that ER-ε diabatic states offer a decent approximation to the op-
timal diabatic basis in which total coupling (diabatic and derivative) between electronic
surfaces is minimized. However, we have only determined the couplings along a single re-
action coordinate; a more thorough exploration of configuration space is needed to confirm
that the couplings between surfaces in the ER-ε basis are consistently small over the all
accessible geometries. In order to efficiently accomplish this goal, an analytic evaluation
of the derivative couplings of ER-ε states is necessary. As such, we will soon derive and
implement such an algorithm. In the end, if the ER-ε basis succeeds in minimizing inter-
state coupling, it may prove to be a valuable tool in performing tractable surface-hopping
calculations and pushing the limits of nonadiabatic dynamics simulations. As a side note,
ER-ε orbitals could be interesting as well, in the context of local correlation theory, as such
valence orbitals may have sparse electron-electron correlations.
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CHAPTER 5 : An Analysis of Localized Diabatic States Beyond the Condon
Approximation for Excitation Energy Transfer Processes
This chapter was adapted from Ref. 132.
5.1. Introduction
The ability to properly model nonadiabatic dynamics is essential for understanding innu-
merable chemical systems. [133] Problems in the field of nonadiabatic dynamics are commonly
approached, at least in a conceptual framework, from the perspective of the strictly dia-
batic electronic representation. Strictly diabatic wavefunctions ({|ΞA〉}) are defined by the
characteristic that they are not coupled to each other by nuclear momentum, or in other
words, that the derivative couplings (DCs) are zero,
d
[Q]
AB = 〈ΞA|∇Q|ΞB〉 = 0, (5.1)
where Q indexes a nuclear degree of freedom. While they are not coupled by nuclear
momentum, diabatic states are coupled by elements of the electronic Hamiltonian (HAB)
called diabatic couplings. If this Hamiltonian is diagonalized, of course, one obtains the
adiabatic basis of electronic states. The cost of this transformation is that the derivative
couplings in the new basis are inversely proportional to the energy difference between the
states that they couple (d
[Q]
IJ ∝ (EJ −EI)−1), and can therefore become large near avoided
crossings and diverge near conical intersections. For a brief review of the representation
dependence of derivative couplings within the spin boson model, see Appendix A.1.
While a strictly diabatic basis would be useful, in practice it is impossible to obtain. [37,38]
In its place, numerous approximations (called simply ‘diabatic’ states) have been proposed.
One approach is to directly minimize DCs along a given reaction path. [34] In more recent
years, Yarkony has proposed a method that can minimize derivative couplings for small-
to medium-sized systems. [134,135] Other methods approximate diabatic states by construct-
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ing a basis in which the states change little with respect to nuclear motion; such methods
include Pacher, Cederbaum, and Ko¨ppel’s block diagonalization, [43] Atchity, Ruedenberg,
et al.’s configurational uniformity, [44,45] and Nakamura and Truhlar’s fourfold way. [46,47,84]
Still other techniques approach the problem more obliquely; the Generalized Mulliken-Hush
(GMH) algorithm of Cave and Newton [55,56] approximates diabatic states as eigenstates of
a component of the dipole operator, utilizing the heuristic property that diabatic states
for electron transfer (ET) processes tend to be localized in space. The idea that singular
derivative couplings could be removed by obtaining the eigenstates of an observable was
later formally demonstrated by Yarkony. [66,136,137] Lastly, there are a plethora of techniques
which produce diabatic states by localizing wavefunctions, including Voityuk’s fragment
charge difference (FCD) method; [52] Hsu’s extension of FCD to excitation energy transfer
(EET) systems, fragment excitation difference (FED); [53,54,85] and Boys and ER localiza-
tion. [57,63,64] The concept of charge localization in ET states was also applied to the con-
struction of diabatic densities in the context of density functional theory (DFT) by Van
Voorhis et al. [49–51] For comprehensive reviews on this topic, see Refs. 38 and 69. The
current work is concerned with localized diabatization schemes, [57,63–65] for which diabatic
ET and EET states can be approximated by a linear combination of adiabatic states de-
termined by minimizing a functional of the electronic subspace. Hereafter, any reference to
diabatic states will refer to localized diabatic states.
As discussed in previous publications, [10,65] localized diabatic states could potentially be
used with several nonadiabatic dynamics methods, [138,139] especially those that are agnostic
to electronic representation. [127,140–142] In order to propagate dynamics in a localized dia-
batic representation, it is necessary to have an efficient way to determine diabatic gradient
quantities; it would be even better to establish that derivative couplings in such a represen-
tation are negligible for a particular system. Additionally, localized diabatization methods
have been used in the context of Marcus theory to accurately model [63] the rate of triplet-
triplet EET in systems studied by Closs et al. [11,143] While theoretical and experimental
results agreed reasonably well, until now we have not been able to prove beyond doubt that
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this success was not coincidental. After all, Marcus theory is formally applicable only to
strictly diabatic states.
In this manuscript, we use our newly-developed analytic gradient theory for diabatic states [10]
to reexamine the validity of locally diabatic states and to ascertain definitively whether the
Closs systems conform to the approximations of Marcus theory. With these considerations
in mind, first, we compare the DCs of these molecules in the adiabatic and diabatic rep-
resentations. If the diabatic states are similar to the strictly diabatic states postulated by
Marcus, one should expect that their DCs are insignificant even near avoided crossings.
Second, we use diabatic Hamiltonian gradients to estimate how much the diabatic coupling
changes within the configuration space available to these systems at room temperature. In
addition to assuming strictly diabatic states, Marcus theory assumes the Condon approxi-
mation, which posits that the diabatic couplings do not change significantly, and we show
that it holds true here. Third and finally, in the discussion section, we will present and
evaluate an approximation which can produce diabatic state gradient quantities at the cost
of producing adiabatic derivative couplings.
5.2. Notation
The upper case letters {I, J,K,L} index adiabatic electronic states, while {A,B,C} are used
to index diabatic electronic states. The lower case letters {i, j} index occupied molecular
orbitals, while {a, b} index virtual molecular orbitals. Following the convention established
in Ref. 67, nuclear degrees of freedom in the Cartesian basis are indexed by the letter Q, and
gradients with respect to such degrees of freedom are denoted by a superscript Q enclosed
in square brackets, such as f [Q]. Nuclear degrees of freedom in the basis of normal modes
are indexed by the letter η, and gradients are similarly represented as superscripts enclosed
in brackets, e.g. f [η]. Diabatic states are denoted |Ξ〉, adiabatic states are denoted |Φ〉, and
derivative couplings are denoted d
[Q]
IJ . All other terms are explained as they arise.
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5.3. Theory
5.3.1. Localized diabatization
The localized diabatization method is an inexpensive, black-box method for generating a
diabatic electronic basis as a linear combination of adiabatic states. Localized diabatic
states are obtained by mixing a basis of M adiabatic states via an adiabatic-to-diabatic
transformation matrix U, such that
|ΞA〉 =
M∑
I=1
UAI |ΦI〉, (5.2)
where U is chosen (1) to be unitary, ensuring orthonormal diabats, and (2) to maximize
some diabatization function. Three such functions, GMH, Boys, and BoysOV, are defined in
terms of state dipole operators, so their respective analytic gradient expressions have many
similarities, which will be described below. Diabatic states in the GMH representation
must have a dipole operator that is diagonalized in the direction of charge transfer. [55] Boys
diabatization represents an extension of this method to multiple centers of charge, and in
fact reduces to GMH for two-state systems. [57] In principle, Boys diabatic states can be
thought of as adiabatic states perturbed by the approximate effects of a strongly localizing
solvent bath, one which exerts a linear electrostatic potential on the electronic system
being diabatized. Consequently, maximizing this interaction is equivalent to maximizing
the localization function fBoys, given by
fBoys(U) = fBoys({ΞA}) (5.3)
=
M∑
A,B=1
|〈ΞA|µ|ΞA〉 − 〈ΞB|µ|ΞB〉|2, (5.4)
where µ is the electronic dipole operator. Boys diabatic states are useful for localizing
ET states, but are subject to certain limitations. In particular, the Boys method is un-
able to localize the electronic states of an EET system, in which electronic excitation, not
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charge, becomes localized. An alternative method, called BoysOV localization, [63] uses a
diabatization function given by
fBoysOV(U) =
M∑
A,B=1
|〈ΞA|µocc|ΞA〉 − 〈ΞB|µocc|ΞB〉|2 (5.5)
+
M∑
A,B=1
|〈ΞA|µvirt|ΞA〉 − 〈ΞB|µvirt|ΞB〉|2, (5.6)
where the dipole operators µocc and µvirt only interact with occupied and virtual orbital
densities, respectively. For CIS states, this means
〈ΞA|µocc|ΞB〉 = µoccAB = −
∑
i,j,a
tA,ai t
B,a
j µij (5.7)
and
〈ΞA|µvirt|ΞB〉 = µvirtAB =
∑
i,a,b
tA,ai t
B,b
i µab, (5.8)
where we have introduced CIS amplitudes {t}. By separately localizing these two types
of electron densities, BoysOV allows for the localization of excitations for a given set of
states, even if charge cannot be localized for the same subspace. Formally, BoysOV can be
easily applied to CIS or time-dependent density functional theory under the Tamm-Dancoff
approximation (TD-DFT/TDA), but further generalizations are possible (see Appendix
A.2).
5.3.2. Derivative couplings between localized diabatic states
The formal expression for derivative couplings between localized diabatic states can be
written simply as
d
[Q]
AB =
∑
IJ
UAId
[Q]
IJ UBJ +
∑
I
UAIU
[Q]
BI . (5.9)
Expressions for the derivative couplings [144–152] and gradients [153–157] of CI adiabatic states
are available, and we have described methods for obtaining analytic derivative couplings
between adiabatic states within the CIS formalism. [67] To calculate any gradient quantity
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within a diabatic representation also requires the transformation matrix gradient, U[Q]. The
process for calculating U[Q] for Boys diabatic states is described in detail in Ref. 10. Here,
we will broadly describe the process for the three localized diabatization schemes that make
use of dipole operators: GMH, Boys, and BoysOV localization. In each case, there are two
groups of constraints on the diabatic states which can be used to construct a supermatrix
equation, ∑
CK
AABCK
BABCK
U [Q]CK = −
 0
C[Q]AB
 , (5.10)
which can subsequently be solved to obtain U[Q]. The first set of constraints,
∑
CK
AABCKU [Q]CK = 0, (5.11)
arises from the condition that diabatic states must be orthonormal,
∑
I
UAIUBI = δAB. (5.12)
If we take the gradient of Eq. 5.12 with respect to nuclear degrees of freedom Q, we obtain
∑
I
U
[Q]
AI UBI +
∑
I
UAIU
[Q]
BI = 0, (5.13)
which holds for all state pairs A ≥ B. This result can be rearranged in the form of Eq.
5.11, where AABCK = δACUBK + δBCUAK .
While the unitarity condition is true for all localized diabatization schemes, in order to fully
define the M2 elements of U[Q] we must turn to the second set of constraints,
∑
CK
BABCKU [Q]CK = −C[Q]AB, (5.14)
which involve conditions specific to each scheme. By definition, [55] GMH states must be
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constructed such that for M = 2,
µAB · (µ11 − µ22) = 0 (5.15)
where µ11 and µ22 are diagonal elements of the dipole operator in the adiabatic basis,
localized on the two different charge centers associated with the ET reaction. Taking the
gradient of Eq. 5.15 with respect to nuclear degrees of freedom Q again allows us to express
U[Q] in the context of a supermatrix equation (Eq. 5.14), for which
BGMHABCK =δACµBK · (µ11 − µ22) (5.16)
+δBCµAK · (µ11 − µ22) (5.17)
and
CGMH[Q]AB =
∑
IJ
[
µ
[Q]
IJ · (µ11 − µ22) + µIJ ·
(
µ
[Q]
11 − µ[Q]22
)]
UAIUBJ . (5.18)
A similar approach is used to define the constraints on U[Q] for the Boys representation. It
can be shown [57] that the condition
µAB · (µAA − µBB) = 0 (5.19)
must be obeyed for all state pairs such that A > B. The gradient of this expression can
then be taken and the result can be written in the form of Eq. 5.14 with
BBoysABCK =δAC [2µAB · µKA + (µAA − µBB) · µKB] (5.20)
−δBC [2µAB · µKB − (µAA − µBB) · µKA] (5.21)
and
CBoys[Q]AB =
∑
IJKL
[
µ
[Q]
IJ · µKL + µIJ · µ[Q]KL
]
UAIUBJ (UBKUBL − UAKUAL) . (5.22)
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We can easily extend the form of this supermatrix expression to BoysOV localization if we
instead require that the condition
µoccAB · (µoccAA − µoccBB) + µvirtAB ·
(
µvirtAA − µvirtBB
)
= 0 (5.23)
must be satisfied. This ‘BoysOV condition’ is simply the Boys condition divided into sepa-
rate parts for the occupied and virtual contributions to the dipole operator. The resulting
supermatrices, represented as functions of the dipole operators, can be written
BBoysOV = BBoys (µocc) + BBoys (µvirt) , (5.24)
and
CBoysOV[Q] = CBoys[Q] (µocc) + CBoys[Q] (µvirt) . (5.25)
The supermatrices necessary for obtaining U[Q] exist in a small-dimensional state space, so
inverting Eq. 5.10 is computationally trivial. The costly part of obtaining diabatic gradient
quantities is filling in the constraint matrix C[Q] with adiabatic dipole gradients µ[Q]. Note
that although the cost of calculating C[Q] for GMH is equivalent to the same procedure
for Boys diabatic states, the cost for BoysOV is twice as great, as each quantity must be
calculated once for virtual densities and once for occupied densities. Consequently, for a
two-state calculation, the cost of this procedure for BoysOV states should be approximately
twenty times the cost of a CIS gradient. [10]
5.3.3. Diabatic Hamiltonian gradient and the strictly diabatic approximation
In addition to producing diabatic-basis derivative couplings, the transformation matrix gra-
dient U[Q] can be used to produce any diabatic gradient quantity. Among these quantities,
the diabatic Hamiltonian gradient H [Q] is of primary interest. As with the expression for
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the derivative coupling (Eq. 5.9), the expression for the Hamiltonian gradient is simple,
H
[Q]
AB =
∑
IJ
(
UAIH
[Q]
IJ UBJ + U
[Q]
AI HIJUBJ + UAIHIJU
[Q]
BJ
)
. (5.26)
From Eq. 5.26, one can calculate both energy gradients (diagonal elements) and diabatic
coupling derivatives (off-diagonal elements). The gradients of any other observable can be
represented by the same expression, by simply replacing the Hamiltonian with the Hermitian
operator of interest.
As for derivative couplings, the most costly step in evaluating Eq. 5.26 is the calculation of
U[Q]. Reducing the cost of building the transformation matrix gradient would make building
the energy gradients much less expensive, and therefore practical for larger molecules. One
shortcut, which we dub the ‘strictly diabatic’ approximation, takes advantage of one of
the principal desired property of diabatic states: negligible derivative couplings. Formally
assuming the strictly diabatic condition (Eq. 5.1) allows us to solve Eq. 5.9 for U[Q],
U
[Q]
AI =
∑
J
UAJd
[Q]
JI . (5.27)
If it can be demonstrated that localized diabatic states have small enough derivative cou-
plings to make this a viable approximation, diabatic gradient quantities could be obtained
for the cost of adiabatic derivative couplings, which would reduce calculation time by an
order of magnitude. Furthermore, because it does not require any information about the
diabatic basis beyond the transformation matrix, it can be trivially applied to any localized
diabatization method.
5.4. Results
All results were calculated using a development version of the Q-CHEM software pack-
age. [102,158] Excited states were generated using the restricted Hartree-Fock configuration
interaction singles (RHF-CIS) formalism with a 6-31G** basis set. The systems under
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Figure 5.17: The DBA molecule C-1,4ee has two minima on the T1 surface associated
with a triplet-triplet EET system. In the higher-energy local minimum configuration, the
excitation is localized on the benzaldehydeyl donor (the AD* state). In the global minimum
configuration for this surface, the excitation is localized on the 2-naphthyl acceptor (the A*D
state). Here C-1,4ee is shown in the geometry optimized for the A*D configuration of the
T1 excited state.
consideration are similar to those used in Ref. 11: each is a donor-bridge-acceptor (DBA)
molecule in which a 4-benzaldehydeyl donor and a 2-naphthyl acceptor are joined to a vari-
able bridge. Note that in the actual experiments, the donor is a benzophenoneyl group
instead of a benzaldehydeyl group. We designate these molecules using the same naming
scheme employed in Ref. 11; for example, C-1,3ea signifies a cyclohexane bridge to which
the donor group is attached at carbon 1 equatorially, and to which the acceptor group is
attached to carbon 3 axially. One such molecule, C-1,4ee, is pictured in Fig. 5.17. The
electronic subspace is restricted to the T1 and T2 excited states for each molecule. The
space of configurations considered is a reaction coordinate ζ defined as a linear interpolation
between the ‘before’ and ‘after’ configurations of a triplet-triplet EET reaction, i.e. the A*D
(ζ = 0) and AD* (ζ = 1) energy-minimized geometries of the T1 state. Diabatic states are
constructed in the BoysOV representation. Normal modes are indexed by frequency, where
mode 1 is the lowest-frequency mode.
5.4.1. Derivative coupling in the BoysOV representation
While the derivative coupling is of course a 3N-vector, for the purposes of analyzing the
validity of Eq. 5.1 for localized diabatic states, it is sufficient to discuss the derivative
71
Figure 5.18: Magnitudes of the DC vector along the linearly-interpolated reaction pathway
between A*D (ζ = 0) and AD* (ζ = 1) T1 states of the C-1,4ee molecule. DC magnitudes
are presented in both the adiabatic and diabatic (BoysOV) bases. While the DC magni-
tude is smaller in the BoysOV basis for every point sampled, the degree of reduction is
greatest near the avoided crossing, where it peaks at 2.7×103 a−10 in the adiabatic basis,
and 3.6×10−2 a−10 in the diabatic basis. There is little difference between the adiabatic and
diabatic representations far from the avoided crossing at ζ = 0, where DC magnitudes are
negligible in either representation.
coupling magnitudes alone. Because the systems under consideration are involved in energy
transfer and not charge transfer, the only localized diabatization method considered here
is BoysOV. DC magnitudes in the adiabatic and BoysOV representations for C-1,4ee are
shown in Fig. 5.18. This system is typical of the molecules considered in this study: the
adiabatic DC magnitudes tend to be negligible near the endpoints of the reaction coordinate,
but peak sharply near the avoided crossing. For a model with a harmonic approximation
and the Condon approximation, the form of these derivative couplings is computed exactly
in Appendix A.1.
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Table 5.1: Magnitudes of DCs between the triplet-triplet energy transfer states of three
different Closs molecules in the adiabatic and diabatic (BoysOV) representations at the
configuration nearest to the avoided crossing along the linearly-defined reaction coordinate
ζ. These configurations represent the maximum DC magnitudes among the configurations
sampled for each system, suggesting that the diabatic DCs are negligible over all relevant
portions of configuration space for these systems.
DC magnitude at avoided crossing point (a−10 )
Representation C-1,3ea C-1,3ee C-1,4ee
Adiabatic 2500 970 2700
Diabatic 0.066 0.0078 0.036
A/D ratio 3.8× 104 1.2× 105 7.4× 104
By contrast, in the case of diabatic states, the DC magnitude is universally smaller in
the BoysOV representation than it is in the adiabatic representation, particularly near the
avoided crossing, where it is smaller by a factor of nearly 105. Just like the corresponding
adiabatic quantity, the BoysOV DC magnitude peaks near the avoided crossing. However, it
is not clear whether this peak is an accurate reflection of the BoysOV wavefunction behavior
in this region: the coupled-perturbed CIS (CPCIS) equations necessary for calculating
BoysOV derivative couplings are particularly unstable here, requiring relaxed convergence
criteria. Furthermore, the final expression for the diabatic DC near an avoided crossing
involves two very large terms of opposite sign, the conjugated adiabatic DC and the rotation
matrix gradient (cf. Eq. 5.9). As a result, numerical noise may become significant when the
adiabatic DC magnitude becomes large. However, it should be noted that the expression for
the adiabatic derivative couplings is not affected by the same instabilities, so these can be
generated at full precision near the avoided crossing. Even with the higher error associated
with calculating the diabatic DC, their magnitude is still universally small, peaking at a
value of 0.036 a−10 .
For a more general comparison, we have collected the magnitudes of the derivative cou-
plings for several Closs systems near the avoided crossing point along the chosen reaction
coordinate. This information is presented in Table 5.1. As in the case of C-1,4ee, the
avoided crossing point is where the DC magnitude peaks in each representation. In the
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diabatic representation, DC magnitude is reduced from the corresponding adiabatic value
by at least four orders of magnitude in each case, and is never greater than 0.1 a−10 . As
mentioned for the C-1,4ee system, it seems likely that the true DC magnitudes for BoysOV
states are even smaller than the values presented here, as instabilities in the orbital response
calculations and finite precision error have likely inflated the size of this quantity near the
avoided crossings.
5.4.2. Evaluating fluctuations in the diabatic coupling
Figure 5.19: Diabatic coupling along the linearly-interpolated reaction pathway between
A*D (ζ = 0) and AD* (ζ = 1) T1 states of the C-1,4ee molecule in the BoysOV representa-
tion. Among the points sampled, the maximum value (22.4 µEh) and minimum value (20.8
µEh) differ only by about 7% over the extent of the points sampled here; changing ζ = 0
to ζ = 1 constitutes a change of 0.88 a0.
While the derivative couplings in the adiabatic representation appear to be tightly localized
in space for these systems, the same is not necessarily true for the diabatic coupling in
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the BoysOV representation. On the contrary, in the BoysOV representation, the diabatic
coupling varies little along the reaction coordinate sampled in our study (Fig. 5.19); the
difference between its maximum and minimum values is only 7%. At first glance, Fig. 5.19
would seem to conform to the Condon approximation for this molecular system, and thus
to the assumptions of Marcus theory (as explained in Refs. 114 and 113). Nevertheless,
Fig. 5.19 is only a one-dimensional representation of the diabatic coupling. To understand
multidimensional effects, in Fig. 5.20 we plot the norm of the diabatic coupling gradient
(|H [Q]AB|, for A 6= B) as a function of the reaction coordinate. Although |H [Q]AB| overlaps little
with the reaction coordinate, should the molecule be displaced into some orthogonal mode,
the diabatic coupling will not necessarily remain stable. Thus, it is worthwhile to explore
whether this molecule is rigid enough at room temperature to avoid such conformational
fluctuations as might change its diabatic coupling significantly.
To determine how much the diabatic coupling of this molecule might deviate due to confor-
mational fluctuations, we must first estimate the probable conformational changes accessible
to it at room temperature, and then combine this information with the diabatic coupling
gradient. We can accomplish this goal in three steps: (1) for each minimum-energy ge-
ometry on the T1 surface, we approximate the shape of the potential well as that of the
minimum-energy ground state configuration. We can then use a Hessian calculation at the
S0 minimum-energy configuration to describe the normal modes and corresponding vibra-
tional frequencies (νη) of the system. (2) Approximate the magnitude of configurational
fluctuations (∆Lη) with respect to this degree of freedom by taking the square root of the
thermal average of the squared displacement operators along these modes,
∆Lη =
√∑
m
Pm∆X2η,m =
√∑
m
Pm〈φm|Xˆ2η |φm〉, (5.28)
where φm is the m
th harmonic oscillator stationary state, and Pm is the corresponding
Boltzmann-weighted probability at T = 298 K. (3) We estimate the change in diabatic
coupling with respect to this degree of freedom (∆HAB,η) as the product of the component
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Figure 5.20: Magnitude of the diabatic coupling gradient (|H [Q]AB|) along the linearly-
interpolated reaction pathway between A*D (ζ = 0) and AD* (ζ = 1) T1 states of the
C-1,4ee molecule in the BoysOV representation. The magnitude of the gradient alone sug-
gests that the diabatic couplings change by as much as 140 µEh over the reaction pathway
defined here (total length 0.88 a0); however, as the graph of the diabatic coupling makes
clear (Fig. 5.19), the diabatic coupling gradient overlaps little with the degree of freedom
defined by the reaction coordinate.
of the gradient along this degree of freedom with the magnitude of the fluctuation along
this degree of freedom, ∆HAB,η = ∆LηH
[η]
AB.
Using this procedure, we can calculate ∆HAB,η across all degrees of freedom by examining
the projection of the gradient vectors onto each normal mode of the ground state. For the
ζ = 0 configuration, we find that there are 5 modes along which the diabatic coupling could
change by more than 20% of its reference value. The most significant of these is mode 59;
our analysis suggests that the diabatic coupling could change by 33% if the molecule were
to move along this degree of freedom at room temperature. For the ζ = 1 configuration,
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Table 5.2: Analysis of change in diabatic coupling of C-1,4ee due to thermally-induced
conformational fluctuations at T = 298 K along the normal modes which contribute most
significantly to ∆HAB. The curvature around each potential energy well on the T1 surface
is taken to be the same as that of the S0 minimum, and is obtained from a ground-state
Hessian calculation. Using this information, we are able to estimate how much this molecule
can be expected to deviate (∆Lη) from its stable configurations (ζ = 0 and ζ = 1) at room
temperature. Multiplying this value by the projection of the diabatic coupling gradient
(|H [η]AB|) tells us how much we can then expect the diabatic coupling to change (∆HAB,η)
both in absolute terms and as a fraction of its value at the respective reference configuration
(HAB).
Geometry HAB (µEh) Mode |H [η]AB | (µEh/a0) ∆Lη (a0) ∆HAB,η (µEh) ∆HAB,η (%)
ζ = 0 22.4 59 45.7 0.162 7.39 33.1
57 34.8 0.157 5.48 24.5
77 34.4 0.145 4.99 22.3
106 67.8 0.072 4.91 22.0
65 30.5 0.149 4.55 20.4
ζ = 1 22.1 59 42.6 0.162 6.89 31.1
57 42.4 0.157 6.67 30.2
109 72.3 0.074 5.35 24.2
73 22.1 0.177 3.91 17.7
82 21.5 0.181 3.88 17.5
there are only 3 modes which the diabatic coupling could change by more than 20%; mode
59 is also the most significant in this case, along which the diabatic coupling can change
by 31%. For a visual representation of the normal modes which correspond to the greatest
change in the diabatic coupling, see Fig. 5.21.
Under the approximation described in this section, one can calculate the total change in
diabatic coupling (∆HtotalAB ) as the 2-norm of its component parts,
∆HtotalAB =
√∑
η
(∆HAB,η)2. (5.29)
For the ζ = 0 configuration, ∆HtotalAB = 19 µEh, or a 87% change from the reference value.
For the ζ = 1 configuration, ∆HtotalAB = 17 µEh, a 78% change. Because of these fluctuations
in the electronic coupling alone, we can expect our calculated Marcus rates to be off by up
to a factor of 3 or 4 from the experimental rates. In our view, however, such small effects do
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not represent a significant breakdown of the Condon approximation; indeed, as a practical
matter, the original calculations in Ref. 63 were also off by a factor of 2 to 3 from the
experimental results. In the end, while there may be some fluctuations of the diabatic
coupling, the molecule is rigid enough at room temperature that non-Condon effects will
be relatively small.
Figure 5.21: Quiver plot of C-1,4ee depicting the (A) diabatic coupling gradient (H
[Q]
AB) at
ζ = 0, (B) normal mode 59 from the S0 minimum-energy configuration, and (C) normal
mode 57 from the S0 minimum-energy configuration. Those modes are each moderately
rigid, with characteristic lengths ∆L59 = 0.162 a0 and ∆L57 = 0.157 a0. At the ζ = 0
geometry, the projection of the diabatic coupling gradient (H
[η]
AB) onto mode 59 is H
[59]
AB =
45.7 µEh/a0, and H
[57]
AB = 34.8 µEh/a0 for mode 57. At the ζ = 1 geometry, H
[59]
AB = 42.6
µEh/a0, and H
[57]
AB = 42.4 µEh/a0. See Table 5.2 for a thorough description of how these
quantities are determined.
78
5.5. Discussion: the strictly diabatic approximation
To test the viability of the strictly diabatic approximation described in section 5.3.3, we
have used it to calculate the Hamiltonian gradient in the BoysOV basis for C-1,4ee. To
more clearly assess this approximation of a vector quantity, error analysis has been split
into two components: magnitude and direction. Magnitudinal error is calculated as the
conventional error for scalar quantities,
εmag =
|H [Q]AB,approx.| − |H [Q]AB,analytic|
|H [Q]AB,analytic|
. (5.30)
Directional error is obtained by normalizing both the approximate and analytic vector
quantities, then subtracting their inner product from unity,
εdir = 1−
 H [Q]AB,approx.
|H [Q]AB,approx.|
 ·
 H [Q]AB,analytic
|H [Q]AB,analytic|
 . (5.31)
First, we discuss diabatic coupling gradients (H
[Q]
AB, A 6= B). A comparison between these
results and those found for direct analytic evaluation of the diabatic coupling gradient can
be found in Fig. 5.22.
Under the strictly diabatic approximation, the diabatic coupling gradient is accurately
approximated near the avoided crossing at ζ = 0.89. For the region 0.8 < ζ < 1.0, the
magnitudinal error in the diabatic coupling vector diverges linearly away from the avoided
crossing, ultimately rising to 4%. In this same region, the directional error is generally
much smaller; with the exception of a spike to 2% at the geometry nearest to the avoided
crossing, the directional error is not greater than 0.2%. Further away from the avoided
crossing, the approximation fares much worse: for ζ < 0.5, the magnitudinal error is greater
than 10%, and the directional error rises to nearly 50% for ζ = 0. Of course, the relatively
large error at the ζ = 0 configuration compared to the ζ = 1 configuration reflects only
the relative distance from the avoided crossing. These data strongly suggest, as one might
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expect, that the strictly diabatic approximation should be used only at configurations where
the derivative coupling in the localized diabatic basis is significantly smaller than in the
adiabatic basis, i.e., near avoided crossings (see Fig. 5.18).
Figure 5.22: Error in the magnitude and direction of the diabatic coupling gradient (H
[Q]
AB)
under the strictly diabatic approximation along the linearly-interpolated reaction pathway
between A*D (ζ = 0) and AD* (ζ = 1) T1 states of the C-1,4ee molecule. Magnitudinal
error is calculated as the conventional relative change for scalar quantities (Eq. 5.30). Direc-
tional error is obtained by normalizing both the approximate and analytic vector quantities,
then subtracting their inner product from unity (Eq. 5.31). While both magnitudinal and
directional errors are very low near the avoided crossing (at ζ = 0.89), they begin to di-
verge significantly for ζ < 0.6. While the error in the magnitude has a maximum of around
25%, the directional error is nearly 50% and rising as ζ → 0. This strongly suggests that
for diabatic couplings, this approximation is only reliable where diabatization can achieve
significant reductions in DC magnitudes, i.e. near avoided crossings.
Second, we study diabatic energy gradients (H
[Q]
AA). In contrast to the results for the diabatic
coupling gradients, the approximate diabatic state energy gradients are essentially identical
to the analytic result for every point sampled. For much of configuration space, this be
attributed to the fact that the dominant contribution to the diabatic energy gradient comes
from the first term on the right hand side of Eq. 5.26, which does not depend on U[Q],
and is therefore unchanged by the approximation. Near the avoided crossing, however, U
changes rapidly, and the remaining terms in this expression can no longer be neglected. In
this region, however, the derivative couplings in the diabatic representation are smallest, so
the strictly diabatic approximation is the most well-founded. Thus, in two complementary
limits, it seems that the strictly diabatic approximation for energy gradients can be expected
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to be accurate. As it turns out, the error in the approximate magnitude of the gradient is
never much greater than 10−4%, and directional error never rises above 10−9%. For energy
gradients, at least, the strictly diabatic approximation appears to be extremely robust.
5.6. Conclusions and future work
The recent advent and implementation of analytic gradient methods for localized diabatic
states has been tremendously helpful in both evaluating the reliability of these quasi-diabatic
representations, and increasing the functionality of these transformations. In this work,
we used methods introduced in Ref. 10 to evaluate the properties of diabatic states of
triplet-triplet energy transfer systems, finding that the derivative couplings were negligible
and that diabatic couplings were largely stable. Furthermore, we extended these methods
to encompass BoysOV and GMH states. Finally, we used the knowledge that derivative
couplings in the diabatic basis are reliably small to propose an approximation that allows
diabatic gradient quantities to be calculated at greatly reduced cost. We were able to show
that this ‘strictly diabatic’ approximation was successful at accurately calculating diabatic
coupling gradients near avoided crossings, and diabatic energy gradients everywhere. We
fully expect that these results are transferable to the gradients of other observables.
Looking forward, we anticipate that the strictly diabatic approximation may make several
new applications of these diabatic gradient methods more attractive. One such application is
diabatic state energy minimization: because local minima on an adiabatic potential energy
surface may correspond to global minima on a diabatic potential energy surface, performing
a geometry optimization on diabatic surfaces may offer a more reliable way to find such
configurations. We plan to implement and make available this technique in the coming
months.
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CHAPTER 6 : Calculating Derivative Couplings between TDHF Excited States
with Pseudo-Wavefunctions
This chapter was adapted from Ref. 159.
6.1. Introduction
Derivative couplings, or DCs, describe the coupling between electronic states induced by
nuclear motion,
d
[Q]
IJ = 〈ΨI |∇Q|ΨJ〉, (6.1)
where Q indexes a nuclear degree of freedom. Given an orthonormal basis of electronic states
{|ΨI〉}, we expect this quantity to be largest when a small change in the nuclear configu-
ration results in a large change in the electronic states. In many cases, adiabatic electronic
states change little as the molecular nuclear arrangement is perturbed, and therefore d
[Q]
IJ
can be safely ignored. Neglect of such terms forms the basis of the Born-Oppenheimer or
adiabatic approximation, which posits the separability of the nuclear and electronic parts of
the molecular wavefunction. However, there are numerous examples for which the adiabatic
approximation breaks down; even for diatomic systems, there are nuclear configurations for
which the probability of a non-radiative transition is high. [160,161] Such configurations be-
come more pervasive for systems with more nuclear degrees of freedom.
A great deal of effort has been spent calculating DCs within the multi-reference configuration
interaction (MRCI) formalism by Lengsfield, Saxe, Yarkony, Lischka, Shepard, and cowork-
ers. [146,148,149,151] Going forward, many researchers are keen to explore excited state dynam-
ics for even larger systems. As such, there is growing demand for analytic DCs by means
of a less expensive formalism, such as configuration interaction singles (CIS), [67] and time-
dependent Hartree-Fock (TDHF), or equivalently time-dependent density functional theory
under the Tamm-Dancoff approximation (TDDFT-TDA), [162–164] and full time-dependent
density functional theory. [165–175]
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In this manuscript, our goal is to calculate a reasonable expression for derivative couplings
between excited states within the TDHF formalism. Rather than use time-dependent re-
sponse theory, we will construct DCs via a wavefunction-based Hellmann-Feynman expres-
sion with a projector-modified Hamiltonian. This approach is analogous to that described
in Ref. 67 for CIS, and matches exactly the DCs as constructed by Li and Liu from a time-
independent equation of motion. [176] It is worth mentioning that our final answer does not
match the result from the Tavernelli group, [162] who proposed DCs based on Casida’s as-
signment of TDHF states. [177] As in the work of Send and Furche, [175] our approach includes
Pulay terms that account for a finite, atom-centered basis. [178] In addition, we note that
while the expression in the current work contains terms that violate translational invari-
ance, the use of electron translation factors (ETFs) [67,179] allow us to recover translationally
invariant DCs without any additional computational cost. To justify our approach, we will
show that near an excited state crossing we recover the Chernyak-Mukamel formula, in
which the DC is described as a function of the transition density (as calculated by response
theory). [165,166,180]
The structure of this manuscript is as follows: in section 6.16.1.1, we briefly introduce the
TDHF formalism. After establishing notational conventions in section 6.2, we propose a
Hellmann-Feynman approach for TDHF DCs in section 6.3. In section 6.4, we compare our
results to those obtained from a finite difference approximation. In section 6.5, we show
that our proposed expression for DCs match the exact Chernyak-Mukamel formalism and
is thus completely consistent with time-dependent response theory near an excited state
crossing. In Ref. 181, we extend the approach here to include TDDFT and show that the
theory explored in this chapter produces DCs with the correct behavior around a conical
intersection.
6.1.1. Time-dependent Hartree-Fock
While the first appearance of TDHF [28–32] (also known as the random phase approximation,
or RPA) predates configuration interaction singles, [24] TDHF can be considered (loosely)
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an extension to CIS. The CIS formalism is defined by a wavefunction
|ΦCISI 〉 =
∑
ia
tIai |Φai 〉 (6.2)
and the set of eigenvalue equations
AtI =
∑
jb
Aaibjt
Ib
j = E
CIS
I t
I . (6.3)
Here, tI is a set of amplitudes for state I, EI is the corresponding excitation energy, and
A is the single-excitation subspace of the Hamiltonian
Aaibj = 〈Φai |Hˆ|Φbj〉 = δabδij(εa − εi) + 〈ib||aj〉. (6.4)
In Eq. 6.4, εp is the Fock energy of orbital p, and 〈pq||rs〉 is the antisymmetrized two-
electron integral in physicists’ notation.
While TDHF does not correspond to a static wavefunction ansatz, the TDHF formalism is
governed by an eigenvalue equation which is similar to Eq. 6.3,
 A B
−B −A

 XI
YI
 = EI
 XI
YI
 . (6.5)
Here, we assume real orbitals and amplitudes, and B is the subspace of the Hamiltonian
associated with coupling between the Hartree-Fock ground state and doubly-excited states
Baibj = 〈Φabij |Hˆ|ΦHF〉 = 〈ab||ij〉. (6.6)
XI is a set of amplitudes indexed by XIai that are analogous to t
I , and YI is a set of
amplitudes that is associated with the energy contribution from B and captures electronic
correlation in the ground state. TDHF amplitudes associated with different electronic states
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have an orthonormality relationship given as
(
XI† −YI†
) XJ
YJ
 = XI†XJ −YI†YJ = δIJ . (6.7)
Compared to CIS, TDHF produces slightly improved excited state energies. It also obeys
the Thomas-Reiche-Kuhn sum rule for oscillator strengths, and as such usually produces
more accurate transition moments. [32,33]
It is well-known that in order for TDHF to be accurate, the Y amplitudes must have small
magnitude. [33,182] Consequently, our goal in this manuscript is to determine DCs up to
O(Y2). For these purposes, note that Eq. 6.7 can be rewritten
XI†XJ = δIJ +O(Y2). (6.8)
The relative magnitude of the X and Y amplitudes should reflect the fact that TDHF must
offer only a small correction to CIS; if we let B → 0 in Eq. 6.5, then we recover the CIS
energies and amplitudes.
6.2. Notation and preliminary considerations
The uppercase letters {I, J} index adiabatic electronic states. The lowercase letters {i, j, . . .}
index occupied molecular orbitals (MOs), while {a, b, . . .} index virtual MOs, {p, q, . . .} in-
dex general MOs, and Greek letters {α, β, µ, ν, λ, σ} index atomic orbitals (AOs). MO
coefficients are denoted Cµp. Following the convention established in Ref. 67, nuclear de-
grees of freedom in the Cartesian basis are indexed by the letter Q, and gradients with
respect to such degrees of freedom are denoted by a superscript Q enclosed in square brack-
ets, such as f [Q]. The Hartree-Fock ground state is denoted |ΦHF〉, and derivative couplings
are denoted d
[Q]
IJ .
Configuration interaction projection operators are denoted Pn, where n indicates the level
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of excitation to which the projection operator corresponds; for example,
P0 ≡ |ΦHF〉〈ΦHF| (6.9)
P1 ≡
∑
ia
|Φai 〉〈Φai | (6.10)
P2 ≡ 1
4
∑
ijab
|Φabij 〉〈Φabij | (6.11)
and so forth, so that the full configuration interaction resolution of the identity is given by
1 = P0 + P1 + P2 + P3 + ... (6.12)
We define the Hartree-Fock density matrix
Pµν ≡
∑
i
CµiCνi (6.13)
and a related quantity,
P˜µν ≡
∑
p
CµpCνp = Pµν +
∑
a
CµaCνa. (6.14)
TDHF transition density matrices from the ground to an excited state are given by
RXIµν ≡
∑
ia
CµaX
Ia
i Cνi (6.15)
and
RY Iµν ≡
∑
ia
CµaY
Ia
i Cνi, (6.16)
where XIai and Y
Ia
i are the TDHF amplitudes associated with state I. Generalized differ-
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ence density matrices between excited states are given by
DIJµν ≡
∑
iab
Cµa
(
XIai X
Jb
i + Y
Ja
i Y
Ib
i
)
Cνb −
∑
ija
Cµi
(
XJai X
Ia
j + Y
Ia
i Y
Ja
j
)
Cνj . (6.17)
We define the “right” molecular orbital overlap gradient
OR[Q]pq ≡ 〈p|q[Q]〉 =
∑
αβ
CµpS
A[Q]
αβ Cνq −Θ[Q]pq , (6.18)
where the second equality is derived in Ref. 67. Here, Θ
[Q]
pq is the orbital response term
describing the mixing between MOs p and q.1 S
A[Q]
µν is the antisymmetrized atomic orbital
overlap gradient
SA[Q]µν ≡
1
2
(
〈µ|ν[Q]〉 − 〈µ[Q]|ν〉
)
(6.19)
Similarly, the symmetric AO overlap gradient is written
S[Q]µν ≡
1
2
(
〈µ|ν[Q]〉+ 〈µ[Q]|ν〉
)
. (6.20)
Terms containing SA[Q] arise from the inability of real-valued basis functions to account for
translational momentum of the electrons as they follow the perturbed nuclei. Ultimately,
this contribution to the derivative coupling can lead to a lack of translational invariance,
i.e., systems can acquire some overall translational motion from electronic relaxation that
violates conservation of momentum. These nonphysical terms are small, and can be ne-
glected to first order if we include atomic electronic translational factors. [67] Finally, terms
containing S[Q] are the so-called Pulay terms that account for the effect of an atom-centered
basis on nuclear gradients.
Throughout the text, we will make use of orbital creation (aˆ†p) and annihilation (aˆp) oper-
1Any quantity that is traced against Θ
[Q]
pq contributes to the orbital response Lagrangian, and is ultimately
resolved using standard coupled-perturbed Hartree-Fock theory. [183,184] The contributions to the DC arising
from orbital response will end up ‘relaxing’ the generalized difference density matrices DIJµν that appear in
the final expression in exactly the same manner as in the corresponding density matrices from the CIS DCs
described in Ref. 67. In what follows, we will neglect intra-subspace (or ‘redundant’) orbital response terms,
as all such terms ultimately vanish from the final expression, just as they do for CIS derivative couplings. [67]
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ators; e.g., for the Hamiltonian, we write
Hˆ =
∑
pq
hpqaˆ
†
paˆq +
1
4
∑
pqrs
Πpqrsaˆ
†
paˆ
†
qaˆsaˆr (6.21)
where hpq is the single electron Hamiltonian matrix element, and Πpqrs is an antisym-
metrized two-electron integral,2 which is given in physicists’ notation by
Πpqrs = 〈pq||rs〉. (6.22)
6.3. Theory
6.3.1. Hellmann-Feynman derivative coupling expression
Let |ΨExI 〉 and EExI be exact eigenstates and eigenvalues of the electronic Hamiltonian Hˆ.
The Hellmann-Feynman expression for derivative couplings is
d
Ex[Q]
IJ = 〈ΨExI |∇Q|ΨExJ 〉 =
〈ΨExI |Hˆ [Q]|ΨExJ 〉
EExJ − EExI
, (6.23)
where I 6= J .
As we have shown, [67] one can obtain an analogous expression for the derivative couplings
between CIS states (|ΦCISI 〉). Noting that these states have the properties
P1HˆP1|ΦCISI 〉 =
∑
ia
Aaibjt
Ia
i |Φbj〉 = ECISI
∑
jb
tIbj |Φbj〉 = ECISI |ΦCISI 〉 (6.24)
and
〈ΦCISI |P1HˆP1|ΦCISJ 〉 =
∑
ijab
tIai t
Jb
j Aaibj = δIJE
CIS
I (6.25)
(cf. Eqs. 6.2 and 6.3), we can obtain an exact Hellmann-Feynman expression for CIS DCs
2Explicitly, Πpqrs =
∫∫
dx1dx2χ
∗
p(x1)χ
∗
q(x2)r
−1
12 χr(x1)χs(x2)−
∫∫
dx1dx2χ
∗
p(x1)χ
∗
q(x2)r
−1
12 χs(x1)χr(x2),
where χ is a molecular spin orbital, and r12 is the distance between electrons 1 and 2.
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by replacing the Hamiltonian Hˆ in Eq. 6.23 with a modified operator
A˜ = P1HˆP1 (6.26)
Here, P1 is a projection operator onto singly-excited states (Eq. 6.10). In this case,
d
CIS[Q]
IJ =〈ΦCISI |∇Q|ΦCISJ 〉 =
〈ΦCISI |A˜[Q]|ΦCISJ 〉
ECISJ − ECISI
(6.27)
=
1
ECISJ − ECISI
∑
ijab
tIai t
Jb
j 〈Φai |A˜[Q]|Φbj〉.
Eq. 6.27 can be resolved into a gradient of the Hamiltonian, which represents the na¨ıve
Hellmann-Feynman result, plus the gradient of the projection operators. This second term
contributes to the orbital response, reflecting the fact that the CIS wavefunctions are re-
stricted to sums of singly-excited determinants.
In this chapter, we would like to find an analogous approach to derive DCs for the TDHF
formalism. However, because the Hellmann-Feynman method clearly depends on the ex-
istence of wavefunctions, we must define a “wavefunction” that corresponds to the TDHF
states.
6.3.2. TDHF pseudo-wavefunctions
Unlike CIS, the TDHF formalism is derived as a response theory without a static wave-
function ansatz. That being said, for a pair of TDHF solutions, we can write TDHF
pseudo-wavefunctions that exhibit certain desired behaviors upon inner product. For a pair
of states I and J , these pseudo-wavefunctions are given by
|ΨI〉 ≡
(
XˆI + XˆIXˆJ Yˆ J
)
|ΦHF〉 (6.28)
and
|ΨJ〉 ≡
(
XˆJ + XˆJXˆI Yˆ I
)
|ΦHF〉. (6.29)
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Here we define the TDHF excitation operators
XˆI ≡
∑
ia
XIai aˆ
†
aaˆi (6.30)
and
Yˆ I ≡
∑
ia
Y Iai aˆ
†
aaˆi. (6.31)
Notice that these wavefunctions are not entirely independent; the wavefunction for state I
depends on state J , and vice-versa.
Assuming the HF energy is zero (EHF = 0), the Hamiltonian matrix element between two
of these pseudo-wavefunctions can be written as
〈ΨI |Hˆ|ΨJ〉 =〈ΦHF|
(
XˆI† + Yˆ J†XˆJ†XˆI†
)
Hˆ
(
XˆJ + XˆJXˆI Yˆ I
)
|ΦHF〉. (6.32)
The TDHF eigenvalue equation (Eq. 6.5) can be approximately derived from Eq. 6.32
by discarding all terms but a single disconnected component. To arrive at this result, we
employ the following reasoning: given that TDHF X amplitudes are nearly orthonormal
(Eq. 6.8), any term containing XI†XI will dominate the following expressions. Using Wick’s
theorem, we can write
〈
ΦHFYˆ
J†XˆJ†XˆI†
∣∣∣ Hˆ ∣∣∣XˆJΦHF〉 =〈ΦHFYˆ J†XˆI† ∣∣∣Hˆ∣∣∣ΦHF〉XI†XI + . . . (6.33)
≈
〈
ΦHFYˆ
J†XˆI†
∣∣∣Hˆ∣∣∣ΦHF〉
= XI†BYJ
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and
〈
ΦHFYˆ
J†XˆJ†XˆI†
∣∣∣ Hˆ ∣∣∣XˆJXˆI Yˆ IΦHF〉 =〈ΦHFYˆ J† ∣∣∣Hˆ∣∣∣ Yˆ IΦHF〉(XI†XI)(XJ†XJ)+ . . .
(6.34)
≈
〈
ΦHFYˆ
J†
∣∣∣Hˆ∣∣∣ Yˆ IΦHF〉
= YI†AYJ
so that we obtain
〈ΨI |Hˆ|ΨJ〉 ≈XI†AXJ + XI†BYJ + YI†BXJ + YI†AYJ (6.35)
=
(
XI† −YI†
) A B
−B −A

 XJ
YJ

= δIJEI .
Eq. 6.35 shows that the TDHF pseudo-wavefunctions sandwiched around the Hamilto-
nian approximately reproduce the TDHF eigenvalue equation (Eq. 6.5). From the same
perspective, the overlap between TDHF pseudo-wavefunctions,
〈ΨI |ΨJ〉 ≈〈ΦHF|XˆI†XˆJ |ΦHF〉+ 〈ΦHF|Yˆ J†Yˆ I |ΦHF〉 (6.36)
= XI†XJ + YI†YJ
≈ XI†XJ ≈ δIJ ,
approximately recovers Eq. 6.8.
Now, our heuristic derivation of TDHF requires that the X amplitudes be nearly orthonor-
mal, and equivalently, that Y amplitudes remain below a certain magnitude. In particular,
we would like to ignore all terms on the order of O(Y2) if possible. In this case, we require
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that if YJ†YI ≈ 0,
〈ΦHFYˆ J†|
(
|Yˆ IΦHF〉
)[Q] ≈− (〈ΦHFYˆ J†|)[Q] |Yˆ IΦHF〉 (6.37)
= −〈ΦHFYˆ I†|
(
|Yˆ JΦHF〉
)[Q]
.
In Eq. 6.37, we note that even though Y is small, the gradients of Y amplitudes need not
be small: Y [Q] terms cannot be neglected in a gradient expression.
We are finally prepared to examine the derivative couplings between TDHF pseudo-wavefunctions.
By evaluating the overlap between pseudo-wavefunction |ΨI〉 and the nuclear gradient of
pseudo-wavefunction |ΨJ〉, we find
〈ΨI |∇Q|ΨJ〉 ≈〈ΦHFXˆI†|
(
|XˆJΦHF〉
)[Q]
+ 〈ΦHFYˆ J†|
(
|Yˆ IΦHF〉
)[Q]
≈〈ΦHFXˆI†|
(
|XˆJΦHF〉
)[Q] − 〈ΦHFYˆ I†|(|Yˆ JΦHF〉)[Q]
=
∑
ijab
(
XIai X
Jb
j − Y Iai Y Jbj
)
〈Φai |Φb[Q]j 〉+
∑
ia
(
XIai X
Ja[Q]
i − Y Iai Y Ja[Q]i
)
,
(6.38)
where we have used Eq. 6.37 to obtain the second approximate equality. Eq. 6.38 for DCs
will be explored in Ref. 181.
In this manuscript we note that Eq. 6.38 can be transformed into an effective Hellmann-
Feynman expression for TDHF DCs analogous to Eq. 6.27
d
TDHF[Q]
IJ =
1
EJ − EI
∑
ijab
[
(XIai X
Jb
j + Y
Ia
i Y
Jb
j )〈Φai |A˜[Q]|Φbj〉 (6.39)
+(XIai Y
Jb
j + Y
Ia
i X
Jb
j )〈Φabij |B˜[Q]|ΦHF〉
]
,
where A˜ is defined in Eq. 6.26, and
B˜ = P2HˆP0. (6.40)
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To better see the correspondence between the CIS and TDHF Hellmann-Feynman DC
equations, compare the relationship between Eqs. 6.25 and 6.27 to that of Eqs. 6.35 and
6.39. We will now show how to evaluate Eq. 6.39 in practice, and in A.6, we will show that
our final result matches the result obtained working directly from Eq. 6.38
6.3.3. Evaluating the Hellmann-Feynman derivative coupling
The first step in evaluating the Hellmann-Feynman DC is to expand Eq. 6.39 and apply
the product rule. To simplify the resulting expression, we partition it into four terms:
d
TDHF[Q]
IJ =
1
EJ − EI (W1 +W2 +W3 +W4) , (6.41)
where
W1 =
∑
ijab
(
XIai X
Jb
j + Y
Ia
i Y
Jb
j
)
〈Φai |
[
H [Q] (6.42)
+
(∑
kc
|Φck〉〈Φc[Q]k |
)
H +H
(∑
kc
|Φc[Q]k 〉〈Φck|
)
+
(∑
kc
|Φc[Q]k 〉〈Φck|
)
H +H
(∑
kc
|Φck〉〈Φc[Q]k |
)]
|Φbj〉,
W2 =
∑
ijab
(
XIai Y
Jb
j + Y
Ia
i X
Jb
j
)
〈Φabij |H [Q]|ΦHF〉, (6.43)
W3 =
∑
ijab
(
XIai Y
Jb
j + Y
Ia
i X
Jb
j
)
〈Φabij |H|Φ[Q]HF〉, (6.44)
and
W4 =
1
4
∑
ijab
(
XIai Y
Jb
j + Y
Ia
i X
Jb
j
) 〈Φabij |
[
Hˆ
(
|ΦHF〉〈Φ[Q]HF|
)
+
(∑
klcd
|Φcdkl 〉〈Φcd[Q]kl |
)
Hˆ (6.45)
+
(∑
klcd
|Φcd[Q]kl 〉〈Φcdkl |
)
Hˆ
]
|ΦHF〉.
Beginning with W4, we see that the first term in square brackets in Eq. 6.45 involves the
derivative coupling between the HF state and itself, 〈Φ[Q]HF|ΦHF〉, which is easily shown to
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be zero. The second term involves the Hartee-Fock ground state coupled via a Hamiltonian
to the gradient of a doubly-excited state, 〈Φcd[Q]kl |Hˆ|ΦHF〉. In order to evaluate this term,
we insert the configuration interaction resolution of the identity (Eq. 6.12) between the
Hamiltonian and the gradient term. Because the Hamiltonian is a two-electron operator,
it can only couple the Hartree-Fock state on the left-hand side of the term to another
Hartree-Fock state, a singly-excited state, or a doubly-excited state. By Brillouin’s theorem,
however, the Hamiltonian cannot couple the Hartree-Fock state to a singly-excited state.
This leaves only
〈Φcd[Q]kl |
|ΦHF〉〈ΦHF|+ 1
4
∑
mnef
|Φefmn〉〈Φefmn|
 Hˆ|ΦHF〉 (6.46)
When the gradient operator ([Q]) acts on states, it behaves like a single electron operator.
As such, it cannot couple doubly-excited states to the Hartree-Fock state. Finally, the only
remaining terms include expressions of the form
〈
Φ
cd[Q]
kl |Φefmn
〉
. Applying the gradient and
resolving the second quantization operators, we find
∑
mnef
〈
Φ
cd[Q]
kl |Φefmn
〉
=
∑
mnef
[
(δmkδnl − δmlδnk)
(
δfdO
R[Q]
ce − δedOR[Q]cf + δecOR[Q]df − δfcOR[Q]de
)
(6.47)
(δecδfd − δedδfc)
(
δmkO
R[Q]
ln − δnkOR[Q]lm + δnlOR[Q]km − δmlOR[Q]kn
)]
.
It is trivial to show by relabeling the indices that Eq. 6.47 is equal to zero. Thus, both
remaining terms in W4 evaluate to zero, and no part of W4 contributes to the final DC
expression: W4 = 0.
Turning our attention to W1 (Eq. 6.42), inspection reveals that it is nearly identical to
the CIS derivative coupling expression (cf. Eq. 17 of Ref. 67), with the CIS amplitudes
tIai t
Jb
j replaced by TDHF amplitudes X
Ia
i X
Jb
j + Y
Ia
i Y
Jb
j . The derivation for CIS derivative
couplings can be followed to obtain an expression for W1 that is very similar to the final
94
expression for CIS derivative couplings (Ref. 67, Eqs. 81-83) once the amplitude substitution
is made. In the AO basis, W1 becomes
W1 =
∑
µν
h[Q]µνD
IJ
µν +
∑
µνλσ
Π
[Q]
µλνσ
(
RXIµν R
XJ
σλ +R
Y I
µνR
Y J
σλ +D
IJ
µνPσλ
)
(6.48)
−1
2
∑
µναβ
S[Q]µν P˜µα
(
DIJβν +D
IJ
νβ
)
Fαβ − 1
2
∑
µναβλσ
S[Q]µν P˜µαPνβ
(
DIJσλ +D
IJ
λσ
)
Παλβσ
−1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RXIνβ R
XJ
σλ +R
XI
σλR
XJ
νβ +R
XI
βν R
XJ
λσ +R
XI
λσ R
XJ
βν
)
Παλβσ
−1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RY IνβR
Y J
σλ +R
Y I
σλR
Y J
νβ +R
Y I
βνR
Y J
λσ +R
Y I
λσR
Y J
βν
)
Παλβσ
−
∑
ck
LA,IJck Θ
[Q]
ck + (EJ − EI)
∑
µν
SA[Q]µν G
A
µν ,
where LA is the W1 contribution to the orbital response Lagrangian, given by
LA,IJck =
∑
µνλσ
CλcCσk
(
DIJµν +D
IJ
νµ
)
Πµλνσ (6.49)
+
∑
aµνλσ
CλcCσa
(
RXIµν X
Ja
k +X
Ia
k R
XJ
µν +R
Y I
µν Y
Ja
k + Y
Ia
k R
Y J
µν
)
Πµλνσ
−
∑
iµνλσ
CλiCσk
(
RXIµν X
Jc
i +X
Ic
i R
XJ
µν +R
Y I
µν Y
Jc
i + Y
Ic
i R
Y J
µν
)
Πµλνσ
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and GA,IJ contains the translationally variant contributions from W1 (Eq. 6.50).
GA,IJµν =
1
EJ − EI
∑
ijabc
CµcCνaΠibaj
(
XIci X
Jb
j +X
Ib
j X
Jc
i + Y
Ic
i Y
Jb
j + Y
Ib
j Y
Jc
i
)
(6.50)
−
∑
ijkab
CµiCνkΠabij
(
XIak X
Jb
j +X
Ib
j X
Ja
k + Y
Ia
k Y
Jb
j + Y
Ib
j Y
Ja
k
)
+
∑
iac
CµcCνaεa
(
XIai X
Jc
i +X
Ic
i X
Ja
i + Y
Ia
i Y
Jc
i + Y
Ic
i Y
Ja
i
)
+
∑
ika
CµiCνkεi
(
XIai X
Ja
k +X
Ia
k X
Ja
i + Y
Ia
i Y
Ja
k + Y
Ia
k Y
Ja
i
)
−
∑
ijkab
CµiCνkΠiakb
(
XIaj X
Jb
j +X
Ib
j X
Ja
j + Y
Ia
j Y
Jb
j + Y
Ib
j Y
Ja
j
)
+
∑
ijkla
CµiCνkΠilkj
(
XIal X
Ja
j +X
Ia
j X
Ja
l + Y
Ia
l Y
Ja
j + Y
Ia
j Y
Ja
l
)
6.3.4. Evaluating the TDHF cross-terms
We now turn our attention to a contribution that is unique to TDHF, W2 (Eq. 6.43). The
second-quantization expression for the Hamiltonian is given in Eq. 6.21, so that its gradient
is
Hˆ [Q] =
∑
pq
(
h[Q]pq aˆ
†
paˆq + hpqaˆ
†[Q]
p aˆq + hpqaˆ
†
paˆ
[Q]
q
)
(6.51)
+
1
4
∑
pqrs
(
Π[Q]pqrsaˆ
†
paˆ
†
qaˆsaˆr + Πpqrsaˆ
†[Q]
p aˆ
†
qaˆsaˆr + Πpqrsaˆ
†
paˆ
†[Q]
q aˆsaˆr
+Πpqrsaˆ
†
paˆ
†
qaˆ
[Q]
s aˆr + Πpqrsaˆ
†
paˆ
†
qaˆsaˆ
[Q]
r
)
As demonstrated in Ref. 67 (Eq. 28), the gradient of creation/annihilation operators is
given by
aˆ[Q]p = −
∑
q
OR[Q]pq aˆq, (6.52)
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for the “right” molecular orbital overlap gradient O
R[Q]
pq (Eq. 6.18). This expression makes
it clear that the one-electron operator component of the Hamiltonian remains a one-electron
operator after the application of the gradient. As such, all one-electron terms cannot couple
the Hartree-Fock state to a doubly-excited state and can be discarded. The remaining
contributions, from the two-electron integral, yield
〈ΦHF|Hˆ [Q]|Φabij 〉 =Π[Q]abij −
∑
p
(
OR[Q]pa Πpbij +O
R[Q]
pb Πapij +O
R[Q]
pi Πabpj +O
R[Q]
pj Πabip
)
.
(6.53)
After reassigning some indices and utilizing the symmetry properties of the two-electron
integral (Πpqrs = −Πqprs = Πrspq) and the molecular overlap gradient (OR[Q]pq = −OR[Q]qp ),
we obtain the expression
W2 =
∑
ijab
Π
[Q]
abij
(
XIai Y
Jb
j + Y
Ia
i X
Jb
j
)
(6.54)
−
∑
acijk
O
R[Q]
pk
(
XIai Y
Jb
k + Y
Ia
i X
Jb
k +X
Ib
k Y
Ja
i + Y
Ib
k X
Ja
i
)
Πbapi
+
∑
abcik
OR[Q]cp
(
XIai Y
Jc
j + Y
Ia
i X
Jc
j +X
Ic
j Y
Ja
i + Y
Ic
j X
Ja
i
)
Πpaji.
The MO overlap gradient O
R[Q]
pq can be further decomposed according to Eq. 6.18, and the
two-electron integral can be expanded in terms of MO coefficients
Πabij =
∑
µνλσ
ΠµλνσCµaCλbCνiCσj , (6.55)
so that
Π
[Q]
abij =
∑
µνλσ
(
Π
[Q]
µλνσCµaCλbCνiCσj (6.56)
+ ΠµλνσC
[Q]
µa CλbCνiCσj + ΠµλνσCµaC
[Q]
λb CνiCσj
+ΠµλνσCµaCλbC
[Q]
νi Cσj + ΠµλνσCµaCλbCνiC
[Q]
σj
)
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As a function of AO overlap (S) and orbital rotation (Θ), the MO coefficient gradient is
given by Eq. 63 of Ref. 67
C [Q]µp =
∑
αβ
∂Cµp
∂Sαβ
S
[Q]
αβ +
∑
ck
∂Cµp
∂Θck
Θ
[Q]
ck (6.57)
=− 1
2
∑
αβ
P˜µαCβpS
[Q]
αβ +
∑
ck
(
CµkΘ
[Q]
cp − CµcΘ[Q]pk
)
.
After substituting these expressions into Eq. 6.54 and rearranging the indices, the response
terms cancel entirely and the expression becomes
W2 =
∑
ijbcpαβ
S
A[Q]
αβ CαcCβp
(
XIci Y
Jb
j +X
Ib
j Y
Jc
i + Y
Ic
i X
Jb
j + Y
Ib
j X
Jc
i
)
Πpbij (6.58)
−
∑
jkabpαβ
S
A[Q]
αβ CαpCβk
(
XIak Y
Jb
j +X
Ib
j Y
Ja
k + Y
Ia
k X
Jb
j + Y
Ib
j X
Ja
k
)
Πabpj
−1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RXIβν R
Y J
σλ +R
XI
σλR
Y J
βν +R
XI
νβ R
Y J
λσ +R
XI
λσ R
Y J
νβ
)
Παλβσ
−1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RY IβνR
XJ
σλ +R
Y I
σλR
XJ
βν +R
Y I
νβR
XJ
λσ +R
Y I
λσR
XJ
νβ
)
Παλβσ
+
∑
µνλσ
Π
[Q]
µλνσCµaCλbCνiCσj
(
XIai Y
Jb
j + Y
Ia
i X
Jb
j
)
.
Finally, we turn to W3, Eq. 6.44. The gradient operating on the Hartree-Fock state couples
the Hartree-Fock ground state to singly-excited states, so that
〈Φ[Q]HF|Hˆ|Φabij 〉 =〈Φ[Q]HF| (P0 + P1 + P2 + ...) |Hˆ|Φabij 〉 (6.59)
=〈Φ[Q]HF|
(∑
kc
|Φck〉〈Φck|
)
|Hˆ|Φabij 〉
=
∑
kc
O
R[Q]
ck 〈Φck|Hˆ|Φabij 〉,
where we have taken 〈Φ[Q]HF|Φck〉 = OR[Q]ck due to the orthogonality of the molecular orbital
basis. Furthermore, if we expand the Hamiltonian matrix element and make use of the
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orthogonality of the Fock matrix
hpq +
∑
m
Πpmqm = Fpq = δpqp, (6.60)
we obtain, after the rearrangement of the indices and the use of Eq. 6.18,
W3 =−
∑
ijkbcαβ
S
A[Q]
αβ CαcCβk
(
XIci Y
Jb
j +X
Ib
j Y
Jc
i + Y
Ic
i X
Jb
j + Y
Ib
j X
Jc
i
)
Πkbij (6.61)
+
∑
jkabcαβ
S
A[Q]
αβ CαcCβk
(
XIak Y
Jb
j +X
Ib
j Y
Ja
k + Y
Ia
k X
Jb
j + Y
Ib
j X
Ja
k
)
Πabcj
+
∑
ijkbc
Θ
[Q]
ck
(
XIci Y
Jb
j +X
Ib
j Y
Jc
i + Y
Ic
i X
Jb
j + Y
Ib
j X
Jc
i
)
Πkbij
−
∑
jkabc
Θ
[Q]
ck
(
XIak Y
Jb
j +X
Ib
j Y
Ja
k + Y
Ia
k X
Jb
j + Y
Ib
j X
Ja
k
)
Πabcj .
By inspection, it is clear that when p indexes an occupied orbital, the first term of W2
(Eq. 6.58) is the additive inverse of the first term of W3 (Eq. 6.61), thus negating these
contributions to the final derivative coupling expression. The same is true for the respective
second terms of Eqs. 6.58 and 6.61 in the case that p indexes a virtual orbital. Noting this,
we obtain the sum W2+3 = W2 +W3,
W2+3 = −1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RXIβν R
Y J
σλ +R
XI
σλR
Y J
βν +R
XI
νβ R
Y J
λσ +R
XI
λσ R
Y J
νβ
)
Παλβσ (6.62)
−1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RY IβνR
XJ
σλ +R
Y I
σλR
XJ
βν +R
Y I
νβR
XJ
λσ +R
Y I
λσR
XJ
νβ
)
Παλβσ
+
∑
ijabµνλσ
Π
[Q]
µλνσCµaCλbCνiCσj
(
XIai Y
Jb
j + Y
Ia
i X
Jb
j
)
−
∑
kc
Θ
[Q]
ck L
B,IJ
ck + (EJ − EI)
∑
µν
SA[Q]µν G
B,IJ
µν ,
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where the CPHF Lagrangian LB,IJ is
LB,IJck =
∑
jab
Πabcj
(
XIak Y
Jb
j +X
Ib
j Y
Ja
k + Y
Ia
k X
Jb
j + Y
Ib
j X
Ja
k
)
(6.63)
−
∑
ijb
Πkbij
(
XIci Y
Jb
j +X
Ib
j Y
Jc
i + Y
Ic
i X
Jb
j + Y
Ib
j X
Jc
i
)
and GB,IJ is given by
GB,IJµν =
1
EJ − EI
∑
ijabc
CµcCνaΠabij
(
XIci Y
Jb
j +X
Ib
j Y
Jc
i + Y
Ic
i X
Jb
j + Y
Ib
j X
Jc
i
)
(6.64)
−
∑
ijkab
CµiCνkΠabij
(
XIak Y
Jb
j +X
Ib
j Y
Ja
k + Y
Ia
k X
Jb
j + Y
Ib
j X
Ja
k
)
If W1 corresponds to CIS-like contributions to the DC, W2+3 constitutes the non-CIS-like
contributions. Just as for the CIS DCs in Ref. 67, the non-translationally invariant term
(here, GIJ = GA,IJ + GB,IJ) can be simplified into an expression that has no explicit
dependence on the energy difference between states. This is described in detail in A.6.
Combining Eqs. 6.48 and 6.62 while fully converting the latter to the AO representation,
we arrive at our final expression
d
TDHF[Q]
IJ =
1
EJ − EI
∑
µν
h[Q]µν D
IJ
µν +
∑
µνλσ
Π
[Q]
µλνσ
(
RXIµν R
XJ
σλ +R
Y I
µνR
Y J
σλ +R
XI
µν R
Y J
λσ +R
Y I
µνR
XJ
λσ +D
IJ
µνPσλ
)
(6.65)
−1
2
∑
µναβ
S[Q]µν P˜µα
(
DIJβν +D
IJ
νβ
)
Fαβ − 1
2
∑
µναβλσ
S[Q]µν P˜µαPνβ
(
DIJσλ +D
IJ
λσ
)
Παλβσ
−1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RXIνβ R
XJ
σλ +R
XI
σλR
XJ
νβ +R
XI
βν R
XJ
λσ +R
XI
λσR
XJ
βν
)
Παλβσ
−1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RY IνβR
Y J
σλ +R
Y I
σλR
Y J
νβ +R
Y I
βνR
Y J
λσ +R
Y I
λσR
Y J
βν
)
Παλβσ
−1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RXIβν R
Y J
σλ +R
XI
σλR
Y J
βν +R
XI
νβ R
Y J
λσ +R
XI
λσR
Y J
νβ
)
Παλβσ
− 1
2
∑
µναβλσ
S[Q]µν P˜µα
(
RY IβνR
XJ
σλ +R
Y I
σλR
XJ
βν +R
Y I
νβR
XJ
λσ +R
Y I
λσR
XJ
νβ
)
Παλβσ

− 1
EJ − EI
∑
ck
LIJckΘ
[Q]
ck +
∑
µν
SA[Q]µν G
IJ
µν
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where LIJ is the full orbital response Lagrangian, composed of the contributions from LA,IJ
(Eq. 6.49) and LB,IJ (Eq. 6.63). In the basis of atomic orbitals, this term is
LIJck =
∑
µνλσ
CλcCσk
(
DIJµν +D
IJ
νµ
)
Πµλνσ (6.66)
+
∑
aµνλσ
CλcCσa
(
RXIµν X
Ja
k +X
Ia
k R
XJ
µν +R
Y I
µν Y
Ja
k + Y
Ia
k R
Y J
µν
)
Πµλνσ
−
∑
iµνλσ
CλiCσk
(
RXIµν X
Jc
i +X
Ic
i R
XJ
µν +R
Y I
µν Y
Jc
i + Y
Ic
i R
Y J
µν
)
Πµλνσ
+
∑
aµνλσ
CλaCσc
(
RXIµν Y
Ja
k +X
Ia
k R
Y J
µν +R
Y I
µνX
Ja
k + Y
Ia
k R
XJ
µν
)
Πµλνσ
−
∑
iµνλσ
CλkCσi
(
RXIµν Y
Jc
i +X
Ic
i R
Y J
µν +R
Y I
µνX
Jc
i + Y
Ic
i R
XJ
µν
)
Πµλνσ
Eqs. 6.65 and 6.66 represent our final expression for the DC. With the exception of the SA[Q]
term, this expression is identical to that obtained from direct differentiation, as shown in Eq.
50 of Ref. 181. Note that the terms containing the antisymmetrized AO overlap gradients
(SA[Q]) are responsible for a lack of translational invariance in Eq. 6.65. As Ref. 67 shows, by
including electron translation factors to account for the momentum experienced by electrons
as they follow moving nuclei, we find that SA[Q] terms are entirely eliminated, restoring
translational invariance. However, the antisymmetrized overlap gradients are present in
finite difference approximations to the derivative coupling, and so must be included for
purposes of debugging (though they may be neglected otherwise). For details on how the
SA[Q] term in the present work is reconciled with the direct differentiation result, see A.6.
6.4. Results
Eqs. 6.65, 6.66 and A.29 were implemented in a development version of the Q-CHEM
software package. [102,158] To evaluate the analytic solution, the direct coupling expression
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(Eq. 6.38) was approximated via finite difference (Eq. 6.67).
d
TDHF[Q]
IJ ≈〈ΦHFXˆI†|
(
|XˆJΦHF〉
)[Q] − 〈ΦHFYˆ I†|(|Yˆ JΦHF〉)[Q] (6.67)
≈〈X
I(x)|X J(x + h)〉 − 〈X I(x)|X J(x− h)〉
2 |h|
− 〈Y
I(x)|YJ(x + h)〉 − 〈YI(x)|YJ(x− h)〉
2 |h|
Here, x is reference nuclear configuration, and h is a small perturbation with respect to the
degree of freedom Q. We have defined |X I〉 ≡ |XˆIΦHF〉 and |YI〉 ≡ |Yˆ IΦHF〉 for simplicity.
For our test case, we calculated the derivative couplings between TDHF states S1, S4, and S5
of formaldehyde. Results were generated using the 6-31G* basis set and the HF minimum-
energy geometry. Both analytic and finite difference results are summarized in Table 6.3.
The analytic results agree with the finite difference values to within ∼ 10−4 a−10 , which is
the expected precision of the finite difference approximation. It is clear by inspection that
these derivative coupling components lack translational invariance. The non-translationally
invariant term (SA[Q]GIJ , Eqs. 6.65 and A.29) was included in this calculation to match
the finite-difference result.
6.5. Discussion and conclusions
By defining pseudo-wavefunctions that approximately correspond to TDHF states, we have
been able to develop an analytic expression for derivative couplings between TDHF states
in the form of a Hellmann-Feynman expression. Our final expression is similar in form to
the corresponding CIS derivative couplings, [67] though there are important differences. In
particular, XY coupling appears in the orbital response Lagrangian (Eq. 6.66) that has
no CIS counterpart. The derivative couplings calculated according to Eqs. 6.65-6.66 and
A.29 agree exactly with a direct differentiation expression (Eq. 6.38), and numerical results
match finite difference results to a high degree of precision in practice.
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Table 6.3: Derivative coupling between the TDHF excited states S1, S4, and S5 of formalde-
hyde using the 6-31G* basis set. Results presented for both the finite difference approx-
imation (“FD”, Eq. 6.67) and our analytic method (Eq. 6.65). All results are presented
in a−10 . To match finite difference result, the non-translationally invariant term (S
A[Q]GIJ ,
Eqs. 6.65 and A.29) was included. For the finite difference calculation, a step size of
h = 1.89 ∗ 10−4 a0 was used. For all degrees of freedom (Q), the analytic result agrees
with the finite difference approximation at least to the expected level of accuracy for finite
difference, ∼ 10−4 a−10 .
Q S1-S4 S1-S5 S4-S5
FD Analytic FD Analytic FD Analytic
Cx 0.00000 0.00000 0.00000 0.00000 -0.00005 0.00000
Cy 0.00000 0.00000 -0.76790 -0.76790 0.00000 0.00000
Cz -0.15739 -0.15741 0.00001 0.00000 1.99752 1.99721
H1x 0.00002 0.00000 0.04297 0.04299 0.00023 0.00000
H1y 0.00001 0.00000 0.08164 0.08162 0.00008 0.00000
H1z 0.07660 0.07660 -0.00001 0.00000 -0.66402 -0.66410
H2x 0.00000 0.00000 -0.04297 -0.04299 -0.00001 0.00000
H2y 0.00000 0.00000 0.08164 0.08162 -0.00003 0.00000
H2z 0.07659 0.07660 0.00000 0.00000 -0.66407 -0.66410
Ox 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Oy 0.00000 0.00000 0.35603 0.35599 0.00000 0.00000
Oz 0.02519 0.02514 0.00009 0.00000 -0.65012 -0.65073
6.5.1. Comparison with Chernyak-Mukamel and time-dependent response theory
To further justify our approach to DCs, we would like to compare our expression (Eq.
6.65) with the exact Chernyak-Mukamel formula (Eq. 6.73), [165] which expresses DCs as
a function of the transition density matrix in the limit of exact wavefunctions. In such
a limit, the basis set is complete, so we may naturally dispense with the Pulay terms
(S[Q]) and the antisymmetrized AO overlap gradients (SA[Q]). Additionally, as noted by
Send and Furche, [175,185] the only component of the Hamiltonian that depends on nuclear
position (and therefore a finite atom-centered basis) is the nuclear-electronic potential, v;
the electron kinetic energy and two-electron operators can therefore also be eliminated.
Consequently, in the MO basis, we can write our complete basis DC expression
d
CB[Q]
IJ =
1
EJ − EI
∑
pq
v[Q]pq D
IJ
pq −
1
EJ − EI
∑
ck
Θ
[Q]
ck L
IJ
ck , (6.68)
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where the MO-basis difference density matrix3 is
DIJpq =

−∑a (XJap XIaq + Y Iap Y Jaq ) for p, q ∈ Occ∑
i
(
XIpi X
Jq
i + Y
Jp
i Y
Iq
i
)
for p, q ∈ Virt
0 otherwise
(6.69)
and the MO-basis orbital response Lagrangian is
LIJck =
∑
pq
Πpcqk
(
DIJpq +D
IJ
qp
)
(6.70)
+
∑
jab
[
Πbcja
(
XIak X
Jb
j +X
Ib
j X
Ja
k + Y
Ia
k Y
Jb
j + Y
Ib
j Y
Ja
k
)
+Πbajc
(
XIak Y
Jb
j +X
Ib
j Y
Ja
k + Y
Ia
k X
Jb
j + Y
Ib
j X
Ja
k
)]
−
∑
ijb
[
Πbijk
(
XIci X
Jb
j +X
Ib
j X
Jc
i + Y
Ic
i Y
Jb
j + Y
Ib
j Y
Jc
i
)
+Πbkji
(
XIci Y
Jb
j +X
Ib
j Y
Jc
i + Y
Ic
i X
Jb
j + Y
Ib
j X
Jc
i
)]
.
Equivalently, we can write
d
CB[Q]
IJ =
1
EJ − EI
∑
pq
v[Q]pq Γ
IJ
pq , (6.71)
for a matrix ΓIJ given by
ΓIJpq =

DIJpq for p, q ∈ Occ or p, q ∈ Virt
−12
∑
ai(A+B)
−1
pqaiLai for p ∈ Virt, q ∈ Occ
−12
∑
ai(A+B)
−1
qpaiLai for p ∈ Occ, q ∈ Virt.
(6.72)
If we now compare our complete basis DC expression to the Chernyak-Mukamel formula,
d
CM[Q]
IJ =
1
EJ − EI
∑
pq
v[Q]pq γ
IJ
pq , (6.73)
3This matrix can be recovered using the pseudo-wavefunctions described in Section 6.36.3.2 acting on a
single-electron density operator, DIJpq ≈ 〈ΨI |aˆ†paˆq|ΨJ〉.
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it is clear that, if our pseudo-wavefunction approach is meaningful, ΓIJ from Eq. 6.72 should
correspond to γIJ , the exact transition density matrix. According to response theory [186,187]
the exact transition density matrix between states I and J is
γIJpq =

DIJpq for p, q ∈ Occ or p, q ∈ Virt
γ
(1),IJ
pq for p ∈ Virt, q ∈ Occ
γ
(2),IJ
pq for p ∈ Occ, q ∈ Virt.
(6.74)
The occupied-virtual components of γIJ are obtained by solving

 A B
B A
+ (EJ − EI)
 I 0
0 −I


 γ(1),IJ
γ(2),IJ
 = −
 L(1),IJ
L(2),IJ
 , (6.75)
where I is the identity matrix,
L
(1),IJ
ck =
∑
pq
ΠpcqkD
IJ
pq (6.76)
+
∑
jab
[
Πbcja
(
XIak X
Jb
j + Y
Ib
j Y
Ja
k
)
+ Πbajc
(
XIbj Y
Ja
k +X
Ia
k Y
Jb
j
)]
−
∑
ijb
[
Πbijk
(
XIci X
Jb
j + Y
Ib
j Y
Jc
i
)
+ Πbkji
(
XIbj Y
Jc
i +X
Ic
i Y
Jb
j
)]
,
and
L
(2),IJ
ck =
∑
pq
ΠpcqkD
IJ
qp (6.77)
+
∑
jab
[
Πbcja
(
XIbj X
Ja
k + Y
Ia
k Y
Jb
j
)
+ Πbajc
(
Y Ibj X
Ja
k + Y
Ia
k X
Jb
j
)]
−
∑
ijb
[
Πbijk
(
XIbj X
Jc
i + Y
Ic
i Y
Jb
j
)
+ Πbkji
(
Y Ibj X
Jc
i + Y
Ic
i X
Jb
j
)]
.
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The key point to notice is that LIJck = L
(1),IJ
ck + L
(2),IJ
ck . Furthermore, in the limit of an
excited state crossing, where (EJ − EI)→ 0, it follows that
(
γ
(1),IJ
ai + γ
(2),IJ
ia
)
= −
∑
jb
(A+B)−1aibj L
IJ
jb . (6.78)
Thus, in the end, we may conclude that whenever the state energy difference (EJ − EI)
E1, where E1 is the lowest TDHF/TDDFT excitation energy, we recover the Chernyak-
Mukamel formula, d
CB[Q]
IJ = d
CM[Q]
IJ . Therefore our DCs agree with response theory in the
limit of an excited state crossing. Altogether, this analysis provides further evidence of the
reliability of the approximations made in the present work.
6.5.2. Future work
Although our approach is able to recover the Chernyak-Mukamel formula for TDHF DCs,
the reader may still ask him or herself whether our intuitive pseudo-wavefunctions can be
entirely trusted in practice. After all, we have made several approximations along the way,
most notably the assumption of small Y amplitudes. To convince the reader of the reliability
of Eqs. 6.65-6.66, in Ref. 181 we show that our derivative coupling expression displays the
correct behavior near conical intersections. In particular, the DCs in Eqs. 6.65-6.66 recover
the correct branching plane and Berry’s phase behavior, which provide yet another crucial
piece of empirical evidence that our approach captures the correct physics underlying the
derivative couplings between TDHF or, equivalently, TDDFT states. In the future, it
will be interesting to compare our derivative couplings with derivative couplings derived
entirely from response theory. Li and Liu [176] have recently made such a comparison in the
abstract, but no practical or numerical examples have yet been published. Looking forward,
there are many possible applications for our model of pseudo-wavefunctions, including the
construction of locally diabatized states [52,55,57,64,85] and nonadiabatic dynamics.
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CHAPTER 7 : Exploring Non-Condon Effects in a Covalent Tetracene Dimer: How
Important are Vibrations in Determining the Electronic Coupling for
Singlet Fission?
This chapter was adapted from Ref. 188.
7.1. Introduction
Interest in achieving third-generation solar energy conversion [189] – where the ratio of ef-
ficiency versus cost would exceed that achieved in single junction crystalline and thin-film
devices – has reinvigorated the exploration of organic material photophysics characterized by
the fission of photo-produced singlet exciton states into singlet-coupled pairs of triplets. [6,7]
This so-called singlet fission (SF) offers opportunities to process bluer solar photons into
charge carriers with a quantum yield larger than one and properly designed devices that
exploit SF may in principle exceed the Shockley-Quiesser limit [190] that bounds single junc-
tion devices. [191] While significant constraints on state energetics – where most importantly
Esinglet ≈ 2Etriplet – limit the space of available chromophores that can engage in SF, it
is nonetheless the case that marked advances have occurred in recent years within several
chromophore platforms that include polyacenes, [192–199] isobenzofurans, [200–203] carotenoids
and polyenes, [204,205] and diimides, [206] as well as within device settings. [197,207,208] Recent
advances have also occurred in theoretical treatments of SF mechanism and state energetics
although important debates remain. [1–3,7,209–221] It is in this mechanistic landscape that
attention is focused in this current study.
The role of nuclear conformation as well as dynamics in the process of SF remains a topic
of great interest and significant discussion. Nuclear conformation is central to electronic
coupling between states involved in the initial photoreaction [196,202,203,205,206,222] and arises
naturally in electronic structure explorations of SF as electronic couplings can vary greatly
due to orbital phase and constructive or destructive interference (that depends on nuclear
geometry). [5–7,214,215,219,223] Dynamics have been explored directly [1,2,209,215,223–225] under
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the approximation that all fluctuations (modulating the energy of relevant states as well
as the coupling between them) are harmonic and can be captured by a spectral density.
Dynamical effects can also be inferred indirectly in electronic structure work that attempts
to calculate global potential energy surfaces along relevant nuclear coordinates for states
involved in the photoreaction. [3,214,216,220,226–228]
In some systems, such as crystalline tetracene (Tc), the role of nuclear motions in the
mechanism of SF, particularly the initial events following photoexcitation, remains debated
despite the long history of exploration for SF. We have observed, using laser pulse shaping
experiments, significant sensitivity of fission yield to low frequency intermolecular phonon
modes. [229] On the one hand, these experimental observations might be partly supported
by restricted-active-space (RAS) calculations by Zimmerman and coworkers who have ob-
served evidence for endoergic SF and a decreasing of the energy gap between the lowest
energy adiabatic bright singlet exciton state and the dark multi-exciton state along an in-
termolecular (between Tc monomers) coordinate. [216,227] Assuming that C-C stretches are
also a meaningful nuclear coordinate promoting state mixing, one might then conclude that
there are at least two important motions in the SF process – it is possible that fluctua-
tions in the intermolecular coordinate are experimentally observed. On the other hand,
recent electronic structure work by Yost and coworkers [211] that attempts to tie together a
broad swath of experimental data, suggests electronic coupling is well above kBT at room
temperature and that SF in crystalline Tc should occur in the adiabatic Marcus limit. In
such a case, the dependence of electronic coupling on nuclear coordinates is weak and one
might argue that one reaction coordinate is sufficient.1 [230–232] Finally however, recent high
level electronic structure calculations by Parker and coworkers [210] find electronic coupling
between diabatic reactants and products states that is smaller than Yost and coworkers [211]
1Interestingly, this work as well as the work mentioned above by Zimmerman and co-workers (cf. Ref 227)
is at odds with interpretations of temperature-independent spectroscopic data (cf. Refs. 230–232) where,
for example based on transient absorption studies, it has been suggested that SF in Tc occurs between
isoenergetic reactant and product states via vibronic tunneling in the limit of small electronic coupling (cf.
Ref. 230). We will not consider such vibronic tunneling here, but in this context intermolecular motions
might play some role mediating a tunneling barrier.
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but still significantly larger than one might expect for a low coupling limit. [230] As we will
discuss briefly, although not the main focus of this manuscript, our simple methods allow for
calculation of electronic coupling with good agreement to Parker and coworkers. [210] This
may be useful in future calculations of dynamics in the vein of theory by Berkelbach, Hy-
bertson, and Reichman [1,2] and in this context, it would be interesting to take into account
– via the spectral density – how phonon modes impact yields of single fission.
Molecular dimers for SF, that are of interest to our group, are expected to have significant
sensitivity towards molecular vibration in their photoreaction rates. In very general terms,
dimers present useful platforms for the study of SF mechanism [5,222,233] (a key point in this
manuscript) but may also play an important role in future devices based on dye-sensitized
solar cell technologies. [6,191] We have been interested in a series of dimers that juxtapose
Tc monomer units in partially co-facial orientation via norbornyl bridges of varying size
(see Fig. 7.23 for the smallest of these). The dimers are inspired by naphthalene analogues
explored by Paddon-Row and coworkers that show elegant control of exciton splitting as
a function of bridge size. [234] In recent DFT and TD-DFT computational work by the
Damrauer group, it was established that these systems have excited state energetic prop-
erties suitable for SF. [5] Further, the molecules [5] show, particularly the dimer BT1 with
the smallest bridge, significant electronic communication between tetracene units as mea-
sured by calculation of Davydov splitting and quantification of so-called electron transfer
integrals that impact splittings of canonical orbitals (HOMO versus HOMO-1 and LUMO
versus LUMO+1; vide infra). To achieve efficient SF, however, there are stringent demands
on inter-chromophore electronic coupling beyond what is needed for energy or electron
transfer. As we have shown previously [5] and explore more extensively in this chapter, or-
bital symmetry arguments show us that SF pathways will vanish in the limit that certain
symmetry elements of these molecules [5] are preserved.
The essence of this manuscript is to establish – with BT1 as a test case – the order of
magnitude of electronic coupling for singlet fission that will arise as molecular vibrations
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Figure 7.23: Two representations of the tetracene dimer BT1. The molecular structure
comes from a geometry optimization calculation using the ωB97X-D density functional,
the 6-31G(d) basis set, and a polarizable continuum model of solvent parameterized for
toluene. [5] For the group theory analyses that follow, the molecule (C2v point group) is
aligned with the xz plane as shown.
occur and to speculate on the possibility of SF. To approach this we first establish the basis of
a frontier orbital model that we will use to approximate coupling magnitudes in section 7.2.1.
In section 7.2.2, we describe protocols for converting delocalized canonical orbitals within
dimer molecules into a set of diabatic one-electron wave functions. These localized orbitals
are in essence frontier orbitals on each chromophore of the dimer. Such functions and
their couplings are essential ingredients in approximate expressions for electronic coupling
between reactant and product excited states during SF. In section 7.3.1, we first illustrate
the orbital localization procedure for the case of BT1, and then establish that the couplings
that arise from this description of the orbitals are comparable to those produced with
Berkelbach et al. in the case of a non-covalent Tc dimer. In section 7.3.2, we calculate
gradients for these one-electronic couplings and look at projections into the directions of
the normal modes of vibrational motion for BT1. Rules emerge about the types of motion
(irreducible representations in C2v symmetry) that permit electronic coupling necessary for
SF. We then calculate the magnitude of electronic coupling that emerges during root-mean-
squared (RMS) motions of the molecule at room temperature along these relevant modes.
In section 7.3.3, we give a very rough error analysis of our diabatization formalism. Finally,
in section 7.3.4, we estimate an overall effective coupling value for SF in BT1 based on
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Stuchebrukhov’s model Hamiltonian for inelastic tunneling in a fluctuating medium. We
summarize our findings and conclude in section 7.4.
7.2. Theory
7.2.1. Frontier molecular orbital theory for singlet fission
In recent electronic structure treatments of SF in Class I systems, it has been common to
focus on dimer structures relevant to crystalline systems and to utilize a simple frontier-
orbital basis set (HOMO and LUMO on each of the two chromophores A and B; referred to
later as |hA〉, |lA〉, |hB〉, and |lB〉) to describe the electronic states that are involved in the
nascent photoreaction within the singlet manifold, prior to dissociation and dephasing of the
two triplets (see cartoon in Fig. 7.24). [1–3,6,213–215,219,224,233] The four-orbital basis is able to
capture the essential electronic structure of five relevant diabatic states: the Frenkel exciton
reactant states (S1S0 and S0S1 or superpositions of these), the charge transfer states (
1CA
and 1AC; where A refers to anion and C refers to cation), and the multiexciton product
state (1TT).2 Further, the use of this basis is justified, particularly in polyacene systems, by
a significant energy gap between the HOMO-1 and lower energy occupied molecular orbitals
and between the LUMO+1 and higher energy unoccupied orbitals.3
The process of constructing the HOMO and LUMO for each chromophore can be ac-
complished by using the corresponding molecular orbitals of the chromophores as isolated
molecules, as in the Hartree-Fock method described by Berkelbach, Hybertson, and Reich-
man (HF-BHR). [2] In bridged systems, however, obtaining a MO description of the isolated
chromophores is no longer trivial. In the current manuscript, we instead apply a unitary
transformation to the canonical MOs of the entire system to produce a localized frontier
orbital representation, a process that can be equivalently applied to both intermolecular
2The notation that is used here for diabatic states relates to the monomer units A and B in that order.
So, for example, S1S0 means that unit A is in the first excited singlet state while B is in the ground state. As
a further example, 1CA means that monomer A is oxidized (cationic) while monomer B is reduced (anionic).
3Of course, such an orbital description ignores any and all effects of electron correlation so that, for
accuracy, this approach will necessary rely on a fortuitous cancellation of errors, which holds quite often.
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Figure 7.24: Cartoon showing coupling pathways for SF from S1S0 to
1TT and how these
would relate to one-electron configurations in a frontier orbital active space consisting of
HOMO and LUMO on chromophores A and B. This figure is adapted from Refs. 6,7.
and intramolecular systems. This procedure is described in greater detail in section 7.2.2.
In generalized rate expressions that emerge from the frontier orbital description, [2,6,7] the
electronic coupling (squared) between reactants and product states (from S1S0 or S0S1
to 1TT) is an essential ingredient. These states may, in principle, couple directly via a
Coulomb operator, however, in many systems the matrix elements describing this are small
in magnitude and direct pathways (see Fig. 7.24) for SF are expected to have limited
mechanistic importance. [2,7,209] We will test this assumption for BT1 as described more
later. An alternative route for reactant and product electronic coupling is so-called mediated
via participation of charge transfer (CT) excited states (again see Fig. 7.24). In crystalline
polyacene systems [3,210,211,214] as well as within our series of dimers, [5] the CT states are
higher in energy than either the singlet exciton reactant or the 1TT product. The CT
states may therefore participate in coupling for SF via superexchange. [2] Berkelbach and
coworkers have shown an expression for a Frenkel exciton to first order in coupling to CT
states as well as for the 1TT to first order in coupling to CT states. [2] From these, under the
assumptions that (i) direct singlet exciton to 1TT coupling (either S1S0 or S0S1 to
1TT) can
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be ignored, that (ii) E(CT)−E(S1S0 or S0S1) ≈ E(CT)−E(1TT) = ∆ECT, and that (iii)
we are in the nonadiabatic regime, a Marcus-like rate constant expression for conversion to∣∣1TT〉 from a singlet exciton ∣∣1EX〉 (equal to either |S1S0〉 or |S0S1〉) can be written in the
following way:
kSF ≈ 2pi√
4pi~2λkBT
1
∆E2CT
∣∣∣〈1TT|Hˆel|1CA〉〈1CA|Hˆel|1EX〉+ 〈1TT|Hˆel|1AC〉〈1AC|Hˆel|1EX〉∣∣∣2
× exp
(
− (∆Grxn + λ)
2
4λkBT
)
(7.1)〈
1TT
∣∣ Hˆel ∣∣1CA〉 = √3
2
(
〈lA| Fˆ |hB〉+ 〈lAlB|hBlB〉 − 〈lAhA|hBhA〉
)
〈
1TT
∣∣ Hˆel ∣∣1AC〉 = √3
2
(
〈hA| Fˆ |lB〉+ 〈lBlA|hAlA〉 − 〈lBhB|hAhB〉
)
〈
1CA
∣∣ Hˆel |S1S0〉 = 〈lA| Fˆ |lB〉+ 2 〈hAlA|lBhA〉 − 〈hAlA|hAlB〉〈
1CA
∣∣ Hˆel |S0S1〉 = −〈hA| Fˆ |hB〉+ 2 〈hBlB|lBhA〉 − 〈hBlB|hAlB〉〈
1AC
∣∣ Hˆel |S1S0〉 = −〈hA| Fˆ |hB〉+ 2 〈hAlA|lAhB〉 − 〈hAlA|hBlA〉〈
1AC
∣∣ Hˆel |S0S1〉 = 〈lA| Fˆ |lB〉+ 2 〈hBlB|lAhB〉 − 〈hBlB|hBlA〉〈
1TT
∣∣ Hˆel |S1S0〉 = √3
2
(〈lAlB|hBlA〉 − 〈hAhB|lBhA〉)〈
1TT
∣∣ Hˆel |S0S1〉 = √3
2
(〈lBlA|hAlB〉 − 〈hBhA|lAhB〉)
(7.2)
The matrix elements within the square coupling component of this rate constant may be
expressed in the frontier orbital basis with one-electron off-diagonal elements of the Fock
matrix and with two-electron Coulomb repulsion terms. The full expressions have been
previously derived [1,6] and are shown in Eq. 7.2. For many systems described in the
literature, for example crystalline polyacenes, the two-electron Coulomb terms are small
and reasonably neglected. [2,7,235] We will take the same approach here and justify this
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approximation later in the chapter. Neglecting these terms according to Eq. 7.3, [2,6]
〈
1TT|Hˆel|1CA
〉
≈
√
3/2
〈
lA|Fˆ |hB
〉
=
√
3/2tLH〈
1TT|Hˆel|1AC
〉
≈
√
3/2
〈
hA|Fˆ |lB
〉
=
√
3/2tHL〈
1CA|Hˆel|S0S1
〉
≈ −
〈
hA|Fˆ |hB
〉
= −tHH〈
1AC|Hˆel|S1S0
〉
≈ −
〈
hA|Fˆ |hB
〉
= −tHH〈
1AC|Hˆel|S0S1
〉
≈
〈
lA|Fˆ |lB
〉
= tLL〈
1CA|Hˆel|S1S0
〉
≈
〈
lA|Fˆ |lB
〉
= tLL
(7.3)
expressions for electronic coupling emerge that are relevant for conversion from |S0S1〉 to∣∣1TT〉 (Eq. 7.4) and from |S1S0〉 to ∣∣1TT〉 (Eq. 7.5).
1
∆ECT
∣∣∣〈1TT|Hˆel|1AC〉〈1AC|Hˆel|S0S1〉+ 〈1TT|Hˆel|1CA〉〈1CA|Hˆel|S0S1〉∣∣∣
=
√
3
2
|tHLtLL − tLHtHH|
∆ECT
(7.4)
1
∆ECT
∣∣∣〈1TT|Hˆel|1CA〉〈1CA|Hˆel|S1S0〉+ 〈1TT|Hˆel|1AC〉〈1AC|Hˆel|S1S0〉∣∣∣
=
√
3
2
|tHLtLL − tLHtHH|
∆ECT
(7.5)
These matrix elements will be used in what follows for comparative discussions of electronic
coupling in a Tc dimer system relevant for the molecular crystal and in BT1 under conditions
relevant for vibrational motion.
7.2.2. Computational details: Boys localization
All vibrational analyses and coupling element calculations employed a modified version of
the Q-CHEM software package, [102,158] were performed with the ωB97X-D density func-
tional, [236] and utilized the 6-31G(d) basis set. This functional was chosen to be consistent
with our previous work where we note that ωB97X-D outperforms B3LYP particularly in
describing singlet excited state energies. [5] For a comparison of coupling values obtained
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with different functionals for two different systems (BT1 and a noncovalent Tc dimer) see
Tables 7.7 and 7.8. Orbital couplings were calculated by applying Boys localization [58,59,61]
to the HOMO-1, ..., LUMO+1 subspace of molecular orbitals. The resulting Boys-localized
molecular orbital coefficients (C ′) are the result of a unitary transformation of the canonical
molecular orbital subspace (C),
C ′µp =
∑
r
CµrUrp (7.6)
where the transformation matrix U is chosen such that it maximizes the Boys function
(fBoys), given by
fBoys (U) =
∑
pq
∣∣∣〈φp|Xˆ|φp〉− 〈φq|Xˆ|φq〉∣∣∣2 (7.7)
where Xˆ is the vectorized dipole operator and |φp〉 is the pth molecular orbital. The four
resulting Boys-localized orbitals are then block diagonalized, so that the two-orbital sub-
spaces on each chromophore are not coupled by the Fock operator. The orbitals resulting
from this last transformation correspond to two HOMO/LUMO pairs, each localized to
a single chromophore. Using this transformed molecular orbital basis, the Fock matrix is
obtained according to
F ′pq =
∑
µν
C ′µpFµνC
′
νq =
∑
rs
UprFrsUsq (7.8)
The Coulombic repulsion terms were obtained by contracting the full AO-basis two-electron
integral (〈µλ|νσ〉) with densities given by D′prλσ = C ′λaC ′σs, so that a single element of the
two-electron integral tensor is obtained in the desired basis,
〈pq|rs〉′ =
∑
µνλσ
D
′pr
µν 〈µλ|νσ〉D
′qs
λσ (7.9)
It is worth emphasizing that the resulting localized MO coefficients are obtained entirely
from the transformation of the canonical MO coefficients from the full-system calculation;
separate calculations for isolated chromophores are not necessary. Furthermore, this ap-
proach is identical for covalent and non-covalent systems.
116
7.3. Results and Discussion
7.3.1. Demonstrations of the Boys Method for Calculating One-Electron Coupling Matrix
Elements
The covalently-bridged dimer BT1
In BT1 we take a four-orbital active space approach as described in section 7.2.2. The
starting place is four canonical Kohn-Sham orbitals for this system: |H − 1〉, |H〉, |L〉, and
|L+ 1〉. As expected, each is delocalized over the full pi system of the molecule (Fig. 7.26
(left)). The energy gap from |H − 1〉 to|H − 2〉 (not shown) is 1280 meV and the energy
gap from |L+ 1〉 to |L+ 2〉 (not shown) is 1390 meV. It is natural to consider BT1 as being
comprised of two covalently coupled Tc subunits and from this perspective |H − 1〉 and
|H〉 give the appearance, respectively, of in-phase and out-of-phase superpositions of the
familiar nodal pattern of the Tc monomer HOMO (see Fig. 7.25). An analogous statement
can be made for and in reference to the Tc LUMO.
HOMO LUMO
Figure 7.25: Frontier orbitals for monomeric tetracene.
Also shown in Fig. 7.26 (left) is a subset of the Fock matrix inclusive of the frontier orbital
basis with values reported in meV. For symmetric systems, in the limit where a one-electron
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Hamiltonian is accurate, one half the energy splitting between occupied orbitals and be-
tween unoccupied orbitals is exactly equal to the electron transfer integrals THT and TET,
respectively, as has been described extensively in literature focusing on donor/acceptor in-
teractions between alkyl-separated pi systems. [237,238] The quantities |THT| = 63.5 meV and
|TET| = 141 meV are relevant for hole-transfer and electron-transfer pathways, respectively,
coupling the two tetracene subunits in BT1. [5]
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Figure 7.26: Localized frontier orbitals needed to calculate one-electron coupling matrix
elements are obtained according to the depicted schematic. Starting with a four canonical-
orbital basis set (left) consisting of two highest occupied orbitals (|H− 1〉 and |H〉) and two
lowest unoccupied orbitals (|L〉 and |L + 1〉), Boys localization leads to four iso-energetic
(in this symmetrical case) orbitals (middle) two of which are localized to the right side of
the molecule (|R1〉 and |R2〉) and two of which are localized to the left (|L1〉 and |L2〉).
Rediagonalization of subspaces relevant for the left and right sides of the molecule, respec-
tively, leads (right) to the localized frontier orbitals |hA〉, |lA〉, |hB〉, and |lB〉, where A and
B refer to the right and left sides of the molecule as depicted and where h and l refer to
HOMO and LUMO. The representative Fock matrices for each of these three steps are also
shown with the third one (right) showing orbital couplings relevant for the SF model that
ignores two-electron terms. In the right-most Fock matrix, the black zeros are a result of
the diagonalization whereas the red zeros are a manifestation of the symmetry. Orbital
images were generated using the free visualization tool Avogadro (version 1.1.1). [8]
As discussed in the introductory comments, we have sought the simplest method for cal-
culating one-electron matrix elements describing orbital couplings between chromophoric
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subunits within dimeric molecules. To construct localized diabatic orbitals starting from
the canonical frontier orbitals, we apply a unitary transformation based on Boys localization,
(as described in section 7.2.2. [58,59,61]). As can be seen in Fig. 7.26 (middle) this produces a
set of four orthonormal MOs of identical energy, two of which, |R1〉 and |R2〉 are localized to
the right side of BT1 and two of which, |L1〉 and |L2〉, are localized to the left side. As can
be seen in the Fock matrix, there are very significant off-diagonal energy couplings between
pairs of orbitals on either side of the molecule (e.g.,
∣∣∣〈R1|Fˆ |R2〉∣∣∣ = ∣∣∣〈L1|Fˆ |L2〉∣∣∣ = 3109
meV) whereas off-diagonal couplings between left and right orbitals are small and of order
100 meV.
With these localized MOs it is now straightforward to obtain a HOMO/LUMO set for each
of the chromophoric sides of the molecule by focusing on diagonalization in the two 2 × 2
subspaces that are represented by the dotted-line boxes in Fig. 7.26 (middle), as suggested
in a very similar context by Cave and Newton. [55] This is achieved by the application of two
Givens rotation matrices, each with a dimension NBasis × NBasis (where, NBasis = 4) but
each as the identity other that the 2×2 subspace on which it is acting. The procedure results
in four new MOs as seen in Fig. 7.26 (right). For each side of the dimer (labeled A versus B)
a HOMO/LUMO set is generated with the expected nodal patterns relative to monomeric
Tc (again, see Fig. 7.25) and with no energy couplings between HOMO and LUMO – e.g.,〈
hA|Fˆ |lA
〉
=
〈
hB|Fˆ |lB
〉
= 0. Critically, however, off-diagonal matrix elements exposing
energy couplings between orbitals across the dimer are permitted. As shown in the Fock
matrix of Fig. 7.26 (right),
〈
hA|Fˆ |hB
〉
= tHH = 63.5 meV and
〈
lA|Fˆ |lB
〉
= tLL = 141
meV, both values identical to the magnitudes |THT| and |TET| obtained from splittings
within the canonical orbitals (vide supra). As expected from symmetry considerations,
both matrix elements
〈
hA|Fˆ |lB
〉
= tHL and
〈
lA|Fˆ |hB
〉
= tLH are zero. Note that for
asymmetric systems, one cannot use HOMO/HOMO-1 or LUMO/LUMO+1 splittings to
calculate electron transfer integrals; one is forced to use a more general approach, e.g., the
Boys approach described above.
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Digression: A non-covalent tetracene dimer
To quantitatively benchmark the overall procedure just described against other known meth-
ods we have considered a non-covalent Tc dimer system where the electronic coupling for SF
is expected to be large both by literature precedent [210,211,214] and by inference to a struc-
turally and electronically related pentacene dimer for which values of tHH, tLL, tHL, and
tLH have been previously reported.
[2] The structure considered here (Fig. 7.27) represents
one of three unique nearest neighbor pairs in the most common polymorph of crystalline
Tc. [9] The choice of this dimer amongst the three is somewhat arbitrary as each is expected
to have significant inter-chromophore orbital couplings particularly the two that have the
general herringbone arrangement of the Tc monomers. [2,210] We choose this structure, in
part, so that comparisons can be made (vide infra) with reported high level calculations. [210]
Using Hartree-Fock methods identical to those applied previously to pentacene dimers by
Berkelbach, Hybertson and Reichman (BHR-HF), [2] values were calculated for tHH, tLL,
tHL, and tLH
4 and are shown in Table 7.4. The Boys methodology was then applied for
purposes of comparison.
The sign differences observed between the two methods originate from differing orbital phase
conventions that were used. Such a sign difference is unimportant as can be seen in the
various products of one-electron matrix elements (terms such as
√
3/2tHLtLL) that are listed
in Table 7.4: in all cases the two products whose difference is relevant for the electronic
coupling (Eqs. 7.4 or 7.5) needed for rate expressions have a common sign indicating
there will be a destructive interference between hole-transfer and electron transfer pathways
leading from the singlet exciton state to the 1TT. In general there is reasonably good
agreement in the magnitude of the coupling values calculated with the two methods. It is
noted that in the case of tHH, the Boys method predicts a value less than half the magnitude
of the HF method. This may be a manifestation of a previously noted overestimation of
coupling using HF. [2,3] Along these lines, if HF exchange is used with the current Boys
4These calculations pertaining to the noncovalent Tc dimer that were made using BHR-HF method were
generously provided to us by Dr. T. Berkelbach.
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Side View:
Top View:
Figure 7.27: Structure of non-covalent Tc dimer system used to test methods for calculating
tHH, tLL, tHL, and tLH. The structure is one of three unique nearest neighbor pairs in the
most common polymorph of crystalline Tc. [9] This structure comes from the ab plane of
the experimental unit cell and corresponds to an [a b] translation vector of [12
1
2 ].
method intead of ωB97X-D, universally larger couplings are obtained for the Tc dimer
(Table 7.8 as well as for BT1 (Table 7.7.) We note a general increase in coupling as the
extent of exact exchange is increased in the functional from PBE where there is none) to
B3LYP, to ωB97X-D, and finally to HF (which contains all exact exchange). However,
it is pointed out that the magnitude of tHH that we calculate for the Tc dimer with HF
exchange is still approximately half that calculated by Berkelbach. It is noted that factor
of 2 discrepancy between couplings from single molecule and supramolecular calculations
has been seen previously for excitonic couplings. [239]
It is worthwhile to consider some measure of electronic coupling between diabatic states
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BHR-HF Boys
tHH -204 -91
tLL 113 -83.5
tHL 79 -74
tLH -88 -107√
3/2tLHtLL -12179 10942√
3/2tHLtHH -19738 8247√
3/2 (tLHtLL − tHLtHH) 7559 2695√
3/2tHLtLL 10933 7553√
3/2tLHtHH 21987 11923√
3/2 (tHLtLL − tLHtHH) -11054 -4370
Table 7.4: Comparison of one-electron interchromophore coupling matrix elements (in meV)
and various products of these elements (in meV2) in noncovalent Tc dimer with Boys method
versus previously-described Hartree-Fock method. The latter come from unpublished val-
ues calculated by Berkelbach. [1,2] Sign differences of orbital coupling components (t) are
due to different orbital phase conventions; they are ultimately resolved in the final coupling
expressions,
√
3/2 (tLHtLL − tHLtHH) and
√
3/2 (tHLtLL − tLHtHH). The only major differ-
ence in magnitudes of the orbital coupling components is for tHH, for which the BHR-HF
magnitude is more than twice as large as the Boys magnitude. This may be caused by the
previously-reported tendency of HF to overestimate couplings. [2,3]
involved in SF in order to connect to other theoretical treatments in the literature. As dis-
cussed in section 7.2, quantities such as
∣∣∣√3/2 (tHLtLL − tLHtHH)∣∣∣ and ∣∣∣√3/2 (tLHtLL − tHLtHH)∣∣∣
serve as useful approximations to relevant superpositions of superexchange coupling path-
ways in SF from either S0S1 (Eq. 7.4) or S1S0 (Eq. 7.5), respectively. We highlight in Table
7.4 the quantity
∣∣∣√3/2 (tHLtLL − tLHtHH)∣∣∣ relevant for S0S1 → 1TT (Eq. 7.4) as opposed to∣∣∣√3/2 (tLHtLL − tHLtHH)∣∣∣ relevant for S1S0 → 1TT (Eq. 7.5) as the magnitude is larger for
the former quantity using both methods. With the Boys method,
∣∣∣√3/2 (tHLtLL − tLHtHH)∣∣∣
= 4370 meV2. This is within 30% of values extracted from diabatic state couplings obtained
in a high level calculation of a model Hamiltonian for a tetracene dimer by Parker and Sh-
iozaki where
∣∣∣〈1TT|Hˆel|1AC〉〈1AC|Hˆel|S0S1〉+ 〈1TT|Hˆel|1CA〉〈1CA|Hˆel|S0S1〉∣∣∣ = 3233
meV2. [210] Working backwards from the individual state coupling matrix elements in this
model Hamiltonian, again under the assumption that Coulomb terms due to two-electron
overlap densities are small, it is possible to extract one-electron terms where tHH = 100
meV, tLL = 88 meV, tHL = 45 meV, and tLH = 66 meV. These are also in reasonably good
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agreement with values obtained by the simpler methods listed in Table 7.4.
Before leaving this model non-covalent dimer and returning to discussions of BT1, we note
that all methods discussed in this section – Parker/Shiozaki, Boys, BHR-HF (in order
of increasing value) – predict, under a superexchange model, a magnitude of electronic
coupling in SF that is less than kBT (298 K) ranging from 3-11 meV (ours is 4.4 meV)
when using ∆ECT = 1000 meV as per the high-level calculations by Parker and Shiozaki
of a Tc dimer imbedded in a point-charge super-cell to mimic aspects of the crystalline
environment. [210] It should be pointed out that even the most accurate Parker/Shiozaki
model cannot accommodate charge delocalization or polarization of the crystal environment
to the new charge distribution, and as such the estimate of ∆ECT may still be too high.
Electro-absorption studies suggest the CT states to be in the range of 2.7 – 3.1 eV [239]
suggesting ∆ECT in a range of 400 – 800 meV above the singlet exciton state of 2.32 eV.
[240]
If we choose for purposes of comparison the median case of ∆ECT = 600 meV, the range
of electronic couplings being discussed shifts to 5 meV – 18 meV with our prediction using
the Boys methodology at 7.3 meV. Although shifted to higher values, the individual values
within this range remain less than kBT and notably less than recent calculations (varying
values of ∆ECT).
[211,214] Further investigation will be needed to ascertain the source of this
discrepancy.
7.3.2. Coupling Gradients and the Role of Vibrations
We now return to the BT1 dimer. The matrix elements tHL and tLH are calculated to
be zero for the molecule in its ground state structure with C2v point group symmetry.
This is the expected result obtained by invoking the Longuet-Higgins-Roberts [224,240] (or
Mulliken [241,242]) approximation stating that matrix elements of the type
〈
φA|Fˆ |φB
〉
are
proportional to the overlap integral 〈φA|φB〉. Here, orbital symmetry arguments are useful in
that either localized HOMO orbital hA or hB is anti-symmetric with respect to a reflection
plane passing through both Tc units, while either LUMO lA or lB is symmetric. Thus
HOMO/LUMO overlaps (from A to B or from B to A) must be zero. It stands to reason,
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then, that certain molecular vibrations, specifically those that break the plane of symmetry
in the molecule, should impact electronic coupling through non-zero values of tHL and tLH.
To explore this, we have calculated gradients dtdqi for all of the inter-chromophore orbital
couplings tHH, tLL, tHL, and tLH, where qi refers to each of the 183 normal modes of motion
for BT1. Each gradient was calculated by performing a finite difference calculation according
to Eq. 7.10
dt
dqi
≈ t (r0 + hi)− t (r0 − hi)
2 |hi| (7.10)
where r0 is the reference geometry, and hi represents a geometric perturbation in the di-
rection of normal mode qi, with |hi| = 0.0001 A˚. A separate calculation was needed to
generate the couplings for each perturbed geometry, so that the total number of single
point calculations necessary to approximate the coupling gradients was 366.
Certain patterns emerge in these calculated coupling gradients (all values are listed in Table
7.5) that can be linked to the irreducible representations of the C2v point group assigned
to each normal mode of motion. Examples are illustrated in Fig. 7.28, where coupling
gradients for the lowest frequency A1, A2, B1, and B2 modes are shown. For purposes of
assignment, it is assumed that the C2 symmetry axis of the molecule is aligned with the
Cartesian z -axis, that the Cartesian xz plane bisects the molecule through both Tc units
of the dimer, and that the function x transforms as the irreducible representation B1. For
all B1 modes, all coupling gradients are zero. For all A1 modes, the gradients
dtHH
dqi
and
dtLL
dqi
are finite with different magnitudes (either can be either sign) but these are ultimately
irrelevant in the context of SF because dtHLdqi and
dtLH
dqi
equal zero. This latter point is the
expected result because normal motions classified with the A1 irreducible representation
(and with B1 as well) are symmetrical with respect to symmetry operation of reflection
through the xz plane (σˆxz) and cannot facilitate coupling between antisymmetrical HOMOs
with symmetrical LUMOs. Thus, these results suggest A1 and B1 vibrations play no role
in SF for BT1.
This leaves motions belonging to the A2 and B2 irreducible representations. Both induce
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Figure 7.28: Examples of patterns in the one-electron coupling gradients (in meV/A˚) for
each type of vibrational mode according to its irreducible representation (A1, A2, B1, and
B2; relevant for the C2v point group symmetry of the molecule). Those shown correspond
to the lowest-frequency instances of each: A1 at 21 cm
−1, A2 at 81 cm−1, B1 at 44 cm−1,
and B2 at 72 cm
−1. Of note, only A2 and B2 modes have non-zero values for dtHLdqi and
dtLH
dqi
.
In all B2 modes these have the same sign whereas in all A2 modes these have opposite signs.
no change in coupling between HOMOs or between LUMOs of the two chromophoric units
of the molecule; i.e., dtHHdqi =
dtLL
dqi
= 0. More importantly, the HOMO/LUMO coupling
gradients dtHLdqi and
dtLH
dqi
are non-zero. In the case of all B2 modes, both gradients are of
equal magnitude and equal sign (but can be either positive or negative). In the case of all
A2 modes, both gradients are again of equal magnitude but take on opposite signs. It is
noted that the absolute sign for any of these coupling gradients for either A2 or B2 modes
is somewhat arbitrary as it will flip in the −−qi direction. However, as discussed below the
sign difference between dtHLdqi and
dtLH
dqi
for A2 modes compared to its similarity in B2 modes
is important.
As noted above, all coupling gradients are listed in Table 7.5; but for illustrative purposes,
we plot just dtLHdqi in Fig. 7.29. Of note, there is a single B2 normal mode at 1772 cm
−1
(mode no. 159) that is dominant in its impact on dtLHdq (and by inference
dtHL
dq ) relative to
other modes. In terms of the magnitude |dtLHdq |, its value of 721 meV/A˚ is a factor of 2.7
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larger than the next largest (267 meV/A˚) occurring at 1765 cm−1 for an A2 mode (mode
no. 158).
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Figure 7.29: Coupling gradient dtLHdq shown for all frequencies and according to the irre-
ducible representation of each mode: A1 (red), A2 (blue), B1 (orange), and B2 (green). For
each frequency the corresponding gradient dtHLdq can be inferred using the pattern according
to Fig. 7.28.
In Fig. 7.30 (a) is plotted a cartoon of this normal mode (no. 159) with projection vectors
as well as an exaggerated view of the molecule at its vibrational turning points. The per-
spective in these pictures is in the positive z direction with the central methylene group at
the apex of the molecule in the background. The impact on electronic coupling between the
Tc chromophores in the dimer is clearly a result of distortions derived from C-C stretch-
ing localized significantly to the norbornyl bridging unit and nearest phenyl rings where
through-bond and through-space interactions between lAand hB (or vice versa) are largest.
Focusing on through-space interactions, a qualitative explanation is provided that focuses
on only a piece of the orbital phase for lAand hB at the norbornyl bridge with phase infor-
mation inferred from Fig. 7.26 (left). In the center of Fig. 7.30(b) the molecule is captured
in its static C2v structure where, by the symmetry arguments described above, there is no
net overlap between lAand hB and tLH is zero. Using an exaggerated distortion in this B2
direction (left), it is shown that inter-orbital energy coupling can develop as inferred by
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an increase in overlap (green double arrow) of regions of lA and hB that are in-phase con-
comitant with a decrease (black double arrow) of out-of-phase overlap. In the −q direction
(right) a similar process happens but it results–due to phase – in a coupling matrix element
of opposite sign. As shown in Fig. 7.31 (b), an analogous qualitative argument applied to
hA and lB (as opposed to lA and hB as discussed above) explains how
dtHL
dqi
and dtLHdqi have
the same sign for B2 motions.
B2: 1772 cm-1 
A2: 1765 cm-1 
lAhB lAhB
lAhB
lAhB
+q
-q
lAhB lAhB
+q
-q
(a)
(b)
(c)
(d)
Figure 7.30: (a) Depiction of 1772 cm−1 B2 normal mode of motion (no. 159) that has
the highest magnitude coupling gradient dtLHdq . The viewpoint is in the +z direction such
that the central methylene group of the molecule is headed into the paper. (b) Cartoon
rationalizing how tLH coupling develops during this motion (in both +q and −q directions)
with the focus on only part of the orbital (phase inferred from Fig. 7.26) for lA and hB (see
text for details). (c) Depiction of A2 1765 cm
−1 normal mode of motion (no. 158) that has
the second highest magnitude coupling gradient dtLHdq . (d) Cartoon rationalizing how tLH
coupling develops during this motion (in both +q and −q directions) with the focus on only
part of the orbital for lA and hB (again, see text for details).
The A2 mode (1765 cm
−1; no. 158) that has the second largest magnitude of coupling
gradient dtLHdqi (and again by inference
dtHL
dqi
) also involves distortions largely localized to
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the norbornyl bridge and nearest phenyl rings (Fig. 7.30 (c)). Here it can be seen that
inter-orbital coupling can develop as the vibration proceeds as inferred from lA to hB orbital
overlap diagonally across the bridge (Fig. 7.30 (d)). The magnitude of the coupling gradient
dtLH
dqi
in this case is understandably smaller (the factor of 2.7 mentioned above) than the
1772 cm−1 B2 mode (no. 159) where coupling develops via lA to hB pi overlap directly across
the bridge.
In order to calculate coupling values as opposed to coupling gradients – given that tLH (and
tHL) equal zero for the static C2v structure – we rely on an estimation of the deviation
in position that may be expected to occur at a given temperature for any of the normal
modes of motion qi. With Eq. 7.11, an average vibrational level occupation number 〈ni〉 is
first calculated (for what follows, 298 K is used). With this, the root-mean-squared (RMS)
deviation in the qthi direction (
√〈
q2i
〉
) is then evaluated using Eq. 7.12. In these equations,
ωi and µi refer to the frequency and reduced mass of the i
th normal mode. Finally we
calculate coupling at this RMS deviation using Eq. 7.13. These data are compiled in Table
7.6.
〈ni〉 = 1
e~ωi/kBT − 1 (7.11)√〈
q2i
〉
=
√
~
2µiωi
(2〈ni〉+ 1) (7.12)
∆tAB =
dtAB
dqi
√〈
q2i
〉
(7.13)
Given the relatively high frequency of the two modes discussed above (1772 cm−1 and 1765
cm−1), the average occupation number at room temperature is 0.00, i.e., the vibrational
ground state. This leads to a 0.035 A˚ RMS deviation for both modes and coupling values
(tLH + ∆tLH) equal to 9.45 meV (1765 cm
−1; A2) and -25 meV (1772 cm−1; B2). While
the magnitudes of these coupling contributions vary substantially, their impact on SF is
expected to be quite similar by coincidence. This originates in the difference of terms
(products of one-electron matrix elements) central to the electronic coupling expressions in
Eqs. 7.4 and 7.5 (e.g., tHLtLL − tLHtHH). As seen in the Fock matrix following localization
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and rediagonalization in Fig. 7.26 (right), the quantities tHH and tLL have a common
sign for this molecular system. This confluence means that A2 modes, where there is a
sign difference between ∆tLH and ∆tHL (Table 7.6), will fare better due to a constructive
interference of pathways than B2 modes where ∆tLH and ∆tHL have a common sign. That
the B2 modes have any role in SF relies on the fact that the hole-transfer and electron-
transfer pathways for donor-acceptor interactions between the two chromophores (i.e., tHH
and tLL) have differing importance in this system (vide supra).41 Using the value of ∆ECT
= 659 meV determined previously by the Damrauer group for BT1, [5] we calculate the
coupling relevant for rate expressions such as Eq. 7.1 according to either Eq. 7.14 (S0S1 →
1TT) or Eq. 7.15 (S1S0 → 1TT) below and find a remarkably similar 3.589 meV for the A2
mode (1765 cm−1; no. 158) versus 3.594 meV for the B2 mode (1772 cm−1; no. 158). In
this system electronic coupling for either S0S1 → 1TT or S1S0 → 1TT is identical because
in all cases (modes) |tHL| = |tLH|.
couplingS0S1→1TT = ∆E
−1
CT
√
3/2 |(tHL + ∆tHL) (tLL + ∆tLL)− (tLH + ∆tLH) (tHH + ∆tHH)|
(7.14)
couplingS1S0→1TT = ∆E
−1
CT
√
3/2 |(tLH + ∆tLH) (tLL + ∆tLL)− (tHL + ∆tHL) (tHH + ∆tHH)|
(7.15)
The identical procedure applied to all modes results in a set of coupling values shown in Fig.
7.32 and listed in Table 7.6. In general, it can be seen that A2 modes feature prominently
as may be expected from the pathway interference issues discussed above. Of these, the
113.5 cm−1 vibration (no. 6) is notable with a coupling value of 3.31 meV ranking it third
amongst all modes and 92% of the maximum at 3.59 meV. While the gradient magnitude
for this mode
∣∣∣dtLHdq ∣∣∣ (or ∣∣∣dtHLdq ∣∣∣) is not insignificant, it nonetheless ranks 11th amongst A2
modes and 28th overall. The significant coupling arises in large part due to its low frequency,
which permits an average population of higher quantum states and with that a larger RMS
deviation in position. Here, via Eq. 7.11, 〈n〉 = 1.37, to be compared with the 〈n〉 = 0.00
described above for the 1772 cm−1 and 1765 cm−1 modes, and to 〈n〉 = 0.41 for a more
129
modestly higher frequency 257 cm−1 A2 mode (no. 16). The resulting RMS deviation
(Eq. 7.12) for the 113.5 cm−1 vibration is
√〈q2〉 = 0.30 A˚, making it nearly an order of
magnitude larger than the 1772 cm−1 and 1765 cm−1 vibrations (vide supra) and twice as
large as the 257 cm−1 A2 mode where
√〈q2〉 = 0.15 A˚.
7.3.3. Evaluation of the two-electron coupling contribution
As has been discussed, the electronic coupling for mediated SF evaluated using either Eq.
7.14 or 7.15 ignores two-electron repulsion integrals that are, for example, shown in Eq. 7.2.
Although these integrals are time-consuming to numerically evaluate, we have considered
several cases for purposes of comparison. First, within Eq. 7.2, all integrals (two-electron
or one-electron) associated with the terms
〈
1TT|Hˆel|1CA
〉
or
〈
1TT|Hˆel|1AC
〉
vanish with
C2v symmetry. We consider, then, four cases involving RMS deviation along two high-
frequency modes (nos. 158 and 159: 1765 cm−1 (A2) and 1772 cm−1 (B2)) and along two
low-frequency modes (nos. 4 and 6: 72 cm−1 (B2) and 113.5 cm−1 (A2)). Expressions
inclusive of two-electron integral terms that are analogous to Eqs. 7.14 and 7.15 are shown
in Eqs. 7.16 and 7.17. Because of symmetry, only one of these needs to be evaluated and we
have considered the integrals relevant for Eq. 7.17 (i.e., for S1S0 → 1TT). We find relatively
small deviations in couplings calculated with or without the two-electron integrals. For the
1772 cm−1 B2 mode, the magnitude of coupling is calculated to be 3.81 meV (including
two-electron integrals) as compared with 3.59 meV (one-electron integrals) representing a
very modest 6% difference. Similarly for the 1765 cm−1 A2 mode, we find a 6.5% difference
(3.84 meV (two-electron) versus 3.589 (one-electron)). For the lower frequency modes we
find slightly larger, although still small, deviations. At 72 cm−1 (B2) the relative error is 8%
(0.95 meV (two-electron) versus 1.03 meV (one-electron)) while at 113.5 cm−1 the relative
error is 11% (2.98 meV (two-electron) versus 3.31 meV (one-electron)). These results, while
not complete for all A2 and B2 modes, nonetheless appear to justify using the simpler one
electron coupling expressions (Eqs. 7.14 or 7.15) particularly in computationally expensive
130
scenarios such as during explorations of dynamics.
CouplingS1S0→1TT =
1
∆ECT
∣∣∣〈1TT∣∣ Hˆel ∣∣1AC〉 〈1AC∣∣ Hˆel |S1S0〉+ 〈1TT∣∣ Hˆel ∣∣1CA〉 〈1CA∣∣ Hˆel |S1S0〉∣∣∣
=
1
∆ECT
∣∣∣∣∣
√
3
2
[(tHL + ∆tHL) + (〈lBlA|hAlA〉+ ∆ 〈lBlA|hAlA〉)
− (〈lBhB|hAhB〉+ ∆ 〈lBhB|hAhB〉)] [(tLL + ∆tLL)
+2 (〈hBlB|lAhB〉+ ∆ 〈hBlB|lAhB〉)− (〈hBlB|hBlA〉+ ∆ 〈hBlB|hBlA〉)]
+
√
3
2
[(tLH + ∆tLH) + (〈lAlB|hBlB〉+ ∆ 〈lBlB|hBlB〉)
− (〈lAhA|hBhA〉+ ∆ 〈lAhA|hBhA〉)] [− (tHH + ∆tHH)
+2 (〈hBlB|lBhA〉+ ∆ 〈hBlB|lBhA〉)− (〈hBlB|hAlB〉+ ∆ 〈hBlB|hAlB〉)]|
(7.16)
CouplingS1S0→1TT =
1
∆ECT
∣∣∣〈1TT∣∣ Hˆel ∣∣1CA〉 〈1CA∣∣ Hˆel |S0S1〉+ 〈1TT∣∣ Hˆel ∣∣1AC〉 〈1AC∣∣ Hˆel |S0S1〉∣∣∣
=
1
∆ECT
∣∣∣∣∣
√
3
2
[(tLH + ∆tLH) + (〈lAlB|hBlB〉+ ∆ 〈lAlB|hBlB〉)
− (〈lAhA|hBhA〉+ ∆ 〈lAhA|hBhA〉)] [(tLL + ∆tLL)
+2 (〈hAlA|lBhA〉+ ∆ 〈hAlA|lBhA〉)− (〈hAlA|hAlB〉+ ∆ 〈hAlA|hAlB〉)]
+
√
3
2
[(tHL + ∆tHL) + (〈lBlA|hAlA〉+ ∆ 〈lBlA|hAlA〉)
− (〈lBhB|hAhB〉+ ∆ 〈lBhB|hAhB〉)] [− (tHH + ∆tHH)
+2 (〈hAlA|lAhB〉+ ∆ 〈hAlA|lAhB〉)− (〈hAlA|hBlA〉+ ∆ 〈hAlA|hBlA〉)]|
(7.17)
For completeness we have also considered the magnitude of electronic coupling for direct
S1S0 (or S0S1) → 1TT SF, which as described earlier, also depends on two electron repul-
sion integrals. In the frontier orbital basis, the direct electronic coupling matrix element〈
1TT|Hˆel|1S1S0
〉
(or
〈
1TT|Hˆel|1S0S1
〉
) is given as a difference between two two-electron
integrals [2,6,243] (see Eq. 7.2) that also vanish with the C2v symmetry of this system. Eval-
uation of these integrals at RMS deviation along the four modes discussed above leads to
direct electronic coupling magnitudes that are less than 1 meV just as is seen in crystalline
pentacene. [2] To be precise, the exact magnitudes we calculate – that would augment the
mediated couplings discussed above – are 0.37 meV (no. 4; 72 cm−1; B2), 0.37 meV (no.
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6; 113.5 cm−1; A2), 0.60 meV (no. 158; 1765 cm−1; A2), and 0.50 meV (no. 159; 1772
cm−1; B2). For modes 6, 158, and 159 – where coupling for mediated SF is significant at
RMS deviation in position – ignoring the direct mechanism amounts to underestimating
coupling with a small error of order 12%. For the lower frequency B2 mode (no. 4; 72
cm−1) – where the mediated coupling magnitude is small (1.03 meV; one-electron terms) –
the error incurred is modestly larger and of order 26%. It can be inferred from these sets
of calculations that one-electron terms do a reasonable job capturing the magnitude of the
electronic coupling for SF in this system.
7.3.4. Calculation of the SF rate and effective total coupling
Our final goal in this chapter is to calculate an overall effective singlet fission coupling
value by applying a procedure similar to that proposed by Stuchebrukhov et al. [244] for
determining the rate of inelastic tunneling in a fluctuating medium. Under this model, we
consider BT1 a two-level system weakly coupled to a bath of harmonic oscillators (i.e., its
vibrational modes), with the model Hamiltonian given by Eq. 7.18.
Hˆ =ES1 |S1S0〉 〈S1S0|+ E1TT
∣∣1TT〉 〈1TT∣∣
+
∑
α
cασˆx + ∑
i=S1,1TT
gi,α|i〉〈i|
(aˆ†α + aˆα)+ 12~ωαaˆ†αaˆα
(7.18)
In this expression, aˆ†α and aˆα are creation and annihilation operators of bath mode α,
gi,α =
√
~/2mαωα
(
∂Ei
∂qα
)
is proportional to the energy gradient of electronic state i with
respect to mode α, and σˆx = |S1S0〉
〈
1TT
∣∣ + ∣∣1TT〉 〈S1S0|. Critical to Eq. 7.18 in terms
of the general findings of this work is the term cα, which is proportional to the electronic
coupling gradient with respect to mode α. The cα term is determined using Eq. 7.19 below,
for which we use ∆ECT = 659 meV.
[5]
cα =
1
∆ECT
√
3~
4mαωα
[(
dtHL
dqα
)
tLL + tHL
(
dtLL
dqα
)
−
(
dtLH
dqα
)
tHH − tLH
(
dtHH
dqα
)]
(7.19)
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As previously noted, due to molecular orbital symmetry, the normal modes of BT1 either
change the energy of the frontier orbitals (A1 and B1 modes) or the coupling between them
(A2 and B2 modes), but not both. Thus, for a given mode, either cα 6= 0 or gα 6= 0, but
never both. To clarify the distinction, from this point A2 and B2 modes will only be indexed
by α, while A1 and B1 modes will only be indexed by β.
For the spin boson-like Hamiltonian in Eq. 7.18, following Stuchebrukhov et al., [244] we
solve for the golden rule rate, making the following substitution and assumptions. First,
the reorganization energy (λ) of the SF reaction is given by the following expression:
λ =
∑
β
(
g1TT,β − gS1S0,β
)2
~ωβ
(7.20)
Second, we assume we are in the Marcus nonadiabatic limit, in which the effective coupling
is the smallest parameter in the Hamiltonian. It has been suggested that similar systems
may actually fall within the adiabatic Marcus limit [211] or the Redfield limit. [1,2] Third, the
system is taken to be in the thermal activation limit where Eq. 7.21 below holds.
∑
β
(
g1TT,β − gS1S0,β
)2 〈nβ〉
(~ωβ)2
 1 (7.21)
Fourth, the A1 and B1 modes are assumed to be in the classical limit, so that 〈nβ〉 =
kBT/~ωβ. This fourth assumption is a weak requirement compared to the second and third
assumptions, and can be generalized easily. With these assumptions, the resulting rate
expression is given by Eq. 7.22. For the purposes of our calculations, we take E1TT−ES1S0
to be 30 meV. [5]
k1TT←S1S0 =
1
~
√
pi
kBTλ
∑
α
c2α
[
〈nα〉 exp
(
−(E1TT − ES1S0 + ~ωα − λ)
2
4kBTλ
)
+ (〈nα〉+ 1) exp
(
−(E1TT − ES1S0 − ~ωα − λ)
2
4kBTλ
)] (7.22)
The rate constants (k) obtained from Eq. 7.22 can then be used as a parameter in the
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classical-limit Marcus non-adiabatic rate equation (Eq. 7.23) to solve for the effective total
coupling Veff as a function of the reorganization energy. The resulting possible values for
Veff are shown in Fig. 7.33.
k1TT←S1S0 =
|Veff |2
~
√
pi
kBTλ
exp
(
−(E1TT − ES1S0 − λ)
2
4kBTλ
)
(7.23)
According to Fig. 7.33, we are able to calculate an effective coupling for BT1 for a range of
reorganization energies. For large enough λ, the effective coupling approaches 5.9 meV, but
is never smaller than 5.1 meV. For small reorganization energy, we note that our coupling
estimate is less reliable, as the assumption of the thermal activation limit is no longer valid.
However, under the assumptions detailed here, our results show a robust coupling of 5-6
meV.5 [209]
Interestingly, it is clear from Fig. 7.33, that the effective coupling |Veff | converges as λ
becomes large. In the limit where λ |E1TT − ES1S0 |, the square of the effective coupling
becomes simply a weighted sum of the squares of the vibrationally-induced couplings (Eq.
7.24).
|Veff |2 =
∑
α
c2αcsch
(
~ωα
2kBT
)
(7.24)
It would be interesting to investigate |Veff | for other cases where zero diabatic coupling for
SF is expected for static structures such as in in facially stacked pentacene [220] or in other
symmetrical covalent dimer systems. [7,222]
7.4. Conclusions
The search for new molecular and material platforms for SF demands inexpensive but ef-
fective computational tools that not only predict state energetics but also allow for facile
exploration of key sources of electronic coupling in this multi-electron photoreaction in-
cluding the role played by intra- and inter-molecular vibrations. In this current work we
5It would be interesting to construct an effective coupling through more rigorous rate theories for singlet
fission, e.g. Ref. 209.
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have discussed the simplest approach possible to calculate couplings between diabatic one-
electron wavefunctions localized to chromophores within intramolecular or intermolecular
dimeric systems. These couplings are critical ingredients in approximate theoretical treat-
ments of SF mediated by virtual charge transfer states.
In summary, one starts with the relevant subset of canonical (adiabatic) molecular orbitals
(here, HOMO-1, . . ., LUMO+1) accessed through a typical electronic structure calculation
such as DFT. Application of a unitary transformation based on the localization scheme of
Boys, leads to pairs of orbitals that separately occupy space on each of the two chromophores
A and B of the dimer. A rediagonalization procedure66 reveals the HOMO/LUMO pair
localized to each of the two chromophores A and B as well as the desired diabatic couplings
tAB: tHH, tLL, tHL, and tLH. This procedure avoids reliance on more expensive multi-
reference calculations, has zero marginal cost relative to a DFT calculation, is entirely
blackbox, and can be applied to covalently or noncovalently linked systems. The method was
tested first on a dimer of Tc monomers in a geometry relevant for the molecular crystal. The
calculated tAB couplings are in good agreement with those inferred from reported high level
calculations, [210] and those determined using the methods of Berkelbach and coworkers. [1,2]
We now turn to the main system focus of this manuscript: the norbornyl-bridged tetracene
dimer BT1. [5] In the ground state optimized geometry (C2v point group), the elements tLH
and tHL, that are essential for mediated SF, vanish by symmetry. This suggests value in
considering the role played by molecular vibrations that can impact molecular symmetry.
In this vein, we calculated the coupling gradients dtHHdqi ,
dtLL
dqi
, dtHLdqi , and
dtLH
dqi
for all 183
normal modes of motion.
On the one hand, we find that for motions transforming as the A1 or B1 irreducible repre-
sentations, the non-horizontal terms tHL and tLH remain zero because a plane of symmetry
running through the long axis of the molecule (xy plane; see Fig. 1) is preserved during
vibration. On the other hand, A2 and B2 motions do impact these non-horizontal terms
and orbital phase plays a particularly interesting role in this context. For B2 motions, the
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coupling gradients dtHLdqi and
dtLH
dqi
have a common sign whereas for A2 motions the signs are
opposite. These patterns ultimately highlight whether SF pathways through two different
virtual CT states (1AC versus 1CA) interfere destructively (B2) or constructively (A2). Ul-
timately, although this point is somewhat nuanced by coupling gradient magnitudes, A2
motions are found to play a more prominent mechanistic role in BT1 due to this quantum
interference phenomenon.
We have identified three normal modes in BT1 with the highest impact on electronic cou-
pling for SF: mode 6 at 113.5 cm−1 (A2), mode 158 at 1765 cm−1 (A2), and mode 159 at
1772 cm−1 (B2). Mode 6 does not stand out in the magnitude of its gradients dtHLdqi and
dtLH
dqi
.
Rather, it achieves prominence due to constructive interference of CT pathways as well as
its low frequency that enables substantial RMS deviations in position at room temperature.
The two higher frequency modes 158 and 159 have insignificant RMS deviation and must
exploit larger values of dtHLdqi and
dtLH
dqi
made possible by motions that strongly impact the
norbornyl bridge and its two proximal phenyl rings. For mode 159 (B2), these coupling
gradients are the largest we have seen but the CT pathways destructively interfere. For
mode 158 (A2) the coupling gradient magnitudes are diminished by a factor of 2.7 (relative
to mode 159) but the system can take advantage of the constructive interference.
Finally, by application of a model Hamiltonian [244] that incorporates our coupling gradients,
we can back out a range of effective coupling magnitudes |Veff | for SF as a function of possible
values of the reorganization energy (λ) of the SF reaction in BT1 at room temperature. For
values of λ that range from 100 meV (expected to be relevant for crystalline systems [211])
to 1000 meV (expected to be more relevant when solvent is included) the effective coupling
is robust and spans a range from 5.4 meV to 5.8 meV. For comparative purposes, it
is worthwhile to return to the noncovalent Tc dimer in which, as discussed previously,
we calculated (based on tHH, tLL, tHL, and tLH) a value for electronic coupling for SF
(S0S1 → 1TT) of 7.3 meV under conditions where ∆ECT = 600 meV. On the one hand, this
would suggest that future calculations of SF should and must investigate the possibility of
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non-Condon effects; fluctuations in diabatic couplings might be as large the ground-state
geometry coupling itself. On the other hand, if non-Condon effects are larger in BT1 than
in Tc, and we suppose that BT1 and Tc have fairly similar frequencies and reorganization
energies, one might speculate that BT1 might also allow for observable SF efficiencies (e.g,
the efficiency of SF in crystalline Tc is 200%). We are also intrigued going forward by
the notion of using experimental protocols based on laser-pulse shaping to create non-
equilibrium vibrational conditions as a means of controlling SF rates and more importantly
of identifying those most strongly correlated with the photophysical mechanism. In the
end, we believe the simple procedure discussed here can be used to explore and identify
new dimer designs that avoid key symmetries impeding SF.
7.5. Acknowledgements
NHD gratefully acknowledges support from the Chemical Sciences, Geosciences, and Bio-
sciences Division, Office of Basic Energy Science, U.S. Department of Energy through grant
DE-FG02-07ER15890. NHD would like to thank Dr. Timothy Berkelbach for very helpful
correspondences and for calculating (and sharing) certain one-electron coupling matrix el-
ements that we used for comparison purposes in the manuscript. NHD would also like to
thank Dr. Shane Parker for very helpful correspondences and for sharing certain unpub-
lished diabatic state couplings cast in a Frenkel exciton basis. JES thanks Seogjoo Jang
for very interesting discussions and acknowledges support from NSF CAREER Grant No.
CHE-1150851 and a David & Lucile Packard Fellowship.
Mode Freq. (cm−1) Irr. Rep. dtHLdqi
dtLH
dqi
dtHH
dqi
dtLL
dqi
1 20.9 A1 0 0 -2.6 -6
2 44 B1 0 0 0 0
3 64.3 A1 0 0 -11.3 -19.4
4 72.2 B2 13.1 13.1 0 0
5 81.1 A2 -7.7 7.7 0 0
6 113.5 A2 28.9 -28.9 0 0
7 114.6 B1 0 0 0 0
8 133.2 B2 10.3 10.3 0 0
9 141.6 A1 0 0 -25.5 -32.8
137
10 150.3 A2 12 -12.1 0 0
11 159.4 B2 33.7 33.7 0 0
12 214.4 B1 0 0 0 0
13 224.5 A1 0 0 15 -2.8
14 230.2 B2 -26.1 -26.1 0 0
15 243.8 A2 6.2 -6.2 0 0
16 256.7 A2 -47.3 47.3 0 0
17 268.1 B1 0 0 0 0
18 277.1 A1 0 0 -34.8 -35.9
19 280.4 B2 51.9 51.9 0 0
20 306.5 B1 0 0 0 0
21 350.2 B2 0.9 0.9 0 0
22 366.2 A2 29 -29 0 0
23 384.5 A2 -27.9 27.9 0 0
24 386.2 A1 0 0 -40.3 4.6
25 389 B1 0 0 0 0
26 397.5 B2 88.1 88.1 0 0
27 451.9 A1 0 0 -13.9 -9.6
28 460.1 B1 0 0 0 0
29 470.2 B2 -36.8 -36.8 0 0
30 477.4 A2 18.8 -18.8 0 0
31 500.8 B1 0 0 0 0
32 501.6 A1 0 0 -28.7 42.1
33 511.3 B1 0 0 0 -0.1
34 511.5 A1 0 0 -1.1 10.3
35 514.9 B1 0 0 0.1 -0.1
36 514.9 A1 0 0 -10.3 5.1
37 516.8 A2 10.8 -10.8 0 0
38 534.5 B2 -39.5 -39.5 0 0
39 557.1 A2 -20.5 20.6 0 0
40 558.8 B2 -21.2 -21.2 0 0
41 564.9 B1 0 0 0 0
42 592.6 A1 0 0 -93.9 -49.4
43 595.1 A2 68.7 -68.7 0 0
44 634 A1 0 0 54.6 14.6
45 636.7 B1 0 0 0 0
46 652.3 A1 0 0 -13.2 -12.5
47 653.4 B1 0 0 0 0
48 663.6 B2 -6.7 -6.7 0 0
49 691 A2 -84.4 84.5 0 0
50 720 B2 9.8 9.8 0 0
51 736.3 A1 0 0 -33.2 -39.5
52 748.3 A2 -24 24 0 0
53 757.6 B1 0 0 0 0
54 763 B2 -34.2 -34.2 0 0
138
55 769.3 A2 2.2 -2.2 0 0
56 781.4 A1 0 0 -2.4 5.5
57 782.6 B1 0 0 0 0
58 787.7 A1 0 0 -6.6 29.7
59 788.3 B2 24 24 0 0
60 789 A2 0.8 -0.8 0 0.1
61 789.2 A1 0 0 3.4 1.3
62 789.3 B1 0 0 0 0
63 803.1 B2 3.1 3.1 0 0
64 803.3 A2 0.8 -0.8 0 0
65 819 B1 0 0 0 0
66 829.1 B2 8.2 8.2 0 0
67 842.4 A2 2 -2 0 0
68 862.8 A1 0 0 33.9 43.3
69 868.6 B2 -133.9 -133.9 0 0
70 892.8 A2 -5.9 6 0 0
71 892.8 B2 -3.1 -2.8 0 0
72 895.5 B1 0 0 0 0
73 901.2 A1 0 0 8.5 -13.7
74 910.2 A1 0 0 -19.4 -1.2
75 914 B1 0 0 0 0
76 929.1 A1 0 0 -18.5 -28.2
77 929.4 A2 -27.2 27.2 0 0
78 929.8 B2 8.1 8.2 0 0
79 935.7 A2 24 -24 0 0
80 936.7 B2 22.3 22.3 0 0
81 938.8 B1 0 0 0 0
82 948.3 A1 0 0 11.9 -6.2
83 950.5 B2 -48.7 -48.7 0 0
84 956.4 A2 19.2 -19.2 0 0
85 964.9 B2 56.2 56.2 0 0
86 974.1 B1 0 0 0 0
87 976.7 A2 10.9 -10.9 0 0
88 978.4 A1 0 0 -3.8 5.1
89 979.4 B2 -31 -31 0 0
90 1012.1 B1 0 0 0 0
91 1012.2 A1 0 0 -0.7 1.1
92 1015.8 B1 0 0 0 0
93 1028.1 A2 -0.3 0.3 0 0
94 1028.1 B2 0 -0.1 0 0
95 1048.8 A1 0 0 -0.3 1.8
96 1049 B1 0 0 0 0
97 1057.6 A2 -22.9 22.9 0 0
98 1107.3 B2 -61.8 -61.8 0 0
99 1169.8 A2 20.5 -20.5 0 0
139
100 1178 B2 -6.1 -6.1 0 0
101 1180.7 A2 33.5 -33.5 0 0
102 1180.9 B1 -0.1 0.1 0 0
103 1182.6 A1 0 0 24.6 32.2
104 1189.3 B2 -44.6 -44.6 0 0
105 1199.2 B1 0 0 0 0
106 1218.3 A1 0 0 0 -14
107 1222.6 B1 0 0 0 0
108 1222.8 A1 0 0 5.5 13.2
109 1226.9 A2 28.5 -28.6 0 0
110 1229.2 B2 97.6 97.6 0 0
111 1258.2 A2 18.8 -18.7 0 0
112 1258.5 B2 16.3 16.3 0 0
113 1264.8 B1 0 0 0 0
114 1266.5 A1 0 0 1.1 2.9
115 1294.2 A2 -67.2 67.2 0 0
116 1303.9 B1 0 0 0 0
117 1313.4 A1 0 0 27.2 19.1
118 1313.8 B2 14.1 14.1 0 0
119 1326.7 A2 35.1 -35.1 0 0
120 1327.9 B2 23.7 23.6 0 0
121 1332.5 B2 -11.2 -11.1 0 0
122 1335.4 A2 60.1 -60.1 0 0
123 1344.3 B2 -17 -17 0 0
124 1346.2 A2 -39.8 39.8 0 0
125 1353.2 B1 0 0 0 0
126 1354.1 A1 0 0 -36.8 -94.3
127 1362.5 B2 1 1 0 0
128 1368.7 A2 -1.9 1.9 0 0
129 1408.7 B1 0 0 -0.6 -1.1
130 1408.9 A1 0 0 42.3 83.6
131 1430.4 B2 10.8 10.8 0 0
132 1433.1 A2 -0.8 0.8 0 0
133 1458.3 B1 0 0 0 0
134 1459.4 A1 0 0 35.3 76.4
135 1485 A1 0 0 -7.5 -15.9
136 1485 B1 0 0 -0.4 -0.8
137 1492.9 A1 0 0 -0.8 24
138 1499.7 B1 0 0 0 0
139 1503.4 A1 0 0 26 96.5
140 1506.6 B1 0 0 0 0
141 1513.9 B2 15.2 15.2 0 0
142 1514.8 A2 -7.7 7.7 0 0
143 1519.9 A1 0 0 -19.8 -61.7
144 1541.7 A1 0 0 -2.4 -27
140
145 1541.9 B1 0 0 0 -0.3
146 1618.4 A1 0 0 -14.8 -36.8
147 1618.6 B1 0 0 0 0
148 1645 A1 0 0 63.7 130.7
149 1645.1 B1 0 0 1.9 3.9
150 1673 A2 -5 5.2 0 0
151 1673.2 B2 62.7 62.6 0 0
152 1679.6 B1 0 0 0 0
153 1685.7 A1 0 0 -108.9 -174.2
154 1723.5 A2 -4.3 1.5 0 0
155 1723.6 B2 -259.5 -259.5 0 0
156 1741.3 A2 -27.7 28.6 0 0
157 1741.5 B2 -134.1 -133.9 0 0
158 1765.1 A2 -267.3 267.4 0 0
159 1771.9 B2 -720.9 -720.9 0 0
160 3082 A1 0 0 0.4 -20.8
161 3145.8 B1 0 0 0 0
162 3174 B2 -6.3 -6.5 0 0
163 3174 A2 4.3 -4.1 0 0
164 3174.3 B2 7.1 7 0 0
165 3174.9 A2 -1.8 1.8 0 0
166 3175.3 A1 0 0 -0.8 8.3
167 3175.3 B1 0.1 -0.1 0 0.1
168 3176 B2 0.6 0.6 0 0.1
169 3176.6 A1 0 0 3.4 -7.6
170 3178.7 A1 0 0 -0.9 -9.5
171 3178.7 B1 0 0 0.1 0.9
172 3183.7 B2 -4 -4 0 0
173 3183.9 A2 1.5 -1.4 0 0
174 3184.4 A2 -8.7 8.8 0 0
175 3184.8 B2 -7.8 -7.7 0 0
176 3185.8 B1 0 0 0 0.2
177 3186 A1 0 0 -1.7 -13.5
178 3187.4 A1 0 0 -0.1 -1.8
179 3187.6 B1 0 0 0 0
180 3221.4 A2 -8.1 10.9 0 0
181 3221.4 B2 7.4 -1.4 0 0
182 3236.7 A1 0 0 -1.9 -1.7
183 3237.4 B1 0 0 0 0
Table 7.5: Coupling gradients for all normal modes of BT1,
given in meV/A˚.
Mode Freq. (cm−1) Irr. Rep. 〈ni〉
√
〈q2i 〉 ∆tHL ∆tLH ∆tHH ∆tLL
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1 20.9 A1 9.294 1.472 0 0 -4.01 -8.81
2 44 B1 4.219 0.728 0 0 0 0
3 64.3 A1 2.752 0.506 0 0 -5.64 -9.78
4 72.2 B2 2.392 0.543 7.09 7.09 0 0
5 81.1 A2 2.084 0.497 -3.78 3.78 0 0
6 113.5 A2 1.37 0.302 8.72 -8.72 0 0
7 114.6 B1 1.354 0.297 0 0 0 0
8 133.2 B2 1.108 0.301 3.11 3.11 0 0
9 141.6 A1 1.02 0.238 0 0 -6.08 -7.83
10 150.3 A2 0.938 0.273 3.27 -3.27 0 0
11 159.4 B2 0.863 0.245 8.26 8.26 0 0
12 214.4 B1 0.551 0.175 0 0 0 0
13 224.5 A1 0.511 0.15 0 0 2.25 -0.41
14 230.2 B2 0.49 0.178 -4.66 -4.66 0 0
15 243.8 A2 0.445 0.17 1.06 -1.06 0 0
16 256.7 A2 0.408 0.149 -7.04 7.04 0 0
17 268.1 B1 0.378 0.152 0 0 0 0
18 277.1 A1 0.356 0.133 0 0 -4.62 -4.76
19 280.4 B2 0.348 0.149 7.73 7.73 0 0
20 306.5 B1 0.295 0.129 0 0 0 0
21 350.2 B2 0.226 0.123 0.1 0.1 0 0
22 366.2 A2 0.206 0.121 3.53 -3.53 0 0
23 384.5 A2 0.185 0.111 -3.09 3.09 0 0
24 386.2 A1 0.183 0.124 0 0 -4.98 0.57
25 389 B1 0.18 0.129 0 0 0 0
26 397.5 B2 0.172 0.115 10.1 10.1 0 0
27 451.9 A1 0.127 0.085 0 0 -1.17 -0.81
28 460.1 B1 0.122 0.113 0 0 0 0
29 470.2 B2 0.115 0.097 -3.58 -3.58 0 0
30 477.4 A2 0.111 0.093 1.75 -1.75 0 0
31 500.8 B1 0.098 0.107 0 0 0 0
32 501.6 A1 0.097 0.109 0 0 -3.14 4.59
33 511.3 B1 0.093 0.116 0 0 0 0
34 511.5 A1 0.092 0.117 0 0 -0.13 1.21
35 514.9 B1 0.091 0.115 0 0 0 0
36 514.9 A1 0.091 0.115 0 0 -1.19 0.6
37 516.8 A2 0.09 0.081 0.89 -0.89 0 0
38 534.5 B2 0.082 0.073 -2.89 -2.89 0 0
39 557.1 A2 0.073 0.096 -1.97 1.99 0 0
40 558.8 B2 0.072 0.098 -2.07 -2.07 0 0
41 564.9 B1 0.07 0.099 0 0 0 0
42 592.6 A1 0.061 0.069 0 0 -6.46 -3.39
43 595.1 A2 0.06 0.07 4.83 -4.83 0 0
44 634 A1 0.049 0.067 0 0 3.65 0.98
45 636.7 B1 0.048 0.07 0 0 0 0
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46 652.3 A1 0.045 0.064 0 0 -0.83 -0.8
47 653.4 B1 0.045 0.064 0 0 0 0
48 663.6 B2 0.042 0.063 -0.43 -0.43 0 0
49 691 A2 0.037 0.056 -4.7 4.7 0 0
50 720 B2 0.032 0.058 0.57 0.57 0 0
51 736.3 A1 0.029 0.062 0 0 -2.07 -2.47
52 748.3 A2 0.028 0.066 -1.58 1.58 0 0
53 757.6 B1 0.026 0.066 0 0 0 0
54 763 B2 0.026 0.064 -2.2 -2.2 0 0
55 769.3 A2 0.025 0.071 0.15 -0.15 0 0
56 781.4 A1 0.024 0.067 0 0 -0.16 0.36
57 782.6 B1 0.023 0.071 0 0 0 0
58 787.7 A1 0.023 0.072 0 0 -0.47 2.12
59 788.3 B2 0.023 0.073 1.75 1.75 0 0
60 789 A2 0.023 0.076 0.06 -0.06 0 0
61 789.2 A1 0.023 0.131 0 0 0.46 0.18
62 789.3 B1 0.023 0.13 0 0 0 0
63 803.1 B2 0.021 0.082 0.25 0.25 0 0
64 803.3 A2 0.021 0.082 0.07 -0.07 0 0
65 819 B1 0.02 0.08 0 0 0 0
66 829.1 B2 0.019 0.06 0.49 0.49 0 0
67 842.4 A2 0.017 0.063 0.12 -0.12 0 0
68 862.8 A1 0.016 0.081 0 0 2.74 3.49
69 868.6 B2 0.015 0.067 -8.96 -8.96 0 0
70 892.8 A2 0.014 0.12 -0.72 0.72 0 0
71 892.8 B2 0.014 0.12 -0.36 -0.33 0 0
72 895.5 B1 0.013 0.122 0 0 0 0
73 901.2 A1 0.013 0.114 0 0 0.96 -1.55
74 910.2 A1 0.013 0.09 0 0 -1.75 -0.1
75 914 B1 0.012 0.085 0 0 0 0
76 929.1 A1 0.011 0.074 0 0 -1.38 -2.1
77 929.4 A2 0.011 0.121 -3.28 3.28 0 0
78 929.8 B2 0.011 0.114 0.93 0.93 0 0
79 935.7 A2 0.011 0.057 1.38 -1.38 0 0
80 936.7 B2 0.011 0.064 1.42 1.42 0 0
81 938.8 B1 0.011 0.114 0 0 0 0
82 948.3 A1 0.01 0.111 0 0 1.33 -0.69
83 950.5 B2 0.01 0.103 -4.99 -4.99 0 0
84 956.4 A2 0.01 0.113 2.15 -2.15 0 0
85 964.9 B2 0.01 0.104 5.84 5.84 0 0
86 974.1 B1 0.009 0.109 0 0 0 0
87 976.7 A2 0.009 0.107 1.16 -1.16 0 0
88 978.4 A1 0.009 0.109 0 0 -0.41 0.56
89 979.4 B2 0.009 0.106 -3.27 -3.27 0 0
90 1012.1 B1 0.008 0.112 0 0 0 0
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91 1012.2 A1 0.008 0.112 0 0 -0.09 0.12
92 1015.8 B1 0.007 0.098 0 0 0 0
93 1028.1 A2 0.007 0.114 -0.03 0.03 0 0
94 1028.1 B2 0.007 0.114 0 0 0 0
95 1048.8 A1 0.006 0.083 0 0 -0.02 0.13
96 1049 B1 0.006 0.083 0 0 0 0
97 1057.6 A2 0.006 0.087 -1.99 1.99 0 0
98 1107.3 B2 0.005 0.055 -3.38 -3.38 0 0
99 1169.8 A2 0.004 0.099 2.02 -2.02 0 0
100 1178 B2 0.003 0.086 -0.54 -0.54 0 0
101 1180.7 A2 0.003 0.092 3.06 -3.06 0 0
102 1180.9 B1 0.003 0.088 0 0 0 0
103 1182.6 A1 0.003 0.089 0 0 2.18 2.86
104 1189.3 B2 0.003 0.093 -4.17 -4.17 0 0
105 1199.2 B1 0.003 0.083 0 0 0 0
106 1218.3 A1 0.003 0.08 0 0 0 -1.14
107 1222.6 B1 0.003 0.11 0 0 0 0
108 1222.8 A1 0.003 0.11 0 0 0.6 1.44
109 1226.9 A2 0.003 0.081 2.33 -2.33 0 0
110 1229.2 B2 0.003 0.088 8.55 8.55 0 0
111 1258.2 A2 0.002 0.096 1.8 -1.8 0 0
112 1258.5 B2 0.002 0.096 1.56 1.56 0 0
113 1264.8 B1 0.002 0.085 0 0 0 0
114 1266.5 A1 0.002 0.084 0 0 0.09 0.25
115 1294.2 A2 0.002 0.092 -6.2 6.2 0 0
116 1303.9 B1 0.002 0.091 0 0 0 0
117 1313.4 A1 0.002 0.092 0 0 2.5 1.75
118 1313.8 B2 0.002 0.093 1.32 1.32 0 0
119 1326.7 A2 0.002 0.089 3.11 -3.11 0 0
120 1327.9 B2 0.002 0.083 1.97 1.97 0 0
121 1332.5 B2 0.002 0.086 -0.96 -0.96 0 0
122 1335.4 A2 0.002 0.068 4.08 -4.08 0 0
123 1344.3 B2 0.002 0.064 -1.08 -1.08 0 0
124 1346.2 A2 0.002 0.083 -3.32 3.32 0 0
125 1353.2 B1 0.001 0.06 0 0 0 0
126 1354.1 A1 0.001 0.059 0 0 -2.15 -5.53
127 1362.5 B2 0.001 0.088 0.1 0.1 0 0
128 1368.7 A2 0.001 0.085 -0.16 0.16 0 0
129 1408.7 B1 0.001 0.069 0 0 -0.04 -0.08
130 1408.9 A1 0.001 0.069 0 0 2.91 5.73
131 1430.4 B2 0.001 0.08 0.88 0.88 0 0
132 1433.1 A2 0.001 0.082 -0.07 0.07 0 0
133 1458.3 B1 0.001 0.043 0 0 0 0
134 1459.4 A1 0.001 0.04 0 0 1.4 3.03
135 1485 A1 0.001 0.069 0 0 -0.51 -1.09
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136 1485 B1 0.001 0.067 0 0 -0.02 -0.05
137 1492.9 A1 0.001 0.094 0 0 -0.08 2.26
138 1499.7 B1 0.001 0.053 0 0 0 0
139 1503.4 A1 0.001 0.056 0 0 1.47 5.43
140 1506.6 B1 0.001 0.056 0 0 0 0
141 1513.9 B2 0.001 0.053 0.8 0.8 0 0
142 1514.8 A2 0.001 0.053 -0.4 0.4 0 0
143 1519.9 A1 0.001 0.058 0 0 -1.16 -3.6
144 1541.7 A1 0.001 0.067 0 0 -0.17 -1.82
145 1541.9 B1 0.001 0.068 0 0 0 -0.02
146 1618.4 A1 0 0.047 0 0 -0.69 -1.74
147 1618.6 B1 0 0.047 0 0 0 0
148 1645 A1 0 0.039 0 0 2.5 5.13
149 1645.1 B1 0 0.039 0 0 0.07 0.15
150 1673 A2 0 0.042 -0.2 0.22 0 0
151 1673.2 B2 0 0.042 2.6 2.6 0 0
152 1679.6 B1 0 0.037 0 0 0 0
153 1685.7 A1 0 0.037 0 0 -3.99 -6.38
154 1723.5 A2 0 0.039 -0.17 0.05 0 0
155 1723.6 B2 0 0.039 -10.2 -10.2 0 0
156 1741.3 A2 0 0.04 -1.11 1.14 0 0
157 1741.5 B2 0 0.04 -5.37 -5.35 0 0
158 1765.1 A2 0 0.035 -9.45 9.46 0 0
159 1771.9 B2 0 0.035 -25.04 -25.04 0 0
160 3082 A1 0 0.072 0 0 0.04 -1.49
161 3145.8 B1 0 0.069 0 0 0 0
162 3174 B2 0 0.07 -0.44 -0.46 0 0
163 3174 A2 0 0.07 0.3 -0.28 0 0
164 3174.3 B2 0 0.07 0.49 0.49 0 0
165 3174.9 A2 0 0.07 -0.13 0.13 0 0
166 3175.3 A1 0 0.07 0 0 -0.06 0.57
167 3175.3 B1 0 0.07 0 0 0 0
168 3176 B2 0 0.07 0.04 0.04 0 0
169 3176.6 A1 0 0.07 0 0 0.25 -0.53
170 3178.7 A1 0 0.07 0 0 -0.06 -0.66
171 3178.7 B1 0 0.07 0 0 0 0.06
172 3183.7 B2 0 0.07 -0.28 -0.28 0 0
173 3183.9 A2 0 0.07 0.09 -0.09 0 0
174 3184.4 A2 0 0.07 -0.61 0.61 0 0
175 3184.8 B2 0 0.07 -0.55 -0.53 0 0
176 3185.8 B1 0 0.07 0 0 0 0.02
177 3186 A1 0 0.07 0 0 -0.11 -0.93
178 3187.4 A1 0 0.07 0 0 0 -0.13
179 3187.6 B1 0 0.07 0 0 0 0
180 3221.4 A2 0 0.069 -0.57 0.75 0 0
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181 3221.4 B2 0 0.069 0.51 -0.09 0 0
182 3236.7 A1 0 0.069 0 0 -0.13 -0.11
183 3237.4 B1 0 0.069 0 0 0 0
Table 7.6: One-electron couplings calculated at RMS devia-
tion of the normal modes of BT1 at 298 K.
Exchange type tHH tLL tHL tLH
PBE -50.9 106.6 -3.9 3.9
B3LYP -56.5 122.3 -5.3 5.3
ωB97X-D 63.5 140.8 -9 -9
HF -76.5 176.7 -9.8 9.8
Table 7.7: Couplings for BT1 using a geometry perturbed
from the ωB97X-D minimum energy by 0.1 A˚ along mode
26. All couplings in meV. Note the monotonic increase in
the coupling magnitudes with the portion of exact exchange
included in the exchange-correlation functional.
Exchange type tHH tLL tHL tLH
PBE -72.5 -63.5 -35.5 -51.5
B3LYP -78.5 -70.7 -47.3 -66.7
ωB97X-D -91 -83.5 -73.9 -107
HF -114.7 -104 -74.5 -125.5
Table 7.8: Couplings for tetracene dimer using a geome-
try perturbed from the ωB97X-D minimum energy by 0.1
A˚ along mode 26. All couplings in meV. Note the monotonic
increase in the coupling magnitudes with the portion of exact
exchange included in the exchange-correlation functional.
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B2: 1772 cm-1 
A2: 1765 cm-1 
hAlB hAlB
hAlB
hAlB
+q
-q
hAlB hAlB
+q
-q
(a)
(b)
(c)
(d)
Exploration of dtHL/dqi 
(in the manuscript dtLH/dqi was discussed) 
Figure 7.31: This figure is analogous to Fig. 7.30 from the manuscript but works with hA
and lB as opposed to lA and hB. (a) Depiction of 1772 cm
−1 B2 normal mode of motion
(no. 159) that has the highest magnitude coupling gradient dtHLdq (and
dtLH
dq ). The viewpoint
is in the +z direction such that the central methylene group of the molecule is headed into
the paper. (b) Cartoon rationalizing how tHL coupling develops during this motion (in both
+q and −q directions) with the focus on only part of the orbital (phase inferred from Fig.
7.26) for hA and lB. Note that the sign of the coupling that develops is the same here as
it was in Fig. 7.30 which considered lA and hB. This similarity in sign is true of all B2
motions. (c) Depiction of A2 1765 cm
−1 normal mode of motion (no. 158) that has the
second highest magnitude coupling gradient dtHLdq (and
dtLH
dq ). (d) Cartoon rationalizing how
tHL coupling develops during this motion (in both +q and −q directions) with the focus on
only part of the orbital for hA and lB (again, see text for details). Note here that the sign
of the coupling that develops is the opposite of what it in Fig. 7.30 which considered lA
and hB. This difference in sign is true of all A2 motions.
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Figure 7.32: Electronic coupling (S0S1 to
1TT; mediated via virtual CT states) calculated
(Eq. 7.14) at RMS deviation in position (298 K) for each normal mode and plotted as a
function of frequency and according to irreducible representation (A1 (red), A2 (blue), B1
(orange), and B2 (green)). The value for ∆ECT is 659 meV as determined in previous work
by the Damrauer group. [5]
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Figure 7.33: Effective SF coupling in BT1 for a range of reorganization energies as deter-
mined by the Stuchebrukhov formalism, for which we equate Eq. 7.22 with Eq. 7.23 and
solve for |Veff |, using E1TT − ES1S0 = 30 meV and ∆ECT = 659 meV. [5] The SF coupling
terms cα are inversely proportional to ∆ECT within the frontier orbital model (cf. Eq.
7.19).
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CHAPTER 8 : Conclusion and future work
We have introduced a number of methods that can be applied to the study of excited state
dynamics. In chapter 3 we proposed an extension to localized diabatization algorithms
with the CIS framework that allows the ground electronic state to be considered in the
same footing as excited states, enabling more accurate modelling of charge recombination
processes. In chapter 4 we described a new localized diabatization method that can take
solvent conditions and state energies into account, reducing the need for manual rediago-
nalization and potentially extending the range of systems for which localized diabatization
is applicable. In chapter 5, we applied our groups previously-derived analytic expression
for BoysOV diabatic derivative couplings to an intramolecular triplet-triplet energy transfer
system, demonstrating that the localized diabatic states maintain small derivative couplings
near an avoided crossing. We also proposed a useful approximation which allows for the
accurate calculation of diabatic energy gradients at minimal computational cost. In chapter
6 we derived an accurate, stable analytical expression for the derivative coupling between
TDHF states, an essential step in modelling nonadiabatic dynamics within the TDHF for-
malism. Finally, in chapter 7, we used orbital localization methods to construct a basis for
a frontier orbital description of singlet fission in two molecular systems, and elucidated a
model that describes the effect of molecular vibrations on the singlet fission coupling.
There are many projects that could follow from the research described here. It would be
useful to extend localized diabatization methods to encompass the spin-flip XCIS [99–101]
description of electronic states, which would provide a more accurate platform for mod-
elling charge recombination. A number of algorithms have been made possible by the
advent of inexpensive diabatic gradient quantities, including diabatic state minimization
and low-energy avoided crossing optimization. Finally, there is the open question of how
to accurately propagate nonadiabatic dynamics on a diabatic potential energy surface: al-
though nonadiabatic dynamics methods such as fewest-switches surface hopping [127] can, in
principle, be performed using any electronic representation, it is not yet clear how to handle
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momentum conservation and manage the frequency of frustrated hops. Hopefully the work
collected here will inform and inspire more original work in this exciting area of research.
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APPENDIX
A.1. Overview of the spin boson model
Figure 34: (A) Potential energy surfaces of a spin boson system in the diabatic represen-
tation. The derivative coupling between the two diabatic states is zero by assumption, but
the diabatic coupling (not pictured) is constant with respect to the reaction coordinate x.
(B) Potential energy surfaces in the adiabatic representation. The two energy surfaces no
longer cross, and the diabatic coupling is now zero. The derivative coupling (d12) is small
except for a peak near the avoided crossing.
The spin boson model is a one-dimensional, two-level system that can be used to model
electron and energy transfer. We will use it here as an idealized illustration of the difference
between the adiabatic and strictly diabatic representations, and give insight into the nature
of derivative couplings. The energy levels of the two states are given by two shifted parabolas
with identical curvatures (ω), referred to here as either the left (|ΞL〉) or right (|ΞR〉) states,
as depicted in Fig. 34A. The diabatic coupling (V ) between the states is taken to be
constant as a function of the single reaction coordinate (x), so that the full Hamiltonian in
atomic units is given by
H = T +W =
p2
2
 1 0
0 1
+
 12ω2x2 +Mx V
V 12ω
2x2 −Mx+ 0
 , (A.1)
where p is the momentum operator, M > 0 defines the separation between the states in
coordinate space, and 0 ≥ 0 is a ‘driving force’ that defines the energy difference between
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the minima associated with the two states. This system is defined in the strictly diabatic
basis, so the derivative coupling (dRL(x) = 〈ΞL(x)| ∂∂x |ΞR(x)〉) is zero by assumption.
One can obtain the adiabatic representation of this system, depicted in Fig. 34B, by diag-
onalizing the potential matrix W . The resulting eigenvalue energies are given by
E1(x) =
1
2
ω2x2 +
0
2
−
√
(
0
2
−Mx)2 + V 2 (A.2)
and
E2(x) =
1
2
ω2x2 +
0
2
+
√
(
0
2
−Mx)2 + V 2. (A.3)
The corresponding adiabatic wavefunctions are given by
|Φ1(x)〉 =

√
1
2 − 12 Mx−0/2√(Mx−0/2)2+V 2√
1
2 +
1
2
Mx−0/2√
(Mx−0/2)2+V 2
 (A.4)
and
|Φ2(x)〉 =

√
1
2 +
1
2
Mx−0/2√
(Mx−0/2)2+V 2√
1
2 − 12 Mx−0/2√(Mx−0/2)2+V 2
 (A.5)
The derivative coupling between the two adiabatic states can then be found through direct
differentiation,
d12(x) =
〈
Φ1(x)
∣∣∣∣ ∂∂x
∣∣∣∣Φ2(x)〉 = 12 MV(Mx− 0/2)2 + V . (A.6)
It is trivial to show that in the adiabatic basis, the avoided crossing at which the energy
difference E2(x) − E1(x) is minimized corresponds with the point at which the derivative
coupling is maximized.
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A.2. Generalization of BoysOV
While the Boys representation is defined in terms of the excitation dipole matrix, XAB, the
BoysOV representation is defined in terms of partitions of the this matrix, including the
occupied component XoccAB, and the virtual component X
virt
AB , such that their sum equals the
full excitation dipole matrix, XAB = X
occ
AB +X
virt
AB . This partitioning is trivially defined for
CIS and TD-DFT/TDA because both of these methods involve only single excitations from
a reference ground state (see Eqs. 5.7 and 5.8). For any more sophisticated wavefunction
ansatz, however, the partitioning process is not as clear.
Although it may not always be physical, a reasonable partitioning of the dipole matrix can
be defined, provided there is a single determinant reference ground state. For example, one
can write state dipole matrix elements in the molecular orbital basis,
XAB =
∑
r,s
XrsDrsAB (A.7)
for some excitation density matrix D. The density matrix can be split into occupied and
virtual components, DrsAB = D
rs,occ
AB +D
rs,virt
AB as follows:
Drs,occAB =

DrsAB if r, s ∈ occ,
1
2D
rs
AB if r ∈ occ and s ∈ virt, or s ∈ occ and r ∈ virt, and
0 if r, s ∈ virt,
(A.8)
with Drs,virtAB defined in an analogous manner. The occupied and virtual components of the
dipole matrix can then be written as
XoccAB =
∑
r,s
XrsDrs,occAB (A.9)
and
XvirtAB =
∑
r,s
XrsDrs,virtAB . (A.10)
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A.3. Calculation of finite difference derivative couplings within the CIS formalism
The central difference approximation to the derivative of a function f(x) is given by
df(x)
dx
∣∣∣∣
x0
u
f(x0 + h)− f(x0 − h)
2h
(A.11)
for some small h. In the case of derivative couplings, we wish to approximate the quantity
d
[Q]
IJ (x) = 〈ΦI(x)| ∂∂xQΦJ(x)〉 for some nuclear degree of freedom xQ, which we approximate
by the expression
d
[Q]
IJ (x) u
〈ΦI(x)|ΦJ(x + hQ)〉 − 〈ΦI(x)|ΦJ(x− hQ)〉
2|hQ| . (A.12)
The challenge of calculating this quantity lies mainly in obtaining the overlap between
CIS states at different nuclear geometries, 〈ΦI |Φ′J〉, where |Φ〉 and |Φ′〉 denote CIS states
belonging to two distinct but similar nuclear geometries. Each CIS state–either adiabatic
or localized diabatic–is a linear combination of singly-excited determinants of the reference
state,
|ΦI〉 =
∑
i,a
tIai |Φai 〉 (A.13)
so that the total overlap between CIS states can be written
〈ΦI |Φ′J〉 =
∑
ijab
tIai t
Jb′
j 〈Φai |Φb′j 〉. (A.14)
To further expand this expression, we first note that because the two determinants are
associated with different nuclear geometries, they are comprised of non-orthogonal MOs.
Consequently, every possible combination of the N ! terms that comprise each determinant
must be considered. We must also keep track of the sign of each of the overlap contributions.
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This expression reduces to a determinant of overlaps, and is given in Eq. A.15.
〈Φai |Φb′j 〉 =
1
N !
(∑
σ
sgn(σ)
N∏
k=1
〈φf(k)(σ(k))|
)(∑
σ
sgn(σ)
N∏
l=1
|φ′g(l)(σ(l))〉
)
=
∑
σ
sgn(σ)
N∏
k=1
〈φf(k)|φ′g(σ(k))〉
= det

〈φf(1)|φ′g(1)〉 〈φf(1)|φ′g(2)〉 · · · 〈φf(1)|φ′g(N)〉
〈φf(2)|φ′g(1)〉 〈φf(2)|φ′g(2)〉 · · · 〈φf(2)|φ′g(N)〉
...
...
. . .
...
〈φf(N)|φ′g(1)〉 〈φf(N)|φ′g(2)〉 · · · 〈φf(N)|φ′g(N)〉

.
(A.15)
Here, |φk(l)〉 is the kth MO occupied by the lth electron. σ indexes a set of N ! permutation
operators that act on the MO indices that describe each of the possible arrangements of the
N electrons into N orbitals. These in turn are acted upon by the sign function (sgn), which
returns either 1 if σ is even or −1 if σ is odd. Finally, the functions f and g are excitation
operators associated with the states |Φai 〉 and |Φb′j 〉, respectively. The function f is defined
by its action upon the MO indices as follows:
f(k) =
 a k = ik k 6= i , (A.16)
and similarly,
g(k) =
 b k = jk k 6= j . (A.17)
The MO overlap terms from the determinant, 〈φr|φ′s〉, are obtained from the expression
〈φr|φ′s〉 =
∑
µν
CrµS
′
µνC
′
νs, (A.18)
where Crµ is a MO coefficient, and S
′
µν = 〈χµ|χ′ν〉 is a cross-geometry AO overlap.
Several practical concerns must be addressed when calculating these overlaps. The first is:
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how can the most fundamental quantity, the cross-geometry AO overlap 〈µ|ν ′〉 be obtained?
The simplest solution1 is to begin a single point calculation using nuclear coordinates from
both geometries. In the Q-CHEM electronic structure package, [102,158] the overlap matrix
Sµν is calculated and saved to disk before the program inevitably crashes due to the un-
physical proximity of the nuclei from the two configurations. This data can be recovered
and used for a second set of calculations, in which the MOs and CIS amplitudes at the two
distinct geometries are calculated separately.
Another concern is the cost of such a calculation: for a derivative coupling calculation
involving n CIS states, n × Nocc × Nvirt determinants must be calculated from overlap
matrices with dimensions N ×N . This can become a very time-consuming calculation for
large systems. Fortunately, there are several levels of approximation. The first is to simply
ignore the change in MOs, and describe the cross-geometry overlap of CIS states only in
terms of the CIS excitation amplitudes as in Eq. 4.14. A more accurate description can be
achieved by including only the product of the diagonal of the overlap matrix in Eq. A.15,
instead of the full overlap determinant. Assuming the geometry difference is small, the MOs
should not be dramatically different between the two geometries, so the product along the
diagonal can be expected to be the dominant contribution to the full overlap determinant.
A.4. Calculation of the self-interaction term
In this chapter, when describing ER-ε diabatization, we slightly modify the definition of
the RAAAA tensor as compared with Ref. 63. Previously, we had defined
RIJKL =
∫
dr1
∫
dr2
〈ΦI |ρˆ(r1)|ΦJ〉〈ΦK |ρˆ(r2)|ΦL〉
|r1 − r2| (A.19)
=
∑
pqrs
DIJpq (pq|rs)DKLrs , (A.20)
1Provided to us by Yihan Shao of Q-Chem, Inc.
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where (pq|rs) is the two-electron Coulomb integral
(pq|rs) =
∫
dr1
∫
dr2φ
∗
p(r1)φq(r1)
1
|r1 − r2|φ
∗
r(r2)φs(r2), (A.21)
for molecular orbitals φ, and the density matrix D for CIS states is
DIJpq = 〈ΦI |c†pcq|ΦJ〉 (A.22)
=

∑
i
tI,pi t
J,q
i , if p, q are virtual
−∑
a
tI,aq t
J,a
p + δpqδIJ , if p, q are occupied,
(A.23)
where c† and c are creation and annihilation operators, respectively, and t is a CIS ampli-
tude. In this chapter, when calculating RIJKL in the context of ER-ε diabatization, we
neglect the term δpqδIJ . Our rationale for doing so is that this term corresponds to the
stationary unexcited (negatively charged) electrons, whose electric field is largely canceled
by the background of (positively charged) nuclei. Of course, the same assumption could
be made in the calculation of ER diabatic states, but doing so would not affect the ER
algorithm at all. Because the trace of a matrix is invariant unitary transformation, it is
easy to show that the resultant ER diabatic states are entirely independent of the δpqδIJ
term.
A.5. The Jacobi method applied to diabatization function optimization
The Jacobi sweeps algorithm, originally used for orbital localization algorithms, [61,62,245] is
also commonly used to optimize localized diabatization functions. [63,64] Briefly, the Jacobi
algorithm is used in this context to optimize a diabatization function f of a n×n adiabatic-
to-diabtic rotation matrix U, where n is the number of states considered in the calculation.
It does so by iterating over pairs of states {A,B} and finding the optimum value of f as
only a functon of those two states; in other words, for each pair of states, f is optimized
for a 2× 2 matrix U2, which only describes mixing between states A and B. This iteration
over state pairs is performed until convergence is achieved.
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For Boys an ER localization, which are both quartic functions of the unitary adiabatic-to-
diabatic transformation matrix U, the Jacobi algorithm offers rapid convergence because
the two-state case has a simple analytic solution. [61] For more complex functions of U,
such as for ER-ε diabatization, no such analytic solution is available. However, because n
is usually small, the efficiency of the two-state optimization is usually unimportant in the
context of the electronic structure calculation that preceeds diabatization. For a two-state
unitary mixing, the adiabatic-to-diabatic rotation matrix is given by
U2 =
 cos(θ) − sin(θ)
sin(θ) cos(θ)
 , (A.24)
where θ is the so-called ‘mixing angle’ which only need be considered on the interval [0, pi4 ],
as other values will produce the same states (up to a sign). Given this small search space, it
is possible to use even crude optimization methods that do not even require first derivatives
of the diabatization function. One such approach is to calculate f(U2) = f(θ) at some
small number (e.g., 10) of evenly-spaced values of the mixing angle, 0 ≤ θ ≤ pi4 . This search
will result in a bracket around the global optimum value of f , which can be refined using
the golden section search or similar algorithm.
A.6. The equivalence of the Hellmann-Feynman and direct differentiation DCs
The derivative coupling expression in the current work is derived from a modified Hellmann-
Feynman approach (starting from Eq. 6.39, we obtain Eqs. 6.65 and 6.66). In Ref. 181 we
start with Eq. 6.38 to obtain the final result. By inspection, these two expressions agree–
with the exception of the antisymmetric AO overlap gradient terms. Thus, to explicitly
show that these two DC expressions are fully equivalent, we must reconcile only the apparent
differences between the SA[Q] terms given in the current work by GIJ = GA,IJ +GB,IJ , the
sum of Eqs. 6.50 and 6.64, and in Eq. 50 in Ref. 181.
To show that these expressions are equivalent, we will transform our results into those of
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Ref. 181. We first note that several terms in G are symmetric under exchange of µ and ν.
The trace of these contributions with the antisymmetric SA[Q] must therefore be zero and
so these terms can be discarded. Second, we note that following directly from the TDHF
eigenvalue equations (Eq. 2.44), we must have
∑
jb
(
ΠibajX
Ib
j + ΠabijY
Ib
j
)
= (EI + εi − εa)XIai (A.25)
and
∑
jb
(
ΠibajY
Ib
j + ΠabijX
Ib
j
)
= (−EI + εi − εa)Y Iai . (A.26)
Making use of these expressions in the context of the remaining terms of G, we arrive at
Gµν =
1
EJ − EI
∑
ijabc
CµcCνa
[
(EI + εi)X
Ia
i X
Jc
i + (EJ + εi)X
Ic
i X
Ja
i
]
(A.27)
−
∑
ijkab
CµiCνk
[
(EI − εa)XIai XJak + (EJ − εa)XIak XJai
]
+
∑
ijabc
CµcCνa
[
(−EI + εi)Y Iai Y Jci + (−EJ + εi)Y Ici Y Jai
]
−
∑
ijkab
CµiCνk
[
(−EI − εa)Y Iai Y Jak + (−EJ − εa)Y Iak Y Jai
] .
By writing
CµcCνa =
1
2
(CµcCνa + CνcCµa) +
1
2
(CµcCνa − CνcCµa) , (A.28)
we can partition the first term of Eq. A.27 into two components: one that is symmetric
under exchange of µ and ν, and one that is antisymmetric under such an exchange. By
using this transformation to selectively eliminate symmetric (non-contributing) terms and
rearrange the MO indices on the amplitudes, we obtain our final expression
Gµν = −
∑
iab
CµbCνa
(
XIai X
Jb
i − Y Iai Y Jbi
)
−
∑
ija
CµjCνi
(
XIai X
Ja
j − Y Iai Y Jaj
)
(A.29)
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in which the energy difference denominator is eliminated in a manner similar to that achieved
for the analogous term in the CIS derivative coupling expression (cf. Eq. A25 of Ref. 67).
Thus we have explicitly shown that Eq. A.29 is equivalent to the SA[Q] term derived in Eq.
50 of Ref. 181.
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