We consider quantum integrable models associated with so 3 algebra. We describe Bethe vectors of these models in terms of the current generators of the DY (so 3 ) algebra. To implement this approach we use isomorphism between R-matrix and Drinfeld current realizations of the Yangians and their doubles for classical types B, C, and D series algebras. Using these results we derive the actions of the monodromy matrix elements on off-shell Bethe vectors. We show that these action formulas lead to recursions for off-shell Bethe vectors and Bethe equations for on-shell Bethe vectors. The action formulas can also be used for calculating the scalar products in the models associated with so 3 algebra.
Introduction
The algebraic Bethe ansatz [1, 2] is a powerful method to investigate quantum integrable models. It was mostly applied to the models associated with different deformations and generalizations of the A-series type algebras. The models corresponding to the B, C, and D series algebras are less investigated regardless the pioneering papers [3, 4] .
The nested algebraic Bethe ansatz [5] [6] [7] was also developed mainly for the quantum integrable models associated with A-series type algebras of the higher rank. A powerful enough approach to the nested Bethe ansatz developed in the papers [8, 9] was recently reformulated using the language of the current realization of the deformed infinite-dimensional algebras, having in addition to the current presentation, the so-called RT T realization [10] with R-matrices defining the fundamental commutation relations of the monodromy matrices of the integrable models. Recently such an isomorphism between current and RT T realizations was constructed in the papers [11, 12] for the Yangians Y (so 2n+1 ), Y (sp 2n+2 ), Y (so 2n+2 ), n = 1, 2, . . . , corresponding to the algebras of the classical B, C, and D-series. This result immediately opens a possibility to address the algebraic Bethe ansatz method to the models with so 2n+1 , sp 2n+2 , or so 2n+2 symmetries using the current approach [13] .
In this paper we restrict ourselves to the simplest possible case of the so 3 -invariant quantum integrable models. The corresponding R-matrix was found in the seminal paper by A.B. Zamolodchikov and Al.B. Zamolodchikov [14] . Our main concern here is calculating the monodromy matrix elements actions on off-shell Bethe vectors. The latter are defined within the framework of the approach introduced in [15, 16] . These action formulas turn out to be more important and more fundamental than the explicit formulas for the Bethe vectors in terms of the monodromy matrix elements. The action of the upper-triangular elements produces recursions for the Bethe vectors, which can be used to restore the explicit expressions for the Bethe vectors. The action of the diagonal elements yields the Bethe equations as the condition for the off-shell Bethe vectors to become on-shell. The action of the low-triangular monodromy matrix elements can be used for calculation of the scalar products of the Bethe vectors [17, 18] .
The paper is organized as follows. Section 2 gives the definition of so 2n+1 quantum integrable model. A description of this model for n = 1 in the language of the double Yangian DY (so 3 ) is given in section 3. Here we also introduce projections onto intersections of the different type Borel subalgebras in this algebra and their properties. In section 4 the universal off-shell Bethe vectors are defined in terms of the current generators of the DY (so 3 ) algebra. This section also contains the main result of this paper describing the monodromy matrix elements actions on the Bethe vectors. Section 5 is devoted to the proof of the action formulas.
Definition of the universal orthogonal integrable model
In this section, we give a definition of so N -invariant integrable models for N = 2n + 1. The so N -invariant R-matrix R(u, v) has the following form [14] :
E ii is the identity operator acting in the space C N , E ij are N × N matrices with the only nonzero entry equals to 1 at the intersection of the i-th row and j-th column. The operators P and Q act in C N ⊗ C N and respectively are given by
where i ′ = N + 1 − i, j ′ = N + 1 − j. Finally, c is a constant, u and v are arbitrary complex numbers called spectral parameters, and κ = N/2 − 1.
A universal orthogonal integrable model is defined by a N × N monodromy matrix T (u) whose operator-valued entries T i,j (u) act in a Hilbert space H (the physical space of a quantum model). We do not specify the Hilbert space H as well as any concrete representation of the operators T i,j (u): such monodromy matrix is called universal. It satisfies an RT T -algebra
Equation (2.3) yields commutation relations of the monodromy matrix entries
For any matrix X acting in C N we denote by X t the transposition
It is related to the 'usual' transposition (·) T by a conjugation by the matrix U = N i=1 E ii ′ . Note that the R-matrix obeys the relation 6) where t 1 and t 2 stand for the transposition in the first and second spaces of R(u, v) respectively. The direct consequence of the commutation relations (2.4) is an equation [19] 
where z(u) is a scalar commuting with all the generators T i,j (u). In what follows, we set this central element equal to one: z(u) = 1.
Further on we will restrict ourself to the quantum integrable models such that dependence of the universal monodromy matrix elements T i,j (u) on the parameter u is given by the series
where 1 and T i,j [ℓ] respectively are the identity and nontrivial operators acting in the Hilbert space H. In this case, the universal monodromy matrix elements obeying (2.4) and (2.7) can be identified with generating series of the generators of the Yangian Y (so N ) and the Hilbert space H with the representation space of this infinite-dimensional algebra. In particular, a direct consequence of the commutation relations (2.4) and expansion (2.8) are the commutation relations
which will be extensively used lately. We wish to point out that the Yangian Y (so N ) is defined by the relation (2.4) (with the expansion (2.8)) and the coset by the relation z(u) = 1. If one does not impose this last relation and keep z(u) arbitrary (but central), one gets a bigger algebra, denoted X(o N ), see e.g. [20] .
where
is the universal transfer matrix. Thus, the transfer matrix is a generating function for the integrals of motion of the model under consideration. The key problem of the algebraic Bethe ansatz is to find eigenvectors of the universal transfer matrix T (u) in the space H. In this context, it is usually assumed that the physical space of the model possesses a special reference vector |0 ∈ H such that
where λ i (u) are complex-valued functions. Then the eigenvectors of T (u) are constructed as certain polynomials of the monodromy matrix entries T i,j (u) with i < j acting on the reference vector |0 . Within the framework of the universal orthogonal model associated with R-matrix (2.1), the functions λ i (u) are free functional parameters modulo certain relations following from (2.7) and which will be described below. We denote the algebra of the monodromy matrix elements T i,j (u) satisfying (2.4) and (2.7) by B n (recall that n = (N − 1)/2). Then, the space H obeying (2.10) describes the whole class of B n highest weight representations.
Gauss coordinates of the universal monodromy
In the case of A-series algebras, an effective way to solve eigenvalue problem for the transfer matrix is to use instead of the monodromy matrix elements, another set of generators associated to Gauss coordinates of the monodromy matrix [13, 16] . Moreover, using recent result of [11, 12] one may verify that the Gauss coordinates of the monodromy matrix can be used for the effective resolution of the constraint (2.7) and for obtaining a set of algebraically independent generators of the RT T algebras related to the classical B, C, and D series. On the other hand, the Gauss coordinates relate the RT T realization and the Drinfeld current presentation [21] of the quantum affine algebras and the Yangian doubles. This allows to construct the off-shell Bethe vectors of the universal quantum integrable model in terms of the current generators of the corresponding infinite dimensional algebras [22] .
From now on, we restrict ourselves to the so 3 -invariant integrable models. Thus, we deal with the B 1 algebra, the monodromy matrix is a 3 × 3 matrix, and κ = 1/2 in equation (2.1).
Gauss coordinates for the monodromy matrix T (u) can be introduced in several different ways. In this paper we use the following decomposition
where D(u) is a diagonal matrix
The matrices F(u) and E(u) respectively are upper-triangular and lower-triangular matrices:
Explicitly, Gauss decomposition of the monodromy matrix associated with the B 1 algebra reads
where, for brevity, we omitted the dependence on the spectral parameter u for all the Gauss coordinates E i,j (u), F j,i (u), and k i (u). In terms of monodromy matrix elements, formula (3.1) may be written as
where according to (3.2) we have F i,i (u) = E i,i (u) = 1. Conditions (2.10) are then ensured by the relations E j,i (u)|0 = 0 and k i (u)|0 = λ i (u)|0 that we will assume from now on.
Independent Gauss coordinates
It is easy to see from (3.4) that assuming the invertibility of k i (u) one can express all the Gauss coordinates through the monodromy matrix elements T i,j (u). Due to the relation (2.7) these Gauss coordinates are not independent. Let us find an independent set of the generators for the B 1 algebra and derive their commutation relations. We call an element from the B 1 algebra normal ordered if all the Gauss coordinate F i,j (u) are on the left and all the Gauss coordinates E i,j (u) are on the right of this element. One can see that the Gauss decomposition (3.4) of the monodromy matrix is by definition normal ordered.
Due to (2.6) the transpose-inverse monodromy matrix
satisfies the same RT T commutation relations (2.3). In order to describe the matrix T (u) in terms of the Gauss coordinates F j,i (u), E i,j (u), k i (u) we have to invert the matrices F(u), D(u), and E(u). They are given by the relations
The matrix elements of the transpose-inverse monodromy matrix can be easily expressed in terms of the original Gauss coordinates
or explicitly
where as in (3.4), we omitted the spectral parameter dependence in the Gauss coordinates F j,i (u),Ẽ i,j (u), and k i (u). In order to fix the set of algebraically independent generators of the B 1 algebra, we consider the relations
for 2 ≤ i, j ≤ 3. We have for i, j = 3
To proceed further we have to normal order the Gauss coordinates in the monodromy matrix elements in (3.9) using
(3.13)
These equations are particular cases of the commutation relations
and
Formulas (3.14) and (3.15) can be obtained from (2.4) setting the subscripts {i, j, k, l} equal to {3, 3, 2, 3}, {3, 3, 3, 2}, and {2, 3, 3, 2} respectively. Note that these commutation relations are of the gl-type, where the second line of (2.4) does not contribute. Finally, using equations (3.11) for {i, j} = {2, 3}, {i, j} = {3, 2}, and {i, j} = {2, 2}, we obtain
and a constraint
Thus, due to (3.12) and (3.17) we can restrict ourselves to the Gauss coordinates 19) and the only constraint (3.18) 2 . The latter can also be interpreted as fixing the central element z(u) (2.7) expressed in terms of the diagonal Gauss coordinates as
Alternatively, we can choose the generating series
as a set of generators of the B 1 algebra with a constraint
Besides commutation relations (3.14) we need also the commutation relations of the Gauss coordinates F 3,2 (v) and E 2,3 (v) with diagonal coordinate k 2 (u) and between themselves. These commutation relations follow from (2.4):
Getting (3.25) and (3.26) from the RT T commutation relations (2.4) we also obtain
Note that because of the expansion (2.8) the zero modes of the monodromy matrix elements
Note also that constraint (3.20) implies a relation between the eigenvalues λ i (u) (2.10)
Thus, λ i (u) are free functional parameters enjoying the condition (3.29).
Yangian double and its current realization
In this section, we describe the construction of the Yangian double and define projections on intersections of the different Borel subalgebras of this algebra. This is necessary for the current realization of the off-shell Bethe vectors. Summarizing the results of the previous subsection we conclude that the B 1 algebra of the monodromy matrix elements (3.1) with
together with the constraint (3.18) and series expansion (2.8) is isomorphic to the Yangian Y (so 3 ) [24] . According to the quantum double construction [24] the Yangian double [25] DY (so 3 ) associated with the B 1 algebra is a Hopf algebra for a pair matrices T ± (u) obeying the commutation relations with R-matrix (2.1)
where µ, ν independently take the values ±. Both matrices T ± (u) have the Gauss decomposition (3.1) with the matrices (3.30), (3.31) and constraint (3.18) . To distinguish them, we equip the Gauss coordinates with the superscripts ±.
The difference between the matrices T + (u) and T − (u) lies in the different series expansion with respect to the spectral parameter u. The matrix T + (u) is expanded over negative powers of u as in (2.8). Thus, it is identified with the universal monodromy matrix T (u) (3.1). In contrast, the monodromy matrix T − (u) is given by a series
with respect to non-negative powers of the parameter u. We denote by DB 1 the algebra generated by matrices T ± (u) satisfying the commutation relations (3.32).
According to [12] one can write down the commutation relations in the double DB 1 in terms of the formal generating series
as follows:
Here the symbol δ(u, v) in (3.39) means the additive δ-function given by the formal series
The rational functions in the r.h.s. of the equations (3.35) and (3.36) should be understood as power series with respect to v/u for conjugations by k A coproduct in DB 1 is given by the standard formula
where the monodromy matrix elements T + i,j (u) and T − i,j (u) form two Borel subalgebras each being isomorphic to B 1 . Each of these B 1 algebras is a natural Hopf subalgebra of DB 1 . We denote these standard Borel subalgebras by U ± .
It is well known [22] that one can associate another decomposition of the whole algebra into two dual subalgebras with the current realization of the double DB 1 . One of this current subalgebra U F is formed by the current F (u) and Cartan currents k + 3 (u) and k + 2 (u), while the other current subalgebra U E is formed by the current E(u) and 'negative' Cartan currents k − 2 (u) and k − 3 (u). It is clear from (3.41) that these new current Borel subalgebras are not Hopf subalgebras with respect to the coproduct (3.41). In order for the subalgebras U F and U E to become Hopf subalgebras in DB 1 , one introduces a new, so called Drinfeld coproduct ∆ (D) . It is related to the original coproduct (3.41) by the twisting procedure (see [22] and references therein).
For the generating series of the DB 1 algebra, the Drinfeld coproduct in the current Borel subalgebra U F (j = 2, 3) is given by
For the generators k − j (u), E(u) in the dual current Borel subalgebra U E , it acts as follows:
It is obvious that there are nonempty intersections of the Borel subalgebras of different types
and these intersections are subalgebras in DB 1 [22] . Furthermore, they are coideals with respect to the coproduct (3.42), (3.43)
According to the general theory of the Cartan-Weyl construction we can impose a global ordering of the generators in DB 1 . There are two different choices for such an ordering. We denote the ordering relation by the symbol ⋖ and introduce the cycling ordering between elements of the subalgebras U ± F and U ± E as follows:
Using this ordering rule we can say that arbitrary elements F ∈ U F and E ∈ U E are ordered if they are presented in the form
where F ± ∈ U ± F and E ± ∈ U ± E . According to the general theory [22] , one can define the projections of any ordered elements from the subalgebras U F and U E onto subalgebras (3.44) using the formulas
where the counit mapping ε : DB 1 → C is defined by the rules
Let U F be the extension of the algebra U F formed by the infinite sums of monomials that are ordered products
Let us similarly define U E as the extension of U E by infinite sums of ordered products
. One can prove [22] that (1) the action of the projections (3.48) extends to the algebras U F and U E respectively; (2) for any F ∈ U F with ∆ (D) (F) = F (1) ⊗ F (2) we have
50) (3) for any E ∈ U E with ∆ (D) (E) = E (1) ⊗ E (2) we have
The formal definitions of the projections (3.48) are useful for proving fundamental properties of the projections (3.50), (3.51) onto intersections of the different types of Borel subalgebras. In practical calculations, we will often use a more 'physical' method. For example, to calculate the projection P + f of the product of the currents F (u i ), we replace each current by the difference of the Gauss coordinates F (u i ) = F 
to move all negative Gauss coordinates F − 3,2 (u i ) to the left. Eventually, after such a normal ordering of all the terms in the product of currents, the action of the projection P + f means the cancelation of all summands having at least one 'negative' Gauss coordinate F − 3,2 (u i ) on the left. The actions of the projections P − f , P + e , and P − e can be defined similarly.
Universal Bethe vectors for B 1 algebra
A direct applications of the theory of projections lies in the construction of the universal off-shell Bethe vectors by calculating the projections of the products of currents. For such a purpose, we identify the monodromy matrix of some model with the generating series T + i,j (u) obeying the RT T relation with the corresponding R-matrix. Then we define a universal off-shell Bethe vector of this model as the projection P + f applied to the product of currents corresponding to the simple roots of the underlying finite-dimensional algebra. Since the universal monodromy matrix elements T + i,j (u) are expressed in terms of the Gauss coordinates which are themselves related to the currents according to the formulas (3.34), one can compute the action of the monodromy matrix elements onto these Bethe vectors. This leads to recurrent relations for the latter. On the other hand, one can compute the projection of the product of currents to get the structure of the universal Bethe vector. In all these calculations the main technical tool is the possibility to present the product of currents in a normal ordered form using equations (3.50) or (3.51). In this section we implement this program in the case of the Yangian double DB 1 .
Off-shell Bethe vectors and projections
Let us introduce rational functions
They correspond to a rescaling c → c/2 in the functions (3.16). For a set of complex parameters u = {u 1 , u 2 , ..., u r } of cardinality r, we also introduce a product
and a normalized ordered product of the currents
Note that due to the commutation relations (3.37) this normalized product is symmetric with respect to any permutation of the parameters u j . In what follows we will consider the projection of F(ū) (called the pre-Bethe vector)
and the universal off-shell Bethe vector In this section we calculate the projection (4.5) and obtain an expression for the Bethe vector in terms of the Gauss coordinates F First of all, we calculate the projection of the product of currents in (4.5). To do this we use an approach firstly implemented in [26] . Let us rewrite the commutation relation (3.25) between F 
where we denote by X(u) the following combination of the Gauss coordinates:
Using this commutation relation we can write
where the element 
where we used the properties of the projections (3.48) and the fact that square of the total current F (u) 2 = 0 vanishes due to the commutation relations (3.37). We can consider (4.7) as a system of linear equations for the unknown elements Y j ∈ U + F which can be found as linear combinations of the elements P
. Solving equations (4.8) with respect to Y j and substituting them into (4.7) we obtain
where 
Action of monodromy matrix elements on Bethe vectors
Starting from this subsection we use our standard shorthand notation for the products of rational functions (4.1) and the eigenvalues λ i (u) (2.10). We agree upon that if this function depends on a set of variables (or two sets of variables), then one should take the product over this set. In particular, 12) and so on. We also introduce subsetsū i =ū \ {u i } andū i,j =ū \ {u i , u j } and extend the aforehand convention to the products over these subsets, for instance,
By definition any product over the empty set is equal to 1. A double product is equal to 1 if at least one of the sets is empty.
Theorem 4.1. The action of the monodromy matrix element T i,j (z) on an off-shell Bethe vector B r (ū) (4.5) gives a linear combination of off-shell Bethe vectors
where s(i, j) = 2 i−j+1 (−1) δ i1 +δ j1 . The sum is taken over partitions of the setη = {ū, z, z + c/2} into several disjoint subsets {η I ,η II ,η III } ⊢η with cardinalities #η I = i − 1 and #η III = 3 − j.
Proof of this theorem is given in the next section.
Actions of upper-triangular monodromy matrix elements
The action of the upper-triangular monodromy matrix elements on the Bethe vector B r (ū) are the most simple. In particular, it follows from the restrictions on the cardinalities of the subsets #η I and #η III thatη I =η III = ∅ for the action of T 1,3 (z). The sum over partitions in (4.14) disappears and we immediately arrive at
For the action of T 1,2 (z), one has #η I = 0 and #η III = 1. The sum over partitions in (4.14) turns into
where eitherη III = z, orη III = z + c/2, orη III = u i with i = 1, . . . , r. It is easy to see that the caseη III = z + c/2 does not contribute due to f(z, z + c 2 ) = 0. Thus, we obtain
(4.17)
Similarly, we derive the action of T 2,3 (z): 
19)
The action of T 3,3 (z) is given by 24) then the Bethe vector B r (ū) becomes the eigenvector of the transfer matrix T (z) 25) with an eigenvalue
Observe that due to (3.29) we can also write down the Bethe equations in the form
It is easy to see that the systems (4.24), (4.27) are equivalent to the absence of the poles of the transfer matrix eigenvalue (4.26) at z = u i and z = u i − c/2. We do not give explicit formulas for the action of lower-triangular elements of T (u), since they are quite cumbersome. We only note that these formulas can be used to compute scalar products of Bethe vectors. We get in this way Note that the isomorphism is rather explicit and simple in the current presentation, but more involved in terms of the monodromy matrix elements (see [20] for an explicit construction in the RT T presentation).
Proofs
In order to prove the statement of theorem 4.1 we need a special presentation for the pre-Bethe vectors (4.4) in terms of the normalized product of currents (4.3) and the 'negative' Gauss coordinates F − 3,2 (u i ). This presentation is a direct consequence of the projection properties (3.50). In order to formulate it, we introduce several additional notions.
For any formal series G(ū) depending on a set of parametersū = {u 1 , . . . , u r }, we define a deformed symmetrization by the sum
where S r is a permutation group of the setū and σū = {u σ (1) , . . . , u σ(r) }. Let F(ū) be the ordered product of the currents F (u i ) defined by (4.3). F(ū) ∈ U F is a formal series of the generators of the DB 1 algebra. It can be presented in the normal ordered form via (3.50), the coproduct properties (3.42), and the commutation relations (3.35)
Multiplying both sides by the factor γ(ū) (4.2) and using the fact that for any formal series
we obtain the ordering rule for the normalized symmetric product of the currents
(5.4) Since both P − f F r−s (u r , . . . , u s+1 ) and P + f F s (u s , . . . , u 1 ) are symmetric over their arguments, the sum over permutations within subsets {u r , . . . , u s+1 } and {u s , . . . , u 1 } leads to the cancellation of the combinatorial factor s!(r − s)!. The sum over permutations of the whole setū thus turns into the sum over partitions of this set into two nonintersecting subsetsū I andū II with cardinalities cardinalities #ū I = s and #ū II = r − s for any s
Using the relation P − f (F 2 (u)) = −F − 3,2 (u) and calculating the projection via (3.52)
we can write down the pre-Bethe vector P + f (F r (ū)) in the form
Here W stays for all the terms which contain at least three 'negative' Gauss coordinates F − 3,2 (u i ) on the left of the product.
Action of the elements T i,3 (z)
Formula (4.9) for r = 2, u 2 = u 1 + c 2 and u 1 = z reads
According to the commutation relation (3.25) taken at u = z + c/2 and v = z this projection is equal to
This means that the monodromy matrix element T + 1,3 (z) can be expressed through the current generators as follows:
On the other hand, the properties of the projection onto U + F imply that for any
The commutation relations (2.4) in the DB 1 algebra 11) and property (5.10) yield P 12) or equivalently P
Then the action of T 
(5.14)
Here we used (5.6) and (5.13) to replace P Using these equations and the first three terms in the r.h.s. of (5.6) we prove (4.23).
One can prove all the other action formulas of theorem 4.1 in a similar way. It is clear, however, that for calculating the action of the monodromy matrix low-triangular elements, we should compute more terms in the r.h.s. of the presentation (5.6). This makes the calculations rather cumbersome. Instead, there exists a more elegant way to calculate these actions using the zero modes of the monodromy matrix and the commutation relations (2.9). We explain this approach in the next subsection.
Zero modes action
In what follows, we use the zero modes of the low-triangular monodromy matrix elements 
Note that if the setū satisfies the Bethe equations (4.24), then the zero mode E + 2, 3 [0] annihilate the on-shell Bethe vectors, which appear to be highest weight vectors of the finite dimensional so 3 algebra generated by the zero modes. This a typical property of the on-shell Bethe vectors in the models associated to Yangians. Indeed, these models are invariant under the action of the finite dimensional algebra generated by the zero modes, and the highest weight property is related to the completeness of the Bethe ansatz. This was already noticed for models based on gl N symmetry [27] . Formula (2.9) at {i, j, k, l} = {1, 3, 3, 2} yields 
Conclusion
This paper starts a program of investigating the so N -invariant quantum integrable models using current formulation of the deformed Kac-Moody algebras and method of projections onto intersections of different type Borel subalgebras in these algebras. This method was formulated in [16, 22] and developed in [13] . Within the framework of this method, the off-shell Bethe vectors are defined in terms of the generators of the corresponding infinite dimensional algebra. The RT T formulation of this algebra uses the same R-matrix as the intertwining relations of the monodromy matrix of so n -invariant quantum integrable model. The main goal of the present paper was to find formulas for the action of the monodromy matrix elements on Bethe vectors using current approach and method of projections. We have shown that our approach allows one to obtain such formulas and to express the result of these actions as linear combinations of off-shell Bethe vectors. Note that we do not use explicit presentations for the Bethe vectors in terms of the monodromy matrix elements acting on the reference vector. Such the explicit representations are missing up to now, though the recursions derived in this paper allow one to find them at least for the vectors with small number of Bethe parameters. We have shown that the projection method allows to completely abandon the use of such representations.
In this paper we restrict ourselves to the simplest possible case of the so 3 -invariant quantum integrable models. As already noticed (see end of section 4), these models are equivalent to the ones built on the gl 2 algebra. However, the calculations leading to the Bethe vectors and the action formulas are rather different: for gl 2 models, they reflect the general gl N scheme, while so 3 models are closer to the so N framework. In this sense, although the calculations presented in this article do not bring any new result on scalar products of Bethe vectors, they shed some light on the case of integrable models based on orthogonal and symplectic Yangians. Indeed, it is clear that the method introduced here can be generalized to the so N and sp 2n -invariant models. The corresponding results will be published elsewhere.
