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ABSTRACT
Governments are the custodians of vast amount of data. While some of this data may
be sensitive in nature, in that it contains personal or confidential information, much of
it is in the public interest. Recent years has seen the emergence of Open Government
Data (OGD) where governments are now actively making their data available in open
and electronically accessible formats. The motivation for the production of such data
includes a desire to increase transparency but also a desire to realise the economic
potential associated with re-use of this data. A key usage area for this data to date has
been within mobile applications where raw OGD is transformed into a consumable
product.

Making data available for re-use in this context introduces the concept of data quality
in that the OGD being released must be of sufficient quality to allow for re-use by
application developers. This dissertation proposes a set of quality guidelines to be
applied to OGD to aid its utility within mobile application development. The
guidelines are derived from an assessment of Irish produced OGD. Existing data
quality literature indicates that data quality can be assessed at both an objective and
subjective level. This research adopts this proposal, objectively assessing OGD data
quality through an impartial assessment of the data. It also subjectively assesses the
quality of OGD through it utilisation within an experimental mobile application
developed on the Android platform. The resulting assessment findings are interpreted
to produce a set of OGD quality guidelines.

Key words: Open Government Data, Open Data, Smartphone Mobile Applications,
Mobile Application Development, Data Quality Assessment, Dimensions of Data
Quality
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INTRODUCTION

1.1

Background

Increasing amounts of governmental and public sector information are now being
made available for public consumption in the form of open government data (OGD).
OGD refers to machine readable data made available by governments or government
controlled agencies under open licence conditions that allow for further commercial or
non commercial use of the data (Janssen and Darbishire, 2012). Key motivators for the
production of OGD on the part of governments include a desire to increase
transparency and accountability but also a desire to realise the economic potential
associated with such data (Lee, 2012; European Commission, 2011a).

Governments are the custodians of vast amounts of information in diverse domains
such as business, law, society, transport, meteorology and geography (MESPIR, 2006).
Traditionally, this information was closely guarded and only released in inflexible
formats such as paper documents which restricted the re-use of such data (Davies,
2010). Recent years however have seen the emergence of a more open form of
governance where governmental data is now becoming digitally accessible. Initiatives
such as data.gov (Data.gov, 2012a) in America and data.gov.uk (HM Government,
2012a) in the United Kingdom are providing online access to thousands of digital
datasets. Within Ireland initiatives from the Central Statistics Office and the local
authorities within Dublin have also made Irish OGD electronically accessible to the
public. A key usage area for this data to date has been within smartphone mobile
applications, where OGD is integrated and utilised within applications, transforming
the raw underlying OGD into a consumable service.

This project is an evaluation of the current state of OGD within Ireland. It examines
and appraises the current offering of OGD available for use by mobile application
developers. A selection of Irish OGD was objectively and subjectively assessed with
reference to accepted data quality dimensions, with the key aim of outlining a set of
quality guidelines to aid the utility of OGD within mobile application development.
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1.2

Research Problem

The awareness and availability of OGD is now becoming more prevalent within
society. As indicated in section 1.1, a key usage area of this data to date has been
within smartphone mobile applications. As indicated by Davies (2010), to be made
meaningful data must be contextualised and presented as information. Mobile
applications represent an important vehicle for achieving this, converting the raw OGD
into a service which people can utilise and understand. In this regard the underlying
quality of the OGD being made available is an important consideration. Application
developers using this data will be restricted by poor quality data in terms of usability
and effort.

This research examines in depth the data quality issues associated with utilising a
selection of Irish OGD within mobile application development. It appraises and
assesses the quality issues associated with utilising the data in this context. The
findings of this assessment are interpreted into a set of quality guidelines with the key
aim of improving and aiding the use of OGD in mobile application development.

1.3

Research Objectives

The principal aim of this research is to outline a set of quality guidelines which can be
applied to OGD to aid and improve its usability within mobile application
development. The justification of these guidelines is determined through the
assessment of a selection of OGD at both an objective and subjective level. In order to
achieve this, a number of research objectives were outlined by the author. Table 1.1
contains a list of the outlined research objectives.

1.4

Intellectual Challenge

A number of intellectual challenges were associated with completing this piece of
research. Firstly, OGD is still very much an emerging and dynamic discipline. A
complete body of literature in relation to OGD does not as yet exist, and although a
myriad of OGD initiatives are active worldwide, most are embryonic and changeable
in nature. A key challenge included filtering through and understanding this fast-paced
and changing environment, and determining what is and isn’t relevant to this research.
2

#

Proposed Research Objectives

1

Perform a literature review in relation to open government data, exploring
the reasons for its production, and the OGD initiatives currently active
both nationally and internationally.

2

Perform a literature review in relation to the use of OGD within mobile
applications.

3

Perform a literature review in relation to data quality, exploring the
dimensions associated with quality and quality assessment methodologies
from existing research.

4

Conduct an assessment of data quality in relation to Irish OGD. This
assessment should focus on both the objective and subjective aspects of
data quality. For the subjective assessment an experimental mobile
application will be developed to assess the quality OGD under use.

5

Interpret and evaluate the findings from the assessment conducted.
Where possible conduct interview with OGD provider to validate findings.
Formulate a set of quality guideline to be applied to OGD to improve its
usability within mobile application development.
Table 1.1 - Proposed Research Objectives

(Source: Author)

In direct contrast to this, the field of data quality is well established with a multitude of
existing and sometimes contrasting research. Again, a challenge existed in identifying
and determining quality dimensions which display unity among existing researchers
and determining which dimensions are applicable to this piece of work.

The assessment of OGD both at an objective and subjective level also represents a
challenge. Objectively, quality dimensions and metrics were derived from existing
literature and applied to a selection of OGD datasets. Subjectively, to ascertain the
utility of the data, an experimental mobile application was developed. The application
had to be accurate to reflect the functionality of current OGD applications but also
generic to allow for a cross selection of OGD datasets to be assessed.

3

The findings of the assessment were interpreted and appraised in order to ascertain a
set of quality guidelines. While these guidelines are specific in describing and detailing
the objective and subjective issues encountered, again they are generic to allow them
to be applied to a wide ranging set of data.

1.5

Research methodology

Both primary and secondary research methods were utilised to address the research
objectives outlined in section 1.3. Secondary research methods were used to review the
initial project premise, and examine the subject of open government data and its use
within smartphone mobile applications. Secondary research methods were also used to
review the subject of data quality and the dimensions applicable to its assessment. The
main resources utilised for this part of the project included existing academic literature
such as books, journals and conference proceedings. Content from electronic databases
such as the ACM Digital Library or IEEExplore Digital Library, websites or online
publications were also used as required.

Primary research involved the use of OGD dataset assessment at an objective and
subjective level. The existing assessment methodology Data Quality Assessment
(DQA) (Pipino, Lee and Wang, 2002) was selected as the methodology to be applied
throughout the experimental phase of this research. In addition to this, an interview
was also conducted with Deirdre Ni Raghallaigh, an executive member of Dublinked
to explore the data quality approach active within this initiative, and the potential
impact of further European directives and strategies on Dublinked.

1.6

Organisation of the dissertation

The remainder of the dissertation is organised as follows:
Chapter 2: Open Government Data – An Overview provides an introduction and
background to the concept of open government data. It explores the motivating factors
for its production, including the potential economic benefits associated with its use and
re-use. It also examines the directives in place at a European level which impact upon
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the production of OGD in Ireland as well as exploring the OGD initiatives active both
nationally and internationally.

Chapter 3: Smartphone Mobile Applications appraises the characteristics of
smartphones and mobile applications which make them a suitable vehicle for the
dissemination of OGD. It analyses applications developed to date which utilise OGD,
identifying the purpose and functionality of such applications.

Chapter 4: Data Quality provides a literature review in relation to data quality. It
reviews the existing research in this area, identifying and interpreting the different
dimensions applicable to data quality. The chapter also identifies data quality
assessment methodologies from existing research and pays particular emphasis to data
quality in the context of smartphone mobile applications.

Chapter 5: Experiment Design provides a detailed overview of the experiment
conducted. It outlines the rationale behind the experiment design including OGD
dataset selection, applicable quality dimensions and the experimental mobile
application design and functionality.

Chapter 6: Experiment Analysis and Evaluation presents the findings from the
experiment conducted. It first presents the findings obtained from the objective and
subjective assessments and subsequently evaluates and summarises these findings into
a set of quality guidelines.

Chapter 7: Conclusion offers a conclusion to this work. It outlines the objectives
achieved as part of this piece of research as well as discussing its contribution to the
existing body of knowledge. It also provides an evaluation of the experiment outlining
its associated limitations. In addition to this, the chapter also presents some potential
areas for future research.
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2

OPEN GOVERNMENT DATA – AN OVERVIEW

2.1

Introduction

This chapter aims to examine the existing research, literature and initiatives applicable
to the emerging field of open government data. Section 2.2 provides an overview of
open government data while section 2.3 explores the factors which influence its
production. Section 2.4 discusses the directives in place at a European level which
have an impact on the how this data is produced. Section 2.5 investigates some of the
active open government data initiatives internationally whilst section 2.6 provides an
overview of the initiatives in place within Ireland. Finally section 2.7 offers a
conclusion to this chapter.

2.2

Open Government Data

Open Government Data (OGD) refers to ‘data and information produced or
commissioned by the government or government controlled agencies’ (Lee, 2012, p.1)
which is made available for public consumption. Davies and Bawa (2012, p.1) outline
that in recent years the production of OGD has ‘risen from being a niche cause in a few
developed countries to becoming nearly pervasive in the policy agendas of
governments across the world’. The terms OGD and open data (OD) are used
interchangeably by OGD advocates and researchers to embody to subject. In academic
terms the concept of OGD is still an emerging field with relatively little academic
research conducted in this area to date.

At the heart of open government data is the requirement for governments to make
available for public consumption any non sensitive data which it may hold, and
Shadbolt (2010, p.3) indicates that access is now being provided to a ‘broad and
substantial set of government data’. A key requirement for OGD (Davies, 2010) is the
need for primary data to be made available, ‘with the highest possible level of
granularity, not in aggregate or modified forms’ (Davies, 2010, p.11). Government
data may not always be collected in this form however, with Davies and Bawa (2012)
suggesting that the some OGD may be collated and aggregated from paper records,
surveys or reports before being released. The availability of data in a raw form
6

however can allow data consumers to gain a better understanding of the underlying
data and as Shadbolt (2010) points out, providing electronic access to primary or raw
data can facilitate data consumers in immediately reusing the data.

As well as making data available in its primary format a number of other fundamental
principles pertaining to OGD have been suggested by opendgovdata.org, an OGD
working group established in 2007 (opengovdata.org, 2007). The principles are
outlined in Table 2.1.

OGD Principle

Description

Complete

All public data is made available, where public data is that
which is not subject to privilege, privacy or security
restrictions.

Timely

Data is made available quickly enough to preserve the
value of the data.

Accessible

Data is available to a wide range of users and for a wide
range of purposes.

Machine Processable

Data is made available in a structure to allow for
automated processing.

Non-Discriminatory

Data is available to everyone without restrictions of
registration etc.

Non-Proprietary

Data is made available in formats which are accessible by
all users, and not made available in a format in which one
entity has exclusive control

License Free

Data is not restricted by copyright, patent, trade secret or
trade mark restrictions which impact upon its use or reuse.
Table 2.1 - Principles of Open Government Data
(Source: opengovdata.org, 2007)

The principles are echoed by the Open Knowledge Foundation (2011), a non profit
organistaion committed to promoting open data, in their definition of open data as that
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which satisfies conditions of access, redistribution, re-use, absence of technological
restriction, attribution, integrity, licence and discrimination. Lee (2012) further
embodies the principles by defining open data as that which can be used, re-used and
redistributed by anyone.

2.3

Motivations for the production of Open Government Data

A number of motivating factors have lead to an increase in the production of open
government data by governments worldwide. Amongst these has been the recent rise
in the open government movement, e-government and the recognition of the economic
potential associated with OGD.

2.3.1

Open Government and eGovernment leading to OGD

At the simplest level open government (OG) is the belief that the public have the right
to access the documents and proceedings of their government (Lathrop and Ruma,
2010). Building upon this, Caddy et al. (2003) believe that an effective OG is one
which is built upon the foundations of accessibility, responsiveness and transparency.
Traditionally, the task of ensuring openness and transparency from governments has
been enforced through the relevant freedom of information legislation active within
each country (Lee, 2012). Recent years however, has seen the concept of a more open
government gaining momentum worldwide. As one of his first acts of office when
elected in 2009, President Obama issued a memo on Transparency and Open
Government in the US (Lee, 2012) resulting in the launch of the data.gov OGD portal.

September 2011 saw the formation of the Open Government Partnership initiative
which at its core aims to ‘Secure concrete commitments from governments to promote
transparency, empower citizens, fight corruption, and harness new technologies to
strengthen governance’ (Open Government Partnership, 2011).

Initially the partnership was founded with 8 member states but has since grown to
include 47 nations worldwide (Open Government Partnership, 2011). Ireland is
currently not a member of the Open Government Partnership and as of 07th July 2012

8

has not yet endorsed the declaration, but EU counterparts such as Spain, Italy and
Denmark and the United Kingdom are all active within the initiative.

One of the consequences of more open and transparent governance is the ability for the
public to gain access to government held data, without the need to enact freedom of
information requests. Whilst still in the relatively early stages of its incarnation, certain
governments are taking important strides to opening up their data and putting the open
government methodology into practice. Later stages of this chapter will investigate two
leading initiatives in place by the USA and UK and will also analyse the OGD
initiatives active within Ireland.

Aligned with this increase in a more transparent form of governance has been the
increased role which technology plays within government. The advent of the internet
age and the proliferation of computing technology amongst society has lead to a
reliance on technology by governments to carry out their everyday tasks and deliver
everyday services. Although a myriad of definitions exist to describe the relationship
and role technology now plays in government such as e-Government, Digital
Government (Coleman, 2008) or Government 2.0 (O’Reilly, 2010), what is important
to highlight is the synergy that now exists between modern day public administration
and the technology that makes this possible. For example, 75% of all Australians file
their tax returns online, and each year one billion health insurance claims are submitted
electronically in France as opposed to using a more traditional paper based system
(Holmes, 2002).

The use of computing technology to collect, analyse and process information such as
this means that vast amounts of data are being recorded on a daily basis by government
or government controlled agencies. This data not only refers to sensitive information
relating to individual persons such as medical history or tax returns, but also to a set of
core public information relating to transport, planning, education, environment, crime
and infrastructure for example (Lee, 2012).

Both open government and e-Government have important roles to play in the
compilation and dissemination of OGD to the public. Whilst the main aims of open
government may be more far reaching than simply producing OGD, an important
9

attribute of the movement is to promote transparency and empower citizens and one
way of achieving this is through the propagation of OGD. Related to this, the use of
technology by government now means that mechanisms are in place to collect this data
and similarly make it available to the public for re-use.

2.3.2

Economic Benefits associated with Open Government Data

Closely aligned with the increased production of OGD through open government and
e-Government has been the recognition of the potential economic value associated
with releasing this data (Lee, 2012; Davies, 2010; Davies and Bawa, 2012; European
Commission, 2011b). As indicated by the European Commission (2011b), public
sector information (PSI) has the potential to be an engine for job creation and a 2009
Digital Britain report cites open data as an ‘innovation currency’ (European
Commission, 2011b, p.3).

A number of studies (MESPIR, 2006; Vickery, 2011; European Commission, 2011b)
have highlighted this potential and estimated the worth of OGD at a European level.
The 2006 Measuring European Public Sector Information Resources report (MESPIR,
2006) estimated that the re-use of the public sector information could benefit the
European economy (including Norway) by as much as €27 billion annually. Recent
reports have cited that due to an increased growth in OGD data re-use, this estimation
has risen from €28 billion in 2008 to €32 billion in 2010 (Vickery, 2011). The
economic potential was sounded even further by the European Commission Vice
President Neelie Kroes in December 2011 (European Commission, 2011a), where the
estimated worth of OGD was placed at €40 billion annually, calling on EU
governments to release more public sector information data stating ‘Your data is worth
more if you give it away’.

Advancements in technologies for analysing, interpreting and processing data
(European Commission, 2011b) and the dynamic and varied categories of data
collected by governments allow for its use in a commercial context (Vickery, 2011).
Services and products built upon this data can be tailored and packaged by private
sector businesses to suit a commercial need; ‘Whereas public bodies are the creators
and suppliers of the original material, the private sector plays a major role as
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intermediary and information processor between source of information (public body)
and end users’ (Vickery, 2011, p.11).

Figure 2.1 below illustrates the exploitation of public sector information for
commercial means as indicated by Vickery (2011).

Figure 2.1- Flow of information in typical commercial re-use of PSI
(Source: Adapted from Vickery, 2011)

The context in which the data is re-used is wide ranging and varied, with different
categories of data suitable for different applications and uses. Figure 2.2 provides a
breakdown of PSI data on a commercial value scale as suggested by Vickery (2011).
One usage area where there does seem to be significant agreement is the utilisation of
PSI in smartphone mobile applications (European Commission, 2011a; European
Commission, 2011b; Vickery, 2011). The location based information contained within
much PSI allows for its integration into location aware smartphone applications.
Section 3.3 in Chapter 3 discusses such applications further.
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Commercial
re-use of
PSI

Geographic Information

Meterological and Environmental Information

Economic and Business Information

Social Information

Traffic and Transport Information

Tourist and Leisure Information

Agricultural, Farming,
Forestry and Fisheries information

Natural Resource Information

Legal System Information

Scientific Information and Research data

Educational Content

Political Content

Making
available
PSC

Cultural Content

cartographic information
land use info (cadastral data)
spatial data/geographical coordinates
administrative and political boundaries
topographical information
elevation data
oceanographic data
hydrographic data
environmental (quality) data
atmospheric data
meteorological (weather) data
financial information
company information
economic and statistics
industry and trade information
demographic information
attitude surveys
data on health/illness
education and labour statistics
transport network information
traffic information
transport statistics
car registration data
hotel information
tourism statistics
entertainment (local and national)
cropping/land use data
farm incomes/use of resources
fish farming/harvest information
live stock data
biologic and ecologic information
energy resource/consumption information
geological and geophysical information
crime/conviction data
laws
information on rights and duties
information on legislation
information on judicial decisions
patent and trademark information
university research
publicly-funded research institutes
governmental research
academic papers and studies
lecture material
governmental press releases
local and national proceedings of governments
green papers
museum material
gallery material
archeological sites
library resources
public service broadcast archives
other public archives

Figure 2.2 - Commercial Value Scale of PSI Data

(Source: Vickery, 2011)

The economic value of OGD and the further potential associated with additional
production of this data is well documented. As such, governments and the wider
European Union are signalling this as an area of economic growth, with the European
Commission calling for an increase in the amount of OGD being produced as a means
to help unlock the economic potential associated with this data (European
Commission, 2011a). One of the methods identified as a key usage area for this
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information is through its utilisation within mobile applications. As such, the
availability of this data and the underlying quality of such data is an important
consideration in its utilisation; in that the data must be fit for re-use (Dawes, 2012).
Section 2.4 identifies the directives active within Europe which have an impact upon
the availability and production of OGD within Ireland.

2.4

Open Government Data Directives

Whilst the Open Government Partnership has been active since September 2011, as of
07th July 2012, Ireland has not yet endorsed the declaration and is not a member of the
partnership (Open Government Partnership, 2012). However there are certain
directives in place at a European level which influence the production of OGD within
Ireland, and how this data is produced.

The European Union directive 2003/98/EC on the re-use of public sector information
(PSI Directive) (European Commission, 2003a), deals with the re-use of public sector
information by European Union member states. The directive aims to support fair
competition and transparency within the EU in relation to the use of PSI, and outlines
the constraints detailed in Table 2.2 (amongst others) on its member states (European
Commission, 2003a).

European Union Directive 2003/98/EC Constraints
Where possible, public sector documents should be available in electronic
format
Provide practical tools that it make it easier to find the material for re-use,
such as a portal site or information asset list
Encouraged to make the data available at no cost, or where charges are
necessary, provide the calculation base for these charges
Transparency on any associated conditions which may apply to re-use of
the data
Table 2.2 - PSI Directive Summary Constraints
(Source: European Commission, 2003a)

13

Ireland enacted this directive in July 2005, and developed the PSI General Directive
Licence No.: 2005/08/01 which sets out terms and conditions for the re-use of public
sector information (Irish Government, 2005).

Also worth consideration is the EU INSPIRE Directive 2007/2/EC which aims to
establish a European Union wide spatial data infrastructure which will enable
improved sharing and access of environmental information (European Commission,
2007). Implemented in various stages, the initiative is due for full implementation by
2019.

The PSI and INSPIRE directives do go some way to administer the reproduction of
public data but the EU has signalled its intentions to further improve the situation
through the launch of its Open Data Strategy for Europe (European Commission,
2011a). The strategy announced in December 2011 aims to build upon the existing PSI
Directive and clearly signals the EU’s intent in this area. Amongst other things the
directive will enforce the principles outlined in Table 2.3 (European Commission,
2011a) upon its member states.

Open Data Strategy for Europe Key Principles
Make it a rule that all documents made accessible by public sector bodies
can be re-used for any purpose, commercial or non-commercial (unless
protected by third party copyright)
Make it compulsory that this data is made available in commonly used
machine readable formats
Ensure that governing bodies cannot charge more that the costs triggered
for the individual requests for the data (marginal costs)
Introduce regulatory oversight to enforce these principles
Table 2.3 - Open Data Strategy for Europe Key Principles
(Source: European Commission, 2011a)

As well as introducing the required regulatory control the European Commission also
plans to make its own data publicly available through a newly developed data portal,
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and aims to introduce a €100 million worth of funding through 2011 – 2013 to
improve data handling technologies (European Commission, 2011a). A list of the key
measures and targets from the strategy has been included in Table 9.1 and Table 9.2 in
Appendix A of this document.
The Open Data Strategy for Europe does signal an intent from the European Union to
ensure that member states make their OGD publicly available. Whilst enforcing
regulatory control to ensure governments release their data in commonly used formats,
the strategy does not indicate or outline advice in relation to the underlying structure or
quality of this data. In addition to this the existing PSI and INSPIRE directives also
lack guidance in relation to quality of content. The lack of direction in this regard has
the potential to impact upon the quality of OGD, as standardised techniques and
approaches have not yet been proposed for adoption. The many OGD initiatives to date
have been organic in nature, growing from a desire of governments to increase
transparency and realise the economic potential associated with this data. Section 2.5
examines the notable OGD initiatives to date, both nationally and internationally.

2.5

Open Government Data Initiatives Internationally

As highlighted in section 1.1 recent years has seen the concept and availability of
OGD gaining momentum worldwide. Davies and Bawa (2012) suggest that there are
currently over 100 OGD initiatives active across the globe, ranging from community
lead initiatives in India to government led programmes in Brazil. Two of the most
advanced and well developed are the US and the UK (Shadbolt, 2010), which are
examined further below.

2.5.1

Data.gov – OGD Data Portal for the US Government

The US data.gov initiative was launched on 21st May 2009. Initially the portal
launched

with

76

datasets

from

11

different

governmental

agencies

(Lakhani, Austin and Yi, 2010), but has since grown to include almost 450,000
datasets from 172 agencies (data.gov, 2012b).

As indicated by Shadbolt (2010) the US OGD initiative is a leading example and one
of the most developed OGD initiatives to be found worldwide. The portal contains a
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combination of geo data and raw data available in over 40 different categories ranging
from agriculture to welfare. Geo datasets contain geo spatial information and are
available for download in geo compatible formats such as shapefile format. Raw
datasets containing non spatial specific information are available for download in 8
different data formats as outlined in Table 2.4.

File Type

Description

CSV

Comma Separated Values

XML

Extensible Markup Language

XLS

Microsoft Excel file

XLSX

Microsoft Excel file (2007)

JSON

Javascript Object Notation

RDF

Resource Description Framework

RSS
PDF

RDF Site Summary
(Really Simple Syndication)
Portable Document Format

Table 2.4 - Dataset Format Availability on data.gov portal
(Source: Author)

The data.gov initiative also provides in built tools and functionality which assist data
consumers in manipulating and retrieving their desired data. Central to this is the
availability of certain categories of data such as census information in API form,
providing programmable access to the data. In addition to this, sorting and filtering
functionality is also available to assist data consumers in only downloading data
relevant to their needs (when downloading static datasets).

OGD available through the site is also presented with a standardised metadata template
(Lakhani, Austin and Yi, 2010), designed to accommodate the different categories of
data available, and also the different formats which this data can be made available in.
This metadata template contains over 40 fields, outlining a range of information on
each dataset providing the data consumer with a clear and concise description of the
data.
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Dataset download metrics suggest at the success of the initiative. The most popular
dataset to date being in relation to worldwide earthquake occurrence, downloaded over
141,000 by data consumers (data.gov, 2012c).

2.5.2

Data.gov.uk – OGD Data Portal for the UK Government

In a similar vein although not to same scale as the US data.gov initiative is the UK’s
data.gov.uk OGD portal. Implemented by the Cabinet Office as a key part of the UK
Government’s initiative on transparency (HM Government, 2012b), the site hosts
OGD from UK government agencies and currently holds over 8,000 datasets (HM
Government, 2012c). The initiative is administered by a dedicated Transparency and
Open Data team within the Cabinet Office, ensuring all OGD is managed and
maintained in a consistent manner (HM Government, 2012b). As well as acting as a
data portal for users to gain access to the data, the site also acts as a platform for users
and the government to communicate and share ideas on utilisation of the data
(Pizzicannella, 2010). Figure 2.3 provides a screenshot of the front end of the portal.

Figure 2.3 - UK Government data.gov.uk Data Portal

(Source: HM Government, 2012c)
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Since its launch the UK government has been committed to adopting linked data
standards and where possible makes its OGD available as linked data (Sheridan and
Tennsion, 2010). Linked data is represented using flexible RDF schemas, and the
datasets can be linked together to form a web of linked data (Davies, 2010). Sheridan
and Tennison (2010) suggest a number of benefits to utilising the linked data approach
in that it can suit production of data in a modular format which is reflective of the
distributed build of government departments, and can allow data producers to manage
the way the data is delivered ensuring the data remains in its intended context. As
outlined by both Davies (2010) and Sheridan and Tennison (2010) however, the linked
data approach is still an emerging field and the expertise and skill is not yet present
amongst data consumers to take advantage of this approach. In addition to this,
programmatic access to data is also provided via the means of an API.

2.6

Open Government Data Initiatives within Ireland

Within Ireland, OGD does not have a centralised offering to the extent of the US
data.gov initiative or the UK’s data.gov.uk. The current availability of OGD is
splintered between national level OGD made available by central government, and
local level OGD provided by local government authorities. Operating at a national
level is StatCentral.ie which is the data portal for the Central Statistics Office of
Ireland. A leading local government initiative is Dublinked.ie, which offers OGD from
the four local government authorities operating within Ireland. Neither initiative has
yet to date made any datasets available in linked data format. In addition,
programmatic access to the data through an API is limited. These two initiatives are
further analysed and evaluated in the sections below.

2.6.1

StatCentral.ie (CSO)

At a national level the primary data provider of OGD in Ireland is the Central Statistics
Office (CSO). Historically official statistics have been collected, compiled and
disseminated in Ireland since the mid nineteenth century with the 1841 Census of
Population and the 1849 Census of Agriculture for example (CSO, 2012). In a more
modern guise however, the CSO now provides online electronic access to a wide

18

ranging collection of data including education, health and housing related data for
example.

The StatCentral portal acts partly as a register, providing links to other governmental
agencies which host the data, bust also hosts certain amounts of data directly on the
site. Format availability ranges from PDF files to text, MS Excel, comma or tab
separated CSV based files. Data availability directly on the StatCentral portal is
limited to summary or aggregated information with raw underlying datasets primarily
available on individual governmental department websites.

The distributed structure of this initiative differs from other active initiatives which
have adopted a more centralised approach. This is broadly reflective of the hierarchical
structure of the government where each individual department is responsible for the
collection and collation of their own data.

2.6.2

Dublinked

Dublinked, launched in October 2011 is a joint initiative between the four local
authorities who operate within Dublin. It is also facilitated by the National University
of Ireland Maynooth (NUIM) and IBM who provide the required technological
platform (Dublinked, 2012a). The initiative has developed the dublinked.ie website
which serves as a datastore for the four local authorities (Dublin City Council, Fingal
Co. Co., South Dublin Co. Co. and Dun Laoghaire-Rathdown Co. Co.), to make
available their OGD for public consumption. Initially launching with over a 100
datasets, the initiative has now grown to include over 220 datasets on a wide range of
categories including land use and zoning, transportation, education and environment.

Figure 2.4 provides a screen shot of the site illustrating dataset availability in relation
to environmental data. The initiative makes its content available in a variety of formats
including CSV, KML, XML and MS Excel based static files. Dataset discovery is
facilitated via category, provider and keyword based search functionality. The
Dublinked initiative is a continuation of the pioneering work started by Fingal County
Council whom in 2010 became the first local authority in Ireland to start making its
data publically available as OGD (Fingal Co. Co., 2012a).
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Figure 2.4 - Screen Capture of Dublinked Open Data Initiative
(Source: Dublinked, 2012b)

2.7

Conclusion

The dissemination of OGD by governments worldwide is an emerging field but one
which is gaining momentum. A number of factors are influencing the production of
OGD including increased transparency and a desire to realise the economic potential
associated with this data. A key usage area for the data to date has been its integration
within smartphone mobile applications, transforming the raw OGD into a consumable
product. Utilising the data in this way however introduces the concept of data quality,
in that the OGD must be sufficiently fit for re-use. A number of European directives
directly affect the production of OGD within Ireland, but these directives do little to
outline any underlying quality guidelines which the data should conform to.
Noteworthy international OGD initiatives include offerings from the USA and the UK.
Both administrations provide centralised OGD portals where data consumers can find,
view and download data from a central repository, via static datasets, or where
provided via an API or linked data endpoint. Within Ireland the OGD offering is more
fragmented with StatCentral providing access or links to national level data, and
Dublinked providing access to local level OGD for the Dublin region.
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This chapter introduced the reader to OGD and examined the existing literature and
research relevant to this topic. Section 2.1 provided an introduction to the chapter and
section 2.2 offered a background to the topic. Section 2.3 outlined the factors
motivating production of the data and section 2.4 examined the directives which
influence upon the production of OGD within Ireland. Section 2.5 examined
international OGD initiatives whilst section 2.6 examined the OGD initiatives active
within Ireland. Finally section 2.7 provided a conclusion to the chapter.

As highlighted within this chapter, a key usage area for OGD to date has been within
smartphone mobile applications. The following chapter examines this topic in more
detail, appraising the suitability of smartphones and mobile applications for this task,
and examining mobile applications developed to date which utilise OGD as a source of
input.
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3

SMARTPHONE MOBILE APPLICATIONS

3.1

Introduction

This chapter examines the existing literature and research in relation to smartphones
and mobile applications in the context of open government data. Section 3.2 appraises
the applicability of smartphone mobile applications as a potential medium for the
dissemination of OGD. Section 3.3 examines applications developed to date which
utilise OGD as a source of input, and outlines the functionality and characteristics of
these applications. Section 3.4 examines the potential impact which data quality can
have on its utilisation in this context. Finally section 3.5 offers a conclusion to this
chapter.

3.2

Applicability for the dissemination of OGD

Recent years has seen the emergence of the smartphone and associated mobile
applications. As well as offering the basic features of a mobile phone, a smartphone
also offers computing capabilities such as internet connectivity, multimedia,
productivity and networking functionality (Gupta, 2008; Verkasalo et al., 2009). As
indicated by Holzer and Ondrus (2010) constant improvements in processing power
and wireless network bandwidth has provided a platform for the enhancement of these
devices, allowing them to run rich stand alone or client server applications, commonly
referred to as mobile applications.

The applicability of mobile applications as a vehicle for the dissemination of OGD has
been widely suggested by proponents of OGD (European Commission, 2011a;
European Commission, 2011b; Vickery, 2011). At the launch of the Open Data
Strategy for Europe in December 2011 (European Commission, 2011a), the
commissions vice president Neelie Kroes directly cited smartphone mobile
applications as a means for the use of OGD, outlining mobile apps as a medium for
turning ‘raw data into the material that hundreds of millions of ICT users depend on’
(European Commission, 2011a). In a study focusing on the re-use of PSI (Vickery,
2011), the use of mobile applications was also suggested as means for utilising PSI,
particularly for the delivery of location based services. At a local level, a recent
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competition conducted by Fingal County Council (Fingal Co. Co., 2012b), also
signalled their suitability. Entitled ‘Apps 4 Fingal’ the competition which utilised
OGD made available by the council, generated 23 prototype applications and 36
application ideas in a two month period. A number of characteristics and features make
smartphones and mobile applications applicable for the dissemination of OGD.
Outlined in the following sections is an appraisal of these features.

3.2.1

Popularity

Smartphones are becoming more and more popular amongst society. A study by
Canalys (2012) estimated that in 2011 over 487 million smartphones were sold
worldwide, and for the first time ever the sale of smartphone devices has overtaken
client PC’s within a calendar year, including desktops, notebooks, netbooks and tablet
PC’s combined (see Figure 3.1). Along with this increase in the popularity of
smartphones has been the uptake in mobile applications. 2011 saw over 17.7 billion
downloads of mobile apps by smartphone users and this is expected to rise to 185
billion in 2014 (Anthes, 2011). The two leading platforms providing applications to
smartphone users are the Google Android OS and Apple Computers iOS with a
combined market share of over 67% (see Figure 3.1). The rise in popularity of
smartphones and the adoption of mobile applications by consumers provides a
readymade medium for the transformation of raw OGD into a consumable product.

Figure 3.1 - Estimated sales of Smartphone Devices Worldwide
(Source: Canalys, 2012)
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3.2.2

Power, Connectivity & Portability

Smartphones place a lot of computing power in the hands of their users, and are
likened as a hand held computer (Goggin, 2009). Traditionally in order to be able to
perform such processing, consumers would require a desktop or laptop personal
computer. Smartphones however have eliminated such dependence, and as a
consequence have made computing more portable and pervasive (B’Far, 2005). The
availability of mobile internet in the form of 2G or 3G mobile networks (Kim, Chan
and Gupta, 2005) provides users with a mobile form of internet connectivity. Also
through the use of wireless broadband, smartphone users can achieve wireless
connectivity leading to enhanced and advanced mobile applications (Holzer and
Ondrus, 2010). This combination of processing power, internet connectivity and hand
held portability provides users with a suitable means to access, process and view
information in a convenient and flexible manner.

3.2.3

Location Sensitivity

A key feature in smartphones is their ability to deliver location specific information
through the use of location sensors such as Global Positioning System (GPS) (Holzer
and Ondrus, 2010). Most smartphones are fitted with GPS receivers which when
having a clear line of sight with the sky allows them to detect their current location
through the use of triangulation (B’Far, 2005). Even when in an indoor environment
Wi-Fi positioning can be used to detect a user’s location, although not to the same
degree of accuracy as GPS (Chon and Cha, 2011). Integrating this location based
information into mobile applications provides the user with the opportunity for a range
of location based services to be delivered straight to their smartphone.

3.2.4

Ease of Content Delivery

Breaking away from previous usage models where the mobile operator or
manufacturer controlled the software on the consumer’s phone, smartphones allow
users to install applications based on their own needs and interests (Verkasalo et al.,
2009). This functionality is facilitated through the use of application market places or
app stores, which provides users with a centralised portal allowing them to easily
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locate and download applications (Holzer and Ondrus, 2010). The benefit of this
delivery method also extends to application developers by providing them with a
single point of sale for their applications (Holzer and Ondrus, 2010), and when once
developed allows for distribution to millions of users.

3.2.5

Ease of Application Development

Mobile applications are developed specific to the platform there are going to be
deployed on, for example, applications to be run on the iPhone will be developed for
the iOS platform, and applications to run on Android phones are developed using the
Android platform. A key support for developers is the tools provided by the individual
platforms to aid in the application development process. On the Android platform the
Android software development kit (SDK) provides code libraries, a debugger,
emulator, documentation and tutorials to facilitate application development (Lee,
2011). As indicated by Burnette (2010) this makes it relatively easy for developers to
get started in the development process, without the need of even a smartphone. The
availability of such tools means that mobile applications can be conceived and
deployed in a relatively short timeframe, without requiring extensive previous software
development experience.

The features found on smartphones and the ability to develop mobile applications
which utilise and take advantage of these features provides a suitable vehicle for the
transformation of raw OGD into a consumable product. The section below investigates
examples of mobile applications which have been developed utilising OGD as an input
source.

3.3

Example Applications Developed using OGD

To date numerous mobile applications have been developed which utilise and integrate
OGD into their content. Whilst at an Irish level there are limited examples, at an
international level, many examples exist to illustrate the purpose and functionality of
OGD applications. As indicated by Loutas, Varitimou and Peristeras (2012), OGD
applications provide a means to visualise the underlying data, and suggest that up to
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90% of OGD applications developed to date utilise mapping functionality to visualise
and present OGD content to application users.
One such example is “Dublin Parking”. This application was developed to provide
details on disabled parking spaces available within Dublin, and aims to help drivers
with accessibility issues plan out their route (Dublin Parking, 2012). The application
makes use of parking datasets made available by the Dublin city and county local
authorities. Screen shots related to this application are provided in Appendix B –
Figure 10.1
“Hit the Road” is another Irish mobile application which provides users with a journey
planning service incorporating public transport routing and times. Interestingly, the
application was able to incorporate polling station location information during the
2011 general elections to provide users with directions to their local polling station
(Hit the Road, 2012). The dataset made available from Fingal Co. Co. contained a list
of polling stations within the Fingal area along with corresponding GPS coordinates.
This OGD was then integrated into the existing application enhancing the available
offering. Screen shots related to this application are provided in Appendix B – Figure
10.2
At an international level the “UK Pharmacy” mobile application provides users with
the ability to see what pharmacies are in their current location or even to search for the
location of a specific pharmacy via a place name or postcode search (UK Pharmacy,
2010). The application makes use of a dataset released by the Health and Social Care
Information Centre in the UK (UK Pharmacy, 2010), overlaying the available
information on top of a map interface. Utilising this approach provides a quick way for
users to search for and find nearby pharmacies, exploiting the location awareness
functionality inbuilt within the phone. Screen shots related to this application are
provided in Appendix B – Figure 10.3

In the US, many mobile applications have been developed which make use of the
OGD currently being released. One such example is the “USA Jobs” application which
provides users with the facility to perform a location based search of jobs made
available by governmental agencies. In addition to this the application also provides
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supporting functionality such as the ability to upload CV’s and apply for the available
positions (USA Jobs, 2011). Screen shots related to this application are provided in
Appendix B – Figure 10.4

The above describes but a few mobile applications which have utilised OGD to deliver
a service to consumers and numerous more examples exist, particularly at an
international level. The predominate feature of the applications is the transformation of
the raw underlying data into a consumable service which users can utilise. This raw
data is presented to the user in a format which the consumer understands and allows
them to interact with. A strong theme amongst the many applications developed is the
use of mapping and location sensitivity to provide users with location based services.
This facilitates the user in interacting with the application to see the information
relevant to them and their location. It also allows the user to tailor the available
information specific to their wants and needs, deriving community level information
from national level datasets.

3.4

OGD Data Quality Impacting upon its Utilisation

Loutas, Varitimou and Peristeras (2012) suggest that the integration of OGD content
into mobile applications is not a trivial task however, and highlights a number of data
quality characteristics which can have an impact of the re-use of OGD. Amongst these
is the availability of datasets in machine readable formats which allow for automated
processing and integration of the data. Dawes (2012) also raises concerns on the
quality of OGD and suggests that significant challenges may exist with the re-use of
this data. Gislason (2012) outlines the need for consistency amongst the structure of
datasets, and calls on OGD to be delivered with associated metadata and data
directories to allow for more efficient and effective use. Craglia, Pavanello and Smith
(2010) also suggest at underlying OGD data quality issues. In an online survey
studying the use of European governmental spatial data to produce environmental
reports, 58% of survey respondents reported having problems with the quality of the
data available. Furthermore, a recent seminar on ‘Opening up Government Data’ in
Galway, Ireland (DERI, 2011) also raised the issue of quality within OGD where a
round table discussion was devoted to this topic. Participants discussed aspects on data
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quality of Irish OGD in relation to accuracy, usability and currency of the OGD, and
also the need for greater quality in the data being released (DERI, 2011).

Analysing OGD from this viewpoint suggests that the underlying quality of OGD can
impact upon its re-use specifically within the context of mobile applications. The
availability of OGD is a valuable resource for application developers, but if the
underlying quality of the data does not allow for efficient and effective re-use it is of
little value. In this regard a key research question exists in determining quality
guidelines which can be applied to OGD to aid its utility within mobile application
development.

3.5

Conclusion

The advent of the smartphone has provided consumers with a portable and mobile
form of computing functionality. Aligned with this has been the rise in popularity and
the adoption of mobile applications by consumers. A number of features of
smartphones and mobile applications make them particularly well suited for the
dissemination of OGD. The portable processing power and the location awareness
provided by smartphones when integrated into mobile applications allows for
application developers to transform raw OGD into a consumable location based
service. Many OGD proponents (European Commission, 2011a; European
Commission, 2011b; Vickery, 2011) have indicated the suitability of mobile
applications as a vehicle for the re-use of OGD, and many examples exist which
outline the feasibility in this belief. However, just as rise in the use of OGD within
mobile application development manifests itself, so too do the concerns in regard to its
underlying quality. A lack of quality in the data being released by governments can
hamper and impact upon its utilisation in this context. In this regard a key research
question exists in determining quality guidelines which can be applied to OGD to aid
its utility within mobile application development.

This chapter examined the literature and examples available which illustrate the use of
OGD in smartphone mobile applications. Section 3.2 appraised the features of
smartphones and mobile applications which make them particularly well suited as a
means for utilising OGD. Section 3.3 illustrated example applications which have been
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developed to date at a national and international level, outlining their functionality and
purpose. Section 3.4 outlined the need for data quality within OGD to allow for its
efficient and effective use by application developers, and finally section 3.5 provided a
conclusion to the chapter.

When assessing the use of mobile applications as a means for converting OGD from a
raw source into a public service, question arises as to the underlying quality of OGD
and the potential impact which this has on its integration within mobile applications.
This chapter identified the need for a set of quality guidelines capable of being applied
to OGD to aid its utility within mobile application development. To ascertain such
guidelines an assessment of OGD is required to identify potential data quality issues
and suggest improvement actions. The following chapter examines the existing
literature in relation to data quality, identifying the quality dimensions which data
should be assessed on, and methodologies which allow for a data quality assessment.
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4

DATA QUALITY

4.1

Introduction

This chapter examines the domain of data quality by investigating and interpreting the
existing research carried out in the area. Section 4.2 firstly introduces the subject area
and provides a background on the topic. Section 4.3 discusses the different dimensions
to data quality at both an objective and subjective level. Section 4.4 discusses the
existing methodologies defined by research. Section 4.5 examines the role of data
quality in the context of Open Government Data, and finally section 4.6 provides a
conclusion to this chapter.

4.2

What is Data Quality – Background

The concept of data quality is an established field and much research and study has
been conducted in this area. This research has provided a body of literature which
outlines the problem domain and provides methods and techniques for data quality
assessment, correction and improvement.

As suggested by Wang and Strong (1996) data in its raw format can often contain
many faults or inaccuracies and argue that ‘Many databases are not error-free and
some contain a surprisingly large number of errors’ (Wang and Strong, 1996, p.7).

The concept of data quality (DQ) is a means for identifying errors in the data,
assessing their impact and taking steps to remove them or prevent their occurrence
(Maydanchik, 2007). Figure 4.1 provides an illustration of the typical components in a
data quality program.

The disparity between what is conceived as low quality data and high quality data is
profound, with Redmond (1996) suggesting that low quality data can lead to lower
customer satisfaction, increase costs whilst deteriorating business performance, hinder
related decision making and breed mistrust. In contrast to this Even and
Shankaranarayanan (2009) suggest that high quality data can increase the efficiency
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and effectiveness of business operations, improve decision making and increase trust.
Later sections of this literature review will support that the categorisation of data as
low or high quality is not so absolute, with the context in which the data is used also a
determining factor.

Figure 4.1 - Components of a Data Quality Program

(Source: Maydanchik, 2009)

A myriad of factors can introduce errors into data and consequently lead to poor
quality data. Maydanchik (2009) outlines a range of reasons for this situation arising,
such as:
Data conversion – Often data is transferred from one data source to another meaning
that data will have to be converted from its current state into a new state. In this
scenario, a translation of the data will have to take place where the existing data is
mapped from its old source to the new source. This process can often be error prone if
a new data model is being employed and there isn’t a good understanding of the
existing data to ascertain how it exactly it can be tailored to its new model. In addition
to this, if the original data already contained errors, these faults will be also introduced
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into the new system, leading to a continuation of the erroneous data. Data conversion
can happen for a variety of reasons such as when old systems are phased out and
replaced with newer versions or when departments are merged leading to
amalgamation of existing systems. With regards to OGD, data conversion errors have
the potential to arise if data needs to be converted from its original format into a more
useable and accessible format. Often the processes and procedures used to collect
OGD may not have had end use by the public users in mind, and conversion of the
underlying data to make it more understandable or accessible may need to take place.
Manual Data Entry – A common cause of data error occurs when the data is entered
manually by human operators. An array of mistakes can arise including the misspelling
of the data entry, choosing the wrong value from a bounded pick list, entering the
correct data but in the wrong field or not handling null values in a consistent way. For
example, inserting blank values, or if not allowed, inserting meaningless value
substitutes. These errors have potential implications in re-use of the data, where the
consumer utilising the data may not have a clear understanding of the data. As such
any incorrect data has the potential to be re-used without realising that it is in fact
inaccurate.
Batch Feeds – Batch feeds are exchanges of data between systems. Maydanchik
(2009) cites this as a potential source of errors due to the fact that at times the data
being fed to the receiving system may contain errors within it. This problem can be
further exacerbated when it is consider that usually a batch feed will contain a very
large volume of data, and that often the incoming data can trigger further processing
allowing the errors to continue to propagate, even after the initial batch has been run.
Batini et al, (2009) echo this sentiment and suggest that the quality of data flowing
between systems can degrade rapidly if the associated information inputs and
processes are not controlled. Similar issues can arise from real time data exchanges
between interfaces or systems as in this instance there is little time to verify the data
and ensure its accuracy and validity before it is exchanged.
Data Processing & Process Automation – Data processing can involve the
manipulation or alteration of data by computer systems. This could take the form of
regular transactions triggered on the data such as calculations, adjustments or
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aggregations for example. Data errors can quickly arise if there are flaws in the
underlying logic, such as the utilisation of the wrong calculations or use of incorrect
values or variables. As Wand and Wang (2006, p.89) indicate, “The quality of data
depends on the design and production processes involved in generating the data.”
When it is considered that processing could be run on a database or dataset containing
millions of records the amount of erroneous data could be become quite significant. In
a similar manner, more processes are now becoming automated without the need for
any human intervention at all. While it can be argued that this leads to a more efficient
means of processing, it can also lead to a vital loss of data validation in the form of a
person reviewing the data, allowing the erroneous data to be recorded and possibly
transferred to other systems. With reference to OGD, where automated means have
been utilised to collect the data, the possibility arises for processing or automation
errors to be present in the data for reasons as outlined above.
Changes not Captured – Data can quickly become erroneous if it is not kept up to
date, as data is only accurate if it correctly reflects the real world object (Even and
Shankaranarayanan, 2009). Maydanchik (2009) describes the concept of not keeping
data up to date as a form of data decay. This could be something as simple as updating
a person’s marital status in a customer dataset after they have got married, or updating
their address after they have moved house. It can also take the form of updating a piece
of data in one repository without propagating the same change to related databases,
leaving the data in an inconsistent state. Re-using data which is not up to date has
potential implications as it no longer reflects the true state of the data. For OGD,
depending on the usage context, out of date data may no longer be accurate and could
provide misleading or ambiguous information to data consumers.
Data Cleansing – It may seem surprising to consider that the act of data cleansing in
the hope of removing faults within the data may actually introduce errors. Many
automated data solutions now exist with the aim of cleaning databases and datasets of
erroneous data. These programs utilise a complex set of rules and algorithms to cleanse
the data. If the configuration of these rules is not correct, then mass cleansing changes
may be applied which are not appropriate for the task, resulting in further errors.
Maydanchik (2009) also argues that although automated cleansing may leave the data
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in compliance with a theoretical model it may hinder the use of the data for its actual
purpose.

The above list outlines a number of motivating factors for the introduction and
evolution of errors within data as suggested by Maydanchik (2009). It is important to
note that this list is not definitive as a multitude of causes exist to introduce errors and
influence the overall quality of data. The following section explores the concept of
data quality further and investigates the different dimensions to data quality.

4.3

Assessing Data Quality

As illustrated above, data has the potential to possess a variety of deficiencies which
can impact its quality (Ballou and Pazer, 2003). But the very concept of what merits
quality is the subject of much research and study (Batini et al., 2009; Ballou and Pazer,
2003; Pipino, Lee and Wang, 2002; Wang and Strong, 1996). As suggested by Even
and Shankaranarayanan (2009) and Wang and Strong (1996), data quality is a not a
one sizes fits all notion, but instead a ‘multi-dimensional concept’ (Pipino, Lee and
Wang, 2002, p.211). It is concerned with not only the physical characteristics of the
data (Even and Shankaranarayanan, 2009) but also the subjective perceptions of the
individuals utilising the data (Pipino, Lee and Wang, 2002). As such data quality can
on the one hand be assessed whilst on the other hand is perceived. Existing researchers
have broadly categorised these two aspects into objective data quality and subjective
data quality (Pipino, Lee and Wang, 2002; Batini et al., 2009), where objective quality
is ‘based on quantitative metrics’ (Batini et al., 2009, p.4) and subjective quality is
‘based on qualitative evaluations by data administrators and users’ (Batini et al., 2009,
p.4).

Given the broadness and allowing for the degree of interpretation in defining what
constitutes data quality it is perhaps the term ‘fitness for use’ (Wang and Strong, 1996,
p.6) which best summarises the discipline, as it could be argued that in order for data
to be labelled fit for use, it must be objectively and subjectively sufficient to complete
the task.
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The sections below investigate this further by looking in detail at objective and
subjective quality and also at existing data quality methodologies.

4.3.1

Objective (Impartial) Data Quality Assessment

As introduced above data quality can be widely assessed at an objective and subjective
level. Examining the quality of data irrespective of its use is referred to as objective or
impartial assessment, as it assumes an objective quality standard and disregards the
context in which the data will be used (Even and Shankaranarayanan, 2009). Existing
research (Ballou and Pazer, 2003; Wand and Strong, 1996) has developed the concept
of dimensions to assess and measure the presence of quality in data, where a data
quality dimension is defined as ‘a set of data quality attributes that represent a single
aspect or construct of data quality’ (Wang and Strong, 1996, p.6), or more simply
‘quality properties or characteristics’ of the data (Catarci and Scannapieco, 2002, p.2).

What is interesting to note is that although there is agreement amongst researchers as
to the use of quality dimensions to assess data quality, there is no agreement as to
which dimensions should be used to define or characterise this quality (Batini et al.,
2009; Catarci and Scannapieco, 2002). Taking this further, Catarci and Scannapieco
(2002) suggest that even amongst quality dimensions that are universally considered
important, there is no definitive agreement as to their meaning; ‘the same name is
often used to indicate semantically different things’, (Catarci and Scannapieco, 2002,
p.3).

Table 4.1, adapted from Catarci and Scannapieco (2002), provides an overview as to
the existing research in this area and the objective quality dimensions in which
agreement exists. The table indicates that both accuracy and completeness show nearly
complete unity, with only Wang and Strong (1996) outlining a different interpretation
for the completeness dimension. The remaining dimensions of consistency, timeliness
and currency also show comparable agreement. For reference, within Table 4.1,
‘Same’ is used to indicate the same dimension name and interpretation of that
dimension, ‘Similar’ is used to indicate the same dimension name and a similar
interpretation, ‘Different’ is used to indicate same dimension name but with a different
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interpretation and ‘N/A’ is used where the research does not outline it as DQ
dimension.

Wand and

Wang and

Redman

Jarke et al.

Bovee,

Naumann

Wang

Strong

(1996)

(1999)

Srivastava

(2002)

(1996)

(1996)

and Mak
(2001)

Accuracy

Same

Same

Same

Same

Same

Same

Completeness

Same

Different

Same

Similar

Same

Same

Consistency

Same

N/A

Similar

Same

Same

N/A

Timeliness

Same

Same

N/A

Same

Same

Same

Currency

Same

N/A

Same

Same

Same

N/A

Table 4.1 - Comparison of Objective Quality Dimensions from Existing Literature

(Source: Adapted from Catarci and Scannapieco, 2002)

It should be noted that many more quality dimensions exist (Catarci and Scannapieco,
2002) but only those objective dimensions in which there is significant agreement (3 or
more researchers share the same viewpoint) are considered for discussion in this
review.

Displaying the broadest agreement in existing research is the concept of data accuracy.
Accuracy can be looked upon as a ‘degree of correctness of a value when compared
with a reference one’ (Catarci and Scannapieco, 2002, p.11) or similarly, as indicated
by Ballou and Pazer (1985, p.153) data can be considered accurate if ‘the recorded
value is in conformity with the actual value’. Accuracy checks can be performed on
the data through reverification and analysis (Olson, 2003). Reverification is the
process of manually reviewing and verifying the data values, although it can be argued
this technique is only appropriate where the data content allows for manual review. For
example, sensory collected data such as temperature or wind speed cannot be reverified as they represent a specific point in time (Olson, 2003). Analytical accuracy
checks require an understanding of what constitutes correct data in the context of that
database or dataset (Olson, 2003). Techniques such as element analysis on the basis of
data type, length, range of values or structural analysis involving data column
uniqueness or circular references can help uncover the presence of inaccuracies
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(Olson, 2003). In addition, approaches such as value correlation where the data is
checked against a rule that must always hold true, aggregation correlation using
counts, sums etc. (Wang and Strong, 1996) and value inspection can be used to
determine the accuracy of data (Olson, 2003). The effects of data inaccuracies are
more far reaching than just erroneous data. Accuracy is closely aligned with
believability and over time inaccurate data can gain a bad reputation leading to lack of
believability from data users (Wang and Strong, 1996; Strong, Lee and Wang, 1997).
As indicated in section 4.1, in relation to OGD, inaccurate data may not always be
recognised by data consumers as they may not have a sufficient understanding of the
data subject to notice inaccuracies. In this regard associated metadata is an important
consideration in being able to ascertain correct or allowable data values and as a
consequence notice inaccuracies.

Also exhibiting significant harmony within existing literature is the dimension of
completeness (see Table 4.1). Completeness can be defined as the ‘degree of presence
of data’ (Catarci and Scannapieco, 2002, p.11) where any record with a missing or null
value is considered incomplete. Ballou and Pazer (1985) suggest that any missing
value represents an incomplete record. Batini et al. (1999) however suggest that a
deeper understanding of the missing data may be required, and argue that a missing
value may be missing due to the fact that it is not known, it does not exist or it is not
know if it exists. Even and Shankaranarayanan (2009) also introduce the concept of
assessing completeness based on the context of the data use, but if looking at
completeness objectively, it is simply represented as:

Incomplete data represents a challenge for data users, as missing values or the
uncertainty associated with what the missing values represent can render the data
unusable. When interpreting the literature it appears that completeness may only be a
problem if values which are not known are not handled in a consistent manner.
However Ballou and Pazer (2003) suggest caution to this viewpoint and argue that
obtaining more data to counteract incompleteness can in fact lead to higher
inconsistency within the data. For data released as OGD, incomplete or missing values
37

may render the data record unusable, as due to nature of the data provider it may not
always be possible or feasible to obtain the missing data.

Whilst academia does show agreement on the basis of consistency as a data quality
dimension (see Table 4.1), it does not show unity as to how consistency is described
and defined. Analysing the literature, it appears that inconsistency within data can
manifest itself in a mix of ways. Ballou and Pazer (2003) outline inconsistency as
recording the same type of information in more than one way. For example,
temperature could be represented in degrees Celsius in one dataset, but recorded in
degrees Fahrenheit in a related dataset, leading to an inconsistent representation of the
data. Other researchers (Catarci and Scannapieco, 2002; Wang and Strong, 1996) refer
to this as representational consistency and elaborate further on it to also include
consistent formatting of the data in this definition (Wang and Strong, 1996).
Consistency can also exist amongst values of data (Catarci and Scannapieco, 2002;
Wand and Wang, 1996) and Catarci and Scannapieco (2002) offer the example of a
dataset holding a person’s Name, Sex and Email address. They argue an entry
containing the name ‘John’ but the sex as ‘Female’ as being inconsistent at an instance
level, as in most cases a male name entry with a female sex is not consistent with the
real world. A measure of consistency violations as suggested by Pipino, Lee and Wang
(1997) can be derived from the ratio of violations of a specific consistency type to the
total number of consistency checks subtracted from one (Pipino, Lee and Wang, 1997,
p. 213).

Currency and timeliness also represent important data quality dimensions within
existing literature. The two dimensions are closely related, and often the two
definitions are used interchangeably (Batini et al., 2009). Data currency as defined by
Redman (1996) is outlined as the degree to which data is up to date. Timeliness as
outlined by Wand and Wang (1996, p.93) is the ‘delay between a change of the realworld state and the resulting modification of the information system state’. Interpreting
the literature it can be viewed that currency refers to how current or up to date the data
is, while timeliness is the time taken to ensure that is updated and current. Data which
is not current or not updated in a timely manner can lead to the data becoming out of
date. As indicated in section 4.1 in relation to OGD, out of date data can lead to
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inaccurate data and as consequence this OGD could be re-used provide misleading or
ambiguous information to data consumers.

Whilst a review of literature relating to objective data quality does outline some
ambiguity and crossover on the definitions of some quality dimensions, it is clear that
there is consensus on the dimensions of accuracy, completeness, consistency,
timeliness and currency as representing important quality dimensions. Assessing data
objectively under these dimensions is an important step in any data quality review and
it can be used to uncover innumerable data quality issues. It should not however be
used solely as the only means of data assessment, as low quality data from an objective
viewpoint may still be useable by data consumers depending on the context in which it
is used. This concept of assessing data under use is referred to as subjective data
assessment and is explored further below.

4.3.2

Subjective (Utility) Quality Assessment

Objective quality assessments of data study the data in a static isolated context, and do
not take into consideration data deficiencies which may be discovered when the data is
put to use. Although data quality literature does not diminish the importance of
objective assessment, it does stress the importance of the subjective assessments of
data in order to establish data quality (Even and Shankaranarayanan, 2009).

Existing literature encompasses the notion of subjective data assessment in a variety of
definitions. Ballou and Pazer (2003) refer to content based assessment while Pipino,
Lee and Wang (2002) refer to contextual assessment where quality defects are
uncovered within specific usage contexts. Even and Shankaranarayanan (2009)
describe the concept of a utility assessment, suggesting that the quality of data can be
derived from its performance under usage. While different representations may exist
for subjective assessment, unity exists on the nature of subjective assessment as being
an assessment of the data while it is under use.
Wang and Strong (1996) have adopted the term ‘fitness for use’ to describe the
concept of quality and outline quality data as ‘data that are fit for use by data
consumers’ (Wang and Strong, 1996, p.6). Since the context of use will vary for
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different data consumers, this term perhaps best summarises the concept from the
existing literature, implying that data has quality if it is fit for use. Wang and Strong
(1996) also take the viewpoint of data being a product, where they emphasise the
importance of listening to the voice of the consumer, as ultimately it is the consumer
who evaluates data quality relative to their task (Wang, Strong and Lee, 1997).

Bovee, Srivastava and Mac (2002) adopt the same proposal of data quality as being fit
for use, and introduce the characteristics of accessibility, interpretability, relevance and
integrity in order to assess its fitness for use. This viewpoint is broadly in line with
Wang, Reddy and Kon (1995) (see Figure 4.2) who outline accessibility,
interpretability, usefulness and believability as relevant dimensions when subjectively
assessing data.

Data Quality

Accessible

Available

Relevant

Syntax

Semantics

Believable

Useful

Interpretable

Current

Timely

Complete

Consistent

Source (is
credible)

Accurate

Non-Volatile

Figure 4.2 - Subjective Quality Dimensions

(Source: Wang, Reddy and Kon, 1995)

Accessibility is described as the ability for the data consumer to gain access to the
required data, and implies that the data ‘exists in some form that can be accessed’
(Wang, Reddy and Kon, 1995, p.351). Wang, Strong and Lee (1997) also include the
ease with which data consumers can manipulate the data to suit their needs in their
definition of accessibility. Bovee, Srivastava and Mac (2002) highlight the importance
of accessibility to the user, stating ‘If information is inaccessible, all other qualities are
irrelevant’ (Bovee, Srivastava and Mac, 2002, p.7). Once the data is accessed it must

40

have the ability to be understood by the data consumer. This is referred to as the
interpretability of the data, where the user has the ability to understand the ‘syntax and
semantics of the data’ (Wang, Reddy and Kon, 1995, p.351). Although not outlined in
the literature relating to interpretability, it could be argued that metadata could have an
important role to play in facilitating a consumer’s interpretability of data. The data’s
metadata provides additional information about the data, such as data descriptions,
data types, allowable data values or ranges etc. and could assist the user in
understanding and subsequently using the data. For example, a dataset which contains
metadata outlining the different identifiers used within the dataset could be used to
interpret the values and gain a better understating of the data.

Allowing for the fact that data is accessible and interpretable, the characteristic of
relevancy or usefulness is also worth consideration. Data which is not relevant will not
match the requirements of the data consumer and as a consequence will not be fit for
use. Bovee, Srivastava and Mac (2002) also introduce the currency of data as an aspect
to consider when determining the relevancy of data and argue that data which is out of
date will not be relevant and hence will not be useable. Believability or the perceived
integrity of data can also affect its usability. The believability of data can be based
upon the objective dimensions of accuracy, completeness and consistency (amongst
others) explored in the above section, and is perceived by the user through the use of
the data. Bovee, Srivastava and Mac (2002) also suggest that the source of the data
could influence the believability or reputation of the data. If the data consumer forms
the opinion that the data is lacking in integrity or is not reliable they may consider the
data not to be believable and as a consequence refuse to utilise it.

Subjective assessment of data provides a user-centric approach to assessing the quality
of data, and literature has emphasised the importance of taking such an approach
(Wang and Strong, 1996; Bovee, Srivastava and Mac, 2002). It allows for the context
in which it is being used to be considered as a factor for assessing its quality. The same
piece of data could be used in multiple contexts with the quality of the data potentially
varying depending on the individual usage context (Even and Shankaranarayanan,
2009). Thus, assessing quality subjectively allows for a degree of flexibility to suit
individual user perspectives when determining if the data is fit for use (Bovee,
Srivastava and Mac, 2002).
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4.3.3

Existing Data Quality Methodologies within Literature

A number of methodologies have been developed by existing researchers to aid in the
‘selection, customization, and application of data quality assessment and improvement
techniques’ (Batini et al., 2009, p.1). The variety of methodologies developed reflects
the different usage domains the methodologies can be applied to. For example, the
‘Canadian Institute for Health Information’ (CIHI) methodology (Long and Seko,
2005) has been implemented to ‘evaluate and improve the quality of Canadian Institute
for Health Information data’ (Batini et al., 2009, p.39) and the ‘Methodology for the
Quality Assessment of Financial Data’ (QAFD) (De Amicis and Batini, 2004) has
been developed to ‘define standard quality measures for financial operational data’
(Batini et al., 2009, p.47). Table 4.2 contains a list of methodologies considered in this
literature review.

Methodology

Acronym

Researcher(s)

Total Data Quality Management

TDQM

Wang (1998)

Total Information Quality
Management

TIQM

English (1999)

Data Quality Assessment

DQA

Pipino, Lee and Wang (2002)

A Methodology for Information
Quality Assessment

AIMQ

Lee et al. (2002)

Canadian Institute for Health
Information Methodology

CIHI

Long and Seko (2005)

Methodology for the Quality
Assessment of Financial Data

QAFD

De Amicis and Batini (2004)

Complete Data Quality

CDQ

Batini and Scannapieco
(2006)

AMEQ

Su and Jin (2007)

Activity Based Measuring and
Evaluating of Product Information
Quality

Table 4.2 – Data Quality Assessment Methodologies from Existing Research

(Source: Batini et al., 2009)
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At a high level, the methodologies are broadly comparable on three levels; state
reconstruction, assessment and improvement (Batini et al., 2009) with each of these
levels representing a distinct phase in the methodology.

The state reconstruction stage will usually represent the starting phase of the
methodology and is aimed at collecting contextual information in relation to the data,
processes and procedures (Batini et al., 2009) applicable to the data usage context.
Output from the phase will provide a contextual background to aid in the subsequent
assessment and improvement phases.

The assessment phase focuses on evaluating the presence of quality within the data
through the measurement of the relevant quality dimensions (Batini et al., 2009). In
TDQM, the assessment phase is comprised of data analysis where appropriate quality
dimensions are firstly defined and then subsequently quantified (Wang, 1998). In
AIMQ, the assessment of the data is completed through the use of questionnaires
completed by users of the data who evaluate the quality of the data (Lee et al., 2002).

The improvement phase of a DQ methodology aims to rectify any inadequacies
uncovered during the assessment phase, through the selection of strategies and
techniques which can help achieve a higher standard of data quality (Batini et al.,
2009). In CDQ, the improvement phase focuses on achieving data quality
improvements which maximise the available budget (Batini and Scannapieco, 2006).
In AMEQ the improvement phase focuses on implementing business processes and
data quality teams responsible for the sustained improvement of data quality (Su and
Jin, 2007).

Of potential application in the assessment of OGD is the DQA methodology. This
methodology developed by Pipino, Lee and Wang (2002) allows for both objective and
subjective assessments of the data to ascertain overall data quality and detect any
underlying potential data quality issues. The methodology suggests that assessment
metrics should be developed specific to the needs of the data, which has particular
importance to OGD due to the wide ranging domains of information being made
available and also the multitude of uses this data could be put to. DQA provides three
different functional forms for the measurement of quality dimensions, allowing
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flexibility in the assessment of the data; simple ratio, min or max value and weighted
average (Pipino, Lee and Wang, 2002). Once both the objective and subjective
assessments are completed, an analysis is conducted on the results, identifying any
discrepancies and determining the root cause of these discrepancies (Pipino, Lee and
Wang, 2002). The final phase of the methodology focuses on determining and taking
any required actions to improve the quality of the data (Pipino, Lee and Wang, 2002).
Figure 4.3 provides a graphical overview of DQA. To date, the methodology has been
applied in a number of instances. Of significance to this research the methodology was
adopted by Data Product Manufacturing Inc. (DPM), a company which provides data
products to its clients in the consumer goods and financial industry (Pipino, Lee and
Wang, 2002). This model is similar in nature to the structure in place within the OGD
movement where the government provides data to its public consumers. In this
instance utilising the assessment methodology uncovered a disparity between the high
quality results obtained from objective assessments on the data within DPM, and the
perceived low subjective quality from consumers utilising the data, who had concerns
about the believability and accuracy of the data (Pipino, Lee and Wang, 2002).

Subjective and
Objective
Measurement
(Assessment)

Comparison
(Assessment)

Improvement
(Improvement)

Phase 1: Subjective and Objective Data Quality Measurement
Input à Database in Use
Measure of Quality: Subjective and Objective Assessment
Output à Subjective Assessment Results, Objective Assessment Results
Phase 2: Anlaysis
Input à Subjective Assessment Results, Objective Assessment Results
Measure of Quality: Comparison of Assessment Results
Identification of Cause of Errors: Identifying discrepancies and determining
root cause of discrepancies
Output à Discrepancies and Root Cause Analysis
Phase 3: Improvement
Input à Discrepancies and Root Cause Analysis
Selection of Strategies and Techniques: Identification of Improvement actions
Output à Actions for Improving Data Quality

Figure 4.3 - Overview of 'Data Quality Assessment' Methodology
(Source: Adapted from Batini et al., 2009)
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Existing literature has suggested numerous methodologies for the assessment and
improvement of data quality. Whilst each methodology can be applied to a particular
domain, the overall structure and phases of each methodology are broadly comparable.
Of potential significance in the assessment of OGD is the DQA methodology which
allows for task dependent and task independent assessments of the data, and provides a
level of flexibility allowing it to be applied to the myriad of data types, categories and
formats being made available.

4.4

Data Quality in the context of Open Government Data

As the production of OGD for consumption is still an emerging field, existing research
into data quality in this context is limited. Most of the research to date has focused on
the quality characteristics intrinsic to making the data available (Berners-Lee, 2010;
Cyganiak, 2011). Table 4.3 illustrates a rating system aimed at evaluating the quality
of OGD delivery as proposed by Tim Berners-Lee (2010).

Developing this proposal further Richard Cyganiak (2011) developed what is labelled
the ‘5 Shamrock Scheme’ for the delivery of open data. The proposal is broadly
similar to that of Berners-Lee (2010) although it does include the belief that published
data should be listed in a data catalog.

Rating

Description
★

Available on the web (whatever format) but with an open
licence, to be Open Data

★★

Available as machine-readable structured data (e.g. excel
instead of image scan of a table)

★★★

as (2) plus non-proprietary format (e.g. CSV instead of excel)
All the above plus, Use open standards from W3C (RDF and

★★★★

SPARQL) to identify things, so that people can point at your
stuff

★★★★★

All the above, plus: Link your data to other people’s data to
provide context
Table 4.3 - 5 Star Plan for Open Data
(Source: Berners-Lee, 2011)
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Whilst both proposals outline characteristics for the delivery of data, they suggest little
as to the underlying quality characteristics that should be present in this data. From the
literature review carried out in the above sections, it is clear that as well as being
delivered in a sufficient manner the data also needs be fit for use.

Analysing the data.gov initiative in the US indicates the use of government legislation
to address data quality, as it is a requirement that all datasets supplied by governmental
agencies for dissemination must comply with the US Information Quality Act
(Lakhani, Austin and Yi, 2010). The act, administered by the US Office of
Management and Budget (OMB) outlines a number of guidelines for ensuring the
‘maximum quality, objectivity, utility and integrity of information disseminated by
federal agencies’ (OMB, 2001). This quality is enforced through quality reviews on the
data focusing on the aforementioned quality dimensions, and also through the
establishment of ‘administrative mechanisms allowing affected persons to seek and
obtain, where appropriate, correction of information disseminated by the agency that
does not comply with the OMB or agency guidelines’ (OMB, 2001).

At a European level, whilst the PSI Directive on the re-use of public sector information
(European Commission, 2003a) does suggest guidelines on the publication of PSI data,
it does little to suggest any quality guidelines which this underlying data should adhere
to. The directive only calls on public sector bodies to make their data available in
electronic means in cases where it is possible and appropriate (European Commission,
2003b). This situation may improve somewhat with the implementation of the Open
Strategy for Europe (European Commission, 2011a), which will make it compulsory
that PSI data is made available in commonly used machine readable formats, but again
its does not outline any specified quality levels which the data should conform to.

The concept of OGD calls for access to un-aggregated, machine readable raw data.
However, little research has been conducted into the quality of this data being made
available. While a valid argument can be made for accessing data in as raw a form as is
possible, as indicated in section 3.4 this raw data needs to contain enough quality to
render it useable by data consumers, without the need for wholesale data cleaning or
manipulation (DERI, 2011; Gislason, 2012). However, examining the existing
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literature and directives which impact upon the production of OGD within Europe, it is
clear they do have a direct impact on the underlying data quality of OGD.

4.5

Conclusion

The assessment of data quality requires a multi-dimension contextual based approach.
While the occurrence of erroneous data can be uncovered in objective assessments of
the data, it does not necessarily indicate that this data is of low quality. The definition
of high quality data as that which is ‘fit for use’ has been adopted by existing
researchers, as data which contains errors may still be perfectly suited for its intended
usage task (and vice versa). Allowing for this occurrence the concept of subjectively
assessing data while it is under use has also been suggested in order to evaluate DQ.
With reference to OGD, the existing literature indicates that within Europe there is
currently little guidance available to address the issue of data quality within OGD.

This chapter examined the existing literature in relation to data quality. Section 4.2
provided a background to the field and outlined some mitigating factors for the
occurrence of errors within data. Section 4.3 investigated the assessment of DQ and
outlined that data not only needs to be assessed at an objective level but also at a
subjective level. The research illustrated that DQ is contextual in that the requirements
on the data and the context in which it is used are important factors in the evaluation of
its quality. The section also examined research methodologies which exist for the
analysis, assessment and improvement of data quality, and suggested the Data Quality
Assessment (DQA) methodology for the assessment of OGD. Section 4.4 examined
DQ in the context of OGD and emphasised the lack of research which has been
conducted into this area as of yet. It also indicated that the existing quality proposals in
place refer only to its initial publication and do little to address the underlying quality
of the data. Finally section 4.5 offered a conclusion to this chapter.

Existing literature indicates that in order to assess the quality of data, an assessment of
the data at both an objective and subjective level is required. This chapter examined
the quality dimensions identified by researchers which objective and subjective
reviews should be assessed on. It also indentified the DQA methodology as a
methodology capable of being adopted in a data quality assessment of OGD. Using the
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knowledge gained from conducting this literature review, the following chapter
outlines the design of an experiment to assess the quality of a selection of Irish OGD,
with the aim of deriving a set of quality guidelines to aid its utility within mobile
application development.
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5

EXPERIMENT DESIGN

5.1

Introduction

The aim of this chapter is to outline the experiment design and the rationale involved
in this design process. Section 5.2 provides an overview of the experiment outlining
the elements involved. Section 5.3 outlines the OGD datasets selected as input for the
experiment and the motivation for their selection. Section 5.4 considers the objective
dimensions to data quality which are considered for this experiment and similarly
section 5.5 outlines the subjective dimensions which are considered as well as
outlining the application design. Finally section 5.6 offers a conclusion to the chapter.

5.2

Overview of Experiment

The experiment focused on the assessment of Irish OGD with the key aim of outlining
the quality characteristics which can aid its utility within mobile application
development. Based on the findings of the literature review in relation to data quality,
an experiment was designed to assess the quality of current Irish OGD. Assessing the
quality of data allows for the discovery of any underlying quality issues, which when
addressed can facilitate the data in being more useable.

Reviewing the concept of data quality (see Chapter 4) indicates that DQ can be
assessed at both an objective and subjective level. The DQ methodology DQA as
proposed by Pipino, Lee and Wang (2002) provides for assessment at both these
levels, and as such this methodology was adopted as the basis of the experiment. The
methodology also outlines an analysis phase where the findings of both the objective
and subjective assessments are reviewed and errors within the data are identified. The
final phase of the methodology is focused on determining and identifying the actions
necessary to improve the quality and utility of the data (Pipino, Lee and Wang, 2002).
Taking on board the distinct stages of the methodology the experiment was designed to
mirror each of these phases. Figure 5.1 provides a graphical overview of the
experiment.
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Figure 5.1 - Graphical Overview of Experiment
(Source: Author)

At an objective level, the dimensions of completeness, consistency and accuracy were
adopted for the objective assessment of the data. Section 5.4 outlines the rationale and
also the metrics used for this assessment. On a subjective level the utility of the data
was assessed through its utilisation in a smartphone mobile application developed on
the Android platform. Section 5.5 outlines the dimensions under which this assessment
was conducted. The identification of data errors uncovered within the objective and
subjective assessments is discussed at length within Chapter 6 which is focused on
analysing and evaluating the results from the experiment.
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5.3

Dataset Selection Rationales

The aim of the dataset selection process was to decide upon a number of OGD datasets
to be used as input into the objective and subjective assessment phase of the
experiment. Underlying this selection process was a range of selection rationales
which was focused on selecting a true representative set of datasets for
experimentation. Table 5.1 summarises the dataset selection rationales.

Rationale

Reason

Prevent Bias - against Prevent a bias against any one level of data (national or local)
any one level of OGD - In order to get a representative sample of Irish OGD, a
selection of datasets was used from both a local and national
level. This was to avert solely using one level of OGD which
may have explicit formatting or representation specific to
that level, i.e. data at a national level could contain more
aggregated data than that at a local level
Prevent
Bias
– Prevent bias against any one data provider - To avoid a
against any one data prejudice against any one data provider and allow a more
provider
holistic portrayal of the open data available to developers,
datasets from a number of different data providers was
chosen
Prevent Bias –
against any one
category of data

Prevent bias against any one category of data – OGD relating
to specific categories contains characteristics identifiable to
that category of data. For example, data relating to transport
will usually contain a lot of location based information,
indicating road locations, station locations, bus stops etc. To
allow for a representative sample of OGD and prevent bias
towards any one category of data, OGD from a number of
different categories was chosen

Prevent Bias –
Prevent bias against any one format of OGD - Different
against one format of categories of open data often contain certain formatting and
data
file formats specific to that category of data, i.e. planning
data will contain a lot of spatial related data in ‘.shp’ files etc.
In order to ascertain quality characteristics which can be
applied to OGD at a generic level and not to skew the
research towards any one particular format of data, datasets
available in a range of formats were selected
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Reflect the structure
in which OGD is
made available
within Ireland

To reflect the structure in which OGD is made available
within Ireland, i.e. at a national and local authority level,
datasets from both these levels were selected as input into
the experiment

Reflect the
functionality of
current OGD
smartphone mobile
applications

To reflect the functionality of smartphone mobile
applications which currently utilise OGD as input, datasets
which contained information of public use, particularly
location based information were selected (Loutas, Varitimou
and Peristeras, 2012)

Reflect the
categories of
datasets available

To reflect the categories of datasets available to application
developers, datasets from the most populous categories of
data were selected
Table 5.1 - Dataset Selection Rationale
(Source: Author)

The selection of the OGD datasets corresponded with the structure of OGD publication
in Ireland, in that datasets from both a national and local authority level were selected.
In addition to this, the selection process focused on selecting OGD from a range of
different categories and in different formats which detailed location based public
information. This provided a representative sample of datasets to be used as input into
the experiment.

The sections below outline in detail this selection process and the datasets selected at
both a local and national level.

5.3.1

Local Authority OG D Dataset Selection

Dublinked.ie was used as the source of local authority level OGD. As dublinked.ie
contains data from the four local authorities who operate within the city and county of
Dublin, it prevented a bias against any one sole data provider of local authority level
data. To determine which datasets should be chosen as input into the experiment,
analysis was carried out on the data available from the website at the time of dataset
selection. This analysis was then used to determine which datasets would be chosen as
input into the experiment.
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At the time of data selection (12th March 2012) 183 OGD datasets were available from
dublinked.ie. The breakdown of dataset availability from each of the four individual
local authorities is outlined in Figure 5.2

Figure 5.2 - Dublinked.ie Dataset Availability
(Source: Authors own analysis of Dublinked)

The datasets available covered a range of categories such as education, environment,
transportation to name but a few. Further analysis was carried out to identify all
categories of data available and the number of datasets available in each category. The
breakdown of this analysis is outlined in Figure 5.3. At a high level, the categories
containing the most available datasets were:

1. Zoning and Land Use (71 datasets available)
2. Transportation and Infrastructure (35 datasets available)
3. Environment (33 datasets available)
4. Citizen Participation (14 datasets available)
5. Education (7 datasets available)

Focusing on the most populous categories of data, and where possible selecting
datasets of a similar nature from each of the local authorities, the datasets outlined in
Table 5.2 were selected as input. This selection of datasets was used as a
representational baseline of the OGD being made available to application developers at
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a local authority level. The selection process also sought to choose a range of different
data formats for experimentation and echoed the findings of Loutas, Varitimou and
Peristeras (2012) which outlined that 90% of OGD mobile applications provide some
sort of location based service. Based on this, the datasets selected contain location
based information, or information that can be aligned to a specific location. The file
formats selected for assessment included XML, KML, CSV, MS Excel and text based
data converted to CSV.

Figure 5.3 - Dublinked Dataset Availability by Category
(Source: Authors own analysis)

Allowing for comparable analysis, the Dun Laoghaire-Rathdown Co. Co. ‘Bring
Centre’ dataset was manually scrapped directly from Dun-Laoghaire Rathdown Co. Co
website. This practice outlines the process undertaken by application developers
wishing to get access to underlying governmental data prior to OGD availability. The
dataset will be assessed in conjunction with all OGD selected datasets and a
comparable analysis is offered in the experiment evaluation within Chapter 6.
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Local Authority

Dataset

Category

Protected Structures

Zoning and Land Use

Fingal Co. Co.

Protected Structures

Zoning and Land Use

KML

Fingal Co. Co.

Accessible Parking

Transport

CSV

South Dublin Co. Co.

Accessible Parking

Transport

CSV

Dublin City Council

Accessible Parking

Transport

CSV

Fingal Co. Co.

Bring Centres

Environment

CSV

South Dublin Co. Co.

Bring Centres

Environment

MS Excel

Dun Laoghaire-Rathdown

Bring Centres

Environment

CSV*

Fingal Co. Co.

Format
XML

Co. Co.
Table 5.2 - Local Authority Experiment Datasets
(Source: Author)

* Manually scrapped from Dun Laoighaire Rathdown website

5.3.2

National OG Dataset Selection

The selection of experimental datasets at a national level focused of education datasets
available from the Central Statistics Office data portal statcentral.ie. The data portal
acts partly as a register for other governmental agencies and as a consequence the
educational OGD was obtained from the Department of Education. Again, the
selection of the national level data followed the rationale as outlined in Table 5.1 and
datasets containing national and secondary level school locations and pupil numbers
were selected.

National Authority

Dataset

Category

Format

Dept. Of Education
(CSO)
Dept. Of Education
(CSO)

National School Class Size
2010/2011
Secondary School locations and
pupil numbers

Education

MS Excel

Education

MS Excel

Table 5.3 - National Level OGD selected
(Source: Author)
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5.4

Objective Assessment of Data

As indicated within the literature review of data quality, an objective assessment of
data considers the data in isolation without concern for the context in which it will be
used. The literary review identified the dimensions of completeness, consistency,
accuracy and timeliness / currency as the four objective quality dimensions in which
significant agreement exists within existing research. The assessment of data under
these dimensions can be used to uncover fundamental quality issues inherent in the
underlying data. Based on this, the experiment was designed to consider these
dimensions in an objective assessment of the selected datasets. The assessment metrics
utilised are outlined in the sections below.

5.4.1

Dataset Completeness

Adopting the definition of completeness as outlined by Catarci and Scannapieco (2002,
p.11) as the ‘degree of presence of data’, an objective assessment of completeness will
determine the completeness rate of the dataset. The metric used as indicated by Even
and Shankaranarayanan (2009) is a ratio of the non defective records to the total
number of records in the dataset, calculated as:

Any dataset record containing a missing value is considered incomplete for the
purposes of the experiment. However, if the dataset column is unpopulated throughout
the dataset it is not considered for inclusion in the calculation, i.e. the dataset column is
unpopulated throughout the whole dataset, indicating that it is just a trailing header in
the dataset.

5.4.2

Dataset Consistency

The literature review in relation to the dimension of consistency indicated that
consistency can be consider at an representational level (Catarci and Scannapieco,
2002; Wang and Strong, 1996) where the data is recorded in the same way and format,
but also at an instance level (Catarci and Scannapieco, 2002; Wand and Wang, 1996),
where inconsistencies can exist between values of data. Allowing for a metric to be
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derived in the objective assessment of consistency, the experiment will focus on the
representational consistency of the dataset, where multiple representations of the same
data item or representing the same data item in a different format are considered
inconsistent. The assessment of the instance level consistency is considered at a
subjective level. The metric derived to record consistency is a ratio of the number of
consistent records to the total number of records recorded as follows:

Where multiple representations of the same data item are uncovered the most populous
representation of this item is considered the baseline and all different representations
of this item are considered inconsistent. Within a single dataset, if there exists
inconsistencies within multiple columns of the dataset the maximum inconsistent ratio
will be selected as the inconsistency ratio of that dataset.

5.4.3

Dataset Accuracy

Accuracy of data is defined as the ‘degree of correctness of a value when compared
with a reference one’ (Catarci and Scannapieco, 2002, p.11). For the objective
assessment of dataset accuracy the dataset record values will be compared with the
data descriptors as outlined in the dataset metadata. Where a dataset value does not
comply with the permissible values in terms of data type, length, and allowable values
as indicated by the metadata, the data item is considered inaccurate. A measurement of
data accuracy is recorded as the ratio of accurate data records to the total number of
records and is calculated as follows:

The findings on the dimension of accuracy (as outlined in Chapter 6) indicate that the
level of metadata provided with the selected datasets did not allow for an objective
measurement in relation to accuracy to be derived.
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5.4.4

Dataset Timeliness and Currency

Timeliness is defined as the ‘delay between a change of the real-world state and the
resulting modification of the information system state’ (Wand and Wang, 1996, p.93),
whereas currency can be defined as the degree to which data is up to date (Redman,
1996). Whilst at a subject level the dimensions of timeliness and currency impact upon
the usefulness of the data, at an objective level there assessment is not included within
the objective aspect of this experiment. The OGD initiatives in Ireland are still
developing and the mechanisms for the update functionality of some initiatives are still
under development (Ni Raghaillaigh, 2012). Based on this reasoning an objective
assessment of the timeliness / currency is not being conducted. This is not to challenge
or undermine the importance of these dimensions from a data quality assessment, but
rather just a consideration of the emerging field of OGD with Ireland.

5.5

Subjective Assessment of Data

A subjective assessment of data is a contextual assessment of data under usage.
Assessing data in this way allows for the assessment of a dataset’s utility and can be
used to uncover errors or inadequacies with the data when used in a specific context
(Even and Shankaranarayanan, 2009). As indicated in the literature review conducted
on open government data, smartphone mobile applications are a key usage area for the
OGD content released to date.

In order to allow for a subjective assessment of OGD, the selected datasets (see Tables
5.2 and 5.3) were used as input into an experimental mobile phone application
developed on the Android platform. A number of subjective dimensions were
considered throughout this assessment, but it is important to note that a subjective
assessment reflects the needs and experiences of the data user (Pipino, Lee and Wang,
2002) and as such any characteristics which influence the datasets fitness for use were
considered.

The following section details the design and functionality rationale of the experimental
mobile application.
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5.5.1

Experimental Application Design Rationale

As outlined above the subjective assessment of the selected OGD datasets was
undertaken through its utilisation in a smartphone mobile application. As indicated in
the literature review in relation to OGD (European Commission, 2011a; European
Commission, 2011b; Vickery, 2011) mobile applications are seen as a key method for
integrating the OGD being made available into a consumable public service. In order
to as ascertain quality guidelines which can improve this usage, a key requirement is
for the assessment of the data in this context.

The intended functionality of the experimental mobile application was also considered
in the experiment design process. Following a review of the mobile applications
developed to date which utilise OGD, the key deliverable of these applications is to
visualise the data so that it is easy for the application user to digest. As signalled by
Loutas, Varitimou and Peristeras (2012), up to 90% of mobile applications achieve this
through combining OGD with mapping functionality, providing a location based
service to the user. Many applications overlay the OGD information on top of a map
interface, marking the location of the service / information point with a marker or icon.
The functionality of the experimental application was designed to mirror this
behaviour. Raw OGD datasets were combined with mapping functionality to provide a
location based service application, informing the application user of the location of
protected structure buildings, bring centres, accessible parking and school locations, as
well as also providing supporting details with each location. The supporting details are
accessed via tapping on the associated icon marker, and the related information is
presenting in a dialog box onscreen. A selection of screenshots from the experimental
application is provided in Appendix D.

The mobile application was developed for the Android platform due to its position as
the most popular smartphone platform worldwide (see Figure 3.1) and the author’s
previous development experience with this platform. From a programmatic viewpoint
the selected OGD datasets were only available as static files. The information within
these files had to read by the application, parsed and then overlaid on a map interface.
This involved the use of file readers, line parsers and location geocoding functionality
provided by the Android platform.
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5.5.2

Subjective Assessment Dimensions

Throughout the mobile application development process a number of subjective
dimensions were considered to assess the data on. The literature review in relation to
subjective assessment identified data accessibility, interpretability, usefulness and
integrity as dimensions for assessing a datasets fitness for use. These dimensions were
adopted for the subjective assessment of the selected OGD, with the exception of the
dimension of usefulness. Due to the manual selection of the datasets to meet the
experimental application design rationale, the dimension of usefulness was not
considered as all datasets were considered useful and relevant. The dimension of utility
was also proposed by the author. This dimension was proposed to allow for any mobile
application specific characteristics to be considered and documented. The utilisation of
OGD within mobile application development may have usage challenges specific to
this usage context, and this dimension was adopted to allow for those challenges to be
considered. Figure 5.4 provides an illustration of the dimensions adopted within the
subjective assessment phase of the experiment.

Subjective
Assessment

Accessible

Ease of
Access

Interpretable

Format
Availability

Metadata
Availability

Complete

Integrity

Consistent

Utility

Accurate

Usability of
dataset in specific
context

Dataset
Descriptors

Figure 5.4 - Subjective Assessment Dimensions Adopted
(Source: Adapted from Wang, Reddy and Kon, 1995)

Accessibility was assessed through the ease of access of finding and retrieving the
datasets from the OGD provider. This dimensions also included format availability in
that the availability of the datasets in open non proprietary formats was considered
important. This is due to belief that OGD should be available and accessible to all, and
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not limited by proprietary licensing (Berners-Lee, 2010; Davies, 2010, Cyganiak,
2011). Also considered under format availability was accessibility of the datasets in a
variety of formats which offer application developers greater flexibility when utilising
the data.

The interpretability of the datasets was assessed through the metadata available with
each dataset and the descriptors used within the individual datasets. The metadata of
each dataset was reviewed to assess the value it added in providing the information
required to understand the dataset and the description provided of the data elements
within the dataset. Assessing the dataset independent of the metadata also allowed for
an assessment of the data descriptors (headings) within each dataset to assess if they
were sufficient to allow an understanding of the data.

The integrity of the data was assessed to understand the implications which the
completeness, consistency and accuracy of the dataset had on its utility. Although
these dimensions were objectively assessed, a subjective assessment under utilisation
allowed for an understanding of how they affected the usability of the data.

Finally, the utility of the dataset independent of accessibility, interpretability and
integrity was also assessed. This allowed for the identification of specific issues
relating to the usage context of a smartphone mobile application.

5.6

Conclusion

This chapter outlined the design of an experiment to assess the quality of Irish OGD
through the use of an objective and subjective assessment of the data. The objective
assessment assessed the data impartial of any usage context, while the subjective
assessment assessed the data through its utilisation within a smartphone mobile
application. The aim of the experiment was to ascertain the quality characteristics of
OGD which can improve its utility and allow for more efficient and effective use by
mobile application developers in this usage context.
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Section 5.1 provided an introduction to the chapter and section 5.2 provided an
overview of the experiment. Section 5.3 outlined the rationale behind the OGD dataset
selection and outlined the OGD datasets selected as input for the experiment at a
national and local government level. Section 5.4 detailed the dimensions under which
the objective assessment of the datasets was conducted. Section 5.5 outlined the design
and functionality of the experimental mobile application and also indicated the
subjective dimensions which were considered during the development process. Finally,
section 5.6 offered a conclusion to the chapter.

The findings of the experiment are discussed at length in the following chapter.
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6

EXPERIMENT ANALYSIS AND EVALUATION

6.1

Introduction

This chapter outlines the analysis and findings from the experiment and provides an
evaluation of the quality characteristics of OGD which can aid its utility within mobile
application development. Section 6.2 presents the findings from the experiment and
section 6.3 interprets and evaluates these findings. Finally section 6.4 provides a
conclusion to the chapter.

In addition to evaluating the findings from the experiment, an interview was also
conducted with Deirdre Ni Raghallaigh of Dublin City Council (Ni Raghallaigh,
2012). Deirdre is senior executive officer within the council and a key member in the
operation of the Dublinked initiative. The interview was conducted to better
comprehend the procedures and practices in place when collating and releasing OGD,
and also to aid in the understanding and evaluation of the findings which the
experiment uncovered. A full transcript of the interview is provided in Appendix E.

6.2

Experiment Analysis

As indicated in chapter 5, the experiment focused on the assessment of a representative
subset of Irish OGD from an objective and subjective viewpoint using the DQA
methodology as outlined by Pipino, Lee and Wang (2002). This assessment was
conducted in order to ascertain the characteristics of the data which can aid its utility in
smartphone mobile applications. This section details the findings from the experiment.

6.2.1

Objective Assessment Analysis

The objective assessment of the selected datasets focused on the dimensions of
completeness and consistency. A measurement in relation to dataset accuracy could
not be derived due to a lack of sufficient metadata. The completeness of each dataset
was assessed on a scale from 0 to 1, where 1 indicated that the dataset was 100%
complete. The findings presented in Table 6.1 indicate that the average completeness
of the datasets assessed was 48%. The findings also indicate that 56% of all datasets
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assessed were in an incomplete state with only four out of the nice datasets assessed
fully complete.

In relation to consistency, the objective findings indicate an average consistency rate
within the datasets of 95% (see Table 6.2). Again the datasets were assessed on a scale
from 0 to 1, where 1 indicated that the dataset was 100% consistent. The consistency
assessment focused on representational consistency where any dataset record which
had multiple ways of representing the same item considered inconsistent, (a full
outline of the metric is detailed in section 5.4.2). The findings presented in Table 6.2
illustrate that 89% of the datasets assessed were in a fully consistent state.

Table 6.1 below outlines the findings of the objective assessment in relation to dataset
completeness.

OGD Provider

Dataset

Format

Fingal Co. Co.

Protected Structures

XML

Completeness
Rate
0.04

Fingal Co. Co.

Protected Structures

KML

1.00

Fingal Co. Co.

Accessible Parking Locations

CSV

0.03

South Dublin Co.
Co.

Accessible Parking Locations

CSV

1.00

Dublin City Council

Accessible Parking Locations

CSV

0.21

Fingal Co. Co.

Bring Centres

CSV

1.00

South Dublin Co.
Co.

Bring Centres

0.03

Dept. Of Education

National School locations and pupil
numbers

MS
Excel
MS
Excel

Dept. Of Education

Secondary School locations and pupil
numbers

MS
Excel

1.00

0.00

Average Completeness within Datasets

48%

% of Datasets Fully Complete

44%

Table 6.1 - Objective Assessment on ‘Completeness’ of OGD datasets
(Source: Author)
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Table 6.2 below outlines the findings of the objective assessment in relation to dataset
consistency.

OGD Provider

Dataset

Format

Fingal Co. Co.
Fingal Co. Co.
Fingal Co. Co.
South Dublin Co. Co.
Dublin City Council
Fingal Co. Co.
South Dublin Co. Co.

Protected Structures
Protected Structures
Accessible Parking Locations
Accessible Parking Locations
Accessible Parking Locations
Bring Centres
Bring Centres

Dept. Of Education

National School locations and pupil
numbers

XML
KML
CSV
CSV
CSV
CSV
MS
Excel
MS
Excel

Dept. Of Education

Secondary School locations and
pupil numbers

MS
Excel

Consistency
Rate
1.00
1.00
0.52
1.00
1.00
1.00
1.00
1.00
1.00

Average Consistency within Datasets

95%

% of Datasets Represented in a Consistent State

89%

Table 6.2 - Objective Assessment on ‘Consistency’ of OGD datasets
(Source: Author)

Although the experiment design outlined the assessment of accuracy at an objective
level, the level of metadata available for each dataset did not render this possible. As
OGD has the potential to encapsulate a wide ranging collection of data, prior
knowledge and understating of this data cannot be assumed and as such any checks on
the accuracy of the data must be relation to knowing what is valid or not. For the
datasets assessed, the associated metadata did not outline sufficient descriptions of
underlying data as to the allowable data types, data lengths or data ranges, to allow for
any checks on the accuracy of the data to be preformed. Therefore the objective
assessment of data accuracy as outlined in the experiment design could not be
completed and any measurements in relation to this dimension could not be obtained.

The objective assessment also examined the dataset which was manually scrapped
from the Dun Laoghaire-Rathdown Co. Co. website. The results outlined in Table 6.3
indicate that the completeness and consistency rates of this dataset were above the
average rates of the datasets made available as OGD. The subjective assessment of the
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dataset (section 6.2.2) however will outline accessibility challenges with accessing and
compiling the dataset.

Local Authority

Dataset

Dun Laoghaire Rathdown Co. Co. Bring Centres

Format Completeness
CSV

Average within OGD Datasets

Consistency

61%

100%

48%

95%

Table 6.3 - Objective Assessment Results of Manually Scraped Dataset
(Source: Author)

The objective assessment of the data studied the quality dimensions of the
completeness and consistency from an impartial viewpoint. A measurement on data
accuracy could not be derived due to a lack of sufficient metadata provided with the
datasets. The objective findings indicate that 44% of datasets assessed were fully
complete, with an average dataset completeness rate of 48%. Consistency rates within
the datasets were much higher, with 89% of the datasets assessed in a consistent state
and an average consistency rate within each dataset of 95%. The assessment also
evaluated the completeness and consistency rates of manually scrapped data. The
findings indicate higher completeness and consistency rates within this data. As the
literature review on data quality illustrated however, an objective assessment should
not be the only method in uncovering data quality issues, and outlined the need for a
subjective assessment of the data under use. Section 6.2.2 outlines the findings from
the subjective assessment conducted, detailing the limitations and challenges in
utilising the datasets.

6.2.2

Subjective Assessment Analysis

The subjective assessment focused on the dimensions of accessibility, interpretability,
integrity and the utility of the data. The subjective assessment phase included
obtaining initial access to the data through to its utility in the mobile application. 88%
of the selected datasets required some form of data cleaning prior to being fully
utilised in the mobile application. This included converting the datasets into more
programmatically useable formats, such as converting from MS Excel into CSV,
populating missing values, or re-structuring underlying data to permit it to be utilised.
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Subjective findings also indicate that the objective quality dimensions of completeness
and representational consistency have a direct effect on the datasets utility in this usage
context.

Accessibility to the local authority level OGD through the dublinked.ie datastore
provides a good means for finding and retrieving OGD datasets. The datastore
provides a central repository for developers and data consumers to access and avail of
the OGD being made available. Search functionality including searching by category
of data, by local authority producer or text based keywords, aids users in finding and
retrieving the data. 85% of the local government datasets selected were available in
open non proprietary formats. At a national government level however accessibility of
the data was challenging. The statcentral.ie website acts as a portal for the Central
Statistics Office of Ireland, making data available either directly on the site or acting as
a register and providing links to the governmental agency who hosts the data. As a
consequence of this, search functionality for finding datasets is not consistent and
varies greatly between agencies. It also leads to a disjointed means of hosting the data,
where data is not available in one central repository. The national level subjective
assessment targeted educational data, and specifically national and secondary school
locations within Ireland. This data was hosted on the Department of Education website
and was only available in proprietary Microsoft Excel format. Search functionality on
the site was restricted to keyword based text search. This national government
approach to OGD represented a distinct difference to the centralised non proprietary
approach adopted by the Dublinked initiative. Figure 6.1 illustrates the overall format
availability of all datasets assessed, both at a national and local government level.

The accessibility of both local level and national level OGD however represents a
significant improvement on the manual scrapping technique adopted in gathering the
data required to represent the Dun Laoghaire-Rathdown Bring Bank dataset. The
process of scrapping the information from the website or web document and then
relaying the information into a CSV file is a heavily manual process, and the approach
adopted by both the Dublinked and StatCentral initiatives represents a comprehensive
enhancement on this technique.
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Figure 6.1 - OGD Non Proprietary Format Availability
(Source: Author)

The interpretability of the datasets was assessed through the appraisal of the associated
dataset metadata and the dataset descriptors contained within each dataset. At a local
level the OGD available from dublinked.ie contained a standardised metadata template
containing 21 fields of information relating to each dataset (see Appendix C for
Dublinked metadata template). This metadata provided background information in
relation to the datasets such as date of dataset creation, date of publication, date of last
update etc. The template also provides a ‘Description’ field to outline information
specific to the underlying dataset values. This field however was not handled
consistently with some datasets containing little information describing and explaining
the underlying data values. None of the local level datasets assessed contained any
metadata information in relation to allowable values, data types, field lengths etc. At a
national government level, the metadata was not standardised, again with little
metadata pertaining to the underlying data. Within the individual datasets however the
data descriptors provided did suffice in describing the data with only one dataset
assessed containing missing data descriptors.

The integrity of the datasets relating to completeness and consistency were also
subjectively assessed throughout the development of the application. The objective
assessment revealed that 56% of the datasets assessed were in an incomplete state. Of
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these incomplete datasets, the incomplete data affected its utility in 80% of cases.
Table 6.4 outlines the usage challenges encountered in utilising datasets with missing
data.

Incomplete Data Scenario

Usage Challenge

Incomplete data preventing data usage In many instances, incomplete address
e.g. Incomplete Address Data
data resulted in not being able to
geocode the address, and as a
consequence the record could not be
used
Incomplete data causing underlying Incomplete data caused line parser to
programmatic issues
believe it has read to the end of line. File
had to be manually cleaned to insert
value to represent a missing value
Incomplete data used as an identifier, Had to adapt underlying code in this
i.e. missing value used to represent ‘Not instance to read a value as representing
Allowed’ in Bring Centre dataset
‘Not Allowed’
Table 6.4 - Subjective Incomplete Data Challenges
(Source: Author)

In relation to consistency the objective assessment indicated that all but one of the
datasets were in a consistent state, representing 89% of all datasets assessed.
Subjective assessment however indicates the challenges with utilising the dataset
which was not represented consistently. Table 6.5 outlines the utility issues with
processing and utilising this data.

Independent of accessibility, interpretation and data integrity issues, a number of
utility issues were uncovered throughout the subjective assessment phase. These issues
relate to challenges in utilising the location based information within the datasets but
also to programmatic issues associated with utilising the datasets.
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Inconsistent Data Scenario

Usage Challenge

Inconsistent identifier used to represent 2 possible solutions to handle this
‘Yes’. At times a string identifier ‘Yes’ is scenario:
used whilst at other times a Boolean
1) Manually clean dataset utilising only
identifier is used
one data type to represent a ‘Yes’ value
2) Handle the scenario programmatically
in code converting the inconsistent
representation to a consistent value

Inconsistent identifier used to represent
‘No’. At times a string identifier ‘No’ is
used whilst at other times a null value is
used

This scenario leads to a usage challenge
in believing how to handle the Null value.
Unsure how to interpret the Null value
which could mean:
1) Null used to represent ‘No’
2) Null means it is not known if its known
or not
(no metadata provided with dataset to
indicate correct representation). Could
not utilise this aspect of dataset in
application

Table 6.5 - Subjective Inconsistent Data Challenges
(Source: Author)

Within the datasets assessed there were four different representations of spatial
locations used by the different dataset providers. Figure 6.2 provides a graphical
illustration of the percentage breakdown of the different spatial projections used within
the datasets assessed, indicating that 44% of datasets used the Global Positioning
System (GPS), 11% used Irish Transverse Mercator (ITM), 11% utilised Irish Grid
(IG) and 33% represented location specific information with a text based address.
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Figure 6.2 - Percentage breakdown of spatial projections used within the datasets
(Source: Author)

Whilst at individual dataset level this did not represent data inconsistency, it did make
it very challenging to adopt a holistic approach to processing and displaying the
location based information within the datasets. The Android platform utilises Google
Maps for the positioning and display of location based information. This in turn uses
GPS for the plotting of location based coordinates on the map interface. Datasets
adopting the Irish Transverse Mercator (ITM) or Irish Grid (IG) spatial projections had
to have their positioning coordinates converted to GPS before being utilised in the
experimental application. This conversion added a significant overhead in terms of
manual effort and time. Although online batch conversion tools are available to aid in
this process, the input files containing the coordinates to be converted have to be
specifically formatted, again adding time and effort to the overall process.

Within the experimental application the positioning of text based addresses was
handled via the geocoding process. With Google Maps on the Android platform,
support is provided for this via the ‘Geocoder’ class (Lee, 2011). In essence this is the
process of translating a text based address into GPS latitude and longitude coordinates
before rendering the location on the map. A number of shortcomings were identified
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with having to use this process as opposed to being provided with exact location
coordinates as identified in Table 6.6

Shortcoming

No guarantee of address
match

Description
Results returned are best guesses and not
guaranteed to be correct. If no match is found for
the address location then no result will be
returned, meaning the location cannot be
rendered on the map. A number of text based
addresses within datasets did not resolve to the
correct location via geocoding. Figure 6.3
illustrates an example of this.

Less accurate location match

Often the address match will resolve to a known
point which will not be as accurate as specifying
the exact location. A number of address locations
could only be resolved to the town or general
area, providing a less accurate match than can be
achieved from having exact position coordinates.
Figure 6.4 provides an illustration of this.

Performance hit

Geocoding involves sending requests to and
receiving responses from a Google Maps API. This
processing adds extra time in finding the
coordinates for the text based address and then
subsequently rendering this address on the map,
directly effecting application performance

Internet Connectivity
Required

Programmatic overhead

Geocoding also requires internet connectivity to
send and receive address requests. The sending
and receiving of the such information could impact
upon the application users data usage limits
The geocoding process adds an extra a level of
programming complexity and requires additional
coding to complete the process

Table 6.6 - Shortcomings of text based address geocoding process
(Source: Author)
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Figure 6.3 - Incorrect address match using text based address geocoding
(Source: Author’s Experimental Application)

Figure 6.3 illustrates an incorrect address match using the geocodeing process. The
address resolved to Charleville Road in Tullamore, Co. Offaly over 100 kilometres
from the correct location of Charleville Road in Dublin 6.

Correct
location
of school

Figure 6.4 - Inaccurate address match using text based address geocoding
(Source: Author’s Experimental Application)
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Figure 6.4 provides an illustration of an inaccurate school location match using the
geocoding process. The green marker indicates where the address resolved to using
geocoding, while the red marker indicates the correct location of the school.

The process of extracting the data from the datasets and manipulating this information
for use within the application involved the use of line readers. For comma separated
value (CSV) based datasets or MS Excel files converted to CSV, this process involved
reading each line within the dataset and splitting the line based on the underlying
comma. A recurring challenge within the CSV files parsed in this way was the method
in which the underlying data was captured and structured. Figures 6.5, 6.6 and 6.7
provide an illustration of different examples in which CSV based information was
captured. The different methods in capturing the data presented different challenges in
reading and utilising the data. For example, as illustrated in Figure 6.5, address line 2
captures two pieces of information. In order to parse these as individual pieces of data,
the dataset either had to be manually cleaned to separate the data or the underlying
application code had to be adapted to handle this unique scenario. Again Figure 6.6
illustrates a similar problem scenario where the data contains trailing commas, and
again utilising this data requiring either manually cleaning or adaptation of application
code. While neither example is necessarily incorrect on the part of the data producers
(i.e. the underlying CSV is still well formed) it does highlight the challenges in reading
and utilising data of this nature. Figure 6.7 illustrates a well structured file layout
which allows for efficient and undemanding processing.

Figure 6.5 - CSV Structure Example 1
(Source: Author)

Figure 6.6 - CSV Structure Example 2
(Source: Author)
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Figure 6.7 - CSV Structure Example 3
(Source: Author)

Likewise the level of information available for related datasets also impacted upon its
utility within the mobile application. Table 6.7 illustrates the information provided by
three different local authorities in relation to the location of accessible parking spaces
within their jurisdiction. The table indicates whether the data values were provided or
not provided within the respective datasets, and illustrates the disparity between what
is being made available by different OGD producers.

OGD Provider
Fingal Co. Co.
Dublin City
Council
South Dublin
Co. Co.

Parking
Space
Type

Location

No. of
Spaces

Provided

Not
Provided Provided

Provided

Provided Provided

Provided

Not
Provided Provided

Not
Provided

Not
Not
Provided Provided

Provided Provided

Not
Provided

Not
Not
Provided Provided

Provided

Dipped
Footpath

Road
Marked

Space
Occupied

Table 6.7 - Disparity between Data Being Made Available
(Source: Author)

Again, the utility of the datasets were impacted in that the underlying code had to be
adapted to handle the uniqueness of each dataset. Another challenge posed by datasets
displaying this trait is the impact they had on the utilising the data contained within
them. Application developers will have to decide whether to only display information
common to all related datasets, or to display all the data fields, marking unavailable
data with an appropriate identifier. Figure 6.8 illustrates how the dataset outlined in
Table 6.7 could be displayed to the user, where information which is not available in
certain datasets is marked as ‘Not Available’. As can be seen from the screenshots,
large portions of information are displayed as not available, which may affect the
aesthetics of the application and also the user experience.
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Figure 6.8 - Application screenshots outlining differing amounts of information available

(Source: Authors Experimental Application)

Another key finding from the utility assessment was the susceptibility of utilising static
datasets as a means to represent volatile data. Any changes or updates to the data
contained within the datasets by data providers required a manual update to replicate
the changes within the application. If wholesale data changes were made, the new
dataset would have to be reintegrated into the application, requiring a new version of
the application to be developed. This process is further complicated for the application
users who would be required to upgrade or download a new version of the application

6.3

Evaluation

The assessment of the selected OGD datasets at an objective level uncovered a number
of noteworthy findings. The average completeness rate within the datasets assessed
was 48%, and 56% of the datasets assessed were in an incomplete state. Acceptable
levels for data completeness will differ in consideration for the intended usage context
of the data (Wang, Kon and Madnick, 1993). The directives pertaining to the
production of OGD do not outline acceptable data quality standard thresholds, and as
such a comparable evaluation of the completeness findings with a predefined metric is
not attainable. From the viewpoint of utilising the incomplete datasets however,
subjective findings indicate that incompleteness has a significant impact on its utility
within this usage context. When subjectively assessing this impact, the missing data
affected dataset usage for 80% of the incomplete datasets utilised within the mobile
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application. The impacts of incompleteness included manual cleaning of the datasets to
replace missing values (where possible), adapting underlying code to handle missing
values, or actually prevented utilisation of the record due to the uncertainty associated
with determining what the missing value represented. In many dataset instances, a
missing value was used by data providers to represent ‘No’ as opposed to marking the
dataset record with ‘No’ or ‘N’ or ‘False’ for example. Adopting this approach is not
advisable as it cannot be ascertained for sure (unless outlined in the associated
metadata) if the missing value is used to represent something, or it is missing because
it is not known, it does not exist, or it is not know if it exists. This finding is in line the
existing research on incomplete data as outlined by Batini et al. (1999). Data providers
could prevent this uncertainty by simply adopting a standard means of updating
missing values, marking them as ‘N/A’, ‘Not Known’, ‘Not Available’, ‘Unknown’ or
any other suitable identifier they deem appropriate. A description of the identifier
could then be provided in the associated dataset metadata, facilitating the developer or
data consumer in understanding and utilising the data.

Objectively assessing consistency found that 89% of the datasets were consistently
represented. Again, the directives pertaining to production of OGD do not outline
acceptable data quality thresholds for this dimension. Similar to the impacts of
incompleteness, the impacts of inconsistency required manually cleaning of the
datasets to correct the inconsistencies or specifically adapting the underlying code to
handle the inconsistent data. Data providers could remove such effort on the part of
application developers by adopting a consistent representation for data values within
the datasets. Although not indicated by the objective assessment of consistency, a
subjective assessment of the data uncovered inconsistent representations between
similarly related datasets. The assessment uncovered four different methods of
specifying location based information in the form of a text based representation, GPS,
IG or ITM coordinates. The impact of this upon utilisation, involved conversion from
IG or ITM based coordinates to GPS. This represented a significant manual overhead
in terms of time and effort to complete this conversion process. In relation to text
based address locations, the process of geocoding was adopted to resolve these address
to specific location coordinates. A number of challenges and shortcomings were
identified within this process as are identified in Table 6.6. Adopting a holistic
viewpoint on these issues; providers of OGD within Ireland could adopt a standardised
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method for representing location based information such as GPS based location
coordinates. This would reduce the effort and challenges in utilising location based
information within mobile application development. The adoption of specific location
coordinates as opposed to using text based addresses would also be suggested as a
means to aid developers in resolving exact address matches and prevent any inaccurate
or incorrect location matches.

Further utility challenges were also uncovered due to the myriad of ways adopted by
data providers in recording and structuring the contents of the datasets. Figures 6.5, 6.6
and 6.7 illustrate examples of this. This represented a significant challenge in
developing a consistent means of parsing and processing the information contained
within the datasets. Where necessary, underlying code had to be specifically tailored to
handle the structure of the individual datasets or manual cleaning was required to
adjust the structure of the datasets to aid its utility. While at an individual dataset level
this may not represent a significant overhead, repeating this process on multiple
datasets did represent a significant challenge. In a similar vein, the diversity of
information being made available by different data providers for similarly related
datasets also impacts upon its utility. Different amounts of data are being made
available by data providers for groups of datasets related by purpose or category. This
can impact its usage in that the underlying code has to be specifically tailored to handle
the uniqueness of each dataset. At times it can even restrict the use of some dataset
information if the same or similar information is not also available in the related
datasets. These utility issues represent a wider challenge for OGD producers, where
greater interaction between government agencies or local authorities will be required to
ensure OGD providers are making data available in a comparable and analogous way.
The advent of initiatives such as the Open Data Strategy for Europe could go some
way to ensure that a standardised approach is adopted by data producers in relation to
the level of information provided and the underlying structure and identifiers used
within this data. Ni Raghallaigh (2012) also suggested a similar viewpoint in relation
to this point where it was suggested that further collaboration was required between
OGD producers to ensure that a standardised approach is adopted.

The reliance of OGD providers on making data available in static text files also
represents a challenge for developers or data consumer hoping to utilise the data,
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particularly data which is subject to frequent change. As indicated in the subjective
findings, updates to datasets already packaged within the application required manual
updating of the underlying data, or reintegration of the dataset within the application.
The use of an application programming interface (API) providing programmable
access to the data could be used to alleviate such an issue. By adopting such an
approach, data could be dynamically received from the OGD providers and presented
and displayed to the user. Any update to the data would be made at a provider level
and would not require any update or modification to the mobile application (assuming
the structure of the information received from the API does not change). This would
also alleviate application users from the necessity of downloading or upgrading to new
a version of the application in order to receive the updated data. As indicated by Ni
Raghallaigh (2012), the concept of adopting this approach is something which is being
considered for dynamic datasets within the Dublinked initiative.

Focusing of dataset metadata indicated that little information was provided to describe
the underlying data. Although not hindering the understandability of the datasets
assessed, it did prevent an objective assessment of the data’s accuracy. This is an
important consideration given the emergence of OGD as a recently new development.
The potential for inaccurate data is quite prevalent, particularly as the purpose for data
collection may not have been for release to the general public. Inaccurate data utilised
within a mobile application will result in inaccurate information being presented to the
application user. In this sense, providing descriptive metadata could act as a form of
data validation as well as aiding understandability, and benefit both OGD provider and
consumer. Developers interpreting and processing the data when provided with
sufficiently descriptive metadata will be ideally positioned to notice any inaccuracies.
Relay of these inaccuracies back to OGD providers could facilitate the update and
correction of this data resulting in more accurate information. In this regard, OGD
initiatives should focus on implementing mechanisms which allow for feedback from
developers or data consumers who are interacting with and utilising the OGD being
made available. Such an approach could benefit from the wisdom of crowds, where
those people using the data are in a position to recognise its shortcomings. Providing a
channel for feedback could allow for application developers to highlight issues with
the data, which when addressed by data producers could lead to improved OGD for all.
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The above evaluations have been summarised into a set of OGD quality guidelines
which are presented in Table 6.8

Quality Dimension

Attribute

Completeness

Completeness

Guideline
Ensure data is as fully complete as possible
- Populate any missing data values with suitable
descriptor

values

(e.g.

‘Not

Available’,

‘Unknown’)
- If missing values are utilised to represent an
actual value, outline the description of this value
within the datasets metadata
Consistency

Consistency

Ensure that data values within datasets are
consistently represented
- Use consistent identifiers to represent data
values. Prevent utilisation of alternative values to
represent the same thing (e.g. using ‘Yes and
‘True’ within the same data column to represent
a ‘True’ value)

Accessibility

Data Access

Provide access to data through a centralised
searchable portal, which provides a simple way to
find and retrieve data.
- Avoid the use of making data available in data
dumps, without the mechanism to search for
specific datasets via a keyword or category based
search

Accessibility

Format Availablity

Make

documents

available

in

open

non

proprietary formats
- Making datasets available in open formats
prevents restriction of access to holders of
proprietary software and allows the distribution
of data to a wider audience
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Accessibility

Raw Data in
Machine Readable
Formats

Restrict the use of aggregated data locked away
in graphs, figures or PDF files. Provide access to
raw underlying data in machine readable formats
such as CSV, XML and KML

Interpretability

Metadata
Availability

Ensure datasets are released with associated
metadata
- Dataset metadata aids understanding and
interpretability. Providing detailed metadata can
also aid in validating data accuracy.

Interpretability

Dataset
Descriptors

Ensure datasets are released with detailed data
descriptors
- Ensure datasets contain concise underlying
data descriptors and no datasets columns are left
unlabelled

Utility

Location Based
Information

Provide location information with associated
positional coordinates
- Represent positional information with specific
location based coordinates to allow for exact
location positioning
- Avoid the use of a text based address to
represent a location. If unavoidable however,
ensure address is as accurate as possible, e.g. 12,
Annesly Road, Rathmines, Dublin 6

Utility

Standardised Data
Structure

Related datasets should attempt to have a
standardised structure
- Groups of related datasets (from individual or
multiple OGD providers) should follow the same
structure and layout
- Avoid using multiple data structures to
represent datasets related through purpose or
category
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Utility

Standardised Data

Related datasets should attempt to have a
standardised set of identifiers

Identifiers

- Groups of related datasets (from individual or
multiple OGD providers) should adopt a set of
identifiers to be utilised within datasets related
through purpose or category
- Avoid using different identifiers within related
datasets, (e.g. utilising Irish Grid coordinates in
one datasets whilst utilising GPS coordinates in a
related dataset)
Utility

Consider the use of API to deliver volatile data

API

- Providing programmatic access to data through
the use of an API can assist applications
developers to handle and process data which is
subject to frequent change
- The consequence of this approach can also
benefit applications users who can receive
current and up to date information without the
requirement of continuously downloading new
versions of the application
Utility

Feedback Loop

Implement the mechanisms required to allow for
feedback from developers and data consumers
- By providing a channel for feedback data
providers can hear the wants and needs of those
directly using the data
- Providing this facility could allow for any
concerns regarding the data to be heard, and
when

addressed,

will

potentially

lead

to

improved OGD for all
Table 6.8 - Suggested Quality Guidelines to Aid OGD Utility in Mobile Applications

(Source: Author)
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The above table summarises the evaluation of the objective and subjective findings
into a set of quality guidelines which can aid the utility of OGD within mobile
application development. The guidelines illustrate that collaboration is required
between OGD providers to ensure that the OGD being released is consistent in terms
of content and identifiers to allow for effective utilisation by application developers. In
a similar vein, collaboration is also required to standardise the levels of completeness
and consistency within datasets. In this regard, one potential area for future
consideration is to set minimum threshold levels in terms of data completeness and
data consistency before realising data for public consumption.

6.4

Conclusion

The findings presented broadly correspond to the existing research in relation to data
quality, in that the dimensions of completeness, consistency, accessibility and
interpretability all impact upon the usability of the data. However the research also
signals utility challenges specific to usage context of mobile applications, particularly
around location based information. It also highlights the immature state of OGD within
Ireland where further collaboration will be require among OGD producers to ensure
that data produced is standardised and consistent in nature.

This chapter interpreted and appraised the findings from the experiment conducted.
Section 6.1 presented the findings from the experiment and section 6.2 evaluated and
discussed the findings further, outlining possible solutions and directions for future
enhancement. It also introduced a set of guidelines aimed at improving the quality of
OGD and thus improving its usability in mobile application development.

The following chapter provides a conclusion to the dissertation.
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7

CONCLUSION

7.1

Introduction

This chapter presents a conclusion to the dissertation, providing a synopsis of the
research conducted. Section 7.2 outlines an overview of the research carried out, and
section 7.3 discusses its contribution to the existing body of knowledge. Section 7.4
evaluates the experiment while section 7.5 suggests areas for future research. Finally
section 7.6 provides a conclusion to this chapter.

7.2

Research Definition & Research Overview

The primary area of research in this dissertation focused on data quality within Irish
open government data. More specifically it focused on identifying quality guidelines
which can aid its utility within mobile application development.

Governments worldwide are releasing their data for public consumption in the form of
OGD. As well as promoting open and transparent governance, the economic potential
associated with re-using this data has also been widely recognised. Within Ireland the
StatCentral and Dublinked initiatives have been launched to allow business and public
users gain access to Irish OGD. Many governments are promoting the re-use of
governmental data through the transformation of the raw underlying OGD into a
consumable service. A key means for achieving this to date has been through the
medium of smartphone mobile applications, where OGD has been used as the input
into the development of public service mobile applications. As with all forms of data,
the underlying quality of OGD is a crucial factor in facilitating this re-use. This
research sought to assess the quality of Irish OGD currently available, and ascertain a
set of quality guidelines which can aid and improve its usage in this context.

The research was initiated by conducting a literature review in relation to open
government data. Academic literature in relation to OGD is still limited due to its
emergence as a relatively new concept. The review focused on ascertaining the
motivations for the production of OGD, and the directives in place which have an
influence upon its production. It also identified leading OGD initiatives in operation
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internationally as well as identifying the initiatives active within Ireland. A literature
review was also performed which focused specifically on analysing the use of OGD in
smartphone mobile applications. This review appraised the characteristics of
smartphone and mobile applications which make them suitable as a means for the
dissemination of OGD. It also identified a number of mobile applications developed to
date which utilise OGD as input and assessed the characteristics of these applications.
A final literary review was conducted in relation to data quality, outlining the
dimensions to quality which exist at both an objective and subjective level. It also
focused on data quality in the specific context of OGD and assessed a number of
methodologies from existing research which allow for an assessment of data quality.

The findings from the literary review were interpreted to derive a suitable method to
assess the quality of Irish OGD and lead to a set of quality guidelines to aid its utility.
The Data Quality Assessment (DQA) methodology was adopted as the methodology
for this assessment, and a number of OGD datasets were assessed at both an objective
and subjective level. An interview was also with conducted with Deirdre Ni
Raghallaigh of the Dublinked initiative to aid in the evaluation of the findings.

As a result of this research, the following objectives have been achieved in this
dissertation (outlined in Table 7.1):

#

Research Objective Achieved:

1

Performed a literature review in relation to OGD, considering the motivations
for its production and the OGD initiatives active at both a national and
international level.

2

Conducted a literature review in relation to the use of OGD in smartphone
mobile applications, appraising the characteristics of smartphones and mobile
applications which make them suitable for this purpose. Evaluated the
characteristics of mobile applications developed to date which utilise OGD as a
source of input.

3

Performed a literature review on the subject of data quality, identifying the
dimensions which impact upon data quality at an objective and subjective
level. Reviewed the current literature in relation to data quality in the context
of OGD, and examined existing data quality assessment methodologies.
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4

Completed assessment of data quality on selection of Irish OGD, through an
objective quality review and also subjectively through the development a
public service mobile application (developed on the Android platform).

5

Through evaluation of the findings from the data quality assessment (objective
no. 4), and also through an interview with a key stakeholder in Irish OGD, a set
of quality guidelines were formulated to improve quality in the production and
dissemination of OGD
Table 7.1 - Research Objectives Achieved in Dissertation
(Source: Author)

7.3

Contributions to the Body of Knowledge

As part of this research an in depth examination was conducted in relation to the
emerging field on OGD and its usage within smartphone mobile applications.
Academic literature in the area is limited and as such this body of work provides a
comprehensive reflection of its current position. The discipline of data quality was also
reviewed with a specific emphasis on determining the objective and subjective quality
dimensions for the assessment of OGD. Although the issue of data quality in OGD has
been signalled by existing researchers as a potential area for research, to the author’s
knowledge no assessment on data quality of Irish OGD has been conducted to date. In
addition to this, the assessment of OGD in the specific usage domain of mobile
applications also highlighted the challenges and issues with utilising OGD in its
current state.

Together with the knowledge gained from carrying out the literary reviews and the
learning derived from conducting the experiment, a set of quality guidelines were
formulated. These guidelines build upon the existing research into data quality but also
address the emerging requirements of utilising OGD in mobile application
development. As such, they represent guiding principles for the production of OGD to
aid its utility within the domain of mobile application development.

7.4

Experimentation, Evaluation and Limitation

The experiment centred on the assessment of OGD within the usage context of a
mobile application to ascertain the quality characteristics which could aid its utility.
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The literature review in relation to data quality indicated that quality is both objective
and subjective. Objective quality is determined impartial of its intended usage, while
subjective quality is assessed through utilisation of the data. The literature review also
reviewed existing methodologies for the assessment of data quality and proposed the
use of the Data Quality Assessment (DQA) methodology for the experimentation
assessment. The methodology provides for data assessment through objective and
subjective reviews, an analysis phase for examining review results, and finally an
improvement phase were improvement actions are outlined.

The findings from the experiment indicate that the objective quality dimensions of
completeness and consistency have a direct impact on its utility. Subjective findings
also indicated a number utility challenges with utilising the data in its original state.
88% of all datasets assessed required some form of manual intervention before they
could be utilised within the experimental application developed. This level of data
cleaning indicates that a number of improvement actions could be taken to increase the
utility of this data, outlined in section 6.3. Whilst certain dimensions could be easily
and quickly addressed by OGD producers, the experiment also uncovered a number of
issues which will require further foresight and planning to resolve. These issues related
to the myriad of data structures, data identifiers and differing amounts of information
being released by OGD producers for related datasets. At an individual level, utilising
a single dataset may not represent much challenge on the part of the application
developer. Considering though, that a mobile application may utilise and integrate
numerous datasets, adapting the underlying application code to handle the unique
structure, identifiers and level of information available within each dataset will
represent a significant challenge. To this end, greater interaction is required between
government agencies or between local authority bodies to ensure that similar
categories of data have a more consistent approach to the level of information, dataset
structure and identifiers used within them.

A number of limitations were identified with the experiment conducted. The
experimental application was designed to reflect the current baseline in terms of
functionality offered by applications which utilise OGD as a source of input. Adding
additional functionality into the experimental application could uncover further utility
issues when utilising the OGD datasets. In a similar vein, utilising different
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programming approaches or techniques could also uncover additional utility issues
with the data. In this regard, the utility issues uncovered are limited to the design and
programmatic approach adopted by the author. In addition, when conducting any
subjective assessment, it could be argued that the findings of the assessment represent
the author’s sole viewpoint. However, the literature review in relation to data quality
outlines that a key requirement of data quality is assessing if it is fit for use and
requires the informed opinion of the data user with reference to the context that the
data is utilised in.

7.5

Direction for Future Research

Throughout the completion of this dissertation, a number of areas for additional
research presented themselves. These topics could not be addressed within this
dissertation due to falling outside the scope of this project or due to time constraints.

Firstly, an assessment on the quality of OGD made available through an API could be
determined. Within Ireland, the availability of OGD via an API is limited, but an
interesting piece of research would be to ascertain the utility of the data delivered
through this medium and the differing usage challenges presented by accessing and
availing of the data in this way. A comparable analysis could also be conducted
between accessing data via an API and static datasets, with regard to determining
utility and efficiency gains when utilising this approach.

The experiment also highlighted the lack of sufficient metadata available with the
OGD datasets assessed. With specific reference to national level OGD, the metadata
available was not populated or structured in a consistent manner. In this regard a topic
of future research could be to define and standardise a metadata template capable of
being applied to a wide range of OGD. This would have the potential to alleviate a
number of metadata inconsistencies which are prevalent today.

The use of automated tools could also possibly assist developers with cleaning and
converting OGD in its current state into a more usable form. Further research could be
conducted into the tools available which allow for automated data cleaning and
conversion, and the impact these tools have on the usability of OGD.
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Finally, the project scope could be extended to cater for mobile applications developed
on different mobile platforms, or increased functionality within the experimental
application. Increasing the scope in this way could allow for further utility issues with
the OGD to be uncovered. For example, the development of an iPhone or Windows
Mobile application which integrates real time information could uncover a distinct set
of challenges not outlined by this research.

7.6

Conclusion

This research sought to ascertain quality guidelines which can be applied to OGD to
help aid its usage within mobile application development. The usage and study of
OGD is still an emerging field but one which the author feels will receive more
attention in the future as initiatives such as the Open Data Strategy for Europe come to
fruition. Whilst the emergence of OGD can only been seen as a positive step for
improved transparency and increased economic opportunity, this research has
indicated that within Ireland it is still relatively immature with scope for improvement.
The quality guidelines introduced within this dissertation will facilitate in improving
the overall quality and utility of OGD within mobile application development, and are
reflective of the current position of OGD within Ireland.

The utilisation of OGD within mobile applications represents a significant opportunity
for businesses and application developers to transform raw OGD into a consumable
product. The volume of data collected by the government and government controlled
agencies, and the wide ranging content of such data is a valuable resource with
substantial economic potential. This research focused solely on the utilisation of such
data within mobile applications, but a myriad of opportunities exist to utilise the data
within the wider ICT industry. Integration of the data into websites or web applications
to enhance their offering, or analytical mining of the data to uncover potential options
for better delivery of services or possible cost savings are all prospective areas for
further re-use of OGD.

Unlike other countries however, Ireland does not yet provide data consumers with a
central repository to find, view and retrieve OGD content. The current structure of
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OGD delivery in Ireland is distributed between national and local level OGD, and
within this structure individual governmental agencies or local authorities have
adopted their own methods and approaches to making data available. Differing data
formats and identifiers, varying quantities of data and the use of multiple underlying
data structures all illustrate a lack of cohesiveness among OGD providers in adopting a
unified approach to OGD delivery.

A single point of responsibility for the delivery of national and local level OGD
content within Ireland could be one such method in ensuring that a more consistent and
structured approach is adopted on a nationwide scale. This could potentially ensure a
standardised set of data formats, data identifiers and data structures is utilised within
all OGD made available. Within the UK this role is fulfilled by the Transparency and
Open Data team within the Cabinet Office, which works across all governmental
departments in collecting and publishing OGD content (HM Government, 2012b). This
single point of ownership ensures all OGD is managed and maintained in a consistent
manner. As indicated by Ni Raghallaigh (2012), Ireland is lacking a centralised driving
force in relation to OGD delivery, and at a national government level the ambition and
commitment is not yet present to ensure Ireland has an OGD offering comparable to
other nations. The formation of a governmental body or the delegation of the
responsibility to promote, manage and maintain OGD content on a nationwide scale
upon an existing department could be a significant step in ensuring ownership and
accountability of OGD going forward. The potential advantages of such an approach
could not only benefit the utility of the data within mobile application development but
also within the wider ICT industry.

This final chapter provided a conclusion to the project. Section 7.2 gave an overview
of the research conducted and outlined the objectives which were achieved, while
section 7.3 considered the projects contribution to the existing body of knowledge.
Section 7.4 evaluated the experiment which was carried out and discussed a number of
its associated limitations. Section 7.5 suggested potential areas for future research as
identified by the author and finally section 7.6 provided a conclusion to the chapter.
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APPENDIX

A:

OPEN

DATA

STRATEGY

FOR

EUROPE KEY MEASURS AND STRATEGY
Open data strategy, key measures
The legislative framework
· Proposal for a revised Directive on the re-use of public sector information,
December 2011;
· Revised Commission Decision on the re-use of Commission information,
December 2011; Work to expand the regime to other European Institutions and
Agencies, 2012;
· Open data to be taken up in sector-based legislative and policy initiatives.
European open data portals and platforms
· Portal giving access to Commission data and data from other EU institutions
and agencies, spring 2012;
· Launch of a pan-European data portal, giving access to datasets from across the
EU, spring 2013, following preparatory work with Member States from 2011;
· Co-funding of the European e-service infrastructure for open data through the
Connecting Europe Facility 2014-2020.
Open data for science
· Communication and Recommendation to the Member States on scientific
information, early 2012;
· Expansion of the open access pilot for scientific publications to the whole of
Horizon 2020 + pilot with open access to research data.
Research and innovation
· Research and innovation projects relevant for open data, in particular through
FP7, CIP and Horizon 2020, with funding for research infrastructures
supporting open access to research articles and data;
· Open data competitions (2012-2013) + improving access to capital for
entrepreneurism this area.
Table 9.1 - Open Data Strategy - Key Measures
(Source: European Commission, 2011b)
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Targets
The Commission is committed to:
· the launch of a Commission open data portal in 2012.
· the launch in 2013 of a pilot-portal with a multilingual interface and search
facilities, with datasets from across the EU.
The work with the Member States should lead to:
· the formulation and implementation of open public data policies in all Member
States by early 2013.
· 1/3 of all available structured government data in the Member States searchable
through the pan-European data-portal by 2015.
Overall envisaged impact:
· by 2017 (three years after the expected transposition date of the Directive on the
reuse of public sector information), the overall gains of PSI re-use to reach
€100 bn per year in the EU, including
Table 9.2 - Open Data Strategy - Targets
(Source: European Commission, 2011b)
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APPENDIX

B:

OGD

MOBILE

APPLICATION

SCREENSHOTS

10.1

Dublin Parking

Platform Availability: Android and iOS

Screenshots:

Figure 10.1 - Screenshots from Dublin Parking Mobile Application
(Source: Dublin Parking, 2012)
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10.2

Hit the Road

Platform Availability: Android

Screenshots:

Figure 10.2 - Screenshots from Hit the Road application
(Source: Hit the Road, 2012)
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10.3

UK Pharmacy

Platform Availability: Android and iOS

Screenshots:

Figure 10.3 - Screenshots from UK Pharmacy application
(Source: UK Pharmacy, 2010)
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10.4

USA Jobs

Platform Availability: iOS

Screenshots:

Figure 10.4 - Screenshots from USA Jobs application
(Source: USA Jobs, 2011)
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APPENDIX C: DUBLINKED METADATA TEMPLATE

Title
Subject
Description
Categories
Keywords
Agency
Collection Purpose
Region of Coverage
Update Frequency
Date of Last Revision
Date Range
Date of Creation
Date of Publication
Distribution Format(s)
Download Link(s)
Access Permissions
Licence or Use Constraints
Language
Spatial Projection
Geographical Centroid or Bounding Box
Related Datasets
Table 11.1 - Dublinked Metadata Template
(Source: Dublinked, 2012b)

104

12

APPENDIX

D:

EXPERIMENTAL

APPLICATION

SCREENSHOTS

Figure 12.1 - Experimental Application: Main Menu

(Source: Authors Experimental Application)

Figure 12.2 - Experimental Application: Accessible Parking (Locations and Dialog)

(Source: Authors Experimental Application)
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Figure 12.3 - Experimental Application: Bring Banks (Locations and Dialog)

(Source: Authors Experimental Application)

Figure 12.4 - Experimental Application: Protected Structures (Locations and Dialog)

(Source: Authors Experimental Application)
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Figure 12.5 - Experimental Application: Schools (Locations and Dialog)

(Source: Authors Experimental Application)
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APPENDIX E: INTERVIEW TRANSCRIPTION

Interview Date: Thursday 14th June 2012
Interview Time: 11:30am
Location: The Studio, Dublin City Council, Civic Offices, Wood Quay, Dublin 8
Attendees: Deirdre Ni Raghallaigh, Peadar Fitzpatrick (Author)

Author: What is the process involved in deciding which datasets should be
selected for public consumption?
Deirdre: Okay, well I suppose there’s two things, one was the process involved at the
launch. We inducted a council and then the four local authorities probably took the
same approach is that we decided is that we needed to start in some area we’d already
been doing some work with IVM on the Smart Cities Initiative we were aware of data
in say, environment, working water and in Roads and Traffic. So we said that what we
would do was we would take three areas so we took environment and engineering,
because there had already been a state there in water, we took roads and traffic and we
took planning and development. We took those three areas really because, partly
because smart cities were in that area but also partly because we knew there was
interest particularly in roads and traffic and in environmental data. And the third thing
was that they proved to have the least data protection issues in that if you went to
housing or some other departments there was a lot more data aggregation need and
things like that. So the process now is that in say like Dublin City Council is that we’re
going out with finance, housing, recreational and leisure facilities and corporate,
council meetings, all that kind of stuff. So we’re going through the thing, at the
moment what we are asking people to do is to identify all major datasets within their
department and to describe the datasets; how they’re kept, whatever. Then the next
step is we ask them can some, all or none of that dataset be released.
Author: Is that because it’s sensitive data?
Deirdre: Yes. Then we ask them why it can’t be released. Usually there are no
problems but for some they would say that these fields have to be removed. But if they
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say that none of the datasets can be released we ask them to justify that. What we hope
to get out of it at the end is a catalogue of datasets which this organisation never had
and who’s maintaining them, what format they are being maintained in and all that. So,
like say at the moment now, I have probably, finance have identified sixty-nine
datasets to me, but at the moment I can see ten that could be published quite easily, so
I’ll go ahead and publish those ten and then you’d negotiate about the rest.

Author: So then the next question is that for the variety of datasets available for
you to produce, how is the metadata template for those formed?

Deirdre: I suppose when we started collecting the data first and we said so what will
we do about metadata? There was a process where National University of Ireland
Maynooth who obviously have experience in this area and IBM who are very helpful
on this who are our technical partners, and what we did is an audit of all the metadata
like Dublin Core, INSPIRE, other metadata formats what the other open data sites like
DataLondon, the UK, Data.gov, what kind of metadata they were using. So we created
up this template and it said all of them are using x, for example. Then we said what
we’ll do is also public bodies have an obligation to follow INSPIRE for spatial data,
not for other data types. But INSPIRE is very lengthy and very difficult and we didn’t
want it to be a deterrent to get out datasets up. So what we did is we said we’d use
these core ones, it’s a version 1.0, we’ll add metadata as people tell us what they want.
We won’t make non-spatial data go through all these hoops that it doesn’t need to go
through, but we use the same terminology that INSPIRE uses so that you could
federate the datasets.

Author: What mechanisms are in place to facilitate the update of datasets and
notify users of these updates?

Deirdre: We are just actually going live with our first dynamic traffic dataset which
will probably be released by the end of the week called ‘trips’. But again at the launch
we weren’t going to worry about integration and we’d go out with datasets partly to
see the reaction of people. We weren’t going to integrate something when we didn’t
know how people would use them in the long run, or in what formats etc. So, at the
moment, we have ‘integrated planning’, that’s updated daily. So say Dublin City have
109

‘integrated planning’ and so have Fingal. I don’t think the other two (SDCC and DLR)
have yet. Now we’ll have our ‘trips’ dataset which is journey times from points around
the city to the city centre and things like that. Then, for future more complex datasets
like ‘realtime passenger’ we will probably put in an API. But there is then a school of
thought that we should put out a sample dataset as well because API is a very distinct
user group so again probably with ‘trips’ we’ll put out a sample dataset again as well
as the dynamic. I think as well only some datasets are really that much (affected by
temporal issues),I think maybe rainfall, water, ultimately maybe housing and things
like that will probably be integrated but a lot of our datasets are just annual. So it’s
easier just to get an email update.
Author: So, would that be the dataset owner coming to you and going we’ve
updated this dataset now?
Deirdre: We actually at the minute we’re designing a process where the maintainers
will get reminders to say like, the 2011 stats need updating and linking them so they
can see what was available from last year. But we didn’t design that process, at the
beginning it was very cut and paste so now we’re trying to systemise it, so that’s what
we’re doing here.

Author: Are there any factors which influence the formats that the data is being
made available?
Deirdre: We did look at formats and what is strictly an open format and what isn’t,
excel isn’t a strictly an open format, CSV is. We decided to go with CSV but we did
put some out (in Excel). We put out some shapes files because we felt there wasn’t a
good open alternative and that a lot of people in the industry could find a way of
opening, that there were tools out there that people could open them. We have since
acquired an FME server so, which we hope to be able to at least ourselves convert
because saying I’m not a technologist but I was putting out files I couldn’t actually
open myself, which is difficult to (develop) metadata for. I think Fingal Open Data has
been much more, you know (structured), they have used CSV, KML, XML or
whatever. I have a question about one dataset at the moment coming from SQL, so
what’s a good format for this? Our philosophy is to get the stuff up and where possible
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we put it in CSV or XML, but if it wasn’t possible we’d let other people try and
(convert it). I know in Norway they have things like a data hotel where public bodies
can put the data in the hotel and other people work on it for you, and I thought that was
an interesting concept.
Author: What level of quality control exists, let’s say, in-house (before the data is
released?)

Deirdre: Well what has happened, at the moment Dublin City Council, and this would
be just Dublin City, the other local authorities would have their own, I have an
authoriser in each department who is releasing data so I explain to them and I have
given them guidelines which say, for example, if there is a comments field check for
personal details and make sure there is nothing in it. So I give them guidelines but
when I’m telling them when they’re authorising them it’s for publication. Sometimes
the datasets are very large, so if possible I check the datasets and just see, like say last
year we released the fire brigade and ambulance call outs and now even though they
had removed the exact address though they had it geolocated to where they went to,
but they had left in the time that they arrived at the house, the time they departed their
incident. They had the cause of the incident and what happened. It could be attempted
suicide or it could be a miscarriage or whatever, so I took out that field because I felt
that if you had seen an ambulance on your road at that time you might have been able
to put two and two together. So, sometimes even if the personal data is out, you
remove another field if you think someone could be identifiable. Again we did it for
disability parking, we had a disabled parking set. In our particular dataset it said its
outside number 17 Raglin Road or whatever, that’s fine in the city centre that doesn’t
matter because they’re public. But usually in the suburban, you put in a disabled
parking spot outside somebody’s house who’s disabled. So again it was just, it could
be highlighting where there was, you know, so I just left it that it was the road, or
whatever.
Author: But in terms of datasets where there isn’t full completeness, is that just
go with the go quick approach?
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Deirdre: Basically our thing was to put it up. What we did is there was a comment
within the metadata that has caution about that this dataset only covers part of the city
or this dataset was only kept for, and even the metadata that explains the reasons for
gathering the data is that we were gathering this for, you know, so we try and put up
where we know that there isn’t completion or sometimes, say river basins ones, or
whatever, is our datasets overlaps with Fingal datasets? So that you have to be careful
with the boundaries here, you know. But again our philosophy was to get it out early
and ugly.

Author: I know you have mention INSPIRE for spatial data, but are there any
other guidelines at a national or local level which influence on (quality of data)?
Deirdre: Well obviously data protection and there’s…
Author: I know there’s the PSI directive.
Deirdre: Yeah actually we’ve used those keywords, because we use the UK’s public
sector vocabulary, PSV. Again there’s no authorised descriptors in Ireland for
government or local government sites. In a way we wanted this to be comparable
internationally so we used PSV keywords, even though sometimes they call some
things different ways than we call them in house, but we use the PSV.
Author: They don’t actually deal with anything in relation to the underlying data
in that it has to be released in this and this (different formats), and there has to be
so much completeness, etc.?

Deirdre: No. Our thing was to get out sample sets and see what the reaction was, so
we didn’t worry, we felt that if we went down all the guidelines we’d never get it out.

Author: I guess this leads on to the next question. What would be the biggest
obstacles from taking a dataset from initial collection to final publication?

Deirdre: The biggest obstacles, in a way is when you are talking to the departments
they really don’t see why you are doing this or why their data would be interesting and
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the value of it. Who’ll use this, they worry about. Sometimes, now not always, they
worry about people misinterpreting their data, or maybe interpreting it correctly! So
there’s a cultural thing and you have to say and you have to show, now it’s easier now
than it was at first because you can show them Dublinked and they can see what other
departments have released and things like that. So that’s one. The second is, there is a
piece of negotiating, usually there is clear ones that can’t publish and we all agree you
can’t publish, and there are clear ones that can be published. It’s the ones in the middle
you have to spend a lot of time negotiating about why it couldn’t be released and then
you find that there’s these cross authorisation on say, we do some things on behalf of
the other three local authorities like fire brigade, we do flood control, Fingal does other
work, is whose data is it actually, and then there’s the authorisation issue and that
becomes a bit, you know, who’s authorised to release this? That has been an issue now
even people have authorised us to do things last year and you come back for it, it starts
off the whole rigmarole again. Then with some datasets, I’d would say 80% of datasets
are quite easy, you look at them, you take out, you know, you tidy them up, you
standardise your headings, you take out acronyms, so it’s pretty straightforward. Some
datasets are very complex, and sometimes you find that even the department, in
particular older legacy systems, the department themselves don’t actually understand
all the data fields, so with our telemetry data and water it was clear to us that some
fields obviously weren’t being used by the departments themselves anymore so but
they weren’t quite clear why they were there. So, and then spatial, now, this year and I
didn’t do this last time, I’ve somebody with spatial background who is describing
spatial data and things like that, so, a technician or whatever. So now I suppose we are
getting towards the more complex, the ones we have ignored, the dynamic datasets and
trying to find a way to get those up, and as an organisation we have to think out how
we are doing this, how we are doing API’s, how we’re managing them, the firewall,
how the stuff goes from us to IBM. Everything within the organisation isn’t always
within our firewall, often traffic has their own firewall. Often you have to think out the
issues, you know, and then you need people who are quite technically literate to do all
this and that can be an issue within some departmental areas. But then obviously, if
you get a lot of that dynamic data up you never have to worry about it again.

Author: From the feedback received to date what would you say are the positives
and negatives of the (Dublinked) initiative as indicated by the data consumers
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Deirdre: At the beginning I think there was a thing, god it’s great that the data is out
there, and that people had done it. Then we got the criticism, there was different parts.
From the tech end there was the non standardisation that the four bodies had put out,
that we describe data differently. There was arguments about whether some formats
are open or not and this would have come back at out various workshops. People
would have said that perhaps say some of our data people really felt that you had to
have a GIS background to use some of the data, but what happened then is we started
standardising the ones with the biggest impact. We started with planning and we’ve
got that out in a format, but that what our users say like Ciaran Kilsenan of mypp or
whatever, is that its fine us getting out and Fingal but he wants to do something
nationally and there are 38 other local authorities. Sometime people want to know
about updating, not so much as you would think but the real wait now is for the
dynamic data. Some people now are saying that they worry about us just going down
the API route, particularly people who are more into open data from a citizenship and
transparency point of view, they feel API’s are (problematic). So we have to think are
we also putting out sample sets of data so other people can see them, that will be an
issue. And then people are asking for data from other bodies now, so people are
coming to us saying could they have Gardai data that parallels to that or the National
Transportation Authority, the RPA data. So I would say of our data now and I haven’t
looked at this, and I am sure we can give you the stuff is just what data requests we
have got and the responses (if you go to Dublinked and NUIM). You know you would
find that about half the data requests aren’t actually our data or either they are not our
data or we actually don’t have that data. We have a few about dog wardens, where we
pick up stray dogs and is it geolocated and we don’t even record that. You know we
might record that it was picked up in Raheny but we don’t record the exact (location),
so people think of more specific data than you do have. Then other people have
pointed out data inconsistencies, like that three of us have the record of protected
structures up, actually there was a very good (presentation) at the technical workshop
in December I think the papers are up. There was a very good presentation by
somebody who compared all the datasets in Dublinked from the four Dublin local
authorities, somebody from Irlogi, and just the differences between them, what we had
up, what we didn’t have up, what we put in the protected zone and that was interesting
thing for us all.
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Author: Well yes, there are three different coordinate representations like Irish
Grid, ITM and GPS and trying to mash that together becomes hard.
Deirdre: Yeah, and I’m aware of that. Now hopefully, now that say we have our FME
server we should be able to translate some of that and put out in different
(representations) or translate across or whatever, which would we be great. But now,
we have attended workshops and app developers, and now Dominic (Dominic Byrne
Fingal Co. Co.) would be very good with that cause he would dealt more with the nuts
and bolts of it.

Author: Given everything that Dublinked has done so far, how do you see the
Open Data Strategy for Europe affecting it or impacting upon it?

Deirdre: Well I actually think it will probably be three years down the line by the time
it comes, but it certainly is a very positive support for open data. I think that really
what it will make ultimately is that, you know the default is that data isn’t open and
Dublinked is all about economic activity, I’m not sure open data is around long enough
to know how much it impacts on the economy an can people actually make a living in
this space. But I would have a fear sometimes that open data would become very
legalistic with data protection and things like that. And the other thing is that there are
costs, like we have put in an extra server now and things like that, but if you look at
public bodies as a whole there are costs, there are staffing costs, there are time costs
but there are also investments and things like that. If you look at the whole government
sector, that will be an issue. But on the positive side, I’m a big believer in if you want
people to do things there has to be something in it for them. I think ultimately open
data would be the way public bodies will store their own knowledge in house and it
will be a big knowledge management tool. And I think that would be a good way for it
to be paralleled.

Author: What support mechanisms would you like to see from a national or
European level to I guess in the future for further production of OGD. Do you
think it will go centrally?
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Deirdre: Will I think Ireland is a small enough country and actually one of the benefits
from the Open Data Strategy ultimately for public bodies is I think it will standardise
the way we keep data and I think that we’ll start looking at each other’s data and say
look why don’t we all just adopt that format and things like that will be positive. I
suppose at national level I would like to see people getting out datasets. I would like to
see Gardai and crime stats, I would like to see a lot of health stats and things like that. I
think that putting a lot of data out at the moment could help generate options on how
we deliver services, like that if people could look at actually what is being say spent in
a certain area or spent on a certain topic by a number of agencies and things like that,
you know. I think there is some about national level, I’m not feeling the drive at the
moment, like there are early (signs) but I’m not feeling that there is anybody driving it.
People are saying that it’s coming and things like that, they are sort of interested but
it’s not in the mainstream yet.
Author: I guess with central government it’s going to be a lot more bureaucratic
and hard to (get the data out)?

Deirdre: Yeah, but they could have big benefits as well, and it would be good if it
was driven along with the changes in I.T. and things like that and open source and that
kind of thing, if it was being considered equally within that mix. At European level, I
thing its good because I think it will lead to standardisation, I think it will lead us to
looking across and I think at the moment we all are doing things our own way and
things like that, so, and you do feel that there is a drive there, and I do they think they
feel it is core.

Author: The Dublinked membership, is there any plans to (open up the
membership to all), or why is there certain restrictions on member only datasets?

Deirdre: Ok, this was a decision that was taken early on. In a way the data is a tool to
bring people together from different sectors, to create synergies. They wanted a reason
for members to come together. But also we realised pretty early on that there were
certain datasets that people wouldn’t release in an open format without knowing who
was using it. So like Ordinance Survey, I would release some of their mapping but
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they wanted to know who had used it. In the members zone you know who the
members are, you know who has access so they have an access history. And we also
wanted a place where we could put something we didn’t know how to release, and say
look we have this dataset, it’s not open we don’t really know how (to release it) and
that people could tell us what to do with it, and ultimately we wanted a zone where
maybe people might share insights. Say some of the businesses communities in town
have done research on tourists, they may not be willing to make that public but they
might be willing to make that available to members. So the way we see it is data that
people are willing to share to a certain extent but aren’t willing to make it fully open,
and in our thing is at least its making it available (to those who want to see it). Now at
the moment about 90% of our data is available in the open zone and about 10% is in
the membership zone. We also decided we haven’t charged for membership yet and
partly there was two reason. One is money; we wanted to have a number of events that
people felt it would be worth joining, a sort of freemium model. But the next thing is
we had issues sorting out the legal’s about data users liability and all that kind of thing
and so that’s just been sorted out.
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