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Key Points:
• Data-driven super-parameterization (DD-SP), in which the equations of small-scale
processes are integrated using deep learning, is proposed.
• Tests with Lorenz systems find the cost-effective DD-SP having accuracy compa-
rable to SP and outperforming data-driven parameterization.
• Transfer-learning is shown to effectively improve the generalization of data-driven
models to systems that are more chaotic.
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Abstract
To make weather/climate modeling computationally affordable, small-scale processes are
usually represented in terms of the large-scale, explicitly-resolved processes using physics-
based or semi-empirical parameterization schemes. Another approach, computationally
more demanding but often more accurate, is super-parameterization (SP), which involves
integrating the equations of small-scale processes on high-resolution grids embedded within
the low-resolution grids of large-scale processes. Recently, studies have used machine learn-
ing (ML) to develop data-driven parameterization (DD-P) schemes. Here, we propose
a new approach, data-driven SP (DD-SP), in which the equations of the small-scale pro-
cesses are integrated data-drivenly using ML methods such as recurrent neural networks.
Employing multi-scale Lorenz 96 systems as testbed, we compare the cost and accuracy
(in terms of both short-term prediction and long-term statistics) of parameterized low-
resolution (LR), SP, DD-P, and DD-SP models. We show that with the same compu-
tational cost, DD-SP substantially outperforms LR, and is better than DD-P, particu-
larly when scale separation is lacking. DD-SP is much cheaper than SP, yet its accuracy
is the same in reproducing long-term statistics and often comparable in short-term fore-
casting. We also investigate generalization, finding that when models trained on data
from one system are applied to a system with different forcing (e.g., more chaotic), the
models often do not generalize, particularly when the short-term prediction accuracy is
examined. But we show that transfer-learning, which involves re-training the data-driven
model with a small amount of data from the new system, significantly improves gener-
alization. Potential applications of DD-SP and transfer-learning in climate/weather mod-
eling and the expected challenges are discussed.
1 Introduction
Some of the key components of the Earth system, such as atmospheric and oceanic
turbulent circulations, involve multi-scale, multi-physics, chaotic processes. Because ex-
plicitly solving for all processes and scales is computationally prohibitive, in most of the
current climate and weather models, which have, respectively, typical horizontal grid res-
olution of O(100) km and O(10) km, parameterization schemes are used to represent small-
scale, subgrid processes (denoted with Y or Z hereafter) in terms of large-scale, resolved
processes (denoted with X hereafter), e.g., as
Y = P (X), (1)
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where P is a physics-based or semi-empirical function (Hourdin et al., 2017; Schneider,
Teixeira, et al., 2017; Jeevanjee et al., 2017; Rasp et al., 2018; Rasp, 2019; Palmer, 2019;
Chattopadhyay et al., 2019). However, despite much efforts, some of these often heuris-
tic parameterization schemes, e.g., for clouds or gravity waves, have major shortcomings
that result in persistent biases and large uncertainties, degrading weather forecasts and
climate change projections (Alexander et al., 2010; Sigmond & Scinocca, 2010; Stevens
& Bony, 2013; Bony et al., 2015; Schneider, Teixeira, et al., 2017; Polichtchouk et al.,
2018).
In the past two decades, an alternative approach called super-parameterization (SP)
has been explored, in which the governing equations of Y are solved on a high-resolution
grid embedded within each grid point of the low-resolution grid used for solving the gov-
erning equations of X (Grabowski & Smolarkiewicz, 1999; Khairoutdinov & Randall, 2001;
Majda & Grooms, 2014). In practice, to reduce the computational cost, a simplified ver-
sion of the governing equations of Y (e.g., 2D rather than 3D) are solved; still, SP is ex-
pected to outperform parameterization because it is based on solving governing equa-
tions rather than heuristic approximations. Furthermore, the two-way coupling between
the equations of X and Y in SP allows for accounting for transient responses of Y to changes
in X, which can be important when there is no distinct (spatial and/or temporal) scale
separation between X and Y . Such transient responses are missing from parameteriza-
tions such as Eq. (1), which assume instantaneous quasi-equilibrium between X and Y
(Yano & Plant, 2012; Hassanzadeh & Kuang, 2016; Palmer, 2019). The super-parameterized
Community Atmospheric Model, SP-CAM (Khairoutdinov & Randall, 2001), has been
shown to outperform the parameterized CAM in simulating the Madden-Julian Oscil-
lation and some aspects of precipitation extremes (Benedict & Randall, 2009; Andersen
& Kuang, 2012; Kooperman et al., 2018). Super-parameterized E3SM (Hannah et al.,
2020), regional SP in a global circulation model (GCM) (Jansson et al., 2019), SP in ocean
modeling (Campin et al., 2011), and stochastic SP of geophysical turbulence (Grooms
& Majda, 2013) have been explored in recent years too and shown promising results. How-
ever, super-parameterized models are computationally much more demanding than pa-
rameterized models, which limits the applicability of SP.
In the past few years, data-driven modeling of subgrid processes using recent ad-
vances in machine learning (ML) has been explored in prototype chaotic dynamical sys-
tems and GCMs (Schneider, Lan, et al., 2017; Rasp et al., 2018; Brenowitz & Brether-
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ton, 2018, 2019; O’Gorman & Dwyer, 2018; Bolton & Zanna, 2019; Gagne et al., 2020;
Beucler et al., 2019; Yuval & O’Gorman, 2020). In most of these studies, the aim is to
learn a data-driven representation of P in Eq. (1) from observations and/or high-fidelity
simulations. We refer to this general approach, which often employs feed-forward neu-
ral networks, as data-driven parameterization (DD-P). While these studies have shown
promising results, for practical use, issues such as ML method selection, stability of nu-
merical solver-neural network coupled model, and generalization need to be further ad-
dressed. Generalization, the ability of a data-driven model to work accurately for a sys-
tem with data distribution that is different from that of the training dataset, is partic-
ularly important, given the natural and anthropogenic non-stationarities in the climate
system (Rasp et al., 2018).
In this paper, we aim to further explore the applications of ML to improve the rep-
resentation of subgrid processes. Specifically, the objective of this paper is two fold:
1. Introducing a novel, cost-effective framework: data-driven super-parameterization
(DD-SP),
2. Showing that transfer-learning improves generalization.
Regarding objective 1, recent work has shown that some types of recurrent neural net-
works (RNNs) can data-drivenly integrate differential equations of multi-scale chaotic
systems accurately for hundreds of time steps (Chattopadhyay et al., 2019). Building
on these results, we propose a DD-SP framework in which the equations of Y , which con-
stitute the computationally expensive part of the SP framework, are integrated data-drivenly
at high resolution using an RNN at low computational cost, while the equations of X
are integrated on a low-resolution grid using common numerical solvers. The overarch-
ing goal of this new approach is to achieve the accuracy of SP with the computational
cost of physics-based or data-driven parameterization.
To provide a proof-of-concept for DD-SP, here we use a chaotic Lorenz 96 system
that has three sets of variables with different scales (in the order of decreasing scale: X,
Y , and Z). For solving this system, we develop a number of models that mimic high-
resolution (HR), parameterized low-resolution (LR), super-parameterized (SP), data-driven
parameterized low-resolution (DD-P), data-driven super-parameterized (DD-SP), and
fully data-driven (DD) climate/weather models (see Fig. 1). We compare the compu-
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tational cost and accuracy of these models for short-term spatio-temporal forecasting and
reproducing the long-term statistics of the chaotic, multi-scale system. We also exam-
ine the effect of temporal scale separation between X and Y on the performance of DD-
P and DD-SP.
Regarding objective 2, we examine how DD-P, DD-SP, and DD models generalize
when the forcing of the Lorenz system (and thus its chaoticity) increases. When gener-
alization is poor, we show, for the first time to the best of our knowledge, that transfer-
learning (Yosinski et al., 2014), which involves re-training the neural network with a small
number of samples from the new system, improves generalization of data-driven mod-
els for subgrid processes.
The paper is organized as follows: The multi-scale Lorenz 96 system and its nu-
merical solution are described in Section 2, followed by descriptions of the the numer-
ical and data-driven parameterized and super-parameterized models in Section 3. The
performance of these models for short- and long-term spatio-temporal predictions are
compared and the issue of generalization and application of transfer-learning are discussed
in Section 4. Potential applications of the proposed models and future work are discussed
in Section 5.
2 The Multi-scale Lorenz 96 System and Data
To test the performance of the models mentioned above, we use a multi-scale Lorenz
96 system (Thornes et al., 2017):
dXk
dt
= Xk−1 (Xk+1 −Xk−2)−Xk + F − hc
b
ΣjYj,k (2)
dYj,k
dt
= −cbYj+1,k (Yj+2,k − Yj−1,k)− cYj,k + hc
b
Xk − he
d
ΣiZi,j,k (3)
dZi,j,k
dt
= edZi−1,j,k (Zi+1,j,k − Zi−2,j,k)− geZi,j,k + he
d
Yj,k (4)
where i, j, k = 1, 2, . . . 8, i.e., there are 8 equations for X, and 64 and 512 equations for
Y and Z, respectively. This set of coupled nonlinear ODEs is a 3-tier extension of Lorenz’s
original model (Lorenz, 1996) and has been used in several recent studies as a testbed
for applications of ML to chaotic and weather/climate systems (Schneider, Lan, et al.,
2017; Dueben & Bauer, 2018; McDermott & Wikle, 2019; Watson, 2019; Chattopadhyay
et al., 2019; Gagne et al., 2020).
–5–
manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)
In Eq. (2), F is the large-scale forcing. Unless stated otherwise, F = 20 is used,
which makes the system highly chaotic. Coefficients b, c, d, e, g, and h determine the rel-
ative amplitudes and varibilities of X, Y , and Z. In this study, as discussed below, we
use two sets of coefficients leading to Case 1, in which there is clear scale separation be-
tween X and Y , and Case 2, in which there is little scale separation between these two
variables.
2.1 Case 1: Scale separation between X and Y
In this case, b = c = e = d = g = 10 and h = 1. Figure 2 shows examples of the
chaotic temporal evolution of X, Y , and Z obtained from directly solving Eqs. (2)-(4)
using a 4th-order Runge-Kutta (RK4) scheme (see Section 3.1). These examples demon-
strate that X has large amplitudes and slow variability; Y has relatively small ampli-
tudes, high-frequency variability, and intermittency; Z has small amplitudes and high-
frequency variability. In this case, there is (temporal) scale separation between X and
Y , which justifies assuming instantaneous quasi-equilibrium between X and Y , and us-
ing parameterizations of the type of Eq. (1) with physics-based or data-driven P (Arnold
et al., 2013; Hassanzadeh & Kuang, 2016; Khodkar et al., 2019).
2.2 Case 2: No scale separation between X and Y
In this case, b = e = d = g = 10, c = 8, and h = 0.5. Figure 3 shows examples
of the chaotic temporal evolution of X, Y , and Z. In Case 2, like in Case 1, these vari-
ables have different amplitudes. However, unlike in Case 1, X and Y (and Z) have sim-
ilar time scales and there is no distinct temporal scale separation. Therefore, in Case 2,
one cannot assume quasi-equilibrium between X and Y , i.e., Y can be determined only
from X and the transient response of Y becomes important. Lack of scale separation makes
parameterizations of the type of Eq. (1) vulnerable to inaccuracies (Palmer, 2019; Yano
& Plant, 2012). Note that many processes in the weather/climate system lack clear spatio-
temporal scale separations (Gross et al., 2018).
3 The Numerical and Data-driven (Super-) Parameterized Models
Below we describe the various numerical and data-driven parameterized or super-
parameterized models that are compared in Section 4. These models are schematically
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Table 1. Normalized computational cost of each model. Cost is evaluated as the number of
equations that are needed to be solved numerically to compute X(t + 10∆t) from X(t). Costs
are normalized such that the cost of DNS is 1000. Computational cost of neural networks in DD,
DD-P, and DD-SP is assumed 0.
Model Direct High- Super- Data-driven Fully Data-driven Low-
numerical resolution parameterized super- data-driven parameterized resolution
simulation parameterized
(DNS) (HR) (SP) (DD-SP) (DD) (DD-P) (LR)
Cost 1000 123.3 111.0 1.4 0 1.4 1.4
shown in Fig. 1. Their computational costs are summarized in Table 1. Note that in de-
signing the models and assessing their accuracy and cost, we assume that only predict-
ing the large-scale variable X at time scales longer than 10∆t is of interest; we might
solve for the small-scale/high-frequency variables Y and Z, but only because of their ef-
fects on X, and these variables themselves are not of interest.
3.1 Direct Numerical Simulation (DNS)
In DNS, Eqs. (2)-(4) are numerically integrated using a RK4 scheme with time step
∆t = 0.005. This time step is dictated by the numerical accuracy/stability requirements
imposed by high-frequency variables Y and Z. Here, the terminology of “DNS” is used
for convenience to refer a model in which all scales are resolved and no equation is sim-
plified or ignored. Data from DNS are taken as the “truth” and the accuracy of each mod-
els is compared with respect to DNS. DNS data are used for the training and validation
of data-driven models.
3.2 The High-resolution (HR) Model
In HR, Eqs. (2) and (3) are integrated numerically using a RK4 scheme with time
step ∆t. Variable Z (Eq. (4)) and the last term in Eq. (3) are ignored. Note that Z could
be parameterized in terms of Y (as for example, done in Thornes et al. (2017)), but that
would lead to little improvements in the model. The HR model is computationally cheaper
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than DNS (by a factor of ∼ 8), but still represents the class of models that are currently
computationally too expensive to use in practice.
3.3 The Low-resolution (LR) Model
In this model, evolution of X is obtained from numerical integration of an equa-
tion that is similar to Eq. (2), but in which the effects of Y on X are parameterized us-
ing function Up
dXk
dt
= Xk−1 (Xk+1 −Xk−2)−Xk + F − Up(Xk) (5)
Following Thornes et al. (2017), we use the following stochastic parameterization scheme:
Up(X) = Udet(X) + e(t) (6)
Udet(X) = a0 + a1X + a2X
2 + a3X
3 + a4X
4 (7)
e(t) = φe(t−∆t) + σe(1− φ2) 12 z(t) (8)
where φ is the lag-1 auto-correlation, σe is the standard deviation of the stochastic ten-
dency, and z(t) is white noise with unit standard deviation; z(t) ∼ N (0, 1). The coef-
ficients of Eq. (7) are determined using a 4th order polynomial fit.
Equation (5) is solved numerically with a RK4 scheme with time step 10∆t. Note
that in this “low resolution” model, we are not solving any equation for Y (and ignore
Z), which allows us taking larger time steps in the RK4 solver. The LR model is com-
putationally much cheaper than the HR model (by a factor of ∼ 88; see Table 1), and
represents the class of models that are most commonly used in practice, i.e., low reso-
lution with semi-empirical or physics-based parameterization.
3.4 The Super-parameterized (SP) Model
As summarized in Fig. 1, in SP:
1. Eq. (2) is numerically integrated using a RK4 scheme with time step 10∆t, e.g.,
to find X(t) from X(t− 10∆t) (and using Y (t− 10∆t) and Y (t)).
2. X(t) is fed into Eq. (3), which is numerically integrated using a RK4 scheme with
time step ∆t to find Y (t + 10∆t) from Y (t). Variable Z (Eq. (4)) and the last
term in Eq. (3) are ignored.
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3. The computed Y (t+ 10∆t) is then used in Step 1 to find X(t+ 10∆t) and the
cycle continues.
This setup follows the same SP philosophy for dealing with multi-scale systems used in
super-parameterized GCMs such as SP-CAM. However, in such models, a simplified ver-
sion of the equations of small-scale processes (e.g., 2D rather than 3D) are solved to re-
duce the computational cost, while here, given the simplicity of the Lorenz system, Eq. (3)
is solved in Step 2 without any simplification other than ignoring the term that involves
Z. As a result, our SP model is just slightly cheaper than the HR model. Still, this setup
is sufficient for our objective, which is to introduce and provide a proof-of-concept for
the DD-SP model (Section 3.7), which is built on this SP model.
3.5 The Data-driven Parameterized (DD-P) Model
This model is similar to LR, except that in Eq. (5), a data-driven representation
of Up is obtained from a feed-forward fully connected artificial neural network (ANN).
Details of the ANN used here are in Appendix A. The ANN is trained with 106 sequen-
tial pairs of X and Y that are sampled every ∆t from the DNS data. The computational
cost of DD-P is the same as LR, and it represents the class of models developed in some
recent studies in which data-driven representations of subgrid processes in the atmosphere
and ocean are learned using ML methods such as random forests, convolutional neural
networks (CNNs), or ANNs (Rasp et al., 2018; O’Gorman & Dwyer, 2018; Brenowitz &
Bretherton, 2019; Bolton & Zanna, 2019; Salehipour & Peltier, 2019; Yuval & O’Gorman,
2020).
3.6 The Data-driven Super-parameterized (DD-SP) Model
The DD-SP model is the same as the SP model (Section 3.4), except that in Step 2,
Eq. (3) is integrated data-drivenly using an RNN rather than using a numerical solver.
The RNN we use here is a gated recurrent unit (GRU); see Appendix B for details. Sim-
ilar to the ANN, the GRU is trained with 106 sequential pairs of X and Y that are sam-
pled every ∆t from the DNS data. Once trained, with an input of X(t) and Y (t), the
GRU predicts the spatio-temporal evolution of Y and computes Y (t+∆t), Y (t+2∆t), . . . Y (t+
10∆t). The last value is fed into Eq. (2), which is then numerically integrated to find
X(t+ 10∆t) (Step 3), and the cycle continues.
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Because of the data-driven rather than numerical integration of Eq. (3), which re-
quires high resolutions, the DD-SP model is computationally much cheaper than the SP
model (by a factor of ∼ 88), and in fact, has the same cost as that of the LR or DD-
P model (with the caveat that here we are assuming that ANNs and GRUs have neg-
ligible computational costs compared to numerical solvers such as RK4; see Section 3.8).
3.7 The Fully Data-driven (DD) Model
Although the purpose of this paper is to explore data-driven representation of sub-
grid processes in numerical models, we have also investigated the performance of a fully
DD model. In this model, following Chattopadhyay et al. (2019), an RNN is trained on
X, which is then used to predict the spatio-temporal evolution of X from an initial con-
dition. The RNN we use here is a GRU (see Appendix C), trained on 106 sequential val-
ues of X(t) sampled at every 10∆t from the DNS data.
3.8 Metrics for Performance Comparison
To compare the performance of the proposed models presented in Section 3, we mea-
sure their accuracy and computational cost. To find the accuracy of short-term forecast-
ing, we first compute the relative error
e(t) =
||Xpred(t)−XDNS(t)||
1
(N+1)
∑τ=N∆t
τ=0 ||XDNS(τ)||
(9)
averaged over 100 randomly chosen initial conditions, each of them outside the training
set. ||.|| is the L2 norm of a vector; N is typically a large integer value (≈ 2000). We
report prediction horizon, in terms of ∆t, defined as when the running mean of e(t) with
a window of 4∆t reaches 0.3. We also report the average of e(t) over the first 100 or 200∆t.
For each initial condition, the prediction horizon is first calculated and then the mean
over all 100 (randomly chosen) initial conditions is evaluated.
To evaluate how well a model reproduces the long-term statistics of the system, we
compare the probability density function (PDF) of the data produced from a long in-
tegration by the model with the PDF of the DNS data. We perform a two-sample Kolmogorov-
Smirnov (KS) test (Massey Jr, 1951) between the samples from the model data and the
DNS data and report the probability (p) of the samples coming from the same distri-
bution. A high (low) probability indicates that the PDF of the model data is similar (not
similar) to the PDF of the DNS data.
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For each model, computational cost is evaluated as the number of equations that
are needed to be solved numerically using the RK4 method to compute X(t+10∆t) from
X(t). Costs are normalized such that the cost of DNS is 1000. We assume the param-
eterization in the LR model, and the ANN or GRU in the DD-P, DD-SP, and DD mod-
els to have negligible computational costs once trained. In reality, there is a computa-
tional cost associated with running an ANN or GRU, as well as associated with data trans-
fer between the CPUs and GPUs. However, to avoid the complex issues related to im-
plementation and algorithm/hardware used for numerical solvers versus neural networks,
we choose not to use more sophisticated measures of cost such as the number of float-
ing point operations or wall-clock time in this study. The normalized computational cost
of each of the models is presented in Table 1.
4 Results
4.1 Short-term Spatio-temporal Forecasting
4.1.1 Precise initial conditions
The short-term prediction accuracy of all models is compared in Fig. 4. In (a) and
(c), the prediction horizon (in terms of ∆t) and the relative error e(t) averaged over the
first 200∆t for predictions starting form precise (noise free) initial conditions for both
Cases 1 and 2 are shown. Averaged over 100 randomly chosen initial conditions, among
the purely numerical models, for both cases, HR has the best performance, followed by
SP, and then LR. For example, for Case 1, the prediction horizons of HR and SP are,
respectively, ≈ 2 and ≈ 1.7 times longer than that of LR, which has the prediction hori-
zon of ≈ 116∆t. The better performance of the HR and SP models comes with a higher
computational cost, about 88 times that of LR (Table 1).
Next, we examine the performance of the DD-P and DD-SP models, which as a re-
minder, have the same low computational cost as the LR model. For Case 1, both DD-
P and DD-SP substantially outperform LR, respectively, by factors of 1.41 and 1.59 in
prediction horizon (Fig. 4(a)), and by factors of 0.44 and 0.32 in averaged error (Fig. 4(c)).
The DD-SP model outperforms DD-P, although by a relatively small margin (factors of
1.1 in prediction horizon and 0.73 in averaged error). Note that in this case, DD-SP has
prediction horizon and averaged error close to those of SP (e.g., 192∆t versus 184∆t),
while being around 88 times cheaper computationally.
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For Case 2, DD-P is even worse than LR (see Fig. 4(a) and (c)), while DD-SP again
markedly outperforms LR, by factors of 1.3 in prediction horizon and 0.53 in averaged
error. The inability of DD-P to provide any improvement over LR is not surprising, as
the absence of scale separation invalidates the quasi-equilibrium assumption needed for
parameterization of the type of Eq. (1). Even though the super-parameterization frame-
work (whether SP or DD-SP) has difficulties in dealing with systems that lack scale sep-
aration too (evident in the larger gap between HR and SP for Case 2 compared to Case 1
in panel (a)), the DD-SP model still provides a substantial improvement over LR. In this
case, DD-SP is not as close to SP as in Case 1, e.g., the prediction horizon of SP is 208∆t
while that of DD-SP is 172∆t; however, as discussed in the next section, if the initial con-
ditions are noisy rather than precise, the difference between the accuracy of SP and DD-
SP largely vanishes.
Note that Fig. 4 also shows the accuracy of fully data-driven prediction (DD), which
is often comparable to that of LR. Although the focus of this paper is on parameteri-
zation and super-parameterization, we include the DD results mainly for examining gen-
eralization, which is discussed in Section 4.3.
Figure 4 is based on relative error averaged over 100 random initial conditions and
provides a fitting measure for a quantitative comparison of different models. Still, to give
the readers another view of the skills of these models, Figs. 5 and 5 show examples of
the spatio-temporal evolution of X from DNS and predicted using SP, DD-SP, LR, and
DD-P for Cases 1 and 2, respectively. For each case, we intentionally pick an initial con-
dition for which DD-SP outperforms SP, to further demonstrate the capabilities of DD-
SP.
4.1.2 Noisy initial conditions
To compare the performance of different models for the more realistic condition that
the initial measurements of X are not precise, we repeat the experiments of Section 4.1.1
but with noisy initial conditions. Random perturbations drawn from N (0, 0.05σX), where
σX is the standard deviation of X, are added to each initial condition and prediction is
conducted. This is repeated for each initial condition 20 times. As expected the predic-
tion horizons of all models decrease, but much more for more accurate models such as
HR and SP (Fig. 4(b) and (d)). While the ranking of the models (in terms of performance)
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Table 2. Two-sample KS tests between the PDF generated from a long-term integration of
each model and the PDF of the DNS data for Cases 1 and 2. p is the probability that the sam-
ples are taken from the same distribution. High (low) p shows good (poor) agreement between
the model-generated PDF and the PDF of the DNS data.
Model HR SP DD-SP DD DD-P LR
p: Case 1 1.00 1.00 0.99 0.99 0.99 0.90
p: Case 2 1.00 1.00 0.99 0.99 0.75 0.71
does not change compared to what we find with precise initial conditions, the advantages
of DD-SP over other models become clearer. For example, in comparison to computa-
tionally cheap models, for both Case 1 (2), the averaged error of DD-SP is 0.45 (0.83)
of that of LR and 0.69 (0.55) of the averaged error of DD-P. In comparison with SP, which
is 88 times costlier, DD-SP has a quite similar averaged error and just slightly lower pre-
diction horizon (by a factor of around ≈ 0.93) for both Cases 1 and 2.
4.2 Reproducing Long-term Statistics
The short-term forecasting results of Section 4.1 are most relevant to weather fore-
casting. Below, we examine the ability of each model in reproducing the long-term statis-
tics of the system, i.e., in simulating the system’s climate. In Fig. 7, the PDFs of the data
generated from a long integration of each model are compared with the PDF of the DNS
data. We particularly examine the tails of the PDFs, because accurately reproducing the
statistics of the rare events of a system is important, e.g., to study the climate extremes.
Note that “long integration” refers to integrations that continue well after the predicted
trajectories deviate from the DNS trajectories (note that we find all models that used
ANN or GRU to be numerically stable for as long as the integration is continued; see Ap-
pendix B and Section 5).
Figures 7(a)-(e) and two-sample KS tests in Table 2 show that for Case 1, with the
exception of LR, all models accurately reproduce the long-term statistics of the system,
even at the tails. However, for Case 2, Figs. 7(f)-(j) and the KS tests show that the PDFs
produced by LR or DD-P do not match the PDF of DNS, and in particular, there are
large deviations at the tails. The DD model captures the PDF well, although at the right
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tail (Figs. 7(h) and (j)), the match is not as good as that of DD-SP. These results show
the clear advantage of DD-SP as the best-performing low-cost model in reproducing the
long-term statistics of both Cases 1 and 2, even at the tails of the PDFs.
4.3 Generalization to Systems with Higher F : A transfer-learning Ap-
proach
Generalization (i.e., extrapolation) of ML algorithms to new data distributions has
remained a challenge and a source of concern in many applications (Sugiyama & Kawan-
abe, 2012). In climate modeling, the natural and anthropogenic variabilities cause non-
stationarities, which can limit the applicability of a data-driven model that is trained
with a dataset that contains a large amount of data but from a small part of the non-
stationary distribution. For example, Rasp et al. (2018) reported that an ANN-based
DD-P model for moist convection did not generalize when the global sea-surface tem-
perature increased by 4 K. In a more recent study by Scher and Messori (2019a), the au-
thors report the challenges for generalization of an ANN-based fully data-driven model
to an increase in forcing F for a much simpler Lorenz system (Lorenz 63 system). In this
section, we explore the generalization of DD-SP, DD-P, and DD when forcing F is in-
creased from 20 to 24, thus increasing the chaoticity of the system.
The blue squares and black diamonds in Fig. 8(a) show the short-term prediction
accuracy of all models for Case 1 when the training and testing of the models involving
a data-driven component (DD-P, DD-SP, and DD) are conducted on data from the same
system (i.e., same F ). As expected, increasing F leads to a decrease in prediction hori-
zon for both numerical and data-driven models (this is also true for Case 2, see Fig. 8(b)).
For Case 1, when DD and the ANN or GRU in DD-P and DD-SP are trained on data
from the system with F = 20 but the model is tested on a system with F = 24 (black
triangles), we find DD-P and DD-SP to generalize (black diamonds and triangles over-
lap), while DD fails to generalize (i.e., there is a gap between the diamond and trian-
gle). To be clear, in these experiments, for DD-P and DD-SP, the ANN or GRU are trained
on data from F = 20, but the equations for X are integrated numerically with F =
24. Thus we are examining the generalization of data-driven subgrid-scale modeling.
For Case 2 (Fig. 8(b)), both DD-SP and DD fail to generalize. DD-P appears to
generalize; however, note that the the accuracy of DD-P for this case (when trained and
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Table 3. Two-sample KS tests between the PDF generated from long-term integration of each
model and the PDF of the DNS data for Case 2 without transfer-learning (trained on F = 20 and
tested on F = 24) and with transfer-learning (re-training on F = 24 with 1% of original training
size). p is the probability that the samples are taken from the same distribution. High (low) p
shows good (poor) agreement between the model-generated PDF and DNS PDF.
Model HR SP DD-SP DD DD-P LR
p: without transfer-learning 1.00 1.00 0.99 0.99 0.91 0.91
p: with transfer-learning 1.00 0.99 0.99 0.99 0.92 0.90
tested on F = 24) is lower than that of DD-SP, and in fact after DD-SP’s failure to gen-
eralize, its performance becomes just comparable to that of DD-P (and LR). The poorer
performance of DD-P compared to DD-SP when trained on F = 20 and tested on F =
24 can be further seen in the PDFs and their tails (Figs. 9(a)-(e)). The KS tests (Ta-
ble 3) and the tails show that when trained on F = 20 and tested on F = 24 data,
DD-P has difficulty with capturing the PDF and its left tail, while DD-SP (and even DD)
capture the PDFs and their tails well. This is interesting, as Fig. 8(b) already showed
that DD-SP and DD fail to generalize. From what is presented so far, there are a num-
ber of lessons to learn
1. In evaluating generalization, simply inspecting the PDFs is not enough, as mod-
els that might appear to generalize (e.g., DD-SP and DD for Case 2), are in fact
not generalizing. Short-term forecasting is a more challenging test for generaliza-
tion.
2. Generalization is much more challenging for fully data-driven models such as DD
compared to models such as DD-P and DD-SP, in which the equations of X are
still integrated numerically. This is not surprising, as the increase of F does not
change anything in the DD model, while it modifies the equations of X in DD-
P and DD-SP.
3. Overall, generalization is a challenge for all models that have a data-driven com-
ponent. Below, we show how transfer-learning can be used to overcome this chal-
lenge.
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So far, for an ANN or GRU, we use a large number of samples (106) from a sys-
tem with a given forcing (e.g., F = 20) and start with randomly initialized weights and
train to find weights (e..g., WF=20). We show above that WF=20 does not generalize to
a system with F = 24. While we can use this approach to find WF=24, it would require
a large number of samples (e.g., 106) from the system with F = 24 to obtain accurate
results. The idea of transfer-learning (Yosinski et al., 2014) is that using a well-trained
WF=20 and a small number of samples (e.g., just 10
4) from the system with F = 24,
we can find WF=24. The idea is shown in schematically in Fig. 10: rather than random
initialization of weights to find WF=24, the weights are initialized with WF=20 and the
new 10K samples are used to re-train the weights.
Figure 8(a) shows that transfer-learning substantially improves the short-term pre-
diction accuracy of DD for Case 1 and completely closes the generalization gap. Sim-
ilarly, for Case 2 (Fig. 8(b)), transfer-learning closes the generalization gap for DD-SP
and DD. To demonstrate that the improvement in the performance of DD-SP and DD
is truly due to the transfer-learning approach, not simply the use of 10K samples from
F = 24, we also show the results when 10K samples from F = 24 are used with ran-
domly initialized weights (no transfer-learning). The DD-P, DD-SP, and DD models trained
this way (black asterisks) perform very poorly, indicating the power of transfer-learning
when only a small amount of training data from the new system is available. As discussed
above, there is no generalization gap in the PDFs of DD-SP or DD (Fig. 9(a)) and transfer-
learning does not affect the PDFs of DD-SP or DD (Fig. 9(b) and Table 3). Figure 9(b)
and the KS tests show that transfer-learning does not improve the PDF of DD-P, and
this is because the performance of DD-P is degraded by the lack of scale separation.
5 Summary and Discussion
In this paper, first we introduce a DD-SP framework, in which the equations of large-
scale processes are integrated numerically on a low-resolution grid, and the equations of
small-scale processes (which require high-resolution grid to solve) are integrated data-
drivenly. The data-driven integration, enabled by the recent advances in deep learning,
substantially reduces the computational cost of DD-SP and makes it as cost-effective as
parameterized low-resolution models. Figures 4 and 7 show that DD-SP is greatly su-
perior to LR for both predicting short-term evolution and reproducing long-term statis-
tics, and is superior to deep learning-based DD-P particularly when the system lacks scale
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separation (Case 2). DD-SP is computationally much cheaper than SP, while it can re-
produce the long-term statistics as accurately as SP, and predict the short-term evolu-
tion with comparable accuracy as that of SP.
Second, we examine the ability of DD-P, DD-SP, and DD to generalize to systems
that are different from the one they are trained for. By increasing the forcing of the Lorenz
system by 20%, we find that for Case 1, all models except for the fully data-driven model
(DD) generalize, while they have difficulties in generalizing for Case 2. As a remedy, we
show that transfer-learning, which involves re-training the deep learning models with a
small amount of data from the new system (e.g., 1% of the original dataset size), can sub-
stantially improve generalization.
Note that in the course of this analysis, we find that all models appear to gener-
alize for either case even without transfer-learning if, as done commonly, only their PDFs
are examined, unless, one closely inspects the tails. However, quantifying the short-term
forecasting accuracy shows that some of those models are not, in fact, generalizing. We
suggest that to truly evaluate generalization, the performance of models should be ex-
amined beyond just simple inspection of PDFs.
The DD-SP model and transfer-learning both yield promising results in tests us-
ing the multi-scale Lorenz 96 system (only for short-term prediction accuracy; transfer
learning does not improve the tails of the PDF for long-term statistics). Despite its sim-
plicity, this system allows developing different models that follow the current state-of-
the-art modeling approaches (e.g., SP), and clearly reveals the weaknesses of some mod-
els in dealing with lack of scale separation and with generalization. However, to assess
whether DD-SP and transfer-learning can actually improve the representation of subgrid-
scale processes in weather and climate models, more tests using a hierarchy of more com-
plex systems are needed. A two-layer quasi-geostrophic model, a fitting prototype for
oceanic (Bolton & Zanna, 2019) and large-scale atmospheric (Nabizadeh et al., 2019) tur-
bulent circulations, is a natural next system in this hierarchy.
In scaling the approaches proposed here up to more complex systems, one poten-
tial challenge might be accurate, data-driven integration of complex, high-dimensional
governing equations of the small-scale processes. For example, to apply the DD-SP frame-
work to SP-CAM, the 2D cloud-resolving model (CRM) embedded within each point of
the low-resolution grid (or at least part of the CRM) should be integrated data-drivenly.
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Recent studies in the climate science and fluid dynamics communities have shown promis-
ing results of fully data-driven 2D or 3D spatio-temporal forecasting of complex, chaotic
dynamical systems with RNNs, CNNs, or RNNs+CNNs (Dueben & Bauer, 2018; Scher,
2018; Scher & Messori, 2019b; Mohan et al., 2019; Wang et al., 2019; Weyn et al., 2019;
Scher & Messori, 2019a; Chattopadhyay, Nabizadeh, & Hassanzadeh, 2020; Chattopad-
hyay, Hassanzadeh, & Pasha, 2020; Wu et al., 2020; Mohan et al., 2020; Rasp et al., 2020).
Such methods, particularly with some key physics constraints enforced, can be used to
integrate the 2D or 3D governing equations of the small-scale processes data-drivenly.
Note that for fully data-driven forecasting of large-scale processes, the accuracy of
a the data-driven method (and its generalizability) directly determines the accuracy (and
generalizability) of the model, and as discussed in Sections 4.1 and 4.3, the accuracy and
particularly generalizability of such fully data-driven models are limited. However, in DD-
SP, the large-scale processes are still integrated numerically, and the inaccuracies of data-
driven methods only affect the accuracy of the modeling of the small-scale processes. Said
in another word, the numerical solver acts as a correcting mechanism on the data-driven
integration method. The point is that one may not need very accurate data-driven meth-
ods for the DD-SP model to have high overall accuracy because of the use of numerical
solver for the large-scale processes.
While the modeling of data-driven small-scale processes is being performed by a
potentially less accurate deep learning model, a part of the model’s input is coming from
more accurate (numerically solved) large-scale processes which act as a correcting mech-
anism for the deep-learning based integration.
Another potential challenge is instabilities arising from coupling of a data-driven
model with a numerical model. Our DD-P (with ANN) and DD-SP (with GRU) mod-
els are stable (and could be integrated in time for as long as needed); however, such nu-
merical instabilities have been reported for DD-P in more complex systems (O’Gorman
& Dwyer, 2018; Brenowitz & Bretherton, 2018, 2019; Rasp, 2019). The nature of these
instabilities and remedies for eliminating/avoiding them should be thoroughly studied
when DD-SP and transfer-learning are applied to more complex systems.
Finally, here we focus on deterministic DD-P and DD-SP. Stochastic parameter-
ization of subgrid processes, for example for dealing with irreducible model uncertainty
(Palmer, 2012; Berner et al., 2012; Palmer, 2019), can be implemented in ML-based data-
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driven models, for example using generative adversarial networks (GANs) (Gagne et al.,
2020) and physics-constrained GANs (Wu et al., 2020), and should be further pursued
in future studies.
Appendix A Details of the ANN used in DD-P
The ANN used to produce the DD-P results reported in this study has 8 hidden
layers, each of which has 500 neurons with a tanh activation function. The input to the
ANN has 8 neurons and takes X(t), a vector of size 8, as the input, and outputs another
vector of size 8: ΣjYj,k (j, k = 1, 2 . . . 8). Thus the output is an 8-neuron layer too. The
hyperparameters of the ANN, as well as the number of layers, have been optimized with
extensive trial and error in the offline mode. Once trained, the ANN provide a data-driven
representation for Up in Eq. (5). For both Case 1 and Case 2 we have found the same
hyperparameters to yield the best result. The ANN is trained with 106 sequential sam-
ples of (X(t), Y (t)).
Appendix B Details of the GRU used in DD-SP
The equations of the GRU (Cho et al., 2014) used here are:
z (t) = σ
(
W (z)x (t) + U (z)h (t− 1)
)
(B1)
r (t) = σ
(
W (r)x (t) + U (r)h (t− 1)
)
(B2)
h′(t) = tanh (Wx (t− 1) + [r(t) ◦ Uh (t− 1)]) (B3)
h(t) = [z(t) ◦ h′(t− 1)] + [z(t− 1) ◦ h′(t)] (B4)
o(t) = Wouth(t) (B5)
Here, x ∈ <d where d = 72× q and q is the time delay embedding. The factor 72 in d
comes from the sum of the sizes of X and Y : 8 and 64. W (z), W (r), W , Wout, U
(z), and
U (r) are weights to be learnt with the backpropagation-through-time algorithm (Goodfellow
et al., 2016). z is the update state while r is the reset state and h is the hidden state.
The operator defined as [a ◦ b] refers to the Hadamard product between a and b.
Hyperparameters are chosen after extensive trial and error for the GRU used in DD-
SP. The optimized q is 10 for Case 1 and 2 for Case 2. The GRU takes [X(t) Y (t)]
T
,
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[X(t−∆t) Y (t−∆t)]T · · · [X(t− (q − 1)∆t) Y (t− (q − 1)∆t)]T as input and pre-
dicts [X(t+ ∆t) Y (t+ ∆t)]
T
. The prediction iteratively continues until the GRU pre-
dicts [X(t+ 10∆t Y (t+ 10∆t)]
T
at which point, only Y (t+10∆t) is used to feed into
the low-resolution RK4 solver for X, which uses the previous X(t) and Y (t+10∆t) to
predict a more accurate X(t + 10∆t). This is fed back into the GRU input as it con-
tinues predicting for the next time steps. The GRU is trained with 106 sequential sam-
ples of (X(t), Y (t)). Here, [a b]T shows concatenation of two vectors a and b.
In this work, we choose a GRU as the RNN used for integration of Y in DD-SP.
There are other RNNs such as long short-term memory (LSTM) or echo state network
(ESN; a.k.a. reservoir computing) that could be used instead (see Chattopadhyay et al.
(2019) for a comparison of LSTM and ESN for DD). However, in this study, we only need
short 10∆t data-driven integrations in DD-SP, and thus all these methods have equally
good performances. Furthermore, in preliminary exploratory experiments, we find us-
ing GRU to always lead to stable DD-SP integrations, while using ESN sometimes re-
sult in blow ups. We emphasize that we have only done an exploratory set of experiments
with ESN; examining the stability of different ML methods in the online mode should
be investigated thoroughly in future studies.
Appendix C Details of the GRU used in DD
For training DD with a GRU, the DNS data has been sampled at every 10∆t. This
has been done in order to keep a fair comparison between all the X solvers’ (RK4 for
DD-SP, DD-P, and LR integrates at 10∆t) time step for the parameterized models. The
GRU takes in only X(t), X(t−10∆t), · · ·X(t−10∆t(q−1)), where q is 3 in both Case
1 and Case 2 and predicts X(t+ 10∆t).
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Figure 1. Schematic of the numerical and data-driven parameterized and super-parameterized
models described in Section 3. “Solver” refers to a common ODE/PDE numerical solver. ANN:
Feed-forward artificial neural network; RNN: Recurrent neural network.
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Figure 2. Examples of temporal evolution of X1, Y1,1, and Z1,1,1 for Case 1. The time series
show chaotic behavior in X, which has large amplitudes of O(10) and low-frequency variability;
Y , which has relatively small amplitudes of O(1), high-frequency variability, and intermittency;
Z, which has small amplitudes of O(0.01) and high-frequency variability. There is temporal scale
separation between X and Y . The x-axis is in model time unit (MTU): 1 MTU = 200∆t, where
∆t is the time step of the numerical solver.
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Figure 3. Same as Fig. 2 but for Case 2. The time series show chaotic behavior in X, Y ,
and Z, which like the variables of Case 1, have different amplitudes of O(10), O(1), and O(0.01),
respectively. However, unlike the variables of Case 1, X and Y (and Z) do not have distinct
temporal time scale separation.
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Figure 4. Comparison of the short-term prediction accuracy of all models. Prediction horizon
averaged over predictions from 100 randomly chosen initial conditions of X that are (a) precise
(noise free) and (b) noisy. Relative error (Eq. (9)) averaged over predictions from 100 randomly
chosen initial conditions of X that are (c) precise (noise free) and (d) noisy. Blue squares: Case 1
(Section 2.1). Red circles: Case 2 (Section 2.2). Note that for noisy initial conditions, the predic-
tion horizons are shorter, leading to different ranges of y-axis in (a) and (b), and using a shorter
interval for averaging the error in (d) compared to (c).
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Figure 5. Examples of short-term prediction from the same initial condition for Case 1. (a)
DNS (truth). (b) SP. (c) DD-SP. (d) LR. (e) DD-P. The dashed line on each panel shows the
prediction horizon. 1 MTU is 200∆t. For this case, the e-folding decorrelation time of the first
principal component time series of X is τPC1 = 28∆t.
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Figure 6. Same as Fig. 5 but for Case 2. For this case, the e-folding decorrelation time of the
first principal component time series of X is τPC1 = 32∆t.
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Figure 7. Comparison of the PDFs of data produced by all models. The PDF of DNS is com-
puted using a dataset of length 108∆t with sampling interval of 10∆t and taken as the truth.
The PDFs of the rest of the models are computed using datasets of length 35 × 106∆t with
sampling interval of 10∆t. The kernel density estimator method (Epanechnikov, 1969) is used
to obtain the PDFs. (a)-(e): Case 1. (f)-(j): Case 2. (b)-(c) show the tails of (a) while (d)-(e)
show the tails of Case 1 from another independent dataset of the same length. (g)-(j): Same
as (b)-(e) but for Case 2. The similarities between the tails of PDFs of two independent long-
term integrations show their robustness, allowing to draw conclusions about the ability of these
models in simulating the statistics of the rare events. Lines show DNS (black solid), HR (black
dashed), SP (red solid), DD-SP (red dashed), LR (blue solid), DD-P (blue dashed), and DD (blue
dot-dashed).
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Figure 8. Generalization performance with and without transfer-learning in terms of short-
term forecasting. (a) Case 1. (b) Case 2. Blue squares: training and testing with F = 20 (same
as in Fig. 4). For all other symbols, the models is tested for a system with F = 24. Black dia-
monds: the ANN or GRU is trained on data from F = 24. Black triangles: the ANN or GRU
is trained on data from F = 20. Black pentagram: the ANN or GRU is trained with transfer-
learning using 10K samples from F = 24 and weights initialized with WF=20. Black asterisks:
ANN or GRU is trained with 10K samples but with random initialization of weights (no transfer-
learning).
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Figure 9. Generalization performance with and without transfer-learning in terms of long-
term statistics of Case 2. (a)-(e) Same as Fig. 7 but DNS, HR, SP, and LR are for data from a
system with F = 24 and the ANN or GRU in DD-P, DD-SP, and DD is trained on data from
F = 20. (f)-(j) Same as (a)-(e) except that DD-P, DD-SP, and DD are trained using transfer-
learning. Lines show DNS (black solid), HR (black dashed), SP (red solid), DD-SP (red dashed),
LR (blue solid), DD-P (blue dashed), and DD (blue dot-dashed).
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Figure 10. Schematic of the transfer-learning method. WF=20 refers to the weights obtained
at the end of training for the GRU or ANN on a system with F = 20 using a large amount of
data (1000K samples). These weights are used to initialize the GRU or ANN that is re-trained on
a much smaller amount of data (just 10K samples which is 1% of the original training size) from
the system with F = 24.
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