A systematic approach to the inventory control and classification may have a significant influence on company competitiveness. In practice, all inventories cannot be controlled with equal attention. To efficiently control the inventory items and to determine the suitable ordering policies for them, multicriteria inventory classification is used. The objective of this research is to develop a multi-criteria inventory classification model through integration of fuzzy analytic hierarchy process (FAHP) and artificial neural network approach. FAHP is used to determine the relative weights of the attributes or criteria using Chang's extent analysis and to classify inventories into different categories. Various structures of multi-layer feed-forward back-propagation neural networks have been analysed and the optimal one with the minimum mean absolute percentage of error between the measured and the predicted values have been selected. To accredit the proposed model, it is implemented for 351 raw materials of switchgear section of Energypac Engineering Limited, a large power engineering company of Bangladesh.
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Introduction
Inventory has been looked at as a major cost and source of uncertainty due to the volatility within the commodity market and demand for the value-added product. Inventory is held by manufacturing companies for a number of reasons, such as to allow for flexible production schedules and to take advantage of economies of scale when ordering stock (Nahmias, 2004) . The efficient management of inventory systems is therefore a crucial element in the operation of any production or manufacturing company (Chase et al., 2006) . Classification of inventory is a crucial element in the operation of any production company. Because of the huge number of inventory items in many companies, great attention is directed to inventory classification into the different classes, which consequently require the application of different management tools and policies (Wild, 2002) . ABC inventory management deals with classification of the items in an inventory in decreasing order of annual dollar volume. The ABC classification process is an analysis of a range of items, such as finished products or customers into three categories: A -outstandingly important, B -of average importance, C -relatively unimportant as a basis for a control scheme. Each category can and sometimes should be handled in a different way, with more attention being devoted to category A, less to B and less to C (Muller, 2003) .
Sometimes, only one criterion is not a very efficient measure for decision-making. Therefore, multiple criteria decision-making methods are used Whybark, 1986, 1987) . Apart from other criteria such as lead time of supply, part criticality, availability, stock-out penalty costs, ordering cost, scarcity, durability, substitutability, reparability, etc. have been taken into consideration Whybark, 1986, 1987; Zhou and Fan, 2007) . More studies have been done on multi-criteria inventory classification in the past 20 years. So, many different methods for classifying inventory and taking into consideration multiple criteria have been used and developed (Cebi et al., 2010; Chu et al., 2008; Guvenir and Erel, 1998; Hadi-Vencheh, 2010; Jamshidi and Jain, 2008; Lei et al., 2005; Ng, 2007; Partovi and Anandarajan, 2002; Ramanathan, 2006; Yu, 2011; Zhou and Fan, 2007) . Whybark (1986, 1987) proposed the bi-criteria matrix approach, wherein annual dollar usage by a joint-criteria matrix is combined with another criterion. Though this approach is interesting, it accompanies some limitations. Their approach becomes increasingly complicated for three or more criteria to classify inventory items and also weights of all criteria taken into account equal. Flores et al. (1992) have proposed the use of joint-criteria matrix for two criteria. The resulting matrix requires the development of nine different policies and for more than two criteria it becomes impractical to use the procedure. Analytic hierarchy process (AHP) developed by Saaty (1980) has been successfully applied to multi-criteria inventory classification by Flores et al. (1992) . The advantage of the AHP is that it can incorporate many criteria and ease of use on a massive accounting and measurement system, but its shortcoming is that a significant amount of subjectivity is involved in pair-wise comparisons of criteria. They have used the AHP to reduce multiple criteria to a univariate and consistent measure. However, Flores et al. (1992) have taken average unit cost and annual dollar usage as two different criteria among others. The problem with this approach is that the annual dollar usage and the unit price of items are usually measured in different units. On the other hand, for the applicability of this approach, the unit of a criterion must not change from item to item. Partovi and Burton (1993) applied the AHP to inventory classification to include both quantitative and qualitative evaluation criteria. AHP has been praised for its ease of use and its inclusion of group opinions; however, the subjectivity resulting from the pair-wise comparison process of AHP poses problems. Braglia et al. (2004) integrated decision diagram with a set of AHP models used to solve the various multi-attribute decision subproblems at the different levels/nodes of the decision tree. An inventory policy matrix is defined to link the different classes of spare parts with the possible inventory management policies so as to identify the 'best' control strategy for the spare stocks.
Artificial intelligence (AI) methods such as neural networks (NNs), fuzzy logic and genetic algorithms (GAs) are applied for multi-criteria inventory classification. An AI concept is based on the development of the intelligent computer systems with properties similar to human intelligence. Guvenir and Erel (1998) applied GA technique to the problem of multiple criteria inventory classification. Their proposed method is called GA for multi-criteria inventory classification and it uses GA to learn the weights of criteria. Partovi and Anandarajan (2002) proposed an artificial neural network (ANN) approach for inventory classification. ANN is another AI-based technique, which is applicable to the classification process. In their approach, two type of learning method, namely backpropagation and generic algorithms are used to examine the ANN classification power and then their results are compared with together. Their approach finds and brings out non-linear relationships and interactions between criteria. However, as authors have asserted, a number of criteria are restricted, also entering many qualitative criteria into model may be difficult and in addition, learning their meta-heuristics approach is difficult for inventory managers. Lei et al. (2005) compared principal component analysis with a hybrid model combining principal component analysis with ANN and back-propagation algorithm. Šimunović et al. (2009) investigated the application of NNs in multiple criteria inventory classification. Various structures of a back-propagation NN have been analysed and the optimal one with the minimum root mean square error was selected. The predicted results are compared to those obtained by the multiple criteria classification using the AHP. Ramanathan (2006) proposed a weighted linear optimisation model for multiple criteria ABC (MCABC) inventory classification, where performance score of each item obtained using a data envelopment analysis (DEA)-like model. In the proposed approach, a weighted additive function is used to aggregate the performance of an inventory item in terms of different criteria to a single score, called the optimal inventory score of an item. The weights are chosen using optimisation subject to the constraints that the weighted sum, computed using the same set of weights, for all the items must be less than or equal to one. However, his model may result in a position in which an item with a high value in an unimportant criterion is inappropriately classified as class A. This drawback was rectified by Zhou and Fan (2007) via obtaining most favourable and least favourable scores for each item. Ng (2007) proposes a weighted linear model for MCABC inventory classification. Via a proper transformation, the Ng model can obtain the scores of inventory items without a linear optimiser. The Ng model is simple and easy to understand. Despite its many advantages, Ng model leads to a situation which the weight of an item may be ignored. To overcome this drawback, Hadi-Vencheh (2010) proposed a simple non-linear programming model which determines a common set of weights for all the items. Liu and Huang (2006) present a modified DEA model to address ABC inventory classification. The evaluating process has two steps. Firstly, all criteria data for each item are normalised between [0, 1] . Then, the prior scores for all inventory items are computed using the proposed model. Chen and Qu (2006) used fuzzy quadratic optimisation programme for classifying inventory items by taking care of conflicting attributes such as average unit cost, annual dollar usage, critical factor and lead time. Chu et al. (2008) have suggested a new inventory classification approach called ABC-fuzzy classification (ABC-FC) combining the traditional ABC-FC, which can handle variables with nominal or non-nominal attribute, incorporate manager's experience, judgement into inventory classification and can be implemented easily. Bhattacharya et al. (2007) developed a distance-based multiple criteria consensus framework utilising the technique for order preference by similarity to ideal solution for ABC analysis. Chen et al. (2008) proposed a case-based distance model for multiple criteria ABC analysis, which has been arisen from Flores et al. method (Flores and Whybark, 1986, 1987) . Advantage of this model is that it is easily considered as any finite number of criteria for classification. In this model, criteria weights and sorting thresholds are generated mathematically based on the decision-maker's assessment of a set of the cases. But information cases are very important and if this information is incorrect, this affect process of classification of other items, also its learning may be difficult for the average manager. Jamshidi and Jain (2008) addressed MCABC inventory classification to standardise each criterion and weight them for classification. The weight for each criterion is based on simple exponential smoothing weight assignments. With inclusion of weight for each criteria and normalising the data, a score is obtained for each item and the classification is done based on the normalised score. Rezaei (2007) used fuzzy set theory and fuzzy analytical hierarchy process (FAHP) to present a simple and applicable approach for ABC classification of inventory. Conventional AHP seems inadequate to capture decision-maker's requirements on evaluating alternatives always contain ambiguity and multiplicity of meaning. To model this kind of uncertainty in human preference, fuzzy sets could be incorporated with the pair-wise comparison as an extension of AHP. In this approach, at first-related criteria are selected and determine the weights of these criteria using FAHP. Then, assign a score to each item for each criterion as triangular fuzzy number (TFN) and calculate the final normalised weighted score of each item using fuzzy set theory. Finally, using principle for the comparison of fuzzy numbers, the final scores are compared with each other. Then, all items are classified into three classes according to their final score. Cakir and Canbolat (2008) proposed an inventory classification system based on the FAHP, a commonly used tool for multi-criteria decision-making problems. They integrated fuzzy concepts with real inventory data and design a decision support system assisting a sensible multi-criteria inventory classification. Cebi et al. (2010) used FAHP for classifying inventory items by taking care of conflicting attributes such as demand, unit cost, substitutability, payment terms and lead time. Hadi-Vencheh and Mohamadghasemi (2011) proposed an integrated FAHP-DEA for MCABC inventory classification. FAHP-DEA methodology uses the FAHP to determine the weights of criteria, linguistic terms to assess each item under each criterion, the DEA method to determine the values of the linguistic terms and the simple additive weighting method to aggregate item scores under different criteria into an overall score for each item. Yu (2011) compared AI-based classification techniques with traditional multiple discriminant analysis (MDA). To test the effectiveness, AI-based techniques include support vector machines (SVMs), back-propagation networks (BPNs) and the k-nearest neighbour algorithm, classification results based on four benchmark techniques are compared. The results show that AI-based techniques demonstrate superior accuracy to MDA. Statistical analysis reveals that SVM enables more accurate classification than other AI-based techniques. The summary of the literature on multi-criteria inventory classification is given in Table 1 .
ANNs are one of the most powerful computer modelling techniques, based on statistical approach, which are applicable to the classification process. They are able to maintain accuracy when some data required for complete network function are missing (Abbod et al., 2007) . The greatest advantage of ANNs over other modelling techniques is their capability to model complex, non-linear processes without having to assume the form of the relationship between input and output variables (Chau, 2006) . Otherwise, FAHP is being used more and more frequently in multi-criteria decision-making because of its simplicity and similarity to human reasoning (Tang and Beynon, 2009 ). This method is suitable for use in evaluating proposed policies (including tangible and intangible information). Furthermore, the FAHP also allows group decision-making to derive priorities based on sets of pair-wise comparisons (Bolloju, 2001 ). An improved and more accurate multi-criteria inventory classification model can be developed by integrating FAHP with ANN. Therefore, the main objective of this research is to develop an improved multi-criteria inventory classification model through integration of FAHP and ANN approach.
Table 1
Summary of multi-criteria inventory classification studies
Multiple criteria Method used References
Annual dollar usage and criticality class Bi-criteria matrix approach Flores and Whybark (1986) Average unit cost and annual dollar usage Bi-criteria matrix approach Flores and Whybark (1987) Obsolescence, reparability, criticality and lead time AHP Flores et al. (1992) Demand, unit cost, substitutability, payment terms and lead time AHP Partovi and Burton (1993) University stationary inventory: annual cost usage, no. of request for item in a year, lead time and replacability
Explisive inventory: unit price, no. of request for item in a year, lead time, scarcity, durability, substitutability, reparability, order size requirement, stockability and commonality Guvenir and Erel (1998) Unit cost, ordering cost, demand and lead time ANN Partovi and Anandarajan (2002) Inventory constraints, costs of lost production, safety and environmental objectives, strategies of maintenance adopted and logistics aspects of spare parts AHP Braglia et al. (2004) Average unit cost, annual dollar usage, critical factor and lead time Chen and Qu (2006) Unit cost, lead time, consumption rate, perishability of items and cost of storing of raw materials Distance-based multiple criteria consensus framework Bhattacharya et al. (2007) Annual dollar usage, average unit cost and lead time Weighted linear model
GA
Ng (2007) Average unit cost, annual dollar usage, critical factor and lead time 
Artificial neural network
An ANN, often just called a 'neural network', is a mathematical model or computational model based on biological NNs. It consists of an interconnected group of artificial neurons and processes information using a connectionist approach to computation. In most cases, an ANN is an adaptive system that changes its structure based on external or internal information that flows through the network during the learning phase. In more practical terms, NNs are non-linear statistical data modelling tools. They can be used to model complex relationships between inputs and outputs or to find patterns in data (Haykin, 2001) .
ANNs attempt to mimic the basic operation of the brain. Information is passed between the neurons, and based upon the structure and synapse weights, a network behaviour (or output mapping) is provided. Feed-forward NN (Figure 1 ) was used to develop models. In this network, the information moves in only one direction, forward, from the input nodes through the hidden nodes (if any) and to the output nodes (Baskar and Ramamoorthy, 2004) . The first layer is known as input layer, the last as output layer and any intermediate layer(s) as hidden layer(s). A multiple feed-forward layer can have one or more layers of hidden units. The number of units at the input layer and output layer is determined by the problem at hand. Input layer units correspond to the number of independent variables while output layer units correspond to the dependent variables or the predicted values. While the numbers of input and output units are determined by the task at hand, the numbers of hidden layers and the units in each layer may vary (Chau, 2006) . The working principle of feed-forward NN is given as follows:
1 The inputs (e.g. X 1 , X 2 , …, X l ) are the activity of collecting data from the relevant sources. These data are fed to the NN.
2 The weights control the effects of the inputs on the neuron. In other words, an ANN saves its information over its links and each link has a weight (e.g.
These weights are constantly varied while trying to optimise the relation in between the inputs and outputs. Synaptic weights characterise themselves with their strength (value) which corresponds to the importance of the information coming from each neuron. In other words, the information is encoded in these strength weights.
3 Summation function is to calculate of the net input readings from the processing elements. (e.g. sum
4 Transfer (activation) function (f) determines the output of the neuron by accepting the net input (sum = W 1 X 1 + W 2 X 2 + W 3 X 3 + … + W l X l ) provided by the summation function.
5 Outputs accept the results of the transfer function and present them either to the relevant processing element or to the outside of the network.
6 Each input has its own weight plus there is an additional weight called bias (b). Training a NN model essentially means selecting one model from the set of allowed models (or, in a Bayesian framework, determining a distribution over the set of allowed models) that minimises the cost criterion. There are numerous algorithms available for training NN models; most of them can be viewed as a straightforward application of optimisation theory and estimation. Most of the algorithms used in training ANNs are employing some form of gradient descent. This is done by simply taking the derivative of the cost function with respect to the network parameters and then changing those parameters in a gradient-related direction.
Fuzzy set theory
Theory of fuzzy sets is quite similar to man's attitude when facing uncertainties to express inaccurate words, such as 'approximately', 'very', 'nearly', etc. as well as for consistency with subjective judgements of different people due to various interpretations from a subject. Zadeh (1965) came out with the fuzzy set theory to deal with vagueness and uncertainty in decision-making to enhance precision. Thus, the vague data may be represented using fuzzy numbers, which can be further subjected to mathematical operation in fuzzy domain. Thus, fuzzy numbers can be represented by its membership grade ranging between 0 and 1. M is a fuzzy number if and only if M is normal and convex fuzzy set of X. A TFN M is shown in Figure 2 . A TFN is denoted simply as (l/m, m/u) or (l, m, u) , that represent the smallest possible value, the most promising value and the largest possible value, respectively. The TFN having linear representation on left and right side can be defined in terms of its membership function as:
A fuzzy number with its corresponding left and right representation of each degree of membership is as follows: are two TFNs, then their operational laws can be expressed as follows:
Why FAHP instead of AHP?
In the conventional AHP, the pair-wise comparisons for each level with respect to the goal of the best alternative selection are conducted using a nine-point scale (Rehman and Babu, 2009 ). So, the application of Saaty's AHP has some shortcomings as follows:
1 The AHP method is mainly used in nearly crisp decision applications.
2 The AHP method creates and deals with a very unbalanced scale of judgement.
3 The AHP method does not take into account the uncertainty associated with the mapping of one's judgement to a number.
4 Ranking of the AHP method is rather imprecise.
5 The subjective judgement, selection and preference of decision-makers have great influence on the AHP results.
In addition, a decision-maker's requirements on evaluating alternatives always contain ambiguity and multiplicity of meaning (Kabir and Hasin, 2011) . Furthermore, it is also recognised that human assessment on qualitative attributes is always subjective and thus imprecise. Therefore, conventional AHP seems inadequate to capture decision-maker's requirements explicitly. To model this kind of uncertainty in human preference, fuzzy sets could be incorporated with the pair-wise comparison as an extension of AHP. A variant of AHP, called FAHP, comes into implementation to overcome the compensatory approach and the inability of the AHP in handling linguistic variables. The FAHP approach allows a more accurate description of the decision-making process.
Proposed model

Determination of the weights of criteria
One of the important issues of multi-criteria decision-making is prioritisation of criteria. Determining the importance of weights by managers, especially in terms of issue of MCABC classification, is always subjective in such a way that inventory managers usually select some important criteria and then prioritise them. There are several methods to determine the criteria weights, including AHP, entropy analysis, eigenvector method, weighted least square method and linear programming for multi-dimensions of analysis preference. In this model, the method of FAHP is applied. Generally, it is impossible to reflect the decision-makers' uncertain preferences through crisp values. Therefore, FAHP is proposed to relieve the uncertainness of AHP method, where the fuzzy comparisons ratios are used. There are several procedures to attain the priorities in FAHP. The fuzzy least square method (Xu, 2000) , method based on the fuzzy modification of the logarithmic least squares method (Boender et al., 1989) , geometric mean method (Buckley, 1985) , the direct fuzzification of the method of Csutora and Buckley (2001) , synthetic extend analysis (Chang, 1996 ), Mikhailov's fuzzy preference programming (Mikhailov, 2003) and two-stage logarithmic programming (Wang et al., 2005) are some of these methods. Chang's extent analysis is utilised in this research to evaluate the focusing problem.
Chang (1992) introduces a new approach for handling pair-wise comparison scale based on TFNs followed by use of extent analysis method for synthetic extent value of the pair-wise comparison (Chang, 1996) . The first step in this method is to use TFNs for pair-wise comparison by means of FAHP scale, and the next step is to use extent analysis method to obtain priority weights by using synthetic extent values. The fuzzy evaluation matrix of the criteria was constructed through the pair-wise comparison of different attributes relevant to the overall objective using the linguistic variables and TFNs ( Figure 3 and Table 2 ). (l, m, u) Just equal (1, 1, 1)
Equally important
(5, 7, 9)
Extremely preferred 9 µ M (x) = (x − 7)/(9 − 7) 7 ≤ x ≤ 9 (7, 9, 9)
If factor i has one of the above numbers assigned to it when compared to factor j, then j has the reciprocal value when compared to i
Reciprocals of above (1992, 1996) , each object is taken and analysis for each goal, g i , is performed, respectively. Therefore, m extent analysis values for each object can be obtained as follows: (Chang, 1992) can be detailed as follows Kahraman et al., 2003 Kahraman et al., , 2004 Wang et al., 2008) :
Step 1 The value of fuzzy synthetic extent with respect to ith object is defined as:
To obtain 
Step 2 The degree of possibility of
And can be equivalently expressed as follows: Step 3 The degree of possibility for a convex fuzzy number to be greater than k convex fuzzy numbers M i (i = 1,2,…, k) can be defined by, 
Then the weight vector is given by,
where A i = (i = 1, 2, 3, …, n) are n elements.
Step 4 By normalising, the normalised weight vectors are
where W is a non-fuzzy number.
Back-propagation NN
BPNs are the most widely used classification technique for training an ANN. A BPN utilises supervised learning methods and feed-forward architecture to perform complex functions such as pattern recognition, classification and prediction. In the research, backpropagation supervised learning technique used to train the models. Its learning procedure is based on gradient search with least sum squared optimality criterion (Abbod et al., 2007) . A typical BPN ( Figure 5 ) is composed of three layers of neurons: the input layer, the hidden layer and the output layer. The input layer is considered the model stimuli, while the output layer is the associated outcome of the stimuli. The hidden layer establishes the relationship between the input and the output layers by constructing interconnecting weights (Yu, 2011) . The essence of the BP learning algorithm is to load the input-output relations (which are represented by data sets) within the multi-layer percentron topologies so that it is trained adequately about the past to generalise the future. During the feed-forward, each input unit receives an input signals and sends the signal to each of the hidden units. The hidden unit then computes its activation and sends its signal to the output units. Each output units computes its activation to form the response of the network for the given input pattern. These estimates are then compared to the desired output, and an error is computed for each given observation (Partovi and Anandarajan, 2002) . This error is then transmitted backward from the output layer to each mode of the hidden layer. Each of the hidden nodes receives only a portion of the error, which is based upon the relative contribution of each of the hidden nodes to the given estimate. This process continues until each node has received its error contribution. The weights are then adjusted to converge towards a solution, and the network is considered trained (Šimunović et al., 2009 ). The standard BP algorithm suffers from the serious drawbacks of slow convergence and inability to avoid local minima. Therefore, BP with the Levenberg-Marquardt (LM) approximation is used in most of the work. The LM learning rule uses an approximation of Newton's method to get better performance (More, 1977) . This technique is relatively faster but requires more memory. The LM update rule is:
where J is the Jacobean matrix of derivatives of each error to each weight, µ is a scalar and e is an error vector. If the scalar is very large, the above expression approximates the gradient descent method while if it is small the above expression becomes the Gauss-Newton method. The Gauss-Newton method is faster and more accurate near error minima. Hence, the aim is to shift towards the Gauss-Newton as quickly as possible. The µ is decreased after each successful step and increased only when the step increases the error.
Testing and performance of the NN
Training and testing performance of the optimum network topology can be evaluated by the following measures: 
Application of the model
To accredit the proposed model, it is implemented for the 351 raw materials of switchgear section of Energypac Engineering Limited (EEL), one of the leading power engineering companies in Bangladesh. EEL is the manufacturer of transformer (power transformer, distribution transformer and instrumental transformer) and switchgear (outdoor vacuum circuit breaker, indoor vacuum circuit breaker, control, metering and relay panels, low tension and power factor improvement panel, indoor type load break switch, outdoor offload disconnector and by-pass switch). FAHP is used to determine the relative weights of the attributes or criterions, and ANN is used to classify inventories into different categories through training the data set.
Determination of criteria
Based on the extensive literature review (Table 1) , experts participating in the implementation of this model have regarded five important criteria for classification of inventory. Those are: unit price, annual demand, criticality, last use date and durability.
Determination of the weights of criteria using FAHP
For multi-criteria inventory classification, a questionnaire was designed to elicit judgements about the relative importance of each of the selected criteria. The questionnaire was completed by 14 experts, among them 3 academia's and 11 professional including raw material and inventory manager of EEL. Table 3 shows the aggregated fuzzy pair-wise comparisons of the 14 experts or decision-maker's. The aggregated decision matrix as shown in Table 3 is constructed to measure the relative degree of importance for each criterion, based on the Chang's extent analysis. Inconsistency of TFN used can be checked and the consistency ratio (CR) has to be calculated. The results obtained are: largest eigen value of matrix, λ max = 5.323; consistency index = 0.08075; randomly generated consistency index = 1.12 and CR = 0.0721. As CR < 0.1, the level of inconsistency present in the information stored in comparison matrix is satisfactory (Saaty, 1998 The degree of possibility of superiority of S U is calculated and is denoted by V(S U ≥ S A ). Therefore, the degree of possibility of superiority for the first requirement, the values are calculated as:
For the second requirement, the values are calculated as:
For the third requirement, the values are calculated as:
For the fourth requirement, the values are calculated as:
For the fifth requirement, the values are calculated as:
The minimum degree of possibility of superiority of each criterion over another is obtained. This further decides the weight vectors of the criteria. Therefore, the weight vector is given as: The normalised weight of each success factor is depicted in Figure 6 . Figure 6 show that the annual demand has higher priority than the other criteria. The weights of the criteria represent the ratio of how much more important one criterion is than another, with respect to the goal or criterion at a higher level. 
Data collection
Unit price, last year consumption or annual demand, last use date, criticality, durability of 351 materials of switchgear section has been collected. Last date used, durability of the material are transformed to the 0-10 scale and criticality is transformed to the 0-5 scale. Range and value for the transformation of last use date, criticality and durability are shown in Tables 4-6.
Table 4
Transformation of last use date
Range Value
Used within a day 10
Used within a week 8
Used within a month 6
Used within 6 months 4
Used within a year 2
Used more than a year 1 Table 5 Transformation of criticality
Extremely critical 5
Moderate critical 3
Non-critical 1 
Determination of composite priority weights
In FAHP methodology, for a very large number of alternatives (351), making pair-wise comparisons of alternatives, with respect to each criterion, can be time consuming and confusing, because the total number of comparisons will also be very high. Therefore, multiple criteria inventory classification is carried out by using the modified FAHP methodology, which includes pair-wise comparisons of criteria, but not pair-wise comparisons of alternatives. Because of the large number of alternatives (351), pair-wise comparisons of the alternatives are not performed. Finally, the composite priority weights of each alternative can be calculated by multiplying the weights of each alternative by the data of the corresponding criteria. The composite priority weight of the alternatives gives the idea about the appropriate class of the alternatives or items. Items are ranked according to overall composite priority weights in the descending order. The limits for the classes are derived on the following basis. Class A involves 70% of the total composite priority weights. Class B involves 20% of the total composite priority weights amount of items, while 10% of total composite priority weights belong to class C. The results of the study show that among 351 items, 22 items are identified as class A or very important group or outstandingly important, 47 items as class B or important group or average important and the remaining 282 items as class C or unimportant group or relatively unimportant as a basis for a control scheme.
Inventory classification by NN
ANNs are one of the most powerful computer modelling techniques, based on statistical approach, currently being used in many fields of engineering for modelling complex relationships which are difficult to describe with physical models. The important criteria for classification of each stock keeping unit. The NN has been designed with MATLAB 7.6 software.
ANN model description
The input/output data set of the ANN model that is going to be formulated to classify items is illustrated schematically in Figure 7 . The input parameters of the NN are namely unit price, annual demand, criticality, last use date and durability. The output parameters of the model are three types of inventory items namely A, B and C.
The five basic steps used in general application of NN have been adopted in the development of the model: assembly or collection of data; analysis and pre-processing of the data; design of the network object; training and testing of the network; and performing simulation with the trained network and post-processing of results. 
Collection and pre-possessing of input-output data set
Unit price, last year consumption, last use date, supplier, criticality, durability of 351 materials of switchgear section have been used as input data set, and the class of the item based on the total composite priority weights has been considered as output data set.
The generalisation capability of the NN is totally dependent on:
1 the selection of appropriate input-output parameters of the system 2 the distribution of the data set 3 the format of the presentation of the data set to the network.
Before the ANN can be trained and the mapping learnt, it is important to process the experimental data into patterns. Training and testing pattern vectors are formed before input-output data set are fed to network. Each pattern is formed with an input condition vector, P i and the corresponding target vector, T i . Before training the network, the input-output data set were normalised within the range of ±1, using the Matlab command 'premnmx'. The normalised value (x i ) for each raw input-output data set (d i ) was calculated as: 
NN design and training
To find out the best network architecture, different networks with different number of layers and neurons in the hidden layer were designed and tested; transfer functions in the hidden layer and output layer were changed and finally select the optimal network to classify inventories or items. For the optimal network architecture, logarithmic transfer function 'logsig' and tangent sigmoid transfer function 'tansig' has been used in the hidden layer and logarithmic transfer function 'logsig', tangent sigmoid transfer function 'tansig', linear transfer function 'purelin' has been used in the output layer. For this study, number of hidden neuron was 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 and 16 with 1 or 2 hidden layer.
The performance of the network was evaluated by mean absolute percentage of error (MAPE) and coefficient of determination (R 2 ) between the measured and the predicted values for every output nodes in respect of training the network. The input-output data set consisting of 351 patterns was divided randomly into two categories: training data set which consists of 75% of the data (262 input/output data set) and test data set which consists 25% the data (89 input/output data set). The algorithm used for the NN learning is 'the backward propagation algorithm' with LM version. The momentum constant and learning rate used in this model is 0.5 and 0.5, respectively. The maximum number of training epochs set was 10,000 and the training error goal was 0.0001.
The value of R 2 and MAPE values between the network predictions and the experimental values using training and test data set for different network architecture have been shown in Table 7 . To find out the optimal model, 72 different NN architecture models have been constructed. It is shown from Table 7 that network with 1 hidden layer and 9 neurons in the hidden layer with 'tansigmoid' and 'purelin' transfer function in the hidden and output layer, respectively, and trained with LM algorithm provides the best result. So, 5-9-3 network architecture was selected as the optimum ANN model. Figure 8 shows that the correlation coefficient of 0.99989 and 0.99971 was obtained for training and testing data set, respectively. Figure 9 shows the ANN prediction values and actual values for 5-9-3 ANN architecture. From the graphs, it is clear that the proposed model can predict values which are nearly very close to experimental observations for each of the output parameters. So, it can be concluded that the model suggested in this work have high accuracy to classify inventories or items. The summary of the proposed model is given in Table 8 . Maximum epochs (cycles) set: 10,000
Number of epochs required for: 7
Computation/ termination
Gradient: 0.014459
Discussions
Fuzzy linguistic terms has been employed for facilitating the comparisons between the subject criteria, since the decision-makers feel much comfortable using linguistic terms rather than providing exact crisp judgements. Using Chang's extent analysis, the normalised weight of each attributes is depicted which is shown in Figure 5 . Figure 5 shows that the annual demand has higher priority (0.273) than the other criteria. The composite priority weight of each alternative has been calculated using the modified FAHP methodology. The composite priority weight of the alternatives gives the idea about the appropriate class of the alternatives or items. Class A involves 10% of the total composite priority weights. Class B involves 20% of the total composite priority weights amount of items, while 70% of total composite priority weights belong to class C. The results of the study show that among 351 items, 22 items are identified as class A or very important group or outstandingly important, 47 items as class B or important group or average important and the remaining 282 items as class C or unimportant group or relatively unimportant as a basis for a control scheme. An ANN with feed-forward back-propagation algorithm was trained and the training epoch (cycles) set for each network is 10,000. The input-output data set consisting of 351 patterns was divided randomly into two categories: training data set which consists of 75% of the data (262) and test data set which consists of 25% of the data (89). The numbers of neurons in the hidden layer was found by trial and error method and finally, 9 hidden neurons were chosen for the suggested network. The proposed network can be represented as 5-9-3. The coefficient of determination (R 2 ) was obtained 0.99989 and 0.99971 for training and testing data set, respectively. The MAPE between the actual and the predicted values were 0.0370 for the train data and 0.0791 for the test data.
Conclusions
In today's manufacturing and business environment, an organisation must maintain an appropriate balance between critical stock-outs and inventory holding costs. Because customer service is not a principal factor for attracting new customers, but it is frequently a major reason for losing them. Many researchers have devoted to achieving this appropriate balance. Multi-class classification utilising multiple criteria requires techniques capable of providing accurate classification and processing a large number of inventory items. In this research, a new multi-criteria inventory classification model has been proposed through integration of FAHP and ANN approach.
FAHP technique was used to synthesise the opinions of the decision-makers to identify the weight of each criterion. The FAHP approach proved to be a convenient method in tackling practical multi-criteria decision-making problems. It demonstrated the advantage of being able to capture the vagueness of human thinking and to aid in solving the research problem throu gh a structured manner and a simple process. The back-propagation learning algorithm has been used in the developed feed-forward single hidden layer network. The input and output vectors were supplied to the network, it was a supervised learning scheme. The back-propagation learning algorithm with LM algorithm versions was used at the training and testing stage of the networks. The result shows that the model can be successfully implemented to classify items or inventories.
The classification system is very flexible in the sense that the user: 1 can incorporate some other criteria or remove any criteria for his/her specific implementation 2 can conduct different classification analyses for different inventory records 3 can employ an application-specific linguistic variable set 4 can substitute the crisp comparison values a ij for the fuzzy comparison values a ij in the optimisation programme, whenever the fuzzy comparisons are not available.
In the multi-criteria inventory classification application, it was found out that the ANN results are significantly consistent with the particular characteristics of the class-altering items. The new inventory classes also suggest the following inventory policies:
Class A:
1 Since the main inventory investment is devoted to class A items, the tightest controlling and auditing levels should be applied to this class.
2 Since most of the items clustered in this class were deemed as 'critical', detailed demand forecast reports should be prepared and appropriate levels of safety stock should be maintained.
3 Detailed recording systems should be established (i.e. via automated records, barcode systems, etc.).
Class B:
1 A periodic review policy may be adopted, less detailed forecasts and simpler purchasing procedures can be employed (i.e. economic order quantity may be used).
2 Rational levels of safety stock can be held for the class-altering items those were clustered in class A with a traditional ABC analysis.
Class C:
1 Some of the control and record processes may be ignored.
2 Review periods may be irregularly scheduled.
Further development of FAHP application could be the improvement in the determination of the weights of each component and to handle uncertainty level of the decision environment by using hybrid neuro-fuzzy models, like the quick fuzzy back-propagation algorithm. The use of the ANN tool can be proved to be a persuasive analytical tool in deciding whether an item should be classified as a category A, B or C. However, although these classification models have several advantages, they also have their limitations. Firstly, the number of variables which can be used as inputs to these models was limited. Many new important qualitative variables may be difficult to incorporate into the models. In this research, only feed-forward NN has been considered. The work can also be analysed using recurrent NN or radial basis functional NN and then compared the prediction accuracy or generalisation capability of different types of NN.
