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Abstract
We find a characterization of states satisfying equality in strong sub-
additivity of entropy and of Markov triplets on the CAR algebra. For
even states, a more detailed structure of the density matrix is given.
1 Introduction
A remarkable property of von Neumann entropy is the strong subadditiv-
ity (SSA): For a state ρ on the 3-fold tensor product B(HA ⊗HB ⊗HC),
we have
S(ρ) + S(ρB) ≤ S(ρAB) + S(ρBC)
Here HA, HB and HC are finite dimensional Hilbert spaces and ρB , ρAB,
ρBC are the restrictions of ρ to the respective subsystems. This was first
proved by Lieb and Ruskai in [10].
The structure of states that saturate the strong subadditivity of en-
tropy, called strongly additive states, was studied in [8]. In was shown
that a state ρ is strongly additive if and only if it has the form
ρ =
⊕
n
An ⊗Bn, (1)
where An ∈ B(HA ⊗ Hn) and Bn ∈ B(Kn ⊗ HC) are positive operators
and HB has a decomposition HB =
⊕
nHn⊗Kn (see also [9], where this
was proved also for the infinite dimensional case). Equivalently,
ρ = (DAB ⊗ IC)(IA ⊗DBC ) (2)
whereDAB ∈ B(HA⊗HB) andDBC ∈ B(HB⊗HC) are positive matrices.
The Markov property for states in the quantum (non-commutative)
probability was introduced by Accardi [1] and Accardi and Frigerio [3],
in terms of completely positive unital maps, so-called quasiconditional
∗Supported by the grants VEGA 2/0032/09 and meta-QUTE ITMS 26240120022
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expectations. For tensor products, it was shown that the Markov property
is equivalent to strong additivity of the states [12].
The definition of the Markov property does not require the tensor
product structure and can be applied in much more general situations.
We are interested in the case of CAR algebras. The Markov states for
CAR algebras were studied in [4]. The strong subadditivity of entropy on
CAR systems was recently shown and it was proved that strong additivity
is equivalent to Markov property in the case of even states, see [11]. For
noneven states, a necessary and sufficient condition for equality in (SSA)
was given in [6].
The aim of the present paper is to find the structure of strongly addi-
tive states and Markov triplets on the CAR algebra. We find an analogue
of (2) for any states and of (1) for even states. This is done by a similar
method as in [9], using the results of the theory of sufficient subalgebras.
The paper is organized as follows. The preliminary section summarizes
the most important results on the CAR algebra and on sufficient subalge-
bras. The main tool used in the sequel is the factorization Theorem 2 in
Section 2.1. Section 3 shows the relation between strong additivity and
Markov property for any states on the CAR algebra. Section 4 contains
the main results.
2 Preliminaries
2.1 Sufficient subalgebras
We first recall the definition and some characterizations of a sufficient
subalgebra, which is a generalization of the classical notion of a sufficient
statistic, see [13, 12] for details.
Let A be a finite dimensional algebra and let ϕ,ψ be states on A. Let
B ⊂ A be a subalgebra and let ϕ0, ψ0 be the restrictions of the states to
B. Then B is sufficient for {ϕ, ψ} is there is a completely positive, identity
preserving map E : A→ B, such that ϕ0 ◦ E = ϕ, ψ0 ◦E = ψ.
For simplicity, let us further assume that the states are faithful. Let
ρϕ, ρψ be the densities of ϕ, ψ with respect to a trace Tr:
ϕ(a) = Trρϕa, ψ(a) = Trρψa, a ∈ A
The relative entropy S(ϕ,ψ) is defined as
S(ϕ,ψ) = S(ρϕ, ρψ) = Trρϕ(log ρϕ − log ρψ)
It is monotone, in the sense that we have S(ϕ,ψ) ≥ S(ϕ0, ψ0) for any
subalgebra B ⊆ A. We will also need the definition of the generalized
conditional expectation Eψ : A → B with respect to the state ψ [2]
Eψ(a) = Eρψ (a) = ρ
−1/2
ψ0
EB(ρ
1/2
ψ aρ
1/2
ψ )ρ
−1/2
ψ0
where EB : A → B is the trace preserving conditional expectation. Then
Eψ is a completely positive identity preserving map, such that ψ0◦Eψ = ψ
and it is a conditional expectation if and only if ρitψBρ
−it
ψ ⊆ B for all t ∈ R.
The following theorem gives several equivalent characterizations of suf-
ficiency.
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Theorem 1. [12] The following conditions are equivalent.
(i) The subalgebra B is sufficient for {ϕ, ψ}.
(ii) S(ϕ,ψ) = S(ϕ0, ψ0).
(iii) ρitϕρ
−it
ψ ∈ B, for all t ∈ R.
(iv) Eϕ = Eψ.
Our results below are based on the following generalization of the
classical factorization criterion for sufficient statistics.
Theorem 2. [9] Let ϕ, ψ be faithful states on A and let B ⊆ A be a
subalgebra, such that ρitψBρ
−it
ψ ⊆ B for all t ∈ R. Then B is sufficient for
{ϕ, ψ} if and only if
ρϕ = ρϕ0D, ρψ = ρψ0D
where ϕ0 = ϕ|B, ψ0 = ψ|B and D is a positive element in the relative
commutant B′ ∩A.
2.2 The CAR algebra
We recall some basic facts about the CAR algebra, for details see [5, 7].
The CAR algebra A is the C∗- algebra generated by elements {ai, i ∈
Z}, satisfying the anticommutation relations
aiaj + ajai = 0, aia
∗
j + a
∗
jai = δij , i, j ∈ Z (3)
For a subset I ⊂ Z, the C∗-subalgebra generated by {ai, i ∈ I} is denoted
by A(I). If I is finite, A(I) is isomorphic to the full matrix algebra
M2|I| (C) by the so-called Jordan-Wigner isomorphism. Since
A =
⋃
|I|<∞
A(I)
C∗
,
there is a unique tracial state τ on A, obtained as an extension of the
unique tracial states on A(I), |I | < ∞. It has the following product
property:
τ (ab) = τ (a)τ (b), a ∈ A(I), b ∈ A(J), I ∩ J = ∅ (4)
2.2.1 Graded commutation relations
For I ⊆ Z, we denote by ΘI the (unique) automorphism of A, such that
ΘI(ai) = −ai, i ∈ I, Θ
I(ai) = ai, i /∈ I (5)
in particular, we denote ΘZ by Θ. The even and odd parts of A are defined
as
A+ := {a ∈ A, Θ(a) = a}, A− := {a ∈ A, Θ(a) = −a}
and A(I)+ := A(I) ∩ A+, A(I)− := A(I) ∩ A−. Let I ∩ J = ∅ and a ∈
A(I)σ, b ∈ A(J)σ′ , σ, σ
′ ∈ {+,−}. Then we have the graded commutation
relations
ab = ǫ(σ, σ′)ba (6)
3
where
ǫ(σ, σ′) = −1 if σ = σ′ = −
= +1 otherwise
If I is finite, then there is a self-adjoint unitary vI ∈ A(I), such that
ΘI(a) = vIavI for a ∈ A and
vI = Πi∈Ivi, vi = a
∗
i ai − aia
∗
i (7)
Note that vivj = vjvi if i 6= j and τ (vi) = 0. Moreover, vI ∈ A(I)+ and
A(I)+ = AI ∩ {vI}
′.
2.2.2 Matrix units
Let A ⊂ Z be a finite set, A = {i!, . . . , in}. The relations
e
(ij)
11 := aija
∗
ij
, e
(ij)
12 := Vij−1aij
e
(ij)
21 := Vij−1a
∗
ij , e
(ij)
22 := a
∗
ijaij
with Vij = Π
j
k=1(I−2a
∗
ik
aik) define a family of mutually commuting 2×2
matrix units. The Jordan-Wigner isomorphism is then given by
e
(A)
k1l1...knln
:= e
(i1)
k1l1
. . . e
(in)
knln
7→ ek1l1 ⊗ · · · ⊗ eknln
where ekl are standard matrix units in M2(C). The elements {e
(a)
α , α ∈
J (A) := ({1, 2} × {1, 2})n} span A(A). Note that e(A)α are either even
or odd, we denote the set of indices of the even resp. odd elements by
J (A)+, resp. J (A)−. Moreover, the elements p
(A)
α := e
(A)
α (e
(A)
α )
∗ and
q
(A)
α := (e
(A)
α )
∗e
(A)
α are even projections in A(A) and
p(A)α e
(A)
β q
(A)
α = δα,βe
(A)
α , α, β ∈ J (A) (8)
2.2.3 Conditional expectations
Let I ⊆ Z be any subset. Then there is a unique conditional expectation
EI : A → A(I), satisfying
τ (ab) = τ (EI(a)b), a ∈ A, b ∈ A(I) (9)
This implies that ΘEI = EIΘ. If J ⊆ Z, then EI(a) ∈ A(I ∩ J) for
a ∈ A(J) and EIEJ = EJEI = EI∩J . Note also that the product property
(4) implies that for a ∈ A(J) with I ∩ J = ∅, EI(a) = τ (a).
3 Strong additivity andMarkov property
Let A, B, C be disjoint finite subsets in Z. Let us denote A = AABC =
A(A ∪ B ∪ C), AAB = A(A ∪B) etc. Let ϕ be a faithful state on A and
let ρ be its density, that is, ϕ(x) = Trρx for x ∈ A.
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Let ϕAB denote the restriction of ϕ to AAB , similarly ϕBC and ϕB .
Then the density of ϕAB in AAB is
ρAB = EAB(ρ),
where EAB = EA∪B. As an element in A, ρAB is the density of the state
ϕ ◦EAB.
3.1 Strong subadditivity of entropy
Let ρ be the density of the state ϕ. Let
S(ϕ) = −Trρ(log(ρ))
be the von Neumann entropy of ϕ. The strong subadditivity for CAR
algebras
S(ϕ)− S(ϕAB)− S(ϕBC ) + S(ϕB) ≤ 0 (SSA)
was proved in [11]. This inequality is equivalent with
S(ρ, ρBC)− S(ρAB, ρB) ≥ 0.
Since ρAB = EAB(ρ), ρB = EAB(ρBC) are restrictions of ρ and ρBC to
AAB , this holds by monotonicity of the relative entropy. Theorem 1 (ii)
then implies the following.
Theorem 3. The equality in (SSA) is attained if and only if the subalge-
bra AAB is sufficient for {ϕ, ϕ ◦ EBC}.
3.2 Markov triplets and strong additivity
The state ϕ is a Markov triplet if there exists a completely positive, iden-
tity preserving map E : A→ AAB , such that
(i) E(xy) = xE(y), for all x ∈ AA and y ∈ A.
(ii) ϕ ◦ E = ϕ
(iii) E(ABC) ⊆ AB
The map E is called a quasi-conditional expectation with respect to the
triplet AA ⊂ AAB ⊂ A. Let us now define the subalgebras B ⊂ C in AAB
by
C = {x ∈ AAB , ρ
it
BCxρ
−it
BC ∈ AAB}, B = {y ∈ AB , ρ
it
BCyρ
−it
BC ∈ AB}
Note that C is the fixed point subalgebra of the generalized conditional
expectation EρBC : A → AAB with respect to ρBC [2]. We also have
EBC(C) = B. Indeed, if x = EBC(y) for some y ∈ C, then
ρitBCxρ
−it
BC = EBC(ρ
it
BCyρ
−it
BC) ∈ AB ,
so that EBC(C) ⊆ B, the converse inclusion is clear.
Theorem 4. The state ϕ is a Markov triplet if and only if ϕ satisfies
equality in (SSA) and AA ⊆ C.
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Proof. Let ϕ be a Markov triplet and let E be the quasi-conditional
expectation. Then E is a completely positive identity preserving map
A → AAB and ϕ ◦ E = ϕ. Moreover, let x ∈ AA, y ∈ ABC , then
ϕ◦EBC◦E(xy) = ϕ◦EBC(xE(y)) = τ (x)ϕ(E(y)) = τ (x)ϕ(y) = ϕ◦EBC(xy)
Since by the commutation relations (3) A is spanned by elements of the
form xy, the above equality implies that E preserves ϕ ◦ EBC as well, so
that AAB is sufficient for {ϕ, ϕ ◦ EBC} and equality in (SSA) holds by
Theorem 3. Let
F = lim
n
1
n
n−1∑
k=0
Ek
By the ergodic theorem, F is a conditional expectation with range R(F )
the fixed point subalgebra of E. By the property (i) of Markov triplets,
AA ⊆ R(F ). Since F also preserves ϕ◦EBC , we have by Takesaki theorem
that ρitBCR(F )ρ
−it
BC ⊆ R(F ), hence also ρ
it
BCAAρ
−it
BC ⊆ R(F ) ⊆ AAB . It
follows that AA ⊆ C.
Conversely, suppose equality in (SSA) and AA ⊆ C. Let E = EρBC :
A → AAB be the generalized conditional expectation. By Theorem 3,
AAB is sufficient for for {ϕ, ϕ◦EBC} and by Theorem 1 (iv), EρBC = Eρ,
hence ϕ ◦E = ϕ. By the assumptions, AA ⊆ C the fixed point subalgebra
of E. The property (iii) of Markov triplets is clear from the definition of
EρBC .

The following Corollary was already proved in [11].
Corollary 1. Let ϕ be an even state. Then ϕ is a Markov triplet if and
only if it satisfies equality in (SSA).
Proof. Since ρ is even, ρBC is even as well and we always have AA ⊆
C, by the graded commutation relations. The proof now follows from
Theorem 4.

4 Characterization of strongly additive
states and Markov triplets
Theorem 5. The state ϕ satisfies equality in (SSA) if and only if there
are positive elements x ∈ AAB, y ∈ ABC , such that
ρ = xy (10)
Proof. Suppose that ϕ satisfies equality in (SSA). Then AAB is a
sufficient subalgebra for {ϕ, ϕ ◦ EBC}. By Theorem 1, this implies that
ut := ρ
itρ−itBC ∈ AAB for all t. Since ρ
it
BCusρ
−it
BC = u
∗
tus+t for s, t ∈ R, this
implies that ut ∈ C for all t. Hence, C is a sufficient subalgebra as well,
such that ρitBCCρ
−it
BC ⊆ C. By Theorem 2,
ρ = xy
ρBC = x0y
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where x, x0 ∈ C ⊆ AAB are the densities of the restrictions ϕ|C and
ϕ ◦ EBC |C and y is a positive element in C
′. Note also that ϕ ◦ EBC |C is
the restriction of ϕ to EBC(C) = B ⊆ AB , so that x0 ∈ AB .
By the graded commutation relations, we have (AA)+ ⊆ C, so that
C′ ⊆ ((AA)+)
′ = ABC + vAABC , [5] (all commutants are taken in the
algebra A). Let y ∈ C′, then y = d1 + vAd2, where d1, d2 ∈ ABC . We
have
x0y = EBC(x0y) = EBC(x0(d1 + vAd2)) = x0d1.
Since ϕ, and therefore also its restriction to B is faithful, x0 is invertible,
so that y = d1 ∈ ABC .
Conversely, suppose ρ = xy as above. Then ρAB = xy0, ρBC =
x0y and ρB = x0y0, where y0 = EAB(y) ∈ AB , x0 = EBC(x) ∈ AB .
Clearly, both x and x0 must commute with both y and y0. Then ρ
itρ−itBC =
xitx−it0 ∈ AAB . By Theorem 1 (iii), AAB is sufficient for {ϕ, ϕ ◦EBC}, so
that ϕ satisfies equality in (SSA).

Theorem 6. The state ϕ is a Markov triplet if and only if there are
positive elements x ∈ AAB and y ∈ (ABC)+, such that
ρ = xy
Proof. Let ϕ be a Markov triplet. By Theorem 4, ϕ satisfies equality in
(SSA) and by Theorem 5 and its proof, there are positive elements x ∈ C,
y ∈ C′, such that ρ = xy. Since AA ⊆ C, C
′ ⊆ A′A = (ABC )++vA(ABC)−,
[5]. This implies that y = d+ + vAd−, where d+ ∈ (ABC)+ and d− ∈
(ABC )−. By the same reasoning as in the proof of Theorem 5, we get
that y = d+ ∈ (ABC)+.
Conversely, let ρ = xy as above, then ϕ satisfies equality in (SSA) by
Theorem 5, and ρBC = x0y, x0 = EBC(x). For a ∈ AA,
ρitBCaρ
−it
BC = x
it
0 ax
−it
0 ∈ AAB
by the graded commutation relations, so that AA ⊆ C. By Theorem 4, ϕ
is a Markov triplet.

4.1 Even Markov triplets
Theorem 7. Let ϕ be an even state. Then ϕ is a Markov triplet if and
only if there are positive elements x ∈ AAB and y ∈ ABC , such that
ρ = xy.
Moreover, x and y can be chosen even.
Proof. Follows easily from Corollary 1, Theorems 5 and 6 and the fact
that ρ is even.

We will now describe the subalgebras C and C′ for even states. Since
ρBC is even, both C and B and their commutants C
′ and B′ are invariant
under Θ.
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Lemma 1. If ϕ is even, then
C = AA
∨
B
Proof. Since AA ⊆ C and clearly also B ⊆ C, we have AA
∨
B ⊆ C.
Conversely, any element x ∈ C ⊆ AAB has the form x =
∑
α e
(A)
α bα for
some bα ∈ AB , where e
(A)
α are the matrix units in AA. By (8), we have
for any α,
p(A)α xq
(A)
α = e
(A)
α bα,
since q
(A)
α is always even. As AA ⊆ C, this implies that e
(A)
α bα ∈ C for all
α. It follows that
ρitBCe
(A)
α bαρ
−it
BC = e
(A)
α ρ
it
BCbαρ
−it
BC ∈ AAB ,
hence bα ∈ B, so that C ⊆ AA
∨
B.

Lemma 2. If ϕ is even, then
C′ = (B′ ∩ABC )+ + (B
′ ∩ABC )−vA
Proof. Since AA ⊆ C, we have C
′ ⊆ A′A = (ABC )+ + (ABC )−vA,
by [5]. Let d+ + vAd− ∈ C
′ and let x ∈ B ⊂ C. Then we must have
xd+ − d+x = vA(d−x − xd−). Applying EBC on both sides, we get
xd+ − d+x = d−x − xd− = 0, hence d+ ∈ B
′ ∩ (ABC )+ = (B
′ ∩ ABC )+,
d− ∈ B
′ ∩ (ABC )− = (B
′ ∩ABC )−.
Conversely, let d+ ∈ (B
′ ∩ABC )+, d− ∈ (B
′ ∩ABC )− and let a ∈ AA,
b ∈ B. Then by the graded commutation relations,
ab(d+ + vAd−) = d+ab+ vAd−a+b+ vAd−a−b = (d+ + vAd−)ab
so that d+ + vAd− ∈ C
′. 
Lemma 3. Denote B˜ = B′ ∩AB. Then
B′ ∩ABC = B˜
∨
((AC)+ + vB(AC)−)
Proof. It is easy to see that both B˜ and (AC)++vB(AC)− are subsets
in B′ ∩ ABC . Conversely, any y ∈ ABC has the form y =
∑
β bβe
(C)
β , for
some bβ ∈ AB . Let x ∈ B, then
yx =
∑
β
bβe
(C)
β (x+ + x−) =
∑
β
bβx+e
C
β +
∑
β∈J (C)+
bβx−e
(C)
β −
∑
β∈J (C)−
bβx−e
(C)
β
=
∑
β∈J (C)+
bβxe
(C)
β +
∑
β∈J (C)−
bβΘ(x)e
(C)
β
It follows that yx = xy only if xbβ = bβx for β ∈ J (C)+ and xbβ = bβΘ(x)
for β ∈ J (C)−. This is true for all x ∈ B if and only if bβ ∈ B
′ for
β ∈ J (C)+ and bβvB ∈ B
′ for β ∈ J (C)−, this implies the statement of
the lemma.

Let us now look at the algebra B. Let P1, . . . , Pm be the minimal
central projections in B. Since B is invariant under Θ, we must have for
each i, Θ(Pi) = Pj for some j. Suppose that Θ(Pi) = Pi, i = 1, . . . , k and
Θ(Pi) = Pi+1 for i = k + 2l + 1, l = 0, . . . ,
m−k
2
− 1.
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Lemma 4. Let us denote PA =
1
2
(1 + vA). The minimal central projec-
tions in C are
Qi := Pi, i = 1, . . . , k
Qk+1 := PAPk+1 + (1− PA)Pk+2, Qk+2 := (1− PA)Pk+1 + PAPk+2
. . .
Qm−1 := PAPm−1 + (1− PA)Pm, Qm := (1− PA)Pm−1 + PAPm
Proof. Clearly, Z(C) ⊂ A′A ∩ AAB = (AB)+ + vA(AB)− and it is
easy to see that if x+ + vAx− ∈ Z(C), then x+, x− must be in Z(B).
Therefore, x+ =
∑
cjPj and x− =
∑
j djPj , for some cj , dj ∈ C. Since
x+ is even, we must have cj = cj+1 for j = k+2l+1, l = 0, . . . ,
m−k
2
− 1.
Similarly, we get dj = 0 for j = 1, . . . , k and dj = −dj+1 for j = k+2l+1,
l = 0, . . . , m−k
2
− 1.
Suppose now that P = x+ + vAx− is a projection, then we must have
x∗+x++x
∗
−x− = x+ and x
∗
+x−+x
∗
−x+ = x−. This implies that cj = |cj |
2
for j = 1, . . . , k, cj = |cj |
2 + |dj |
2 ≥ 0 and cj(dj + d¯j) = dj ∈ R, for j > k.
Hence 2cjdj = dj , so that either dj = 0 and then cj = c
2
j , or cj =
1
2
and
then dj = ±
1
2
.
It follows that any projection in Z(C) is a sum of some of the following
projections: Pi, i = 1, . . . , k, Pj +Pj+1, j = k+2l+1, and
1
2
(Pj +Pj+1±
vA(Pj −Pj−1)), j = k+2l+1. Since the last projection is equal to Qj or
Qj+1 and Qj +Qj+1 = Pj + Pj+1, the Lemma follows.

Theorem 8. Let ϕ be an even faithful state on A. Then ϕ is a Markov
triplet if and only if there is an orthogonal family of projections P1, . . . , Pm ∈
AB and decompositions PjABPj = Bj ⊗B˜j , where Bj and B˜j are full ma-
trix algebras, such that
1. Θ(Pj) = Pj and Bj and B˜j are invariant under Θ for j = 1, . . . , k
2. Θ(Pj) = Pj+1 and Θ(Bj) = Bj+1, Θ(B˜j) = B˜j+1 for j = k + 2l + 1,
l = 0, . . . , m−k
2
− 1
3. Let us denote
Vj = PjvB
Cj = AA
∨
Bj
C˜j = B˜j
∨
((AC)+ + Vj(AC)−)
for j = 0, . . . , k and
Ul = (Pk+2l+1 + Pk+2l+2)vB
Dl = AA
∨
(PABk+2l+1 + (1− PA)Bk+2l+2)
D˜l = (PAB˜k+2l+1 + (1− PA)B˜k+2l+2)
∨
((AC)+ + Ul(AC)−)
for l = 0, . . . , m−k
2
− 1, then there is a decomposition
ρ =
k⊕
j=1
xj ⊗ yj ⊕
m−k
2
−1⊕
l=0
(zl ⊗wl ⊕Θ(zl ⊗ wl)), (11)
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where xj ∈ Cj and yj ∈ C˜j are positive and even for j = 1, . . . , k,
and zl ∈ Dl, wl ∈ D˜l are positive for l = 0, . . . ,
m−k
2
− 1.
Proof. Suppose that ρ has the form (11). Let us define Q1, . . . , Qm
from P1, . . . , Pm as in Lemma 4. Then Qj are mutually orthogonal projec-
tions and it is easy to see that Qjxj = xj , Qjyj = yj and Qk+2l+1zl = zl,
Qk+2l+1wl = wl, Qk+2l+2Θ(zl) = Θ(zl), Qk+2l+2Θ(wl) = Θ(wl). Put
x =
⊕
j
xj ⊕
⊕
l
(zl ⊕Θ(zl)), y =
⊕
j
yj ⊕
⊕
l
(wl ⊕Θ(wl))
then x ∈ AAB and y ∈ ABC are positive even elements and ρ = xy. By
Theorem 7, this implies that ϕ is a Markov triplet.
Conversely, suppose that ϕ is an even Markov triplet. Then we have
seen that ρ = xy, where x ∈ C and y ∈ C′ are positive and even. By
Lemmas 1, 2 and 3, x ∈ AA
∨
B and y ∈ C˜ := B˜
∨
((AC)+ + vB(AC)−).
Let P1, . . . , Pm be the minimal central projections in B and let Bj :=
PjB, B˜j := PjB˜. Then Bj and B˜j are full matrix algebras and PjABPj =
Bj ⊗ B˜j . Moreover, we may suppose that there is some k ≤ m such that
1. and 2. are fulfilled.
The minimal central projections Q1, . . . , Qm in C are given by Lemma
4. Let us denote Cj = QjCj , C
′
j = QjC
′. Then each Cj , C
′
j is isomorphic
to a full matrix algebra and we have a decomposition
C =
⊕
j
Cj ⊗ I˜j , C
′ =
⊕
j
Ij ⊗ C
′
j
Since we are interested only in even elements in C′, we take the algebra
C˜j := Qj C˜ ⊂ C
′
j . For j = 1, . . . , k, Cj are invariant under Θ. For l =
0, . . . , m−k
2
− 1, let us denote Dl := Ck+2l+1, El := Qk+2l+1 +Qk+2l+2 =
Pk+2l+1 + Pk+2l+2. Then El is an even projection, the algebra ElC =
Dl⊕Θ(Dl) is invariant under Θ and even elements in ElC are of the form
x⊕Θ(x), for some x ∈ Dl. Similar relation hold for C˜j and D˜l := C˜k+2l+1.
Let us denote xj := Qjx, yj := Qjy for j = 1, . . . , k and xj := Elx,
yj := Ely for j = k + 2l + 1, l = 0, . . . ,
m−k
2
− 1. Then all xj , yj are
positive and even and
ρ =
k⊕
j=1
xj ⊗ yj ⊕
m−k
2
−1⊕
l=0
xk+2l+1yk+2l+1
Moreover, for j = k + 2l + 1 we must have xj = zl ⊕ Θ(zl) for some
positive zl ∈ Dl and similarly yj = wl ⊕ Θ(wl) for positive wl ∈ D˜l,
l = 0, . . . , m−k
2
−1. The rest of the proof now follows from Lemmas 1 and
3.

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