A fundamental open problem in algebraic combinatorics is to find a positive combinatorial formula for Kronecker coefficients, which are multiplicities of the decomposition of the tensor product of two S r -irreducibles into irreducibles. Mulmuley and Sohoni attempt to solve this problem using canonical basis theory, by first constructing a nonstandard Hecke algebra B r , which, though not a Hopf algebra, is a u-analogue of the Hopf algebra CS r in some sense (where u is the Hecke algebra parameter). For r = 3, we study this Hopf-like structure in detail. We define a nonstandard Hecke algebraH
Introduction
The Kronecker coefficient g λµν is the multiplicity of an irreducible S r -module M ν in the tensor product M λ ⊗ M µ . A fundamental and difficult open problem in algebraic combinatorics is to find a positive combinatorial formula for these coefficients. Although this problem has been studied since the early twentieth century, the general case still seems out of reach. In the last ten years this problem has seen a resurgence of effort, perhaps because of its recently discovered connections to quantum information theory [8] and complexity theory [15] . Much of the recent progress has been for Kronecker coefficients indexed by two two-row shapes, i.e., when λ and µ have two rows: a positive formula was given by Remmel and Whitehead in [16] and further improvements were made by Rosas [18] and Briand-Orellana-Rosas [6] . Briand-Orellana-Rosas [6, 7] and Ballantine-Orellana [2] have also made progress on the special case of reduced Kronecker coefficients, sometimes called the stable limit, in which the first part of the partitions λ, µ, ν is large.
In a series of recent papers, Mulmuley, in part with Sohoni and Narayanan, describes an approach to P vs. NP and related lower bound problems in complexity theory using algebraic geometry and representation theory, termed geometric complexity theory. Understanding Kronecker coefficients, particularly, having a good rule for when they are zero, is critical to their plan. In fact, Mulmuley gives a substantial informal argument claiming that if certain difficult separation conjectures like P = NP are true, then
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there is a #P formula for Kronecker coefficients and a polynomial time algorithm that determines whether a Kronecker coefficient is nonzero [13] . Thus from the complexitytheoretic perspective, there is hope that Kronecker coefficients will have nice formulae like those for Littlewood-Richardson coefficients, though experience suggests they will be much harder.
In [15] , Mulmuley and Sohoni attempt to use canonical bases to understand Kronecker coefficients by constructing an algebra defined over Z[u, u −1 ] that carries some of the information of the Hopf algebra structure of the group algebra ZS r and specializes to it at u = 1. Specifically, they construct the nonstandard Hecke algebraH r (denoted B r in [15] ), which is a subalgebra of the tensor square of the Hecke algebra H r such that the inclusion∆ :H r ֒→ H r ⊗ H r is u-analogue of the coproduct ∆ of ZS r (see Definition 2.2). The goal is then to break up the Kronecker problem into two steps [14] :
(1) Determine the multiplicity n (
Thus a positive combinatorial formula for n α λ,µ and m ν α would yield one for Kronecker coefficients.
However, this approach meets with serious difficulties. The defining relations of the algebrasH r seem to be extremely complicated and remain mysterious even for r = 4. Problem (1) seems to be within reach, and, in the forthcoming paper [5] , we solve it in the two-row case. For problem (2) , the hope is to find a canonical basis ofM α that has a cellular decomposition into S r -irreducibles at u = 1, however this seems to be extremely difficult.
In this paper we study a family of algebrasH
that contains H 3 andH 3 as cases k = 1, 2. We discover a remarkable connection between the defining relations of these algebras and Chebyshev polynomials T k (x). Specifically, we show thatH
is generated by P (k)
and has a relation, which we call the nonstandard braid relation, that generalizes the braid relation for k = 1:
where [2] = u + u −1 , P (k)
, and the coefficient a (j) is equal to T j ( 1 [2] ). Chebyshev polynomials come up in several places in nearby areas of algebra, however their appearance here seems to be genuinely new. For example, Chebyshev polynomials appear in the criterion for semisimplicity of Temperley-Lieb and Jones algebras [10, 11] (also see [4] ). In [4] they appear in three ways -as just mentioned, in giving the dimension of a centralizer algebra of a Temperley-Lieb algebra, and in calculating the decomposition of a Brauer algebra module into Temperley-Lieb algebra modules. In this paper, Chebyshev polynomials appear as the coefficients in the relations of an algebra.
In the remainder of this paper, we first define the nonstandard Hecke algebrasH 
Nonstandard Hecke Algebras
After recalling the definition of the (standard) Hecke algebra H W of a Coxeter group W , we introduce the nonstandard Hecke algebraH W of [15] . Hecke algebras are not Hopf algebras in a natural way, and the nonstandard Hecke algebraH W is in a sense the smallest deformation of H W that also deforms the Hopf algebra structure of the group algebra ZW . We show that the Hecke algebra RH S 2 is a Hopf algebra (for suitable rings R). We then define the sequence of algebrasH
. We record some basic facts about the representation theory of these algebras and define anti-automorphisms that behave like the antipode of a Hopf algebra.
2.1. Let (W, S) be a Coxeter group with length function ℓ. We work over the ground ring A = Z[u, u −1 ], the ring of Laurent polynomials in the indeterminate u.
Definition 2.1. The Hecke algebra H W of a Coxeter group (W, S) is the free A-module with basis {T w : w ∈ W } and relations generated by
For any J ⊆ S, the parabolic subgroup W J is the subgroup of W generated by J. We let (H W ) J denote the subalgebra of H W with A-basis {T w : w ∈ W J }, which is isomorphic to H W J .
For any commutative ring K and ring homomorphism A → K, let KH W = K ⊗ A H W . We will often let K = Q(u), the quotient field of A. If the ring K is understood and A → K is given by u → z, then we also write H W | u=z for KH W . The Hecke algebra H W over A is the generic Hecke algebra of W and KH W is a specialization of H W .
We are particularly interested in the type A case in this paper, and in this case (W, S) = (S r , {s 1 , . . . , s r−1 }) and we abbreviate H Sr by H r .
The u-integers
We also use the notation [k] to denote the set {1, . . . , k}, but these usages should be easy to distinguish from context. We also set f = [2] 2 because this constant appears particularly often. Let C ′ s = T s + u and C s = T s − u −1 for each s ∈ S. These are the simplest unsigned and signed Kazhdan-Lusztig basis elements. They are also proportional to the primitive central idempotents of K(H W ) {s} ∼ = KH 2 when K is a ring containing 1 [2] : define
C s 1 ) to be the idempotent corresponding to the trivial (resp. sign) representation of KH 2 .
Write ǫ + , ǫ − for the one-dimensional trivial and sign representations of H W , which are defined by
We identify these algebra homomorphisms ǫ + , ǫ − : H W → A with left H W -modules in the usual way.
There is an A-algebra automorphism θ :
We will establish some basic properties of these anti-automorphisms in §2.5.
Let η be the unique A-algebra homomorphism from A to H W . At u = 1, the maps η, ǫ + , 1 op specialize to the unit, counit, and antipode of the Hopf algebra ZW . 
We let∆ :H W ֒→ H W ⊗ H W denote the canonical inclusion, which we think of as a deformation of the coproduct ∆ ZW : ZW → ZW ⊗ ZW , w → w ⊗ w.
The nonstandard Hecke algebra is also the subalgebra of H W ⊗ H W generated by
Despite their simple definition, the nonstandard Hecke algebras seem to be extremely difficult to describe in terms of generators and relations. Indeed, the main purpose of this paper is to work out such a presentation for dihedral groups W . For the easiest case W = S 2 , the story is quite nice. [2] ] and R 1 = Z[ 1 2 ]. We have RH 2 ∼ = RH 2 by 1 f
is a Hopf algebra with coproduct ∆ =∆, antipode 1 op , counit ǫ + , and unit η.
(ii) the Hopf algebra RH 2 | u=1 , with Hopf algebra structure coming from (i), is isomorphic to the group algebra R 1 S 2 with its usual Hopf algebra structure. Moreover, the Hopf algebra structure of (i) is the unique way to make the algebra RH 2 into a Hopf algebra so that (ii) is satisfied.
Proof. The isomorphism RH 2 ∼ = RH 2 is immediate from the observation that∆(
The axiom for the antipode is a special case of Proposition 2.4 to come (and also easy to check directly). We need to check the axioms
which is easy. For example, for the second, observe that both sides applied to p + yield
It is straightforward to see that (ii) is satisfied. We check only that the coproduct commutes with specialization, and omit verifying that this is also so for the antipode, the counit, and the unit:
where ∆| u=1 is the specialization of ∆ and ∆ R 1 S 2 is the usual coproduct on R 1 S 2 .
For the uniqueness statement, we use that RH 2 ⊗ RH 2 is isomorphic to a product of matrix algebras. Explicitly,
The map ∆ is determined by ∆(p + ), and the image of ∆ is isomorphic to RH 2 if and only if ∆(p + ) is an idempotent not equal to the identity. We also have that 
where these are equalities of maps fromH W to H W .
Proof. First set S = 1 op . The right-hand side of (4) is the algebra homomorphism defined by η •ǭ + (Q s ) = 0, s ∈ S. To see that the left-hand side defines the same thing, first observe that it takes Q s to 0 and 1 to 1:
Since∆ is an algebra homomorphism, there holds
where the last equality is by (6) . We can similarly show that µ • (S ⊗ 1) •∆(xQ s ) = 0 for any x ∈H W . Thus the two-sided ideal generated by the Q s is sent to zero, so the left and right-hand sides of (4) agree. Equation (5) is proved in a similar way by replacing Q s with P s and ǫ + with ǫ − above.
By the above proposition, we can define ∆
It is now natural to generalizeH W as follows.
Definition 2.5. The nonstandard Hecke algebraH
s . The set S of simple reflections of W will always be denoted {s 1 , . . . , s r−1 } in this paper, and we let P W (or a similar algebra) is a universal object in some categorical sense. This may be closely related to the problem of constructing a right adjoint to the forgetful functor from Hopf algebras to algebras, which was recently done in [1] .
For any nonnegative integers
• ∆; applying this to [2] k p + yields
for all s ∈ S. As a consequence, there is a canonical inclusion
Thus any pairM l ,M r , whereM l is aH
W -module, gives rise to theH
We have the following commutativity property
where the isomorphism is given by the map swapping tensor factors; this is anH
Wmodule homomorphism by (9) .
There are one-dimensional trivial and sign representations ofH
W , which we denote byǭ + andǭ − :ǭ
For a ring homomorphism K → A, we have the specialization KH (k)
of the nonstandard Hecke algebra. 
W . Many of the observations here are also made in [15, §10] .
Any anti-automorphism S of an A-algebra H allows us to define duals of H-modules: let , : M ⊗M * → A be the canonical pairing, where M * is the A-module Hom A (M, A). Then the H-module structure on M * is defined by
We write M ⋄ (resp. M # ) for the H W -module dual to M corresponding to the antiautomorphism 1 op (resp. θ op ). We note that for W = S r dualization M → M # corresponds to transposing partitions. 
where λ ′ is the transpose of the partition λ.
Let A θ be the subgroup of automorphisms of H ⊗k W generated by
where the θ appears in the i-th tensor factor. Let A 0 θ be the subgroup of A θ generated by
. This is a subgroup of index 2 and consists of the involutions involving an even number of θ's and the rest 1's.
Proposition 2.8. The elements of A θ restrict nicely toH
Proof. It is enough to check (i) for W = S 2 , and this can be seen directly from the observation θ(p + ) = p − and by comparing
with the similar expression for ∆ (k) (p + ) in (8) . The remaining statements follow easily.
There are also anti-automorphisms 1
. The next proposition is immediate from Proposition 2.8 (v) and definitions. Proposition 2.9. LetM l be anH
W -module and assume that these are free and finite-dimensional as A-modules. Then
The nonstandard braid relation
Here we determine the irreducible representations of the nonstandard Hecke algebrā H (k) 3 and find that it has a two-dimensional irreducible with defining constant [2] k T j (
We deduce from this the nonstandard braid relation (2) forH
3.1. It is convenient to prove our results forH
in the following general setup. All of the two-dimensional irreducible representations of KH W (for W any dihedral group, not just W = S 3 , and suitable field K) are of the formX (k) (c) ∼ = K 2 , for some constant c ∈ K, defined by the following matrices giving the action of P (k) i onX (k) (c):
Here we have specified a basis (x 1 , x 2 ) forX (k) (c) and are thinking of matrices as acting on the left on column vectors, so that the j-th column of these matrices gives the coefficients of P (k) i x j in the basis (x 1 , x 2 ). Recall that a representation of an algebra over a field K is absolutely irreducible if it is irreducible over any field extension of K (the appendix of [12] is a good quick reference for this and other basic definitions and results about finite dimensional algebras over a field). Observe thatX 
(X (k) (c) can always be considered as a module for the subalgebra of End K (K 2 ) generated by the matrices above, even if it is not a module for the algebras we are interested in.) One also checks easily thatX
Proposition 3.1. Let k l , k r be positive integers with
W -modules, respectively with constants c l , c r ∈ K. Put a l = √ c l , a r = √ c r and define
Assume that a l a r , a ± ∈ K and that K is an integral domain in which 2 = 0. Then
W -module via∆ (k l ,kr) (see (11) ) with the following decomposition into irreduciblesX
whereǭ 1 andǭ 2 are one-dimensional representations given bȳ
Remark 3.2. A direct calculation shows that, with the appropriate convention for square roots, a
Note that by (14) and (16), our assumptions on K and thatX l andX r are irreducible imply a 2 + = a 2 − . Thus the last three cases of (17) are the only degenerate cases that can occur.
Proof. Let (x l1 , x l2 ) and (x r1 , x r2 ) be bases forX l andX r , respectively, corresponding to the matrices in (13) . Using (10) we compute that the matrices forX l ⊗X r in the basis (x l1 ⊗ x r1 , x l1 ⊗ x r2 , x l2 ⊗ x r1 , x l2 ⊗ x r2 ) are given by
(19) The vectors z 1+ , z 2+ , z 1− , z 2− were found using the form of the matrices in (18) to ensure that z i+ and z i− span theǭ + -isotypic component of Res {s i }Xl ⊗X r for i = 1, 2. A direct computation shows that K{z 1+ , z 2+ } (resp. K{z 1− , z 2− }) is a submodule of X l ⊗X r provided a + (resp. a − ) is a solution to the quadratic equation
The constants a ± are defined (16) so that this is so. By comparing the first and last components of z i+ , z i− , one checks that if a
Moreover, by the remark before the proof, a
Then with the assumptions of the first case of (17), (z 1+ , z 2+ , z 1− , z 2− ) is a basis ofX l ⊗X r and the action of P (k) i in this basis is given by
which verifies (17) in this case.
Next suppose a 2 + = f k and a − = 0, and define z
is a basis and the action of P
in this basis is given by
The second case of (17) follows. The third and fourth cases of (17) 
3.2. The k-th Chebyshev polynomial T k (x) of the first kind is the polynomial expressing cos(kθ) in terms of x = cos(θ). Chebyshev polynomials appear in many areas of mathematics including numerical analysis, special functions, approximation theory, and ergodic theory. Explicit formulas, recurrences, and generating functions are known for Chebyshev polynomials [17] , though in this paper all we need are simple trigonometric identities. Recall from the introduction the constants
We will see that [2] k a (j) , j ∈ [k] are the defining constants of the two-dimensional irreducible representations ofH (k) 3 . The first few coefficients [2] k a (k) are
Though Chebyshev polynomials are usually defined for k ≥ 0, it is convenient to define them for all integers k. Note that the definition above still makes sense and we have
obtained by expressing sin(kx) in terms of x = cos(θ); more precisely, we should write
. The k-th Chebyshev polynomial U k (x) of the second kind is the polynomial expressing sin((k + 1)θ)/ sin(θ) in terms of x = cos(θ). Then we have
Again, we may allow k to be any integer and there
The calculation decomposing the tensor productsX l ⊗X r (Proposition 3.1) and the following identity for Chebyshev polynomials are all we need to determine the irreducibles ofH 
Proof. This is immediate from the trigonometric identity for the cosine of a sum of angles:
consist of the trivial and sign representations ǫ + ,ǭ − , and the k two-dimensional representations
Proof. The proof is by induction on k. The result is well-known for k = 1, so assume
is a subalgebra of KH 3 ⊗ KH
, every irreducible representation of KH belongs to the composition series of X l ⊗X r for some irreducible KH 3 -module X l and irreducible KH (k−1) 3 -moduleX r . From the case X l = ǫ + , we conclude by induction thatǭ + ,ǭ − , and ǫ
. To obtain the complete list of irreducibles, by commutativity (12) , it remains to decomposeM (1) 
into irreducibles is the crux of the proof, and this is a special case of Proposition 3.1. Note that ǫ
. Then by Proposition 3.1 and Lemma 3.3 with
Finally,
where the second isomorphism is by Proposition 2.9 and the first is byM
This last fact follows by induction using (25) and (26); the base caseM
# is the r = 3 case of Proposition 2.7. Thus the irreducible constituent of ǫ − ⊗M (k−1) is already in our list.
It remains to check thatM
. This holds by (15) and the fact that T k (x) is a degree k polynomial in x, implying [2] k a (j) is a polynomial in [2] whose constant coefficient is nonzero if and only if j = k. is split semisimple for K = Q(u).
Proof. Proceed by induction on k. We can view the inclusion∆
of (11) as one of leftH (k) 3 -modules. Since localizations are flat, K is a flat A-module; thus, KH
is also an inclusion (this fails for the specialization A → Z, u → 1). Hence to show that KH
is semisimple it suffices to show that X l ⊗X r is a direct sum of irreducible KH -moduleX r . The proof above gives an explicit decomposition of X l ⊗X r into irreducibles.
The algebra KH
is split because the irreducibles
are absolutely irreducible by (14) . Remark 3.6. It was claimed in [15] that RH r is semisimple for any specialization A → R, however there is a mistake in the proof. In fact, the specialization u → 1 is not semisimple if r > 2. I have been convinced by the authors of [15] that the proof can be easily fixed to show that R(u)H r is semisimple. We strongly suspect that all the algebras Q(u)H (k) W are semisimple for finite Weyl groups W , but we do not yet have a proof.
Now we can determine the nonstandard braid relation forH
a polynomial in an indeterminate y with coefficients in A.
Theorem 3.7. The algebraH
is the associative A-algebra generated by P (k) s , s ∈ S = {s 1 , s 2 }, with quadratic relations
and nonstandard braid relation
Proof. The quadratic relations follow from the fact that H 2 is a Hopf algebra. Set
3 . We next show that the nonstandard braid relation holds in KH (k) 3 , for K = Q(u), i.e. 1⊗ h = 0 in KH (k) 3 . To see this, one computes easily using (13) 
acts by 0 onǭ − . Further noting that both sides of (28) act onǭ + by the constant [2] k F k ( [2] 2k ), we conclude using Theorem 3.4 that 1 ⊗ h acts by 0 on all irreducible representations of KH then implies 1 ⊗ h = 0. We next claim thatH
is injective, which would imply h = 0, i.e. the nonstandard braid relation holds. The claim holds because KH
is the localization ofH
at the multiplicative set U = A\{0} and U contains no zero divisors (the facts about localization needed for this would be standard in the commutative setting, and it is not difficult to show that they carry over to the case that the multiplicative set lies in the center of the ring). The multiplicative set U contains no zero divisors becauseH
is a subalgebra of the free A-module H ⊗k W . To see that no other relations hold inH (k) 3 , let H be the A-algebra generated by the P (k) i with relations (27) and (28). The algebra H is a free A-module with basis given by the 4k + 2 monomials
By the split semisimplicity of Q(u)H
and not in H would force dim Q(u) Q(u)H
In the proof above we have shown that
is free as an A-module.
Generalizations to dihedral groups
Let W be the dihedral group of order 2m with simple reflections S = {s 1 , s 2 } and relations
We will generalize the results of the previous section to the algebrasH if m is odd. Suppose K is a subfield of C(u) containing the w j . The irreducible representations of KH W consist of (a) the trivial and sign representations ǫ
, where M j =X (1) (w j ), (c) if m is even, two one-dimensional representations ǫ 1 and ǫ 2 determined by
4.2. Here we introduce the combinatorics and multivariate generalization of Chebyshev polynomials needed to describe the irreducibles ofH
SComp n,k be the set of equivalence classes of signed n-compositions of k. Write SComp n,≤k = 1≤k ′ ≤k SComp n,k ′ and SComp n,<k = 1≤k ′ <k SComp n,k ′ . , we have the enumerative result
Definition 4.4. Let k be a signed n-composition of k. The multivariate Chebyshev polynomial T k (x 1 , . . . , x n , y 1 , . . . , y n ) ∈ R is the polynomial expressing cos(k 1 θ 1 + k 2 θ 2 + · · · + k n θ n ) in terms of x j = cos(θ j ), y j = sin(θ j ), where
. . , x n , y 1 , . . . , y n ) ∈ R is the polynomial expressing sin(k 1 θ 1 + k 2 θ 2 + · · · + k n θ n ) in terms of x j = cos(θ j ), y j = sin(θ j ).
The polynomials T k , T 1 k can be expressed in terms of the univariate polynomials T 0 k (x) := T k (x, y) and T 1 k (x, y) = yU k−1 (x) (as defined in §3.2) explicitly as follows. Let F 2 be the finite field of order 2. If k is an n-vector, then a vector α ∈ F n 2 is k-supported if k j = 0 implies α j = 0. There holds
Fix once and for all square roots √ w j and f − w j in some field K containing A.
For instance, we may choose
For each signed n-composition k of k, define the following constants, which after being multiplied by [2] k , belong to A * :
, . . . ,
To better understand these coefficients, it is helpful to compute the specialization
4.3. We give names to the two-dimensional irreducibles ofH
Note that these definitions make sense because (
2 are independent of the equivalence class of k ′ . The isomorphism in the second line will be seen in the course of the proof below. We also remark thatN
In the special case that k has only one nonzero component W consist of (a) the trivial and sign representations ǫ + , ǫ − , (b) for each k ′ ∈ SComp n,≤k , a two-dimensional representationN
Proof. The proof is by induction on k and similar to that of Theorem 3.4. The base case k = 1 is Theorem 4.1.
As in the proof of Theorem 3.4, it suffices to decompose X l ⊗X r into irreducibles for every irreducible KH W -module X l and irreducible KH (k−1) W -moduleX r . The calculation we need is a special case of the following: suppose that k l , k r are positive integers such that k = k l + k r and k l , k r are signed n-compositions of k l , k r respectively. Then by Proposition 3.1 and Lemma 4.8 (below),N
In particular, if we are given some signed n-composition k of k, then we may certainly choose k l , k r such that k l + k r = k. Thus the first summand of the right-hand side of (34) isN
W . And certainly |k l − k r |, |k l + k r | ≤ k, so the irreducibles on the right-hand side of (34) and (35) are in our list.
Next, we consider the case X l = ǫ − . We have
which is in our list of irreducibles. The first isomorphism of (36) is byN
⋄ , which can be checked directly from (13) , and the second is by Proposition 2.9. Also, if m is even, ǫ − ⊗ǭ 1 ∼ =ǭ 2 and ǫ − ⊗ǭ 2 ∼ =ǭ 1 .
Finally, we consider the case that m is even and
Changing to the basis 1 0
shows that
It remains to prove that the list of irreducibles is distinct, and this is Proposition 4.9 (below). Proof. This follows from the proof above, similar to the W = S 3 case. The base case k = 1 requires the split semisimplicity of KH W . A proof of this is given in [9, Corollary 8.3.2].
Lemma 4.8. For k l , k r signed n-compositions of k l , k r respectively, there holds
Proof. It suffices to consider the specializations σ :
; the image of the map R >0 → R, σ(u) → x is (0, 1 2 ]. If m is odd, it suffices to show that for any signed n-compositions k
(an equality of real-valued functions on (0,
Define the functions α ± : (0,
If there exists x 0 ∈ (0,
). Since we can choose square roots such that √ w j = 2 cos( jπ m ) ∈ (0, 2), the result follows from the lemma below with z j = 2 cos( jπ m ). The additional arguments needed in the case m is even are similar.
We are grateful to Sergei Ivanov for the proof of the following lemma. g(z 1 x) , . . . , g(z n x), with domains restricted to N ′ for some N ′ ⊆ N having a limit point in N, are linearly independent over R.
Proof. Suppose for a contradiction that c = c 1 g(z 1 x) + · · · + c n g(z n x), c, c j ∈ R with some c j nonzero. Assume without loss of generality that all of the c j are nonzero and that z 1 is the largest of the z j . Then 
Now we can determine the nonstandard braid relation forH
Theorem 4.11. Let W, m, and n be as in Theorem 4.1. The algebra A * H (k) W is the associative A * -algebra generated by P
Proof. The proof is similar to that of Theorem 3.7. In the case m is even, we need to check that both sides of (42) act onǭ 1 andǭ 2 by 0. This is clear since P
12 acts on these representations by 0.
In fact, we can deduce a stronger statement, which does not seem to be easy to prove directly. Proof. Let K (resp. K * ) be the field of fractions of A (resp. A * ). Let F be the Aalgebra generated by P (k) s , s ∈ S, with quadratic relations (40). The ideal of relations I is defined by the exact sequence
Since localizations are flat and free modules are flat, the sequence remains exact after tensoring with K and K * . Thus Theorem 4.11 says that
generates K * I if m is odd (the m even case is similar). Now choose a graded lexicographic term order on monomials in F and let {g 1 , g 2 , . . .} be a Groebner basis for KI. There exists an i such that g i and h have the same leading monomial. We must then have g i = ch, c ∈ K * , because if not we could cancel the leading terms of g i and h, contradicting that {h} is a Groebner basis of K * I. Since g i ∈ KF, and the leading coefficient of h is 1, we must have c ∈ K. It follows that h ∈ KF and KI = (h). The desired conclusion I = (h) then follows by repeating the argument from the proof of Theorem 3.7.
We may also conclude, as in the W = S 3 case, Corollary 4.13. The algebraH
W is free as an A-module.
A cellular basis forH (k) W
Graham and Lehrer's theory of cellular algebras [11] formalizes the notion of an algebra with a basis well-suited for studying representations of the algebra. The theory is modeled after the Kazhdan-Lusztig basis of H r in which a basis element C ′ w is naturally labeled by the insertion and recording tableaux of w. We briefly introduce this theory (following some of the conventions in [12] ) and show that RH , for all λ ∈ Λ and all S and T in T (λ), is an algebra anti-isomorphism of H, (ii) for any λ ∈ Λ and h ∈ H there exist r S ′ ,S ∈ R, for S ′ , S ∈ T (λ), such that for all T ∈ T (λ)
If H has a cellular basis then we say that H is a cellular algebra.
The cellular basis for RH (k)
W (R to be specified) is similar to the "banal" example of [11] , which we now recall.
Example 5.2. For each element λ ∈ Λ, we are given an element σ λ of R. Let H = R[y]/g(y) where g(y) = λ∈Λ (y − σ λ ). Choose a partial order on Λ such that for each pair µ, λ ∈ Λ, we have µ ≤ λ, λ ≤ µ or σ µ − σ λ is invertible in R (for example, ≤ can be a total order). For λ ∈ Λ, let T (λ) = {λ} and set
The triple ({C λ } λ∈Λ , Λ, T ) is a cellular basis of H : one checks that {C λ } λ∈Λ is an R-basis by evaluating a linear relation λ∈Λ a λ C λ = 0 at x = σ µ for µ a maximal element of Λ; one concludes that a µ = 0 and shows by induction that the other a λ 's are 0. Similar considerations show that for any λ ∈ Λ, {C µ : µ < λ} is an R-basis of the ideal of H generated by µ <λ (y − σ µ ). We conclude that for h(y) ∈ R[y], there holds
The data for the cellular basis of RH
W is as follows:
The set SComp 1 n,<k is equal to SComp n,<k and is decorated with a superscript 1 to distinguish its elements from those of SComp n,≤k . It is convenient to define σ k for all k ∈ Λ 2 by 
Then let the poset on Λ be that of Λ 2 with the elements of Λ 1 added as in the following diagrams.
The cellular basis C of RH (k)
W consists of, if m is odd,
for all k ∈ Λ 2 and the products are over all k ′ ∈ Λ 2 satisfying the stated conditions. Note that the quantity defining Cǭ + above is exactly P
by the nonstandard braid relation (41). If m is even, then the cellular basis C consists of
where the products are over all k ′ ∈ Λ 2 satisfying the stated conditions. The quantity defining Cǭ
) by the nonstandard braid relation (42).
Proposition 5.3. Let Λ, T , C and σ k be as above and let R be a ring containing A * such that σ k is invertible in R for all k ∈ Λ 2 . The algebra
W is a cellular algebra with cellular basis (C,Λ, T ). The anti-automorphism * of Definition 5.1 (i) is equal to 1 op of §2.5.
Proof. We must show that C is an R-basis of H. As an H × H op -bimodule, theǭ + ×ǭ + -isotypic component of the restriction of H to a H {s 1 } × H op {s 1 } -bimodule has an R-basis consisting of monomials of the form P (k)
is also an R-basis for this space by the same argument as in Example 5.2. Similar considerations show that for any λ ∈ Λ and i, j ∈ [2], the set
is an R-basis for theǭ + ×ǭ + -isotypic component of the H {s i } × H op {s j } -restriction of I λ , where I λ is the two-sided ideal of H generated by k ′ <λ (P
That C is an R-basis of H follows by applying this to λ =ǭ − . We may also deduce that
If m is odd, this verifies condition (ii) of Definition 5.1.
If m is even, we also need the following, immediate from the definition of C in (46),
kǭ 2 . The claim that * = 1 op is straightforward.
5.2. Cellular algebras are well-suited for studying specializations. For this, we need some additional definitions from [11] . Let M λ be the left H-module that is the submodule of H ≤λ /H <λ with R-basis {C λ ST : S ∈ T (λ)} for some T ∈ T (λ); this basis is independent of T and we denote its elements by C 
Proof. By (48), the action of P We next compute the decomposition matrix of the specializationH Proof. This follows from the computation of a k | u=1 , a 1 k | u=1 in (32), Proposition 5.5, (48), and (15) . In the case φ k has rank 1 (k ∈ Λ 2 ), a direct computation shows that M k has ǫ − as an irreducible submodule with quotient L k =ǭ + .
Remark 5.9. Proposition 5.3 does not apply to the u = 1 specialization if m is even because σ k can be 0. It is not difficult to modify the cellular basis to obtain a result similar to Proposition 5.8, which we do below. This will show that the conclusions of cellular algebra theory do indeed not hold in this case, so the assumptions of Proposition 5.3 are necessary, not an artifact of our choice of basis. 
