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Quantum computers open the possibil-
ity of performing real-time calculations for
quantum field theory scattering processes.
We propose to use an index averaging the
absolute value of the difference between
the accurately calculated Trotter evolution
of site occupations and their actual mea-
surements on NISQ machines. The aver-
age is over all the qubits for a certain num-
ber of Trotter steps. We use this metric
to quantify the progress made in succes-
sive state-of-the-art machines and error-
mitigation techniques. We illustrate the
concept with the transverse Ising model
in one spatial dimension with four sites
using three of IBM’s quantum computers
(Almaden, Boeblingen, and Melbourne).
We discuss the size of the Trotter steps
needed to achieve physics goals. Using
the proposed metric, we show that read-
out mitigation methods and Richardson
extrapolations of mitigated measurements
are very effective for specific numbers of
Trotter steps of a chosen size. This spe-
cific choice can be applied to other ma-
chines and noise mitigation methods. On
the other hand, a reliable algorithmic mit-
igation would require a significantly larger
number of smaller Trotter steps.
1 Introduction
The study of the real-time evolution of physical
observables in quantum field theory and many-
body physics is an important aspect of current re-
search in physics. However, due to the sign prob-
lem that arises when studying real-time evolution
of physical observables using classical computers,
Erik Gustafson: erik-j-gustafson@uiowa.edu
it is not possible to successfully perform such cal-
culations except for sufficiently small systems. A
quantum computer, unlike a classical computer,
is based on a fundamentally different computa-
tional paradigm that avoids the sign problem of
classical computing.
Today, quantum computing technology is in
its early development, and these machines are
classified as Noisy Intermediate Scale Quantum
(NISQ) computer hardware platforms. Because
today’s quantum computing hardware platforms
are inherently noisy, the qubits can only main-
tain coherence on the order of tens to hundreds
of microseconds for super conducting qubits (ion
traps have much longer coherence times). In ef-
fect, the circuit depth available to program these
models on a quantum computer has a serious lim-
itation [1, 2]. Because of these constraints, un-
derstanding, benchmarking, and mitigating noise
on these hardware platforms is central to improv-
ing the performance and extending total com-
putation capability of the quantum computing
platform. In order to study the consequences of
noise, it is important to identify simple processes
that can be used to compare devices and mea-
sure the progress made by successive generations
of machines as the field of quantum computation
rapidly evolves.
The transverse Ising model is an excellent can-
didate for studying the real-time evolution of
quantum physics on these NISQ machines. This
is a simple model of a local field theory (nearest
neighbor interactions) with connections to both
condensed matter physics and quantum field the-
ories [3]. The simplicity of the model offers
shallow-depth circuits that are implementable on
quantum computing hardware platforms. It can
be easily coded onto today’s quantum comput-
ers, and provides a working prototype candidate
for studying the real-time evolution of a phys-
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ical observable. Extensive work has been done
simulating and developing algorithmic tools for
these problems using this model [4–24]. Results
from these quantum simulators offer a direction
for mapping these problems onto today’s quan-
tum computing hardware platforms. It is not dif-
ficult to extend this work to other field theoret-
ical models such as the Thirring and Schwinger
models.
At the present time, there are several groups
examining various behaviors of the transverse
Ising model on quantum computers as an ac-
tive area of research [12, 25–28]. This paper re-
ports on the calculation of real-time evolution for
scattering processes involving few particles using
quantum computing techniques along with er-
ror mitigation techniques for these basic physics
models running on NISQ based machines. The
work presented here improves upon the proce-
dures implemented in [25], where the simulation
of the transverse Ising model was carried out on
emulations of different quantum computers with
minimal error mitigation.
In Sec. 2 we examine the one-dimensional
transverse Ising model with four sites and open
boundary conditions (OBC), focusing on the
challenges and the best steps forward in the NISQ
era. This paper emphasizes that the process of
benchmarking is a critical component in the over-
all effort to implement such types of physics prob-
lems on a quantum computing hardware plat-
form. In particular this work focuses on examin-
ing the connectivity between various qubits and
the efficacy of the qubit operations themselves
because these parameters can vary day-to-day
and even fluctuate substantially during each day.
In addition to the usual steps of implement-
ing the quantum circuit and optimal choice of
Trotter step size on three separate IBM Q hard-
ware platforms (Almaden, Boeblingen, and Mel-
bourne), we have designed a new benchmarking
metric that we label as G. This metric explic-
itly calculates the difference between the mea-
sured site occupations and the exact value, for
all site occupations in the case where the mea-
sured value is above a certain threshold . This
metric helps to gauge how accurately a quantum
system, which can be trivially implemented on a
quantum computer,1 can be simulated using cur-
1We define “trivially implemented” as meaning no un-
necessary swap gates are needed to simulate the model.
rent quantum computers across different days.2
Based on the observed data from these ma-
chines in Sec. 2.2, we analyze how this procedure
provides an effective measure on the number of
Trotter steps or the depth of a circuit that can
be used. We also discuss how the readout errors
can affect the simulation results and how they
can be rectified. We use Richardson extrapola-
tion schemes as carried out in [11, 25, 29, 30], to
gauge how much noise we can remove via post
processing of the data.
In Sec. 3, we examine methods of algorith-
mic mitigation, where we attempt to reduce the
error coming from the Trotter approximation by
extrapolation methods. We discuss non-linear as-
pects of the evolution operator and explain that
it can lead to problematic extrapolations.
Finally, Sec. 4 summarizes our conclusions
from this work. We also discuss future applica-
tions of the methods described in our article.
2 Methodology for real-time calcula-
tions and benchmarking
2.1 Real time evolution
The formulation of the transverse Ising model
that we examine uses four sites and has OBC.
This model can be explicitly written as:
Hˆ = −J
3∑
i=1
σˆxi σˆ
x
i+1 − hT
4∑
i
σˆzi , (1)
where J is the nearest neighbor coupling (hop-
ping) and hT is the on-site energy. Following Ref.
[25], we chose J = 0.02 and hT = 1.0 because of
the simple connection to single particle quantum
mechanics. The relevant time scale is discussed
in detail at the end of this subsection. We used
OBC because Almaden and Boeblingen do not
allow a four site Ising model with PBC to be
trivially implemented on the quantum hardware
(See Fig. 8 for the layout of Almaden and Boe-
blingen and Fig. 9 for the layout of Melbourne
in Appendix B).
2In Appendix B we examine the consistency of several
of IBM’s quantum computers from different generations,
Almaden, Boeblingen, and Melbourne. Identifying how
consistently a NISQ computer performs day to day informs
us as to how much information and how far in time we can
evolve a quantum system [4].
2
The system can be evolved in time using the
complex exponential of the Hamiltonian:
Uˆ(t) = e−itHˆ . (2)
Following Refs. [25, 31], the Suzuki-Trotter (ST)
approximation is applied to the evolution opera-
tor with the explicit form:
Uˆ(t;N) =
(
Uˆ1(t/N ;ht)Uˆ2(t/N ; J)
)N
+O(t2/N)
(3)
where N is the number of Trotter steps to be
implemented,
Uˆ1(δt;ht) = e−ihT δt
∑4
i=1 σˆ
z
i , (4)
and
Uˆ2(δt; J) = e−iJδt
∑3
i=1 σˆ
x
i σˆ
x
i+1 . (5)
The operators defined in Eqs. 4 and 5 can be
expressed as a combination of the following two
quantum circuits:
Uˆ1(δt;ht) =
Rhtz (δt)
Rhtz (δt)
Rhtz (δt)
Rhtz (δt)
(6)
and
Uˆ2(δt; J) =
• RJx(δt) •
• RJx(δt) •
• RJx(δt) •
,
(7)
where RJx(δt) = eiJδtσˆ
x
and Rhtz (δt) = eiδthtσˆ
z
.
We picked the qubits with the lowest collection
of CNOT errors on which to run the circuit.
Following the methodology used in [25], the
quantum circuit describing the model is initial-
ized with states that can be interpreted as one
or two particle states and allowed to evolve over
a fixed number of Trotter time steps. The qubit
states are recorded at the end of the Trotter time
steps and interpreted as accurate expressions for
the evolution of the approximate particle occu-
pations.
The choice of parameters hT = 1 and J = 0.02
provides a large gap between the vacuum and
the one-particle states which have small energy
splittings corresponding to the kinetic energy.
For comparisons and benchmarking purposes, we
measure the output of the qubits in the σz basis,
and perform all comparisons using the operator
nˆ = (1− σˆz)/2. (8)
From the point of view of the spectrum, J is a
perturbation, but for the real-time evolution of
the 〈nj(t)〉 with initial states which are eigen-
states of nj , this quantity remains constant in
the limit J = 0. Consequently, the changes in
〈nj(t)〉 are driven by J .
The choice of the Trotter step depends on the
physics goals. Our long-term objective is to cal-
culate the real-time evolution for scattering pro-
cesses involving few particles. The relevant time
scale here is defined as the time needed to bring a
free particle to a situation where it interacts with
another particle or an external potential. In the
specific example considered here, it takes a time
of order t ∼ 100, or Jt ∼ 2, to go from an initial
state |1000〉 to a state roughly resembling |0001〉.
On the other hand, the size of the Trotter step
necessary to control the Trotter error with rigor-
ous bounds is δt . 1. This would require about
100 Trotter steps which is beyond what current
quantum computers can achieve. A detailed nu-
merical analysis shows that Trotter steps of order
δt ∼ 10 actually have a reasonable error for ten
steps. With current machines, good control can
be achieved with 6 Trotter steps having δt = 5,
see Fig. 6 in Appendix B.
We collected most of the data for this “safe”
choice of parameters and also explored both in-
creased number of Trotter steps and larger size
trotter steps. For these choices, the dependence
of observables on δt is highly nonlinear and in-
volves resonance phenomena that were not antic-
ipated initially. As we will explain, these nonlin-
ear effects make algorithmic mitigation problem-
atic for our range of parameters. However, the
Trotter approximations that we use are reason-
ably accurate and we will focus on the closeness
of machine measurements to the Trotter approx-
imation implemented on the machines.
Given the size of the lattice, the Hilbert space
is sufficiently small (24 states), that the problem
can be completely run on a conventional com-
3
puter. Using these two calculations for compari-
son, we call these very accurate results “Trotter
exact” as opposed to the noisy results obtained
with the quantum computers. We now discuss
how to quantify the closeness between the two
data sets.
2.2 Benchmarking Measure
In order to adequately compare the results from
running on different hardware platforms, it is
necessary to define a metric that can be used to
measure the accuracy of these simulations. We
defined a new metric called the gross averaged
discrepancy. This metric takes all the differences
of measured data points from the exact value for
all the data points whose measured value is above
a certain threshold  and then averages them.
The parameter  is introduced during the data
analysis process because we noticed that the
closeness to the numerical values of the Totter
calculation for qubits with larger values of 〈ni(t)〉
were a good indicator for the quality of the evo-
lution, while the qubits with of 〈ni(t)〉 ≤ 0.2
did not play a substantial role. The  param-
eter serves as a filtration mechanism connected
to a data cutoff choice for 〈ni(t)〉 < . As we
will see, choices of  ' 0.2 contribute to a better
discrimination for the accuracy of the evolution.
This equation for this metric is defined as:
G(data set) ≡
∑
nmeas> |nmeas − nTrotter|∑
nmeas> 1
.
(9)
This metric G allows several data points to be
aggregated to provide a measurable number in
order to compare different hardware and dif-
ferent algorithmic methods. While other met-
rics exist to compare various results, e.g. χ2
or mean squared errors, these methods will en-
counter problems. A χ2 comparison will pro-
duce large values because the systematic errors
are difficult to measure and the statistical er-
rors are significantly smaller. Without including
these systematic errors, the statistical errors by
themselves will unnaturally inflate the χ2 value
which will make comparisons difficult. The mean
squared error versus the absolute value will over
emphasize the importance of large errors, numer-
ically we found that this provides a very poor
discrimination between machines and methods.
2.3 Readout Correction
The magnitude of readout errors (misidentifying
a |1〉 for a |0〉 or vice-versa) for current supercon-
ducting qubit quantum computers can be quite
high (ranging up to 15 per-cent). For this rea-
son, it is important to identify the best method
for correcting these readout errors. We exam-
ine three well used methods of readout mitiga-
tion that are available: two variations of operator
rescaling and a calibration matrix method.
The operator rescaling methods work by us-
ing the documented readout errors of a given
machine to correct observables via post process-
ing. This method has two varieties which we will
call asymmetric and symmetric. The asymmetric
method assumes that there may be some asym-
metry in the readout errors, while the symmetric
method assumes that the readout error probabil-
ities are symmetric. Both of these methods have
a drawback. It is difficult to correct for correlated
readout errors because the current formulations
below, Eqs. 10 and 11, are not scalable. The
asymmetric readout error mitigation scheme for
the Pauli Zˆ operator proposed in Ref. [32] which
accounts for the asymmetric readout errors, is
〈σˆz〉 = 〈σˆ
z
noisy〉+ p0→1 − p1→0
(1− p0→1 − p1→0) , (10)
where 〈σˆznoisy〉 is the expectation value of the op-
erator as measured on the machine before post
processing, p0→1 is the probability of misidenti-
fying a |0〉 as a |1〉 and p1→0 is the probability of
misidentifying a |1〉 as a |0〉. This scheme can be
approximated assuming that the readout errors
are identical, which simplifies the formula in Eq.
(10):
〈σˆz〉 ' 〈σˆ
z
noisy〉
1− 2 ∗ preadout error . (11)
The calibration method implemented here can
be found in IBM’s published Qiskit library [33].
The method of correction involves using asym-
metric readout errors for the qubits of the quan-
tum computer to construct a readout noise
model. Then for each possible state for the sys-
tem, the readouts are measured and used to con-
struct a probability matrixM that describes the
expected values given some true state. The ma-
trix is then inverted to reverse the probability dis-
tribution while subjecting the end result to the
constraint that the observables maintain physical
values.
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machine raw symmetric asymmetric calibration
Almaden 86.0(8.3) 76.4(8.6) 74(10) 74(10)
Boeblingen 67.2(8.0) 50.8(6.7) 36.0(6.8) 31.7(7.2)
Melbourne 120(15) 108(15) 96(11) 96(11)
Table 1: G0.0 × 103 summarized for various machines over δt = 5.
machine raw symmetric asymmetric calibration
Almaden 88(11) 80(11) 56(16) 55(16)
Boeblingen 79(16) 55.2(8.8) 16.6(3.0) 11.2(3.4)
Melbourne 183(23) 177(24) 141(18) 142(18)
Table 2: G0.2 × 103 summarized for various machines over δt = 5.
A comparison of how these different meth-
ods work is demonstrated in Fig. 1.3 Readout
correction methods, unsurprisingly, improve the
accuracy of the results when using the G in-
dex. The methods of readout correction from
most accurate to least were: the calibration ma-
trix, asymmetric correction, symmetric correc-
tion, and then no correction. In particular, Boe-
blingen has the most significant improvement
from readout correction while the improvements
from Almaden and Melbourne were less signifi-
cant but still noticeable. These results are sup-
ported by the metric defined in Tables 1, 2, and
3. Overall the calibration method appears to be
the most effective method and we will focus the
continuing analysis using just this method. It
should also be noted that if we simply take the
square root of the mean squared error, all the val-
ues are of the order 0.2. This does not provide
sufficient discrimination among the machines and
methods.
A sharpening of the differences between these
results can be seen by increasing  in G for  = 0
in Table 1,  = 0.2 in Table 2, and  = 0.3 in Ta-
ble 3. The increasing of  provides a better con-
trast. It both allows comparisons among differ-
ent machines and helps distinguish the accuracy
among different methods on the same machine.
For example in the calibration correction method
we can see that by increasing  the metric lowers
for Almaden and Boeblingen while it increases
for the Melbourne which has a larger value for
G. This is the desired result of increasing ; the
3A list of the asymmetric readout errors can be found
in Table 9 in Appendix B. A complete figure of all δt = 5
times steps can be seen in Fig. 6.
different metric values begin separating so that
the differences are clearly discernible. We have
examined larger choices of δt (20, 10, and 20/3),
and have included a discussion in Appendix A.
2.4 Gate Noise Mitigation
In order to minimize the errors introduced by
noisy quantum gates, the primary method that
is commonly used is a Richardson extrapolation
[13, 19, 29, 30, 34]. This method was originally
proposed in Ref. [35] and involves increasing the
noise in the system by fixed amounts and then
extrapolating to the vertical axis-intercept corre-
sponding to a noiseless value. This process is sim-
ple in the case of CNOTs, where an odd number
of CNOTs is inserted into the circuit to increase
the overall circuit noise. A simple noise model
which admits a linear regression for a noisy ex-
pectation value as a function of the noise param-
eter  can be derived by noting that the CNOT
maps the pauli group onto itself [13].
Several different methods of carrying out this
extrapolation exist. One method involves poly-
nomial error model fitting as used in [13, 19].
The other leading method, deferred Richardson
extrapolation, involves solving a set of n linear
equations for n unknown values corresponding
to the coefficients of a polynomial, to determine
the “noiseless limit,” by way of the Vandermonde
matrix [36], as used in [5, 29, 30, 34].4 Mathemat-
ically this works by solving the matrix equation:
Ri,j~cj = ~Oi, (12)
4[29] also proposed an exponential ansatz but we have
not carried out this method due to computational con-
straints.
5
machine raw symmetric asymmetric calibration
Almaden 73.3(8.2) 64.3(7.3) 31.2(5.3) 30.6(5.1)
Boeblingen 101(12) 64.8(8.2) 18.4(3.7) 11.3(4.5)
Melbourne 216(15) 209(17) 158(20) 159(20)
Table 3: G0.3 × 103 summarized for various machines over δt = 5.
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Figure 1: Comparison of various readout correction
methods (No correction, symmetric correction, asym-
metric correction, and calibration matrix) on all ma-
chines for δt = 5 and t = 10. The statistical errors
are too small to be seen on the figure.
for ~c, where Ri,j = rji , ri is the ith error rate
r, j corresponds to the order of the polynomial
coefficient ranges from 0 to npoints − 1, ~c is the
coefficient vector for the polynomial terms, and
~O is a vector of the observable at various error
rates. The error rates are 1, 3, 5, etc. which
correspond to increasing the original noise.
We examine both of these methods as a way of
comparison. For fitting, we tested two different
ansa¨tze to fit the noisy data: a quadratic ansatz
in r,
〈O(t; r)〉 = A+Br + Cr2, (13)
and linear ansatz in r,
〈O(t; r)〉 = A+Br. (14)
For the deferred limit approach, we use between
2 to 4 different noise rates to carry out this ex-
trapolation.
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Figure 2: Richardson extrapolations with δt = 5 for
〈nˆ1〉 for all three machines using increasing multiples
of CNOT gates, corresponding to error rates r =
1, 3, 5, and 7.
A selected example of these Richardson extrap-
olations using Almaden is shown in Fig. 2. There
are several main features that are clear from these
methods. First, when observables are near the
maximally uncertain value, the noise mitigation
methods can become somewhat unstable. Sec-
ond, after several Trotter steps significant er-
rors begin to accumulate and destroy much of
the structure of the noise. The issues with er-
ror accumulation are demonstrated in Fig. 7 in
Appendix A. Finally, the higher order approx-
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imations are drastically affected by overfitting.
From our results we used a linear approxima-
tion for the Richardson extrapolation in the algo-
rithmic mitigation as it appears to be the most
accurate. A visual summary of the results for
δt = 5 can be seen in Fig. 3 and the G0 metric
listed for the machines in Table 4.5 In two of
the three cases (Almaden and Melbourne), the
linear fit Richardson extrapolation introduces a
noticeable improvement when compared to the
raw measurements. One interesting result that is
noticeable on the new machines is that overfitting
of the noise by using higher order extrapolation
is possible and does diminish the accuracy of the
extrapolations.
In addition we also ran simulations at longer
time frames (t = 20, 40, 60, 80, 100, and 120) for
each of the δt = 20, 10, and 20/3. The data from
these simulations can be found in Table 5 and
Fig. 4. One of the key features we can see is the
loss of signal at larger number of Trotter steps,
in particular for δt = 10 and 20/3.
When analyzed together, the data in the ta-
bles and figures referenced in this section point
toward a physical picture of what is happening.
From Fig. 3 and the G0 metric listed for the ma-
chines in Table 4 we can see that for δt = 5 there
is a clear improvement in the fidelity of the out-
put data between the raw data and linear fit. In
addition the occupation number results for each
of the qubits track the expected Suzuki Trotter
theoretical evolution for each of the IBM Q hard-
ware platforms on which this code was run.
Increasing the value of δt = 20, 10, and 20/3,
as shown in Table 5 and Fig. 4, indicates that
the improvements between the raw and linear fits
have disappeared on each of the IBM Q hardware
platforms. Essentially what is happening is that
the linear and quadratic error models are not ca-
pable of fully modelling the noise in the circuits.
This is also confirmed in Fig. 4 plots illustrating
the deviation of the measured data (taken from
Almaden) from the theoretical expectation value
of the Trotterization for each of the occupation
numbers. The problem of noise reduction and
error mitigation will require more sophisticated
techniques in order to extend the coherence of
the circuits to larger time intervals.
Finally, it is noted that these results do not
5In Appendix A, Fig. 7 shows a case where Richardson
extrapolations can run into trouble.
track to what would naively be expected from
referencing the quantum volume [37] associated
with each machine. The problem is that the
quantum volume is a metric for quantum com-
puter performance that is intended to measure
the size of a quantum processor’s accessible state
space. Given the fact that a processor with n
qubits has a 2n dimensional state space the max-
imum theoretical number of computational states
that can be accessed is 2n. In reality, that num-
ber is considerably less. The quantum volume
metric measures that fraction of the accessible
state space by constructing random circuits. A
processor’s quantum volume is defined by the
ability of a quantum computer to reliably run
a family of square random circuits with a width
based on the number of qubits and a depth based
on the number of steps in that circuit.
This type of square circuit is not characteristic
of most quantum algorithms. Most algorithms
actually have specific shapes (in terms of width
and depth) that may vary widely depending on
the application being run. Therefore, quantum
volume based on these square random circuit con-
structs is not necessarily an optimal measure of
a quantum computer’s performance for a spe-
cific application. This effect has also been re-
cently noticed by several other groups [38], [39].
A brief discussion of machine specifications, per-
formance, and quantum volume can be found in
Appendix B.
3 Algorithmic Mitigation
After the Richardson extrapolation, we expect
that the observable will depend on the size of the
Trotter step δt. Naively, it is expected that the
intrinsic Trotter error decreases with δt; however
the situation is more complicated than this. Cer-
tain choices of δt can cause a sudden loss of ac-
curacy in the Trotterization because they occur
at values of δt that affect the fidelity of the oper-
ator. This fidelity is affected because the special
products cause no evolution in one or more com-
ponents of the operator (see Fig. 5). In addition,
shrinking the Trotter step increases the number
of Trotter steps to reach a given t and corre-
spondingly increases the actual machine errors.
A clear effect of the Suzuki-Trotterization is that
at δt < pi/2, it is safe to assume a “Richardson”
extrapolation as used in Sec. 2.2 based instead on
7
machine δt raw calibration n = 2 n = 3 n = 4 linear quadratic
Almaden 5 76.9(9.2) 65(21) 49(27) 63(33) 81(41) 35(18) 49(26)
Boeblingen 5 57.8(9.0) 25(14) 66(16) 83(29) 107(38) 38(15) 81(19)
Melbourne 5 111(16) 87(25) 41(16) 29(12) 32(12) 69(27) 36(14)
Table 4: G0 × 103 after Richardson extrapolation for δt = 5. n = 2, 3, and 4 correspond to the various orders in
the deferred limit approach defined in Eq. (12) and linear and quadratic models for the fitting method.
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Figure 3: Comparison of machine results with (1) no mitigation, and (2) calibration readout correction and linear fit
noise mitigation to the expected Suzuki Trotter and exact evolution.
larger values of δt [40]. This can be explained by
the fact that for hT = 1, the spectrum of the sec-
ond term of the Hamiltonian has even eigenvalues
and consequently Uˆ2(pi/2; 1) is minus the iden-
tity and the second term actually disappears from
the Trotter approximation of the evolution of the
observable. A detailed analysis shows that the
for δt & 1, the Trotter error grows much slower
than the rigourous bounds, however the lack of
smoothness near integer multiple of pi/2 makes
mitigation difficult. This Richardson extrapola-
tion can be carried out by using either polynomial
fits or the Richardson’s deferred limit approach,
where r now scales like (δt)/(δt)smallest. However
because of these “resonant” points, an algorith-
mic extrapolation will encounter trouble as the
effects of larger δt’s will by the effects of these
problematic values, which had not been appreci-
ated at the onset of this work.
While in theory evolving to the same time with
a small Trotter step size addresses this issue,
the inherent noise from the quantum gates pre-
vents this result from being achieved in actuality.
Methods for working around and understanding
these effects so that algorithmic extrapolations
can be used will be a focus of future work.
4 Summary and Next Steps
The results reported here demonstrate that it is
possible for the time evolution of the transverse
Ising model with four sites to be accurately sim-
8
machine δt raw calibration n = 2 n = 3 n = 4 linear quadratic
Almaden 20 44.4(7.8) 39(14) 58(24) 87(37) 120(48) 40(16) 63(25)
Boeblingen 20 89(15) 88(32) 127(38) 163(61) 208(86) 116(40) 133(41)
Melbourne 20 155(24) 164(53) 181(61) 181(64) 177(66) 169(58) 193(60)
Almaden 10 138(21) 141(43) 107(40) 93(37) 105(31) 149(50) 104(40)
Boeblingen 10 173(32) 171(69) 160(87) 179(86) 209(85) 184(79) 182(86)
Melbourne 10 172(32) 174(65) 197(78) 223(85) 243(89) 168(71) 205(80)
Almaden 20/3 174(23) 181(47) 160(49) 150(45) 142(44) 184(55) 159(48)
Boeblingen 20/3 230(37) 249(82) 257(102) 286(102) 321(101) 249(91) 259(108)
Melbourne 20/3 169(33) 170(66) 177(76) 182(78) 176(79) 167(75) 189(77)
Table 5: G0 × 103 for Almaden after Richardson extrapolation for δt = 20, 10, and 20/3.
0
0.5
1.0
n 1
(t)
t = 20 t = 10 t = 6.6
0
0.5
1.0
n 2
(t)
0
0.5
1.0
n 3
(t)
40 80 120
t
0
0.5
1.0
n 4
(t)
40 80 120
t
40 80 120
t
Figure 4: Comparison of raw and Richardson extrap-
olation using a linear fit for δt = 20, 10, and 20/3 on
Almaden. Black line: exact diagonalization; blue points:
exact Trotterization; black diamonds: raw uncorrected
data; magenta crosses: linear extrapolation with calibra-
tion matrix correction.
0
1
t = 20 t = 40
0
1
t = 60 t = 80
0
1
t = 100 t = 120
0
1
t = 140 t = 160
0 1 2 3 4
0
1
t = 180
0 1 2 3 4
t = 200
|
|U
(t)
ex
ac
tU
(t)
tr
ot
te
r|
|2
t
Figure 5: Fidelity, |〈ψ|U(t)exactU†(t)trotter|ψ〉|2, of the
Suzuki Trotter operator as a function of δt. Blue line:
fidelity; dot dashed orange line: peak minimum; dashed
black line: center of peak.
9
ulated for limited time scales on current genera-
tion NISQ based superconducting transmon ma-
chines. In addition they also show that applying
current methods of machine noise reduction are
effective and allow the examination of time evo-
lution beyond one or two Trotter steps.
These successes are tempered by the well rec-
ognized fact that quantum error mitigation tech-
niques typically allow error mitigation methods
to counter only a few species of well-known er-
rors. Nevertheless, the results reported here in-
dicate progress addressing these problems.
It is noted that the success of the Richardson
extrapolation applied to physics models running
on today’s quantum computers is undercut by
the previously mentioned difficulty of the algo-
rithmic error mitigation strategies. However, the
difficulty posed by algorithmic error mitigation is
not hopeless. It is clear that there is some effi-
ciency in the algorithmic mitigation and that its
success is dependent upon slight improvements
in two qubit gate fidelity and judicious choices
of Trotter steps. Nevertheless, a proper control
of algorithmic errors would require significantly
smaller Trotter steps than the ones used here.
The issue of increasing the value of J should
not be noticeably more difficult than the current
simulations. The Trotter step time δt will natu-
rally need to be reduced because the Trotter error
scales as a product of Jδt as is discussed in Sec.
2. The second consideration is that at larger J
“pair creation” effects will become significant and
therefore the ability to disentangle these different
“particle sectors” will be important.
This methodology is the first to apply the com-
bined set of quantum computing techniques and
error mitigation to real-time measurements for
basic physics models running on NISQ based ma-
chines. It has provided valuable insights toward
our understanding how to model these types of
physics problems on superconducting transmon
quantum computing hardware platforms. This
methodology can naturally be extended to the
Thirring and Schwinger models as both of these
models have Hamiltonians which can be writ-
ten in terms of local tensor products of Pauli-
matrices [11, 21, 41]. Specifically the tensor prod-
ucts are of σˆxσˆx, σˆyσˆy, and σˆzσˆz which can be
easily implemented using current quantum com-
puting technology. Finally, the results demon-
strated here with current generation NISQ based
machines indicate that these methodologies have
the potential to be extended to calculations of
phase shifts in basic physics models.
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A G-index analysis for larger Trotter
steps
In order to examine the physics of real-time scat-
tering modelled in this 1+1 field theory on these
IBM Q platforms, larger Trotter steps must be
used in order to access the region where the com-
putation represents a more physically interesting
time evolution. For this reason, simulations at
δt = 20, 10, and 20/3 were used to study the
time evolution beyond the initial δt = 5 results
averaged over the three δt. For each of these cal-
culations, the G-Index was computed. Tables 6,
7, and 8 illustrate the results for  = 0.0,  = 0.2,
and  = 0.3 respectively.
A key feature that emerged from these com-
putations shows that increasing , sharpens the
discrimination among the machines in terms of
the noise mitigation. From among all of the data
analyzed, Almaden show the best improvement
on a relative basis at the value of  = 0.3. A sec-
ond key feature shows that results of longer time
scale evolution continue to indicate that the ap-
plied error mitigation methods will not effectively
address the errors within the current readout er-
ror mitigation methods. Nevertheless, the data
do allow some statements to be made as to a clear
delineation in machine efficacy.
Additional noise mitigation analysis was per-
formed on the output data from the larger Trot-
ter steps using the Richardson correction proce-
dure. Table 5 shows the results from these runs at
each of the larger δt values with both linear and
quadratic algorithmic fits. What emerges from
these results is that the Richardson extrapolation
method is ineffective at these larger Trotter steps
for all of the machines on which the field theory
model was run. In some cases, these algorithmic
mitigation procedures actually deteriorate the fi-
nal results, indicating that the non-linearity in
the noise is not well modelled by simplified lin-
ear or quadratic algorithmic error mitigation.
B Machine Specifications and Perfor-
mance
Three different IBM Q hardware platforms were
used for this project. In this appendix, we pro-
vide information regarding the machine specifica-
tions and hardware layout. The three machines
chosen were Melbourne (14 qubit machine intro-
duced into service in September 2018), Boeblin-
gen (20 qubit machine introduced into service in
August 2019), and Almaden (20 qubit machine
introduced into service in September 2019). Fig-
ure 8 and Figure 9 show the layouts for the dif-
ferent machines.
IBM recently developed a single number met-
ric called the ”quantum volume” [37]. This tech-
nique uses randomized model circuits to mea-
sure improvement in system-wide gate error rates
for near-term quantum computation and error-
correction experiments. This metric is then used
as a relative measure when comparing different
IBM Q hardware platforms. The published quan-
tum volumes for each machine are as follows;
Melbourne has QV = 8, Boeblingen has QV = 16
and Almaden has a QV = 8. Other information
provided by IBM with regard to the machines
used in this study is given in Table 9 which lists
the asymmetric readout errors for the machines
on which the simulations were run.
Based on the topology of the qubit layout
showing the connectivity of the qubits for both
Almaden and Boeblingen does not allow for a
trivial implementation of the four site transverse
Ising model with periodic boundary conditions
such as the model implemented in [25]. For this
reason, open boundary conditions were used in-
stead. For the computations described here a
value of Jδt = 0.1 were used because this choice
reproduces the exact evolution with a reasonable
accuracy for a small set of Trotter steps and is
of a sufficient length of time that the real-time
dynamics are observable.
Simulations on the Boeblingen and Almaden
machines ( Fig. 10) were run across four different
dates with fixed parameters to gauge how the
performance of the machine changes from day to
day. The Boeblingen quantum computer is able
to implement between four and five Trotter steps
before significant gate errors start to accumulate
and distort the wavefunction. It was observed
that the Almaden machine is able to implement
between four to six of these Trotter steps before
gate errors become a noticeable problem.
One particular topic that is worth noting is
the relative performance of the three machines is
somewhat different from what would be expected
based on a quantum volume measurement. From
quantum volume basis, one would assume that
Boeblingen would produce the best results from
12
machine raw symmetric asymmetric calibration
Almaden 91.2(8.0) 86.3(8.0) 89.5(8.4) 89.4(8.4)
Boeblingen 124(13) 119(13) 116(14) 118(15)
Melbourne 152(13) 151(13) 150(13) 150(13)
Table 6: G0.0 × 103 summarized for various machines over δt = 20, 10, 20/3.
machine raw symmetric asymmetric calibration
Almaden 69(10) 66(10) 61.9(9.9) 61.8(9.9)
Boeblingen 102(14) 99(15) 92(15) 91(16)
Melbourne 157(19) 159(20) 152(19) 152(19)
Table 7: G0.2 × 103 summarized for various machines over δt = 20, 10, 20/3.
machine raw symmetric asymmetric calibration
Almaden 71(14) 69(14) 55(14) 54(14)
Boeblingen 116(20) 110(21) 99(22) 94(22)
Melbourne 190(26) 193(26) 177(25) 178(25)
Table 8: G0.3 × 103 summarized for various machines over δt = 20, 10, 20/3.
qubit property Almaden Boeblingen Melbourne
1 P (0→ 1) 0.0067 0.0933 0.005
1 P (1→ 0) 0.0533 0.1467 0.083
2 P (0→ 1) 0.0200 0.0133 0.008
2 P (1→ 0) 0.0300 0.0900 0.028
3 P (0→ 1) 0.0000 0.0100 0.055
3 P (1→ 0) 0.0533 0.0333 0.078
4 P (0→ 1) 0.0066 0.0367 0.006
4 P (1→ 0) 0.0500 0.0267 0.068
Table 9: Readout Error probabilities as listed in IBM’s machine backend on QISKIT.
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time steps (t = 10 and t = 30) using Almaden with
δt = 5.
the δt computations. However, the data in Tables
6, 7, and 8 do not support such a conclusion. This
may indicate that the quantum volume procedure
based on error rates using randomized model cir-
cuits may not be the best metric for character-
izing various subject domain applications. This
is currently being investigated in more detail and
will be reported in a future publication.
It is worth noting that the errors in the sim-
ulations are more driven by gate errors than de-
coherence errors. This is seen in Table 10 where
the chance of an error occurring roughly increases
linearly but by 5 to 6 Trotter steps the simulation
is already nearing the coherence limit. These er-
rors are on the same order of magnitude for the
simulations of interest.
C Algorithmic Mitigation Problems
At the onset, it was not appreciated that the al-
gorithmic mitigation would not be troubled by
many different effects. In particular the non-
linearity of the Trotter operator problematizes
error mitigation because the expected Trotter re-
sults at different Trotter steps are all close to-
gether. In addition, these extrapolations are
troubled by noise errors that are difficult to mit-
igate with Richardson extrapolation resulting in
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Figure 10: Comparison of Trotter evolution of the Ising
model on the Almaden and Boeblingen machines across
multiple days. J = 0.02, hT = 1.0, Ns = 4, and δt = 5.
The left column corresponds to the Almaden machine;
the right column corresponds to the Boeblingen quan-
tum computer.
15
steps CX gates probability 1 gate error average computation time (µs) decoherence probability
1 6 0.063 1.844 0.043
2 12 0.121 3.688 0.085
3 18 0.176 5.532 0.124
4 24 0.228 7.376 0.162
5 30 0.276 9.22 0.198
6 36 0.321 11.064 0.233
Table 10: average gate errors, computation times, and decoherence probability, taken on QISKit backend on 7
/10/2020.
meaningless results as shown Fig. 11.
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Figure 11: Algorithmic extrapolations using actual ma-
chine data. Green +: Richardson and algorithmic ex-
trapolation on Almaden. Blue points: noiseless algorith-
mic extrapolation. Red ×’s: Linear extrapolation with
calibration readout correction. Black curve: exact evo-
lution.
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