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As robots become more prevalent, designing an efficient communication system for human-
robot interaction becomes an important yet challenging problem. Visual and tactile interfaces are very 
common in autonomous robots and intelligent systems; however, audio-based interfaces are a relatively 
new and developing area. We study the scenario in which a fleet of agricultural robots need to 
communicate a failure case for a human operator to diagnose and respond to in a teleoperation setting. 
These robots must have a simple yet effective communication system so farmers that may not have 
robotic experience can operate them. In this thesis project, we develop an agbot simulation platform 
and various audio communication techniques and characterize the most effective and natural interface. 
First, autonomous farms of varying complexity are created using the OpenAI Gridworld simulation. Then, 
a user study with 11 participants is conducted with this simulation to test three audio communication 
methods: sounds, single-word commands, and full natural language communication. As the robots on 
the farm experience and report errors, the human is tasked with diagnosing them and keeping the 
robots going. Afterwards, the user completes a survey to determine the overall effectiveness of the 
system. The results suggest that the human’s perception of the system is mainly impacted by the audio 
communication technique not the complexity, and the single word commands provide the best 
interface. However, not all the results were statistically significant, potentially because of the small 
sample size, and further studies should be conducted on this topic to confirm the results. 
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1.1 Project Motivation 
As robots are becoming more advanced, society is beginning to adopt them in more 
applications. We provide three main motivations to study human robot interaction (HRI) in the farm 
setting. First, the use of robots in agriculture is increasing and necessary to sustain a rising population. 
Second, the usability and design of a robot’s user interface is important to enable the robot to be 
accessible by people of various backgrounds and abilities. Finally, a user’s perception of a robot may 
negatively impact the success of the HRI task, thus engineers must balance robot capabilities with the 
user perception.  
Food scarcity has become a dominant concern as many farmworkers have left their traditional 
role in the field to pursue more urban occupations. As a result of this labor shortage, food production 
may not meet the rising demands of growing urban areas [1], [2]. Studies conducted in HRI conclude 
that some tasks in agriculture are too complex for robots, such as pruning and thinning, so HRI should 
focus on the efficiency and profitability of robots that assist humans in these tasks [2]. In the 
teleoperation setting, it is unreasonable to expect robots to be able to autonomously address all their 
errors on a farm. At the current stage of autonomy, humans will inevitably have to intervene in one way 
or the other. Thus, research should focus on how to make the most out of this interaction as opposed to 
solely focusing on full autonomy.  
The usability and ease of the human robot interface is important. Many farmers do not have 
much robotics experience and increasing their accessibility to robots is necessary for them to be able to 
use robots on the farm. For most research labs, robots are operated by writing ROS commands to the 
terminal which is not feasible for farmers in the field. This provides motivation to research an audio 
interface between the human and robot, allowing robots to become more accessible and commonplace 
in society.  
Even if the robot is usable, it must be perceived correctly by the user as strong user perception 
is necessary for acceptance of a robot and its adoption in society. It is common for robotics research to 
focus on increasing robot capability, i.e., increasing a robot’s functionality and speed or efficiency, 
however if humans do not accurately perceive these capabilities the robot becomes useless [3]. 
Automatic speech recognition (ASR) is increasingly being used to interface with robots and can 
deceptively change perception of the robot, as a user may associate speech with higher intelligence and 
think the robot is capable of more than it actually is. Thus, the user may attempt to use the robot for 
more than the robot is capable of doing and fail in the collective HRI task.  
1.2 Overview 
This project analyzes usability and perception quantitatively in a user study. A simulation was 
created of robots on a farm and 9 different versions of the simulation were run on each participant. The 
simulation consisted of robots facing errors and prompting the human to address them using different 
audio/speech signals. Each simulation varied in its level of speech communication and difficulty and 
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participants were given questionnaires afterwards asking about their experience using the robots. We 
measure how the speech communication affects a user’s perception of the robots and success of the 
task. 
2. Literature Review 
2.1 Robot Accessibility  
A recent HRI survey of over 50 papers determined that robots have not reached a level of design 
that allows for effective communication of faults by untrained users [1]. In agriculture, literacy has been 
a major barrier preventing farmers who cannot read written instructions from using robots [4]. Ghosh et 
al. attempt to address this issue, introducing a mixed icon based and audio interface to assist illiterate 
farmers in India in communicating with a robot [5]. Bali et al. focus on the same issue of under-educated 
farmers using technology but study an agriculture-based video search application using speech input 
and determined about a 90% success rate [6]. Redhead et al., further qualify the difficulty farmers face, 
after interviewing 9 farmers at 4 different farms in Queensland, Australia [7]. They discovered that the 
level of complexity of the robot systems is one of the main challenges these farmers face in adapting 
technology, as employees lack the necessary skills to operate it. This senior thesis project follows along 
these lines and intends to qualify an intuitive yet effective fully audio interface for a robot, so the use of 
robots is not constrained to a Ph.D. researcher or professional with technical expertise and expensive 
lab equipment.  
2.2 Alternative Methods to Speech for Communication 
After motivating the need for an audio interface in robots, we study various speech 
communication interfaces and how well they translate back to the HRI field, and a specific crop scouting 
robot failure communication task. Human-computer interaction (HCI) is dominated by visual and tactile 
interfaces, i.e., touch screens or buttons [8]. Common audio interfaces are computationally heavy 
intelligent assistants, such as Siri, Google, and Alexa, which do not translate well to task-specific 
applications where dialogue can be minimized, and usability can remain [8]. Robotics research is rapidly 
adapting audio communication interfaces, however, a divide in the literature highlights this 
computation-usability oversight. Papers either focus on enhancing the robot’s speech accuracy or 
analyzing the human’s perception of the robot. Little research looks at a specific context and addresses 
the interplay between how accurately the robot perceives the human’s speech input and how well the 
human perceives the robot’s audio output. This project begins to study this dynamic to maximize the 
effectiveness of a task that a human and robot collectively partake in using a speech interface. 
2.3 Human Perception of ASR in Robotics 
The issue with translating dominant HCI speech recognition techniques back to HRI in 
agriculture is that most of the literature in Automatic Speech Recognition (ASR) describes high-
performance applications using Large Vocabulary Conversational Speech Recognition (LVCSR), which 
maps audio signals to about 50,000-100,000 vocabulary words [9]. This would provide unnecessary 
computational overhead for many embedded robotic applications. In the agriculture example, many 
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words would never be used based on the simple commands needed for the robot to start, stop, and 
communicate its destination or errors. Clear error communication is very important for a human and 
robot to overcome a misperception error and complete their collective task [10]. Previous user studies 
show that direct and clear communication is more important than dialogue when it comes to studying 
the failure rate in HRI tasks [11]. This implies that task-oriented robots should focus more on concise 
speech than lengthy dialogue. 
However, if you completely restrict the robot’s vocabulary to simple commands, this can negatively 
impact the robot’s usability and the user’s perception. Cha et al. characterize the concept of 
underperception and overperception through numerous user studies of a helper robot in the kitchen. In 
underperception, a human underestimates the capability of the robot, thus not utilizing it to its full 
extent [3]. In overperception, the human overestimates the capability of the robot leading to the 
human’s expectations not being met, and therefore the human is less willing to work with the robot. All 
in all, they conclude that when a human misperceives a robot’s capabilities, they misuse it, and their 
acceptance of the robot decreases which can decrease the success of the collective HRI task [3].   
 Cha et al., describe how robotics research should focus on balancing technology with 
perception, as making advanced robotics systems is pointless if the user does not perceive it correctly. 
This project extends this idea to the teleoperation setting and focuses on speech [3]. As the results of 
Cha et al. describe, in a human robot interaction setting speech improves perceived physical capability, 
however in the teleoperation setting this might not be the case [3]. Since the robot is not a humanoid 
machine but is instead a software, too much speech communication may be perceived as redundant and 
may not be vital to increasing the perceived physical capability and overall success in the human robot 
interaction. Thus, to avoid overperception and increase the usability of the system, it may in fact be 
better to decrease the speech capabilities at the control center. 
2.4 Broader Impact 
Overall, the literature provides motivation for a speech recognition system to improve human robot 
interaction for failure communication in agriculture. Although this research project studies the 
agriculture setting, the idea of a simple audio interface requiring minimal complexity for a task-oriented 
robot can be adopted to many robotics applications. Lowering the communication barrier between 
humans and robots would allow for widespread production and adoption of robots which would give 
the U.S a competitive economic edge. In agriculture, improving yield would help fight global food 
scarcity. In factories, we would get a better output increasing Gross Domestic Product. Small businesses 
that cannot afford expensive robotic equipment and expertise will be able to use a task-oriented robot 
to carry a load, package boxes, etc. In everyday interactions, robotic systems could become more 
commonplace with a simple yet effective audio interface. Society will be able to produce more goods 




3.1 Experimental Design 
 The autonomous farm environment that was developed, consists of robots as agents 
autonomously moving up and down through the columns of a gridworld simulation. There are obstacles 
randomly placed throughout the grid which the robots will stop behind and trigger errors. Each error is 
not visible until the robot reaches the square right before it. The robots are different colored triangles, 
and the errors are various colored circles. Once the robot stops behind an error, the program notifies 
the operator that the robot is facing an error, and the human must diagnose the robot’s problem. Based 
on the error case the human can communicate to the robot how to resolve the error and the robot will 
proceed.  
 The independent variables that are being manipulated in this study include the audio signals and 
the complexity of the scenario, where complexity is measured by the number of robots on the screen. 
The dependent variables include the survey results describing the user’s perception of the system and 
the success of the task rated on a seven-point Likert scale. 
3.1.1 Error Cases 
 Currently, we consider the three error cases: row collision, untraversable object and 
unrecoverable failure. These failure cases are currently failures that can be identified on the Terrasentia 
EarthSense robot using a supervised variational autoencoder as described by Ji et al. [12]. The row 
collision and untraversable object are recoverable failures in which human intervention is not required 
on the actual farm, whereas the unrecoverable failure requires a human operator to go onto the field 
and help the robot. For the purposes of this project, all errors can be resolved from the operator’s 
commands. The errors are further described in Table 1. The three described error cases provide a more 
realistic farm simulation and a framework for the types of failures the robots may face on an 
autonomous farm. 
There are exactly six errors in every simulation, two of every failure case. As this study focuses 
on the audio communication’s impact on the user’s perception, we do not want the number or type of 
errors to influence the user’s perception thus we keep them constant. However, the location of each 
error is randomly sampled from a uniform distribution across the grid to simulate more realistic failure 
scenarios.  
Table 1 Error Cases 
Error Description Solution 
Row Collision The robot’s sensor is being 
blocked, perhaps by some part 
of the plant however it still has 
space to move. 
Reverse and continue 




Untraversable Object The robot is being blocked 
by some obstacle that is too big 
to go over or through. 
Navigate around the 
obstacle and then continue the 
robot’s original trajectory. 
Unrecoverable Failure The robot is being blocked 
or is in some failure scenario 
where it cannot continue 
without human intervention. 
Send a human to the field 
to help the robot recover. 
  
 The user addresses each of these error cases using certain verbal commands. The user is given 
Table 2 as reference during the experiment to know which commands to say for which error cases. 
Table 2 User Commands 
Error Number Error Command 
1 Row Collision “reverse and retry” 
2 Untraversable Object “navigate around” 
3 Unrecoverable Failure “sending human” 
 
3.1.2 Audio Signals 
 The verbal interaction from the human to the robot remains constant throughout all the 
simulations, as described in Table 2. However, the verbal interaction from the robot to the human will 
occur through three different audio-based methods: 
1. Sounds: The system will produce a sound when an error occurs. The system plays a sound to 
prompt the user when a robot fails and then a pop-up window (shown in Figure 4) asks the user 
which robot they would like to fix. Once the user chooses a robot to fix, the system will play a “ding” 
noise once to indicate error number one, twice to indicate error number 2 or thrice to indicate error 
number 3. Then the system polls the microphone, waiting for the user’s command. Once the user 
gives the correct response, the system will make a success notification noise, the simulation will 
continue, and the user can address the other robot failures if there are any. 
2. Single words: The system will communicate through single-word or phrase commands. Once 
an error occurs at a robot, the system will say "Error at robots <color1>, <color2>” where <color1> 
and <color2>  are the colors of the failed robots. Similar to the sounds audio method, the system will 
then prompt the user to select which failed robot they wish to diagnose. Then the system will say 
one of the following: “row collision,” “untraversable object,” or “unrecoverable failure.” The user 
must respond with the correct command, and then the system will say “robot fixed” and continue. 
3. Full Sentence Speech: The system will communicate to the human using full sentences as if it 
were capable of full natural language processing. At an error, the system will say "There are errors 
at the following robots: " and continue to list the robots by color. Then, once the user choses which 
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robot to diagnose it will say “There is a <error> at the <color> robot," where <error> and <color> are 
replaced by the actual error and robot color respectively. After receiving the correct speech 
command, the system will say “The <color> robot has been fixed,” and continue on with the 
simulation. 
 The user study aims to begin investigating the effects of audio communication in human robot 
interaction. Which method is easiest for the human to pick up on? How confusing is each method for 
the user given the complexity of the scenario, such as if more than one robot fails at once? As discussed 
in the literature review, the fully developed automatic speech recognition (ASR) system would be much 
more costly than a single phrase command recognition system, or a hard coded sound-based system. Is 
the human robot interaction performance of the ASR system so much greater than the sound system 
that it is worth the hardware resource costs and complexity? This study will quantify such inquiries and 
begin to explore the potential solutions and their tradeoffs, through the designated user study 
experiment and survey. 
3.1.3 Number of Robots 
 The number of robots the user had to address at the same time varied across simulations 
between 1 robot, 3 robots and 5 robots as shown in Figures 1, 2 and 3. The robots were evenly spaced 
and started along the top of the grid moving downwards synchronously until they start hitting errors. 
The motivation for varying the number of robots was to provide the user with a more realistic scenario 
and study the interplay between the complexity of the situation and the perception of the various audio 
systems. For example, it is possible when there are more robots being controlled at once the user 
prefers to communicate with a robot through notification sounds since they would feel overwhelmed 
with full sentences coming from so many different robots, however when there is only one robot the 
user may not feel the same. Understanding this relationship, can aid in the design of more easy-to-use 
robots in various scenarios. 
 




Figure 3 Level 3 (5 robots) 
 
3.2 Hypotheses 
The following three hypotheses were developed and tested by the experiment setup. 
H1: Improving speech capability will not significantly improve the success of a task. 
Speech capability is linked with improving the perception of social capability in a robot [3]. A 
human that can speak with a robot perceives it as more intelligent and competent, regardless of 
whether the robot is more physically able to complete the task. This has often been studied in a physical 
human robot interaction task and can lead to more positive perception of a robot’s abilities and thus 
risks overperception. However, when applied to a teleoperation setting, we hypothesize that speech no 
longer implies an improved perceived capability of a robot and thus will have no significant impact on 
the success of task. Since the teleoperation setting has no humanoid robot system, we are skeptical that 
the users will attribute social intelligence to speech as they did in the experiments of [3]. The success of 
the task and perception of the robot is more likely linked to the complexity of the scenario as addressed 
in H3. 
H2: Single word communication provides the best user perceived capability of the system. 
 In a control center setting, the human is likely not going to be solely focused on the autonomous 
farm’s robot failure recovery system as they will be busy operating many systems of the farm at once. 
The sound notification or speech thus acts as an interrupt, grabbing the user’s attention only as 
necessary. We hypothesize that in this case the user will not want to be interrupted with a lengthy 
description of the problem nor hold a conversation with the system. On the other hand, however, they 
may appreciate some more informative feedback that is easier to understand than an audio noise 
notification. Thus, the single-word communication system will likely provide the best balance between 
the two extremes for the human. 
Figure 4 Sample prompt for failed robots in Figure 3 
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H3: More complex scenarios decrease the user’s success in the task and their perception of the 
system. 
 The increased complexity of scenarios most likely would decrease the user’s success in the task, 
however, predicting how it effects the user’s perception of the system may be difficult. If the user is 
dealing with more robots at once, they may deem the system more capable, and their perception of its 
capabilities might increase. On the other hand, if the user is less successful and more overwhelmed with 
more robots on the screen the user may perceive the robots as less capable. H3 errs on the pessimistic 
side and follows the latter reasoning. It seems more often than not humans get annoyed and frustrated 
with technology sooner than they perceive it as more capable. Thus, it is reasonable to predict their 
perception would decrease in a potentially more frustrating situation.  
3.3 Simulation Design and Reasoning 
In order to test the hypotheses listed above a gridworld simulation was developed using the 
multi-grid open AI gym code [13]. The follow reasons illustrate why a low fidelity gridworld simulation 
was chosen: 
1. In the ideal autonomous farm setting, the robots will be operating autonomously, and the 
human operator would be back at some operating station. The robot would mostly be 
communicating with the human through a remote interface, where the human can see a map of the 
farm and the location of the robot it is diagnosing. The gridworld would mimic this operator-robot 
communication in the control center setting. 
2. This study is testing speech communication and focusing on that aspect, so there is no need 
to design an experiment with a real mechanical robot. The experiment requires nothing but the 
ability to speak to the robot and the ability to see what the robot is doing/what situation it is in. As a 
result, the experiment can be done in simulation. Even a simulator like Gazebo would simulate much 
more physics dynamics than needed. 
3. Given the pandemic, doing a user study through simulation is more feasible. A simple 
gridworld application is much easier for people to run than interacting with real robots or using a 
specialized robotics platform such as Gazebo. 
 Many design choices need to be made about the original system. For example, how big should 
the farm gridworld be and how many robots should be there? How fast should the robots be moving? 
How will they be navigating the field and how many obstacles should each face? Should the user be 
given the scenario where no robots fail or multiple fail at the same time? The tested design supports a 
20x20 grid with one, three or five robots starting equally spaced apart and pointing downwards. About 
every half second, a time step occurs, and the robots move forward by one space, unless blocked by an 
error in which case they remain stationary. As soon as they reach the bottom wall they turn to the left, 
move forward, then turn to the left again and continue moving forward. As soon as they reach the top 
the do a similar maneuver turning right, moving forward, then turning right again and continuing 
forward. In this fashion they traverse the whole grid to the right of their initial position. The obstacles 
and types of errors the robots face is randomly distributed and the scenario where multiple robots fail at 
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the same time will likely occur if the user does not diagnose and correct each robot fast enough. The 
simulation is complete when the user addresses all six errors, and the robots end up at the bottom right 
corner of the screen. This setup took the user about two to five minutes, depending how many robots 
were on the screen and occasional computational delays in the simulation program. 
3.4 User Study Method and Questions 
Every participant of the user study was given nine simulations, divided into three sets of three. 
Each set of three consisted of the same level of complexity (same number of robots) but different levels 
of audio communication. After each set of simulations, a questionnaire was given to measure the ease 
of use and how people felt with the various systems. The experimental procedure is summarized below: 
1. Level 1: 1 Robot 
a. Run Sound Notification Simulation 
b. Run Single Word Notification Simulation 
c. Run Full Speech Notification Simulation 
d. Survey 1 
2. Level 2: 3 Robots 
a. Run Sound Notification Simulation 
b. Run Single Word Notification Simulation 
c. Run Full Speech Notification Simulation 
d. Survey 2 
3. Level 3: 5 Robots 
a. Run Sound Notification Simulation 
b. Run Single Word Notification Simulation 
c. Run Full Speech Notification Simulation 
d. Survey 3 
The order in which the levels were tested was randomized and within each level, steps a-c was 
also randomized. This was done to reduce bias due to the order of the experiments. For example, if 
most people found the system difficult to use at the beginning and better by the end, randomizing the 
order should minimize the effect that plays on the results of the experiment. Along with the survey, 
each simulation was timed, potentially providing insight into the level of difficulty each user felt when 
completing the simulation. Each simulation took about three minutes; thus the overall experiment took 
around 30 minutes. 
 Each survey consisted of 12 questions. The first question inquired about the user’s previous 
experience with robotics. The next nine questions asked the user to rate their experience using the 
simulations on a seven-point Likert scale. The user was asked to rate the following questions for each 
sound-simulation type: 
Q1: It was easy to diagnose and fix the errors in this system:  
Q2: I was successful at guiding the robots passed their errors: 
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Q3: This system was overwhelming to use: 
The last 2 questions asked the user to rank the notification methods from best to worse and 
inquired about any additional comments they may have about the system. 
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4. Description of Research Results 
4.1 Qualitative User Study Description 
The experiment ran fairly smoothly however, there were some technical difficulties or glitches 
at least once for every user. When something happened, I simply reran that simulation, and asked them 
to ignore the technical difficulty when giving their survey response. The experiments in general seemed 
confusing for people to understand at the beginning, however, after a few runs, they got used to the 
system and it worked well. There was a noticeable short adjustment period before people got used to 
talking to the robot and as if they found it strange at first. They often started speaking to the system a 
quietly with hesitation as if they were unsure that they were doing it correctly, however after the first or 
second simulation they were more confident and clearer in giving their commands to the system.  
In general, people did not seem stressed or overwhelmed by the system, but instead were intrigued 
by how it was functioning. For those users who were more technically experienced, or they had previous 
experience with robots, they often asked about the technical details. Some recognized that this was a 
gym environment and asked about the functionality of the speech recognition. Others who did not have 
much experience with robotics or computers, simple expressed how interesting, cool, or fun they 
thought the system was. They seemed to perceive it as a game and sometimes even cheered or were 
visibly excited when the robot registered their command correctly.  
4.2 Survey Results 
The results of the survey are shown in Table 6. Looking across the mean, there seems to be no 
consistent trend in the perception or usability increasing which implies H1 holds. ANOVA was conducted 
on the data using the responses from Q2, aggregated across the different levels, with the treatment 
groups being the three different audio systems and the results are shown in Table 3. H1 asserts the null 
hypothesis, since it predicts speech capability will have no effect on the user’s success of the task. Since 
the p-value was determined to be 0.078 and with an alpha significance level of 0.05, the null hypothesis 
holds, thus H1 is supported by this experiment.  
Table 3 ANOVA for H1 
SUMMARY       
Groups Count Sum Average Variance   
Sound 33 212 6.424242 0.501894   
Word 33 207 6.272727 0.579545   
Sentence 33 196 5.939394 1.246212   
       
       
ANOVA       
Source of Variation SS df MS F P-value F crit 
Between Groups 4.060606 2 2.030303 2.616762 0.078244 3.091191 
Within Groups 74.48485 96 0.775884    
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Total 78.54545 98         
 
 The data in Table 6 seems to favor the word/phrase communication method as the most usable 
and least overwhelming since it shows a slightly higher mean for Q1 and a lower mean for Q3 in the 
word column, which implies support of H2. However, after conducting ANOVA on Q1 which asks the 
users how easy they felt it was to diagnose and fix the errors in each of the system, we determined an F-
value of 0.28 and p-value of 0.06. The data fails to pass the F test (0.28 < 3.1) and the p-value > 0.05, 
thus we cannot reject the null hypothesis that the communication method has no effect on the usability 
of the system. We conclude that H2 was not supported. Although the ANOVA results do not support H2, 
the F-test and p-values were very near the cutoff. Looking at the rankings in Table 3, we can see on 
average the word communication system was ranked higher than both the other systems. Therefore, it 
is reasonable to assume that the fact that H2 was not supported may be due to a small sample size of 11 
participants. Further research and studies should be conducted on a larger population to further support 
or deny these results. 
Table 4 ANOVA for H2 
SUMMARY       
Groups Count Sum Average Variance   
Sound 33 181 5.484848 1.945076   
Word 33 202 6.121212 0.734848   
Sentence 33 198 6 1.3125   
       
       
ANOVA       
Source of Variation SS df MS F P-value F crit 
Between Groups 7.535354 2 3.767677 2.83112 0.063879 3.091191 
Within Groups 127.7576 96 1.330808    
       
Total 135.2929 98         
 
Across the various levels of complexity in Table 6, there seems to be no trend in whether the 
user’s perception of the robot’s capability will increase or decrease thus H3 may not be supported. We 
conduct ANOVA by aggregating the responses across the various audio systems for Q3 and using the 
different levels of complexity as the various treatment groups. We determined with F-value of 1.2 and P-
value 0.3 that the means of the treatment groups are not significantly different from the overall mean, 
thus the different difficulty levels had no effect on the user’s perception or success in the system. This 
aligns with many of the participants comments during the study where they stated that their answers 
are not changing much between the surveys. In fact, a couple of participants did not even notice what 
had changed between the difficulty levels. They must have been focusing more on the audio feedback 
13 
 
and table of commands then the actual simulation GUI that showed the number of robots being 
displayed. 
Table 5 ANOVA for H3 
SUMMARY       
Groups Count Sum Average Variance   
Level 1 33 75 2.272727 2.017045   
Level 2 33 64 1.939394 1.183712   
Level 3 33 82 2.484848 2.945076   
       
       
ANOVA       
Source of Variation SS df MS F P-value F crit 
Between Groups 4.989899 2 2.494949 1.217874 0.300388 3.091191 
Within Groups 196.6667 96 2.048611    
       




Table 6 Full Survey Results 
    Sound Word Sentence Rank 
Levels Subject Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3 Sound Word Sentence 
1 
1 6 5 2 6 6 2 6 6 1 3 2 1 
2 4 7 1 6 7 1 5 7 1 3 1 2 
3 6 6 2 7 7 2 7 6 1 3 1 2 
4 7 7 5 7 7 6 7 7 6 3 1 2 
5 6 6 2 6 5 2 6 5 2 3 2 1 
6 6 6 2 6 5 2 6 6 3 1 2 3 
7 7 7 1 7 7 1 7 7 1 1 3 2 
8 3 6 4 5 7 3 6 6 2 3 2 1 
9 5 7 4 6 7 2 7 7 1 1 3 2 
10 6 6 2 6 6 2 4 4 4 2 1 3 
11 7 7 1 7 7 1 5 5 3 1 2 3 
2 
1 4 5 3 5 6 2 6 6 2 3 2 1 
2 4 7 1 6 7 1 5 7 1 3 1 2 
3 6 7 2 7 6 2 7 5 1 2 1 3 
4 7 7 4 7 7 2 7 7 5 2 1 3 
5 6 5 2 7 5 1 7 5 1 3 2 1 
6 7 7 1 6 6 2 6 6 3 1 2 3 
7 2 5 2 4 6 2 6 6 5 3 2 1 
8 7 7 1 7 7 1 7 7 1 1 3 2 
9 5 7 1 7 7 1 7 7 1 1 3 2 
10 6 6 2 6 6 2 5 6 2 2 1 3 
11 6 6 2 6 6 2 5 5 3 1 2 3 
3 
1 3 6 3 5 5 2 6 6 2 3 2 1 
2 4 7 1 6 7 1 5 7 1 3 1 2 
3 7 7 1 7 6 1 7 6 2 3 2 1 
4 6 7 6 7 7 1 7 7 3 3 1 2 
5 5 6 4 6 6 2 7 5 1 3 2 1 
6 6 6 2 6 5 3 6 3 3 1 2 3 
7 4 6 4 5 6 3 6 6 2 3 2 1 
8 7 7 1 7 7 1 7 7 1 1 3 2 
9 5 7 5 6 7 1 7 7 1 1 3 2 
10 4 7 2 6 6 1 3 6 3 2 1 3 
11 7 7 7 4 5 5 3 3 6 1 2 3 





5.1 Potential Modifications and Improvements  
After running the experiments, we noticed a few modifications that could be made to further 
improve upon the experiment. For example, it seemed like there was a short adjustment period for 
users to get used to speaking to the robot. This may have affected how they perceived the system in the 
beginning and thus may have skewed the results. One modification that could be made to minimize this 
is having the user test the speech system beforehand. Before running the experiments, the user should 
get to practice speaking into the computer’s microphone and seeing the words they are saying displayed 
as text on the screen. Some users said they realized they had to speak louder and clearer for the 
computer to hear them correctly. Having a quick practice run, would help them realize this beforehand 
preventing this from influencing their perception of the system. 
Another modification that can be made is having the user be preoccupied doing something else 
when running the simulation. In the real autonomous farm control center setting, the user would not 
just be staring at this robot error panel. Instead, they would be busy doing other tasks and this system 
would notify them when it needs their attention. This kind of interrupt mechanism may affect the user’s 
perception of the system differently than the current mechanism where the user is constantly staring at 
the screen. Thus, our results may not be precise for the situation they are being applied to.  
Finally, an error that could have potentially influenced the results are the glitches and 
slowdowns in the system. For example, occasionally, once every ten simulations or so the system will 
throw an error regarding the microphone driver and crash. As this error is not consistent nor 
reproducible it was essentially unavoidable and if this happened during a participant’s run, they simply 
redid the run and were told to ignore that simulation run. Furthermore, the system often slowed down 
at various parts during the simulation. The computer that was used has no graphics processing unit 
(GPU) or special advanced hardware; it is an ordinary laptop. Thus, one potential solution is 
reconducting the study on a lab computer with more power, so that the experiments run more smoothly 
and consistently. This will allow for the results to be most accurate and reliable as the erratic behavior of 
the system may have also influenced the user’s perception of the robots. 
4.2 Future work 
There are many possible extensions of this work that can be investigated. For example, when 
multiple robots failed at once, the user may have been confused at which robot to fix first. One 
interesting question that could be investigated is what is the optimal order in which to address robot 
failures. If one robot’s failure blocks another robot, or they take different amounts of time to fix, there 
may be some sort of scheduling system that can be created to investigate how to address the failures in 
the most optimal order and then prompt the user accordingly. Swamy et al. begin to address a similar 
question by creating a learning algorithm that optimizes the order in autonomous robots should be 
addressed by a human operator [14]. 
Another future extension is a project including more human to robot interaction. Currently this 
project focuses on the robot to human communication aspect of the system by changing the sound 
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notification system. However, the perception the human has on the system may also be impacted by the 
method in which the human responds to the robot. For this experiment, the human’s response remains 
the same. They either say: “reverse and retry,” “navigate around,” or “sending human.” Instead, if the 
users’ responses varied in size or complexity, they may have perceived the robot system differently. 
Testing this capability would have involved much more advanced speech recognition and natural 
language processing abilities which is out of the scope of a senior thesis project. 
5.2 Discussion 
The results show that H1 were supported, and H2 was not. H2 states that single word 
communication provides the best user perceived capability of the system, and H1 implies that in order 
to create an effective teleoperation system, only simple speech command recognition is sufficient. The 
system does not need full natural language processing ability as users who use it would then 
overperceive the system as capable of more than it actually is. These unrealistic expectations would 
increase the chances of a failure of the HRI task as the human will likely try to have the system do more 
than it is capable of. Imagine the scenario where a human operator with minimal robotics experience is 
operating robots on a farm remotely. The results show that if the robots are speaking full sentences 
back to the human, the human will think the system is capable of more than it actually is. Thus, the 
human will try to speak full sentences back. It may try to test and interact with the system in ways that 
the developer of the system did not intend. In this scenario, the system will probably fail to understand 
the human correctly and either perform the task incorrectly or not perform the task at all. Instead, if the 
system only speaks word or phrase level commands, the user perceives the system as less capable. 
Perhaps they subconsciously recognize that system is limited by what the developer programmed it to 
do, and they are more likely to use the system only as it was intended and not speak more advanced 
commands to the system. 
H3 states that more complex scenarios will decrease the success in the task and the perception 
of the systems. The data does not support this, and it seems that it may depend on external factors. A 
complex scenario may frustrate the user and make them less successful at first. However, after facing 
more and more complex scenarios the user may feel more confident in their abilities and positively 
perceive the system’s capabilities. After the third simulation of the Level 3 set, when the user is ready to 
take the survey regarding addressing five robots on the screen, the user may in fact feel more confident 
in their abilities than after Level 1, since they are able to manage more robots. Alternatively, they may 
not have been affected by the number of robots on the screen since the system still prompts them in 
the same manner and the same number of times in both cases. This underscores the importance of 
creating an effective audio interface. Regardless of the complexity of the situation, any user can handle 
the situation without negatively impacting their perception, given that they have an effective and easy 
to use interface. This gives hope that complex robotics systems that are developed in the future can be 
accessible to communities outside of the ivory tower, given a strong focus on the development of 
accessible interfaces of the system.  
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5.3 Project Summary 
Overall, this project studied how teleoperation of a robot through speech and audio signals 
affects a user’s perception of the system. Understanding this relationship, would allow robotics research 
to focus on developing systems that match a user’s perception to improve the overall human robot 
interaction. The results indicate that the average user is more likely to find the single word command 
interface the easiest to use. This provides the best balance between perception and capability in the 
case of teleoperation of an autonomous farm. Furthermore, the complexity of the scenario has minimal 
impact on the success or perception the user feels from the system which highlights the importance of 
an effective human robot interface. 
Understanding the optimal interface in the agriculture setting, enables the development of 
technology that is accessible to more groups of people. What seems intuitive to an academic, may not 
be as easy to use for a person with minimal robotics experience. Thus, the applied survey methodology 
is perfect for alleviating these differences in design and assuring that the technology that is developed is 
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