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Abstract-This paper will write equations of the round-off errors for a new direct solver of a system 
of linear equations. Based upon the equations, the round-off errors can be studied and reduced to 
some degree of accuracy. 
1. INTRODUCTION 
The round-off error is due to the fact that only a finite amount of information may be stored 
at any stage of the calculation process. The round-off errors are always with floating point 
computations. Some kinds of computing are not much affected by the round-off errors; while 
other kinds of computing identified as ill-conditioned problems could be very sensitive to the 
round-off errors. Computing an ill-conditioned problem is more expensive than computing a well- 
conditioned problem, because some extra strategies, i.e., pivoting, preconditioner, or iteration, 
are considered in solving ill-conditioned problems. Certainly, it is unnecessary to consider the 
effects of round-off error when dealing with well-conditioned systems. This paper is limited to 
ill-conditioned problems. 
For the solution of a system of linear equations, the degree of accuracy affected by the round-off 
error is usually analyzed by the condition number [l]. This paper studies the round-off errors 
resulting from a new direct solver developed by the author for a system of linear equations, and 
will write the round-off errors into equations. The equations of round-off errors then provide a 
way of eliminating the effects of round-off errors. 
2. THE AUTHOR’S DECOMPOSITION 
The author’s decomposition [2] is a kind of direct method, which can decompose a symmetric 
matrix [A] of order (n x n) into its inverse as 
where [L] is a lower triangular matrix and [D] is a diagonal matrix. Then, the solution of 
may be easily and efficiently computed by matrix-vector operations as 
(1) 
If [A] is a symmetric and positive definite matrix, then equations (1) and (3) may be simplified 
by a normalized procedure as 
[A]-’ = m[qT, (4 
{Xl = mm’m (5) 
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where [r;] is a normalized lower triangular matrix. The round-off errors in equations (1) and (4) 
may be analyzed in the same way. This paper only considers the round-off errors in equation (1). 
The two key mathematical equations [2] for equation (1) are as follows: 
{Lj) = {ej) - 2 Di~({~i}T{Aj}){~i}~ (6) 
i=j+l 
1 
Ojj = Ajj - C~=j+l Dii({Li}T{Aj})” 
where 
{Lj} z the jth column of [L] 
jej] s a basis vector with only one non-zero coefficient 
in the jth entry with an unit value 
Dii E the ith diagonal coefficient of [D] 
{Aj} E the jth column vector of [A] 
Ajj 2 the jth diagonal coefficient of [A]. 
Equations (6) and (7) are computed from j = n to j = 1. It can be verified that equations (6) 
and (7) satisfy the following relations: 
{~~]T[A]{G] = 6, where i # j, (8) 
Due to the limitations of computer hardware, some information in computing equations (6) and 
(7) will be lost. This is the source of the round-off errors. The next section will study the 
round-off errors in computing equations (6) and (7). 
3. THE ROUND-OFF ERRORS 
Let us consider the jth step for computing equations (6) and (7), i.e., computing the vector {Lj) 
and the diagonal coefficient Djj . Due to the existence of round-off errors, computing equation (6) 
cannot obtain the theoretical and exact {Lj}, but an approximation to {Lj} with some degree 
of round-off errors. Denote the obtained approximate values by a superscript a, such that the 
results obtained from equation (6) may be written as (~57). The vector {Lj} is viewed as the 
theoretical value (or an approximation within an acceptable round-off errors). Denote by {Ej} 
the round-off errors in computing {Lj}. Then, 
{Lj} = {Lq} + {Ej}. 00) 
From equation (6), we can understand that the jth entry of {Lj} is an unit value which is defined 
by the jth entry of {ej} without computing. Therefore, there is no round-off error in the jth 
entry of {Lj}. Furthermore, matrix [L] is a lower triangular matrix, the round-off errors {Ej} 
are in the entries after subscript j. The round-off errors {Ej} then can be written as 
{Ej) = 2 Pi{&), (11) 
i=j+l 
where Pi are coefficients to be determined. Premultiply each term in equation (11) by {&}[A] 
and use equations (8), (9), and (10) to yield 
p 
i 
= _ {LilTIAI{LPl 
{~i}T[A]{~i} 
= -Dii{Li}T[A]{L~}e (12) 
Substitute equation (12) into equation 
{Ej} = - 
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(13) 
i=j+l 
Equation (13) is the round-off error in computing {Lj}, which is in the term of {L!} itself. Once 
a vector of {Ej} has been computed, equation (10) can update a vector of {Lj}. 
Similarly, the result obtained from equation (7) is not the theoretical value, but an approxi- 
mation denoted by Dj4i with some degree of the round-off errors denoted by Gj. The round-off 
error Gj also can be analyzed by {Lg} and {Ej}. Substitute equation (10) into (9) and apply 
Taylor’s expansion and eliminate the higher order terms of {Ej} to yield 
Djj = Dfj +G~, (14) 
where 
(15) 
Gj = -2(D~~)2({Ej)T[AI{L~}). (16) 
Once a vector of {Ej} has been obtained, the round-off error Gj may be computed by equa- 
tion (16) and Djj may be updated by equation (14). The round-off errors of equations (6) 
and (7) then can be theoretically eliminated by equations (10) and (14). 
4. EXAMPLES AND DISCUSSION 
An ill-conditioned system in the form of [A](X) = {I?} will be used to demonstrate the 
improvements of accuracy. Let matrix [A] of the model example be a symmetric matrix, and let 
(17) 
For the purpose of convenience, each coefficient of {X} is assumed to be an unit value, such that 
the vector {B} is written as 
Bi =eAij. 
j=l 
(18) 
Let {AX) be the difference between the obtained {X} and the exact (1). Then, the accuracy is 
measured by ,/{AX}T{AX}/n where n is the rank. 
This model example defined by equation (17) is very sensitive to the round-off errors; for exam- 
ple when using single-precision computing, d{AX}T{AX}/10 = 64.04. Obviously, this obtained 
results in the example of order (10 x 10) are unacceptable. A Fortran code for implementing the 
author’s decomposition with procedures for eliminating the round-off errors as shown in equations 
(10) and (14) was developed, such that the accuracies may be increased to some degree. With 
single-precision computing, the accuracy of the example of order (10 x 10) has been increased 
t0 J{AX)T{AX)/~ = 35.87 by equations (10) and (14). Certainly, this accuracy is still unac- 
ceptable, even though it has been improved. It might be interesting to discover the reason why 
the results with eliminations of the round-off errors is still unacceptable. One important point 
should be emphasized. The round-off errors in computing {Lj} and Djj may be theoretically 
written as {Ej ) and Gj, respectively. However, there also exist the round-off errors in computing 
{Ej) and Gj, and we cannot obtain the theoretical values of {Ej} and Gj. The results obtained 
from equations (10) and (14) also contains the round-off errors from {Ej} and Gj, so as not to 
eliminate all the round-off errors. 
If the round-off errors in computing {Ej} and Gj can be within small values, i.e., using high- 
precision computing, then the equations (10) and (14) considering the round-off errors may give 
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very high accurate solutions. Table I showed the comparisons of accuracies implementing by 
double-double precisions (16 bytes), from which we can see the effects of round-off errors have 
been almost eliminated; for the example of order (40 x 40), J{AX}T{AX}/n has been decreased 
from 0.189 to 3.53-20. From the analysis in this paper, we can understand that the effects of 
round-off errors cannot be completely eliminated, unless we can store all the information during 
computing. Unfortunately, due to the limitations of computer hardware, storing an infinite 
amount of information is impossible. The purpose of this paper is to study a way of analyzing 
the round-off errors. 
Table 1. Comparisons of accuracy. 
1. 
2. 
Matrix Order &=F@%I 12 
nxn Without (Ej} & G, With {E3} & Gj 
10 x 10 1.1382893-19 3.3635553-22 
20 x 20 I 1.6104183-15 3.1770023-22 I 
30 x 30 6.3045803-09 9.1079333-21 
40 x 40 0.189133 3.5380273-20 
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