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ABSTRACT 
Seismic stimulation is a promising technology aimed to mobilize the entrapped 
non-wetting fluids in the subsurface. The applications include enhanced oil recovery or, 
alternatively, facilitation of movement of immiscible/partly-miscible gases far into porous 
media, for example, for CO2 sequestration. This work is devoted to detailed quantitative 
studies of the two basic pore-scale mechanisms standing behind seismic stimulation: the 
mobilization of bubbles or drops entrapped in pore constrictions by capillary forces and the 
break-up of continuous long bubbles or drops.  
In typical oil-production operations, oil is produced by the natural 
reservoir-pressure drive during the primary stage and by artificial water flooding at the 
secondary stage. Capillary forces act to retain a substantial residual fraction of reservoir 
oil even after water flooding. The seismic stimulation is an unconventional technology 
that serves to overcome capillary barriers in individual pores and liberate the entrapped 
oil by adding an oscillatory inertial forcing to the external pressure gradient. According to 
our study, the effect of seismic stimulation on oil mobilization is highly dependent on the 
frequencies and amplitudes of the seismic waves. Generally, the lower the frequency and 
the larger the amplitude, more effective is the mobilization. To describe the mobilization 
process, we developed two theoretical hydrodynamics-based models and justified both 
using computational fluid dynamics (CFD). Our theoretical models have a significant 
advantage over CFD in that they reduce the computational time significantly, while 
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providing correct practical guidance regarding the required field parameters of 
vibroseismic stimulation, such as the amplitude and frequency of the seismic field. The 
models also provide important insights into the basic mechanisms governing the 
vibration-driven two-phase flow in constricted capillaries.  
In a waterflooded reservoir, oil can be recovered most efficiently by forming 
continuous streams from isolated droplets. The longer the continuous oil phase under a 
certain pressure gradient, the more easily it overcomes its capillary barrier. However, 
surface tension between water and oil causes the typically non-wetting oil, constituting 
the core phase in the channels, to break up at the pore constriction into isolated beads, 
which inhibits further motion. The break-up thus counteracts the mobilization. We 
developed a theoretical model that provides an exact quantitative description of the 
dynamics of the oil-snap-off process. It also formulates a purely geometric criterion that 
controls, based on pore geometry only, whether the oil core phase stays continuous or 
disintegrates into droplets. Both the theoretical model and the break-criterion have been 
validated against CFD simulations. 
The work completed elucidates the basic physical mechanisms behind the 
enhanced oil recovery by seismic waves and vibrations. This creates a theoretical 
foundation for the further development of corresponding field technologies. 
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CHAPTER 1. INTRODUCTION 
1.1. Background 
Understanding and predicting the motion of two-phase immiscible fluids in porous 
media is a practically important and challenging problem. Two-phase flow is of great 
significance in subsurface environments; it applies to such important practical issues as 
enhanced oil recovery (EOR) and remediation of groundwater from polluting contaminants. 
One of the more recent EOR and remediation methods is the so-called “seismic 
stimulation”, in which elastic waves and vibrations are applied to reservoirs and aquifers to 
enhance the flow of entrapped organic phase (Beresnev and Johnson, 1994; Dobronravov, 
2002; Poesio et al., 2002; Roberts et al., 2003; Roberts, 2005; Beresnev, 2006; Pride et al., 
2008). Numerous laboratory experiments and field observations (Beresnev and Johnson, 
1994) demonstrated that vibratory and acoustic action can significantly enhance the 
recovery of non-wetting fluids from porous media; however, it has been commonly 
recognized that the basic physics behind this phenomenon had to be better understood in 
terms of the clarification of a pore-scale mechanism responsible for the mobilization of 
entrapped ganglia in porous channels.  
Our project is devoted to the further development of the physical foundations of the 
vibratory EOR method. In this sense, the problems of our interest are primarily 
two-phase-flow problems, which become the focus of this research.  
Mechanisms and theoretical models of two-phase flow have been intensively 
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studied since the early 20th century. A simple and representative model of two-phase 
immiscible flow is the motion of gas bubbles or liquid drops in capillary channels filled 
with a wetting fluid. In a typical earth-science scenario, a drop would be oil or an organic 
contaminant, and the wetting fluid would be subsurface water. The pore channels in this 
representative type of two-phase flow models are associated with either individual straight 
or constricted tubes; such an idealization has proved to be very efficient in the description 
of the mechanisms of fluid motion. The typical issues of practical interest in our 
investigations include the mobilization of bubbles or drops entrapped in pore constrictions 
by capillary forces, and the snap-off of continuous long bubbles or drops (their 
disintegration into beads). Prior development of these issues can be summarized as 
follows.  
Without references to vibratory stimulation, mobilization of bubbles or drops 
entrapped by capillary forces has been actively studied by petroleum engineers due to its 
relevance to oil recovery. Many basic ideas have been well understood. Gardescu (1930) 
investigated the pressure required to mobilize an isolated bubble of gas entrapped in a pore 
constriction by applying Laplace’s law of capillary pressure. The application of Laplace’s 
law allowed an explicit determination of the pressure needed to overcome the capillary 
entrapment. This approach to oil mobilization is crucial to our theoretical modeling of 
EOR by seismic stimulation. Taber (1969) carried out a number of experiments and 
correlated the volume of mobilized oil phase with a parameter ratio ΔP/(Lσ) (ΔP is the 
pressure drop across the length of the porous core sample L, and σ is the interfacial tension 
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between oil and water; ΔP/L can be regarded as the background pressure gradient). The 
larger was ΔP/(Lσ), the easier it was to recover the residual oil. There are two ways to 
increase this parameter: (1) reduce the interfacial tension or (2) increase the external 
pressure gradient. The interfacial tension can be reduced and thus significantly affect the 
microscopic displacement efficiency of oil by surfactant-polymer flooding (Shah, 1981). 
What is important for our study is how we can increase ΔP/L. An increase in water/gas 
injection pressure beyond a certain level is inefficient in creating an equivalent pressure 
increase in the geologic formation. However, in addition to the external pressure gradient, 
we can add inertial oscillatory forces, produced by vibratory action, to the general force 
balance driving oil ganglia. The added inertial forces can facilitate the ganglia mobilization 
in overcoming the capillary barrier, which cannot be surmounted by the background 
pressure gradient alone (Li et al., 2005; Pride et al., 2008). 
In a waterflooded oil reservoir, oil can be recovered more efficiently by forming 
continuous streams from isolated droplets, since longer ganglia under the effect of a given 
pressure gradient can overcome capillary forces more easily. However, such continuous 
streams are disrupted by the so-called “snap-off” phenomena, by which oil disintegrates 
back into droplets when passing through pore constrictions. This phenomenon reduces the 
effect of vibratory stimulation of entrapped oil. Hammond (1983), based on the lubrication 
theory, studied nonlinear evolution of an initially uniform annular film of viscous fluid 
lining the wall of a cylindrical capillary, breaking up into a number of isolated rings formed 
by the growth of long-wave disturbances. Gauglitz and Radke (1988) extended 
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Hammond’s axisymmetric model by proposing a more accurate expression for the 
interfacial curvature. Later, Gauglitz and Radke (1990) applied this approach to a 
sinusoidally constricted tube, deriving an evolution equation for the snap-off process of gas 
bubbles in the constrictions. Prior work in general was only applicable to the snap-off of 
gas bubbles, while, to apply to oil recovery, the problem should involve a viscous internal 
(core) fluid instead of inviscid gas. Such theories have not been developed, and their 
development became one of the goals of our work. 
1.2. Our work 
To achieve a full understanding of the mechanisms of the effect of vibrations on 
two-phase flow, we need to combine and resolve the basic problems referred to above. Our 
work concentrated on the mobilization of entrapped oil by the vibratory stimulation and the 
study of the break-up of continuous oil ganglia. Our theoretical models were axisymmetric, 
straight or sinusoidally constricted tubes. The theoretical and numerical approaches were 
employed together to study the complex effect of vibration on oil-water flow. 
Developing analytical tools is a basic and important step in describing the 
two-phase flow, especially its dependence on various problem parameters. They serve as a 
guide for numerical modeling and laboratory experiments. Compared to laboratory 
experiments, numerical simulations, especially based on Computational Fluid Dynamics 
(CFD), have its advantages as well, such as short preparation time, low cost, and 
convenient visualization. The problem’s parameters are easily controlled in the theory and 
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numerical studies to explore their effects on oil-water flow. This dissertation will therefore 
be devoted to the further development of novel theoretical models and numerical 
simulations of oil recovery by vibrations, including the important associated problem of 
the break-up of internal fluids in constricted channels. Together, they lead to a better 
understanding of the dynamics of oil phase during the mobilization by mechanical stresses. 
The results of our theoretical models and CFD simulations will be compared to 
experimental results obtained in a parallel study in the Department of Chemical and 
Biological Engineering. 
1.3. References 
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CHAPTER 2. NUMERICAL SIMULATION INTRODUCTION 
2.1. Introduction 
Two-phase immiscible flow in porous media is a common physical phenomenon, 
examples of which are easily found in nature. The subsurface environments such as soil 
and rock are porous materials. The flow of oil and water through such porous media is 
two-phase flow. To study multi-phase flow, numerical approaches play an important role. 
Through numerical simulations, detailed fluid-velocity and pressure fields can be obtained, 
providing a possibility of convenient flow visualization.  
Numerical simulations are based on the discretization of the original system of 
hydrodynamic equations governing the flow, and different approaches to the discretization 
exist. Among these, two-phase immiscible flow has been studied with the boundary 
integral-equation method (Tsai and Miksis, 1994), finite-element method (FEM) (Graham 
and Higdon, 2000a&b), finite-volume method (FVM) (Beresnev et al., 2009; Gupta et al., 
2009), and the Lattice-Boltzmann model (Pride et al., 2008). In these studies, some 
simulations were self-coded while others were performed using commercial software 
packages. In our study, we employ commercial CFD (computational fluid dynamics) 
packages FLUENT and COMSOL to conduct our numerical simulations. These two CFD 
packages are convenient to use and have been shown to perform well for the modeling of 
two-phase immiscible flow (Li, 2006; FLUENT, 2006; COMSOL, 2007; Beresnev et al., 
2009; Gupta et al., 2009).  
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2.2. FLUENT 
In our studies, we have primarily employed FLUENT, an FVM-based CFD 
package. FLUENT has been applied to the investigation of the basic problems in two-phase 
immiscible flow: the break-up of continuous streams of oil, the prediction of the thickness 
of an annular fluid, and the mobilization of entrapped oil by vibratory stimulation within 
sinusoidally constricted tubes. Satisfactory performance of FLUENT requires the 
judicious choice of an appropriate numerical scheme suitable for solving these problems. 
Such a choice is not unique, and every implementation scheme should be carefully tested. 
In the modeling, we have carefully selected and analyzed the numerical schemes based 
upon the FLUENT User’s Guide (2006), experiences of a previous investigator (Li, 2006), 
and our own testing. A detailed description of the numerical options used in our modeling 
is given in the following. 
FLUENT has three models available for the simulation of different multi-phase 
phenomena: the volume-of-fluid (VOF), the mixture, and the Eulerian models. Among 
these, the VOF model is designed to track the position of an interface between two or more 
immiscible fluids. It is applicable to simulations of stratified flows, free-surface flows, 
filling, sloshing, the motion of large bubbles in a liquid, the motion of liquid after a dam 
break, the prediction of surface-tension-driven jet breakup, and the steady or transient 
tracking of any liquid-gas interface (FLUENT, 2006). We have thus selected the VOF 
model to simulate multi-phase flow in our problems. There are two VOF formulations 
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available in FLUENT: the Implicit and the Explicit schemes, differing by their approach 
to temporal discretization. We compared these two discretization methods in the simulation 
of the mobilization of an entrapped oil drop in a sinusoidally constricted tube. Extensive 
testing showed that, when we used the Implicit scheme, the wetting film always 
disappeared regardless of the choice of the grid resolution, indicating an inherent inability 
of this method to adequately represent multiple phases, at least for our specific geometries. 
The disappearance of the film is demonstrated in Figure 2.1. On the contrary, the wetting 
film was always preserved (Figure 2.2) if the Explicit scheme was used, although it 
typically required a relatively small time step to ensure numerical stability. We chose the 
Explicit scheme for the simulations. The small time step that we had to use explains why 
our two-phase-flow simulations in FLUENT are computer-time intensive. On average, it 
took 3-4 days of CPU time to finish a single simulation case on a modern workstation. 
The time step is a key option in numerical simulations in general. According to the 
FLUENT User’s Guide (2006), the time step used for the volume-fraction calculation in 
the system of governing equations is different from the time step used in the calculation of 
the rest of the transport equations. FLUENT’s choice of the time step for the VOF 
simulation is based on the user’s input for the maximum Courant Number allowed near 
the free surface. In our study, we had to avoid the time step in the volume-fraction 
calculation being inconsistent with the one used for the other transport equations. If the 
inconsistency happens, the evolution of the interface will not synchronize with the 
evolution of the rest of the fluids. Thus, we had to set the Courant Number in the VOF 
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settings as high as possible to ensure that we had a large time step without time-step 
inconsistency; however, the Courant Number still had to remain less than one to ensure 
numerical stability.  
There are two time-stepping options in FLUENT: the Fixed and Variable time 
steps. We have compared these two options. If the Fixed time step is chosen, its size should 
be set very small in order to get the solution started, then be set to a greater value manually 
later, by stopping the calculation, to speed up the calculation. During the computation, the 
Courant number at each time step should be less than the Courant Number specified in 
the VOF settings. The control of the Courant number should be done manually after a 
certain length of time calculation to avoid time-step inconsistency, and to keep the 
appropriate speed of calculation at the same time. The control therefore becomes difficult 
through the Fixed time-step option. If, during the computation, the Courant number 
happens to exceed the Courant Number specified in the VOF settings, this may lead to 
erroneous tracking of the interface between the immiscible fluids, as Figure 2.3 
demonstrates. Figure 2.3 is the result of a simulation of a break-up of a continuous oil 
ganglion. The stair-like interface is unrealistic. By choosing the Variable time-step option, 
we can automatically control the step size by setting the maximum Courant number in the 
calculation. The result of choosing the Variable option is given in Figure 2.4, in which the 
shape of the interface is smooth and theoretically more realistic than in Figure 2.3. The 
maximum Courant number is a constant in our work: in most cases, it is 0.2. 
Grid sensitivity is frequently an issue in numerical simulations. Special software, 
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GAMBIT, is provided to generate meshes for FLUENT computations. The resolution of 
grids is important for the quality of CFD calculations. However, even if the grid resolution 
is high enough, the calculations may still not converge. The geometry of grids is an 
important property as well, especially the aspect ratio of individual cells. At first, we tried 
to use the Map method in GAMBIT to generate the mesh. However, the resulting aspect 
ratio of grids was large even if we used very small grid size, and convergence of numerical 
calculations could not be reached. We then switched to the Pave method for mesh 
generation, which resulted in both convergence and acceptable resolution. The Pave 
method can generate meshes with the grid aspect ratio close to 1, and it significantly 
reduced the errors in our simulations, in which the exactly tracking of a thin-interface 
position is crucial. Results from a grid-sensitivity study are given in Table 2.1, using a 
simulation of the break-up of a continuous oil ganglion. We used the simulated time 
needed for the oil to completely break up as a criterion to study the convergence. The 
values shown in Table 2.1 were obtained via a triangular mesh generated through Pave. 
However, we found that both triangular and quadrilateral mesh shapes, generated through 
Pave, performed equally well in the simulations. We used quadrilateral mesh for the 
oil-mobilization and triangular mesh for the oil break-up-phenomena modeling. 
Convergence could be obtained easily even with relatively coarse grids.  
The remaining numerical options used were as follows: the PRESTO (PREssure 
STaggering Option) for pressure interpolation, the second-order discretization for the 
volume-fraction equation, the PISO (Pressure Implicit with Splitting of Operators) scheme 
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for pressure-velocity coupling, and the second-order upwind discretization for the 
momentum equations. 
2.3. COMSOL 
COMSOL is an FEM-based solver package for various physics and engineering 
applications including computational fluid mechanics. The level-set method is employed 
by COMSOL to track the interface between two or more immiscible fluids, which is an 
approach entirely different from the volume-of-fluid methodology incorporated in 
FLUENT. COMSOL therefore provides an independent test of the validity of the results 
coming out of FLUENT. The fluid interface in COMSOL is defined by the 0.5-contour of 
the level-set function (COMSOL, 2007). Our fluid-dynamics problem can easily be set up 
with the Level Set Two-Phase Flow application mode in COMSOL’s Chemical 
Engineering module; this mode is specifically designed to simulate two-phase immiscible 
flow.  
Unlike FLUENT, which offers a specially designed mesh-generation software 
GAMBIT, COMSOL’s user interface for mesh generation is not as friendly, especially for 
complex geometries. This makes the process more complex. In our computations, most 
numerical schemes used COMSOL’s default values. However, there is an important 
parameter γ (the “reinitialization” parameter in the Level Set tab of Subdomain Setting 
dialogue box (COMSOL, 2007)) to control the speed of the calculation. Its setting is 
related to the maximal computed velocity of the fluids. When the maximal velocity has a 
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large difference from the default value of γ for example, the default value of γ is 1 m/s and 
the maximal velocity in the flow field is 0.01 m/s the calculation becomes slow, and should 
be stopped and saved. After resetting the value of γ from 1 m/s to 0.01 m/s, the calculation 
can be continued on saved data with a resulting speed-up. However, the new calculation 
although based on saved data, starts at time zero. The users must add the time in saved data 
to the time in the new calculation to get the total time for the simulated case. 
In our numerical studies, we compared the results generated by both FLUENT and 
COMSOL for the case of the break-up of a continuous core phase in capillary channels. 
They had an acceptable match, as will be demonstrated in Chapter 5 on the study of the 
break-up phenomena. We did not perform the comparison for the problem of the 
mobilization of entrapped oil, since the wetting films in the mobilization problems were 
much thinner than in the break-up problems, and they always disappeared in all our 
simulations with COMSOL. To preserve the film in COMSOL, one may need much higher 
resolution of the grids representing the film. However, the computations on 
higher-resolution grids quickly ran out of computer memory using COMSOL, which is a 
significant disadvantage of this software package. 
2.4. References 
Beresnev, I.A., Li, W. and Vigil, D.R., (2009). Condition for break-up of non-wetting fluids 
in sinusoidally constricted capillary channels. Transport in Porous Media, 80, 
581-604. 
COMSOL, (2007). User’s Guide. 
FLUENT, (2006). User’s Guide.  
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Table 2.1.  Grid-sensitivity study. 
 
Mesh1 
8,712 cells 
Mesh2 
35,674 cells 
Mesh3 
80,212 cells 
Break-up 
time (seconds) 
6.55×10-5 6.76×10-5 6.78×10-5 
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Figure 2.1. Disappearance of the film by using the Implicit scheme. 
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Figure 2.2. Preservation of the film by using the Explicit scheme. 
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Figure 2.3. Tracking of an interface using the Fixed time-step option. 
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Figure 2.4. Tracking of an interface using the Variable time-step option. 
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CHAPTER 3. VISCOSITY EFFECTS IN VIBRATORY 
MOBILIZATION OF RESIDUAL OIL 
3.1. Introduction 
Interest in vibrational and acoustic stimulation of oil reservoirs as a potential 
method of tertiary petroleum recovery has a long history (see Beresnev and Johnson, 1994, 
for a review; see also Nikolaevskiy et al., 1996; Roberts et al., 2001; Dobronravov, 2002; 
Poesio et al., 2002; Roberts et al., 2003; Roberts, 2005). However, theory and numerical 
simulations elucidating the underlying physics responsible for the mobilizing effect of 
vibrations on residual hydrocarbons were not developed until the recent decade (Graham 
and Higdon, 2000; Hilpert et al., 2000; Iassonov and Beresnev, 2003; Beresnev et al., 2005; 
Li et al., 2005; Beresnev, 2006; Iassonov and Beresnev, 2008; Pride et al., 2008). Given 
that one of the fundamental reasons for unrecoverable oil is the entrapment of isolated 
blobs in pore constrictions by capillary forces, these recent theoretical studies have 
exposed the pore-scale mechanism of vibration-induced inertial forcing pushing the stuck 
ganglia over their capillary barriers. We define the capillary barrier here as a resistive force 
that a ganglion needs to overcome in order to pass through a constricted opening in a 
porous channel.   
 The physics of the entrapment is generally well understood (Taber, 1969; Melrose 
and Brandner, 1974; Morrow, 1979; Oh and Slattery, 1979; Payatakes, 1982; Wardlaw, 
1982). The existence of the capillary barrier is known as the “Jamin effect” (Taber, 1969). 
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As reviewed by Iassonov and Beresnev (2008), it is caused by the inverse dependence of 
the capillary pressure in a pore channel on the channel’s radius as given by the 
Young-Laplace equation. As an oil blob, driven by an external pressure gradient, enters a 
narrow constriction, a pressure imbalance is created within the blob opposing the motion 
until this imbalance equates the external pressure difference across the blob, at which 
moment the motion stops. The oil becomes immobile unless the external forcing is 
increased to push it through the narrowest point in the constriction.  
 As detailed by Graham and Higdon (2000), Beresnev et al. (2005), and Iassonov 
and Beresnev (2008), the key variables controlling the “height” of the capillary barrier for 
an oil blob of certain length attempting to penetrate a porous constriction are the radius of 
the constriction, the length of the blob, and the background pressure gradient. For a 
population of residual ganglia in a natural reservoir, one typically encounters a continuum 
of capillary barriers. Applying a seismic wave with a certain frequency and amplitude 
provides sufficient inertial forcing to push some ganglia over their respective barriers, and 
the percentage of mobilized ganglia is predicted to grow with the increasing amplitude and 
decreasing frequency. At a given frequency, a threshold amplitude must be reached to 
mobilize the ganglion. What is important for the mobilization is the acceleration developed 
by the seismic wave, since it creates an inertial body force adding to the background 
hydraulic gradient. That is why, when using the term “amplitude”, we will imply the 
amplitude of acceleration. Graham and Higdon’s (2000) and Iassonov and Beresnev’s 
(2008) studies were largely computational, while Beresnev (2006) formulated an inviscid 
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dynamic theory of a ganglion’s motion under the effect of vibratory excitation, based on 
the balance of forces acting upon it. Pride (2008) simply reiterated the main conclusions 
regarding the factors controlling the ganglia mobilization. Beresnev et al. (2005) and Li et 
al. (2005) verified the frequency and amplitude effects on the ganglia liberation in a direct 
laboratory experiment; further laboratory evidence of the mobilizing effect of vibrations on 
the residual ganglia was reported by Chrysikopoulos and Vogler (2006).  
 A non-wetting oil blob sliding along a water film adsorbed on a pore’s wall can 
arguably be considered frictionless. This observation was base for Beresnev’s (2006) 
inviscid theory. However, if any amount of shearing occurs at the 
wetting-/non-wetting-phase contact line, it will create a viscous stress and contribute an 
additional force resisting the motion, not accounted for by an inviscid theory. Since the 
no-slip boundary condition still applies at the pore wall, the magnitude of the viscous stress 
will be a function of the thickness of the adsorbed film, which is a quantity not presently 
constrained by any theory. Such thicknesses have to be prescribed as a problem parameter.  
 A natural way to quantify the viscous stress for a two-phase fluid motion is 
through a model of core-annular Poiseuillean flow (e. g, Middleman, 1995, Section 2-1), 
with different film thicknesses assumed. It will allow calculation of the parameters of the 
seismic field required for the mobilization of oil ganglia, such as frequency and amplitude, 
with viscosity of the fluids taken into account. Such calculations can then be compared 
with the results of the inviscid theory, providing the magnitude of viscous effects on the 
parameters of seismic stimulation. The validity of the improved, viscous model can be 
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checked against generally more accurate computational fluid dynamics, which also was not 
part of Beresnev’s (2006) study. Developing the improved viscous model of seismic 
stimulation, comparing it with the results of the inviscid model, and verifying the theory 
against computational fluid dynamics constitute the goals of the present investigation.  
 According to these objectives, the paper proceeds as follows. We first formulate a 
modified version of Beresnev’s (2006) equation of motion of an oil ganglion to include the 
viscosity effect based on the core-annular Poiseuillean flow. We then provide solutions of 
the equation and compare them with the solutions obtained from computational fluid 
dynamics, the latter serving as a reasonable, although not perfect, benchmark. This 
estimates the error in computing the parameters of vibroseismic stimulation of oil 
production, such as the mobilizing frequency and acceleration, using the new viscous 
theory. We also look at the differences between the results computed from the inviscid and 
viscous theories, examining the limits of applicability of the former. A synopsis of findings 
concludes the article. 
3.2. Mobilization formulations 
Consider a body of non-wetting fluid flowing in an axisymmetric, sinusoidally 
constricted pore channel with a constant-thickness film of wetting-phase fluid (with 
thickness th) along the channel’s wall. The axial coordinate is z. The radius of the 
fluid/fluid interface ri(z) follows the equation  
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where 2L is the channel’s wavelength, and rmin and rmax are the minimum and the maximum 
radii of the blob, respectively.  
Such a simplified capillary-tube model, revealing much of the physics of 
entrapment and mobilization, has been commonly considered before (e. g., Oh and Slattery, 
1979; Wardlaw, 1982; Gauglitz and Radke, 1989; Graham and Higdon, 2000; Hilpert et al., 
2000). For a ganglion driven by a constant background pressure gradient P∇  (assuming 
zPP ∂∂≡∇ / ) in the presence of externally induced vibratory inertial forcing and a 
resisting capillary force, in the inviscid case, Beresnev (2006, equation 8) formulated an 
equation of motion representing the balance of the corresponding body forces acting on the 
center-of-mass of the ganglion,  
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Here z1/L is the dimensionless coordinate of the trailing three-phase contact line, 
oilρ  is the density of the oil (core) phase, σ is the oil/water interfacial tension, l is the length 
of the blob measured between the trailing and leading three-phase contact lines (see Figure 
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3.1 for illustration), and a(t) is the time-dependent acceleration of the solid wall. This 
acceleration provides an “inertial” driving force that, added to the background gradient, 
causes the blob’s motion relative to the wall and its eventual mobilization (Graham and 
Higdon, 2000; Beresnev et al., 2005). The smallness of residual-oil ganglia with respect to 
a seismic wavelength allows considering the inertial driving force constant over the length 
of the oil at any given time (Beresnev, 2006, p. N48). The “prime” symbol at ri indicates 
the derivative with respect to z. The terms )(1)( 1
2
1 zrzr ii ′+  and )(1)( 121 lzrlzr ii +′++  
in equation (3.2) are simply the exact radii of the left and right menisci, respectively 
(Hilpert et al., 2000, equation 20).  
 As stated in Introduction, if shearing at the fluid/fluid interface is present, it will 
introduce an additional resisting viscous force. Such a shearing can be most plausibly 
introduced through the model of a two-phase steady-state Poiseuillean flow in a 
core-annular geometry, in which oil is the core fluid and water is the surrounding annulus. 
If the core radius is rc, and the oil and water viscosities are μoil and μw, the axial component 
of the Poiseuillean velocity u(r) in the core obeys the equation  
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(Middleman, 1995, equation 2-1.9). The shear stress at the fluid/fluid interface is 
then, by definition, calculated as  
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where the derivative has been found from equation (3.3).  
 According to our conceptual model of the oil body sliding along the viscous film, 
this shear stress, then equivalent to a friction force, is expected to be controlled by the 
speed of the motion of the ganglion, dtdz /1 , which we equate with the Poiseuillean 
velocity in the center of the channel, r = 0. Writing equation (3.3) for r = 0, solving it for 
P∇ , and substituting the result into equation (3.4) with dtdzu /)0( 1≡  then leads to the 
shear stress in the form  
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which expresses it through the ganglion’s speed.  
 Since equation of motion (3.2) is written through body forces, the shear stress 
(equation (3.5)) should be converted to a body force as well. This stress is the viscous force 
per unit area acting on the surface of the cylinder with radius rc and length l; multiplying 
this stress by the total area of the cylinder and dividing by its volume, we obtain the 
frictional body force as equation (3.5) multiplied by 2/rc.  
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 A straight cylindrical core-annular flow has been assumed so far in the derivation 
of the viscous body force. The actual ganglion shape follows an axisymmetric equation 
(3.1), in which the radius varies from rmin to rmax. As the best approximation, we substitute 
the average of 2/)( maxmin rrrc +≡  for rc in the final equation. Normalizing the frictional 
body force by Loilρ  as was done in equation (3.2), we then obtain the expression  
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This term should be added, with a positive sign, to the left-hand-side of equation 
(3.2), which becomes the modified equation of motion of the ganglion that takes into 
account the viscous resistance. From now on, we will call the result the “viscous equation”, 
and it will be subject of the subsequent analysis.  
 Our application of the model of Poiseuillean core-annular flow in a straight 
cylindrical channel to a channel with varying wall profile is valid in the “small-slope” 
(“lubrication”) approximation (Panton, 1996, Figure 21.3). For the channels with 
sinusoidal geometry, the approximation applies if the slope parameter α, equal to the ratio 
of the maximum radius of the tube to its half-wavelength, is kept smaller than one 
(Gauglitz and Radke, 1990, Figure 2; Beresnev and Wen, 2010). This is the restriction on 
the geometry that we must follow in the examples below. 
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3.3. Results of viscous model 
Comparison of the viscous model with computational fluid dynamics (CFD) 
Methodology of comparison 
 Equation (3.2), with the friction term added, is a new viscous model that describes 
the dynamics of the oil ganglion. Its solutions provide a complete time history of the blob’s 
displacement. For practical purposes, however, it is important to determine whether this 
equation provides an accurate description of the parameters of vibroseismic stimulation, 
such as the amplitude and frequency of vibrations that mobilize a given stuck body of oil. 
Our determination will be based on computational fluid dynamics, by which we assume 
that the latter provides a generally accurate solution of the hydrodynamic problem 
underlying the geophysical one at hand. The vibroseismic parameters are first obtained 
from the numerical solution of the viscous equation. Then the same geometric scenario is 
run in a fully hydrodynamic CFD simulation, and the parameters are compared. Our CFD 
simulations have been performed using the commercial code FLUENT (www.fluent.com), 
which incorporates the finite-volume discretization scheme to solve the full system of 
equations of fluid mechanics for the two-phase flow on a spatial grid. An example of an 
initial geometry of a ganglion entrapped in a pore constriction, used as a starting 
configuration in FLUENT, is shown in Figure 3.1. All FLUENT simulations were 
performed on a mesh of quadrilateral cells; mesh-refinement studies were carried out to 
ensure that the solutions were grid-independent.  
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 As detailed by Beresnev et al. (2005), Beresnev (2006), and Iassonov and 
Beresnev (2008), as the frequency of vibrations increases, so generally does the amplitude 
needed to unplug the blob. For every mobilization frequency, therefore, runs with several 
amplitudes are required to bracket, by trial and error, the threshold amplitude at which the 
mobilization takes place. CFD simulations are computationally extremely intensive. It 
should also be remembered that typically up to several periods of vibratory drive are 
needed to completely push the ganglion through the constriction (Beresnev, 2006). CFD 
simulations thus have to proceed for a time span of several periods. The computer time 
required for this imposes practical limitations on the lowest frequency (longest period) that 
we could use. For example, computing one scenario from the initial entrapped 
configuration to the liberation moment, with the necessary stability and convergence 
constraints, requires 2-3 weeks of CPU time on a modern four-processor workstation for 
the seismic frequency of 50 Hz. Considering that several such runs are needed to bracket 
the mobilizing acceleration, total computer time to resolve the unplugging acceleration at 
50 Hz is about 3 months. For this reason, 50 Hz was the lowest frequency used. The 
computer-time restriction is much more relaxed as one moves upward in the frequency. 
This explains the relatively high-frequency range of our comparisons.  
 Similar restrictions apply to the size of the computational domain (the pore size) 
(Figure 3.1). To ensure reliability of CFD simulations, the absolute size of grid cells has to 
stay about the same no matter how large the domain is. This practically means that the 
computing time necessarily increases beyond plausible limits if too large a channel is 
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simulated. In the following, we show results for two channel geometries: rmin = 10-5 m, rmax 
= 2×10-5 m (we will call it the “low-aspect-ratio” case) and rmin = 10-5 m, rmax = 4×10-5 m 
(the “high-aspect-ratio” case), L and l being 10-4 m and 0.6×L, respectively. This was 
achieved as a compromise between satisfying computational limitations and staying within 
realistic pore sizes for a natural oil reservoir. The slope parameter α is kept under one (α = 
0.2 and 0.4, respectively). Since the channel geometry (through the resisting capillary force) 
dictates the total external forcing required for the mobilization, this forcing (the static 
gradient plus vibratory acceleration) for the geometries chosen was necessarily constrained 
to be relatively large as well. However, it should be remembered that absolute values of the 
vibratory acceleration and background gradient P∇  are merely scaled up and down by the 
pore geometry and the ganglion size (Beresnev, 2006) and should not be viewed as having 
any particular meaning.  
 The total number of quadrilateral cells for the geometries used ranged from 23216 
to 83450. The fluid parameters were as follows: σ = 0.04 N/m, μoil = 0.01 Pa s, μw = 0.001 
Pa s. The densities of oil and water were both taken equal to 1000 kg/m3. Figures 3.2 and 
3.3 show the results of comparisons of the viscous model against FLUENT for the low- and 
high-aspect-ratio pores, respectively. One point on the graphs on the left-hand side 
represents the acceleration-amplitude-vs.-frequency values required to mobilize an 
entrapped ganglion, for the geometry values listed in figure captions. The constant 
background gradients are also indicated in the captions; by definition of the entrapment 
condition, they are insufficient to mobilize the ganglion without the vibrations applied. 
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Graphs are plotted separately for the FLUENT (squares) and viscous-model (circles) 
results in the frequency range of 50 to 1000 Hz. As noted, the absolute magnitudes of 
acceleration are high; however, these are constrained by the geometry choices and merely 
serve to compare the values from CFD and the model.  The relative error in the threshold 
acceleration amplitude, plotted on the right in Figures 3.2 and 3.3, is calculated as the 
difference between the FLUENT and viscous-model values normalized by the FLUENT 
one. In addition, Figure 3.2 shows results for two different film thicknesses, th = 0.1×rmin (a) 
and th = 0.05×rmin (b).  
 In FLUENT, we maintained a constant pressure difference between the left and 
right boundaries of the computational domain (see Figure 3.1), corresponding to the 
postulated pressure gradient. However, FLUENT is free from our simplifying assumptions 
that made tractable in the derivation of our theoretical model. For example, local pressure 
gradient in a two-phase flow, such as shown in Figure 3.1, with the menisci present, is 
neither constant nor steady, nor is the length of the moving blob (the theoretical model 
assumes both P∇  and l to be constant). This shows that care needs to be exercised in how 
to judiciously define the equivalence between the initial configurations in FLUENT and 
the analytical model, considering the fundamental differences between their levels of 
approximation of reality.  
 We define the equivalence as follows. We set the same initial length of the 
ganglion l; however, in FLUENT it will vary as the ganglion leaves its entrapped 
configuration. Next, we assign the same “global” P∇ . In FLUENT, it is formally 
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introduced by dividing the pressure difference across the domain by the domain length. 
Finally, we enforce that the initial configurations in FLUENT and the model have the same 
static mobilization threshold. This is reflected in the fact that the curves in Figures 3.2 and 
3.3 (left) converge at zero frequency. The equality of the static thresholds simply means 
that, in the initial entrapped configuration without vibrations applied, the ganglion will 
become mobilized in both the model and FLUENT by adding the same additional constant 
body force (a step jump) to the existing background gradient. Since this is a constant jump, 
we conveniently call it “zero frequency”. To be plotted on the same scale in Figures 3.2 and 
3.3, this step increase in the body force is converted to units of acceleration by dividing it 
by the fluid density. To ensure the equality of the static thresholds, P∇ ’s in the model and 
FLUENT have to be slightly adjusted; however, this equality is physically more 
meaningful than that of the formally defined “global” gradients. Following this procedure 
does not generally lead to the same static mobilization thresholds for different film 
thicknesses, which is exemplified by Figure 3.2a and b (left panels).  
Summary of geophysical results 
 With the “static” equivalence of the initial conditions defined, we can make 
comparisons of the mobilizing effect of vibrations at frequencies not equal to zero. Figure 
3.2 shows that the results obtained from CFD and the viscous model (constrained to be the 
same at zero frequency) start to diverge as the frequency increases to 1000 Hz. This is to be 
expected, since oscillatory forcing of a realistic fluid is associated with complex flow 
patterns, which are adequately captured by the computational fluid dynamics but not by the 
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model equation; the ability of the theory to represent realistic dynamic behavior can 
therefore be predicted to degrade with the frequency. However, as the comparison shows, 
the simple model equation still provides a correct order-of-magnitude prediction of the 
vibroseismic-mobilization parameters, relative to FLUENT, even at frequencies as high as 
1000 Hz. As the right panel in Figure 3.2 (the case of the low aspect ratio) indicates, the 
maximum error grows to 34 % and 18 % at 1000 Hz for the two different film thicknesses 
(th = 0.1×rmin and 0.05×rmin, respectively). The behavior of the curves for the aspect ratio 
that is twice as large (Figure 3.3, left) (th = 0.1×rmin) does not follow this simple pattern, 
though. The error (Figure 3.3, right) is smaller, has an opposite sign, and seems to peak at 
14 % at the lowest frequency of 50 Hz instead of the highest frequency. It is difficult to 
fully explain these quantitative differences, which may have to do with the increased slope 
of the wall of the channel, other than noting that the comparisons indicate that the 
maximum error in the determination of the parameters of vibroseismic stimulation from 
the viscous model, relative to FLUENT, is expected to be on the order of tens of percent.  
 An approximately linear increase in the amplitude of unplugging acceleration 
with increasing frequency is seen in Figures 3.2 and 3.3 (left panels). This result is to be 
expected and was explained on physical grounds by Iassonov and Beresnev (2008, p. 468 
and Figure 7a).  
Comparison of the viscous and inviscid models 
 When mobilizing external forcing is applied to a non-wetting ganglion stuck in a 
constriction, the ganglion moves slowly, overcoming resistance, until its leading meniscus 
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reaches the neck of the constriction; past that point, the ganglion is liberated and 
precipitously jumps out. The latter is known as a “Haines jump”, broadly defined here as an 
impulsive motion of the meniscus as it retreats from the constriction (e. g., Melrose and 
Brandner, 1974, Figure 2; Gauglitz and Radke, 1989, Figure 2). In the stage before it, the 
capillary force is the principal force resisting the motion. It progressively increases as the 
ganglion moves into the constriction and at every instance balances the forces that push the 
ganglion forward (the background gradient and vibratory inertial forcing). This is a key to 
understanding the entrapment phenomenon: viscous forces are not needed to immobilize 
the oil. The motion before liberation is always restricted by capillarity and can be in 
principle calculated without accounting for the viscosity. A totally different pattern 
emerges past the liberation point, as the leading meniscus leaves the neck of the 
constriction. The resisting capillary force instantaneously vanishes, and in the absence of 
such, the ganglion accelerates infinitely. In other words, the Haines jump goes to infinity 
(Beresnev, 2006, Figures 3 and 5). This rationale explains why the inviscid model can 
predict the condition for the mobilization but not the motion of the droplet after it has been 
“unplugged”. We now wish to check if the incorporation of a viscosity term leads to a finite 
jump and continuity in the entire time history of the motion.  
 Figure 3.4 presents, as an example, the solutions of both the inviscid equation (3.2) 
(left) and the viscous equation (right), showing the time history of the droplet displacement 
z1/L from its entrapped configuration after the vibrations with frequency of 1000 Hz have 
been turned on at t = 0 s. The geometry is indicated in the figure caption. The difference 
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between the displacement behaviors is as anticipated. The droplet becomes liberated in a 
fraction of the vibration period in both cases; the liberation moment is only slightly delayed 
by the friction in the viscous case (the mobilization moments are indicated by arrows). 
However, the subsequent motion in the inviscid case constitutes an infinite Haines jump. A 
progressive motion through a series of constricted pores can only be tracked in the viscous 
model. Having experienced the first Haines jump, the blob reaches the next constriction, 
experiences two back-and-forth movements under the effect of the vibratory forcing, 
corresponding to two periods of vibration, becomes mobilized during the third period, 
experiences the next Haines jump, and the pattern is repeated as the ganglion makes its way 
through the series of constrictions (Figure 3.4, right). The Haines jumps (the steepest 
segments of the trajectory) are also indicated by arrows in Figure 3.4, right. They are of 
course much subdued by the viscous resistance, but their trajectory is still visibly steeper 
than that of any other part of the time history. The number of periods of blob’s oscillations 
in the subsequent entrapped positions before the following Haines jumps can be variable, 
as it is dictated by a pattern of interference between forced and free oscillations (Beresnev, 
2006, p. N51). In this example, it is equal to two. The entire time history calculated with the 
viscosity accounted for has a realistic periodic character, showing all principal phases of 
motion expected from the balance of governing forces. However, the fact of the ganglion 
mobilization is predicted correctly by the inviscid theory.  
 It would also be important for the geophysical applications to compare the change 
in the minimum (threshold) mobilizing acceleration calculated from the inviscid and 
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viscous theories. It can be expected, that, all conditions being equal, adding viscosity to the 
model will increase, through the added resistive force, the threshold value of acceleration 
needed to liberate a ganglion from its entrapped configuration. As an example, calculations 
show that at seismic frequencies of 20 and 50 Hz and the geometry and P∇  as in Figure 
3.4, the ratios of the “viscous” to “inviscid” threshold accelerations are both equal to 2.1. 
The acceleration needed to mobilize a stuck blob indeed increases with added viscosity as 
anticipated. This ratio also quantifies the magnitude of the effect that the new viscous 
theory has on the prediction of unplugging acceleration, which is finite but not 
overwhelming. 
3.4. Conclusions 
We developed a model describing the motion of a non-wetting oil ganglion driven 
through a constricted pore under the effect of an imposed pressure gradient and external 
vibrations and resisted by capillary force and viscous friction. The incorporation of viscous 
stress has been achieved through a Poiseuillean core-annular-flow formulation. The earlier 
model of Beresnev (2006) assumed the capillary force as the only one resisting the motion, 
which provided a realistic description of the forced oscillations up to the mobilization 
moment but was unable to track the entire trajectory of the ganglion as it moved through a 
succession of pores. The primary goal of this theoretical development is to provide an 
improved quantitative description of seismic mobilization of residual oil as a tool in 
enhanced oil recovery (Roberts et al., 2003).  
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 In following the traditional approach of reducing the complex porous media to 
their most basic elements – single capillary channels – the theoretical model used is a 
sinusoidally constricted capillary tube. This simplification has allowed many investigators 
to make the analysis tractable, and revealed the basic physics of the entrapment and 
mobilization of the residual oil; the same approach can be applied to the 
seismic-stimulation phenomenon. As emphasized by Iassonov and Beresnev (2008, p. 472), 
the approach does not take into account the pore interconnectivity and the presence of 
multiple menisci. Experimental evidence already suggests that calculations, based on the 
proposed ganglion-liberation mechanism, can be successfully applied to explaining the 
seismic-mobilization parameters observed in a laboratory system of interconnected pores 
(Beresnev et al., 2005; Li et al., 2005). An oil ganglion extending down-gradient and 
having multiple lateral branches is of course a more complex system than a blob in a 
constricted tube. It is nonetheless reasonable to assume that the principal motion will still 
proceed along the direction of the external gradient, and the mobilization will occur 
through the menisci residing closest to their mobilization thresholds, to which calculations 
of the single-tube theory may be applied. The theory thus is expected to provide the basic 
physical understanding of the mobilization process at a single-pore level even in the case of 
more complex, two- and three-dimensional pore systems.  
 Also, the theory presented does not consider a possibility of the continuous core 
phase breaking up into beads in pore constrictions when the ganglion protrudes far enough 
through the narrowest point, that is, beyond the seismic mobilization stage (Roof, 1970; 
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Tsai and Miksis, 1994; Chrysikopoulos and Vogler, 2006). In this context, the model 
discussed should be viewed as providing a theoretical description of the ganglion’s seismic 
mobilization and its motion through the constriction until the conditions for the initiation of 
the break-up have been met. A smaller ganglion will arise after that.  
 The improved, viscous stimulation model has been checked against the 
finite-volume computational fluid dynamics code FLUENT. Of principal interest is the 
correctness of estimation of the important parameters of vibroseismic petroleum recovery, 
such as the frequency and amplitude, calculated from the viscous theory, relative to 
FLUENT. Using the model equation for such calculations for plausible practical 
applications has significant advantages. At seismic frequencies, computational fluid 
dynamics is prohibitively expensive. For example, at 50 Hz, it takes up to three months of 
CPU time on a present-day multi-processor workstation to compute a threshold mobilizing 
acceleration that a seismic source needs to develop. Using the model equation, this only 
takes several seconds.  
 Comparison of the seismic solutions between CFD and the viscous equation, 
carried out in the frequency range of 50 to 1000 Hz, shows that the simple dynamic model 
predicts the minimum acceleration required to mobilize a static ganglion at a given 
vibration frequency with an error of about 30% or smaller, relative to CFD. The error may 
depend on the geometry and the frequency. Assuming CFD as a reliable benchmark, this 
can be considered a practically satisfactory accuracy of the model, considering its 
simplicity and the ease of obtaining its numerical solutions. The viscous equation provides 
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complete time histories of a ganglion’s displacement through a porous channel, indicating 
all principal stages of motion, such as the retardation by restraining capillary force, 
mobilization due to the cumulative effect of vibrations and background static forcing, a 
Haines jump, again followed by retardation, and so on.  
 Taking viscosity into account necessarily increases the magnitude of the vibratory 
force required for the mobilization, due to an increased resistance to flow. At seismic 
frequencies of 20 and 50 Hz, for example, the threshold mobilizing accelerations are 
increased by approximately a factor of two in the viscous case for the geometries analyzed, 
relative to the inviscid model. This quantifies the gain in accuracy of estimating the 
practical field parameters of vibroseismic stimulation achieved by using the viscous 
equation of motion.  
 The viscous force depends on the assumed thickness of the wetting film adsorbed 
on pore walls. In the absence of a constraining theory, this thickness value has to be 
prescribed and should be considered one of the model’s parameters.  
 The model proposed provides an improved quantitative tool that can be used in the 
estimation of the parameters of vibroseismic reservoir stimulation. Whether the required 
elastic-wave amplitudes can be realistically achieved with the existing borehole acoustic 
sources is a separate question, which was discussed by Beresnev (2006, p. N52) and 
Iassonov and Beresnev (2008, pp. 470-471).  
 In summary, the viscous analytical model of oil-ganglion dynamics proves to be a 
convenient, inexpensive, and reasonably accurate tool for calculating practical parameters 
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of seismic stimulation of residual oil for prescribed pore geometries. 
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Figure 3.1.  Initial geometry for the simulations with FLUENT. The channel’s full 
wavelength is 2L. 
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Figure 3.2. Comparison of CFD simulations and viscous model. rmax = 2×10-5 m, rmin = 10-5 
m. a) th = 0.1×rmin, P∇  = 3.98×107 N/m3; b) th = 0.05×rmin, P∇  = 3.66×107 N/m3. 
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Figure 3.3. Comparison of CFD simulations and viscous model. rmax = 4×10-5 m, rmin=10-5 
m, th = 0.1×rmin, P∇  = 9.01×107 N/m3. 
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Figure 3.4.  Axial position of the ganglion under the effect of vibrations calculated from 
the inviscid (left) and viscous (right) models. rmax = 2×10-5 m, rmin = 10-5 m, th = 0.05× rmin, 
P∇  = 3.66×107 N/m3, f = 103 Hz. 
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CHAPTER 4. QUANTITATIVE ANALYSIS OF DYNAMICS OF 
ENTRAPPED OIL UNDER SEISMIC STIMULATIONS IN 
CONSTRICTED PORES 
4.1. Introduction 
As stated in Chapter 1, there has been active interest on the part of oil industry in 
developing seismic and acoustic methods of reservoir stimulation, as an alternative 
technique of enhanced oil recovery (EOR) (Beresnev and Johnson, 1994; Nikolaevskiy et 
al., 1996; Roberts et al., 2001; Westermark et al., 2001; Dobronravov, 2002; Poesio et al., 
2002; Roberts et al., 2003; Roberts, 2005). Theoretical, experimental, and numerical 
approaches have been applied to study the underlying physics of this method.  
Hilpert et al. (2000) and Hilpert (2007) sought to calculate the resonant frequency 
of entrapped oil ganglia under the effect of elastic-wave excitation as a potential 
mechanism of oil liberation. It should be noted that this resonance is highly dependent on 
the properties of the fluids and the pore space. Because of the variation in pore geometries 
in realistic reservoirs, the resonant mechanism is not practical as a general mechanism of 
vibratory stimulation. Iassonov and Beresnev (2003) established a yield-stress model to 
estimate the effect of low-frequency sound on the flow of fluids in straight tubes with 
circular cross-sections. However, the straight tube model was inadequate to correctly 
represent the mechanism of oil entrapment, so the model fell short of explaining capillary 
entrapment in realistic constricted channels.  
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Beresnev et al. (2005) presented a basic mechanism of the elastic-wave stimulation: 
an “unplugging” threshold, which is needed to carry the ganglia through pore constrictions, 
can be exceeded by adding a sufficiently great oscillatory inertial force to the external 
pressure gradient. The principal consequences of this mechanism were validated by Li et al. 
(2005) in a specially designed 2D-micromodel laboratory experiment, and were later 
incorporated by Pride et al. (2008) into a 2D Lattice-Boltzmann computer simulations.  
Graham and Higdon (2000) and Beresnev et al. (2005) developed complete 
computational-fluid-dynamics (CFD) models to simulate the two-phase flow of 
wetting/non-wetting fluids under the vibratory action in 1D sinusoidal axisymmetric 
channels. They were the first to quantitatively demonstrate that vibrations can indeed 
unplug the entrapped non-wetting fluids. However, CFD simulations are inefficient in their 
enormous required computational time.  
Because the physics of entrapment and mobilization is not explicitly revealed by 
running computer models, Beresnev (2006) developed a physical theory that could be used 
to theoretically calculate the mobilization conditions, given geometric parameters of a 
porous channel and frequency and amplitude of the vibratory field. An equation of motion 
of an oscillator moving under the effect of the inertial vibratory force was formulated to 
approximate the dynamics of a non-wetting ganglion of residual oil entrapped in a 
sinusoidal pore and subjected to vibrations of the pore wall. Compared to CFD simulations, 
it gave an explicit and simple tool for the estimation of field parameters of seismic 
stimulation. Nevertheless, the model came with significant simplifications. First, it 
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assumed a constant length of a blob of oil moving through a channel with variable profile; 
this assumption is certainly violated in real pore channels if the slopes of their walls 
become significant. The model also ignored the complex pressure distribution along the 
annular film of water lining the channel’s wall, although this pressure is a significant 
component of the total force balance. Our objective in this chapter is to develop a more 
precise theory of the mobilization process that is free of the above restrictions.  
Our starting point is an article by Gauglitz and Radke (1989), who formulated a 
momentum-balance equation for the dynamics of compressible bubbles in sinusoidally 
constricted capillaries. The theory was specifically applied to the dynamics of Haines 
jumps (see Chapter 3 for their definition). The model could successfully describe the 
details of the complex motion of the bubble, calculate the characteristic times of the Haines 
jumps, and determine the time for the gas bubbles to break up when moving through pore 
constrictions.  
The main difference with the model we target in this chapter is that Gauglitz and 
Radke (1989) constructed their theory for the flow of gas, whereas, to be applicable to 
two-phase oil/water flow, the new theory should incorporate two incompressible liquid 
phases. In Gauglitz and Radke’s (1989) approach, the Haines jump of a compressible 
bubble is a two-phase (gas and water) problem. The compressible gas bubbles are of 
interest. However, the control volume for their momentum-balance equation is the 
water-filled region downstream of the bubble. They therefore approached an intrinsically 
two-phase problem in a single-phase way. Because of this, the theory came with 
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disadvantages and oversimplifications. First, the results were highly dependent on the 
assumed length of the downstream single-phase region of the capillary, which limits their 
usefulness. Second, the upstream meniscus of the bubble was assumed stationary, which in 
reality never happens. Third, the way that the pressure distribution along the annular water 
film of water was characterized, was incompatible with the assumed entrance and exit 
pressures across the domain. In order to overcome the difficulties inherent in Gauglitz and 
Radke’s (1989) theory, and to make it applicable to reservoir-stimulation problems, we 
formulated a momentum-balance equation that is free of the inconsistencies and 
simplifications.  
Unlike Gauglitz and Radke, who dealt with the flow of compressible air bubbles, 
our interest is in the incompressible residual oil. Our objective is thus to establish a 
two-phase-flow theory, applicable to the description of incompressible 
wetting/non-wetting core-annular flow. We start with the formulation of the generalized 
momentum-balance equation, explaining the origin of each term. We then provide the 
numerical solutions of this equation. Finally, we address the applications of this improved 
model to the seismic stimulation technology. 
4.2. Problem statement 
Since our interest is primarily in the mobilization of the non-wetting fluid by 
vibration and elastic waves, we study how the amplitude and frequency of the vibratory 
stimulation affect the two-phase flow. To be applied to oil recovery, residual oil and water 
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are the fluids of interest, and can be assumed to be incompressible and Newtonian. The 
residual oil is entrapped mainly because of the resistance of capillary forces, and the 
background pressure gradient in the reservoir fails to exceed the “unplugging” threshold to 
free the stuck oil. The background pressure gradient is caused either by the natural pressure 
gradient existing in the formation or by the secondary waterflooding. By applying a 
seismic wave with appropriate amplitude and frequency, an oscillatory inertial force is 
added to the background pressure gradient, and the capillary force and viscous drag may 
then be overcome. 
4.3. Model formulation 
Consider an oil droplet entrapped in a sinusoidally constricted axisymmetric 
channel, and surrounded by a wetting water film with uniform thickness (Figure 4.1). The 
shape of the channel is given by a sinusoidal function 
 
λ1(x) = rmax 1+ 12
rmin
rmax
−1⎛⎝⎜
⎞
⎠⎟ 1+ cosπ
x
L
⎛
⎝⎜
⎞
⎠⎟
⎡
⎣⎢
⎤
⎦⎥
                  (4.1) 
 
where rmin and rmax are the minimum and the maximum radii of the channel, respectively, 
and 2L is the spatial period. The oil and water interface can be represented by 
 
λ2 (x) = λ1(x) − th                               (4.2) 
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where th is the thickness of the water film. 
When an oil droplet is passing through the channel’s constriction, the curvature of 
the upstream meniscus is smaller than that of the downstream one at the neck. This 
curvature difference causes the resistance of capillary force, and the oil droplet is stuck at 
the neck. According to Young-Laplace equation, the capillary pressure with zero contact 
angle can be calculated as 
 
ΔPc = 2σ ( 1Rd −
1
Ru
)                              (4.3) 
 
where Ru and Rd are the radii of curvature of the upstream and the downstream menisci, 
respectively, and σ is the interfacial-tension coefficient. 
To describe the unsteady motion of the residual oil responding to the vibratory 
action, we employ the macroscopic momentum-balance equation in the oil phase (Gauglitz 
and Radke, 1989). The oil droplet itself is the moving-and-deforming control volume. We 
assume that the flow is axisymmetric, and that the flow has only the longitudinal velocity 
component, which is valid within the lubrication approximation (Gauglitz and Radke, 
1989). The axial component of the macroscopic momentum equation becomes  
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1 1 2 2o o x p a o o
V
d v dV F F F P A P A
dt
ρ = + + + −∫                    (4.4) 
 
The left-hand side specifies the accumulation of momentum within the control 
volume; on the right-hand side, ρo is the density of the oil and ov  is the mean velocity of 
the oil droplet, Fx, Fp, Fa, P1oA1 and P2oA2 specify viscous drag, pressure force along the 
oil/water interface, oscillatory inertial force, the entrance force due to pressure, and the exit 
force due to pressure, respectively. P1o and P2o are the pressures at the upstream and 
downstream menisci of the core fluid, respectively. A1 and A2 are the area of cross section 
at the upstream and downstream menisci of the core fluid, respectively. 
To solve the balance equation, we express each term as a function of the 
displacement h of the downstream meniscus and solve for h. In oil reservoirs, although 
turbulence may develop due to high fluid velocity in the vicinity of wells, we can assume 
that the flow of oil elsewhere in porous media is laminar with small Reynolds number. 
Together with the small-slope assumption for the wall of the channel, we can apply the 
classical lubrication approximation (Gauglitz and Radke, 1988, 1990). The velocity profile 
of a two-phase Poiseuillean flow is used to approximate the flow of the residual oil and 
water. By knowing the mean velocity of oil phase for the downstream meniscus, which we 
define as dh/dt, we can determine the entire velocity field of the flow in term of h. 
Furthermore, we can calculate the viscous drag as well as the pressure force along the 
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sinusoidal channel by deriving the pressure field from the velocity field.  
In the following, we express each term as a function of the position of downstream 
meniscus h. Figure 4.1 shows the configuration of the channel and two phases in the 
channel. 
Accumulation of momentum within control volume 
A straight cylindrical core-annular flow has the velocity profile (Middleman, 1995, 
equations 2-1.9 and 2-1.10): 
 
2 2 2 2
2 1 1( ) ( ) ( )4 4o w o
P Pr R R R rν μ μ
∇ ∇= − − − −      in the oil core       (4.5) 
2 2
2( ) ( )4w w
Pr R rν μ
∇= − −           in the water film     (4.6) 
 
where μw and μo are the dynamic viscosities of the water film and oil core, respectively, R1 
and R2 are the radii of the fluid/fluid interface and the channel, and P∇  is the external 
pressure gradient. If the body force ρa, which is similar to gravity force ρg but with 
horizontal direction, is within the flow and parallel to the external gradient P∇ , the 
velocity profile can be easily generalized to 
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( ) ( )2 2 2 2
2 1 1( ) ( ) ( )4 4o w o
a P a P
r R R R r
ρ ρν μ μ
−∇ −∇= − + −     in the oil core     (4.7) 
( ) 2 2
2( ) ( )4w w
a P
r R r
ρν μ
−∇= −         in the water film    (4.8) 
 
where the densities of water ρw and oil ρo are both equal to ρ for simplicity.  
By integrating equations (4.7) and (4.8) in our axisymmetric channel with 
lubrication approximation and using equations (4.1) and (4.2) for the radii, we obtain the 
flow rate for each phase in terms of h, 
 
( ) ( ) ( )2 2 2 42 1 2 24 8o w o
a P a P
Q
π ρ π ρλ λ λ λμ μ
−∇ −∇= − +                (4.9) 
( ) ( ) ( )4 41 22 2 21 1 24 2w w
a P
Q
λ λπ ρ λ λ λμ
⎡ ⎤−−∇ ⎢ ⎥= − −⎢ ⎥⎣ ⎦
                 (4.10) 
( ) ( ) ( )4 4 41 2 28 8o w w o
a P a P
Q Q Q
π ρ π ρλ λ λμ μ
−∇ −∇= + = − +          (4.11) 
 
where Qo and Qw are the flow rates of oil and water, respectively, and Q is the total flow 
rate.  
On the other hand, at the downstream meniscus, 
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2
2 ( )o
dhQ h
dt
πλ=                             (4.12) 
 
where dh/dt is the mean velocity of the oil phase for the downstream meniscus as 
introduced above. By multiplying (4.11) by (4.12) and dividing the result by (4.9), we 
obtain 
 
( )
( )
4 4 4
1 2 2
2 2 2
1 2 2
( ) ( ) ( )
2 ( ) ( ) ( )
o
w
o
w
h h h
dhQ
dth h h
μ λ λ λμπ μ λ λ λμ
− +
=
− +
                   (4.13) 
 
Here, we define 
 
( )
( )
4 4 4
1 2 2
2 2 2
1 2 2
( ) ( ) ( )
( )
2 ( ) ( ) ( )
o
w
o
w
x x x
S x
x x x
μ λ λ λμπ μ λ λ λμ
− +
=
− +
                    (4.14) 
 
and the flow rate becomes 
 
Q = S(h) dh
dt
                               (4.15) 
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The vo  is given by 
 
νo = λ2
2 (h)
λ22 (x)
dh
dt
                             (4.16) 
 
For the accumulation-of-momentum term, which is the left-hand side of the 
momentum-balance equation (4.4), we substitute ov  into the latter including the rate of 
change of the momentum of both menisci, which leads to 
 
( ) 222 0 2 0 2 2
22
2 2
2 2
2 0
2( ) ( ) ( )
3
( )( ) 1
( )
o
V
d d hv dV h h x x h
dt dt
h dhh
x dt
ρ πρλ λ λ
λπρλ λ
⎡ ⎤= − + +⎢ ⎥⎣ ⎦
⎛ ⎞⎛ ⎞+ −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∫
          (4.17) 
 
where x0 is the position of the upstream meniscus (Figure 4.1).  
Viscous drag 
The total force due to shear stress acting along the capillary wall is given by the 
integral 
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Fx = τ i 2πλ2 dxx0
h∫                             (4.18) 
 
where τi is the interfacial shear stress between the water film and oil core, and is determined 
by the velocity profile of equations (4.7) and (4.8): 
 
( )
2
2 2 2
1 2 2
4
2
o o
i
o
w
μ λ ντ μλ λ λμ
= −
− +
                       (4.19) 
 
Substitute τi to equation (4.18),  
 
Fx = −8πμoλ22 (h)int1(h) dhdt                       (4.20) 
 
where int1(x) is defined by (since x is now a coordinate in the integral, ξ functions as 
integration variable) 
 
int1(x) = 1
2 μoμw λ1
2 − λ22( )+ λ22 dξx0
x∫                    (4.21) 
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Pressure force along the oil/water interface 
Now, to determine the total force due to the pressure along the oil/water interface, 
we need to first find the pressure distribution.  
Within the Poiseuillean flow assumption, the velocity is proportional to the sum of 
pressure gradient and body force, according to equations (4.7) and (4.8), and is inversely 
proportional to the area of cross section of oil droplet according to equation (4.16). Thus,  
 
2
2
( )
( )
cP a t
x
ρπλ∇ = − +                          (4.22) 
 
where c is a constant. The quantity ρa(t), whose direction is parallel to P∇ , is the 
oscillatory inertial force caused by the passing seismic wave. This inertial force is similar 
with the body force, e.g., a gravity force ρg. Here, a(t) is given by 
 
( ) sin 2a t A ftπ=                             (4.23) 
 
where A is the wave acceleration amplitude and f is the frequency. 
 By integrating the pressure gradient, the pressure distribution is  
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0
1 02
2
1( ) ( )( )
x
o x
cP x P d a t x xξ ρπ λ= − + −∫                 (4.24) 
 
where P1o is the pressure at the upstream meniscus.  
Substituting h into equation (4.24), we obtain 
 
0
2 1 02
2
1 ( )( )
h
o o x
cP P d a t h xξ ρπ λ= − + −∫                (4.25) 
 
where P2o is the pressure at the downstream meniscus. Therefore, the constant c can be 
calculated from equation (4.25), 
 
1 2 0( ) ( )( )
int 2( )
o oP P a t h xc
h
π πρ− + −=                      (4.26) 
 
where int2(x) is defined by the integral 
 
int 2(x) = 1λ22x0
x∫ dξ                          (4.27) 
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Note that the constant c needs to be calculated during each time step in the 
numerical computation, so that the pressure distribution stays consistent with the exit 
pressure. 
The pressure force along the oil/water interface is perpendicular to the interface. 
Since the radial component can be cancelled due to the channel’s axisymmetric geometry, 
the resultant force is directed axially. Thus, the resultant pressure force can be calculated 
by integrating equation (4.24) along the oil/water interface,  
 
( )
0
2 2
2 2
1 2 2 0
( )2
( ) ( ) 2 int 3( ) 2 ( ) int 4( )
h
p x
o
F P x dx
P h x c h a t h
πλ λ
π λ λ πρ
′=
= − − +
∫     (4.28) 
 
We define int3(x) and int4(x) in equation (4.28) as 
 
int 3(x) = int 2(ξ)λ2λ2′ dξx0
x∫                       (4.29) 
int 4(x) = (ξ − x0 )λ2λ2′ dξx0
x∫                       (4.30) 
 
Oscillatory inertial force 
According to Beresnev (2006), the vibratory inertial force is given by 
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( ) ( ) int 5( )a
V
F a t dV a t hρ πρ= =∫                     (4.31) 
 
where we define int5(x) as 
 
int 5(x) = λ22 dξx0
x∫                           (4.32) 
 
Entrance and exit forces due to pressure 
We assume that the external pressure difference exerted on the entrance and exit of 
the channel is fixed. If P1w and P2w are the pressures exerted on the entrance and exit, 
respectively, then 
 
P1w - P2w = constant                         (4.33) 
 
Applying the Poiseuillean-flow assumption, as in equations (4.9) and (4.10) , we 
can get the single-phase flow rate with oscillatory force for the water phase, where no oil 
exists, 
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( ) 4
1
( )
8w w
a t P
Q
ρ λμ
−∇=                          (4.34) 
 
where Qw is equal to the total flow rate Q. Therefore, 
 
4
1
8( ) ( )
( )
wQP x a t
x
μρ λ∇ = −                      (4.35) 
 
Together with Laplace’s law, 
 
0
1
1 1
2 0
2
( )
x
o wL
P Pdx P
x
σ
λ= ∇ + +∫                    (4.36) 
2
2 1
2
2
( )
L
o wh
P Pdx P
h
σ
λ= − ∇ + +∫                    (4.37) 
 
where L1 and L2 are the positions of the channel’s entrance and exit (Figure 4.1).  
Using equations (4.15), (4.35), (4.36), (4.37), and cross-sections A1 and A2, yields 
 
0
1
2
1 1 2 0 1 0 1 4
1 2 0
8 1 2( ) ( )( ) ( )
( )
xw
o w L
dhP A x P a t x L S h dx
dt x
μ σπλ ρ π λ λ
⎡ ⎤= + − − +⎢ ⎥⎣ ⎦∫     (4.38) 
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( ) 222 2 2 2 2 4
1 2
8 1 2( ) ( ) ( )
( )
Lw
o w h
dhP A h P a t L h S h dx
dt h
μ σπλ ρ π λ λ
⎡ ⎤= − − + +⎢ ⎥⎣ ⎦∫     (4.39) 
 
 Substituting each term from equations (4.17), (4.20), (4.28), (4.31), (4.38), and 
(4.39) back into the momentum-balance equation (4.4) then leads to  
 
( ) 222 0 2 0 2 2
22
2 22
2 22
2 0
2
1 2 2
2( ) ( ) ( )
3
( )( ) 1 8 ( ) int1( )
( )
( ) ( ) 2 int 3( ) sin(2 )(2int 4( ) int 5( ))
o
o o
d hh h x x h
dt
h dh dhh h h
x dt dt
cP P h h A ft h h
ρλ λ λ
λρλ μ λλ
λ ρ ππ
⎡ ⎤− + +⎢ ⎥⎣ ⎦
⎛ ⎞⎛ ⎞+ − +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
= − − + +
   (4.40) 
 
which describes the displacement of the downstream meniscus under the vibratory 
stimulation. 
4.4. Numerical procedure 
The momentum-balance equation (4.4) is a nonlinear ordinary differential equation 
of second order describing the dynamics of the downstream meniscus of entrapped oil. It 
represents an initial-value problem, and the fourth-order Runge-Kutta method is employed 
to discretize and numerically solve the equation. The initial conditions need to be 
prescribed. We assume that the oil ganglion of certain mass is initially entrapped in a stable 
configuration. Its downstream meniscus is therefore slightly upstream of the neck of the 
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constriction and is stationary. The initial conditions are thus given by 
 
ε−=h  at 0=t                            (4.41) 
ξ−=0x  at 0=t                           (4.42) 
0=
dt
dh  at 0=t                            (4.43) 
 
Since oil is incompressible, there is also an implicit constraint of volume 
conservation. To apply it, we need to maintain the volume of the oil ganglion constant. The 
volume, within the small-slope assumption, is approximately given by the formula,  
 
0
2 3 3
2 2 0 2
2 ( ( ) ( ))
3
h
x
V dx x hππλ λ λ= + +∫                  (4.44) 
 
which can be obtained by adding the volumes of both upstream and downstream menisci, 
as semi-spheres, and performing volume integration from x0 (upstream meniscus) to h 
(downstream meniscus).  
At each numerical time step, we solve equation (4.40) to get h firstly, and then use 
the bi-section method to determine x0 by numerical iterations of equation (4.44). Then we 
substitute x0 into equation (4.40) for the next-step calculation. 
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4.5. Results 
We have applied this theory to calculate the motion of entrapped oil droplets 
numerically for different geometries of sinusoidal tubes. The oil droplet is entrapped in the 
tube statically in its equilibrium position. Then, we turn on the vibration and the oscillatory 
inertial force ρa(t). By adding the inertial force, the droplet can be mobilized when the 
amplitude is large enough, whose mobilization value depends on the frequency. The 
relationship between the amplitude and the frequency follows. Since amplitudes of seismic 
waves attenuate significantly at high frequencies, we typically choose the frequencies of 
vibration no greater than 100 Hz. It should be kept in mind that, for cylindrical channels, 
there is also a time scale for the flow to fully develop (Beresnev, 2006), given by 
 
2rρτ μ=                                  (4.45) 
 
where r is the radius of the channel and μ is the fluid viscosity, and we typically choose 
water viscosity μw rather than oil viscosity μo to calculate the maximum τ. Therefore, we 
also require that the frequencies used in the calculations be less than 1/τ. 
In the following, we consider different geometries of pores with combinations of 
rmin and rmax in a sinusoidal profile. 
The wide pores (rmin = 1.1×10-4 m, rmax = 2.1×10-4, 3.1×10-4, 4.1×10-4 m) 
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We put a patch of residual oil in a sinusoidally constricted tube. The motion of the 
entrapped oil is simulated within three different geometries. The thickness of the water film 
is th = 10-5 m. The pore geometry (rmin, rmax) is as indicated in the heading. Then, from (4.2), 
the geometries of the oil/water interface result as follows. Geometry 1 is: rimin = 10-4 m, 
rimax = 2×10-4 m; Geometry 2 is: rimin = 10-4 m, rimax = 3×10-4 m, and Geometry 3 is: rimin = 
10-4 m, rimax = 4×10-4 m. The pore’s wavelength is 2L = 2×10-2 m. The volume of residual 
oil is V = 3×10-10 m3. The averaged external pressure gradient is ∇P = 104 Pa/m. However, 
the gradient is not constant along the tube due to the presence of the ganglion and the 
varying wall profile. The fluid parameters are: σ = 0.04 N/m, μo = 0.01 Pa s, μw = 0.001 Pa 
s. The densities of oil and water are both taken equal to 1000 kg/m3. According to the time 
scale τ given by equation (4.45), frequencies simulated are up to 5 Hz.  
Figure 4.2 shows the resulting relationship between the mobilizing amplitude of 
acceleration and the frequency. In the plot, the point at 0 Hz represents a static body force 
applied to fluids without vibration. The relationship between the amplitude and frequency 
is close to linear in the low-frequency range. A linear relationship was also obtained by 
Iassonov and Beresnev (2008) from a much simpler theory. According to our simulation 
results, we observe that the “sharper” the pore geometry is, the larger is the static amplitude 
required for the mobilization. For example, it takes 12 m/s2 for Geometry 3 to mobilize the 
entrapped oil compared to 6 m/s2 for Geometry 1. This is because a sharper pore has a 
greater difference between the rear- and front-menisci curvatures for the fixed oil volume, 
and this causes larger capillary force. However, the mobilization amplitude is smaller for a 
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sharper pore than that for a smoother pore when the vibration begins. This is mainly 
because of the length of the oil droplet. The sharper the pore is, the shorter is the oil droplet 
for the given oil volume. When the vibration applies, the velocity of the oil droplet does not 
have a large difference between different geometries, and it is therefore easier for the short 
ganglion to become mobilized within a certain time period of vibration. This observation 
also holds for a larger oil volume (5×10-10 m3) (Figure 4.3).  
Figure 4.4 shows the motion of the oil droplet being mobilized with different 
frequencies. At higher frequencies, the mobilization happens after several periods of 
vibrations. The similar phenomenon was explained by the fluctuations caused by a 
superposition of forced and free oscillations of the ganglion (Beresnev, 2006). According 
to Figure 4.4, it is simply because of adding up the displacements of oscillations pushing 
the droplet further and further after each period of vibration. We have also conducted a 
Fourier-transform analysis of the oil motion and found no obvious natural frequency of the 
oscillations. This is normal, because we are dealing with a nonlinear oscillator.  
Wetting-film thickness is a significant parameter in core-annular flow. We now 
keep the initial Geometry 1 but change the film thickness to 2×10-5 m and 5×10-6 m from 
10-5 m to estimate its effect on the mobilization prediction. Figure 4.5 shows the 
comparison of three different film thicknesses. The average errors between using the 
medium and thick film thicknesses and between using the medium and thin film 
thicknesses are around 20% and 30%, respectively. The film-thickness prediction is 
notoriously difficult, especially for non-straight channels, and no acceptable theory exists. 
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Our error analysis in Figure 4.5b nevertheless shows that imprecise prediction of the 
thickness of the wetting film will not significantly influence the mobilization amplitude of 
seismic stimulation.  
To understand the effect of the fluids’ viscosities, we conduct four groups of 
simulations with different viscosity combinations (Table 4.1) for Geometry 1. For the first 
three combinations, we keep the viscosity of the water film constant and vary the viscosity 
of oil. Then we increase the viscosity of the film to be equal to that of the core. Figure 4.6 
shows the results. Increasing the core-fluid viscosity has only a minor effect on the 
mobilization amplitude. This is because the core fluid is well lubricated by the less viscous 
film. However, increasing the film viscosity to the case of Viscosities 4 causes a significant 
change in the required mobilization amplitudes. The flow also becomes much slower. This 
demonstrates the importance of lubrication by the film. 
The narrow pores (rmin = 5.5×10-5 m, rmax = 1.05×10-4)  
In this scenario, we narrow the pore geometry. The film thickness is th = 5×10-6 m. 
The pore geometry (rmin, rmax) is as indicated in the heading. The geometry of the oil/water 
interface λ2(x) is therefore rimin = 5×10-5 m and rimax = 1×10-4 m. According to the time scale 
τ, the maximum frequency can increase up to 100 Hz. We therefore now turn our attention 
to a higher-frequency mobilization. Since the pore is smaller than previous cases, we 
increase our external pressure gradient: ∇P = 3.53×104 Pa/m. The volume of residual oil is 
V = 10-10 m3. The fluid viscosities are as follows: μo = 0.01 Pa s, μw = 0.001 Pa s. The other 
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parameters are the same as the wide-pore cases. Figure 4.7 shows the required amplitude 
against frequency of stimulation. Instead of linear relationship for low frequency, the 
frequency and amplitude curve tends to level off for high frequency.  
Figure 4.8 shows the motion of the droplet in time. The mobilization is built up of 
hundreds/thousands periods of vibrations pushing the ganglion through the constriction.  
4.6. Conclusions 
We developed a theoretical model to calculate the two-phase intra-pore fluid flow 
based on a moving-boundary control-volume concept. This model simplifies the two-phase 
problem and is computationally much more efficient than CFD. For example, it takes days 
to weeks to find a required mobilization amplitude at low frequency in CFD simulations. 
On the other hand, this only takes seconds to minutes in our theoretical model. Based on 
this theory, we analyzed the effect of pore geometry, film thickness, and viscosity on the 
efficiency of seismic stimulations in enhancing the oil recovery.  
(1) Geometry of pores varies widely in natural porous media. According to our 
analysis, a larger external pressure gradient is needed to mobilize entrapped oil with given 
volume for sharper wall profiles. On the other hand, a smaller seismic amplitude is 
required to unplug the oil in sharper pores than in smooth pores. This demonstrates the 
practical advantage of seismic stimulation: it can recover the oil that is unrecoverable by 
simply increasing the external pressure drive. 
(2) The thickness of wetting films has always been believed to be an important 
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factor controlling core-annular flows; however, no theory currently exists that could 
predict such a thickness even for straight cylindrical channels. It is therefore important to 
know, in the context of seismic-stimulation scenarios, what is the error in the mobilization 
amplitude caused by imprecise knowledge of the thickness of the wetting films. According 
to our estimates, this error is on the order of 20-30%, which is acceptable in industry 
applications. 
(3) We also analyzed the viscosity effects in seismic stimulation. Decreasing the 
viscosity of the core fluid (oil) has little effect on the oil recovery. On the other hand, the 
lubrication effect of the film fluid plays an important role in controlling the mobilizing 
seismic amplitude.  
Interestingly, we obtained the same linear relationship between the required 
mobilization amplitude and frequency, in the low-frequency range, which was shown 
earlier by Iassonov and Beresnev (2008) and Pride et al. (2008). Iassonov and Beresnev 
(2008) explained it by the linear relationship between the velocity of ganglion’s motion and 
the inertial vibratory force. However, their conclusion may not be true at higher 
frequencies. In the latter case, as we demonstrated, the entrapped oil is pushed further and 
further and becomes mobilized only after hundreds or even thousands of periods of 
vibration. This weakens the influence of the relationship between the ganglion velocity and 
vibration amplitude on controlling the exact condition for the mobilization.  
Our conclusions should further be verified by laboratory results from experiments 
being conducted by our colleagues at the Department of Chemical and Biological 
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Engineering. 
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Table 4.1. Combinations of two-phase viscosities 
 Water μw (Pa s) Oil μo (Pa s) 
Viscosities 1 0.001 0.01 
Viscosities 2 0.001 0.1 
Viscosities 3 0.001 1 
Viscosities 4 0.01 0.01 
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Figure 4.1. Configuration for the model. The oil and water are represented by red and 
yellow colors, respectively. 
2 ( )xλ 1( )xλ
1L 0x h 2L
75 
 
0 1 2 3 4 5
0
10
20
30
40
50
Am
pl
itu
de
 m
/s
2
Frequency Hz
 Geometry 1
 Geometry 2
 Geometry 3
 
Figure 4.2. Vibratory stimulation with different geometries for wide pores (V = 3×10-10 
m3). 
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Figure 4.3. Vibratory stimulation with different geometries for wide pores (V = 5×10-10 
m3). 
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Figure 4.4. Time series of the motion of entrapped oil under vibratory stimulation with 
different frequencies within wide pores.  
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(b) 
Figure 4.5. The effect of film thickness on the mobilization of entrapped oil under vibratory 
stimulation. (a) Comparison of required mobilization amplitudes for different film 
thicknesses; (b) error analysis. 
79 
 
0 1 2 3 4 5
0
50
100
150
200
250
300
Am
pl
itu
de
 m
/s
2
Frequency Hz
 Viscosities 1
 Viscosities 2
 Viscosities 3
 Viscosities 4
 
Figure 4.6. Vibratory stimulation with different viscosity combinations of fluid phases. 
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Figure 4.7. Vibratory stimulation with different geometries for narrow pores (V = 10-10 m3). 
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Figure 4.8. Time series of the motion of entrapped oil under vibratory stimulation at 60 Hz 
within narrow pores. 
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CHAPTER 5. THEORY OF BREAK-UP OF CORE FLUIDS 
SURROUNDED BY A WETTING ANNULUS IN SINUSOIDALLY 
CONSTRICTED CAPILLARY CHANNELS 
5.1. Introduction 
Evolution equations have been often used to describe temporal dynamics of free 
fluid/fluid interfaces (e. g., Landau and Lifshitz, 1975, § 60, problem 4; Atherton and 
Homsy, 1976; Hammond, 1983; Gauglitz and Radke, 1988, 1990). The advantage of this 
approach is that it reduces the hydrodynamic problem to a single partial-differential 
equation that is much easier to solve numerically than the original full system of equations 
of two-phase fluid dynamics (e. g., Tsai and Miksis, 1994; Kouris and Tsamopoulos, 2002).  
 Hammond (1983) derived a nonlinear evolution equation for the thickness of a 
thin film of a wetting fluid adsorbed on the wall of a cylindrical capillary. The equation was 
based on the assumption of an inviscid, non-wetting core filling the middle of the channel, 
within which constant zero pressure was postulated (Hammond, 1983, equations 3.3-3.7). 
This assumption allowed the introduction of scaled variables (Hammond, 1983, equations 
3.12-3.15) that made the approximations leading to the evolution equation possible. The 
analysis was strictly applicable to an inviscid core only.  
 Gauglitz and Radke (1988) subsequently showed that Hammond’s (1983) 
thin-film approximation suffered from inaccurate representation of the fluid/fluid 
interfacial curvature, which led to incorrect prediction of the interface dynamics; they 
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proposed an extended, more accurate, evolution equation, which was called the small-slope 
one. The analysis still dealt with a straight cylindrical channel. Gauglitz and Radke (1990), 
however, generalized this approach to the case of a sinusoidally constricted capillary tube. 
The generalized small-slope equation was applied to the description of a break-up of gas 
bubbles surrounded by water: the evolution of the wetting film was followed until the latter 
formed bridges (collars) across the tube. Constant zero pressure in the internal (gas) phase 
was again postulated (Gauglitz and Radke, 1990, p. 39).  
 One can see that previous work has dealt with the evolution equations for the 
thickness of wetting films inside capillaries in the presence of zero-pressure, inviscid 
internal phase. What made both Hammond’s and Gauglitz and Radke’s derivations 
possible was the latter assumption, which allowed the use of explicit expressions for the 
absolute pressure in the film, based on the interface curvature (Hammond, 1983, equations 
3.3-3.4; Gauglitz and Radke, 1988, equations 6 and 7; Gauglitz and Radke, 1990, equations 
13, 17, and 18). The pressure field in the film was thereby fully defined. If the core were 
viscous, this would not be the case, as the assumption of constant pressure in the core 
would no longer be valid, and Laplace’s law would only provide a relative pressure 
difference between the two fluids. The absolute pressure in neither phase would be known, 
preventing the development of an evolution equation. This difficulty was not overcome in 
the studies by Papageorgiou et al. (1990), Kerchman (1995), and Wei and Rumschitzki 
(2002a, b), who virtually repeated Hammond’s analysis using the same assumptions and 
the same scaling scheme. As Hammond’s model, neither predicted the formation of bridges 
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as well. In general, the inherent inability of the perturbation analyses, based on the 
thin-film approximation, to predict the formation of liquid bridges (Hammond, 1983; 
Papageorgiou et al., 1990; Kerchman, 1995; Wei and Rumschitzki, 2002a, b), limits their 
practical usefulness and is a significant shortcoming. On the other hand, the small-slope 
approximation, applied to a spontaneous break-up, not only captures the formation of 
bridges but, for the case of gas bubbles in capillaries, led to excellent agreement with 
experiment (Gauglitz and Radke, 1990).  
 No theory therefore still exists that would describe the evolution of an interface 
for the case of arbitrary viscosities and thicknesses of the fluids in the wetting annulus and 
the core. Our goal is to develop and analyze such an evolution equation, in the small-slope 
approximation and the presence of base flow, identifying the conditions under which the 
core fluid filling corrugated channels can break up into isolated drops. Problems of this 
type occur, for example, in chemical engineering and petroleum recovery. Keeping in mind 
this practical relevance, we will identify the capillary tube with a “pore”.  
 Applications to pore geometries will allow us to neglect gravity effects. The ratio 
of gravitational to capillary forces is controlled by the Bond number, Bo = Δρgd2/σ , where 
Δρ is the density difference between the film and core fluids, g is the acceleration of gravity, 
d is the characteristic pore diameter, and σ is the interfacial tension. Even for the typical 
maximum pore diameters of 100 μm and maximum density differences of ≈ 1000 kg/m3, 
assuming a characteristic surface tension of 0.040 N/m, we obtain Bo ≈ 10-3, which 
illustrates the dominance of capillary effects. The same conclusion was reached by 
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Hammond (1983, p. 364).  
 Our analysis will also assume smallness of capillary numbers, or the dominance of 
capillary forces over viscous ones. Such an assumption, for example, is well justified in 
oil-recovery operations, which are characterized by capillary numbers on the order of 10-6 
– 10-8 (e. g., Melrose and Brandner, 1974, p. 58). 
5.2. Evolution equation 
The geometry of the problem is illustrated in Figure 5.1, where an axisymmetric 
pore channel with sinusoidal profile is depicted in the cylindrical coordinate system with a 
fluid/fluid interface inside. The indices “1” and “2” will designate the variables in the core 
fluid and the wetting annulus, respectively. Following Gauglitz and Radke (1990, p. 16) 
and keeping the same notation, we introduce the problem variables and 
non-dimensionalize them as follows,  
 
r = r*/RT*, x = x*/RT*, L = L*/ RT*, τ = t*/(μ1*RT*/σ*),       
p = p*/(σ*/RT*), Q = Q*/(σ*RT*2/μ1*)        (5.1) 
 
Here r* and x* are the radial and axial coordinates, respectively; t* is the time, p* is 
the pressure, Q* is the volumetric flow rate, RT* is the maximum radius of the tube, and μ1* 
is the core dynamic viscosity. The “asterisks” will always indicate the dimensional 
variables, and their “non-asterisked” counterparts will be the non-dimensional ones.  
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 The shape of the pore wall is represented by a sinusoidal function  
 
⎟⎠
⎞⎜⎝
⎛ +−=≡ απλ /22cos11)(wall
xaxr                       (5.2) 
 
which has the wavelength of L ≡ 2/α; the parameters a and α conveniently characterize the 
minimum radius of the pore (1 – 2a) (the radius at the neck of the constriction) and the 
slope of the wall, respectively. The slope parameter α has simple geometric meaning: it is 
the ratio of the maximum radius of the channel to half of its wavelength, α = RT*/(L*/2). 
The dimensionless function 2, labeled the “wall”, is plotted in Figure 5.1.  
 The radial position of the fluid/fluid interface is represented by the dimensionless 
)(
interface
xr κ≡ . From Laplace’s law,  
 
* * * * *
1 2cp p p Kσ≡ − =                              (5.3) 
 
where K* is the mean curvature of the fluid surface κ(x*) and *cp  is the “capillary 
pressure”.  
The assumption of small capillary numbers allows us to neglect the contribution of 
viscous stresses to the boundary condition (5.3) (e. g., Middleman, 1995, p. 59). As seen 
from (5.3), the determination of pressures requires an expression for the curvature of an 
axisymmetric surface in cylindrical coordinates. Such an expression is given, for example, 
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by Atherton and Homsy (1976, p. 76) or De Gennes et al. (2004, equation 1.14) and also 
was derived by Beresnev et al. (2009) from the general equations of differential geometry. 
In dimensionless form, the exact equation (5.3) for the pressure difference across the 
interface becomes (cf. the capillary-pressure term in Gauglitz and Radke’s, 1990, equation 
B.5, given without derivation) 
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 The sign of the second term in (5.4) has been chosen to correctly represent an 
increase in the capillary pressure under the “convex” part of the interface. Indeed, under 
the “crest” of the sinusoidal profile (having the maximum radius of 1 in Figure 5.1), the 
two mutually orthogonal normal cross-sections of the interface (one in the plane of Figure 
5.1 and one perpendicular to it) are “convex”; both terms in the right-hand side of equation 
(5.4) must then be positive. The first term is always positive. To check if the sign of the 
second term is correct, we take, for example, an interface that follows the shape of the wall 
(equation (5.2)). The second derivative of (5.2) is απαπ /22cos
22 xa , which is negative at 
the “crest” (e. g., x = 1/α). This provides the correct positive sign of the second term in 
(5.4).  
 The evolution equation is derived as the mathematical expression of the 
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conservation of mass. The volume of the core segment with radius RT*κ and length dx* is π 
(RT*κ)2 dx*, and the rate of the volume change is 2πRT*2 κ (∂κ/∂t*) dx*. Conservation of 
mass relates this rate of change to the differential of the volume flux in the core *1dQ  as 
***
1 )/( dxxQ ∂∂  = –2πRT*2 κ (∂κ/∂t*) dx*. Non-dimensionalizing according to (5.1) yields  
 
x
Q
∂
∂−=∂
∂ 1
2
1
πκτ
κ                                 (5.5) 
 
 To close the equation, one needs to explicitly express the volume flux in the core 
Q1 through the interface position κ. With the small-slope assumption, such as by Gauglitz 
and Radke (1988, 1990), the fluid flow in the core and the annulus can locally be 
approximated as Poiseuille flow. In adopting this approximation, we therefore assume the 
smallness of the Reynolds number (Re). The exact axisymmetric solution of the stationary 
Navier-Stokes equation is known, which, when applied to the core-annular geometry, 
results in an analytical expression for the steady-state Poiseuillean flow in the core and the 
annulus (Middleman, 1995, Section 2-1). However, this solution assumes an equal pressure 
gradient in both fluid phases. Since, by nature of our problem, we are interested in the 
capillary flow to which Laplace’s law applies, the local pressure gradients in the core and 
the annulus will generally be different. We therefore need to re-derive the core-annular 
Poiseuillean flow for the general case of non-equal pressure gradients in the two fluids.  
 Let local pressure gradients be **1
*
1 /* xpp x ∂∂≡  and **2*2 /* xpp x ∂∂≡ . Developing 
the solution of the Navier-Stokes equation for the cylindrical core-annular geometry for the 
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case of *1 *xp  non-equal to 
*
2 *xp  leads to the expressions for the axial velocities 
*
1u  and 
*
2u ,  
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where *1R  and 
*
2R  are the radius of the core and the external radius of the tube, 
respectively. It is easy to check that these expressions reduce to the known velocities for 
equal gradients *
2
*
1 ** xx pp =  (Middleman, 1995, equations 2-1.9 and 2-1.10). Integration of 
the velocity profiles (5.6) gives the respective volume fluxes in the core and the annulus,  
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where e is the base of the natural logarithm.  
 After non-dimensionalization, expression (5.7a) for 1Q  can be substituted into 
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equation (5.5). However, the pressure gradients xp1  and xp2  will still be undetermined 
and need to be expressed through the interface position κ to close the evolution equation. 
This is achieved as follows.  
 Laplace’s law (5.4) relates p1 and p2. The small-slope approximation allows us to 
neglect the derivative terms in the brackets in equation (5.4), i. e., ∂κ/∂x << 1. Since these 
terms are squared, the approximation should remain reasonable even if the condition is 
relaxed to ∂κ/∂x < 1. If the core initially follows the shape of the wall, by taking the 
derivative of (5.2) this condition can be seen to be equivalent to α < 1. We will use the latter 
as the condition for the small-slope approximation. It of course has transparent geometric 
meaning, RT* < L*/2.  
 The small-slope approximation is the better the smaller the parameter α is. As long 
as it remains valid, the locally Poiseuillean approximations for the flow in both the core 
and the annulus (Q1 and Q2, respectively), which fully take viscosities into account, remain 
applicable too. The limits of validity of this analysis can only be verified through an 
experiment or computational fluid dynamics (CFD); we take the latter approach in the final 
section of the paper.  
 Equation (5.4) for the pressure difference across the interface then simplifies to  
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or, by differentiating,  
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 Continuity requires that  
 
Q1 + Q2 = Q                                  (5.10) 
 
where Q is the constant total volumetric flow rate in the tube. Equations (5.9) and (5.10), 
with (5.7) in mind, represent a system of two algebraic equations with two unknowns xp1  
and xp2 . Solving for them and substituting the solution for xp1  into the 
non-dimensionalized Q1 in (5.7a), and then using the result in (5.5) closes the evolution 
equation defining the radial position of the interface, which includes the effect of the 
imposed base flow with constant rate Q and arbitrary viscosities of the fluids. With the 
intervening algebra omitted, the equation is 
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 Note that Kouris and Tsamopoulos (2000) performed a CFD study of the interface 
dynamics in a core-annular flow of two viscous fluids in a channel with sinusoidal 
cross-section. The interface evolution has not led to the break-up or the formation of 
satellite droplets. As for Hammond’s (1983) study, this lack of the formation of bridges can 
be traced back to an insufficient approximation of the interfacial curvature. The 
undervaluation of the second-derivative term in the Kouris and Tsamopoulos analysis can 
be ascertained by comparing the curvature term in equation 15 in their paper with equation 
(5.8) above. As a result, both the fluid snap-off and the production of satellite droplets 
naturally appear in our analysis. In a follow-up numerical study, Kouris and Tsamopoulos 
(2002) removed the restrictions on representing the interfacial curvature, which led to their 
documenting a complete core-fluid break-up as well.  
 Equation (5.11) is a nonlinear evolution equation of fourth order describing the 
dynamics of the free interface. Its solutions will be investigated numerically in the 
following section. For validation and comparison, we will also present the CFD 
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simulations of the same scenarios. 
5.2. Results of interface dynamics 
The linear stability analysis  
 We start with a linear stability analysis of equation (5.11). Representing the initial 
interface configuration as κ = κ0 (1 + β eητ + ikx), where β << 1, and linearizing (setting 1/κ ≈ 
1/κ0, κ2 ≈ κ02, κ4 ≈ κ04, and λ = 1), we obtain, upon substitution into (5.11), 
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Taking the derivative )(kη′  and equating it to zero, we find that η takes the 
maximum positive value at the wavenumber )2/(1 0max κ=k . Since k = 2π/l, where l is the 
wavelength of the surface disturbance, the wavelength maxl , corresponding to kmax, 
becomes 23/2π κ0. We thus recover the result of Hammond’s linear stability analysis for the 
fastest-growing wavelength for all realistic core viscosities (Hammond, 1983, equations 
2.23-2.24 and p. 369). Consistency with Hammond’s result is understood from the fact that 
he also used the Stokes (small-Reynolds-number) approximation, albeit without an 
imposed flow.  
 Also, it can be directly verified that the expression in the curly braces in (5.12) is 
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always negative. The condition for η to stay positive (the condition for the disturbance to 
grow) is consequently κ02k2 < 1, or l > 2π κ0. This recovers the expression for the 
wavelengths of surface disturbances that cause the Plateau-Rayleigh instability 
(disintegration) of a liquid cylinder of radius κ0 (De Gennes et al., 2004, equation (5.22)).  
 The linear stability analysis therefore verifies that our evolution equation correctly 
reduces to known asymptotic cases.  
Geometric condition for core-fluid break-up  
 A purely geometric condition exists for the core fluid’s snap-off in the necks of the 
constrictions (Beresnev et al., 2009). This condition can be derived exactly for the case of 
pure surface-tension-driven flow (no base flow). Consider capillary pressures in the neck 
neck
cp  and the crest 
crest
cp  of the profile, which, from equation (5.3), are controlled by the 
geometry only. Let us conjecture that the break-up of the core fluid is governed by the 
geometric condition crestc
neck
c pp > . For the surface-tension-driven flow, only three 
combinations, relating the pressures in the annulus and core fluids in the crests and the 
necks, can physically exist:  
 
crestneck
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pp
pp
22
11
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 (5.13a),       
crestneck
crestneck
pp
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22
11
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=
 (5.13b),      
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pp
pp
22
11
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>
. (5.13c) 
 
Equations (5.13) simply assert the conservation of mass: e. g., if there is an inflow 
of the core fluid into the neck, there must be a respective outflow of the film fluid from the 
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neck (equation (5.13a)), and so forth. Subtracting the second inequality from the first in 
(13a) keeps the “<” sign true, so we obtain, from the definition in equation (5.3), 
crest
c
neck
c pp < , which contradicts the initial conjecture. Repeating the process for the 
equalities in (11b) again leads to a contradiction. The only combination compatible with 
the initial conjecture crestc
neck
c pp >  is (5.13c); however, the latter implies the outflow of the 
core phase from the necks into the crests ( crestneck pp 11 > ) accompanied by the invasion of 
the film fluid into the neck crestneck pp 22 <  with a formation of a bridge across the tube. We 
have thus proved that the geometric condition crestc
neck
c pp >  is the condition for the 
initiation of the break-up process that may lead to the pinch-off of the core.  
 This condition can be formulated explicitly. Suppose, for simplicity, that the initial 
interface follows the shape of the wall, κ(x) = λ(x) – b, where b is a constant. Then, from 
(5.2) and (5.4), capillary pressure pc at the crests of the interface profile is 
a
R
pcrestc
22
max
1 απ+= , and the pressure at the “troughs” (the necks of the constrictions) is 
a
R
pneckc
22
min
1 απ−= , where Rmin = 1 – 2a – b and Rmax = 1 – b are the minimum and the 
maximum radii of the interface profile. The pinch-off condition crestc
neck
c pp > is then 
re-formulated as  
 
maxmin
1
RRπα <                               (5.14) 
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Condition (5.14) was first deduced by Beresnev et al. (2009, equation 6) based on 
more general qualitative reasoning that did not preclude the presence of base flow. A 
review of published numerical and experimental observations of core-phase break-up in 
sinusoidal channels supported the validity of this purely geometric criterion. It is also 
worthwhile noting that all tube geometries used in the CFD simulation by Kouris and 
Tsamopoulos (2002) satisfied geometric condition (5.14) as well.  
 Note that this “static” criterion does not take the dynamics of the interface into 
account and strictly applies to the initiation of the break-up only. However, when the core 
fluid starts flowing out of the neck, with the interface there moving toward the axis of the 
pore, the radius Rmin progressively tends to zero, while Rmax remains by order of magnitude 
the same. Condition (5.14), therefore, if satisfied, can be expected to be sufficient to 
complete the snap-off (Beresnev et al., 2009). We will verify this observation from the 
numerical investigation of the evolution equation.  
 Also note that, in the limiting case of Rmin = Rmax = R, equation (5.14) reduces to L 
> 2πR, which again recovers the condition for the Plateau-Rayleigh instability.  
Numerical solution of the evolution equation and validation against CFD 
Algorithm descriptions 
Equation (5.11) was solved numerically using the computational package 
Mathematica® to the precision of six decimal digits. The adaptive “method of lines” is 
used to solve the partial differential equation represented by (5.11). To advance the solution 
to the next time level, the spatial derivatives (the right-hand-side of equation (5.11)) are 
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first calculated, leading to a first-order ordinary differential equation in time at every node 
of the spatial grid. The resulting N ODE’s (N is the number of nodes) are then solved as an 
initial-value problem at every node to advance the solution one step in time. The spatial 
derivatives are then re-calculated and the process is repeated.  
 The wall and the initial-interface configurations used in the first example are 
shown in Figure 5.1. To avoid artificial reflections from the ends of the x-domain, the 
periodic boundary condition was used: κ (τ, –L/2) = κ (τ, L/2). The evolution of the 
fluid/fluid interface was computed until the latter reached the centerline (axis) of the pore 
(r = 0). Since the condition for the core fluid break-up appears to be controlled by 
inequality (5.14), cases were investigated in which this inequality was and was not satisfied, 
keeping parameter α small enough to remain within the limits of the small-slope 
approximation.  
We use a uniform film thickness as an initial configuration. If the core phase were a 
gas bubble in a straight cylindrical tube, a steady-state film thickness would be a fraction of 
the tube radius proportional to the positive power of the capillary number (Bretherton, 
1961). However, the initial condition in our study should rather be representative of the 
sinusoidal geometry, in which the local capillary number varies with the fluid velocity, 
being greater where the channel’s radius is small than where it is large. This dependence 
will tend to equalize the film thickness along the sinusoidal pore. In the laboratory 
experiments we currently conduct, we indeed observe that the thickness of the wetting 
annulus, left behind by the invasion of a viscous core fluid into a wetting-fluid-filled 
98 
 
sinusoidal channel, is visually constant. For the absence of a better model, we choose a 
uniform thickness as an appropriate initial condition in the examples we provide. 
 Mimicking a typical oil-recovery application, assuming a water viscosity of 0.001 
Pa sec and a typical oil viscosity of 0.01 Pa sec (White, 2006, Figure A-2), the ratio of μ1/ 
μ2 in all cases except one (Figure 5.7) was set to ten. In keeping with the same application, 
we should obtain an upper bound on the flow rate Q expected for a porous channel in an oil 
reservoir. Assuming water as the reservoir’s most abundant phase, we can obtain from 
Darcy’s law ***** *)/( xwD pAkQ μ= , where *k  is the permeability, *wμ  is water viscosity, 
*A  is the cross-sectional area, and **xp  is the background pressure gradient. To convert 
*
DQ  to an estimate of the velocity in a single channel, we divide it by the fraction of the area 
occupied by the pores, **** *)/( xw pku ϕμ= , where φ is the porosity. For a channel with a 
characteristic radius RT*, the channel’s base-flow rate is then calculated as *2*T
* uRQ π= . 
Non-dimensionalizing according to (5.1) leads to ****1
* /* wxpkQ μϕσμπ= . The oil-field 
maximum pressure gradients are on the order of 106 Pa/m, and the high end of reservoir 
permeability is 10-11 m2 (Bear, 1988, Table 5.5.1). For the porosity of 0.25, taking the ratio 
of oil-to-water viscosities of ten and the surface tension of 0.040 N/m results in Q = 3×10-2. 
For a range of scenarios, we will use this upper-bound estimate as the value of Q in one 
example and will reduce it by a factor of thirty to Q = 10-3 in another example. The 
respective capillary numbers, *1
*2*
T
****** /)/)(/(/Ca πμμπσμσμ www QRQu === , become 
10-3 and 3×10-5.  
 The numerical solutions of the evolution equation are validated using the 
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commercial finite-volume computational-fluid-dynamics code FLUENT. The simulations 
were run in FLUENT’s VOF (Volume of Fluid) axisymmetric model for the immiscible 
multi-phase flow. The mesh-generation software GAMBIT was used to construct the grid 
on which the axial and radial momentum, continuity, and volume-fraction equations were 
solved. A triangular mesh was generated, because we had found that simulations would be 
sensitive to the aspect ratio if a rectangular mesh was used. The following solution schemes 
for the VOF model were applied: the PRESTO (PREssure STaggering Option) for pressure 
interpolation, the second-order discretization for the volume-fraction equation, the PISO 
(Pressure Implicit with Splitting of Operators) scheme for pressure-velocity coupling, and 
the second-order upwind discretization for the momentum equations. The computational 
domain comprised either four or six periods of the sinusoidal channel with a body of the 
core fluid inserted in the suspending fluid (Figure 5.2) to match the pre-set initial 
configuration in the middle period of the channel (boxes in Figure 5.2). The constant total 
flow rate was maintained. The middle period was used for the comparison with the 
theoretical calculations. The density and viscosity of the core fluid were 1000 kg/m3 and 
0.01 Pa sec, and those in the film were 1000 kg/m3 and 0.001 Pa sec. The surface tension 
was set to 0.040 N/m. The tube had the maximum and minimum radii of 25 and 15 μm, 
respectively; the initial film thicknesses were 7.5 and 3.75 μm for the geometries of the two 
examples in Figures 5.1 and 5.8, respectively.  
 Grid-refinement studies were performed to ensure that the computed profiles and 
times to break-up were grid-independent. The typical results, obtained for the FLUENT 
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simulations corresponding to Figure 5.3a, are summarized in Table 5.1. Independence of 
the computed times to break-up has been ensured through the second digit. The results that 
will be presented are for the finest grid.  
 The advantage of using the evolution equation to calculate the dynamics of the 
interface can be illustrated as follows. Most runs required no more than several minutes to 
execute on a modern personal computer, while two-phase computations for same 
geometries in FLUENT took approximately one day per scenario.  
 For further verification, the same simulations were performed using another 
commercial CFD code COMSOL. It was chosen because FLUENT and COMSOL were 
based on totally different approaches to discretizing the governing equations and tracking 
the position of the free interface, providing independent control. While FLUENT uses the 
finite-volume method for the discretization and the volume-of-fluid method for resolving a 
moving interface, COMSOL implements the finite-element and the level-set methods, 
respectively.  
Results 
The typical cases are presented as follows. We start with the first example with the 
initial interface configuration as shown in Figure 5.1 and the “high” total flow rate of Q = 
3×10-2. Figure 5.3 (left panels) shows the evolution of the initial fluid/fluid interface 
obtained through the numerical integration of equation (5.11) for a number of channel 
wavelengths. The temporal evolution is presented “toward” the viewer, that is, the initial 
configuration is at the rear of the plot and the profile just before the break-up is at the front. 
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The flow is from right to left. All the solutions of the evolution equation shown were 
obtained with N = 800, checks were made to make sure that this was sufficient to obtain 
mesh-independence. Figure 5.3 (right panels) also exhibits the results computed with 
FLUENT, showing the channel’s wall (the upper line) and the interface profile just before 
the break-up (the lower line). The dimensionless times τ corresponding to the final 
configuration are indicated below each plot.  
 Evidently, the evolution equation can follow the change in the interface shape 
until the latter touches the axis of the channel (defining the “break-up” moment), at which 
point the interface becomes discontinuous, and the solution for κ in equation (5.11) loses 
meaning. The final configurations are shown “just before the break-up”, meaning that 
further computation encounters a precipitous interface collapse. Such a precipitous 
terminal behavior of the computed solutions was also documented by Gauglitz and Radke 
(1990). For example, the final profile exhibited in Figure 5.3c (left), shown at τ = 38, does 
not seem to be touching the centerline yet. However, continuing computations to just τ = 
38.5 already encounters a singularity, that is, a discontinuous interface and impossibility of 
obtaining a numerical solution. To validate the time scale of the evolution, the interface 
profiles obtained from the integration of equation (5.11) are compared with CFD at 
approximately the same spatial proximity to the axis of the channel, which involves a 
certain (but not large, due to a precipitous character of the late stages) degree of subjective 
judgment.  
 Figure 5.3a shows the evolution of the initial configuration that has the 
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wavelength of the fastest-growing disturbance determined from the linear stability analysis. 
The wavelength is thus L = 23/2π κ0, or, keeping in mind that κ0 in this case is 0.5, α ≈ 0.450. 
The evolution of the interface proceeds in accordance with the pressure argument that led 
to the formulation of criterion (5.14). Driven by the excess pressure in the neck, the core 
fluid migrates into the crests of the channel and collects there, which leads to the eventual 
core pinch-off.  
 We wish to follow the change in the pattern of temporal evolution as the slope of 
the wall and the initial configuration (the value of α) is reduced from that of the maximum 
instability predicted by the linear stability analysis. Figure 5.3b presents the results for α 
decreased by a factor of two, α = 0.225, for the same initial profile. Although the pattern of 
the interface-shape evolution does not change dramatically, the snap-off is now achieved in 
a time that is about twice as great. This slower process is physically understood: the 
reduced slope means smaller gradients in capillary pressure, which consequently leads to a 
slower outflow of the fluid from the neck. For the relatively high values of α (Figure 
5.3a-b), the final interface shape is smooth and touches the centerline at one point; satellite 
drops are not produced.  
 Figure 5.3c illustrates the effects of further reduction in the slope. For the initial 
interface configuration in Figure 5.1, Rmin in equation (5.14) is 0.3 and Rmax is 0.7. We now 
set α in (5.14) to be one-tenth of its maximum value that, according to the pressure 
calculation, can lead to the break-up: ( ) 0695.0/11.0 maxmin == RRπα . Figure 5.3c shows 
that the evolution of the interface is now even slower, and the break-up is achieved through 
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the formation of “dimples” at the interface, which all develop from the originally “smooth” 
initial condition. As a result, as seen from the solution of the evolution equation (Figure 
5.3c, left panel), the interface appears to touch the centerline at more than one point, 
forming one satellite drop. This is confirmed by FLUENT simulations. The drop is formed 
slightly downstream from the center of the neck between the two deepest “valleys” in the 
interface through which the film phase reaches the axis of the channel. The formation of 
the “waviness” of the profile is indicative of a nonlinear spatial-harmonic transformation 
due to the nonlinear character of the governing equation; as a result, the single wavelength 
of the initial configuration at time scales corresponding to the snap-off is not preserved. 
The much slower process seen in Figure 5.3c lends itself for the development of rich 
nonlinear dynamics.  
 Note a slight “jaggedness” in the final profile presented in Figure 5.3c (left). For 
purely aesthetic reasons in constructing a three-dimensional surface seen, only a limited 
number of the “topography” lines can be used; for the presentation purposes, this number 
has been kept at seventy. Recall that the actual number N of grid points along the x-axis on 
the profiles has always been N = 800, that is, the necessary numeric precision has been 
maintained.  
 The comparison of the interface shapes just before the break-up between the 
numerical solution of the evolution equation and the simulations by FLUENT (Figure 5.3, 
left and right panels, respectively) shows close similarity. The agreement in the total time 
to the break-up improves as the channel slope (parameter α) decreases. If we denote this 
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time obtained from the evolution equation by τbee and that from CFD modeling by τbCFD, 
the ratio τbee/τbCFD = 0.4, 0.5, and 0.8 for the cases in Figure 5.3a, b, and c, respectively. The 
pattern of the diminishing mismatch is to be expected, as the precision of the evolution 
model expressed in equation (5.11) increases with the decreasing slope. What comes as a 
surprise, though, is that the evolution equation turns out to be quite precise (relative to 
FLUENT) even for a relatively high α of 0.450 (Figure 5.3a).  
 It is interesting to estimate the absolute times needed for the full development of 
the core pinch-off. The dimensionless time τ is measured in units of the characteristic time 
scale of the surface-tension-driven flow appearing in equations (5.1), equal to μ1*RT*/σ*. 
For the oil viscosity of 0.01 Pa sec, surface tension of 0.040 N/m, and pore radius of 25 μm, 
we obtain the time scale of approximately 6 μs. The longest τ observed in Figure 5.3 is on 
the order of 40. The time to the break-up is thus on the order of 0.2 ms, or the fluid snap-off 
in this case happens instantly for the practical purposes.  
 Figure 5.4 presents an example of comparison of interface shapes obtained with 
two independent CFD codes, FLUENT and COMSOL. COMSOL results are shown for the 
cases of Figures 5.3a and c (right panels). The agreement is satisfactory in both the shapes 
of the interface and the times taken for the core fluid to break up.  
 Finally, condition (5.14) prohibits the formation of the break-up if the former is 
not satisfied, as then no pressure gradients will exist in the initial configuration that could 
set up the migration of the core fluid out of the neck. To verify if this predicted behavior is 
observed in the solutions of the evolution equation, we set α just slightly above the 
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threshold defined by (5.14), ( ) .729.0/105.1 maxmin == RRπα  Figure 5.5 shows the 
temporal evolution of the initial profile in this case. As expected from the pressure 
argument, there is no continuous outflow of the core fluid from the constriction, and the 
initial profile equilibrates into a steady-state surface. The steady-state solutions are nearly 
identical in the evolution equation and FLUENT, and the geometric condition for the 
occurrence of the snap-off proves to be valid.  
 We now reduce the flow rate to Q = 10-3. Figure 5.6 re-computes the case of the 
slower and dynamically more complex evolution presented in Figure 5.3c for this new 
value of Q. The comparison in the shape of the interface between the results of the 
integration of the evolution equation and those of FLUENT is very close; the computed 
times to the break-up are identical. If we compare Figure 5.6 with Figure 5.3c, the 
reduction in the flow rate by a factor of 30 has not significantly affected the overall 
dynamics of the break-up process, except creating minor differences in the interface shape. 
One satellite drop is still shed, and it is closer to the center of the constriction because of the 
slower flow.  
 Note that the linear stability treatment of the core-annular flow in straight 
cylindrical channels has shown windows of finite Reynolds numbers in which the 
Plateau-Rayleigh instability is suppressed, in case of μ1 > μ2 (the core more viscous than 
the film) (Preziosi et al., 1989). It is important to recognize in the context of our study that, 
at small Re, the flow is unstable for long wavelengths (that is, satisfying the condition L > 
2πR for the Plateau-Rayleigh instability) for both μ1 > μ2 (considered so far) and μ1 < μ2 
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(Hu and Joseph, 1989; Preziosi et al., 1989). To check the consistency with the latter 
prediction, we re-simulate the scenario of Figure 5.6 with the viscosity ratio reversed, that 
is μ1/ μ2 = 0.1. The result is depicted in Figure 5.7. The instability is preserved with the 
same major features of the solution as in Figure 5.6, except that the break-up process has 
become much slower, due to a greatly increased viscosity of the film. There is excellent 
match in the final interface shapes between the evolution model and FLUENT. The ratio 
τbee/τbCFD is 0.8. 
 To illustrate the generic character of the inferences regarding the character of the 
evolution of the interface, we consider a different initial annulus thickness equal to 
one-half of that in Figure 5.1. Figure 5.8 shows the new initial configuration. We solve the 
evolution equation for the same scenario as in Figure 5.3c, one with the richer nonlinear 
dynamics, which has the slope of one-tenth of the maximum value that can lead to the 
break-up: ( ) 0515.0/11.0 maxmin == RRπα  (Rmin = 0.45 and Rmax = 0.85). The temporal 
evolution for the “high” Q of 3×10-2 is presented in Figure 5.9. The evolution of the 
interface proceeds similarly through the formation of short-wave disturbances (dimples) 
before the snap-off; however, for this scenario, the satellite drop is not generated (cf. Figure 
5.3c). The collar of the annulus fluid across the channel is produced through one deep and 
sharp “valley” in the interface, clearly seen in both the evolution-equation and FLUENT 
results (Figure 5.9, left and right panels, respectively). Both the interface shapes and the 
times to break-up compare very favorably (τbee/τbCFD = 0.9) between the evolution equation 
and FLUENT. As one could expect, the process has become much slower (the final times τ 
107 
 
are on the order of 400), because the collar now has to develop through a thicker viscous 
core. 
5.4. Conclusions 
We have derived an evolution equation describing the core-annular temporal 
dynamics for arbitrary fluid viscosities in axisymmetric capillary channels with imposed 
base flow, including the possibility of the core pinch-off.  
 In the case of the surface-tension-driven flow, for the sinusoidal pores, a purely 
geometric condition (5.14) exists that defines the exceedance of capillary pressure in the 
neck of the constriction relative to the “crest” of the profile; it thus ensures the outflow of 
the core fluid out of the neck toward the crests of the initial configuration of the fluid/fluid 
interface. Inequality (5.14) thus establishes the geometric condition for the development of 
the fluid break-up (Beresnev et al., 2009). Numerical simulations with both the evolution 
equation and CFD codes demonstrate that this pattern, expected solely from the 
capillary-pressure analysis, indeed takes place in the nonlinear dynamics of the interface.  
 When condition (5.14) is satisfied, the curvature of the profile is sufficient to set 
up pressure gradients that lead to the snap-off in relatively short absolute times for the 
examples considered. The following patterns emerge. When the slopes of the channel wall 
and the interface are relatively large, producing larger pressure gradients and shorter 
evolution times, the interface shapes tend to remain smooth and collapse at single points on 
the channel axis. No satellite droplets are produced. However, with the decreasing slopes 
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and rising evolution times, a “waviness” of the profiles is developed from the initial 
configuration through a nonlinear interaction of growing disturbances. The snap-off in 
such a case tends to be achieved through growing dimples that may touch the centerline at 
several points, forming satellite drops. Instabilities develop for the cases of both μ1 > μ2 and 
μ1 < μ2, agreeing with the results of earlier linear stability analyses. Variation in the flow 
rate does not seem to significantly alter this pattern.  
 In the context of the nonlinear dynamics observed, it should be noted that 
asymptotic analyses of the core-annular flow in straight tubes in the limit of small film 
thickness have led to the Kuramoto-Sivashinsky equation (e. g., Kerchman, 1995). 
Numerical studies of this equation have documented similar processes of appearance, 
growth, sharpening, and nonlinear interaction of disturbances at extraneous frequencies not 
coinciding with that of the fastest growing wave of the linear stability analysis. However, 
as noted in Introduction, such asymptotic models have limited practical value as they have 
been unable to predict the formation of liquid bridges across the tube.  
 Instabilities of the interface do not occur if there is no initial pressure gradient that 
would enable migration of the core fluid from the neck, that is, geometric condition (5.14) 
is not satisfied. In that case, the evolution of the interface proceeds toward a quick 
equilibration of the initial configuration toward steady-state flow.  
 The evolution equation is asymptotic in the sense that it has been derived with the 
small-slope assumption (a sufficiently small parameter α). The results obtained through the 
numerical integration of the evolution equation have been validated against two 
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numerically independent, fully dynamic CFD codes for α’s changing from nearly one 
downward. As one could anticipate, the validations showed an improving match between 
the evolution equation and CFD with decreasing α. The comparisons have also 
demonstrated that the evolution equation reasonably well describes interface shapes and 
times to the break-up (within a factor of two or so) even for the slope parameter α 
approaching the value of one.  
 The evolution-equation approach proves to be an efficient way to distinguish 
between different physical scenarios and inexpensively compute the dynamics of a free 
fluid/fluid interface. 
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Table 5.1.  Grid-refinement studies: the geometry as in Figure 5.3a. 
 
Mesh1 
8,712 cells 
Mesh2 
35,674 cells 
Mesh3 
80,212 cells 
Break-up 
time (s) 
6.55×10-5 6.76×10-5 6.78×10-5 
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Figure 5.1. Geometry of the problem. 
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a) 
 
 
 
b) 
 
Figure 5.2.  Four periods (a) and six periods (b) of the computational domain for the CFD 
simulations. 
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a: α = 0.450 
 
 
 
 
 
 
                   τ = 3.4                          τ = 9.0 
b: α = 0.225 
                   τ = 7.8                          τ = 16 
c: α = 0.0695 
                   τ = 38                          τ = 45 
 
Figure 5.3. Temporal evolution of the initial interface profile with Q = 3×10-2 and 
increasing spatial periods of the sinusoidal wall. µ1/ µ2 = 10. The results obtained through 
numerical integration of the evolution equation are shown on the left, and FLUENT 
results are on the right. The final dimensionless times are indicated under each plot. (a) 
The period of the fastest-growing disturbance of the linear stability analysis, α = 0.450; 
(b) α = 0.225, and (c) α = 0.0695. 
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COMSOL: τ = 11 
 
FLUENT: τ = 9.0 
a) 
 
 
COMSOL: τ = 58 
 
FLUENT: τ = 45 
b) 
 
Figure 5.4. Comparison of the interface shapes near break-up computed with COMSOL 
and FLUENT. (a) The case of α = 0.450, corresponding to Figure 5.3a; (b) the case of α = 
0.0695, corresponding to Figure 5.3c. 
 
 
116 
 
α = 0.729 
 
Figure 5.5. Evolution of the initial profile not satisfying the geometric condition (5.14) for 
the formation of the break-up in the neck: α = 0.729. Q = 3×10-2 and µ1/ µ2 = 10 as in Figure 
5.3. 
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α = 0.0695 
              τ = 40                         τ = 40 
 
Figure 5.6. Evolution of the initial profile with Q = 10-3. All other conditions are as in 
Figure 5.3c. 
 
118 
 
 
α = 0.0695 
 
 
 
 
 
 
 
 
 
 
                   τ = 585                          τ = 728 
 
Figure 5.7. Evolution of the initial profile with µ1/ µ2 = 0.1. All other conditions are as in 
Figure 5.6. 
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Figure 5.8. Geometry of the case with the reduced initial film thickness. 
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α = 0.0515 
                     τ = 412                          τ = 448 
 
Figure 5.9. Evolution of the initial profile with the slope of one-tenth of the maximum 
value that can lead to the break-up, for the reduced initial film thickness: α = 0.0515. Q = 
3×10-2 and µ1/ µ2 = 10 as in Figure 5.3. 
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CHAPTER 6. CONCLUSIONS 
6.1. Summary 
Seismic stimulation is a promising technology aimed to mobilize the entrapped 
non-wetting fluids in the subsurface. Oscillatory inertial force acting on entrapped fluids 
can overcome the resisting capillary force, and allow the entrapped fluids to pass through 
pore constrictions. The potential applications are wide: the technology can be used to 
enhance the flow of organic fluids (e.g., in enhanced oil recovery and remediation of 
contaminated groundwater) or to facilitate the injection of immiscible/partly immiscible 
gases far into porous media (e.g., in CO2 sequestration). However, progress in the 
implementation of the technology is still limited, primarily due to the fact that its theory 
and even understanding of basic physical mechanisms behind it are still lacking. We take 
a further step in developing such a theoretical understanding. Theoretical models give 
important fundamental physical insights, simplify complex problems, are much more 
efficient than direct computing, and provide tools for feasibility evaluations and 
parameter calculations in real field applications.  
In problems of oil entrapment and enhanced recovery, studies of the physical 
mechanisms of the mobilization process and of the oil snap-off in pore constrictions are 
the priorities. In developing these two research directions, we formulated three 
independent chapters in this work. In Chapter 3, we studied the viscosity effects in the 
vibratory mobilization of residual oil ganglia. It has previously been believed that oil 
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bodies are well lubricated by the thin wetting water films adsorbed on pore walls. In 
previous theoretical treatments, therefore, the motion of oil ganglia was considered 
frictionless, and capillary force played the role of the only mechanism resisting the oil 
motion. However, this may be true only when applying a steady pressure drive to 
mobilize the entrapped oil. The film viscosity then only affects the velocity of the flow 
and does not indeed function as an entrapment force. However, as we found out, the 
viscosity starts having a more pronounced effect on seismic stimulation at the high end of 
the typical stimulation frequencies. In Chapter 3, the viscous mobilization model is 
compared to the previous inviscid model. The significance of taking viscosity into 
account is justified, especially in the task of obtaining realistic time histories of the 
ganglion’s motion through constricted pores. Comparisons of the new viscous theory with 
computational fluid dynamics showed a mismatch of about 30 % or smaller in predicting 
the mobilizing seismic acceleration, which can be considered an acceptable precision for 
realistic field applications. Of course, the new viscous theory is superior to the old 
inviscid one.  
The principal advantage of the viscous mobilization model considered in Chapter 
3 is its simplicity and the ease of obtaining numerical solutions. However, it 
oversimplifies a realistic oil ganglion by considering it a solid moving mass to which 
external forces are applied. The equation of motion therefore is an oscillator’s equation. 
One of the significant simplifications is the assumption of a constant length of the 
moving ganglion, which is not true in realistic constricted channels. A pure 
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fluid-dynamics model would be a step forward, leading to a more complex but generally 
more realistic description of the dynamics of the oil phase. Such an alternative, 
fluid-dynamics-based theory is formulated in Chapter 4. It is based on the concept of a 
moving-boundary control volume. This model develops a macroscopic 
momentum-balance equation on the oil phase, to be solved for the displacement of the 
downstream meniscus of the ganglion. Based on this model, we further investigated the 
effects of pore geometry, film thickness, and fluid viscosities on the efficiency of 
vibroseismic stimulation. We concluded that: (1) “sharper” pore profiles may be a greater 
barrier for oil recovery by simply enhancing the pressure drive but could be a “friendlier” 
geometry for oil recovery by seismic stimulation; (2) imprecise knowledge of 
wetting-film thicknesses causes the error in the prediction of mobilizing acceleration that 
is on the order of 20-30%, which is an acceptable value for oil-industry applications; and 
(3) the lubrication effects of water films are very important for residual-oil mobilization, 
whereas the effects of the viscosity of the core fluid (oil) are relatively small. 
Finally, Chapters 3 and 4 carry out the mobilization-process analysis without 
considering the break-up phenomena, which usually happen at pore constrictions and lead 
to disintegration of continuous streams of oil. A complete model of mobilization should 
necessarily include an adequate theory of oil snap-off. Such a theory is developed in 
Chapter 5, in which a purely geometric criterion is also proposed to judge if the break-up 
will happen at the necks of the pores. The ability of our theoretical model to predict the 
evolution of oil/water interfaces to a complete snap-off of the core phase validates well 
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against computational fluid dynamics. The geometric break-up criterion validates well 
either. This result has significant implications for both industry applications and general 
fluid-mechanics interface studies. 
6.2. Recommendations for future studies 
The work completed has laid foundation for future work and provided validated 
theoretical models for further theoretical studies and complex flow modeling. Future 
research on complete understanding of the potential of enhanced petroleum recovery 
through seismic waves and vibrations is envisaged along the following directions.  
The laboratory experimental studies are indispensable to check the theories 
against reality. They should concentrate at the basic, single-pore level, helping reveal the 
fundamental mechanisms of the stimulation, at which our theories have also been built. 
Though the proposed theoretical models have been justified with CFD, the laboratory 
experiments are closer to real fluid scenarios and are the ultimate judges for the theories. 
Our mobilization-mechanism studies have been restricted to single pores. Being 
the most fundamental level, this is nevertheless far from real-world porous geometries. 
The future studies should incorporate our theoretical models into more complex and 
realistic two- and three-dimensional pore geometries. This will most likely happen 
through more sophisticated CFD simulations, although we have found that computational 
resources available are still insufficient to tackle complex geometries. Supercomputing is 
still the only way to analyze them.  
125 
 
Our theoretical model of the oil break-up is for a long continuous oil stream. The 
core-phase end menisci have not been included in the theory. To improve the model for 
more general cases, one should develop a theory to include end menisci and consider 
their effects on oil flow.  
With these improvements, we will further enhance our ability to quantitatively 
describe the oil-mobilization process and expand it to more complex porous geometries. 
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