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Abstract
Sports Utility Vehicles are popular in the global automotive market due to their
practicality. However, these geometries have a propensity to contamination of water
and dirt that generates problems with visibility, driver assistance systems, lighting and
customer dissatisfaction. Contamination issues tend to be discovered during prototype
testing and are therefore expensive to resolve because the geometry is largely fixed.
Identifying problems at an early stage in the design through numerical simulations
would resolve many of the issues. To have confidence in the simulations they must be
correctly initialised and validated objectively against experimental test cases.
An approach to quantifying surface contamination is identified for the first time and
an extensive set of experimental controls determined. The approach uses an Ultra Violet
dye to dope water and an Ultra Violet light to illuminate the fluid. The intensity of the
emitted light from the dye is a function of the fluid thickness, illumination intensity and
time. The approach is thoroughly explored and validated before being implemented in
a pilot study that employs a quarter scale model of a simplified SUV and tested in a
wind tunnel using a fully characterised spray to contaminate the base. The model base
pressures and streamwise Particle Image Velocimetry planes of the wake are obtained
and used alongside the results to identify mechanisms. The objective measure of mass
deposition rate per area is calculated and compared to previously used measures to
demonstrate its effectiveness.
Once deposited on the surface, wet contaminant forms drops, rivulets and thin
films. These move across the surface of the car requiring wiper systems to maintain
visibility and management techniques to remove the contaminant. Uncontrolled flows
can cause distractions to the driver and reduce the effectiveness of other systems such
as cabin ventilation.
v
An essential requirement in currently available simulation methods for surface
water flows is a representative contact angle model. The tilted plate method is used to
obtain these at a range of Capillary numbers for different fluids and surfaces relevant
to the topic. Model parameters for the simulations are identified and a novel validation
method proposed.
This study demonstrates that fully characterised experiments and physical
objective measures are absolutely essential to enable numeric simulations to be
employed with the high levels of certainty demanded by the industry.
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CHAPTER 1
Introduction
Automotive manufacturers are under pressure to reduce the cost of the vehicle
development by reducing the time for a vehicle programme and cutting the number
of prototypes. To this end there is an increasing shift to virtual prototypes and testing
using Computer Aided Engineering (CAE) tools such as Computational Fluid Dynamics
(CFD). To truly realise the benefits of such developments the simulations must be
initialised correctly and validated using high quality results via well characterised
experiments. CFD, for example, can then be used to identify and test small design
improvements that ultimately improve vehicle performance, customer satisfaction and
safety. As a result of this Jaguar Land Rover have invested in a significant research
programme (The Programme for Simulation innovation (PSi) [1]) with the aim of
yielding benefits to simulation work across the range of automotive development. The
Land Rover brand exclusively manufactures Sports Utility Vehicles (SUVs) and two of
the newest Jaguar models are also SUVs (F-Pace and E-Pace); these have significantly
contributed to the growth of Jaguar Land Rover over the last decade. As such, their
interest in SUVs is greater than many of their rivals. The research presented here is
part of that programme.
Premium automotive manufacturers include aesthetics and assistive technologies
(such as lane departure warning, automated parking and adaptive cruise control) as
important features of their vehicles. The first depends on the vehicle remaining clean
with good visibility during rain, and the second depends on the effective operation
of sensors such as cameras mounted on the vehicle. As a result of this, surface
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contamination is a growing focus since it impacts both. As with many issues there are
two approaches; countermeasures and preventative measures. Existing countermeasures
are limited to glazed areas, such as windscreens and sometimes lights, through the use
of windscreen wash and wipers that tend to move the contamination from a prominent
region to a less prominent one. The ideal scenario is to prevent the issue occuring
through sound engineering design. However, as will be shown, the mechanisms that
cause much of the contamination are not sufficiently understood, so such an engineering
approach isn’t widely available. Furthermore, should solutions result in an increase in
drag then they would not be utilised due to the increasing pressure to reduce CO2
emissions through drag reduction [2, 3].
Figure 1.1 demonstrates some of the issues with surface contamination, especially
on the vehicle base (the vertical region at the rear of the vehicle). The number plate
(A) is totally covered exposing the driver to potential legal ramifications. Equally, the
lights (B) are significantly contaminated, which is both a legal and safety issue. The
rear screen (C) is heavily contaminated and visibility is clearly dependent on successful
operation of the rear screen wipers.
AB
C
D
E
Figure 1.1: Example of a heavily contaminated SUV. Image from the Daily Telegraph
The lower edge of the boot opening (D) shows signs of finger marks that mean
contaminant has been passed on to occupants skin. Equally, the contaminant on the
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doors and around the handles (E) will result in it being transferred to occupants clothing
and skin, all of which will be a source of annoyance.
Figure 1.2 shows two examples of early contamination prevention devices. The
1860s Barouche (a) was a premium horse-drawn carriage and the simple wicker cover
was used to prevent the wealthy owners being covered with mud and water coming
off the wheels. This approach was carried over into the early car designs (with Karl
Benz fitting them in 1894 to his patented Motorwagen[4]) shown here fitted to an 1897
Daimler Grafton Phæton (b).
(a) (b)
Figure 1.2: Early examples of spray management on carriages and car rear axles. (a)
1860s Barouche. (b) 1897 Daimler Grafton Phæton.
Increasingly, modern vehicles are being fitted with Advanced Driver Assistance
Systems (ADAS) that encompass a range of technologies including radar, laser detection
and ranging (LIDAR) and traditional cameras. The reduction, or total failure, in their
Figure 1.3: Example contamination on forward facing LIDAR lens covers demonstrating
effect over time Ho¨ver et al. [5]
performance risks accident or damage to the vehicle and occupants. The impact of
contamination on LIDAR systems has been studied [5] and it demonstrated a range
reduction from greater than 150 m to 100 m depending on the amount of contamination,
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as shown in Figure 1.3. The suggested solution was to rely on rain to clean the
surface, or by installing such systems in a wiped region [6]. Neither of these solutions
is particularly acceptable because similar problems with contamination hold true for
other cameras that may be used for lane departure and reversing and other augmented
reality applications [7, 8] located in multiple locations on the vehicle.
Further to the technical problems created by contamination there are the legal
and aesthetic ones. In the UK there is a legal requirement [9, 10] for automotive head
lights, rear lights and number plates to be free from excess dirt. The contamination
of these regions requires regular cleaning to ensure safety and avoid repeated failure
to comply with the law. Customers of premium brands are likely to be displeased
with their expensive vehicles often appearing dirty [7]. This would only be exacerbated
when such dirt is transferred to their clothes and skin [11] upon entry and exit, or when
brushing past in a parking bay.
Given these highlighted issues for drivers and occupants, Jaguar Land Rover have,
as a manufacturer of premium automobiles, significant motivation to ensure that their
vehicles don’t suffer excessive surface contamination effects. This requires the design
of the vehicle to consider surface contamination along with the multitude of other
aerodynamic design requirements such as drag reduction during early concept phases.
Testing of prototypes will indicate the presence of issues, but as with many other aspects
of design, once at the prototype stage of a vehicle programme significant investment has
been made and large scale amendments are costly and therefore undesirable. As such,
it is desired that surface contamination issues be identified and rectified in simulation,
i.e. much earlier in the vehicle programme, prior to the production of prototypes. To
do this, it is vital that baseline simulations can be compared to experimental results.
These baselines must use all the feasible initialisation data (the data required that
accurately represents the experimental arrangement) and the results then compared to
objective measures from the experiments.
Contamination that sticks on the surface of the vehicle such as that shown in
Figure 1.1 is generally described as ‘surface contamination’. Wet contaminant, having
been deposited on the surface, falls into what is known as Exterior Water Management
(EWM). EWM encompasses both stationary and moving vehicles. In the former, drips
from the roofline may fall onto the passengers and seats or drips may fall from open
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boots into the luggage compartment as shown in Figure 1.4. In some circumstances
water may pool in the number plate recess when the boot is open, falling onto someone
as it closes. In these scenarios it is reasonable to assume that there exists no air co-flow.
Figure 1.4 shows a sequence of images of a large rivulet as an example of this behaviour.
(a) (b) (c) (d)
Figure 1.4: Surface water run off into a luggage compartment. (a) Open boot with a
large rivulet running down the rearscreen (b) The large rivulet has reached the edge of
the glass (c) The large rivulet is accelerated off the sceen by the mass of fluid, avoiding
the seal (d) all the water from the origin of the rivulet to the glass flows into the luggage
compartment
In the second scenario, where water sits on the surface in the presence of an air co-
flow, fluid can move around a car’s surface obscuring driver or camera vision. As with
contamination, simulation of this multiphase problem is complex and requires suitable
models for the air/liquid/surface interface (sometimes called the three point line) and
high quality validation data for comparisons.
1.1 Background
It is a common approach when studying aerodynamics to non-dimensionalise data. This
makes it easier for similar experiments, whether physical or numerical, to be performed
and compared. The important non-dimensional parameters are summarised here.
The Capillary number, Ca, as shown in Equation 1.1, relates the viscous to surface
tension forces:
Ca =
µU
σ
(1.1)
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where µ is the absolute dynamic viscosity, U is the characteristic velocity and σ is
the surface tension. High Capillary numbers infer that the surface tension force is low
compared to viscous force, i.e. the shape and motion of the fluid are barely influenced
by surface tension. Conversely, low Capillary numbers mean that the surface tension
dominates and therefore has a much more defining role on the shape and motion of the
flow.
The Weber number, We, as shown in Equation 1.2, relates the aerodynamic to
surface tension forces:
We =
ρU2L
σ
(1.2)
where ρ is the fluid density and L the characteristic length. High Weber numbers infer
that the aerodynamic force is high compared to the surface tension force, i.e. that a
water droplet is more likely to be broken up by the aerodynamic forces. Conversely, low
Weber numbers mean that the surface tension force dominates and therefore a water
droplet is far more likely to remain intact.
The Reynolds number, Re, as shown in Equation 1.3, relates the aerodynamic to
viscous forces:
Re =
ρLU
µ
(1.3)
High Reynolds numbers infer that the aerodynamic force is high compared to the
viscous force. This is used extensively when comparing across different model scales; a
Reynolds number that is too low may result in viscous forces having too large an effect
on the results.
The Bond number, Bo, as shown in Equation 1.4, relates the body force (i.e. the
weight) to surface tension forces:
Bo =
ρgL2
σ
(1.4)
where g is gravity. High Bond numbers infer that the body force is large compared to
the surface tension force, i.e. that a water droplet has its shape controlled more by
gravity than by surface tension.
The Stokes number, Stk, as shown in Equation 1.5, characterises the ability of a
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particle (such as a water droplet) to follow a flow field:
Stk =
t0U∞
L
(1.5)
where t0 is the relaxation time, U∞ is the freestream velocity. In the case of Stokes
flow (low Reynolds number) the relaxation time can be given by Equation 1.6:
t0 =
ρdd
2
d
18µc
(1.6)
where ρd is the density of the particle, or dispersed phase, dd is the diameter of the
particle and µc is the dynamic viscosity of air (the continuous phase). Substituting
Equation 1.6 in Equation 1.5 gives:
Stk =
ρdd
2
d
18µc
U∞
L
(1.7)
Experiments undertaken at scale that involve airborne particles of interest, such
as water droplets, should use a matched Stokes number to accurately represent the full
scale.
When modelling low speed fluid flow over a surface, such as water over a
windscreen, experimentally derived knowledge of Capillary number and fluid geometries
such as heights, widths and contact angles can provide sufficient data for comparative
analysis between simulations and experiments to be undertaken.
1.1.1 Contamination
Surface contamination may be dust, dirt, snow, sand or water (which carries any of
the other contaminants). The effect of the different contaminants are varied, each
generating their own issues for vehicles. Water, which can carry many of the other
contaminants, will be studied in the work presented here. Both Gaylard et al. [12] and
Hagemeier et al. [13] extensively review automotive surface contamination with respect
to water contamination, the latter describing three methods of wet contamination:
 Primary Contamination is a result of wind-driven rain on the vehicle.
 Foreign Contamination is a result of spray created by other vehicles. Also known
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as 3rd Party Contamination.
 Self Contamination is a result of spray created by the vehicle itself.
These were neatly visualised in Figure 1.5
Figure 1.5: Illustration of contamination methods from Hagemeier et al. [13]
As shown in Figure 1.1, the vehicle base of an SUV is the region most at risk from
contamination; all the key motivators of visibility, legality and customer satisfaction
are present. As such, the base of the vehicle is the primary focus of this work.
1.1.2 Spray Generation
Spray, as defined in Radovich and Plocher [14], is:
“Water that has been forced through the tread pattern of the tyre contact
patch”
and is a collection of droplets in the air. Weir et al. [15] goes further by distinguishing
between spray and splash;
“Spray is composed of the smaller droplets, which, as an aerosol, tend to be
suspended in the air and move with the air flow.”
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whereas:
“Splash tends to be relatively large droplets which move in ballistic
trajectories.”
As such, splash may contribute to foreign contamination, but is more likely to
be a secondary source for spray generation. If splash impacts a surface such as wheel
arches or mud guards then it will atomise and produce a spray. Alternatively it could
break-up in the airflow. It is then spray that becomes entrained in vehicle and tyre
wakes that is deposited onto many surfaces.
Splash and spray from trucks received significant focus between the 1970s and 1980s
as it was identified as the cause of significant visibility issues. Weir, as part of a wide
ranging review of truck aerodynamics, also describes the key generation mechanisms,
illustrated in Figure 1.6.
Figure 1.6: Generation of spray and splash from tyre road interaction from the front
and side according to Weir et al. [15]
Four primary generation mechanisms are identified:
 Bow waves: Splash that is created directly in front of the tyre at an angle of
30 − 40◦ to the ground. It is typically turned into spray as the oncoming flow
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drives it back into the tyre. Given the size and location this is a likely source of
contamination.
 Side waves: Splash created at an angle of 10− 15◦ to the ground and 15− 20◦ to
the vertical plane. Due to this low trajectory it has a minimal impact on visibility
and equally is unlikely to have a significant impact on contamination unless the
particles are small enough to become entrained in the jetting vortices.
 Capillary adhesion: Spray created by water being dragged around by the rotation
of the tyre before it is stripped by the airflow. The spray is located around the top
of the tyre, spread horizontally, creating a volume. Depending on the geometry of
the wheel arches this is another likely source of contamination.
 Tread pickup: Splash created at the back of the tyre at a typical angle of less than
10◦ in the vertical plane. The location means that should it hit a surface it can
become a spray. Equally, depending on the local Weber number it could be broken
up by the tyre wake.
Weir also considers splash and spray suppression devices on trucks, with the key
motivation of reducing the spray impact on following and overtaking vehicles.
The generation mechanisms for trucks apply equally to cars and the fundamental
suppression approaches are also likely to operate on cars; their aesthetics, however, are
unlikely to make them acceptable. These devices include scrubber brushes, collectors,
deflectors and skirts. It is noted that many wheel arch components and add-ons
are capable of atomising water in the air, creating secondary spray clouds that are
susceptible to wake entrainment.
The review by Clarke [16] also considers generation and suppression mechanisms
to reduce splash and spray, again for trucks. Although the volume of water in a spray
cloud is smaller than the splash volume, the impact on obscuring vision is greater due
to the location and dispersion rate. The suppression methods discussed, although again
only suitable for trucks, are split into two solutions:
 Collection and distribution of water picked up by the tyre.
 Redirection, or elimination of turbulent air flow that mixes and transports spray
clouds.
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The first solution is unlikely to be suitable due to the aesthetic impact of large
mudguards, so the second is far more likely to be the approach taken by Jaguar Land
Rover.
A typical example of tyre spray from the study by Radovich and Plocher [14]
is shown in Figure 1.7. Both images are from the same experimental setup; a
circumferentially grooved tyre on the top and a smooth tyre at the bottom fed by
a volume of water at a sufficient rate to fill the groove. In the top image the speed is
set to U = 3.52 m.s−1 resulting in We = 1900. The bottom image is set to a speed of
18 m.s−1 with a resulting We = 48900. The slip velocity, v = |vc − vd|, is used in the
Weber number calculations and is simply the speed of the water jet, since there is no
airspeed. The results for the two cases are significantly different with the regimes of
fluid expected in such a multiphase flow clear; including droplets, ligaments and sheets.
Water sheet
Ligaments
Droplet field
Figure 1.7: Example tyre sprays from Radovich and Plocher [14] with increased Weber
numbers demonstrating different structures
At low Weber numbers ligaments are formed from the sheet created by the groove
due to the comparative strength of the surface tension force relative to aerodynamic
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forces. Any droplets are generally larger in size (splash) and are a result of the ligaments
breaking up. At higher Weber numbers the aerodynamic forces dominate, so the sheet
is broken up into smaller droplets (spray). As Weir described [15], this tread pickup is
likely to be broken into smaller droplets on impacting surfaces or when it exceeds the
local critical Weber number.
While the breakup of larger droplets when impacting bodies such as mudguards
has been considered by Gaylard [17], further consideration regarding potential breakup
of such droplets in the wakes are required. Pilch and Erdman [18] describes breakup
modes and typical Weber numbers observed of airborne droplets, with Figures 1.8-
1.13 often included in the literature to demonstrate these. For airborne droplets, the
characteristic dimension is the diameter. The first mode (Figure 1.8) occurs at low
Weber numbers and is described as vibrational breakup; a droplet breaks up into two
smaller ones.
Figure 1.8: Droplet breakup mode (vibrational) Pilch and Erdman [18]
Bag breakup shown in Figure 1.9 is the effect where a droplet flattens, begins
to form a bag that then bursts in the central region before the rim of the bag splits
resulting in droplets of different sizes being created.
Figure 1.9: Droplet breakup mode (bag breakup) Pilch and Erdman [18]
At higher Weber numbers (Figure 1.10) the droplet again flattens but a central
stamen is formed in addition to the bag. Similar to the bag breakup mode, a range of
droplet sizes are created, but the formation of the stamen during the initial breakup
means there exists a broader range of droplet sizes.
The last mode (Figure 1.11) again flattens, but rather than creating a central
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Figure 1.10: Droplet breakup mode (bag and stamen Breakup) Pilch and Erdman [18]
stamen the edges of the flattened droplet are stripped away until the sheet disappears.
Figure 1.11: Droplet breakup mode (sheet stripping) Pilch and Erdman [18]
Figures 1.12 and 1.13 are for Weber numbers greater than 350. In both scenarios
the initial droplet is quickly turned into small particles and in the case of catastrophic
breakup a number of larger particles are formed from the sheet before it is stripped.
Figure 1.12: Droplet breakup mode (wave crest stripping) Pilch and Erdman [18]
Figure 1.13: Droplet breakup mode (catastrophic breakup) Pilch and Erdman [18]
1.1.3 Quantifying Spray
Crowe [19] defines spray as a dispersed multiphase flow. The air flow is defined as
the continuous phase, and the droplets are the dispersed phase. These definitions
will be used throughout this research. In addition, Crowe [19] defines the coupling of
multiphase flow (comments in italics highlight the terms used in this research):
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“If the flow of one phase affects the other while there is no reverse effect,
the flow is said to be one-way coupled. If there is a mutual effect between
the flows of both phases, then the flow is two-way coupled. If wakes and
disturbances in the carrier (continuous) phase affect the motion of the
discrete (dispersed) phase then the flow is three-way coupled. If the flow
has discrete-phase-carrier-phase interaction and particle-particle collisions
affect the multiphase motion it is said to be four-way coupled.”
The slip velocity, v, is often used to describe the difference in velocity of the
continuous and dispersed phases, vc and vd respectively, where v = vc − vd. It is the
slip velocity that generates the drag force that retards the dispersed phase.
Using the critical Weber numbers defined by Pilch and Erdman [18] and a range of
potential droplet diameters it is feasible to calculate the slip velocity required. These are
plotted in Figure 1.14. The splash droplets from the tread pickup will be particularly
susceptible to breakup. However, their shallow ballistic trajectory may mean that
the slip velocities are never actually high enough for them to be in the stripping and
catastrophic breakup regimes. The splash from the bow waves are far more likely to
reside in the catastrophic breakup regime due to the larger slip velocities that will exist
in that region.
Figure 1.14: Slip velocity as a function of droplet diameter for different Weber numbers
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The work of Weir et al. [15] and Clarke [16] was undertaken without a standardised
method for testing splash and spray. Recognising the need to standardise, the Motor
Vehicle Manufacturers Association of the United States commissioned Texas A&M’s
Texas Transport Institute to devise a standard test [20]. The test relied on lasers
and measuring devices located at approximately the head position of an overtaking
car to identify the transmission losses due to spray density. Olson and Fry [21] used
this approach to try and quantify the benefits of suppression devices fitted to large
tractor-trailer combinations. The main finding was that devices that improved the
aerodynamics of the combination, such as side skirts on the trailer, also improved the
spray characteristics.
Concurrently, Scheltens and Luyombya [22] developed a video analysis method
that employed large checkerboards either side of a truck’s path and synchronised video
cameras allowed a method of studying the contrast to be devised. While problems
relating to ambient lighting conditions exist, benefits over the laser method of Koppa
et al. [20] include the analysis of a significantly larger region. The Society of Automotive
Engineers (SAE) in 1995 took both approaches from Olson and Scheltens and wrote
a recommended best practice (J2245) for measuring splash and spray produced by
vehicles (generally trucks) [23]. Despite their different methods, any ranked result
of comparative tests is expected to give the same outcome. However, the recognised
limitations of the standard suggest that significant (10−15%) variance may be expected
within any testing schedule and that results that fall inside such a range should be
viewed with caution. This permitted variance was considered acceptable for developing
trucks when the standard was written, it would not be acceptable for application to
modern cars.
Manser et al. [24] studied splash and spray suppression devices, using the J2245
standard, for a trailer unit with two different tractor units at two different speeds. The
newer tractor unit demonstrated improved aerodynamics and reduced splash and spray
generation compared to the older unit, validating the work of Olson and Fry [21]. The
additional devices showed no benefits for either tractor unit that was greater than the
defined error range described in the standards.
Goetz and Schoch [25] took a different approach to the standard tests, attaching
a device that generated a light sheet behind and outboard from the rear three-quarter
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position. A photodetector was mounted to the bottom side of the rear door as shown in
Figure 1.15. The tests were then conducted in a similar manner to the J2245 standard
Laser-based test, in that transmission levels were recorded and used, with the benefit
of having an area to examine rather than just a point. While the tehcnique of using a
light sheet is itself non-intrusive, the aerodynamics will be altered considerably by
the location of the framework required to mount both the light and the detector,
particularly as it is known that the wake dynamics can be significantly altered by
the presence of a single rod [26]. This impact on the results is not recognised in the
work and so no attempt is made to quantify it.
Figure 1.15: Light sheet and detector arrangement from Goetz and Schoch [25]
Kuthada and Cyr [27] conducted a numerical simulation of side contamination and
compare, using simple contamination levels of high, medium and low, to an experiment.
The spray that causes the contamination is simulated and so an experiment is conducted
to generate a comparison. A free wheel was allowed to run on a roller in a wind tunnel
and a fluorescing fluid was applied in front of the contact patch in a controlled fashion.
The resulting spray was illuminated by a laser and the system run at different velocities
to observe the effect on spray production (Figure 1.16). The experimental images were
then compared to CFD simulations by identifying the angle of the spray at the contact
patch and the highest point of capillary adhesion. The spray was simulated in the
CFD by emitting particles of fluid in a number of lateral boxes distributed around
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the circumference of the tyre. Comparison of the simulated results to the experimental
results are complicated because the CFD results show the particle paths in 3D, whereas
the experiment shows the particles in the illuminated sheet. The simulation produces
similar angles at the reference locations (above the tyre and at the exit of the contact
patch), but further from these locations differences in direction are significant - the
experimental flow had a positive angle on the spray at position A, whereas the simulated
spray was positive for the droplets that have left the tyre between the contact patch and
position B and negative after that. The difference in results were explained by the post-
processing method used that had no feedback of momentum, lack of droplet collision
and breakup modelling and use of the average flow field rather than unsteady ones.
Two significant elements of the simulation were noted; the wheel wake (reflected by the
level of research activity [8, 28–30]) and the particle size used. However, experimental
measurements of particle size were not conducted; instead a sweep of sizes was used
to compare experimental to computational result to determine the best match. The
identified diameter of 200 µm is similar to that identified more rigorously in other work
[31, 32]. This demonstrates the importance of correctly characterising experimental
spray when attempting numerical simulations.
A
(a)
B
(b)
Figure 1.16: Comparison of (a) experimental and (b) simulated tyre sprays [27] from
an isolated tyre case
Any spray systems used in this research to study contamination must be fully
characterised. This will allow valid comparisons between numerical and experimental
tests by providing vital data for simulation initialisations [33].
Research of internal combustion engines make extensive use of Phase Doppler
Anemometry (PDA) to characterise the sprays of injectors. Wigley et al. [34] explain
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the fundamentals of a 2D system that identifies in-plane velocities of droplets and
their size. As an example of the capabilities, such a system was used by Jiang et al.
[35] to perform an analysis of a Direct Injection Spark Ignition (DISI) injector. Short
injections are studied recording both velocity in 2D and diameter for every particle.
These characteristics are a function of time in the case of an injector and the system is
capable of resolving the short injection process. It is assumed that the velocity field is
axially symmetric with no out-of plane flow.
PDA systems are well suited for identifying spray characteristics in small volumes.
The use of a third laser would enable the third velocity component to be found. PDA
could be used to characterise a spray in a wind tunnel but the small volume requirements
would demand an unfeasible number of experiments to capture the volume of interest.
1.1.4 Transport Mechanisms
The contaminant must be transported from the road (in the case of secondary and
self contamination) onto the vehicle through a combination of an initial momentum
imparted by the generation method and the local flowfield. These flowfields typical of
any vehicle of interest must be understood and quantified. Particle Image Velocimetry
(PIV) is regularly used as a non-intruisive method for studying flowfields [36–38].
Typically, a laser is directed through a sheet optic to illuminate the plane of interest.
Seeding particles are emitted into the flow upstream of the model and these scatter
the light. This scattered light is captured by cameras that are synchronised to the
light pulses. The images are then processed with a correlation function used across two
images, or an image pair, to determine the velocities.
Contaminant from the road generated by the tyres is initially exposed to the wake
from the wheel, which include a number of vortices. The weak wheel vortices seen in the
cross plane pressure recordings taken by Sterken et al. [39] are more clearly identified
by Wa¨schle [40] who states that the dominating vortex is the horseshoe one (as shown
in Figure 1.17 (1)). For the rotating wheel the outer eddy trail is found to be weaker
of the two. Morelli [41] also proposes that the vortex formed in front of the contact
patch is the strongest. Both Mercker and Berneburg [42] and Morelli refer to these as
jetting vortices (labelled (3) and (4) in Figure 1.17, (1) and (2) in Figure 1.18 and then
18
Introduction Background
(2) and (3) in Figure 1.19).
(a) (b)
Figure 1.17: Identified vortex structure behind a single isolated wheel [40]. (a)
Stationary wheel. (b) Rotating wheel.
Figure 1.18: Visualisation of the longitudinal structures around an isolated rotating
wheel [42]
Wa¨schle [40] also adds some front bodywork to the isolated wheel presented in
Figure 1.17. The lower vortices are still present and are the dominant ones in both
cases. The rotation of the wheels tends to diminish the strength of the vortices and
pulls the upper shoulder vortex down to a more central level.
Rajaratnam and Walker [30] conduct a series of experiments and simulations of
an isolated wheel. It is shown that there is a recirculation region in the lower half of
the wake that will assist in the atomisation of any splash. One of the key conclusions
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(a) (b)
Figure 1.19: Identified vortex structure behind the front wheel in the wheel arch [40].
(a) Stationary wheel. (b) Rotating wheel.
from the simulation is that a rotating wheel is more important to the formulation of
the wake structure than the addition of a moving ground plane.
Obidi [43] reviews mechanisms of all aspects of contamination. It’s proposed that
as the vehicle travels over the road, dirt is raised from the surface by (unspecified)
turbulence and deposited onto the rear surface. Further, depending on weather
conditions, contamination due to flow over the roof may be as significant, increasingly
so as the speed increases. The addition of spoilers to the rear of vans, estates and other
bluff rear end vehicles is suggested to increase the contamination because the flow from
the bottom has been able to “swirl its way further up the vehicle rear”[43]. However,
it should be noted that this mechanism is not proposed in any of the other literature
reviewed.
Costelli [44] reviews the aerodynamic characteristics of a small family car and
describes the base contamination as being a result of the near-wake pressure variation
‘sucking back the fine sprays’.
Al-garni et al. [45] conducted an experiment on a model SUV at small scale,
capturing PIV planes on the vertical streamwise centre plane. It is shown that the
wake length is approximately 1.2 times the base width. Sterken et al. [39] identifies the
wake closure on an unspecified SUV at full scale at 1.6 − 1.7 m from the base, which
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is less than the model width. The top shear layer is longer than the bottom shear
layer and a strong lower recirculation zone close to the base is observed, similar to that
observed in Perry and Passmore [46] and Perry et al. [37].
Gaylard [17] presents a descriptive schematic of base contaminaiton mechanisms
seen in Figure 1.20. The time averaged wake structures shown are typical of bluff
bodies [36, 37, 45, 47, 48]; a large recirculation region at the bottom close to the
base and a smaller upper recirculation region further out. It is hypothesised that
tyre spray, especially capillary adhesion, is advected into the base wake as a function
of the interaction between the wheel wake and the vehicle wake, similar to the
mechanism proposed by Morelli [41]. However, the flow field presented is time averaged,
disregarding any potential transient effects. It has been shown in various works
([33, 49, 50]) that significant differences exist in contamination between unsteady and
time averaged simulations (chiefly because the time averaged wake is never observed),
suggesting that whatever the mechanisms of contamination are, they can’t be accurately
described as a result of time averaged flow.
Figure 1.20: Base contamination mechanisms for a bluff automotive body [17]
Zhang et al. [48] propose that modes exist relating to a pulsing motion of these
regions, as shown in Figure 1.21. The first mode (numbering from top left, going
clockwise) would move contaminant out of the upper region to either downstream of
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the wake region or into the lower bubble. Equally, the third mode would only transfer
to the lower bubble. Similarily the second and fourth modes transfer the contaminant
into the upper bubble and again downstream of the wake in the fourth mode. While
this would provide a potential mechanism for contamination being deposited on the
upper surface of the base it is only a 2D consideration and again does not consider
transient effects.
Figure 1.21: Sketch proposing the pulsing modes of the two recirculation bubbles on
the Ahmed body. Sketch from Zhang et al. [48]
Given the three dimensional nature of the wake, especially when considering the
wheels, methods that allow for the study of this are worthy of consideration. Perry
et al. [51] presents the use of tomographic PIV with a large volume (0.125 m3) sufficient
to capture the wake of a quarter scale model in a wind tunnel. The technique is used
to study the bistable characteristics of the wake, but demonstrates the benefit of a full
3D flow field. The application of such a system in this research would enable a more
thorough understanding of how contaminants are transported into the body wake from
the wheel wake.
Pavia [36, 52] proposes 3D wake modes for another simplified bluff automotive
body (Windsor model) that highlights the potential risks of using 2D flowfields (whether
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they’re mean flowfields or dominant modes) to study contamination. Squeezing
and stretching of highly three dimensional vortex structures cannot be reduced to
consideration of a single vertical streamwise plane. They do, however, benefit the
understanding of what is happening in the wake in general and the ease with which
they can be obtained through experiments means they can also provide useful validation
data for numerical simulation where an accurate representation of the mean flowfield
might be assumed as a precursor to accurate contamination simulations, even in an
unsteady calculation.
A second, novel, approach to studying time-resolved tomographic flowfields
through non-intrusive means is the ‘Shake The Box’ (STB) method, described by
Schanz et al. [53] and Schro¨der et al. [54]. Water flow over a set of periodic hills is lit by
a continuous laser and images captured at up to 1 kHz from a set of 6 cameras. Track
lengths of 15 − 20 time steps are obtained with typical flow velocities of < 0.3 m.s−1.
Path predictions based on previous track positions are generated and then refined by a
new image matching scheme (STB) that moves the image around to get the best match.
Good matches with tomographic PIV velocity fields are observed, with the additional
benefits of discrete track evaluations and improvements in processing times of three
to four fold. Schro¨der et al. [54] applies the STB algorithm to synthetic data for the
purposes of quantifying benefits. It is confirmed that the algorithm is four to six times
faster than that used in Perry et al. [51], with an order of magnitude improvement in the
positional error. However, the flow velocities tested are one to two orders of magnitude
smaller than expected when considering automotive wake dynamics. Further, the large
volumes required to study such wakes at meaningful Reynolds numbers mean a very
powerful laser is required and this is not currently practical. Consequently, while such
a system could in principle be applied to the current research to reveal the tracks of
the contaminant from the source to the vehicle, a laser capable of illuminating seeding
at sufficient frequencies is beyond the resources of this work.
The contamination mechanisms can be studied both experimentally and through
numerical simulations. Combining Laser Induced Fluorescence (LIF) and PIV is one
such method for quantifying both phases in a multiphase flow when the continuous
phase is a liquid [55, 56]. However, these approaches don’t transfer well to the problem
here. Shadowgraphy is another approach for simultaneously measuring both phases.
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This technique relies on illumination from behind the test area generating shadows in
an image. Various attempts have been made to comine PIV and shadowgraphy [57–61].
However a number of obstacles exist that preclude this technique from use here.
The spray generated by tyres has an initial direction away from the base, but
ultimately impinges on it. As such, the contaminant must be light enough to follow the
majority of the recirculating flow, which qualifies it as suitable seeding for PIV [62, 63].
Lindken and Merzkirch [59] and Gui and Merzkirch [60] highlight a low slip velocity
as being problematic since the dispersed phase tends to ‘block’ the seeding particles
required for PIV. Lindken and Merzkirch [58] describe observed flowfield velocities of
5 m.s−1 as being ‘high’. Flow in the vehicle wake may be of a similar magnitude, but
the accelerated freestream flow under a car body is likely to be much higher.
The last decade has seen a large increase in the numerical simulation of
contamination. At the front of the vehicle snow contamination is simulated with respect
to air intakes [64–66] and water contamination of the windscreen and A-pillar overflow
[67–70]. Dust and sand contamination are simulated [71, 72] to study brake dust
deposition and the risks posed to tanks for sand ingress. Base contamination is also
under scrutiny with numerical simulations completed by [7, 8, 33, 73–78]. The benefits
of using numerical simulations are apparent:
 The tracking of particles to determine where the contaminant originated can provide
insight into the cause. It can also aid understanding of the physical mechanisms.
 Performing parametric studies and testing the influence of design choices.
 Conducting frequency analysis of the flowfields and dynamics of the dispersed phase
that are beyond the sampling frequencies typically obtainable in experimental work.
 Develop an understanding of the rates of contamination and how this may vary in
time.
However, it is also clear that the complexity of such simulations demand high
quality validation data and a fully characterised experiment. Simulations based on
such experiments that match a well controlled validation case can then fully utilise the
powerful analysis tools available to gain a deeper understanding of the problem.
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1.1.5 Contamination Impact
Fluid contaminant ultimately interacts with a surface through an impact event. Such
impacts are rarely studied in the automotive industry despite the general interest in
droplet impacts since the work of Worthington [79]. Numerical simulations tend to be
computationally expensive [13, 80] and are likely considered as secondary requirements
given the pressing requirements to minimse drag [2, 3].
Droplets falling onto a surface exhibit a number of phenomena of interest.
Josserand and Thoroddsen [81] describes how a drop hitting a surface can deposit,
bounce or splash. A splash parameter is defined based on the combination of Weber
number and Reynolds number in Equation 1.8:
K = We
√
Re (1.8)
where values of K > 3000 result in a splash event.
Yeong et al. [82] investigates these phenomena further using a tilted plate over a
range of Weber numbers (6 < We < 110) classifying the stages a droplet has during a
splash:
1. Pre-impact
2. Collision
3. Maximum spread
If the surface is hydrophilic the next stages are:
4. Recoil
5. Stabilisation
whereas a (super)hydrophobic surface has the following stages:
4. Rebound
5. Disengagement
6. Post-impact
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The asymmetric nature of the spreading phase on inclined surfaces is a result of the
balance of energies. The most upstream location (contact line) is fixed in the same
location (pinned) since the surface energy is high, whereas the downstream bulge is
a result of the kinetic energy from the tangential velocity component. The spreading
phase can numerically be described by the spread factor, β, [81, 83, 84] and is given by
Equation 1.9:
β =
d
D0
(1.9)
where d is the diameter of the apparent interface and D0 is the initial diameter. This
is often presented as a function of non-dimensional time, t∗, given in Equation 1.10
t∗ = t
vi
D0
(1.10)
where vi is the impact velocity and t is the time since the impact.
1.1.6 Contamination Location
Contamination can be deposited onto any of the surfaces depending on the contamination
method described in §1.1.1. Figure 1.22 shows a typical SUV profile with key areas
of the vehicle for surface contamination studies identified. These include the A-Pillar,
Rear-Pillar (in this configuration, this is the D-Pillar), wing mirrors and side glass,
windscreen, diffuser and base.
A-Pillar
Windscreen
Wing mirror
Frontal area
Vehicle base
Door handlesSide glass
D-Pillar
Diffuser
Figure 1.22: Key bodywork features of an SUV susceptible to contamination
Primary and foreign contamination can spread from the original impact location as
a result of either, or both, flow around the vehicle and the action of the front windscreen
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wipers. For instance, A-Pillar overflow is the flow of fluid from the windscreen around
the A-Pillar, often assisted by the wipers and onto the front door side glass. This
results in reduced visibility to the wing mirrors ([67, 69]) and a potential distraction to
the driver. Table 1.1 lists the regions of interest identified in Figure 1.22 and details
which contamination method applies to them.
Table 1.1: Type of contamination effecting key body features
Region Primary Secondary Self
A-Pillar Yes Yes No
Windscreen Yes Yes No
Wing Mirror Yes Yes No
Frontal Area Yes Yes No
Side Glass Yes Yes No
Door Handles No Yes Yes
Rear-Pillar No No Yes
Diffuser No No Yes
Vehicle Base No No Yes
The greatest impact of contamination on driver and passenger is through visibility
and Olsson et al. [85] reviews a variety of factors relating to safety and windscreens.
Included is the consideration of dirt, initially with respect to visibility, but also as a
longer term issue resulting in wear and scratches on the screen caused by windscreen
wipers moving dirt across the glass. Should visibility through glass be impaired then
the safe operation of the car may be at risk. There are three key regions: the front, the
side to the wing mirrors and to the rear. In the case of front and rear screens there is
often the option of using windscreen wipers to remove the contaminant. However, this
is not without issue:
 Noise from windscreen wipers is known to be a source of annoyance to vehicle
occupants [86, 87].
 Continued use of windscreen wash results in more regular refills of the washer
system; both frustrating for the owner and potentially damaging to the occupants
and environment [88, 89].
Some of the earliest work on contamination was undertaken by Dawley [90]. A
set of turning vanes was mounted to the rear-pillar of a station wagon (estate car)
successfully reducing dirt deposition. Measurements were made by placing thin sheets
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of acetate over the regions of interest and then studying their opacity subjectively.
Further, anecdotal evidence of reduced windscreen wash usage was also noted.
In a similar fashion, the work of Costelli [44] proposed a solution using a manually
operated spoiler that deflects the air down the base. Although successful in reducing
base contamination there was an increase in drag during operation of 20 counts, which
is significant in the current environment. Furthermore, no consideration on the lift is
provided.
1.1.7 Quantifying Contamination
Methods to validate the continuous phase were reviewed in §1.1.4. It was hypothesised
that understanding the mechanisms that transport contaminant should be obtained
through analysis of numerical simulations. Since the mechanisms can’t be readily
validated, the end result of the contamination must be validated instead. If the
numerical simulations generate the same results then the advanced analysis methods
available through simulation tools can be implemented and modifications to the design
tested.
Hagemeier et al. [13] emphasise that visibility through glass surfaces is greatly
reduced in the presence of contamination, posing potential safety issues for the
driver. Bernardin et al. [91] studied the effect on visibility through the windscreen
by quantifying the impact of rain on both target identification (hazards) and reading.
This objective measure is a surrogate for quantifying primary contamination. While
such a method may prove useful as an experimental measurement technique, it may be
harder to recreate in simulations, preventing any direct comparisons.
Borg and Vevang [92] identify a process to validate Volvo’s wind tunnel
contamination tests. They compared controlled track tests to simulated contamination
using an Ultra Violet (UV) fluorescing solution that was either sprayed out of a rain
grid or sprayed onto rollers depending on the target location. Illuminating the vehicle
during the run and continuously capturing images provided temporal resolution to the
test. An attempt is made to identify the droplet size distribution during the on road
tests to ensure that the droplets used in the tunnel are matched. The contamination
image is captured at the end of the test. The results from the two methods are
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compared qualitatively and are, relative to other such work, an acceptable match. This
demonstrates that well controlled wind tunnel experiments can replicate (controlled)
track testing, negating the requirement to take vehicles, staff and components to
expensive track facilities.
Kabanovs et al. [76]* takes the typical approach of qualitatively comparing the
contamination intensities from an experiment to numerical simulations. It was first
established that the flowfields and base pressures are comparative to experimentally
obtained data. The comparisons of contamination intensity between experimental and
simulation for varying roof tapers are good and are shown in Figure 1.23, demonstrating
the requirement of simulating the flowfields correctly first.
Figure 1.23: Comparison of experimental and simulated contamination intensities for
a Generic SUV model with different roof tapers. Experiment on top, simulation on
bottom, roof taper decreasing left-to-right from 20◦ to 0◦. from Kabanovs et al. [76]
Aguinaga and Bouchet [93] present the method behind a typical calibration of
image intensity to depth of fluid often used in Laser Induced Fluorescence (LIF)
experiments. Eight calibration depths are used and a simplified Beer-Lambert Law
curve applied:
gt =
[
A
(
1− e−B.x)+ C]γ (1.11)
where gt is the recorded grayscale value, A is dependent on illumination source
and camera exposure settings (shutter speed, ISO (gain), aperture), B is dependent
*Kabanovs PhD was conducted in parallel with the work presented in this thesis. The experimental
contamination data shown in Figure 1.23 was collected by the author of this thesis during development
work.
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on the selected dye’s characteristics (absorpivity, concentration), C is a function of
illumination source and black offset on the camera, γ is the non-linearity coefficient of
the Charge Coupled Device (CCD) and x the depth of fluid. It is important to note
that the grayscale value, gt, recorded by the camera has a non-linear relationship with
the thickness of fluid, x.
Hagemeier et al. [94, 95] uses a different approach on a typical LIF experiment
by using a ring of Light Emitting Diodes (LEDs). By calibrating the depth of fluid
against grayscale values using the calibration vessel shown in Figure 1.24 the droplet
profile, in three dimensions, is obtained. Furthermore, the shape of the droplet can
be obtained with high temporal resolution via a high speed camera. The general
technique is worthy of further examination for the purposes of this research, with
some potential improvements. Firstly, the calibration device has five fixed depths
requiring reasonable interpolation; a continuous vessel would remove this requirement.
Secondly, the variation of light intensity as a function of displacement appears not to
be considered (the image with a typical intensity drop off pattern is not analysed), or is
non-uniform. Correcting the intensity prior to calibration should improve the accuracy
of measurement.
Figure 1.24: UV calibration vessel with 8 discrete depths to generate a curve fit [94]
Figure 1.25 shows an example UV lighting array used in full scale testing, comprised
of twelve UV fluorescent tubes mounted in a metal frame. The camera used to record
the contamination during the test can be seen directly in front of the array. It is claimed
that the UV lighting is spatially uniform, but without any evidence to demonstrate this
it would seem highly unlikely that this is correct given the camera location and the use
of a bank of UV tubes in a simple metal rack.
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Figure 1.25: Example UV lighting array for full scale testing [93]
Gaylard and Duncan [73] simulates side and rear contamination and compares
these to experimental results. The experimental procedure is described by Borg and
Vevang [92] who sprays an UV dye doped water at a known flow rate in front of the
contact patch of either the front or rear axles. This system can be seen in Figure 1.26a.
This is the same style of arrangement used by Kuthada and Cyr [27] to obtain the tyre
spray characteristics from Figure 1.16. This approach provides a good match to the real
world conditions, but as a result may make the simulation process overly complicated.
Figure 1.26b shows a rake system favoured for testing windscreens, A-pillar overflow
and wing mirrors. The doped water is emitted from an array of nozzles to generate a
‘fog’ that replicates rain or spray (primary and secondary contamination).
(a) (b)
Figure 1.26: Spray generation mechanisms in wind tunnel tests. (a) UV dye doped
water sprayed infront of rotating tyre contact patch [7]. (b) UV dye doped water
sprayed upstream of the vehicle mode [69].
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Figure 1.27 shows two test results using the spray system from 1.26a; the side
contamination (a) is from the front axle being on the rollers and the base contamination
(b) from the rear axle being on the rollers. The vehicles have been sprayed, illuminated
with a UV light source, an image captured and then processed to give a normalised
grayscale value. A calibration vessel has not been used so the analysis is based around
comparisons of grayscale value. However, since the grayscale value is a non-linear
function (Equation 1.11) of the thickness of fluid the comparisons within the image
are flawed. Given the lack of discussion on the topic, it is assumed that in both cases
the spatial and temporal variation of illumination intensity are not considered. The
suggestion is that they are uniform throughout. Given the size of the image domain
and the 3D nature of the surfaces tested this is a poor assumption to make that would
generate incorrect conclusions.
(a) (b)
Figure 1.27: Example experimental UV vehicle imagery from literature. (a) Side (b)
base from Gaylard et al. [75]. Grayscale values processed and colourised.
No quantitative analysis of the tests are completed and would not be appropriate
given the issues highlighted. Instead, the intensity images obtained are simply
subjectively compared to the simulated results. Contamination of the side of both
an SUV and saloon car are undertaken and also the base of the SUV. The base of the
saloon was not considered due to not being of primary importance. The associated
simulation includes rotating wheels and a static floor to simulate the wind tunnel used
in the experiments. In addition to simulating spray from tyres, the effect of dripping
from bodywork on the resulting contamination is also considered. The subjective
comparisons show a good match between simulation and experiments, highlighting
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the benefits of the dripping and splashing models used. A key finding is that the spray
from the tyre may be of less significance than dripping from underbody surfaces into
the lower wake.
There is considerably more effort going into the simulation of vehicle surface
contamination than there is experimental work, as evidenced by the volume of
literature. This results in a lack of credible data to validate against [49]. Qualitative
analysis comparing location and relative intensity of contamination rather than any
definitive quantitative analysis is common [7, 73, 74]. Typical examples are shown in
Figure 1.28.
(a) (b)
Figure 1.28: Comparison of (a) on-track and (b) wind tunnel base contamination results
[74]
Figure 1.28a shows the result of a road test experiment. There is no discernible
pattern other than dry regions in the bottom corners, creating something of a ‘v’ shaped
pattern. It is clear that this test has been conducted for too long. There is no capability
to study where the contaminant has been deposited. There were no reported controls
of the test that would make the test repeatable; external environmental influences such
as wind speed and direction, surface wetness and construction are all unquantified.
Additonally, factors such as vehicle velocity and tyre slip will alter the generation of
spray and hence deposition. These issues mean that the experiment cannot be repeated
and that simulations have no initialisation data.
Figure 1.28b shows the result of a wind tunnel test using a spray in front of the
contact patch as in Figure 1.26a. The deposited fluid is illuminated with a UV light and
the emitted intensities colour coded. It would seem that the testing was short enough
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that the majority of the base isn’t saturated like the road test and some (unquantified)
variation in thickness can be seen. As with the on-track test, a distinct ‘v’ pattern is
visible. Any analysis beyond where the contamination is located is difficult to justify. It
can be seen that the contaminant at the top centre has formed sufficiently to generate
rivulets. These have run down the base, taking contaminant with them. As such,
analysis on rates of contamination for specific regions would be unreliable.
Jilesen et al. [69] present a continuation of the work started in Gaylard et al. [67].
Spray is emitted into the flowfield upstream of car through a rake placed upstream of
the model shown experimentally in Figure 1.26b.
Some measures of contamination exist that attempt to provide objective measures.
Spruss et al. [96] investigated side glass contamination using UV dye doped water.
The side glass is illuminated with a UV lamp and recorded with a video recorder
in High Definition (HD) at 50 fps. A spray rig upstream of the vehicle emits the
doped water during the tunnel test with the windscreen wipers used to recreate typical
surface flows. The video is post-processed to yield intensity and boundary information,
which are quantified into values described as the Degree of Soiling and the Average
Contamination Factor. The Degree of Soiling is shown in Equation 1.12:
V G =
N∑
n=0
P (n)
∣∣∣∣
contaminated
N
(1.12)
where N the number of pixels in the region of interest and P is the number of
contaminated pixels. This is simply the percentage of the area of interest that is
contaminated and can be extended, if desired, to threshold above a certain intensity.
This will give an indication as to how wide spread the contamination may be and can
be subjectively compared with numerical simulations. The second metric defined in
this work is the Average Contamination Factor, shown in Equation 1.13:
CF =
n∑
i=0
CFi
n
(1.13)
This is more simply the average of the normalised grayscale value gt across the region of
interest. However, as previously described the grayscale value is a non-linear function
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of the fluid thickness so an average of the grayscale will not provide a useful measure.
Vollmer et al. [97] advanced the work of Spruss by using a new opaque layer
method to assist in capturing contamination data on side windows. Using a patented
material it is feasible to blur the background on images taken inside the vehicle, i.e.
defocus and hence provide a clean basis for image processing to identify the fluid flow
without external interference. Further, it allows testing without doping of water and
the inherent issues this causes (such as health and safety concerns, damage to tunnels).
Subjective comparisons are then made between on-road testing and wind tunnel tests
to validate the solution. The Degree of Soiling is again used to compare the results.
Schembri Puglisevich et al. [72] studies contamination of a brake disc through both
experiments and CFD using a UV dye doped fluid. The metrics suggested by Spruss
et al. [96] (Degree of Soiling and Average Contamination Factor) are used and are
combined to give a Degree of Contamination, as shown in Equation 1.14:
Degree of Contamination = I
∗ ×
N∑
n=0
P (n)
∣∣∣∣
contaminated
N
(1.14)
where I
∗
is the average intensity in the region of interest.
The capabilities of existing measures of contamination are summarised in 1.2. The
relative amount of contaminant is only given by the Average Contamination Factor
(ACF); which is not an accurate measure of the amount but allows for comparisons
between configurations. The coverage is only measured by the Degree of Soiling (DoS)
and contamination rates are not given by any. The rate would provide essential detail
to a wide audience; for example, an ADAS engineer will be able to quantitatively
assess the suitability of a location for a sensor. Furthermore, numeric simulations will
typically have shorter simulation times (a few seconds) and so a rate of contamination
is more suited for validation.
Table 1.2: Capabilies of existing measures
Requirement DoS ACF DoC
Amount No Yes No
Coverage Yes No No
Mass Rate No No No
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The mass rate measure can be extended to include a spatial distribution. The
variety of use cases suggest that a rate per unit area would be a useful, truly objective,
measure. It is one that can be obtained through rigorous experimental methodologies
and can be directly compared to numeric simulations that replicate the experiment.
1.1.8 Surface Droplets
After sufficient wet contamination has impinged on the vehicle it will form droplets,
rivulets or films that will move across the surface. For a stationary vehicle, the problems
relating to water dripping into the passenger compartment or luggage space are of
greatest importance. For moving vehicles, the issues relate to water moving across lines
of sight. Simulation work will allow parametric studies of flow management geometries
such as channels to be computed easily. However, as with any simulation, it is vital
to have good data to initialise the simulation and also to validate against. There are
typically four surfaces of interest on an automobile:
 Painted metal surfaces Aluminium, or steel, bodywork such as the bonnet, A-
pillar, roof and side panels.
 Glass Windscreens are often treated with a hydrophobic coating and other glass
for the remaining glazed elements such as side windows and rear window.
 Plastic Used around certain joints, for light clusters and for some body panels.
 Rubber Used for seals around openings.
Road vehicles may also include channels within or between panels to assist in
controlling the path of surface flows. Figure 1.29 highlights a typical EWM solution.
Figure 1.29a shows a front quarter view with the red box indicating the region of
interest shown in Figure 1.29b. The windscreen is manufactured from glass and will
normally have an hydrophobic treatment [98, 99], the roof is aluminium and the edging
is plastic. A channel exists around the glass on the join with the roofline to control
flow from the windscreen over the top. As can be seen in Figure 1.29b, water flows
from the corner of the screen over the plastic edging and onto the top structure of the
A-pillar, thereby avoiding the side glass.
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(a)
Metal A-pillar overflow Glass windscreen
Plastic flow control
(b)
Figure 1.29: Typical automotive EWM solution to minimise A-Pillar overflow. (a)
A-pillar region joining windscreen, door and roof. (b) Channel for controlling surface
flow at the top of an A-pillar.
1.1.8.1 Droplet Geometry
When considering fluids on surfaces the basic profile of the droplet is often described
as being either hydrophilic or hydrophobic. Law [100] details the Greek origin of these
terms; hydro meaning water, philicity meaning affinity and phobicity meaning lack of
affinity. The accepted scientific definition relies on the contact angle of the fluid to the
surface at the three line interface (where the surface, liquid and gas meet). A surface
is hydrophilic if the static contact angle θs < 90
◦ and hydrophobic if θs > 90◦, and is
illustrated in Figure 1.30.
θs θs
H2O
Air
Surface
H2O
Air
Surface
Figure 1.30: Static drops showing hydrophilic (left) and hydrophobic (right) surfaces
with static contact angles θs < 90
◦ and θs > 90◦ respectively
Figure 1.31 shows a typical droplet on an inclined plate viewed from the side on the
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left and in plan on the right. Dimensions of interest are labelled; h is the height of the
droplet, L is the length of the droplet, φ is the tilt angle of the surface to the horizontal,
φc is the corner angle, θA is the advancing contact angle and θR is the receding contact
angle.
φ
θA
θR
h
L
φc
Figure 1.31: Typical surface droplet geometries from the side and plan showing the
height (h), length (L), receding and advancing contact angles (θR, θA), plate tilt angle
(φ) and the corner angle (φc)
Figure 1.32 from Podgorski et al. [101] shows the plan view of a droplet of silicone
oil running down a fluoro-polymer coated plate with increasing (unspecified) velocities,
flowing top to bottom. Droplets a and b are described as rounded drops and c-e are
corner drops (i.e. a distinct point with a measurable angle) with the angle of the tail
sharpening as the velocity increases. Drop e has a corner angle of 60◦ and is just
prior to transitioning to a pearling drop. Drop f is the first stage of a drop in the
pearling regime, drop g is where droplets of near constant size are deposited behind
at a constant rate. Finally, drop h is the pearling regime where droplets of different
sizes are deposited at periodic intervals. The fluid and surface tested here are typical
of much of the literature where the aim is to develop a more physical model.
As a fluid moves across a surface it may traverse a groove or other defect that
poses as an energy barrier that may stop the motion. This is currently understood
through consideration of the Gibbs’ criterion [102]. The shaded region between the
edge and the points labelled (a) and (b) in Figure 1.33 shows the equilibrium region
in which the contact region may exist during pinning, between θA and θA + α, where
θA is the advancing contact angle and α the angle of the slope. This phenomenon will
impact how water is managed with channels. Furthermore, minor surface defects that
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Figure 1.32: Droplets of silicone oil traversing a surface at different tilt angles in plan
view [101]
are barely visible will exhibit this process. Car bodywork over time is likely to show
such minor scratches as will wiped windscreens.
air
liquid
solid
(a) (b)
θA θA
α θA
θA + α
Figure 1.33: Illustration of Gibbs’ criterion for a droplet on a substrate with a sharp
edge, recreated from Tsoumpas et al. [103]
1.1.8.2 Droplet Models
There are a number of methods available for application to the problem of simulating
surface water. Thin film techniques [68–70, 104–106] have been used for simulation
of A-pillar overflow, side window flow and windscreen flow. The limitations of the
approach are identified by Jilesen et al. [69] and by Dianat et al. [107]. These include
the lack of modelling of partial wetting, a lack of a model for velocities normal to
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the surface and no physical process to simulate phenomenon such as stripping (water
literally being stripped off a trailing edge of a surface in an airflow). The first issue is
of particular importance in the case when fluid tends to follow the path of a previous
droplet in physical experiments, whereas the second issue is of greater importance if
the fluid has to traverse channels or lips such as those shown in Figure 1.29. The final
issue relates to when fluid stripping is required, such as when water is stripped from a
doormirror.
A second approach to modelling is to consider the molecular level [108–111]. This
method, while attempting to accurately simulate the physics, is currently unsuitable
for EWM simulations due to the very high computational processing demands.
Both Volume of Fluid (VOF)[112] and Level Set (LS)[113] methods can be
employed for EWM, but while VOF conserves mass (an essential requirement here)
it does not smoothly represent the interface between phases so the true droplet shape
and behaviour cannot be captured. Conversely, LS represents the interface well but
does not conserve mass. A coupled approach (CLSVOF), such as that employed by
Dianat et al. [80, 107], Sussman and Puckett [114], Afkhami et al. [115], combines
the advantages of the two models, albeit at an additional computational cost. But,
irrespective of the method employed, an experimentally derived model for the dynamic
contact angle, θd, is required. The least computationally expensive variants rely on
models that make use of the observed apparent contact angle at resolutions similar to
those used in simulations. The resolution of the near-wall cells used by Dianat et al.
[80] is 0.1 mm.
In all of the models presented θs is the static contact angle, being the contact angle
of a stationary droplet on a surface with φ = 0◦ and with no air co-flow.
A number of contact angle models exist that are based around the Capillary
number and these have been compared in various works [116, 117]. Voinov [118] and
Cox [119] derive similar models of the liquid-gas-surface interface resulting in a model
often referred to as the Cox-Voinov model. If the dynamic contact angle (θd) is below
3pi/2 then the model is shown by Equation 1.15:
θ3d − θs3 = ±9ln (b/a)Ca (1.15)
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where θs the static contact angle and b and a are the macroscopic and microscopic
scales respectively.
de Gennes [120] derives another third order model defined in Equation 1.16:
θd
(
θ2d − θs2
)
= ±6ln (b/a)Ca (1.16)
Tanner [121] postulated yet another cubic model:
k(θd − θs)3 = Ca (1.17)
where k is a material constant. This model was developed by Yokoi et al. [122] who
proposed some modifications to account for the dominant forces. When inertia is the
dominating force there exists a maximum dynamic advancing contact angle, θmda and
an equivalent minimum dynamic receding contact angle, θmdr. Two material constants
are used dependent on the motion; ka for the advancing contact angle and kr for the
receding contact angle. This is shown in Equation 1.18
θd =
 θmda if UCL > 0,θmdr if UCL < 0, (1.18)
where UCL is the velocity of the contact line. Combining Equations 1.17 and 1.18
results in Yokoi’s formulation:
θd (UCL) =

min
[
θs +
(
Ca
ka
)1/3
, θmda
]
if UCL ≥ 0,
max
[
θs +
(
Ca
kr
)1/3
, θmdr
]
if UCL < 0,
(1.19)
All of these models require experimentally determined measured contact angle data
to determine the co-efficients.
Tropea et al. [123] review a number of aspects of EWM and concludes, among other
points, that characterisation of the contact angle hysteresis is required for automotive
surface analysis, where Dussan [124] defines contact angle hysteresis as:
“. . . for many material systems there exists an interval [θR, θA], with the
property that if θ lies within this interval then the contact line does not
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appear to move.”
Simply put, in some combinations of fluids and surfaces it is possible that the fluid is
in static equilibrium and the contact angles are not the static contact angle. The wider
the range of static contact angles achievable, the larger the hysteresis. Eral et al. [125]
go further and distinguish between static hysteresis, the range of contact angles when
stationary, and the dynamic contact angle hysteresis, the range of contact angles when
moving.
Many of these models are unable to model the hysteresis that may exist. The
experimental data shown in Figure 1.34a taken from Yokoi et al. [122] demonstrates
this quite clearly as does Figure 1.34b in Dussan [124]. This results in the tendency
for a modelled droplet to always have some velocity. The data shown in Figure 1.34a
is for water and shows a static hysteresis of ∼ 50◦. Although the surface tested is
not representative of an automotive one, this significant level of hysteresis must be
considered when analysing tests undertaken in this work.
(a) (b)
Figure 1.34: Typical contact angles as a function of velocity from literature. (a) Contact
angle as a function of velocity for distilled water on a chemically treated silicon wafer
[122]. (b) Typical contact angles as a function of velocity [124].
1.1.9 Measuring Surface Droplets
There are a range of methods to determine contact angles as reviewed by Yuan and
Lee [126]. Some of the popular methods are described here:
 Direct Measurements. These approaches make use of a light source to illuminate
a droplet on a surface from behind and camera with a high magnification lens. The
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captured image results in a shadow where the droplet permits image processing
techniques to be applied to determine geometries.
– Sessile Drops. Sessile drops are formed on the surface by injection of fluid
from beneath the surface. Volume flow rates can be used to identify dynamic
contact angles.
– Tilted Plate. A droplet is formed on a surface and tilted to alter the contact
angles.
 Captive Bubble. An air bubble is created within the fluid and brought into
contact with the surface.
 Tilting Plate. A solid plate is rotated in the fluid until a horizontal miniscus is
formed on one side. The angle the plate makes with the fluid-gas interface is then
the contact angle. To determine dynamic contact angles the experiment requires
additional complicated arrangements of scanning lasers.
 Wilhelmy Balance Method. This is a technique that indirectly identifies the
contact angle through measurements of force and depth. By dipping a thin plate
into the fluid a change in weight can be detected due to buoyancy and wetting.
The wetting force is a function of the cosine of the contact angle and the perimeter.
With rough surfaces this perimeter can become less well known since it is the total
contact line distance.
Podgorski et al. [101], Le Grand et al. [117] and Puthenveettil et al. [116] all use
the tilted plate method to obtain contact angles. Both Podgorski et al. [101] and Le
Grand et al. [117] use silicone oils with a surface tension over three times smaller than
that of water on a fluoropolymer. The combination of light oils and alcohols on highly
treated surfaces is common in the literature; it enables greater accuracy when studying
the underlying physics of the problem. Puthenveettil et al. [116] tests water on treated
glass. The treatment process involved:
1. Wetting with water
2. Rubbing with fine cerium oxide
3. Cleaning
4. Application of Fluoro Alkyl Silane (FAS) in a solution of alcohol and an acid catalyst
5. Drying
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6. Polishing
7. Curing for 12 hours
8. Cleaned with acetone, propanol and distilled water
This process was designed to remove as much hysteresis as possible.
Srinivasan et al. [127] use the sessile drops method and fits the Bashforth-Adams
[128] curve to the images obtained using water and light alcohols on a liquid repellent
surface. This curve is a physical model of a static droplet and is not appropriate to a
moving droplet.
Johnson [129], [130] used a different approach to obtain the contact angles. Using
a UV fluorescing arrangement, similar to that described in §1.1.7, the depth of fluid
can be identified for evey pixel in a camera image. The geometry of the fluid-gas
interface can then be calculated. This would generate the Capillary number (velocity)
and contact angle data required for simulation. However, the use of materials such as
painted and polished aluminium and glass are likely to generate reflections that would
alter the captured image.
The approach taken in this work will be to use the tilted plate method to obtain
contact angles and velocities for water on automotive surfaces. These surfaces would
be considered highly suboptimal in comparison to those reviewed here because of their
inherent imperfections, but are investigated because they are representative of what
may be found in ‘real world’ cases. As such, it is expected that both the hysteresis and
the variance in the measurements will be larger than much of the published work.
1.1.10 Surface Flows
The experimental work on EWM reported in the literature mainly relates to films rather
than rivulets or drops, reflecting the difficulties of both simulation and performing high
quality experimental work.
Experimental work on water management for the Heating, Ventilation and Air
Conditioning (HVAC) cowl located between the trailing edge of the bonnet and the
windscreen was studied by Aroussi et al. [131]. This cowl should enable air to be
drawn into the HVAC system without entraining fluid. As such, ensuring that water is
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appropriately managed is absolutely fundamental. A series of experiments studied the
flow of water over a bonnet at different speeds and inclination angles to understand what
may cause fluid to enter the cowl. The approach used cameras to record fluid position
with small time steps to generate velocities of the rivulets. While this is a simple
approach that generates some quantitative data no effort was made to characterise the
fluid-surface interaction that would enable numerical simulation.
Landwehr et al. [132] conducted an investigation into visibility through wetted
glass. Two different types of glass were tested; from the windscreen and from the
side and rear screens, taken from fifteen different vehicles. The glass was held in
a horizontal orientation and two droplets formed and imaged on each glass sample.
The contact angle was identified by assuming the profile was part of a sphere and
relating the measurable height and radius to the contact angle. Values in the range
30 < θs < 75
◦ were identified for the side and rear screens’ static angles with an average
of approximately 50◦, whereas the range for the windscreen was 10 < θs < 55◦ with
no data provided to obtain an average value. It was hypothesised that the windscreen
has a smaller contact angle due to the abrasive nature of the wiping action. It is noted
that with only two droplet measurements per sample there is likely to be significant
experimental uncertainty.
Spruss et al. [96] studied water flow experimentally on both the windscreen and
side windows. Water, doped with UV dye, was sprayed towards the windscreen
during a wind tunnel test. The wipers were used and their effect on flow over the
side glass recorded with a video camera having been illuminated with a UV light.
The results could provide a useful validation tool for numerical simulation, but lack
sufficient controls and specific contact angle data for the tested surfaces and fluids to
be repeatable or allow comparison with simulation.
As discussed in §1.1.8.2 thin film techniques are a common approach to simulating
surface water [68–70, 104–106]. These are focussed on the windscreens, A-Pillar
overflow and side windows and the experiments typically use the UV dye doped
water approach to observing fluid paths. These paths are visually compared with
the results from numerical simulation, in a similar manner to the comparisons used in
base contamination studies.
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Dianat et al. [80] present some simulated results of a rivulet crossing a channel
with and without air co-flow, comparing quantitatively the no air co-flow with a simple
experiment. The experiment uses a rig that has a metal plate with a channel 12.5 ×
2.5 mm in size located perpendicular to the flow. A rivulet of known initial volume flow
rate was created and allowed to run down the surface and interact with the channel. A
high speed camera was used to capture the motion of the rivulet. The location of the
rivulet’s head and its maximum height are plotted against time to enable a geometric
and location time-resolved comparison. While a relatively simple pilot experiment,
performing quantified comparisons of dynamic behaviour of surface water management
in this way demonstrates that it is feasible.
1.2 Objectives for Thesis
This review has demonstrated that there is a requirement for high quality experimental
data for the subject of surface contamination. Such data can be used to initialise
numerical simulations and also to validate their results.
Base contamination of SUVs will be considered for the following reasons:
 The significant contamination observed on SUV bases
 The importance of SUVs to the global automotive industry
 The importance of SUVs to the project sponsors
The objectives for this work are:
1. To develop a suitable, validated method for quantifying surface contamination
2. To demonstrate the suitability of the technique in a wind tunnel test for producing
high quality validation data of base contamination
3. To develop a robust method to identify parameters in a contact angle model suitable
for automotive surface water management
4. To apply the method to a study of relevant surfaces and fluids
This work is split into two sections to better explore the objectives. The first
half of the work relates to the development and validation of an experimental method
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to objectively quantify surface contamination and the application of the technique to
a parameter study involving an automotive model in scale wind tunnel. The second
half explores the development and analysis of an approach to identify data suitable for
models and validation of surface water management and the application of the approach
to a study of surfaces and fluids pertinent to automotive applications. The structure
of this work is detailed here:
 Chapter 2 presents the development and validation of an objective measure for
surface contamination using UV dye doped water. The general methodology is
explored including consideration of experimental controls that may impact the
measurements. A series of experiments are undertaken that compare two validated
calibration techniques.
 Chapter 3 applies the validated approach. A simplified SUV geometry is tested
in the wind tunnel and UV dye doped water is sprayed from behind a wheel. This
will contaminate the base and be captured by a camera along with the calibration
vessel, thereby identifying the depth of fluid. The model and the spray are both
characterised to ensure that simulations are able to fully recreate the experiment.
The results are processed and analysed allowing direct comparison between different
model configurations and the objective measure is compared to the approaches
identified in the literature.
 Chapter 4 explores how contact angle models may be obtained for use in
automotive applications. The approach is used in an initial test case of water
on aluminium and comparisons of results are made with simulation data. The
approach is then applied to a study of fluids and surfaces. Two glass surfaces are
compared with water and saltwater, including a consideration of the non-optimal
test conditions normally associated with this type of testing.
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CHAPTER 2
An Objective Measure of Surface Contamination
Fluid contamination on vehicles begins with droplets of water in the air that impact
surfaces. Their impact may be a deposition style event or a prompt splash that results
in smaller drops of water. Through any of the methods, surface droplets will form and
as more fluid impacts the surface, these droplets become of sufficient size to be turned
into rivulets and ultimately into thin films.
This chapter will review methods of quantifying fluid depths in any of these forms.
The approach uses a UV light to excite a dye that has been mixed with water (the
contaminant), emitting a blue light. The relationship between the depth of fluid
and the intensity of the emitted light captured in a camera can be modelled. This
model is explored to develop a deeper understanding allowing developments that enable
experimental variabilities such as incident intensity variations and absorption to be
considered during the processing.
Two alternative methods of calibration are studied, a thin film one and an approach
that considers calibration through droplet profiles, essentially replicating how fluid
contaminant may exist on an automotive surface. Both methods are analysed through
carefully controlled experiments to quantify their capabilities and suitability to the
problem of base contamination.
The derivation from Aguinaga and Bouchet [93] is repeated in Equations 2.1
through 2.5 and details the relationship between the incident intensity Io, emitted
intensity If , fluid depth x and the recorded camera grayscale gt. The Beer-Lambert
law relates the thickness of fluid to the absorbance Aλ for a given wavelength, as shown
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in Equation 2.1:
Aλ = log
(
Io
It
)
(2.1)
where It is the transmitted intensity through the fluid. The absorbance, Aλ, is given
by Equation 2.2:
Aλ = Cuvxελ (2.2)
where Cuv is the dye concentration and ελ is the molar absorbance of the dye at
wavelength λ. Substituting Equation 2.2 into Equation 2.1 and modelling the emitted
intensity, If , through a linear relationship with transmitted intensity gives Equation 2.3:
If = ΦIo
(
1− e−Cuvxελ) (2.3)
where Φ is the quantum efficiency of the dye.
If a camera’s sensor observes a received intensity, Ir, and creates an image with a
grayscale value of gt then the relationship can be defined through Equation 2.4:
gt = [GIr + C]
γ (2.4)
where G is the gain, C the offset and γ the non-linearity co-efficient of the sensor.
Assuming that the received intensity is equal to the emitted intensity, that is Ir = If ,
a final expression can be obtained in Equation 2.5:
gt =
[
GΦIo
(
1− e−Cuvxλ)+ C]γ (2.5)
where GΦIo is typically replaced with a parameter, A, and Cuvελ is replaced with
a parameter, B. It can be seen that the A parameter is therefore a function of the
camera gain on the sensor, the efficiency of the dye and the incident intensity, whereas
parameter B is a function of the dye concentration and molar absorption. The equation
is then reduced to:
gt =
[
A
(
1− e−B.x)+ C]γ (2.6)
This model is explored here in greater detail through a series of experiments.
Throughout the work, the fluid used is composed of de-ionised water doped
with Uvitex NFW (disodium4, 4′ − Bis(2 − sulfonatostyryl)biphenyl), typically at a
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concentration of 0.05%. Uvitex is a fluorescent whitening agent that when illuminated
with a UV source emits a blue light with a peak at 475 nm. Even at the very low
concentrations used in this work there is an effect on the fluid properties compared to
pure water. The density of the mixture, ρmix, is calculated through consideration of
the respective masses (mw and mu for water and Uvitex respectively) and volumes (Vw
and Vu respectively) as shown by Equation 2.7. Kinematic viscosity, ν, is calculated
using the method proposed by Gambill [133], shown in Equation 2.8.
ρmix =
mw +mu
Vw + Vu
(2.7)
νmix =
(
ν1/3w + ν
1/3
u
)3
(2.8)
The values used for water and Uvitex are shown in Table 2.1 along with the resultant
mixture properties.
Table 2.1: Fluid properties for water, Uvitex and typical mixture ratios
Parameters at 20◦ Water Uvitex Mixture
(0.03%)
Mixture
(0.05%)
Density, ρ, [kg.m−3] 1000 1185 1000.1 1000.1
Kinematic Viscosity, ν, [m2.s−1]
×10−6 1.004 1.429 1.004 1.004
Illumination is provided by a Labino BigBeamTM UV light that emits UV light at
a peak of 365 nm.
The parameters in Equation 2.5 are not always uniform in time and space. The
camera gain G, offset C and non-linearity parameter γ are fixed. However, the incident
intensity Io is a function of the location of the region of interest in relation to the UV
light source because of the inverse square law [134]. The dye concentration Cuv should
be constant; however, the salts in Uvitex can react with the trace elements of metals
typically found in tap water. This results in the formation of a thick emulsion that
can cause blockages and also reduces the concentration of the dye immeasurably. To
overcome this, the Uvitex is only mixed with deionised water to minimise any changes
in dye concentration. Finally, the quantum efficiency of the dye Φ is known to be a
function of the exposure time to UV light, an effect often referred to as photobleaching.
Aguinaga et al. [135] suggests that a photobleaching effect occurs with Uvitex after
30 s of exposure to a UV source. The efficiency is also a function of the oxygenation of
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the fluid [136]. For simple static or surface flow tests this is unlikely to be a significant
issue. However, in tests where a tank of fluid is used and the fluid is recirculated around
a system this may become a problem. There are two potential solutions to this. Firstly,
batches of mixture should be mixed regularly and the operative aware of degradation
effects so new batches can be regularly created. The second option is to bubble nitrogen
through the mixture to purge the oxygen as suggested by Kramer et al. [136]; initially
for 15 min and then on a sufficiently regular basis dependent on conditions and usage.
The first option is chosen for this work to minimise experimental complexities.
To obtain a thickness of fluid from an image Equation 2.5 requires rearranging for
x and is shown in Equation 2.9, with A = GΦ and B = Cuvλ:
x =
−1
B
log
1−
(
g
1/γ
t − C
)
A
 (2.9)
To develop an understanding of how the key parameters A and B from Equation 2.9
effect the normalised grayscale value a small simulation exercise is completed here. A
range of fluid depths (0 ≤ x < 1 mm) are used and the parameters are perturbed
around an identified baseline (shown by the red line in Figures 2.1a and 2.1b).
(a) (b)
Figure 2.1: Beer-Lambert simulations showing the normalised grayscale, gt, value as a
function of fluid depth and (a) the A parameter and (b) the B parameter.
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The simulated grayscale values are plotted as filled contours. The larger values of A
generate larger values of grayscale. Values at the lower end of the A range demonstrate
a small variation in grayscale across the depth range, with the contours showing that
a plateau is reached at a depth not much greater than 1 mm. Conversely, the larger
A value (GΦIo) has the greatest grayscale range. The larger the grayscale range is for
a given depth range the greater the effective resolution. For instance, if the grayscale
is recorded in an 8 bit range (0 − 255) then at A = 0.3 the grayscale range is defined
by 77 values for the 1 mm, resulting in a resolution of 1/77 mm. At A = 0.7 the
range is defined by 180 values for the same 1 mm depth, resulting in a resolution of
1/180 mm. Equally, Figure 2.1b demonstrates that the grayscale value is considerably
less sensitive to the B parameter (Cuv and λ). The implication is that control over the
dye in terms of concentration and efficiency will minimise any potential for variation
of the B parameter.
There exists a number of experimental uncertainties that need consideration:
 Incident intensity for the tests are unlikely to be spatially uniform, so Io is not
constant for all points of interest.
 Absorption of the UV light may occur as a result of the use of acrylic in the
calibration vessel design. This will alter the incident and emitted intensities in the
calibration vessel but not the emissions from the surface of interest.
 Operational time of the UV light may alter the power reaching the surface of
interest, effecting the incident intensity (temporal variation).
 Dye characteristics may degrade as a function of time, known as photobleaching,
resulting in different levels of emitted light intensity from the same depths of fluid.
These variances are studied in greater detail here with controls or measurements
detailed.
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2.1 Control and Measurement of Experimental Variances
2.1.1 Spatial Variation in Incident Intensity
Having identified that a number of the parameters are functions of time and space it is
required to identify them and how they vary so that they can be accurately considered.
The incident intensity was identified as a key variable and as such an approach is
required that allows this value to be modelled. Therefore, it is proposed that the
relative incident intensity is mapped for every test. In some scenarios a traverse using
a power meter would be feasible. However, it is simpler in the cases to be tested to
illuminate a flat white surface at the location of interest, capture an image that shows
the intensity variation and then normalise the resulting grayscale values. An example
of this is shown in Figure 2.2, which was captured in the tunnel under test conditions
and covers an area similar in size to the model base.
Figure 2.2: Example UV normalised incident intensity, Io, across model base
The UV light used was a Labino BigBeam comprised of three sets of three LEDS
in an equilateral triangle arrangement facing directly out of the light. The resulting
incident map is therefore not a simple circular pattern that would be expected as a
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result of a typical inverse square law. The peak intensity around Y ∗ = 0.1 and overall
shape is indicative of the UV light placement in this example; the light was to the
right of the target pointing towards it. A significant proportion of the surface has an
intensity over 50% with the corners having the lowest recorded value of around 20%.
This range of intensities demonstrates the requirement to ensure that a model, or map,
of these values is used when performing the calculations. In the work presented here, a
lookup table for incident intensity (Io (Y
∗, Z∗)) is used to replace the simple constant
Io. Equation 2.5 then becomes Equation 2.10:
gt =
[
GΦIo (Y
∗, Z∗)
(
1− e−Cuvxλ)+ C]γ (2.10)
2.1.2 Attenuation by the Calibration Vessel
The acrylic that is placed over the fluid on the calibration vessel will attenuate both
incident and emitted intensities and is shown schematically in Figure 2.3, where τ475
is the transmissivity of the blue light (emitted at λ = 475 nm) and τ365 is the
transmissivity of the UV light (incident at λ = 365 nm).
Io τ365 · Io
Io
If
If475
τ475 · If475
Figure 2.3: Schematic showing transmissivity effects of acrylic block on incident UV
light and emitted blue light from the calibration vessel
The left hand side shows how the incident light, Io, induces an emitted light,
If , representative of what occurs for contaminant deposited on the model during any
experimental work; the doped water is fully exposed to both the UV light and the
camera. However, the calibration vessel, also in the image, has the 10 mm layer of
acrylic between the fluid and the camera and UV light. The incident light is attenuated
from Io to τ365Io. Equally, the emitted light is attenuated from If to τ475If . These can
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be substituted into Equation 2.10 to yield Equation 2.11:
gt =
[
Gτ475Φτ365Io (Y
∗, Z∗)
(
1− e−Cuvxλ)+ C]γ (2.11)
The effect of the acrylic in the calibration vessel on the incident UV light was
quantified by measuring the incident power at a series of x locations, that is the normal
distance from the front of the light. Measurements were taken with and without the
acrylic block between the power meter and the UV light source, with the absorption
calculated as the ratio. The results are shown in Figure 2.4.
Figure 2.4: The effect of acrylic on incident power. Absorption shown in green refers
to the right-hand y− axis. UV light power shown in red and the power attenuated by
the acrylic block shown in blue.
Typical absorption rates are around τ365 = 65%, confirming that the recorded
intensities emitted from the calibration vessel images must be corrected for the incident
intensity. The emitted blue light has a typical transmissivity of 98%. Figure 2.4 also
shows the variation of the incident intensity as a function of the axial distance from
the source (x). It can be seen that it is very similar to the expected inverse square
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function. The location of the UV light should therefore be as close as practicable to
the region of interest without causing non-linearities due to the reflections of the bulbs.
2.1.3 Warm-up
The UV light used employs LED bulbs that don’t exhibit typical warm-up effects of
incandescent bulbs. However, extended operation may result in power variations that
would imply that the incident intensity, Io, is a function of operational time in addition
to location. To test this, the UV light was left to fully cool overnight. A power meter
was located at an axial distance of 200 mm from the light in the previously identified
region of peak intensity. The power meter was set to record and the light activated.
The results of peak measured power are shown in Figure 2.5.
Figure 2.5: UV light warm-up effect. Measured power as a function of time; inset shows
detail around power-on. Measured data in red, 20 s moving average in blue.
Past an operational time of approximately 200 s that the recorded power was
relatively constant. The inset shows that there is an overshoot of approximately 1%
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that takes over 60 s to settle. To avoid any variation resulting from operational time
the light was turned on prior to the commencement of testing and a protective cover
placed over it to avoid unduly exposing operatives to UV light.
2.1.4 UV Dye Degradation
As previously discussed, photobleaching is normally used to describe the effect of dye
degradation as a function of exposure to UV light. The effects can be clearly seen in
Figure 2.6a that shows a typical image captured after a wind tunnel test of the base
and calibration vessel.
(a) (b)
Figure 2.6: Example images (processed for visualisation) of a contaminated model base
from testing. (a) Photobleached and (b) Non-photobleached.
The base exhibits barely any of the blue colour emitted from the doped water.
However, the calibration vessel is clearly showing a range of fluid depth, from 0 mm
at the bottom to 0.9 mm at the top. The calibration vessel was filled with the same
doped water as that deposited on the base and was captured in multiple images prior
to this. As such, the fluid in the calibration vessel has been exposed to an order of
magnitude more UV light than that deposited on the base. This implies that the
effect observed is not a result of the exposure to UV light, but probably a function
of the oxygenation [136] caused by recirculating the fluid through the spray injection
system used to contaminate the base. Figure 2.6b is a repeat of exactly the same test
(duration, lighting and camera exposure controls) with a fresh batch of doped water.
The difference between the two figures is clear to see.
This affect was further tested by illuminating a freshly filled calibration vessel with
the UV light and capturing an image every 60 s for 15 mins. The recorded grayscale
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is obtained for every image and the variation over time for a section of the vessel is
shown in Figure 2.7.
Figure 2.7: Uvitex photobleaching effect across a small band of the calibration vessel.
Images taken every minute.
There is a degradation over time with a cumulative error of approximately 0.08 mm
(recalling that the vessel has a depth change of 1 mm over the section this equates to an
approximate difference of 8% from start to finish). Further, the first 10 minutes show
very little reduction in grayscale. This is significantly longer than the 15 s suggested
by Aguinaga et al. [135]. This adds credence to the idea that it is oxygenation that
is causing the degradation observed in Figure 2.6a. In the tests, the vessel is only
exposed during image capture for a period of approximately 10 s and typically 20 tests
are conducted per batch of mixture. As such, a batch of mixture is only exposed for a
few minutes in the calibration vessel in total, well within the 10 minutes observed here.
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2.2 Thin Film Calibration
Reported methods for thin film calibration [93] have used a calibration vessel with
a series of discrete fluid depths to generate a curve that can be used to calculate a
fluid depth from a test image. The vessel used here, illustrated in Figure 2.8 and
photographed in Figure 2.9, has a continuous fixed gradient shown in the A-A cross
section.
50 6
6
10
0
100 25 10 10
A
A
Section A-A B C
Figure 2.8: UV calibration vessel to be filled with UV dye doped water. Varying depth
across section shown exaggerated for illustration.
The surface of interest is a 50 mm square with a gradient of 1◦ to give a
depth change of approximately 0.9 mm. The surface is carefully prepared with
isopropylalchohol (IPA) to remove any dirt and then covered with a thin black vinyl
ensuring no bubbles or ridges are formed and to stop reflection effects from the machined
surface (D in Figure 2.9). To allow the vessel to be used in any orientation, dependent
on the needs of the test, and to ensure that there are no miniscus effects, a piece of
clear acrylic (B) is placed directly over the vessel and clamped in place by a hollow
square section (C).
When illuminated with a UV light the fluid in the vessel will generate a range of
emitted intensities and hence grayscale, as a function of the position and hence depth
of fluid. When the grayscale is plotted as a function of this depth a curve fit can be
undertaken using a least squares method to identify the parameters in Equation 2.5.
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Figure 2.9 shows a photo of the disassembled calibration vessel. Note the acrylic block
(B), the clamping section (C ) and the vinyl covering the surface (D).
B C
D
Figure 2.9: Calibration vessel used to obtain thin film calibrations (B) acrylic block
(C) hollow square section.
Figure 2.10 shows the calibrations for the thin film approach. The data for the
calibration vessel are plotted with the blue asterisks and the initial curve fit using
Equation 2.11 shown by the black line. This includes the variations of the incident
intensity (Io = Io(Y
∗, Z∗)) and the absorption of the acrylic. The light blue line is
then the result of a normalised, uniform, incident intensity (Io = 1). The dark blue
line represents the final thin film calibration curve that has effectively removed the
variations due to incident intensity and absorption.
These variations generate significant differences in depths. Consider an image
having a region of interest illuminated with peak incident intensity and grayscale values
of 0.2 and 0.3. The initial estimate of fluid depth using the calibration vessel would
be 0.8 mm and 1.25 mm respectively; whereas the corrected values are 0.2 mm and
0.4 mm. The plot also illustrates well the non-linear relationship of grayscale to depth,
confirming the validity of the measures reviewed in §1.1.7.
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Figure 2.10: Normalised grayscale value against fluid depth for typical thin film
approach; blue crosses represent the actual data from the test, the black line is the curve
fit, the cyan line corrects for incident intensity (Io) and the dark blue line represents
the thin film calibration that accounts for incident intensity (Io) and transmissivity (τ)
2.3 Droplet Calibration
In practical use fluid contamination is transferred onto the base in the form of droplets
rather than as a thin film. A second approach to calibration is therefore studied here
based around droplets. This droplet calibration will be obtained by capturing side and
plan images of a droplet on a representative test surface.
2.3.1 Experimental Approach
In a similar fashion to a thin film calibration a droplet calibration requires a depth-to-
grayscale relationship to be identified. To obtain this two DSLRs and a UV light were
setup as shown schematically in Figure 2.11. The DSLR capturing the plan profile was
a Canon 5d Mk.3 DSLR (2) having a 22 MP sensor with a Canon 100mm macro lens
fitted and a Nikon D3200 DSLR (7) having a 24.2 MP sensor with a Sigma 180mm
macro lens was used to capture the side profile. This resulted in spatial calibrations
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of 38 pixels per mm and 250 pixels per mm respectively. Images were captured in the
respective RAW formats to ensure no processing was undertaken by the camera.
1 2
3
4
4
6
6
5
5
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8
1 UV Lamp
2 DSLR Camera 1
3 Field of View 1
4 Calibration Vessel
5 Droplet
6 Test Surface
7 DSLR Camera 2
8 Field of View 2
Side View
Plan View
Figure 2.11: Schematic showing experimental arrangement for UV droplet imaging.
Side view on top, plan view underneath. Not to scale.
The exposure settings were selected to minimise ambient lighting and stop
saturation resulting from the emitted blue light. The fields of view, (3) and (8), were
set to maximise the droplet size on the sensor and in the case of camera (2) to ensure no
shadow from the UV light was cast. A 1 ml medical syringe was used to form droplets
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(5), one of ∼ 20 µL and one of ∼ 40 µL, on a horizontal black vinyl covered surface (6).
Vinyl was used here since it would also be required for testing a model in the tunnel in
the later experiments.
In addition to being used in later experiments, the vinyl was used to remove any
potential reflections that can be seen in the images of Figure 2.12. Figure 2.12a shows
the blue channel of a droplet of doped water that has been formed on a machined and
polished bare aluminium surface, illuminated and photographed in the same fashion as
shown in Figure 2.11. Figures 2.12b and 2.12c demonstrate the problem clearly; there
is a ring of relatively high intensity around the contact line that when converted into
a depth through any calibration approach would result in large errors. This ring may
be caused by a combination of refraction into the droplet, reflection from the surface
and then internal reflections. The cause of the effect is not the focus of this work and
so the surfaces are covered in a thin matte black vinyl to minimise surface reflections.
(a)
(b)
(c)
Figure 2.12: Example UV droplet on a bare aluminium surface. (a) Blue channel direct
from the camera (b) Intensity map of the same droplet (c) Intensity through a slice of
the same droplet, location shown in (b) by the red line.
The UV light (1) was used to illuminate both the droplet of (Uvitex at 0.03%)
doped water and a calibration vessel (4) adjacent to the surface and at the same distance
from surface to sensor. A sequence of images were captured. The initial set had no
fluid present and were used to perform a background subtract with the aim of removing
noise and undesired artefacts from the image. A second set, an example of which are
shown in Figure 2.13, were then captured with the droplet in view from both plan and
side.
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(a)
(b)
Figure 2.13: Example droplet raw imagery for alternative calibration. (a) Side image
as taken, red lines indicating ACL and surface. (b) Plan image as taken.
Figures 2.14a and 2.14b show the resultant images after background subtract. The
red horizontal line in Figures 2.13a and 2.14a show where the surface is in the test.
The visible blue light beneath the line is the reflection of the droplet on the surface.
The background noise and foreground have been removed to make processing more
consistent.
(a)
(b)
Figure 2.14: Example droplet processed imagery for alternative calibration. (a) Side
image with background subtract, red lines indicating ACL and surface. (b) Plan image
with background subtract.
The RAW images were loaded into MATLAB and a binarised version of the image
was used to identify the centre of the droplet in plan using a Hough transform [137].
Using this centre as the origin, the image is then transformed into polar co-ordinates
and shown in Figure 2.15, with the radius on the x−axis and the angle on the y−axis.
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Figure 2.15: Normalised grayscale (gt) as a function of radius and angle for a typical
droplet such as Figure 2.14b
The banded profile along the radius means a very similar grayscale value for all θ
for any given radius. This indicates a high degree of circularity that in turn makes it
viable to take an average intensity for every radius. The side profile image generates
data that represents height for any radius. These two data sets (grayscale as a function
of radius and height as a function of radius) are shown in Figure 2.16.
These are combined to give grayscale as a function of height (depth). This is shown
in Figure 2.17 as a droplet calibration alongside the thin film calibration. Since this is no
longer in the form of Equation 2.5 a different approach is required to be able to identify
a depth of fluid from a grayscale value. It is noted that the ratio of the droplet data
to thin film calibration is approximately quadratic. The quadratic parameters can be
identified resulting in a formula that can be rearranged that describes the relationship
between fluid depth and grayscale value for the droplet data. This is shown in red.
The curve is quite different to that of the thin film calibration; below 0.65 mm the thin
film calibration predicts a larger grayscale value and higher than 0.65 mm it predicts
a lower value. Furthermore, the shape of the graph is significantly different to the thin
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(a) (b)
Figure 2.16: Droplet geometry data from plan and side images. (a) Normalised
grayscale (gt) value as a function of droplet radius [mm]. (b) Droplet height [mm]
as a function of radius [mm].
film calibration, likely as a result of refraction.
Snell’s Law relates the angles of incidence at a surface interface to the refractive
indices and is shown in its standard form in Equation 2.12.
sin θ2
sin θ1
=
n1
n2
(2.12)
where ni is the refractive index of material i and θi is the angle of incidence.
Figure 2.18 illustrates how light travels through the fluid in the two calibration methods.
Figure 2.18a shows x as being the depth of fluid at the location the light enters the fluid
and also the distance travelled by the incident light that in turn generates the emitted
blue light. However, Figure 2.18b shows the effect of refraction. Whereas before the
depth of fluid and the distance travelled at the point of incidence were the same, with
the droplet the distance travelled by the incident light, x, is greater than the depth of
fluid h. The effect is further complicated when considering that the light is emitted
over a short radial distance, that is δr = x sin θ2. These considerations help explain the
results observed in Figure 2.12.
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Figure 2.17: Normalised image grayscale (gt) value as a function of fluid depth:
calibration fit (black), thin film calibration (blue), droplet calibration (red) and raw
droplet data (green)
Air
Liquid
Solid
x
(a)
r
h
x
Air
Liquid
Solid
θ1
θ2
(b)
Figure 2.18: Schematic showing path of light (in red) through water; (a) thin film
showing zero refraction and travelling a distance x and (b) droplet showing refraction
at the air-liquid interface travelling a distance x
2.3.2 Results
To specifically test the droplet calibration the same experimental arrangement as shown
in Figure 2.11 was used to take images of droplets with target volumes of approximately
20, 40 and 60 µL (5 of every volume) on a set of scales accurate to 1 mg. The standard
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deviation and mean of these weighed drops was used to plot the known droplet volume
on the x-axis of Figure 2.19.
Figure 2.19: Estimated volumes of droplets using the droplet calibration as a function
of actual volume
Using the droplet calibration from Figure 2.17 the plan and side images were
processed to obtain volumes. The mean and standard deviations of these estimated
volumes are shown on the y-axis (estimated volume). Figure 2.19 demonstrates that
the droplet calibration identified volumes accurately, typically within 2 µL or between
3 and 10%, at all three tested volumes, making it suitable for applications where very
large droplets are not expected (large droplets risk moving and therefore corrupting
the location of deposition data in the contamination test). It also demonstrates that
the image is sufficiently high in resolution to capture the grayscale gradient across the
droplet.
69
An Objective Measure of Surface Contamination Comparison of Calibration Methods
2.4 Comparison of Calibration Methods
2.4.1 Experimental Approach
A similar experiment to that described in §2.3.1 was undertaken to demonstrate
the comparable effectiveness of the two calibrations and is shown schematically in
Figure 2.20.
1 2
3
4
5
6 7
1 UV Lamp
2 SLR Camera
3 Field of View
4 Calibration Vessel
5 Scales
6 Spray
7 Spray Container
Figure 2.20: Schematic showing validation method of processing techniques with
uncharacterised spray; UV light and SLR above test area, test area sat on scales
adjacent to calibration vessel with spray container showing how spray impinged onto
surface.
The same UV light source (1) and DSLR (2) were used; this time located further
away to capture a larger test area in the field of view (FoV) (3), resulting in a lower
spatial calibration of 21 ppmm (compared to 38 previously). The calibration vessel
(4) was located within this FoV having been filled with doped water. Adjacent to the
calibration vessel was a test surface covered in vinyl as before, located on a set of scales
(5). Again, droplets were formed on the surface to generate a droplet calibration. The
surface was sprayed (6) from a container of the same doped water (7). An image was
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captured and the weight shown on the scales recorded. The process was repeated twice
more, incrementally adding mass and relocating existing mass in the process. The test
surface was then cleaned thoroughly and the whole process repeated a further four
times to give fifteen data points in total. The images were loaded into MATLAB and
processed with both calibrations to give a mass of fluid in the area of interest.
A comparison of the thin film and droplet calibrations are shown in Figure 2.21.
As before, there is a different profile for the droplet calibration compared to the thin
film calibration. At grayscale values below 0.175 the droplet calibration will estimate
a higher depth of fluid than the thin film calibration.
Figure 2.21: Calibration curves for sprayed surface tests; thin film calibration (blue)
and droplet calibration (red)
2.4.2 Results
Figure 2.22 shows the measured mass against the estimated mass for all the sample
points processed using both calibrations. The gray line is a reference target line and
the points are colour coded to match the method in Figure 2.21. It is apparent that
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there is a spread of data across the calibration methods with the closest match being
the thin film calibration. The droplet calibration performs well with the smaller test
masses but overestimates when identifying the larger masses. The calibration curves
demonstrate that the droplet method tends to overestimate depth compared to the thin
film method for shallow depths, suggesting that the increase in mass on the test surface
is biased towards small droplets. Further, the reduced spatial resolution compared to
the droplet validation test may result in a shift towards all fluid appearing as a thin
film. Finally, the higher measured masses tended to result in some large pools of fluid
that has virtually no change in height, that is, it is a thin film. The implication is that
there is a shift from a calibration that is correct for droplets to a more typical thin film
calibration.
Figure 2.22: Estimated mass as a function of measured mass via different calibrations;
thin film calibration with a blue diamond outline and droplet calibration with a red
pentagram outline.
Figure 2.23 shows a contour map of the data, with two lines drawn (one in blue and
the other in green) that are then shown in profile in Figure 2.24. It is clear that there
is some fine spray (radius < 0.4 mm) that has been resolved along with larger pools
of fluid. There are some unexpected spots of zero data in the centre of a few of these
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pools (A). Inspecting the original images reveals that these are collections of very small
air bubbles in the fluid caused by the bottle used to generate the spray. These bubbles
produce a high grayscale level around their circumference, due to a combination of
refraction and internal reflection, with a very low grayscale value inside the bubble.
When processed these high values exceed the range of expected intensity and are hence
set to zero. This will impact on the estimated volume in that region; since this is the
highest point of the fluid the estimated volume will under-predict the actual value.
A
A
Figure 2.23: Contour of tested surface showing fluid depth using the thin film
calibration. Green and blue lines are shown in profile in Figure 2.24
The impact on the estimate of height of the air bubbles is evident in the bottom x-
axis of Figure 2.24 at around 50mm. The estimated height drops from nearly 1.8 mm to
zero and then back. The larger zero area (A) is approximately 1 mm2 and again around
1.8 mm deep, equating to 1.8 mg. Consequently, although these regions are apparent
they do not represent significant errors; typically less than 1% when considering masses
at least two orders of magnitude larger. Further, it is expected that in tests conducted
in the wind tunnel these bubbles will not be present; the spray here is generated as an
aerosol from the container that has a propensity to mix air with the fluid.
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Figure 2.24: Profile views of droplet field from Figure 2.23 using the thin film calibration
Figure 2.25 shows a cumulative distribution histogram of the non-zero depths of
fluid from the data shown in the contour plot in Figure 2.23. The volume identified
across the whole test image has 99.8% of its population less than 1.7 mm (the peak
depth at region A). This demonstrates that the bulk of the mass arises from shallower
depths of fluid.
Figure 2.21 showed that the thin film and droplet calibrations had a crossover
around 0.6 mm depth; this depth represents approximately 85% of the fluid according
to Figure 2.25. This demonstrates that the thin film calibration method is most suited
to contamination style tests.
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Figure 2.25: Histogram showing cumulative population of fluid depths for Figure 2.23
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2.5 Summary and Conclusions
The first objective for this research detailed in Section 1.2 was:
“To develop a suitable, validated method for quantifying surface contamination”
This chapter considered the relationship between fluid depth and grayscale value
of UV dye doped water in greater detail. The analysis revealed that certain parameters
in the model are spatially and temporally variable. These were investigated through
a series of controlled experiments that demonstrated the variations of the incident
intensity, the attenuation effect of transparent surfaces and the potential for dye
degradation.
A thin film calibration using a vessel with a known depth gradient was developed
and combined with control measures and corrections that accounted for spatial and
temporal variations and dye degradation. It was shown that these variations, overlooked
or dismissed in the reviewed literature, can cause a two to three fold difference in depth
estimation.
Base contamination can take the form of drops, rivulets or thin films. As such,
a second, novel calibration method was developed based on individual drops. A drop
illuminated by UV light was captured in plan and side profiles. This allowed a droplet
calibration using side view for depth and plan view for grayscale to be identified. This
method was tested using individual drops of known mass and shown to be successful.
Finally, both thin film and droplet calibration methods were applied to a simplified
contamination test. Doped water was sprayed onto a surface located on a set of scales.
Images were captured and processed using both techniques, producing good results for
both but better for the thin film calibration.
The accuracy of the thin film calibration demonstrates its suitability for use as
an objective measure of surface contamination and that it should be applied to wind
tunnel tests.
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CHAPTER 3
Parametric Study of Base Contamination
In this chapter, the methods explored and detailed in Chapter 2 are used to perform a
parametric study of the influence of rear end geometry on base contamination. This is
undertaken in the Loughborough University Large Wind Tunnel using a representative
quarter scale generic SUV model. The model is tested in three configurations; a baseline
configuration at a nominal ride height with no roof taper and a 10◦ diffuser, a 10◦ roof
taper configuration and then the baseline configuration at an increased ride height.
These are chosen since the tapered configuration will generate a significant change in
the wake and the high ride height a more subtle one.
The model aerodynamics are first characterised by a series of experiments with
base pressures and vertical streamwise PIV planes captured to enable future validation
of numerical simulations in the continuous phase. A spray injection system is employed
in the wind tunnel tests to simulate tyre spray from a single wheel. By spraying from
just one side the results can be more clearly interpreted without assuming the actual
source location. This spray is also characterised through a separate PDA experiment
to ensure numerical simulations employ the actual initial conditions.
The water sprayed into the tunnel is doped with the same UV dye employed in
Chapter 2 and the approach of using a calibration vessel, UV light and obtaining
a thin film calibration are also used. Different spray durations are tested for the
configurations and each test is repeated five times. The results are analysed using an
objective measure and compared between model configurations and also with previously
identified measures of contamination.
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3.1 Methodology
3.1.1 Tunnel and model
The SAE J1594 sign convention [138] is used throughout this work and is shown in
Figure 3.1, with the origin at mid-wheelbase, mid-track on the ground. The key
elements of this sign convention used are that X is positive towards the base from
the centre and Y positive to the right hand side from the centre, where the left is the
side visible.
x
y
z
D
S
L
YM
PM
RM
Figure 3.1: SAE aerodynamics sign convention [138] with the origin defined as centre
wheelbase, centre track on the floor. Note: the visible side is referred to as the left
hand side throughout this work.
The generic SUV model first described by Wood et al. [38] was used throughout
testing with some minor configuration changes. This model was chosen since it is a
simplified example of the style typical of the project sponsors and was designed in
association with them. All test were conducted with wheels rather than the blanking
elements and no underbody roughness was added. The original 29.8◦ diffuser clearly
showed separation at the leading edge in the off centreline PIV planes [38]. To remove
the likelihood of this separation, and the uncertainty around flowfields that result, it
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was replaced with a 10◦ one. Key dimensions are detailed in Table 3.1 and the base
geometry is shown in Figure 3.2 with all dimensions in mm.
Table 3.1: SUV model key dimensions
Dimension Value Normalised value
Length 1040 mm 2.537
Wheelbase 650 mm 1.585
Width 410 mm 1.000
Origin to base 515 mm 1.256
Baseline taper angle 0◦
Diffuser angle 10◦
All dimensions presented in this work are normalised by the model’s base width
(W ) of 410mm and the freestream velocity V∞. They are represented by the superscript
∗, in particular X∗, Y ∗ and Z∗. The ride height, that is the distance from the ground
to the bottom of the model, can be set to one of H∗ = 0.159 or H∗ = 0.195 (that is,
65 or 80 mm). The base of the model is at X∗ = 1.256.
Figure 3.2: Loughborough University SUV model geometry
Three configurations of the SUV model are tested in this work and are detailed in
Table 3.2. The dimensions for these specific configurations are shown in Figure 3.3.
Table 3.2: SUV model configurations
Name H∗ θRT [◦]
Baseline 0.159 0
Tapered 0.159 10
High ride height 0.195 0
All data was acquired in the Loughborough University Large Wind Tunnel,
illustrated in Figure 3.4. Additional details, including inlet profile and detailed
geometry can be found in Johl et al. [139] and Johl [140]. The working section has
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Figure 3.3: Loughborough University SUV model base geometry with red showing
θRT = 0
◦ and green the θRT = 10◦ configuration at H∗ = 0.159
a 1.92 × 1.32 m cross section, expanding to 1.94 m × 1.32 m over its 3.6 m length to
negate the effects of boundary layer growth on axial pressure gradient. The blockage
for the generic SUV is 5.6% for H∗ = 0.159 (baseline and roof tapered configurations)
and 5.7% for H∗ = 0.195 (high ride height configuration).
Figure 3.4: Loughborough University large wind tunnel layout [139]
The walls and a section of the roof are constructed from toughened glass allowing
the optical access required for PIV and other such imaging techniques. The floor is
fixed, generating a displacement thickness δ∗ = 9.4 mm at typical model locations. The
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9 bladed, 140 kW , fan is located downstream of the working section and can create
test speeds up to 45 m.s−1. The test section working velocity is typically 40 m.s−1,
with a turbulence intensity at this velocity of 0.2% and the deviation from the bulk flow
velocity is ±0.4%. The temperature, free-stream static and total pressure are measured
at the start of the working section with a pitot-static tube and thermocouple; all of
these data are delivered digitally to the control computer that is used to control the
tunnel speed to within ±0.4 m.s−1 and to calculate the force and moment coefficients.
The atmospheric pressure is measured with a Druck DPI 142 barometer located in
the wind tunnel control room and manually entered into the tunnel control software.
Balance measurements from Varney et al. [141] are used for illustrative purposes having
been taken through the AeroTech 6-axis underfloor balance and logged at 300 Hz in
the software along with the tunnel speed and temperature and ambient pressure. These
latter variables were recorded to allow any simulations of the experiment to replicate
the conditions accurately.
3.1.2 Pressures
The pressure data presented in this work was supplied by Varney [142] and captured as
part of the work presented in Varney et al. [141]. 128 tappings were located across the
base region in a grid pattern, connected by polyurethane tubes of length 550 mm to a
pair of a Chell CANDaq miniature pressure scanners internally mounted. Pressure data
was recorded at 260 Hz for 300 s. The signals were corrected for magnitude and phase
distortions generated by the tubing as per Wood et al. [38]. The standard deviation
was calculated, along with the mean, to illustrate the fluctuating components of the
measurements. The drag co-efficients for the three configurations tested are shown
in Table 3.3 for reference. These have used the total projected frontal area and the
velocity has been corrected for blockage [141].
Table 3.3: Drag and lift co-efficient values for SUV model variants (courtesy of Varney
[142])
Model Variant A [m2] Cd Cl
Baseline configuration 0.139 0.4347 0.1284
Tapered configuration 0.139 0.3834 0.3129
High ride height configuration 0.142 0.4612 0.1328
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3.1.3 PIV
As presented in §1.1.4, PIV is a non-intrusive velocity flowfield technique. In the
present work 2D planar PIV was used to obtain the time averaged flowfields in the
vertical streamwise direction at Y ∗ = 0 and Y ∗ = 0.220 - being the model centreline
and one quarter of the track respectively - where Y ∗ is the distance of the plane from
the centreline normalised by the model width (W ). The flow was seeded with small
(typically 1 µm) droplets of Di-Ethyl-Hexyl-Sebacate (DEHS) generated by a PIVTec45
atomiser. These are known to be suitable as tracing particles [63, 143] since they have
a fast response time, that is, they follow the flow [144]. The general layout is shown
schematically in Figure 3.5.
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5 Camera 1 FoV
6 Camera 2 FoV
7 Laser Sheet
8 Laser
Figure 3.5: Vertical streamwise PIV arrangement in Large Wind Tunnel. Not to scale.
Due to the open circuit arrangement of the tunnel, seeding was continuously
generated during the test. The seeding (2) was emitted into the tunnel at two locations;
in the contraction (1) just after the flow refinement and also through a flush floor
mounted system (3) at the start of the working section. A Litron Nd-YAG double
pulsed 200mJ laser (8) of wavelength 532 nm was used as the light source, operating
at its peak of 15 Hz. This was located outside the tunnel, on the roof, on a purpose
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built frame. The laser beam was guided through a 90◦ mirror and then through a
focussing ring and sheet optic to form a streamwise triangular sheet (7) focussed to
2 mm wide. The laser was located such that peak power was located at approximately
X∗ = 1.5 to maximise light in the wake region. The pulses were generated via a
Programmable Timing Unit (PTU) that also triggered image capture via a pair of
LaVision Scientific Complementary Metal Oxide Semiconductor (sCMOS) cameras.
These have a resolution of 2560 × 2160 pixels and were each equipped with a Nikon
35 mm prime lens set with an aperture of f/5.6. The cameras were mounted on
Manfrotto tripod heads bolted to a carriage located on an Igus frame outside of the
tunnel allowing both streamwise and vertical freedom along with full rotational freedom.
This resulted in a field of view (FoV) in excess of 600 × 450 mm (5 and 6) with 0◦
rotation for both cameras in all three axis and an overlap of 240 mm across the cameras
achieving a spatial resolution of 5 pixels per mm.
For each test 1024, image pairs were captured to ensure sufficient statistical
certainty in the measurements [145] and these image pairs were processed in DaVis 8.4.
A calibration plate was used to assist in the de-warping of images, with an RMS of a
rectilinear grid fit of < 0.2 pixels obtained throughout. A geometric mask was applied
to remove extremities and model reflections and a Butterworth filter was applied to
further minimise the effect of reflections. The interframe time, (dt), was optimised
for every configuration by performing a sweep of values between 25 − 32 µs with dt
values of 28 or 29 µs used based on assessment of the probability density functions and
pixel displacement scatter plots. According to Overmars et al. [146], the effect of pixel
locking can be quantified by calculating:
C = 1− Nmin
Nmax
(3.1)
where Nmin and Nmax are the lowest and highest counts in the fractional histogram.
The dt values selected typically resulted in values of C < 0.2, suggesting virtually no
pixel locking. A multipass scheme of PIV processing was undertaken starting with 3
passes with a window size of 256× 256 with a square weighting and an overlap of 50%,
reducing down to 2 passes with a circular weighting and a window size of 48×48 with a
50% overlap. The final window size was selected based on the interframe time, expected
velocities in the region of interest and the seeding density achieved. Extensive details
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regarding PIV testing in this tunnel facility can be found in Littlewood [147], Wood
[148] and Perry [47].
3.1.4 Spray injection system
To study base surface contamination using the approach described in Chapter 2 doped
water must be sprayed into the tunnel. A spray rig was designed and is shown
schematically in Figure 3.6.
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4 Nozzle
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6 Solenoid return
7 Nozzle feed
8 Pump return
9 Solenoid feed
Figure 3.6: Water seeding schematic showing the tank, pump, solenoids and nozzle
arrangement
The spray is generated by a BETE MicroWhirl nozzle (4) mounted in the tunnel at
X∗ = 1.007 and Y ∗ = −0.415 (86 mm behind the rear-left mounting pin of the model)
to maximise spray entering the wheel wake. The nozzle exit is aligned to the floor at
45◦ to the horizontal to minimise impingement on both the diffuser and tunnel floor
and is sealed in place with a standard silicone sealer to reduce damage to the tunnel
and stop fluid entering the balance room located directly beneath the working section.
At full scale a typical spray droplet has a diameter of DF = 200 µm [27, 31, 32]. For
a Range Rover travelling at the Motorway cruising speed of U = 31 m.s−1 (∼ 70 mph)
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with a width of 2 m the Stokes number is given by Equation 3.2:
StkF =
1000
(
200× 10−6)2
18× 1.825× 10−5
31
2
= 1.887 (3.2)
If the experiment is to achieve Stokes similarity then the target drop size diameter can
be calculated by Equation 3.3:
Dm =
√
1.887× 0.41× 18× 1.825× 10−5
1000× 40 ≈ 80 µm (3.3)
However, water emitted from Laskin nozzles are rarely able to achieve such a large size.
A lower pressure was tested in an attempt to generate the target droplet size but the
spray time required to yield sufficient contamination on the base for useful analysis
became significantly longer. This caused the following issues:
 Significant volumes of fluid were seen travelling along the tunnel floor, potentially
risking the structural integrity.
 Evaporation of droplets on the base was observed, which would result in the
underprediction of mass.
 A greater chance of two larger droplets interacting on the base forming a rivulet.
As such, a pressure of 110 bar was used that permitted a range of spray durations
without any of the potential problems identified.
The nozzle is attached to a SciTek seeding pump (5) via a pair of CS Fluid Power
AD-8112-T-G2-G fast acting (< 20 ms) high pressure (120 bar) normally closed, two-
way solenoid valves, with the feed solenoid valve (3) located less than 100 mm from
the nozzle. A tank (1) containing approximately 10 l of doped water is located above
the pump being a mixture of deionised water and Uvitex at a 0.05% concentration.
The mixture is stirred regularly with an inert device to ensure an even concentration.
To minimise exposure to UV light the tank is covered with a dark material and the
lights kept turned off. The solenoid valves were operated by a simple push button
actuator controlling a Schneider RE17-RBMU one shot timing relay. This is capable of
operating for a time between 0.1 s and 100 hours dependent on the location of a series
of manually operated dials. Table 3.4 details the operating modes of the solenoids in
the arrangement.
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Table 3.4: Spray system solenoid states during contamination tests
Mode Process Sf Sr
1 Start Closed Closed
2 Power On Closed Open
3 Pump On Closed Open
4 Spray On Open Closed
5 Spray Off Closed Open
6 Pump Off Closed Open
7 Power Off Closed Closed
When the pump is turned on the pressure ramps up from zero to the required
pressure (110 bar). During this ramp up, the mass flow rate and the drop size
distribution will be inconsistent. Equally, when the pump is turned off the pressure
drops to zero and the same consequences occur. To provide suitable high quality data
for comparison with CFD these ramp-up and ramp-down effects need to be removed.
This is done through the addition of a pair of solenoids that control the flow to the
nozzle.
When the system is powered on (Mode 2) the return solenoid (2) is opened, allowing
the seeding pump to be turned on (Mode 3) and build up the required pressure of
110 bar in the system. This mode ensures that spray is not emitted into the tunnel
as the pressure increases up to test levels. The wind tunnel was turned on and set to
operate at 40 m.s−1. After a 60 s period for the flow to settle, the system is activated
for the pre-selected time (Mode 4). This synchronously opens the feed solenoid valve
and closes the return one. With the nozzle as close as practicable to the feed solenoid
the response time is minimised, meaning the nozzle is exposed to the target pressure
almost instantly. After the set time the reverse operation occurs automatically (Mode
5); the return valve is opened and the feed valve closed. This in turn ensures minimal
over-run. The solenoids achieve two important aims; they generate repeatable and
known emission times and they emit a consistent drop size distribution. The tunnel is
then turned off with an approximately 30 s run down time.
The camera, a Canon 5d Mk.3 DSLR with a Canon 100mm macro lens fitted, was
placed in the tunnel on a sturdy aluminium tripod at approximately X∗ = 5.50, with
a y − axis rotation of −9◦. The calibration vessel from Figure 2.8 was placed next to
the base of the model, oriented such that the lowest fluid level was aligned with the
base as shown in Figure 3.7. The camera location ensured that the calibration vessel
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and the model base fill the field of view, thereby maximising resolution.
Figure 3.7: Example test image showing field of view covering base and calibration
vessel
The location of the tripod feet were marked on the tunnel floor to ensure the
same location was used in all tests. The base was then lit with a UV light, located at
approximately X∗ = 3.70, again marked on the tunnel floor, such that it doesn’t block
the view of the model from the camera. The image is then captured in RAW format to
ensure no processing is undertaken by the camera that would irreparably change the
image. Exposure settings of ISO 1600, shutter speed of 1/8 s and an aperture of f/8.0
were used, the full frame sensor of the camera allowing a larger ISO without noise. A
schematic showing the arrangement in plan view is shown in Figure 3.8. Typical spatial
resolutions of 10 pixels per mm were achieved.
1
2
3
4
5
1 SUV Model
2 Calibration Vessel
3 UV Lamp
4 Field of View
5 SLR Camera
Figure 3.8: Schematic depicting plan view of optical arrangement during post-test base
image capture
As described in §2.1.3, variation in the intensity of illumination from the UV light
occurs as a function of operational time and observation location. To minimise the time
variation, the UV light is left turned on for the duration of the test period to ensure
a consistent power output. To account for the illumination variation a sheet of white
87
Parametric Study of Base Contamination Methodology
card is placed at the base position, filling the camera’s field of view. This is illuminated
with the UV lamp and an image taken. The resulting image is processed in MATLAB
to obtain the relative intensities for all pixels. This incident intensity map is then
used in the Beer-Lambert Equation 2.11 (specifically, Io (Y
∗, Z∗)) when calculating the
depths of fluid. Every image was loaded into MATLAB and the calibration vessel region
identified. A mask was drawn in MATLAB around the base of the model to ensure that
the image processing was only applied to the region of interest, carefully discounting
the radiused elements and any visible tapered surface. The calibration vessel and base
images were then processed as before to generate a mass of fluid for every pixel.
To ensure that any joins in the model components did not impact on the images,
a thin (≈ 1 mm) sheet of shaped perspex was attached to the base. The whole base,
diffuser and tapers were then covered in a single piece of matte black vinyl. This
ensured that the model didn’t suffer any water damage and provided a consistent surface
finish. Equally, vinyl was applied across the floor of the working section to preserve
the integrity of the tunnel and minimise the risk of fluid damage to the balance that
may occur through the gap between the tunnel floor and mounting disc. To ensure
that the surface of the base was consistent across the repeats, two complete tests were
conducted and discarded prior to collection of the processed images. This ensured that
the wetness of the base was the same in all the tests.
As a key aim of the work is to provide high quality initialisation data for numerical
simulations the drop size distribution actually applied in the experiments is required.
The data from the nozzle manufacturer is shown graphically in Figure 3.9, as the
population distribution for the diameters of the droplets for two line pressures. While
this is a reasonable starting point, there is no information regarding the droplet velocity
for the distributions or how the distribution changes as a function of distance from the
nozzle.
As reviewed in §1.1.3 PDA is a suitable method for spray characterisation.
Figure 3.10 is a schematic of an optical layout of a PDA system. An Argon-Ion laser (1)
emits a beam that is directed into a Pellin Broca dispersing prism (3) that separates the
beam into two wavelengths - 488 nm and 514 nm (blue and green respectively) - and
steer the beam through a half-waveplate to align the polarisation plane of the beams
with the Bragg cells (6). The beams are expanded and collimated (7 and 8) before
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Figure 3.9: Manufacturers’ droplet size distribution for the BTWE Microwhirl nozzle
at 45 and 110 bar
being rotated 90◦ by mirrors and prisms (9 and 10) and focused into the measurement
volume (12). A Dantec 57× 10 optical receiver (13) located at a scattering angle of φs
degrees obtains the scattered light before being processed. The scatter patterns from
the two wavelengths are used to determine the size and velocity simultaneously.
A separate test procedure to properly characterise the emitted spray was therefore
performed. Using the equipment shown schematically in Figure 3.10 a series of
experiments were conducted in standard atmospheric conditions. The pump system
was set to 110 bar while attached to the nozzle. The nozzle was then traversed across
the laser volume to obtain simultaneous drop size distribution and 2D velocity at every
location. A total of six traverses were completed at axial locations of 2, 3, 7, 10, 20 and
30 mm with radial spacings between 0.5− 2 mm. Axial locations were selected during
the experiment to ensure that droplets were properly formed at the closest location to
the nozzle and approaching zero radial velocity at the furthest. The radial spacings
were selected to give a similar number of points at each axial location with the radial
limit identified initially by consideration of the number of droplets identified in a test.
Each data point had 5 s of sampled data. This was chosen based on the number of
samples obtained during test runs and previous experience with required sample sizes
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for statistically significant results; in some locations data rates of > 190 kHz were
observed when typical PDA testing may give 5 kHZ.
1
9
10
2
8
7 6
5
3
4
11
12
φ
13
1 Argon-Ion laser
2 Mirror
3 Pellin Broca dispersing prism
4 Mirror
5 Beam waist adjustment lens
6 Bragg cells
7 Beam expander - Input lens
8 Beam expander - Output lens
9 Mirror
10 Prism
11 Transmitter focusing lens
12 Measurement volume
13 PDA receiving optics
Figure 3.10: Schematic of optical layout of the PDA system
It is assumed that the spray cone is axisymmetric and 2D and the traverses are thus
taken from the centre line to a maximum radial distance of 32 mm. This means that a
single plane can be taken and projected with an axial rotation in simulation [76]. The
data were processed in MATLAB to create both drop size and velocity distributions.
The results from the PDA experiment at 110 bar are shown in Figure 3.11 visualised
in a typical [34] PDA approach with the drop size distribution on the left of the spray
and the velocity on the right. A 10 µm droplet is shown for size comparison; the
size of the droplets indicates the mean droplet size for the sampled point, with the
colour representing the percentage of the total population of droplets over the complete
data set for all points on all traverses. The cone edge, shown as a dotted curve,
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can be identified through both quantities; the larger mean droplet sizes have a barely
identifiable population. This suggests that although large droplets have been identified
in these regions that the total number of droplets identified are small compared to the
overall population. The arrows represent the velocity vector with the size representing
the magnitude. Again, the edge of the cone can be identified.
Figure 3.11: PDA analysis of spray system at 110 bar. Population is shown on the
left hand side with the size representing the diameter and the colour the population of
the spray. Velocity vectors are shown on the right hand, with their colour representing
the velocity and the direction is the direction component of the velocity vector. The
dotted line indicates the assumed cone for the spray. Circular marker indicates 10% of
the population with a diameter of 10 µm
The results show a typical droplet size of a few microns for the most populous
locations, growing significantly larger at the edge of the cone where only a small
percentage of the population exists. Inside the cone the data shows that the droplets are
rapidly coalescing before settling in size at an axial distance between Z = 10− 20 mm.
The values measured in this range are less than 10 µm and are markedly different to
the manufacturer quoted data seen in Figure 3.9 that had a peak population around
D = 20 µm. The velocities close to the nozzle are in the range of 30 − 40 m.s−1
and approximately halve after travelling ≈ 20 mm. This droplet size distribution
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and velocity profile data has been subsequently used in simulations of this experiment
Kabanovs et al. [76] and were shown to improve the correlation between experiment
and CFD compared to earlier work that was based around the manufacturers drop size
distribution.
The target droplet size based on Stokes number was Dm = 80 µm. As such, Stokes
similarity hasn’t been achieved. The acutal Stokes number for the scale testing can be
calculated for this spray using Equation 1.7 as described in §1.1 and is shown with the
experimental values in Equation 3.4:
Stkm =
1000
(
20× 10−6)2
18× 1.825× 10−5
40
0.41
= 0.119 (3.4)
This compares to the target Stokes number of the full scale calculated to be StkF =
1.887 and so are an order of magnitude apart. However, the aim of this work is not
to perform accurate scale tests of full scale ones, but to demonstrate that an objective
measure for contamination can be obtained and interpreted.
The results from the PDA provide information regarding the droplets volume and
velocity, but the overall mass flow rate is still required to ensure accurate simulations.
To measure this, a simple experiment was undertaken using the spray rig with the
nozzle mounted inside an Erlenmeyer flask on a set of scales. A series of tests were
conducted with different spray durations and the scales were videoed at a fixed frame
rate of 60 fps. The videos were processed in MATLAB to obtain the measured mass
for every frame. The results consistently showed the same mass flow rate of 2 g.s−1
with no visible ramp up or tail off of flow rate at the start and end of the tests. This
achieves the stated goal of fully controlling the spray throughout the duration of the
experiment.
3.2 Results
3.2.1 Aerodynamic Results
Figures 3.12, 3.13 and 3.14 show the results for the three tested configurations (baseline,
roof taper and high ride height respectively) of the SUV model at zero yaw, comprising
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of (a) the mean base pressure (Cp), (b) the RMS of the base pressure (RMS(Cp
′)), (c)
a vertical streamwise PIV plane at Y ∗ = 0.000 and (d) a vertical streamwise PIV plane
at Y ∗ = 0.220. Both the PIV planes show a filled contour of the in-plane normalised
velocity magnitude with streamlines.
(a) (b)
(c) (d)
Figure 3.12: SUV Model in the baseline configuration. a) Mean base pressure (Cp).
b) RMS base pressure (RMS(Cp
′)). c) Vertical streamwise PIV plane at Y ∗ = 0.000
and d) Vertical streamwise PIV plane at Y ∗ = 0.220; in-plane velocity magnitude
normalised by freestream V∞ = 40 m.s−1 with in-plane streamlines.
Figure 3.12a shows that the lower portion of the base has a pressure Cp ≤ −0.2
with a widened ‘v’ shape of higher pressure seen in the upper third; the highest pressure
being located at the upper trailing edge in the centre. Figure 3.12b shows that there are
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two regions of highly fluctuating flow on the lower trailing edge at either side, generated
by the wheel wakes. A third region of fluctuation is seen in the upper region, creating
a large ‘v’ shape of low fluctuation from the centre of the lower trailing edge up to the
sides. The Y ∗ = 0.000 PIV plane matches that observed by Al-garni et al. [45] and
is that expected by such a model. The streamlines around the lower vortex seen in
Figure 3.12c show that the average recirculation region goes as high as Z∗ = 0.6. The
impingement of the flow on the centre line occurs at 0.6 < Z∗ < 0.9 and this correlates
very well with the high RMS observed in Figure 3.12b. Equally, the impingement in the
Y ∗ = 0.220 plane in Figure 3.12d occurs at 0.7 < Z∗ < 0.9, again correlating strongly
with the RMS. The upper recirculation region is relatively small in the Y ∗ = 0.000
plane, being much larger in the Y ∗ = 0.220 plane. The lower recirculation is in a
similar location in both planes but is larger in the Y ∗ = 0.220 plane. Considering that
the two planes are 90 mm apart the differences in sizes of the recirculation regions and
the location of the impingement points demonstrate that the flow has some strong three
dimensional characteristics, as shown by Kabanovs et al. [76] and Kabanovs [149].
Figure 3.13a shows that the addition of the roof taper results in a base pressure
that is much higher than the baseline case, with two regions of higher pressure either
side of the vertical centreline. The higher base pressure correlates with the reduction
in drag detailed in Table 3.3 for this configuration. The RMS CP data (Figure 3.13b)
again shows the effect the wheel wake has on the base. There’s a region of larger
fluctuating pressure located on the vertical centreline around Z∗ = 0.5. Unlike the
baseline case, the fluctuating region has a concentric pattern rather than extending to
the upper trailing edge. This is a result of the strong downwash observed in the PIV
planes and is similar to that observed by Perry et al. [37] for a tapered (θRT = 12
◦)
Windsor model. The downwash will also account for the large increase in lift co-efficient
detailed in Table 3.3.The streamlines seen in Figure 3.13c show that the lower vortex
has been squashed by the larger upper vortex that has resulted from the tapering
and been pushed slightly further downstream with a similar effect observed for the
Y ∗ = 0.220 plane. While not as clear as the baseline configuration, the flow is likely to
be impinging on the base at 0.5 < Z∗ < 0.8.
As expected, increasing the ground clearance (Figure 3.14) compared to the
baseline configuration has a more subtle effect on the wake structure. Both base
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(a) (b)
(c) (d)
Figure 3.13: SUV Model in the roof tapered configuration. a) Mean base pressure (Cp).
b) RMS base pressure (RMS(Cp
′)). c) Vertical streamwise PIV plane at Y ∗ = 0.000
and d) Vertical streamwise PIV plane at Y ∗ = 0.220; in-plane velocity magnitude
normalised by freestream V∞ = 40 m.s−1 with in-plane streamlines.
pressure and the fluctuating component of the base pressure are almost identical to
the baseline. The lower recirculation region shown in the Y ∗ = 0.000 plane is slightly
higher at Z∗ = 0.45 compared to Z∗ = 0.40; the ride height increase of 0.036 explains
this and suggests a small increase in the upwash, as observed by Perry et al. [37], with
no modification of the wake features.
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(a) (b)
(c) (d)
Figure 3.14: SUV Model in the high ride height configuration. a) Mean base pressure
(Cp). b) RMS base pressure (RMS(Cp
′)). c) Vertical streamwise PIV plane at Y ∗ =
0.000 and d) Vertical streamwise PIV plane at Y ∗ = 0.220; in-plane velocity magnitude
normalised by freestream V∞ = 40 m.s−1 with in-plane streamlines.
3.2.2 Contamination Results
Three example images from the longest duration tests are shown in Figure 3.15.
As reviewed in §1.1.7, such images are often used to discuss contamination results
and compared subjectively to the results from numerical simulations. The images
show a similar shape to the contamination for the baseline (a) and high ride
height configuration (c), but with a larger region of contamination for the baseline
configuration. The roof tapered configuration has the largest area of contamination
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and there is evidence of larger droplets of contamination (small brighter spots) round
the centre of the base. It is noteworthy that contamination is on both sides of the base
in all of the configurations despite contamination being emitted from one side. Wood
et al. [38] shows horizonal PIV planes that prove the time averaged wake is symmetric
in vertical streamwise centreline. Therefore the deposition of contamination must be a
function of the instantaneous flow field, validating the explanation of Kabanovs et al.
[77]. The extended duration of testing compared to the work of Kabanovs et al. [76]
has resulted in a final image that looks slightly different to that shown in Figure 1.23.
However, the simulated results for the baseline and roof tapered configurations are well
aligned to the contamination seen here.
(a) (b) (c)
Figure 3.15: Example images from the longest duration contamination tests, processed
for visualisation. (a) Baseline configuration, (b) Roof tapered configuration and (c)
High ride height configuration.
In the remainder of this Chapter the images from the camera are processed using
the methods described in Chapter 2, generating a mass of fluid for every pixel.
The weighted centroid for the mass distribution on the base was calculated. These
are shown in Figure 3.16. The outline of the base is drawn, normalised by the model
width (W ). The magenta square highlights the source location of the spray, behind
the rear left wheel. The colours denote the configuration with red being the baseline
configuration (H∗ = 0.159 and θRT = 0◦), green the roof tapered configuration (H∗ =
0.159 and θRT = 10
◦) and blue the high ride height configuration (H∗ = 0.195 and
θRT = 0
◦), with the marker shape denoting the spray duration. The initial observation
is that the weighted centroids show excellent repeatability for all configurations and
spray durations. The increase in ride height from nominal to high results in the centroid
shifting slightly inboard with a similar distance from the upper edge. Adding the roof
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taper to the model shifted the centroid outboard and downwards towards the floor. This
shift is a result of the large downwash generated by the taper, as seen in Figures 3.13c
and 3.13d.
High ride height
Baseline
Roof tapered
Figure 3.16: Location of weighted centroids for all base contamination tests (red for the
baseline configuration, green for the roof tapered configuration and blue for the high
ride height configuration) and three different spray durations (pentagram 30 s, asterisk
40 s, circle 60 s)
Figure 3.17 shows the average weighted centroid for every spray duration for the
baseline configuration. The average contiguous boundary position for the largest region
of contamination for every spray duration is also plotted. Plotting the contiguous
boundary means that the contamination that is visible on the surface but is surrounded
by uncontaminated areas are discarded. The centroid shifts, almost imperceptibly,
down and outboard as duration increases. The shift down is implicit since contaminant
cannot be deposited above the upper trailing edge. The shift leftwards requires further
consideration. Upon initial consideration it would seem counter-intuitive that the
centroid would shift towards the closest edge, however, the tightness of the boundaries
on the right hand side (C) would suggest that contaminant is unlikely to spread into
the bottom right very quickly. Equally, the boundary on the upper left hand side (A)
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is bound by the upper and left hand trailing edges. As such, the contaminant growth
is tending towards the source, that is down and outboard, reflecting the streamlines
observed in the PIV planes that show an average flow direction towards the floor.
Location B shows an unexpected boundary; there was a small crease in the vinyl at
this location that caused this.
A
B
C
Figure 3.17: Average weighted centroid and contamination boundary as a function of
spray duration for the baseline configuration
Figure 3.18 shows the average weighted centroid for every spray duration for the
roof tapered configuration. The centroid does not move as a function of spray duration.
There is very low growth in the region from A through to B, with more significant
growth around C. The total area of contamination is also much larger than that shown
for the baseline configuration. Referring back to Figure 3.13b and ignoring the large
fluctuations in base pressure relating to the wheel wake it is seen that the location
of the largest fluctuation is close to the centreline at Z∗ = 0.5, reducing evenly in
magnitude away from that location. The size of the fluctuating region is much larger
than that of the baseline configuration seen in Figure 3.12b, matching the difference
in the size and bounding of the contaminated regions. This is, as discussed in §3.2.1,
also where the fluctuating flow impinges on the base. Kabanovs et al. [77] analysed the
mechanisms using numerical simulations of a similar geometry and concluded that it
was the unsteadiness that generated the contamination patterns.
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A
B
C
Figure 3.18: Average weighted centroid and contamination boundary as a function of
spray duration for the roof tapered configuration
Figure 3.19 shows the average weighted centroid for every spray duration for the
high ride height configuration.
A
Figure 3.19: Average weighted centroid and contamination boundary as a function of
spray duration for the high ride height configuration
The overlayed arrow shows the centroid’s path over time. It is similar to that
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which could be drawn on the baseline case, going from the top near the centre to lower
left hand side, but with a larger change in position. The upper location (A) is fully
bound by the upper trailing edge. The region of contaminated base is considerably
smaller compared to either of the other two configurations. As the contamination time
is increased, the boundaries are growing in all directions other than upwards. The
boundary growth is the reason the centroid shifts downwards in time, given that it is
constrained by the upper edge. This suggests that there is not a change in mechanism
over time, but rather that the threshold progressively grows as more contamination is
deposited. The longest duration test shows a boundary that is very similar to that of
the shortest duration of the baseline case. Considering the similarity in the flowfields
observed in Figures 3.12 and 3.14 the implication is that the dispersion methods are
very similar due to the similarity of the wakes and that the rate at which contamination
is being deposited is therefore related to something not directly measured. This is likely
to be a function of the interaction of the wheel and body wakes.
Figure 3.20 shows the total mass deposited on the vehicle base as a function of
spray duration. It can be seen that there is a general trend that increasing spray
duration increases the mass deposited. The roof tapered configuration has the greatest
mass deposited followed by the baseline configuration. It would be expected that a line
of best fit could be fitted for each configuration and that the gradient of this would then
a rate of contamination. The roof tapered configuration results appear to follow that
expectation. However, the baseline and high ride height configurations do not follow
the same trend. The 20 s and 30 s tests for the baseline configuration have virtually
no mass deposited, with the 40 s and 60 s tests showing a shallower gradient than
the roof tapered configuration. The high ride height configuration again has low mass
deposition before a significant increase for the longest duration. This suggests that
the deposition rate is a function of surface wetness; once a certain wetness threshold
is reached the deposition rate changes. This could be a result of electrostatic forces;
the droplets are small and have been generated by a nozzle and they are coming into
contact with a vinyl surface.
The total mass deposited on the base is one objective measure but it does not
reflect the difference in base areas that exist in this study. As such, a second measure
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Figure 3.20: Mass deposited against spray duration (red for the baseline configuration,
green for the roof tapered configuration and blue for the high ride height configuration)
and three different spray durations (pentagram 30 s, asterisk 40 s, circle 60 s).
of deposition rate per unit area (Ω), where:
Ω =
Mb
ts ×Ab (3.5)
and Mb is the total mass on the base, ts is the spray duration and Ab is the area
of the base. Figure 3.21 shows Ω as a function of spray duration. It would be
expected that Ω is constant for all times for every configuration. However, as with
the total mass deposited this is not always the case. The roof taper configuration is
approximately constant having plateaued at ≈ 1.4× 10−4 mg.s−1.mm−2. The baseline
configuration initially has a near zero value but may have reached a constant value at
≈ 0.65×10−4 mg.s−1.mm−2; rivulet formation permitting, longer duration tests would
demonstrate whether this is the case. However, the high ride height configuration has
clearly not reached a constant value. Should a constant value be reached, it is posited
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that it would be lower than the baseline case; the other results seem to suggest a very
similar pattern to the baseline in general but taking longer to achieve.
Figure 3.21: Contamination rate per unit area (Ω) for three different configurations
of the SUV model (red for the baseline configuration, green for the roof tapered
configuration and blue for the high ride height configuration) and three different spray
durations (pentagram 30 s, asterisk 40 s, circle 60 s) as a function of spray duration.
These results have greater significance when considering simulations of base
contamination. Previous work [76–78, 149] assumes 100% of the contaminant sticks
to the model on impact. This may be true once the surface has reached a wetness
threshold but not prior to that. Validation of this requires the experiments to be
conduced for longer durations up to the time that rivulet formation begins for each
configuration.
To further develop an understanding of how the contaminant is spread across the
base probability density functions (PDF) of the pixel mass are used to visualise the
distribution. The mass is processed into 256 bins with zero mass discounted to aid
103
Parametric Study of Base Contamination Results
clarity. Figure 3.22 shows the PDF for every time duration. For the 30 s case in
Figure 3.22a it is shown that the baseline configuration has a significant percentage of
the base contaminated with small amounts of fluid, indicating a relatively even spread
of contaminant.
(a) (b)
(c) (d)
Figure 3.22: PDF of the contaminated mass ignoring zero values. (a) 30 s (b) 40 s and
(c) 60 s (red for the baseline configuration, green for the roof tapered configuration and
blue for the high ride height configuration)
The high ride height configuration on the other hand only has a small amount of
contaminant (the area under the curve) but seems to follow a similar trend in that most
of it is a result of local small amounts of fluid. The tapered case has a large amount
of contaminant and a much larger tail than either of the other configurations implying
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that there are regions of the model with a greater concentration of contaminant. As
the spray duration increases there is a shift to the right of the PDF indicating the
presence of areas with larger masses of fluid. As the growth of the contaminated
regions slows it is intuitive that the lower bin ranges in the PDF plots will have a
smaller population since the contaminant is being added to existing material rather
than generating a newly contaminated region. It is observed that the baseline and high
ride height configurations are apparently converging.
3.2.3 Comparison with Literature
As identified in §1.1.7, three methods have previously been proposed to quantify
contamination. These methods are applied to the images captured in this work and
the values calculated and compared to the quantitive measures obtained through the
formal calibration process.
Figure 3.23a shows the Degree of Soiling (the percentage of the surface with >
0 contamination, as defined by Spruss et al. [96]) as a function of spray duration.
Although not shown in the figures presented here there is an implicit data point at
t = 0. The roof tapered configuration shows the highest Degree of Soiling and has little
variation as a function of time; it can be said that it has almost reached an asymptote
around 70%. The baseline configuration has an outlier data point in the 30 s sample
time. Other than that point, the results are all consistent. Again, it would seem that
the Degree of Soiling has reached some sort of asymptotic state around 50%. The
high ride height configuration has a much lower Degree of Soiling than the other two
configurations and shows no sign of plateauing. There are a number of implications
from these results; firstly there is a plateauing effect that suggests once a certain region
has been contaminated that the spread beyond that takes a significant amount of time
to obtain. Secondly, the roof tapered configuration yields the largest contamination
area.
Figure 3.23b shows the Average Contamination Factor (being the mean of the
image intensity in the region of interest, as defined by Spruss et al. [96])) as a function
of spray duration. The baseline configuration has a varying gradient, with a noticeable
change between t = 30 s and t = 40 s. The roof tapered configuration has a spread of
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values for the 60 s tests that make it more difficult to interpret; however, it is observed
that there is some plateauing of the values for the longer durations. The high ride height
configuration shows no signs of such plateauing. The higher the Average Contamination
Factor tests suggest that where contaminant is present there is a greater quantity. As
such, the roof tapered configuration has the most contaminated base and also covers
the largest area.
(a) (b)
(c) (d)
Figure 3.23: Contamination measures calculated from approaches detailed in literature.
(a) Degree of Soiling, from Spruss et al. [96]. (b) Average Contamination Factor, from
Spruss et al. [96]. (c) Degree of Contamination, from Schembri Puglisevich et al. [72].
(red for the baseline configuration, green for the roof tapered configuration and blue
for the high ride height configuration.
Figure 3.23c shows the Degree of Contamination (being the multiple of the Degree
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of Soiling and the Average Contamination Factor as defined by Schembri Puglisevich
et al. [72]), as a function of spray duration. The data are generally well grouped,
other than the 60 s tests for the roof tapered configuration. This configuration has
the highest (that is, worst) Degree of Contamination value for all durations with an
increasing value as duration increases. The baseline configuration shows a rise in Degree
of Contamination beginning after 20 s with a potential plateau showing around the
maximum of 1.1%. The high ride height configuration shows a rise but with a lower
gradient and starting after the 40 s test. The data are very similar to the trends
observed for the total base mass shown in Figure 3.20.
Comparing Figure 3.21 to those in Figure 3.23 reveals problems with all the
previously applied techniques. The Degree of Soiling has a similar trend for the
roof tapered configuration, but not the other configurations. Equally, the Degree of
Contamination is similar for the high ride height configuration and not the others.
The Average Contamination Factor is similar for both baseline and high ride height
configurations but not the roof tapered one. This shows that the methods currently
used to measure contamination are not consistent with each other. The clear conclusion
from this is that previously employed techniques are ineffective when comparing the
impact of configuration changes on base contamination (and likely other forms) and
objective measures such as the one proposed here should always be employed to ensure
valid comparisons within an experiment and for validation of numerical simulations.
3.3 Summary and Conclusions
The second objective for this research detailed in Section 1.2 was:
“To demonstrate the suitability of the technique in a wind tunnel test for
producing high quality validation data of base contamination”
A quarter scale generic SUV model was tested in the Loughborough University
Large Wind Tunnel. Three configurations were tested: a baseline, a roof taper and a
high ride height variant. The wake flow was characterised for all three configurations
using vertical streamwise PIV planes, base pressures and forces. These provide high
quality validation data for the continuous phase of numerical simulations that are a
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prerequisite to successful base contamination simulations.
To simulate tyre spray, a system was designed employing a high pressure pump,
a nozzle, a timed relay and a series of solenoid valves. This enabled the emission
of time-controlled spray from directly behind the left rear wheel with minimal ramp
up and ramp down effects. The spray system was characterised prior to installation
using PDA. This generated data on the actual drop size distribution and exit velocities
to enable numerical simulations (Kabanovs [149]) to accurately reproduce the tunnel
experiments. The three configurations were tested for three different spray durations
with five repeats for every combination. The thin film calibration method was employed
to generate high resolution base mass data.
By only emitting spray from one location it was feasible to employ the
aerodynamics results along with the contamination images to suggest mechanisms for
transport. The fluctuations on the base observed in the pressures and PIV are strongly
correlated to the centre of the contamination. It was shown that the addition of a
roof taper reduced the drag but increased the contamination, whereas raising the ride
height increased the drag but reduced the contamination. The objective measure was
then compared to existing methods reported in the literature, showing their lack of
agreement, clearly demonstrating its advantages.
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CHAPTER 4
Surface Water Management
Wet contaminant will form surface drops after deposition. A contact angle model is
required to simulate how these droplets move and form rivulets across the surface.
To measure these, a new rig is designed that allows droplets to be tested on different
surfaces. Mounting points for a camera and strobe allow the capture of images showing
a side profile of the droplet that can be processed to identify contact angles, height and
velocity, generating Bond and Capillary numbers. The contact angles are identified at
a non-zero height being the same order of magnitude as typical cell sizes in simulation.
A pilot study is completed using de-ionised water and painted aluminium,
representative of an automotive surface. Contact angle models are fitted to the
data and the results of a simulation based on the chosen model are compared to the
experimental results through use of the Bond number. This approach is then applied
to an investigation of glass using de-ionised water and saltwater, the latter to represent
contamination within the fluid. The glass is then also treated with a commercially
available hydrophobic spray and retested.
Finally, a novel alternative is demonstrated. High speed video footage of a
droplet impacting a surface is analysed to generate a non-dimensional distance as a
function of time. Separately, an empirical 2D contact angle model is used within a
multiphase CLSVOF simulation to reproduce the same event with the contact angle
model parameters optimised by minimising a cost function that represents the difference
in measurements for all times. The resulting contact angle model is shown alongside
the experimental data from the pilot study.
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4.1 Experimental Methodology
A new rig was required to study representative surface flows. The rig needed to be
flexible in its design to allow for the attachment of cameras and lighting equipment,
different surface materials of different sizes, large tilt angles to obtain larger Capillary
numbers and to be operable by one person. As such, the rig shown in Figure 4.1
(configured for aluminium) and also in Figure 4.2 (configured for glass) was constructed
using 45 mm aluminium extrude.
Camera Strobe
Test Surface Stop
Figure 4.1: Surface flow rig arrangement setup for painted aluminium sheet
The strobe was mounted onto a flange that can be moved up and down the length
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bracket to suit requirements. Equally, the camera is mounted onto a plate and bracket
arrangement that allows a degree of freedom in translation to and away from the surface
and also in pitch. This allows the camera to be pointed down towards the surface
slightly [150] to avoid the blurring effect of the out of focus edge of the plate. Figure 4.2
shows the arrangement for testing glass. Figure 4.2b includes a number of lengths of
red cotton used to assist in the image capture; locating the fluid in the camera’s field
of view (triangle from lens) and to ensure focus (left-to-right). To ensure controlled
exposures whereby the only light source was the strobe a cover was added to block out
ambient light (Figure 4.2c). A high resolution DSLR camera was mounted to the frame
(a) (b)
(c)
Figure 4.2: Experimental rig showing test region and optical arrangement setup for
glass. (a) Complete view of rig without lighting cover. (b) Test section without
lighting cover shown with glass surface, droplet alignment guides, camera and strobe.
(c) Lighting cover over test section.
described. The initial surface was a plate of 1200× 300× 6 mm aluminium machined,
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painted and polished to an automotive finish. With the use of a macro lens, typical
spatial resolutions of 75 pixels per mm were achieved. This is comparable to the first
cell height in the numerical simulations of droplets reported by Dianat et al. [107]. The
strobe, an Elmred Turbo-800, was adjusted to provide a flash of either 3 Hz or 8 Hz
depending on the speed of the droplet on the surface. A red filter was placed over the
lens along with a diffusing material. This allowed effective filtering in post-processing
to enhance the image. A single exposure of 1 s was taken per test, yielding an effective
multiple exposure image to be analysed. An example image taken with the strobe
operating at 3 Hz can be seen in Figure 4.3 with key features highlighted.
Strobe 1st Exposure 2nd Exposure 3rd Exposure
ACLAdvancing EdgeReceding Edge Reflection
Figure 4.3: Example image showing only the green channel. Key features of interest
labelled.
Droplets were produced manually from a syringe with the test surface level. While
the volume of fluid produced will vary by up to 2 µL (Figure 2.19) from test to test
as a result of the manual approach, approximate target volumes were used to provide
some level of control. Any small variation will result in a droplet of slightly different
geometry and likely result in a different velocity. However, both geometry and velocity
are identified from the image and are used in the analysis and the volume actually
tested is not required directly in the analysis, but is utilised only to group results
and determine if any dependency on volume exists. Creating the droplet on a level
plate rather than a tilted plate allows the study of larger droplets because they do not
break-up during creation. The test surface was then raised to the required angle and
an image captured once the droplet entered the camera’s field of view. After every
test the surface was dried with a microfibre cloth until there were no visible indicators
of the previous test. This approach to cleaning the test surface is much simpler than
other work that uses a combination of chemicals and heat to ensure consistency. Given
the specific aim of these experiments it was felt that surface variations were not only
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acceptable but also useful in understanding the degree of variation that may occur. It
is not expected that these experiments will be highly repeatable on a test-by-test basis.
However, variations due to the wetted nature of the surface should be minimised since
they are not being studied here. The variability is addressed by conducting a large
number of tests. Condensing warm damp air on the surface immediately after a test
revealed the path previously taken even if the plate appeared clear of fluid, ensuring
no wetted surfaces were tested. Using the approach described droplets were tested on
the painted aluminium surface in a speed range of 2.0 < U < 52.7 mm.s−1 by tilting
the aluminium plate between 20◦ − 35◦.
The static contact angle, θs, was obtained by processing ten static droplet images
for every surface-fluid combination with four different volumes. The angles on both
sides of the droplet were analysed and the mean value calculated.
4.1.1 Droplet Impacts
The same rig was used for studying droplet impacts. The DSLR was replaced with
a Photron FastCam Ultima APX 120K fitted with a Sigma 180mm DG Macro Lens,
resulting in a typical spatial resolution of 34 ppmm. The strobe was replaced with a
constant LED light source that allowed frame rates of 10000 FPS to be used. Water
(Deionised) droplets of fixed volume were created using a WPI Aladdin syringe pump.
The water was fed from the syringe through a pipe to exit at a height, h, above the
surface. Aluminium was tested and tilted through a range of angles to obtain different
spread patterns. As before, the surface is dried after every test. The arrangement is
shown schematically in Figure 4.4.
φ
Syringe Pump
Emission tube
Camera
Lamp
h
Figure 4.4: Schematic of droplet impact experimental arrangement. h is the height of
the pipe exit above the surface.
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4.1.2 Processing Method
The combination of the properties of water and the surfaces tested produce droplets
with elongated receding edges that have associated contact line identification issues as
described by Srinivasan et al. [127]. The receding contact line may therefore be pinned
[102] a considerable distance behind the main body of the droplet making it unfeasible
to capture both advancing and receding contact lines in the same image. Furthermore,
the height of the thin film that is formed by such a tail is less than 0.1 mm. Figure 4.5c
shows an example of water on painted aluminium with lines showing heights of 0.1 mm
(blue) and 0.2 mm (green). Close examination shows that the interface angle at the
blue line at 0.1 mm is very low. The interface angle from this point to the receding
contact line is therefore very low. At 0.2 mm the interface angle is significantly higher.
These heights from the surface equate to 1.5− 3 cells based on Dianat et al. [107]. As
such, the interface angle at this height is studied and suggested for use in numerical
simulations.
(a)
(b)
(c)
Figure 4.5: Example imagery from processing. a) Image as captured from camera b)
Green channel with markers indicating identified ACL (red +), advancing interface
angles (red), receding interface angle (green) and heights (blue) c) Example image
showing receding contact line region with lines at 0.1 mm and 0.2 mm
A fully automated approach to identify the advancing interface in the silhouettes
showed some initial success when used on the painted aluminium surface, but was too
inconsistent for use on the glass surface and was hence supplemented with some manual
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identification. All the image data is processed with code written in-house. For every
droplet in every image, the software shows the region around the receding contact line
as shown in Figure 4.5c. The operator then checks and adjusts the advancing contact
line - shown by red crosses in Figure 4.5b - the interface angle - shown by the red or
green lines - and the maximum height - shown by the vertical blue lines.
Since the frequency of strobe operation is known it is feasible to calculate the
velocity of the ACL;
UACL2 = (xACL2 − xACL1)× f (4.1)
where f is the frequency of the strobe, and xACL the x-location with subscripts denoting
the exposure number. The Bond number is calculated based on the height and the
Capillary number based on the ACL velocity.
The errors from manual identification of the interface at the different heights have
been quantified by considering small perturbations of the selected points. An example
droplet with a receding contact angle of θdR = 7.0
◦ and an advancing one of θdA = 52.9◦
was selected as a typical example. The angles identified at 0.2 mm are derived from the
manually selected interface points having a difference in position in the image of δxr =
144, δyr = 17.6 and δxa = 7.9, δya = 9.1, where tan θd = δy/δx (distances all in pixels).
If an error value is considered for each direction, , then tan θd = (δy + y) / (δx+ x).
Repeated testing demonstrated that the operator can always select the interface within
2 pixels; since the selection points can be at the sub-pixel level it was predominantly
less than a pixel. As such −2 ≤  ≤ 2 pixels then the contour plots shown in Figure 4.6
can be formed.
The comparatively large advancing angle is considerably more sensitive to errors
in interface selection; up to several degrees in the worst case scenario. Conversely,
the error in the shallower receding contact angle is typically less than 0.5◦. This is as
expected; a shallow angle with a low rate of change as found in receding angles (as
shown by the green line on the right hand side of the image in Figure 4.5b) will be far
less prone to selection error than an angle with a higher rate of change, as found in
advancing contact angles (as shown by the far shorter red lines in Figure 4.5b).
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(a) (b)
Figure 4.6: Surfaces depicting the errors in typical advancing and receding contact
angles when identified interfaces are perturbed by up to ±4 pixels in each direction.
(a) Advancing contact angle potential error based on an identified angle of 52.9◦. (b)
Receding contact angle potential error based on an identified angle of 7.0◦. Note the
different scales.
4.1.3 Surface Effects
Three different surfaces were tested; plate aluminium machined, painted and finished
to an automotive finish, untreated glass and glass treated with a commercially available
spray on hydrophobic coating. The surfaces to be tested were characterised by
performing a white light interferometer test [151] using a Bruker NPFlex 3D Surface
Metrology device. This is capable of repeatedly measuring heights to 0.1 nm, with a
typical spatial resolution of 0.2 µm per pixel. Three measurements using a ×50 lens
of the test region (0.1 × 0.1 mm) were taken for every surface. The measurements
were post-processed to remove tilt variations and then filtered to remove low frequency
variations. These filtered measurements were then combined in MATLAB by surface
type and analysed for roughness, shown in Table 4.1.
Table 4.1: Surface roughness measurement statistics for aluminium, glass and treated
glass
Surface Ra [nm] Rsk Rku
Painted aluminium 34.17 −1.064 7.743
Glass 3.29 −0.044 3.239
Treated glass 12.07 3.371 19.844
where Ra is the average surface roughness, Rq is the rms roughness, Rsk is the
skewness and Rku is the kurtosis defined through Equations 4.2, 4.3, 4.4 and 4.5
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[152]. The roughness of a surface can be described through either the average surface
roughness or the rms roughness. Kurtosis is the measure of how prone to outliers a
data set is. Skewness is a measure of how skewed the Probability Density Function is
from a normal distribution, with a negative value resulting from a long lead in to the
mean value.
Ra =
1
n
n∑
i=1
|yi| (4.2)
Rq =
√√√√ 1
n
n∑
i=1
y2i (4.3)
Rsk =
1
nRq
3
n∑
i=1
y3i (4.4)
Rku =
1
nRq
4
n∑
i=1
y4i (4.5)
Example surface topographies are shown in Figure 4.7. The glass surface
(Figure 4.7a) appears to show some artefacts of the manufacturing process with very low
amplitude variations in height, reflected by the very low average surface roughness. The
range of heights measured is ∼ 40 nm which explains why the kurtosis for this surface
seen in Table 4.1 is so low and why the skewness is very close to the normal distribution.
The treated glass (Figure 4.7b) shows what looks like a wetted surface with fluid heights
of ∼ 150 nm and an increased surface roughness. The surface had been dried with a
microfibre cloth and appeared to the eye to be fully dried. The values for skewness
suggest a strong bias towards higher than mean values observed as fluid droplets. The
high kurtosis value indicates that there are a large number of data points that are far
from the mean height. Figure 4.7c shows lots of small scale (∼ 250 nm) scratches in
addition to the normal variations contributing to the largest surface roughness tested.
These scratches will cause small scale pinning effects. Droplets interacting with these
scratches approaching at a constant velocity will momentarily slow down, resulting in
an increase in the apparent contact angle as the fluid swells around the head.
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(a) (b)
(c)
Figure 4.7: Typical topographies for tested surfaces; a) Glass b) Treated glass c)
Aluminium. Note the differences in scales.
4.1.4 Fluids of Interest
Two contamination fluids were used; pure de-ionised water (referred to as water) and
water heavily saturated with sodium chloride (referred to as saltwater). Salt was used
to contaminate the water for two reasons; firstly it dissolves in the water and hence
changes the properties sufficiently to be of interest and secondly because it is more
representative of water that may be on the surface of a car during colder weather.
To identify the density, viscosity and surface tension the molarity, M , of the
solution is required. 16.8 g of salt (NaCl) was fully dissolved in de-ionised water.
This resulted in 0.2875 mol and hence a molarity, M , of 5.74. Zhang and Han [153]
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tabulates some key data of salt solutions, including viscosity and density. These are
shown graphically in Figure 4.8. The red and blue horizontal lines relate to the tested
molarity (shown by a vertical black line at M = 5.74) with a resulting density of
1187 kg.m−3 and viscosity 1.693 mPa.s. The density of the saltwater is 1187 kg.m−3
Figure 4.8: Viscosity and density of salinated water for different molarities
and the viscosity 1.693 mPa.s. The surface tension of the salt water mix can be
calculated using the equation detailed in Kaye and Laby [154]:
σSoln = σH2O +M.∆σNaCl (4.6)
Key values for the fluid properties of both water and saltwater are detailed in
Table 4.2. The addition of salt to the water significantly altered the properties; an
increase of 18 % in density, 69 % in viscosity and 12 % in surface tension. Although the
level of contamination may be considered extreme, the magnitude of the change in fluid
properties strongly suggests that using the standard values for performing real-world
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surface flow simulations will generate results that are not representative.
Table 4.2: Fluid properties for water and saltwater at 25◦
Property Water Saltwater
Surface Tension, σ [N.m−1] 0.072 0.0814
Dynamic Viscosity, µ [mPa.s] 1.002 1.693
Density, ρ [kg.m−3] 1000 1187
Table 4.3 details the fluid and surface combinations examined in this work.
Table 4.3: Test matrix of fluid and surface combinations
Surface Water Saltwater
Aluminium X
Glass X X
Treated Glass X X
4.2 Droplet Results
The static, maximum dynamic advancing and minimum dynamic receding contact
angles for the five surface-fluid combinations are summarised in Table 4.4.
Table 4.4: Key contact angles for fluid and surface combinations
Parameter
Water
and
Aluminium
Water
and
Glass
Saltwater
and
Glass
Water
and
Treated
Glass
Saltwater
and
Treated
Glass
θS 57 16 75 50 74
θmda 84 80 110 100 120
θmdr 6 6 5 6 5
The static contact angle for water on glass and water on treated glass are within the
range of magnitudes observed by Landwehr et al. [132] for the side and rear-screens. The
water has a smaller static contact angle on both surfaces compared to the saltwater. The
saltwater cases for both surfaces are practically the same, implying that the hydrophobic
treatment is much less effective when testing the saltwater compared to the water. In
all the cases, the minimum receding angle is very small at 5 − 6◦. It is of note that
the water and aluminium combination produces droplets with similar contact angles as
water on treated glass. The calculated increase in surface tension explains the increase
in the static contact angles for a given surface.
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4.2.1 Water on Aluminium
Figure 4.9a shows the contact angles identified at 0.2 mm from the surface plotted
against the Capillary number for water on a painted aluminium surface. The different
droplet sizes are represented by different symbols. The receding contact angles show
a good level of repeatability with a clear asymptote around 7◦. The larger droplets
generally produce the largest Capillary numbers (velocity) as expected. The advancing
contact angles have a larger level of variance, especially the smaller drops where 0 <
Ca < 0.2× 10−3. The experimental methodology used to obtain the Capillary number
inherently results in relatively low error on position data, but this must be differentiated
to obtain a velocity, an inherently noisy process. As previously discussed, the ‘realistic’
nature of the surface, with local small imperfections, will result in more variance as
small scale pinning effects impact on both the Capillary number and contact angle
identification.
Fitting a Cox-Voinov model, as discussed in §1.1.8.2, in its standard form
(Equation 1.15) is not practical here because it does not consider a separate profile for
receding contact angle nor does it account for hysteresis, a significant effect observed
for water. The best fit is shown in Figure 4.9a by the solid orange line, clearly
demonstrating the problem. The addition of a second parameter to separate advancing
and receding contact angles, Ca > 0, is feasible and is shown in Equation 4.7:
θd =

(θs
3 +Ω1Ca)
1/3 if Ca ≥ 0,
(θs
3 +Ω2Ca)
1/3 if Ca < 0.
(4.7)
The long dashed orange line in Figure 4.9b shows the fit. While the advancing
contact angle fit improves under this modification the receding contact angle is still
not represented well because of the significant static hysteresis [125], that is, the model
assumes that θ = θs when Ca = 0.
Adding a third parameter to allow for hysteresis is simple enough, as shown by
Equation 4.8:
θd =

(θs
3 +Ω1Ca)
1/3 if Ca ≥ 0,
κ+ (θs
3 +Ω2Ca)
1/3 if Ca < 0.
(4.8)
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The dotted orange line in Figure 4.9c shows the fit. The effect of the hysteresis
parameter, κ, is obvious. However, the curvature is wrong and it is concluded that
the Cox-Voinov model isn’t suitable for this combination of fluid and surface.
(a) (b)
(c) (d)
Figure 4.9: Cox-Voinov models fitted to water on Aluminium. (a) Base fit of Cox-
Voinov model. (b) Fit of first modification of Cox-Voinov model given in Equation 4.7.
(c) Fit of second modification of Cox-Voinov model given in Equation 4.8
The fit for the de Gennes model has similar issues to the Cox-Voinov model; namely
the advancing contact angle shows reasonable levels of fit but the receding contact angle
does not.
Fitting Yokoi’s model to the data, as shown in Figure 4.10, results in a good fit for
both advancing and receding contact angles, however the Capillary numbers are not
122
Surface Water Management Droplet Results
sufficiently high to identify an asymptote.
Figure 4.10: Experimental data for Capillary number and contact angle of water on
Aluminium with a Yokoi model fit
The model fits are summarised in Table 4.5 showing that objective measurements
confirm what has been observed in Figures 4.9 and 4.10. The negative r2 value for the
de Gennes model demonstrates that it is actually worse than simply fitting a horizontal
line to the data.
Table 4.5: Goodness of fit for models applied to experimental data
Model r2
Cox-Voinov 0.3810
Cox-Voinov Modified 0.2645
Cox-Voinov Modified 2 0.8844
de Gennes −0.8367
Yokoi 0.8970
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The value of the final fitted model can be evaluated by comparing the output of
a simulation that uses the model to an experiment. Typically this is done subjectively
by comparing the geometry visually of a simulated drop or rivulet to an experimentally
imaged one [107, 122]. An objective measure is proposed here that considers a plot of
the modified Bond number against the contact angle. Recalling that the Bond number
is defined as:
Bo =
ρgL2
σ
(4.9)
The Bond number relates the body force to surface tension force, where ρ is the
density of the fluid, g is acceleration due to gravity and L is a characteristic length; in
this work the maximum height of the droplet is chosen as the characteristic length for
simplicity of measurement, whereas Puthenveettil chose the cube root of the droplet
volume. The Bond number can be modified by multiplying by sin (φ) giving:
Boφ =
ρgL2
σ
× sin (φ) (4.10)
where φ is the tilt angle of the surface. This modified Bond number allows for
direct comparison of experimental and numerical simulation. The cusping analysis
of Podgorski et al. [101], Puthenveettil et al. [116] would also be a useful additional
method for validation of numerical simulation. However, it is excluded from this work
because of the aim to study a practical painted aluminium surface.
The results for all droplet tests and the modified Bond number are seen in
Figure 4.11, with the markers distinguishing the size of the droplet. Unsurprisingly,
smaller droplets have lower contact angles at lower Bond numbers. As the Bond number
(height) increases the advancing contact angles increase due to the inertia forces. The
collapse of data and smaller variance in values (when compared to the Capillary data
seen in Figure 4.10) is because calculating the modified Bond number does not require
the differentiation process required in the Capillary number data and hence the height
is subject to much less measurement noise than velocity. Further, unlike the Capillary
number data that assumes the velocity is constant between images, the Bond number
is not prone to surface imperfections affecting the data. The range in the modified
Bond number for a given droplet size is a useful test case for CFD simulations because
droplets that have the same volume can adopt different geometries on the same surface.
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Figure 4.11: Advancing and receding contact angles as a function of modified Bond
number, split by droplet size, for water on painted aluminium
Simulations* employing a CLSVOF [114, 155] method for a number of droplets
and using the Yokoi model from Figure 4.10 result in Bond number data shown in
Figure 4.12. The experimental data is shown with solid blue circles and the simulated
data with empty blue circles. The Bond number for the advancing contact angles fits
well with the experimental data, implying that the simulation is accurately forming the
geometry of the head of the droplet at various times through the simulation, despite the
apparently large range of advancing contact angles from the experiment. The receding
contact angle is less well matched to the experimental data.
*The simulation results presented here were undertaken by Dr. Mehriar Dianat as part of the same
research programme (PSi) using the Yokoi model parameters identified in this work.
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Figure 4.12: Advancing and receding contact angles as a function of modified Bond
number for both experimental (solid circle) and simulation (circle outline) for water on
painted aluminium
4.2.2 Water on Glass
Figure 4.13 shows the contact angles and Capillary numbers for water on glass along
with a Yokoi model fitted to the data and is the baseline case for the parametric study.
Figure 4.13: Experimental data for Capillary number and contact angle of water on
glass with a Yokoi model fit
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The static hysteresis is 35− 40◦, which represents approximately 50% of the small
overall range. The receding contact angle is very similar to that observed for aluminium,
∼ 5◦, with a spread of advancing contact angles between 50− 80◦.
4.2.3 The Effect of Contaminating Water
Figure 4.14 compares the contact angles and Capillary numbers data for (a) water
and (b) saltwater on glass with fitted Yokoi models. The receding dynamic contact
angles for the contaminated water are very similar again, but the advancing contact
angles are significantly larger, typically 80− 100◦ rather than 50− 80◦ with improved
repeatability. The static hysteresis has increased to 50◦, again representing ∼ 50% of
the overall range.
(a) (b)
Figure 4.14: Experimental data for Capillary number and contact angle of (a) water
on glass and (b) saltwater on glass with Yokoi model fits.
4.2.4 The Effect of Treating Glass
Figure 4.15 compares the contact angles and Capillary numbers data for (a) water on
glass and (b) water on treated glass with fitted Yokoi models. As with all the previous
cases, the receding contact angles are around 5◦. The static hysteresis is significantly
bigger at ∼ 70◦ representing ∼ 75% of the overall range. The advancing contact angles
have a large variance up to around 90◦.
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(a) (b)
Figure 4.15: Experimental data for Capillary number and contact angle of (a) water
on glass and (b) water on treated glass with Yokoi model fits.
4.2.5 The Effect of Contaminating Water and Treating Glass
Figure 4.16 shows the contact angles as a function of Capillary number for all four
combinations of fluid and surface tested. The saltwater on treated glass case is
considerably different to the other cases, with considerably larger Capillary numbers
obtained. The receding contact angles are, again, ∼ 5◦ with advancing contact angles
consistently above 100◦. The static hysteresis is 50◦, which is similar to the saltwater
on glass.
The largest Capillary numbers are for the contaminated fluid tests. Treating the
glass with the hydrophobic spray hasn’t changed the typical Capillary numbers, but
the advancing contact angles measured at those values is higher on average, although
with more spread. The receding values are very similar at around 6◦. The addition of
salt has a far greater impact on the results than the use of a hydrophobic spray. For the
glass case the Capillary numbers are slightly larger, but much more tightly grouped.
Again the receding contact angles for both cases are very similar to the water cases at
approximately 5− 6◦.
In all four cases the receding contact angles have a similar, low value, suggesting an
asymptote has been reached. The contaminated water on treated glass has the highest
observed Capillary number and can be said to have reached a maximum advancing
dynamic contact angle at approximately 120◦.
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(a) (b)
(c) (d)
Figure 4.16: Experimental data for Capillary number and contact angle of (a) Water
on glass, (b) Saltwater on glass, (c) Water on treated glass and (d) Saltwater on treated
glass with Yokoi model fits.
One of the aims of this work is to provide initialisation data (for instance, contact
angle model parameters) for CLSVOF simulation of surface water events. The spread
observed in the results means that different curves could be drawn through the data
with different r2 values and still be considered representative. It is hypothesised that
a stochastic simulation of multiple droplets, rivulets or impacts could be undertaken
using such curves. The population of these would have a distribution of contact angle
models based around the best fit. Every droplet or rivulet would then be using a
slightly different contact angle model.
Figure 4.17 shows the identified contact angles as a function of modified Bond
number for all four fluid-surface combinations, with red points being fluid on glass,
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green being fluid on treated glass, filled circles are water and pluses are saltwater. The
data taken at zero tilt angle have been removed to simplify visualisation (they are all
on the y-axis). The larger Bond numbers are generated on the treated glass and the
saltwater tends to produce larger Bond numbers than the water. Similar to the water on
aluminium test, the data collapses well providing an important resource for validation
of simulation work. Close inspection appears to reveal two distinct collapses; one for
each surface. The treated glass tests seem to have a minimum around Boφ = 0.1−0.15,
whereas the glass has a minimum around Boφ = 0.025 − 0.05. At the higher range of
modified Bond number (Boφ > 0.3) the trends tend to converge for both advancing
and receding angles. It is hypothesised that the relationship between the contact angle
and the modified Bond number is independent of the salinity of the solution for a given
surface.
Figure 4.17: Contact angles as a function of modified Bond number (height) for different
surfaces and fluids. Water on glass are red circles, water on treated glass green circles,
saltwater on glass red pentagrams and saltwater on treated glass are green pentagrams.
All contact angle measured at 0.2 mm.
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4.3 An Alternative Approach to Identifying Contact
Angle Models
Using the approach outlined in §4.1.1 to obtain high speed footage Figure 4.18 shows an
example droplet impacting on an inclined surface at three different times. Figure 4.18a
shows the raw images as obtained from the camera and Figure 4.18b shows the cleansed
and binarised versions. The video frames are cleansed by performing a background
subtract of an empty frame from the current one and the binarisation process makes
use of Otsu’s method [156]. The first frame shown is at t = −0.3 ms and is shortly
prior to impact. The difference in the centroid locations of the last five frames prior to
impact is used to calculate the impact velocity. The second time is t = 1.5 ms after
impact, with Figure 4.18b showing the interface distance , d = dt=1.5ms. The final
image is at t = 16.2 ms after impact and results in the largest interface distance.
(a)
(b)
Figure 4.18: Example droplet impact images. a) RAW images straight from the camera
b) Cleansed and binarised images ready for processing.
The interface length is non-dimensionalised to generate the spread factor (β) as in
Equation 1.9, repeated here in Equation 4.11:
β =
d
D0
(4.11)
where D0 is the equivalent diameter (the diameter of a sphere with a volume of the
created droplet) just prior to impact. Equally, time is non-dimensionalised (t∗) as per
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Equation 1.10, repeated here as Equation 4.12:
t∗ = t
vi
D0
(4.12)
where vi is the velocity of the droplet upon impact.
A test case from a droplet impacting aluminium at φ = 0 was generated in the
form of t∗, β. A simulation was configured that used a fully empirical contact angle
model in a 2D CLSVOF simulation of a droplet impact [157]. This was then run in an
optimisation routine to find the contact angle parameters by using a cost function as
described in Equation 4.13:
J =
t∗=max(t∗)∑
t∗=0
|βE (t∗)− βs (t∗)| (4.13)
where J is the cost to be optimised, βE is the experimentally determined spread factor
and βs the numerically simulated spread factor. The optimised model in the form of
contact angle as a function of Capillary number is shown in Figure 4.19 in addition
to the data captured from the tilted plate tests from §4.2.1 (both cases are water on
Aluminium). Although the optimised numeric model isn’t a really good representation
of the experimentally obtained data it shows that this novel approach has promise.
This is the result of an optimisation based around a single test rather than one based
on multiple tests. The optimised model has captured the hysteresis well, predicting the
receding contact angle well close to zero velocity, but underpredicting the advancing
contact angle. This tendency to underpredict the advancing contact angle occurs
throughout the positive Capillary number range.
This method should be developed to calculate the cost function based on multiple
droplet impact events. The method has several advantages of the usual approaches
reviewed in §1.1.9:
 Data can be obtained very quickly
 No issues relating to identifying contact angles close to the surface
 Image processing is much simpler
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Figure 4.19: Contact angle as a function of Capillary number for water on aluminium.
Data from experiment and optimised numeric model derived from droplet impact
4.4 Conclusions
The third and fourth objectives for this research detailed in Section 1.2 were:
“To develop a robust method to identify parameters in a contact angle model
suitable for automotive surface water management”
and
“To apply the method to a study of relevant surfaces and fluids”
A bespoke rig was designed that would allow different surfaces to be tested using
the tilted plate method for identifying contact angles. A digital SLR was used with
a macro lens to obtain high resolution images. A strobe was used to provide rear
illumination at selectable frequencies, resulting in effective multiple exposures in the
image, allowing contact angles and Capillary number data to be obtained from a single
image.
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The three surfaces tested were painted aluminium, glass and glass treated with a
commercially available hydrophobic spray. These were analysed using a non-intrusive
measurement technique to provide surface roughness details. These were compared
both subjectively and objectively. Surface roughness is not directly included in typical
numerical simulations, but it is present on real vehicles and a likely cause of variation in
actual behaviour and therefore also in the results. Practical implementations of derived
contact angle models should consider making allowance for it.
A pilot study was conducted using the painted aluminium surface and water (de-
ionised). The expected problems with regards to length of receding tail and contact
angle identification at, or close to, the surface were observed. These were overcome
by identifying the interface angle at a height similar in magnitude to the typical
first few cell heights of representative numerical simulations. An analysis of errors
for the manually assisted angle identification method was also completed. Contact
angle models based on Capillary number suitable for numerical simulation were fitted
to the data. Typically, numerical simulations are compared visually to experimental
data. However, this would not be viable for the data presented here due to the
observed variation in the droplet behaviour. An alternative validation approach was
therefore proposed using a modified Bond number. A numerical simulation using the
parameterised Yokoi model was completed separate to this work and the resulting
modified Bond numbers shown to be a good match.
The approach was also applied to a study of the glass and treated glass using
both water and saltwater. Saltwater was used as a surrogate for road spray and the
properties identified were considerably different to those of de-ionised water often used
in numerical simulations. It is suggested that such simulations relying on data for pure
water alone would generate unrepresentative results. The high static hysteresis of water
is observed and is magnified when testing on the treated glass. It is noted that all the
surface and fluid combinations tested exhibited practically identical minimum receding
contact angles and that the saltwater tests resulted in the largest advancing contact
angles. The modified Bond number was plotted and demonstrated to be independent
of the fluid.
An alternative approach is demonstrated that combines experimental observations
of impacting drops recorded at high speed and numerical simulation (completed
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separate to this work). The video is processed to generate a time history of the spread
factor and a 2D simulation configured with a fully empirical contact angle model. The
parameters for the model are optimised to minimise the difference between experiment
and simulation. The results from a single droplet impact show promise for future work
by reducing the uncertainties of contact angle measurement.
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CHAPTER 5
Conclusions
The first objective for this research detailed in Section 1.2 was “To develop a suitable,
validated method for quantifying surface contamination” and was explored in Chapter 2.
As base surface contamination may consist of droplets, rivulets and thin films
two methods of quantification were explored using a thin film approach and a droplet
approach.
For the thin film method a UV dye, UV light and a thin film calibration vessel
with a known profile generates a calibration that relates the grayscale value recorded
by a camera to the depth of fluid. The extensive experimental controls, identified as
missing in the literature for such an approach, were considered through a series of
experiments. These demonstrated that spatial and temporal variations from the UV
light must be properly characterised and not assumed. Furthermore, attenuation of
incident and emitted light was identified as a significant factor. Finally, the integrity of
the dye was shown to be vital to avoid changes in results during an experiment period.
The inclusion of all these factors was shown to alter the identified depth by a factor of
more than two.
The novel droplet method approach to calibration used a plan and side image
of an illuminated droplet to generate the calibration using the side image to provide
droplet depth and plan image the associated intensity. The method was validated for
identifying the mass of small individual droplets.
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The two calibration methods were then applied to an experiment using an
uncharacterised spray to form contamination on a set of scales. Images were captured
and processed using the calibrations and demonstrate that the mass can be accurately
identified using these techniques. It was shown that the thin film calibration generated
the better results.
The second objective for this research detailed in Section 1.2 was “To demonstrate
the suitability of the technique in a wind tunnel test for producing high quality validation
data of base contamination” and was achieved in Chapter 3 using the validated thin
film calibration technique.
A quarter scale model representative of a generic SUV was tested in the
Loughborough University Large Wind Tunnel. Three configurations were tested:
baseline, a roof taper and an increase in ride height. The wake flow was characterised
using PIV, force data and base pressure measurements, thereby providing high quality
flowfield data for validating the accuracy of numerical simulations. The latter is a
prerequisite to producing viable contamination simulations.
A spray system was designed that would emit time-controlled fluid from a nozzle
located immediately behind the left rear wheel to effectively simulate tyre spray. Prior
to installation, a PDA test was conducted to fully characterise the spray droplet size
and exit velocities. This characterised spray has been successfully used in numerical
simulations (Kabanovs [149]) to study base contamination, demonstrating that correct
data for setting up a numerical simulation is vital.
Testing in the tunnel was conducted for three different spray durations for each
of the three model configurations and the thin film calibration technique was applied
to generate high resolution base mass data. The initial intensity images were first
compared and considered alongside the aerodynamic results, with mechanisms for
transport of contamination suggested. It is shown that a roof taper that reduces
drag increases contamination and that increasing the ride height, which increases drag,
reduces contamination. Comparisons of the objective measure are made with existing,
less rigourous techniques described in the literature and demonstrates the advantage of
the method proposed.
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The third and fourth objectives for this research detailed in Section 1.2 were “To
develop a robust method to identify parameters in a contact angle model suitable for
automotive surface water management” and “To apply the method to a study of relevant
surfaces and fluids”. These were both addressed in Chapter 4.
A bespoke rig was designed to undertake tests of three different surfaces (painted
aluminium, glass and glass treated with a hydrophobic coating) using the widely
known tilted plate method for identifying contact angles. A strobe was used for rear
illumination to capture multiple droplet exposures in a single image on a digital SLR
camera. This approach allows contact angle and Capillary number to be extracted from
the same image. A pilot study was undertaken using water on the painted aluminium
surface to develop the method. The expected problems of the tilted plate method and
the use of water, such as the elongated tails, were observed. These were overcome by
identifying the contact angles at a height above the surface that matches the order of
magnitude of the first cell height in high resolution numerical simulations. An analysis
of errors based on the identification method is provided, been less than ±0.5◦ for the
receding contact angle and ±5◦ for the advancing contact angle.
The three surfaces tested were all characterised using a modern, non-intrusive,
surface roughness measurement method. The results were detailed and surface
imperfections observed both subjectively and objectively. These imperfections are to
be expected and account for a significant amount of the variation seen in the results.
These measurements are not directly included in typical numerical simulations, though
they are present on real vehicles and so practical implementation of the contact angle
models should allow for the variations observed.
A selection of contact angle models based on Capillary number that are suitable
for use within a numerical simulation were fitted to the data. In addition, the
experimentally identified Bond numbers were proposed as a method of validating
numerical simulations. This hypothesis was tested and shown to be a useful objective
alternative to the typical visual comparisons reported in the literature. With the
variance expected and observed in the data this method also avoids the chance that
one droplet will be selected from the large sample size that provides a good match to
the simulated result.
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The approach was then applied to a study of glass and glass treated with a
hydrophobic spray using both pure water and saltwater. The fluid properties of
saltwater, such as density, viscosity and surface tension are calculated from well
established sources and show large differences when compared to the properties of
pure water. This implies that numerical simulations based on pure water properties
are likely to generate results that are not representative, further demonstrating the
requirement for high quality valid initialisation data. The results demonstrate that the
contact angle models vary greatly from the baseline case of water on glass. Saltwater
is especially shown to be significantly different from water. The Bond number is again
studied and is shown to be independent of the fluid.
Finally, an alternative approach to identifying contact angle models is demonstrated.
Using a combination of high speed video footage of a droplet impact of water on
aluminium and numerical simulations in an optimisation routine it is shown that a
reasonable contact angle model can be obtained from a single test. This is a promising
approach for future work; there is an increased computational cost but it reduces
some of the complicated image processing and also the potential for subjectivity when
identifying the contact angles.
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Future Work
The work presented in this thesis reveals potential for future research into the topic.
The characterisation of the model aerodynamics can be extended through the use
of tomographic PIV. Perry et al. [51] and Pavia et al. [158] demonstrate the potential
for the application to the volumes required. The results generated would create greater
levels of validation for numerical simulations.
The objective measure should be applied to a wider study of well characterised
models such as the Windsor model [36, 37, 52]. This extended parametric study should
also study the influence of spinning wheels, shown to be significant when compared to
stationary ones [30].
Temporal resolution should be studied to develop an understanding of how base
contamination varies in time. This may be feasible through the use of a clear base or by
locating suitable high resolution imaging equipment in the tunnel during testing. This
would provide validation data for numerical simulations where such rates are readily
obtainable [76].
Ultimately, the approach requires application to full scale tests. The spray needs
to be fully characterised and should match ‘real world’ spray in terms of drop size
distribution, density, viscosity and surface tension. The global variation of these
variables should also be obtained to understand how, if at all, base contamination
varies across the market.
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The approach taken to identifying contact angle data required the processing of
several hundred images. It is hypothesised that a significantly automated approach is
feasible that would generate the data from high speed video.
The alternative method to identifying contact angle model parameter should be
more robustly studied. A large experimental parametric study with multiple repeats
of representative surfaces and fluids, impact velocities and tilt angles would generate a
valuable set of validation data in addition to providing the input into the optimisation
process.
Further validation data should be obtained relating to the effectiveness of water
management channels (extending the work of Dianat et al. [80, 107]) and changes
in surface. The effect of an air co-flow should also be obtained, along with suitable
flowfield measurements.
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