ABSTRACT. In the paper we consider the linear regression model of the first degree on the vertices of the d-dimensional unit cube and its extension by an intercept term, which can be used, e.g., to model unbiased or biased weighing of d objects on a spring balance. In both settings, we can restrict our search for approximate optimal designs to the convex combinations of the so-called j-vertex designs. We focus on the designs that are criterion robust in the sense of maximin efficiency within the class of all orthogonally invariant information functions, involving the criteria of D-, A-, E-optimality, and many others. For the model of unbiased weighing, we give analytic formulas for the maximin efficient design, and for the biased model we present numerical results based on the application of the methods of semidefinite programming.
Introduction
Consider the linear regression model of the first degree on the vertices of the d-dimensional unit cube given by the formula
where y is a real-valued observation, β 1 , . . . , β d are unknown parameters, x 1 , . . . , x d ∈ {0, 1}, and ε is a random error with zero mean. A possible interpretation of the model is that β 1 , . . . , β d represent unknown weights of d items, and x 1 , . . . , x d mean the presence or the absence of the items in a weighing by a spring balance. The experimental design for this model is a rule for selecting the items present in different weighings, with the aim to obtain a good estimator of the unknown weights. Besides the classical model (1), we will focus on its extension by an intercept term
In the weighing interpretation, β d+1 can represent an unknown constant bias of the spring balance caused, e.g., by an additional item that is necessarily present in all the weighings. The constant c is usually chosen to be 1, but selecting different values of c allows us to change the relative importance of the estimation of the bias term compared to the estimation of the parameters representing weights of the objects. For details, see the paper [6] .
J a c r o u x and N o t z [9] analyzed the optimality of the spring balance weighing designs without a constant bias for a large class of criteria depending on the eigenvalues of the information matrix, and C h e n g [2] used the Kiefer-Wolfowitz theorem to find all approximate Φ p -optimal designs. Next, P u k e l s h e i m [11] determined a complete class of designs for this model, and D e t t e and S t u d d e n [4] described a geometric construction of approximate E-optimal designs. From the optimal design perspective, the model (2) with a constant bias was analyzed in the paper [6] . In some cases, the model (2) with c = 1 admits exact designs that lead to the minimum achievable variance of the estimators of the weights, which was shown in [1] .
Next, we will introduce the basic concepts from the point of view of general linear regression models; for details, see the monographs [10] and [11] .
Consider a linear regression model on a compact experimental domain X ⊆ R s . For each design point x ∈ X we can observe a real-valued random variable y = f T (x)β + ε, where f : X → R m is a vector of known continuous regression functions, β ∈ R m is a vector of unknown parameters, and ε is a random error with E(ε) = 0. For different observations, the errors are assumed to be uncorrelated with a constant variance. We will denote this model by (f, X) and say that the model is m-parametric.
For the models (1) and (2), the experimental domain is X = {0, 1} d , and the vectors of regression functions are the identity mapping and
respectively. Likewise, m = d in the model (1) and m = d + 1 in the model (2) . An (approximate) experimental design is a probability measure ξ on X with a finite support. Note that for the weighing models, the experimental domain X is finite, that is, any probability measure on X is a design. The value ξ(x) represents the relative frequency of replications to be taken in x. By Ξ we denote the set of all designs on X. The performance of a design ξ ∈ Ξ is based on the information matrix
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An optimality criterion Φ is a real-valued function defined on the set of information matrices, measuring the quality of the corresponding design. A design ξ * is said to be Φ-optimal if
If (3) holds, then M(ξ * ) is called a Φ-optimal information matrix, and Φ M(ξ * ) is called the Φ-optimal value of the model (f, X). The quality of a design ξ compared to a Φ-optimal design ξ * is measured by its Φ-efficiency
Let Φ E k , k = 1, . . . , m, be the so-called E k -criteria of optimality introduced in [7] , that is,
is defined as the sum of k smallest eigenvalues of the matrix for all C ∈ S m + and m×m orthogonal matrices U (see [11] and [7] ). Note that for any information function Φ, there exists a Φ-optimal design, and the criterion Φ is positively homogeneous, which justifies the particular definition of design efficiency given by equation (4) . The class O contains concave and positively homogeneous versions of essentially all reasonable optimality criteria that depend only on the eigenvalues of the information matrix, such as the criteria of E-, E k -, D-, A-optimality and many others. It turns out that the minimal efficiency of a design ξ with respect to the whole class O, i.e., a stability of performance of ξ with respect to a very broad class of criteria, can be calculated using the criteria of E k -optimality (see [7] )
where v(k) denotes the Φ E k -optimal value (or, for brevity, the E k -optimal value). The number mineff(ξ|O) will be called the O-minimal efficiency of the design ξ for the model (f, X), or, briefly, the minimal efficiency of ξ.
Knowing the Φ E k -optimal values v(k), k = 1, 2, . . . , m, we can find the design that maximizes the minimal efficiency in the class O, i.e., the design that is optimal with respect to the criterion
The Φ O -optimal design is the most efficiency stable design with respect to the class O and we will call it the O-maximin efficient design, or, briefly, the maximin efficient design. Note that the maximin efficiency criterion is orthogonally invariant, i.e., Φ O ∈ O.
Since the functions Φ E k have in general complicated analytic properties, so does the function Φ O . Therefore, to calculate the O-maximin efficient design, the standard numerical procedures are difficult to apply. In this paper, we will show two possible approaches to solving this problem. In Section 2, we will make use of the form of the model (1) to calculate the O-maximin efficient designs analytically. However, in general case, we have to resort to numerical procedures such as semidefinite programming, which will be used to compute the O-maximin efficient designs in Section 3 for the model (2).
The model without a constant bias
Consider now the model (1). For j ∈ {0, . . . , m}, let κ j denote the uniform probability on the unit cube vertices from X having j components equal to 1 and m − j components equal to 0. We will call κ j the j-vertex design. Let us extend the set of j-vertex designs to the set of neighbor-vertex designs κ s , such that κ s is a convex combination of κ ⌊s⌋ and κ ⌊s⌋+1 , specifically,
As a trivial consequence of [11, Sec. 14.10, Claim I], we get the following proposition.
ÈÖÓÔÓ× Ø ÓÒ 1º Let Φ ∈ O. Then there exists s ∈ [0, m] such that the neighbor--vertex design κ s is Φ-optimal for the model (f, X).
Thus, we can restrict our search for optimal designs to the class of neighbor--vertex designs. Hence, M(κ s ) is a completely symmetric matrix which implies that its vector of eigenvalues is
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and, consequently, the E k -optimal values follow directly after some simple algebra.
Having derived the E k -optimal values, we can now compute the O-minimal efficiency of any given neighbor-vertex design κ s . 
P r o o f. From Theorem 1, it is clear that for a given m, the E k -optimal values, 1 ≤ k < m, grow linearly with k. Therefore, the E k -efficiency of an arbitrary design ξ is at least as high as the E-efficiency of ξ. Therefore, the O-minimal efficiency of ξ is simply the minimum of E 1 -and E m -efficiencies of ξ as follows from (5). Moreover, Φ E m (κ s ) = tr M(κ s ) = s, that is, using Theorem 1, the E m -efficiency of κ s is s/m.
Finally, we will show that, with the exception of the cases m ≡ 2(mod 4) and m = 1, the O-maximin efficient design is the neighbor-vertex design κ 3m/4 and its O-minimal efficiency is 3/4. if m ≡ 2(mod 4).
Then the neighbor vertex design κ s is O-maximin efficient for the model (1) and
if m ≡ 2(mod 4), For odd m, the proof is analogous.
Thus, the maximin efficient design κ s requires that 100(1 − s + ⌊s⌋) percent of weighings involve ⌊s⌋ objects (and all possible combinations of ⌊s⌋ objects appear the same number of times), and 100(s − ⌊s⌋) percent of weighings involve ⌊s⌋ + 1 objects (and all possible combinations of ⌊s⌋ + 1 objects appear the same number of times). Of course, this is usually impossible with a finite number N of weighings; exceptions are, for instance: m = 3, N ≡ 0(mod 4); m = 4, N ≡ 0(mod 4); m = 5, N ≡ 0(mod 40); m = 7, N ≡ 0(mod 28), m = 8, N ≡ 0(mod 28) and m = 9, N ≡ 0(mod 336). However, the E k -optimal values from Theorem 2 allow us to find a lower bound on the O-minimal efficiency of any proposed design, which will be close to 3/4 if the proposed design itself is close to κ s .
Note that, according to [8] , the O-minimal efficiency of the D-optimal design is (m + 2)/ 2(m + 1) if m is even and (m + 1)/(2m) if m is odd. For m = 1, 2, the D-optimal design coincides with the maximin efficient design. Nevertheless, for m → ∞, the minimal efficiency of the D-optimal design converges to 1/2, which is substantially less than the limiting minimal efficiency 3/4 in the case of the maximin efficient design.
In this case, the analytical computation of the maximin efficient designs would be very difficult. However, the form of the information matrix of an arbitrary admissible designκ w,d makes it possible to use a numerical algorithm based on semidefinite programming. Semidefinite programming is a special subclass of convex mathematical programming and generalizes several standard optimization problems, such as linear or quadratic programming. In semidefinite programming, we optimize a linear function subject to linear constraints and linear matrix inequality constraints. The problems of finding E k -optimal values and the maximin efficient designs were formulated as semidefinite programs in the paper [5] .
First, we need to find the optimal values for the criteria of E k -optimality. Using the methods developed in [5] and the SeDuMi toolbox for MATLAB [12] , we have obtained the Φ E k -optimal values v(k), k = 1, . . . , d + 1, for selected values of d and c. Having these values, we were able to compute the maximin efficient designs (see Table 1 ). We can see that with c converging to ∞ the O-minimal efficiency of the maximin efficient design converges to 1 (cf. Table 1 or Figure 1 ). This is related to the fact that if in the model (2) we focus only on estimating the parameters of weights, then there exists a "universally" optimal design, cf. [3] . Note that Theorem 5 in [8] states that the efficiency of the D-optimal design with respect to any orthogonally invariant criterion is always at least 1/m, where m is the number of parameters, which means that the minimal efficiency of the maximin efficient design must also be at least 1/m. Hence, for c → 0, the minimal efficiency of the maximin efficient design does not converge to 0. We calculated the maximin efficient design for c = 0.1, and the minimal efficiency of the maximin efficient design was about 0.43.
Note that, even in the case of a relatively large dimension, the minimal efficiency of the maximin efficient design does not significantly deteriorate. Further, note that, for d ≥ 3, the maximin efficient design is not determined uniquely, and it turns out that for the cases we have analyzed, it is possible to choose its weights in such a way that only three of them are nonzero (see Table 1 ). Two of the nonzero weights are w 0 and w d , and the third one either w ⌊d/2⌋ or w ⌊d/2⌋+1 .
