We enumerate plane algebraic curves with one singular point of any (prescribed) singularity type. It is shown how to generalize the method to the singular hypersurfaces and some cases of enumeration of singular hypersurfaces are solved.
Introduction, definitions and results
The goal of this paper is to demonstrate some algebraic and topological methods that enable us to calculate (at least in some cases) degrees of equisingular strata of the discriminant of algebraic hypersurfaces.
Consider the parameter space of (complex) algebraic hypersurfaces of degree d, which we denote by P D f (here D = d + n n − 1). The discriminant, Σ, of hypersurfaces of degree d is defined as the (projective) subvariety of the parameter space, corresponding to the singular hypersurfaces. Generic point of the discriminant corresponds to a hypersurface with one node (the variety of such hypersurface will be denoted by Σ A 1 ). The points in: Σ\Σ A 1 correspond to higher singularities (e.g. in codimension 2 these are: A 2 and bi-nodal case). In such a way we get the equisingular stratification of the discriminant:
(Here each stratum is taken with its closure, corresponding to higher degeneracies. We consider the singularities up to topological equivalence, which removes moduli.)
The first natural question is whether a particular stratum is nonempty (i.e. whether the hypersurface of a given degree can possess the prescribed singularities). It still has no complete solution, only lower and upper bounds are known ( [6] ).
Next question is reducibility and smoothness. In general a stratum may be reducible and has components of different dimensions (this can happen even for plane curves [7] ). We consider hypersurfaces with semi-quasi-homogeneous Newton-non degenerate singularities. For such singularities (and d sufficiently high) the strata are generically smooth with possible singularities corresponding to higher degeneracies.
A particular example of reducible stratum (which will be important in what follows) is the plane quartic with A k , k ≥ 6. An irreducible quartic can have the A 6 singularity. However the discriminant (for degree 4) includes also the stratum of reducible quartics, namely curves that are union of double line and a (generic) conic. And this stratum is of codimension 5. So, for quartics the degree of the stratum of curves with A k singularity is ill-defined for k ≥ 6.
Every equisingular stratum is (naturally) embedded into P D f , so it has the homological class (in the corresponding homology group):
[Σ * ] ∈ H * (P n ) which is just the degree of the stratum (as a variety). Using the Poincare duality we obtain the class in cohomology, it will be denoted by the same letter [Σ * ], no confusion will arise. The goal of this paper is to calculate these classes, for the strata corresponding to hypersurfaces with one singular point of a given type.
The discriminant, and more generally varieties of equisingular hypersurfaces, have been a subject of study for a long time. Already in 19'th century it was known that the closure of the variety of nodal hypersurfaces of degree d in P n is an irreducible projective variety of degree:
Any further progress happens to be difficult and the main work has been concentrated on curves. The present situation is as follows:
• 2000-2003 M.Kazarian in the series of papers ( [8] - [11] ) using topological approach proved that there exist a universal formula for the degrees of equisingular strata. This is a (unknown) polynomial in degree of hypersurface, its dimension and the (relative) Chern classes. He developed a method of calculations of degrees for singularities of the given codimension (in particular he presents the answers, for curves, for equisingular strata up to co-dimension 7) . The drawback of his method is that before one starts to calculate, one should classify all the singularities of the given codimension. So for example it is impossible to calculate the degree of [Σ A k ], for a given large k (meanwhile there is no corresponding classification and it will hardly be done). Another omission is that it is unclear what is the "domain of universality" of the formulae (as was noted above for small degrees, relatively to Milnor number of the singularity, the universality doesn't hold).
• 2004 Another proof of the existence of the universal formula was given by A.K. Liu ([13] ) (by symplectic geometry methods). He, however, doesn't give any concrete methods of calculation.
We use the classical intersection theory to calculate the degrees. Actually we do slightly more. E.g. for curves: since every singularity has (at least one) tangent line, the variety of equisingular curves can be naturally lifted to:
The curve {f(x) = 0} has the prescribed singularity at x with tangent line l ⊂ P 2
Now the (co)homology class is not just a number, but a vector, which is the multidegree of [Σ]. This of course provides much more information about the particular stratum. We present some of the calculated multidegrees in the table 2.
The advantage of our method is that it can be directly implemented for every particular class of singularity, without any preliminary classification. In the cases of L-singularities (to be defined later) the method gives immediate answer, in other cases it provides an algorithm (which works quite well).
All that is done for curves can be generalized to the case of hypersurfaces. However the formulae get more and more complicated, therefore, instead of writing explicit half-page polynomials, we solve only the simplest cases, and explain the ways to solve more complicated ones.
The methods, used for calculations (like liftings, degenerations or removal of unnecessary pieces), can be quite tricky and not always geometrically intuitive. Therefore (except for the rigorous proofs) the consistency checks are important. Many of the results are derived in several independent ways (e.g. the cases of A k , k < 4, D k , k < 7). Another kind of check is the known results for the cases of small degrees. For instance, the cubic with A 3 singularity is necessarily reducible (a conic tangent to a line). The degree of the stratum in this case can be calculated directly. And (as it should be) we obtain the same result.
We should note, that, though our approach works well in every particular case (e.g. for A k with any particular k), it doesn't allow to obtain the general (universal) formulae (e.g. the general formula for all the A k 's). We hope to deal with this problem in the future.
The important question is the applicability range of the obtained formulae (or of the algorithm). E.g. cubic cannot posses the non-isolated A k singularity for k ≥ 4. Correspondingly the answers in the table will be negative for d = 3, k ≥ 4. Even worse, though the quartic can possess isolated A 6 or A 7 singularities 1 the corresponding degrees from the table are wrong (for A 7 it is negative). In general the algorithm gives the correct result for Milnor number µ and degree of curve d satisfying:
We denote the classes of singularities by letters or by their canonical form or by the jets of their canonical form, e.g.:
A k : j k (f ) = x 2 2 , X 9 : j 3 (f ) = 0. In the tables below some of the degrees (for plane curves) are given.
for plane curves
A 1 3(d − 1) 2 A 2 12(d − 1)(d − 2) A 3 50d 2 − 2 * 96d + 84 * 2 A 4 60(d − 3)(3d − 5) A 5 18(35d 2 − 190d + 239) A 6 112(19d 2 − 117d + 168) A 7 48(159d 2 − 1078d + 1719) A 8 8(3420d 2 − 25155d + 43822) D 4 15(d − 2) 2 D 5 12(d − 2)(7d − 19) D 6 14(16d 2 − 87d + 114) D 7 48(15d 2 − 92d + 135) D 8 2(1530d 2 − 10089d + 15967) D 9 8(1650d 2 − 11930d + 20743) W 12 24(d − 4)(13d − 44) W 13 3(4128 − 2132d + 273d 2 ) W 17 2584d 2 − 23664d + 53259 W 18 3(1173d 2 − 11288d + 26608) W 1,0 12(105d 2 − 868d + 1773) Z 11 18(267 − 154d + 22d 2 ) Z 13 3(286d 2 − 2148d + 3977) E 6 21(d − 3)(4d − 9) E 7 252d 2 − 1464d + 2079 E 8 9(45d 2 − 288d + 448)
for hypersurfaces
Here we present some of the results for hypersurfaces. The simplest case is the analog of the "multiple point", i.e. singularity with canonical form: f (x 1 , . . . , x n ) =terms of order p + 1, or in another way: j p (f (x 1 , . . . , x n )) = 0. The degree in this case:
There is a class of "maximally degenerated" singularities, i.e. those that locally look like a curve×P n−2 . For them the calculations are immediate generalization of the case of curves. For example the singularity with canonical form: j p (f (x 1 , . . . , x n )) = x p n . This is a generalization of A 2 , E 6 etc. The degree in this case:
The singularity with canonical form: j p+1 (f (x 1 , . . . , x n )) = x p 1 n i=2 x i is a generalization of D 5 . Its degree is:
Here:
Below are some additional results:
The canonical form :
The degree :
Multidegrees for curves
In the table below we present the multidegrees of the equisingular strata, corresponding to embedding:
As in the rest of the paper, x denotes the generator of the cohomology ring of P 2 x . Similarly:
.
Organization of material Section 2 starts with some general remarks about notations. As an example we calculate the cohomology class of a hypersurface. Then we calculate the degrees of the strata which are complete intersections 2 (simple multiple point) or locally-complete intersections (cusp and tacnode). We demonstrate also how the method works in the case of hypersurfaces.
In section 3 we solve the problem for the class of L-singularities 3 by lifting to the bigger spaces. The general formula for the degree (though it exists), must be very complicated, therefore we treat each case separately. At the end of the section we demonstrate another method: degeneration. In the case of L-singularities it is just another check of the already obtained answer, in the case of non-L-singularities it's the only working method.
In section 4 we deal with non-L-singularities (using degeneration method). We describe algorithm of calculation and use it to calculate the degrees in several cases.
In sections 3 and 4 we frequently use several technical results on cohomology classes of particular conditions. These conditions are described in Appendix, where all the cohomology classes are obtained.
In section 2 we deal with singularities of hypersurfaces, in section 3 and 4 with curves only. 7 part of this work was done during the seminar on "Computational Algebraic Geometry" at the "Mathematische Forschungsinstitut-Oberwolfach". I'd like to thank these institutions for excellent working conditions. The research was constantly supported by the Hermann-Minkowski Minerva Center for Geometry at Tel Aviv University.
2 Some general remarks and the simplest cases. Hypersurfaces
On variables
In this paper we deal with many (co)homology classes of different varieties, embedded into many different (products of) projective spaces. To simplify the formulae we adopt the following notation. If we denote the (homogeneous) coordinates in the space P n x by letter x, then the generator of the cohomology ring of this P n x is denoted by the same letter x, so that H * (P n x ) = Z[x]/(x n+1 ). By the same letter we also denote the hyperplane class in homology of P n . Since it is always clear where we talk about coordinates and where about (co)homology classes no confusion arise.
To demonstrate this let's calculate the (co)homology class of a hypersurface:
Here f is a polynomial of multidegree d 1 , d 2 in variables x, v, the coefficients of f lie in parameter space: P D f . We want to calculate:
In the basis of this group (x, v, f : hyperplanes) write:
To calculate the (integer) coefficients α, β, γ we use the duality between products in cohomology and intersections in homology. Namely, the Poincare duality in our case is:
Therefore the products:
are dual to the intersections of the corresponding homology classes with the cycles:
The number of intersection is calculated as follows:
x , point ∈ P n v >=(linear equation in one vari-able=intersection of P 1 and hyperplane in P D f )=one root Therefore the (co)homology class:
In the sequel once we arrive at the similar (codimension 1) condition, its (co)homology class will be written immediately, using this formula.
On liftings and desingularizations
We denote the (closure) of the variety of hypersurfaces of degree d with prescribed singularities by Σ (in each case it will be clear which singularity is meant). The defining equations for these varieties cannot be written directly, rather one first considers the lifted versions:
Here D = d + n n − 1 is the dimension of the parameter space of all the hypersurfaces of degree d. ThenΣ is projective variety, and the projection
is generically 1:1.Σ can be thought of as desingularization of Σ. In particular the dimensions equal: dim(Σ)=dim(Σ). The projection π induces (natural) projection of homology: π * : H * (P D f × P n x ) → H * (P D f ). So the problem of calculation of degree of Σ reduces to that ofΣ. To calculate the later we use Poincare duality between intersections in homology and products in cohomology. Namely, if the varietyΣ is defined as transversal intersection of hypersurfaces then it's cohomological class equals to the product of the classes of the hypersurfaces.
If the variety is not a complete intersection, but at least locally complete intersection, one can define it locally (by some set of transversal conditions), then take the projective closure, and remove the unnecessary pieces "at infinity". These two techniques are demonstrated in the case of nodes.
If the variety is not a locally complete intersection then one should lift it to some bigger space to achieve (at least) local transversality of the defining conditions. This technique is demonstrated in the cases of cusp and tacnode. Another method is degenerations, it is introduced in section 3 and used in section 4.
Complete intersections A warm up: Nodal Hypersurfaces defined in homogeneous coordinates
We work with hypersurfaces V = {f (x) = 0} ⊂ P n of degree d. The lifted variety in this case is:Σ
This variety is defined by n + 1 transversal conditions. To check the transversality of conditions in (19) we note that P GL(n) acts freely and transitively on P n , therefore it is sufficient to check the transversality, at some particular point. We fix x = (1, 0, . . . , 0) ∈ P n . Then the conditions are just linear equations in the space P D f of all polynomials, so the transversality is equivalent to linear independence. And this is obvious.
The cohomology class [Σ A 1 ] is just a product of classes of hypersurfaces.
According to the remark at the beginning of this section, the class is:
Now the cohomology class ofΣ A 1 is just the product (in cohomology) of [f i (x) = 0]:
The projection: π * :
sends the class of hyperplane in P D f to itself, while all the other classes are sent to zero. Therefore out of the expression in (22) one should extract only the term dual to the hyperplane in P D f , this is: x n f . The coefficient of this term is the degree of the variety and we finally have:
Hypersurfaces with multiple point
An immediate generalization of nodal case is the singularity with canonical form: j p (f (x 1 , . . . , x n )) = 0. (In the case of plane curves these correspond to: A 1 , D 4 X 9 (= X 1,0 )). The defining condition here is vanishing of f (p) (tensor of derivatives of order p, in homogeneous coordinates). All the conditions are transversal, therefore:
and extracting the coefficient of
Node is just the first singularity type in the A k series. The specific feature that greatly simplified the calculation was the transversality of defining conditions ofΣ A 1 (in other words the lifted version was a complete intersection). For A k>1 this is not the case, correspondingly the calculations become much more difficult. When the conditions are non transversal, the first natural idea is: restrict the consideration to the affine part of P n . There choose a sufficient set of transversal conditions. Now define new projective variety as the projective closure (i.e. just homogenize equations). Check the situation at "infinity" and remove unnecessary pieces. As the simplest example we consider nodal hypersurfaces.
Nodal hypersurfaces defined in the affine coordinates
Choose the affine part: (x 0 = 0) ⊂ P n x . We consider the variety:
Over the affine part of P n x this variety coincides withΣ n , however at infinity (x 0 = 0) one can expect some additional pieces. Indeed, the Euler formula for homogeneous polynomial of degree d:
provides that conditions of (26) when translated to the neighbourhood of infinity are:
That is, the variety of (26) is a union ofΣ A−1 and some piece at "infinity" (when x 0 = 0), taken with multiplicity one (since x 0 appears in the first degree). So, to calculate the (co)homological class [Σ A 1 ] one should extract from [Σ 1 ] the (co)homological class of the variety defined by:
Calculating as previously:
Their difference gives the answer of (23). We emphasize again that here we dealt with the simplest case. In general the procedure of defining projective closure of some affine variety and then removing some unnecessary pieces at infinity can be rather tricky. What one actually has to do is to calculate the basis of the syzyges of the ideal.
Another method is to try to lift theΣ to even bigger space, where it is defined by a transversal set of conditions. We consider now the cuspidal hypersurfaces, here both methods turn to be fruitful.
Locally-complete intersections and worse Cuspidal hypersurfaces. Approach via rank of Hessian
The key observation for calculation is: a hypersurface defined by equation: f = 0 has cusp at the point x iff the rank of the (n + 1) × (n + 1) matrix of second derivatives (Hessian) is n-1 and x ∈Ker(Hess). (The last condition is obviously equivalent to the vanishing of the first derivatives as one sees from the Euler formula (27)). Therefore we consider the following variety:Σ
This condition is considered in appendix, where its (co)homology class is calculated (114) to be:
here p is the (co)homology class of a cell of the matrix Hess: p = (d − 2)x + f . So we have:
In this expression we are interested only in the generator of
which is x n f 2 . It's coefficient (the degree of variety of cuspidal hypersurfaces) is:
n(n + 1)(n + 2) 2 (32)
For n = 2 it gives: deg=12(d − 1)(d − 2) which reproduces the well known result of Vainsencher ([18] ). The method presented here cannot be immediately generalized to the case of higher singularities, since already for tacnode (A 3 ) the defining conditions involve third derivatives, i.e. three indexed tensor, for which degenerating conditions cannot be easily written (unless n = 2, plane curves). Therefore we present here another approach, that works in the tacnodal case also.
Cuspidal hypersurfaces. Approach via tangent vector
Cuspidal singularity is characterized by its point and direction (x, k) ∈ P(T P n ). It is easier to think of the direction as given by a line through the two points of P n : x and v (x = v). Therefore we consider the (closure of the) variety of hypersurfaces with cusp at the given point (x) and the given tangent line (through the two points x, v):
Note that now the projectionΣ → Σ has fiber P 1 , so dim(Σ)=dim(Σ)-1. Therefore the projection induces zero map on homologies:
So, by Poincare duality, in the final answer for [Σ A 2 ] the coefficient of v n must vanish, and we are interested in the coefficient of v n−1 . We want to representΣ A 2 as (possibly) transversal intersection of hypersurfaces. The n + 1 conditions: Hess * x = 0 are transversal by previous consideration. Suppose we add to them one condition: (f (2) (v)) 0 = 0. Then the non-transversality can occur in two cases: either x = v (condition of co-dimension n), or 4 x = (1, 0, . . . , 0) (condition of codimension n). In both cases the dimension of fiber goes up just by one, so it has no influence on cohomology class:
We continue to add the conditions in such a way up to (f (2) (v)) n−1 = 0. At this point the additional pieces which arose are:
• x = v: the condition of codimension n. The dimension of fiber jumps by n.
• x n = 0: the condition of codimension 1. The dimension of fiber jumps by 1.
So they should be subtracted: (2) (v) 0 = 0] n−1 (36) Here α, β are integer coefficients that measure the non-trasversality of intersection. Since the coefficient of v n must vanish we get: α = 1. We have also β = 1 (since the condition x n = 0 is linear in x).
Substituting all the ingredients we get the already obtained result.
Cuspidal curves. Approach via point and tangent line
Another approach is to define the cusp by the tangent line. Namely, one can embed the projectivization of tangent bundle into the bigger (and simpler) space:
(the condition l(x) = 0 means just that the line corresponding to l passes through x). In terms of the form l the cuspidal condition can be written in a simple homogeneous form. Namely, the curve has a cusp when the Hessian (symmetric two-form) has rank 1, i.e. can be represented as a tensor product of a one-form with itself. Therefore we define:
The condition x ∈Ker(Hess) is satisfied automatically). The (co)homology class of the first condition is just: x+l. To deal with the second condition we write the independent components of Hess as a vector. Then the proportionality of two tensors means:
rank Hess 00 Hess 01 Hess 02 Hess 11 Hess 12 Hess 22
This kind of conditions will appear frequently, so we solve it in general case in appendix. The cohomology class is:
taking product with [l(x)=0] and extracting coefficient of x 2 l 2 f 2 we get:
This approach is very effective when working with curves with L-singularities.
Tacnodal curves
Suppose a curve has (at least) cusp at a point x ∈ P 2 , with tangent line passing through
. We want to obtain the condition of "tacnodality". By PGL(3) rotation the singular point can be brought to (1, 0, 0) and the tangent line rotated so that v = (0, 1, 0). Then the function is:
The condition that the singularity is (at least) tacnode is: f 111 = 0. Or written in the way covariant under PGL(3) rotations:
Thus the first natural idea is to consider the variety:
Unfortunately this includes the open condition: x = v, so the variety is not compact. To overcome this difficulty we consider:
Here l ∈ (P 2 l ) * is a form corresponding to the line through x and v. The generic projection: Σ A 3 → Σ A 3 has fiber P 1 since having fixed the point x, the point on the tangent line (v ∈ l) is chosen arbitrary. So, as in the case of cusp in the final answer for [Σ A 3 ] the coefficient of v 2 should vanish, and we are interested in the coefficient of v.
This definition has the same drawback as previous: the condition x = v is open. So we consider the bigger variety:
which consists ofΣ A 3 and additional piece (with some multiplicity):
This gives:
which for d = 3 gives 42 as can be checked by simple counting (since a cubic with a tacnode is necessarily reducible).
3 Linear singularities. The case of curves.
In the first part of this section we demonstrate the direct method of calculation of the cohomology class for linear singularity. It is quite straightforward in each particular case. In the second part we present method of degeneration to calculate the same thing. For linear singularities it's just another check of the already obtained answers. For nonlinear singularities, however, it is the only currently working method.
Direct approach: Liftings
By linear singularity we'll mean the singularity that can be brought to the canonical form by projective transformations only 5 . (Otherwise the singularity will be called nonlinear). For linear singularity the corresponding equisingular variety Σ is defined by equations linear in function and its derivatives, therefore is easy to work with. The criterion for a singularity to be linear is simple: every segment of its Newton diagram must have the slope 1 2 ≤ tg(α) ≤ 2. E.g. a particular class of examples of such singularities is defined by the line: x p + y q , p ≤ q ≤ 2p. In general for a given series only a few types of singularities at the beginning can be linear. In the low modality cases the singularities brought to canonical form by linear transformation are: We consider singularities up to topological transformations, the approach which removes moduli. Therefore in the sequel the moduli are often ignored. For example by the singularity X 9 we mean singularity defined on Newton diagram by vanishing all the derivatives up to (including) order 3. As we will see, when working with nonlinear singularities, we have to consider also the linearized singularities. E.g. in the (closure of the) stratum of A k singularities, consider a substratum of curves that can be brought to the canonical form of A k by projective transformation only. Such singularities will be denoted by A Even more generally we'll consider the strata like:
j , k > j > 3 (A k singularities that can be brought up to A j by projective transformations). (For example one can write formally:
. These strata will be helpful eventhough they have no direct geometric meaning and not much importance in the general singularity theory. So, the Newton diagram of each singularity will contain two lines: solid (corresponding to the canonical form) and dotted (corresponding to the "optimal" form to which the singularity can be brought by linear transformations). We first discuss the general situation and then deal with particular cases.
Write the conditions arising from the Newton diagram. There are different types according to different lines.
To rewrite these conditions in the covariant way (under plane rotations), we first restate them in the form (in homogeneous coordinates):
..,i q−2 = 0, among i 1 , . . . , i q−2 only one equals 2 for q = 2p : f (q−3) i 1 ,...,i q−3 = 0, among i 1 , . . . , i q−3 only one equals 2 . . .
(50)
The singularities under consideration (for p < q) are characterized by direction (which is fixed by linear form: l ∈ (P 2 l ) * ). Therefore these conditions can be written as:
Here the wedge is taken once with each of the indices of f (q−1) In particular for the case of cusp (y 2 + x 3 ) we recover the conditions: f (2) ∧ l = 0, which in the previous section was shown to be equivalent to: f (2) ∼ l ⊗ l. In the same vein first of the above conditions is rewritten as:
Here
is an auxiliary totally symmetric q − 2 form, and SYM means the symmetrization over indices of l and B (q−2) . To satisfy the second condition in (51) we note that by Euler formula:
). (Here we evaluate the q − 1 form at x once or twice, i.e. one or two indices are contracted). Substituting this to the (51) we obtain:
Here C (q−3) (C (q−4) ) is totaly symmetric form (like B). This condition has the same (co)homology class as:
We continue in the same vein for tensors of derivative of lower order up to f (p) for which the condition is just:
We apply now this technique to several simplest cases.
A (l) k : y 2 + x k+1 Here the conditions of (51) mean:
. . , i k ≤ 1 According to the general formalism this is written as:
is totally symmetric k − 1 form, and SYM means the symmetrization over indices of l and B (k−1) .
]+1 = 2 According to the general formalism this is written as:
To resolve the second condition we note that by Euler formula:
. (Here we evaluate the k-form many times, i.e. k − [ k 2 ] − 1 indices are contracted). So we obtain:
Here C ([ k 2 ]−1) is totaly symmetric form (like B). This condition has the same (co)homology class as:
Therefore finally we consider (for A k ):
(58) Note that the three types of conditions are obviously transversal to each other since only one includes f (k) and only one includes C ([ k 2 ]−1) . Thus the total cohomology class is just a product of cohomology classes of conditions of each type.
Multiplying these expressions and extracting the coefficient of the maximal (nonzero) power of B and C we get:
This singularity is defined by vanishing all the derivatives up to p, and the tensor f (p) satisfies condition similar to the cusp case: f (p) ∧ l = 0. Hence we define:
Extracting the coefficient of x 2 l 2 f p(p+3) 2 −3 we get:
which gives:
• p = 2: [Σ A 2 ] = 12(d − 1)(d − 2)
• p = 3: [Σ E 6 ] = 21(d − 3)(4d − 9)
• p = 4: [Σ W 12 ] = 24(d − 4)(13d − 44)
Analysis of Newton diagram similar to the A k case shows that the defining conditions are:
In particular the necessary and sufficient set of conditions is:
As previously they are solved in terms of auxiliary symmetric form:
− 1 (66) In particular:
• p = 2 [Σ A 3 ] = 50(d − 3) 2 + 18 * 6(d − 3) + 42 = 2(84 − 96d + 25d 2 )
• p = 3 [Σ E 8 ] = 9(45d 2 − 288d + 448) = 9(15d − 56)(3d − 8)
• p = 4 [Σ W 1,0 ] = 12(105d 2 − 868d + 1773)
− 1 (68) In particular:
• p = 3: [Σ J 10 ] = 2(385d 2 − 2715d + 4611)
• p = 4: [Σ W 18 ] = 3(1173d 2 − 11288d + 26608)
x p y + y q , p 2 < q − 1 ≤ 2p ¿From the Newton diagram one gets conditions:
¿From here in several lowest cases we have: 
. So the cohomology class is:
In particular • x p y+y p+1 , D 4 This defines singularity of type x p+1 +y p+1 , and was considered previously.
• x p y + y p+2 , D 5 , Z 11 : x 3 y + y 5 + axy 4 Here the conditions (69) mean: f (p) = 0, f (p+1) ∧ (l) 2 = 0, that is: f (p+1) = SYM((l) (p) , B (1) ), B(x) = 0 So the cohomology class is:
In particular
p = 3: [Σ Z 11 ] = 18(267 − 154d + 22d 2 )
• x p y + y p+3 , D 6 , Z 13 : x 3 y + y 6 + axy 5
Here the conditions (69) mean:
, C (1) ), C (1) (x) = 0 So the cohomology class is: 
Singularities defined by two lines on Newton diagram
Examples: X 1,p , 0 < p ≤ 2 : x 4 + x 2 y 2 + ay 4+p W 1,p , 0 < p ≤ 2 x 4 + x 2 y 3 + ay 6+p , a = a 0 + a 1 y, a 0 = 0 Up to now we have considered quasihomogeneous singularities (defined by vanishing of derivatives corresponding to the points below certain line on Newton diagram). For higher singularities however the typical case is semi-quasi-homogeneous (with two or more lines on Newton diagram). In this case the calculations go along the similar lines, as an example we write the conditions of X 1,p , p ≤ 2 W 1,p , p ≤ 2. To avoid cumbersome formulae we deal with each case separately.
As one sees, the case of L-singularity is completely solved by this approach. For nonlinear singularity, however, this approach doesn't work. Instead one should use degenerations.
Degenerations and Deformations
The idea of the degeneration method is very simple: add to the defining equations another condition so that one gets singularity of higher type which however is easier to work with. Or geometrically: (transversally) intersect the equisingular stratum with a hypersurface (or a divisor), so that the intersection is an easier stratum.
Vice versa, to deform a singularity means to represent it as a degenerated case of some singularity of lower type. In other words: to represent the given singularity as intersection of lower singularity with a hypersurface.
To demonstrate the idea we consider first the simplest cases.
We start from the variety of curves with x p + y p+1 singularity at a point x ∈ P 2 with tangent line defined by l ∈ (P 2 l ) * :
Intersect this stratum with the hypersurface defined by: ∂ p 0 f = 0. Then from the definition ofΣ we have: either l p 0 = 0 or (for generic tangent line) f (p) = 0. Or in terms of cohomology classes:
The right hand side is a complete intersection and has been already calculated. So this gives a possibility to calculate the cohomology class [Σ]. Since it was also calculated, the example provides a simple check of the degeneration idea.
Another check of this kind is the degeneration: x p−1 y + y p+1 → x p + y p+1 (e.g. D 5 → E 6 ). Namely, consider: 
Intersect this stratum with the hypersurface defined by 6 :
Working as in the previous case we have:
The factor 2 should be included since the degenerating conditions is quadratic in f ). ¿From the system of linear equations: l(x) = 0 = B(x) we obtain:
Altogether this enables the calculation of [Σ], or, since it's already known, we have another check of the method. We can use the same process in the opposite way: the deformation. Namely we can deform x p + y p to x p−1 y + y p+1 or to consider x p + y p as a degeneration of x p−1 y + y p+1 . Explicitly:
The calculations are exactly as in the previous cases. Other simple examples of such checks are: D 5 → E 6 and D 6 → E 7
General Remarks
So the goal of the degeneration/deformation process is to rotate the (piecewise) line of the singularity clockwise. As we saw in the previous subsection, to define degenerating condition (the hypersurface with which the stratum is intersected) can be quite tricky, in addition one should always check the transversality. We discuss several kinds of such conditions in appendix. The procedure of degeneration (in the linear case) is as follows: start from a given (piecewise linear) Newton diagram and deform it to arrive (after smallest number of steps) at a singularity of the type: x p + y p for some p.
As an example consider the stratum: D Except the simplest cases at the beginning of each series (e.g. A 1 A 2 A 3 for A k ) the canonical form of the singularity cannot be achieved by projective transformation. So the stratum of equisingular curves cannot be defined (even locally) by equations linear in function and its derivatives.
As an example let's obtain the defining conditions in the cases of A 4 , A 5 . Suppose that by projective transformation the curve is brought to the form (in the local coordinates): a 2,0 x 2 + a 1,2 xy 2 + a 0,4 y 4 + higher terms (79)
Then the (local) condition for A 4 is:
while the additional condition for A 5 is: a 2,1 a 0,4 + a 0,5 a 2,0 = a 1,2 a 1,3 2 (81)
The first task is to make these conditions covariant under P GL (3) . For this embed:
Here x is the singular point, v-another point, l-the tangent line through the point in this direction (so that: l(x) = 0 = l(v)). The equation (79) is written for the case:
x = (1, 0, 0) v = (0, 1, 0) l = (0, 0, 1)
In terms of derivatives (80) reads:
122 ) 2 . The prescription to convert this into covariant expression is as follows: 1. Every time index "2" appears: contract the derivative with v 2. Every index "1" replace by a free index In this way, e.g. the equations for A 4 , A 5 cases become covariant:
Even though the covariant conditions have been obtained, we face severe difficulties with actual cohomology computation: the total set of conditions is certainly not transversal (even locally). For higher type singularities the situation is even worse: after one get a system of (nonlinear local) equations (like (80),(81)), the first thing to do is to check that they define a prime/radical ideal (and if they don't to reduce them). For A 4 , A 5 one needn't reduce, however already for A 6 , the obtained system should be reduced. Another problem is of taking the right projective closure: if one naively homogenize the local equations the so obtained variety contains unnecessary pieces at infinity (as always) So the direct approach doesn't give an easy method to calculate. Instead we'll use the particular kind of degeneration (linearization) to convert the nonlinear equations to linear ones. As a preparation we generalize the situation of A 4 , A 5 , i.e. we discuss the first and the second nonlinear singularities in each serie.
The "first" nonlinear equation
In the degenerating process we work with series singularities of the from: X k ∩ Y (l) . They start from a linear singularity 7 The form a 2,0 x 2 + a 1,j xy j + a 0,2j y 2j is degenerated The form a 2,2 x 2 y 2 + a 1,4+j xy 4+j + a 0,2j y 6+2j is degenerated
We consider first the nontrivial case: number of integer lattice points on this segment is greater than 2.
Claim The degree of the first equation is 2(d − 1), where the segment corresponding to the equation consists of d + 1 points (d > 1) proof Let Ω(x i , y j ) be a quasihomogenous form. Then its degeneracy means the multiple root of Ω(a, b) (i.e. homogeneous form with the same coefficients). In other words for some point (a, b) ∈ P 1 we have: ∂ a Ω = 0 = ∂ b Ω. Therefore the variety of degenerate forms is just the variety of "nodal hypersurfaces in P 1 ". Its degree is well known (in particularly is given by (23) for n = 1).
Suppose now that the segment corresponding to the first equation consists of two points only. This means that the stratum, is reducible (e.g. we'll see that for k > 4:
In this case the class of the stratum is the sum of classes of irreducible strata with some multiplicities (that will be computed later), e.g.
The process of degeneration.
In the nonlinear case the goal of degeneration is to get rid of nonlinear equations. There are (at least) two ways to implement the degeneration:
• The clockwise rotation: push the dotted line to increase it's slope 7 so that one arrive at a diagram with a steeper dotted line (and this case is easier to calculate). As an example consider A 4 .
In this case to push the dotted line clockwise means to demand that in the canonical form a 2,0 x 2 + a 1,2 xy 2 + a 0,4 y 4 the coefficient a 2,0 vanishes, so naively the transitions is: However from the defining (nonlinear) equation for A 4 (4a 2,0 a 0,4 = a 2 1,2 ) one has: a 2,0 = 0 = a 2 1,2 , i.e. the stratum D 5 is adjacent to A 4 with multiplicity 2. So the actual transition is:
Similar considerations for A 5 give: under a 2,0 → 0 the transition is:
• Linearization The goal of the linearization is to push the dotted line to the solid line and finally to merge them. In the case of A 4 that means, that by linear transformation we'll be able to bring the curve to the canonical form, i.e. the degeneration in this case is: 
h h h h h h h h h h h h
As in the previous case: since the equation is nonlinear, the degenerated stratum enters with multiplicity.
The transition is:
For A 5 we have:
Now we can describe the general algorithm of degenerations.
• Given a singularity find its "first" nonlinear equation 8 .
• Degenerate it (by linearization or the clockwise rotation). In this process the given stratum will decompose into the union of other strata (with coefficients).
• Each of the so obtained strata is "closer" to the linear singularities 9 . Perform the same procedure for each of the so obtained strata.
In this way the initial singularity gives rise to a tree of (adjacent) singularities, e.g. for clockwise rotation (omitting multiplicities):
Each branch is continued until one ends at linear singularity Having built the algorithm the first question is it's efficiency. Already from the described cases we note that the clockwise rotation method involves for A k the singularities with vanishing (k-3)-jet, while the linearization of A k involves the singularity with (at most) vanishing k−1 2 -jet, so linearization is more effective and it is this method that will be used in the sequel.
Linearization for A k
It happens that the calculation of cohomology class for A k involves calculations for many other series (e.g. D k , J k,i etc.) therefore we'll describe the linearization process for A k (as the most inclusive case). The tree of degeneration is shown at the end of this section.
So, consider the variety of curves with A k , k > 3 singularity at a point x ∈ P 2 with tangent line defined by l ∈ (P 2 l ) * :
We start from the curve in the canonical form of A 3 : a 2,0 x 2 +a 1,2 xy 2 +a 0,4 y 4 +higher terms. Then the first equation (80) is quadratic (it corresponds to the degeneracy of a quasihomogeneous form). The first step is intersection with hypersurface along which a 0,4 = 0, i.e. the degeneration is:
For k = 4 the process stops, if k > 4 the so obtained stratum is reducible (as is seen from equation for A 5 (81): if a 0,4 = 0 then a 0,5 a 2,0 = 0):
As we'll see, this is the typical behavior. Consider now A k ∩ A (l) 5 , k ≥ 6. It's Newton diagram is similar to that of A 4 , the first nonlinear equation is again quadratic (namely 4a 2,0 a 0,6 = a 2 1,3 ), it means that some quasihomogeneous form is degenerate therefore:
For k = 6 the process stops, if k > 6 the so obtained stratum is reducible, as in the case of A 5 we have:
So the behavior along the first column of the degeneration tree is clear (and is directly read from the diagram) the degenerations brings multiplicity 2 and are followed by decompositions into two irreducible pieces.
The second column starts from D k+1 ≡ D k+1 ∩ D 6 . The first degeneration:
is exceptional, it's followed by decomposition:
The coefficient 2 arises from the fact that in this case (accidentally) there is one additional point on the segment corresponding to the second equation. The rest of the second column is regular:
2,2j−6 (96)
One continues in the same vein, until the algorithm stops. The general behavior is as follows: each column "stabilizes" from some place, i.e. the multiplicity after degeneration is 2 and the reducible stratum decomposes into two strata with multiplicity one. The top of the column however is nonregular due to accidental degeneracies on Newton diagram.
The tree of degenerations Every arrow denotes degeneration, the multiplicity coefficient is adjacent. Pair of lines means decomposition. Matrices of co-rank ≥1
We treat here the problem of the following general form. Consider the variety of m×n (nonzero) matrices, taken up to multiplication by scalar matrix (so the variety is just: P mn−1 ). Take an m-tuple of (projective) varieties: {X i } m i=1 and consider m-tuple of maps
so that each variety of the m-tuple is mapped to a coresponding row of the matrix. Another version of the same problem is to take the n-tuple of varieties, then each variety is mapped to a coresponding column of the matrix. We assume that the collection of maps
is nondegenerate. Among all the matrices (P mn−1 ) we consider those of rank< m. Their pre-image defines a subvariety of X 1 × . . . × X m , which will be denoted by Σ (if every X i is mapped to a row, this variety will be denoted by Σ R , if every X i is mapped to a column it will be denoted by Σ C ). It is defined by vanishing of all the m×m minors in φ(x) (In particular it's far from being a complete intersection). By the construction, the following condition is satisfied: all the elements in the same row (the same column) have the same cohomology class. That is the cohomology class of hypersurface in X defined by (M ij (x) = 0) is independent of j (of i). Correspondingly we will denote: [M ij (x) = 0] = p i (or [M ij (x) = 0] = p j in the column version).
We show now the procedure to calculate the cohomology class of Σ R , Σ C in terms of p i . To understand the general situation we first solve two particular cases.
× (n + 1) matrices of rank< 2
This problem may arise, for example, when calculating the cohomology class of (diagonal) 10 : {(x, y)|x = y} ⊂ P n × P n . As in the case of nodal hypersurfaces the strategy is the following: out of n + 1 2 defining equations (all the 2 × 2 minors) we choose a subset that defines the Σ locally, then one should check the situation at "infinity", where some additional redundant pieces may appear. We fix the notations. Denote by M the matrix, by M ij its components, by M(ij) the minor consisting of i'th and j'th columns and det(ij)=det(M(ij)). Consider the variety defined by n equations: det(12) = det(23) = . . . = det(n, n + 1) = 0 (98)
We claim that it coincides with Σ in some open neighborhood. Indeed one should check that from (98) it follows that all other minors of matrix vanish. To prove it take the (2 × 3) matrix M(ijk) built on 3 (different) columns and append to it one of its own rows. In this way one gets the degenerate (3 × 3) matrix. Its determinant vanishes, which gives two equations:
M 1i * det(jk)−M 1j * det(ik)+M 1k * det(jk) = 0 M 2i * det(jk)−M 2j * det(ik)+M 2k * det(jk) = 0 (99) ¿From this one sees that det(i,i+1)=0=det(i+1,i+2) necessarily implies det(i,i+2)=0, unless the vector: (M 1,i+1 , M 2,i+1 ) is zero. In the same way all the other determinants must vanish unless the corresponding columns of the matrix M are zero. So we conclude that the variety defined in (98) coincides with Σ over the open set, and the boundaries ("infinite planes") along which additional terms may appear are defined by equations: M 1,i+1 = 0 = M 2,i+1 (they are of codimension 2). Let's check the situation at the "infinite plane": M 1,i+1 = 0 = M 2,i+1 . Here the conditions: det(j,i+1)=0 are satisfied automatically, while the rest of conditions means just that the (2 ×n) matrix obtained by deletion of the i+1'th column has rank< 2. Thus the variety defined by (98) consist of the union of variety of degenerate matrices, pieces at "infinity" (M 1,i = 0 = M 2,i 1 < i < n + 1), pieces at "intersections of infinities" (M 1,i = 0 = M 2,i M 1,j = 0 = M 2,j 1 < i < j < n + 1, i + 1 = j), pieces at triple intersections etc.. So we have a recursion: calculate the cohomology class of the variety defined by (98), subtract the classes corresponding to "infinite planes", add the classes corresponding to the double intersections of "infinite planes", subtract terms arising from triple intersections etc..
In particular, if all the elements in the i'th row have "the same cohomology class": p i , the recursive formula is:
(100) If all the elements in the j'th column have "the same cohomology class" p j the recursive formula is:
n × (n + 1) matrices of rank< n Here we denote by M(i) the (n × n) matrix obtained from the initial by erasing the i'th column, and det(i)=det(M(i)). The strategy is as in the previous case. Consider the variety defined by:
We claim that it coincides with Σ in some open neighborhood. Indeed one should check that from (98) it follows that all other minors of matrix vanish. Append to the initial matrix M one of its rows, so that now we have an n + 1 × n + 1 matrix. By construction it is degenerate, so expanding its determinant we have n equations:
Since det(1)=0=det(n+1) this linear system of equations implies that all the principal minors are zero unless the n × (n − 1) matrix, obtained from M by deletion of columns 1 and n+1, is degenerate. Therefore the variety defined by (98) coincides with Σ over the affine part, while "at infinity" (i.e. when the n × (n − 1) matrix is degenerate) some additional pieces can arise. So we have recursion to the case of smaller n. The case n = 2 was treated in the previous section. If all the elements of the row represent the same class (p 1 and p 2 ) then the cohomology class of Σ is p 2 1 + p 1 p 2 + p 2 2 . For general n denote this degree by Σ C (p 1 , . . . , p n ).
If all the elements of the column represent the same class (p 1 , p 2 and p 3 ) then the cohomology class of Σ is p 1 p 2 + p 1 p 3 + p 2 p 3 . Denote (for general n) this degree by Σ C (p 1 , . . . , p n+1 ).
For general n we have:
The explicit formulae:
The general situation is just the combination of the two previous cases (we deal here only with the row-case, i.e. all the elements of the same row correspond to hypersurfaces with same cohomology classes).
Similarly to the previous case denote the (square) matrix obtained from initial by erasing n+1-m columns by M(i 1 , . . . , i n+1−m ) and its determinant by Det(i 1 , . . . , i n+1−m ). Consider the variety defined by: det(m + 1, m + 2, . . . , n + 1) = 0 det(1, m + 2, m + 3, . . . , n + 1) = 0 det(1, 2, m + 3, . . . , n + 1) = 0 . . . det(1, 2, . . . , n + 1 − m) = 0 (106)
As in the previous case we claim that it coincides with Σ in some open neighborhood. Indeed suppose no m-1 columns of the original matrix are dependent. Then by arguments similar to that of case n × (n + 1) one has the coincidence of our variety and Σ. At "infinity" (which is defined as variety of points where m-1 adjacent columns of the matrix are dependent) however our variety includes additional pieces which should be extracted. Infinity is the union of the following varieties: m × (m − 1) matrices of rank<m-1. Which is exactly the case treated before. So one gets a recursion relation. The recurrence formula is:
(107) In several particular cases there are simpler formulae:
For m = 3 we have:
5.1.2 Symmetric (n + 1) × (n + 1) matrices of corank≥2
Here we consider the following problem. Suppose a map φ : X → P (n+1)(n+2) 2 −1 of a projective variety to the projective variety of symmetric matrices is given. Let
denote the (co)homology class of the hypersurface in X defined by the equation. Among all the matrices consider (sufficiently) degenerate matrices with one predefined eigenvector x, with zero eigenvalue:
Consider the pre-image in X of Σ r . We want to calculate its (co)homology class. This problem arises when working with simplest hyper-surface singularities, with canonical form: f (x 1 , . . . , x n ) = r i=1 x 2 i +(higher order terms). For r = n (the "nodal" case) we have transversal intersection of (n+1) conditions, so the answer is immediate: p n+1 . The case: r = n − 1 corresponds to A 2 singularity and is the starting point. The strategy is the same as in other similar questions: assuming that the defined variety is locally complete intersection, we first try to find a nice set of equations that defines the variety locally. At "infinity" some additional pieces may arise and the goal of the process to extract them from the final answer. The precise definition of "locally" and "at infinity" follows. 
Here, the first two rows are just the expansions of the n × n minor by the (n − 1) × (n − 1) minors. The third row corresponds to the case when in the n × n minor two rows coincide.
Therefore, multiplying the equation Mx = 0 from the left by vector the of minors we have: 
The cohomology classes of degenerations
Here we calculate the cohomology classes of degenerating conditions for several important cases. The idea is simple: suppose that (the closure of) the stratum Σ 1 contains the (closure of the) stratum Σ 2 as a divisor. In general it is difficult to write equations that define Σ 2 on Σ 1 . However the cohomology class of such condition is obtained immediately: [Σ 2 ] [Σ 1 ] , and this is the cohomology class of the degeneration.
We start from the simplest case:
Degenerating the homogeneous form The formulae for the general degeneration are very complicated, we solve only two additional cases.
. . . + y p → . . . + y p+1
In the linearization process one often needs a particular case of the degeneration. Namely, suppose the Newton diagram of the singularity has several segments, and we want to degenerate the (quasihomogeneous) form corresponding to the right-most segment. We denote the initial stratum by Σ p , the degenerated one by Σ p+1 
Here v is a vector tangent to the singularity so that the line l passes through x and v. The hypersurface f (p) (v, . . . , v) p = 0 intersects theΣ p transversally, provided x = v, while at v = x we have additional piece (of multiplicity p , since the condition is of degree p in v). Therefore:
The projection: 
