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分特征对的半正定特征值反问题. 这类问题旨在构造一个 𝑛阶实矩阵 𝐶，使得它不仅
在 Frobenius范数意义下最佳逼近于预估计 𝑛阶实矩阵 𝐶0 并且满足给定的部分特征





























In this thesis, we mainly propose some optimization algorithms for two kinds of
structured inverse eigenvalue problems. This thesis is composed of three chapters.
In the first chapter, we mainly introduce two kinds of structured inverse eigenvalue
problems: semidefinite inverse eigenvalue problems with prescribed entries and partial
eigendata and doubly stochastic inverse eigenvalue problems, including their application
backgrounds, solvability conditions, and related numerical methods.
The main parts of this thesis are the second chapter and the third chapter. In the
second chapter, we discuss the semidefinite inverse eigenvalue problem with prescribed
entries and partial eigendata. This inverse problem is to construct a real 𝑛×𝑛matrix 𝐶
such that it is nearest to the original pre-estimated real 𝑛×𝑛matrix 𝐶𝑜 in the Frobenius
norm and satisfies the given partial eigendata. Moreover, the required matrix 𝐶 should
preserve symmetry, positive semidefiniteness, and the prescribed entries simultaneously.
We propose the alternating direction method of multipliers for solving the semidefinite
inverse eigenvalue problem. We also extend our method to the case of lower bounds,
i.e., the required matrix 𝐶 is symmetric positive definite. Numerical experiments are
given on a set of large-scale problems, which show that the algorithms are promising.
Finally, we give some interesting questions, which need further study.
In the third chapter, we consider the doubly stochastic inverse eigenvalue problem.
This inverse problem is to reconstruct a doubly stochastic matrix from the given
spectrum data. We first reformulate this inverse problem as a constrained nonlinear
least squares problem over several matrix manifolds, where the objective function
aims to minimize the distance between isospectral matrices and doubly stochastic
matrices. Then a Riemannian Fletcher–Reeves conjugate gradient method is proposed
for solving the constrained nonlinear least squares problem and its global convergence
is established. During the development of our geometric method, an extra gain is that
a new Riemannian isospectral flow method is obtained. Our method is also extended
to the case of prescribed entries. Some numerical tests are reported to illustrate the
efficiency of the proposed method for solving the doubly stochastic inverse eigenvalue















chapter and our future work.
Key words: Inverse eigenvalue problem; semidefinite matrix; alternating direction
method of multipliers; doubly stochastic matrix; Riemannian Fletcher–
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(𝐴− 𝐴𝑇 )，其中 𝐴为实方阵









‖ · ‖max 表示矩阵元素的最大绝对值
Π𝒟{·} 表示在 𝒟上的度量投影
𝐴⊙𝐵 表示矩阵 𝐴与 𝐵的 Hadamard乘积
𝐴⊗𝐵 表示矩阵 𝐴与 𝐵的 Kronecker乘积
[𝐴,𝐵] 表示矩阵 𝐴与 𝐵的 Lie bracket乘积，即 [𝐴,𝐵] := 𝐴𝐵 −𝐵𝐴
𝐴∖𝐵 表示集合 𝐴与 𝐵的差集，即集合 {𝑥|𝑥 ∈ 𝐴,且 𝑥 /∈ 𝐵}
𝒩 表示指标集 {(𝑖, 𝑗) : 𝑖, 𝑗 = 1, . . . , 𝑛}

























考 Gladwell的著作 [55]、Friswell和Mottershead的著作 [49]、Datta的著作 [41]、Chu和












给定一组自共轭谱数据 {𝜆1, 𝜆2, . . . , 𝜆𝑛}和 𝑛+ 1个 𝑛阶实 (对称)矩阵 𝐴0, 𝐴1, . . . , 𝐴𝑛，
构造一向量 𝑐 = (𝑐1, . . . , 𝑐𝑛)
𝑇 ∈ R𝑛，使得 𝑛阶实矩阵





















给定一组实数集合 {𝜆1, 𝜆2, . . . , 𝜆𝑛}，构造一个实对称 Toeplitz矩阵 𝑇 ∈ R𝑛×𝑛，使得
𝜆(𝑇 ) = {𝜆1, 𝜆2, . . . , 𝜆𝑛}，其中
𝑇 = 𝑇 (𝑡) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑡1 𝑡2 · · · 𝑡𝑛−1 𝑡𝑛




𝑡𝑛−1 · · · . . . . . . 𝑡2









给定一组完备数集 {𝜆1, 𝜆2, . . . , 𝜆𝑛}，构造一个非负矩阵 𝐴 ∈ R𝑛×𝑛，使得








































PESDIEP： 给定一个实对称正定矩阵 𝐶𝑜 ∈ R𝑛×𝑛 以及部分特征信息 {(𝜆𝑘, 𝑥𝑘) ∈
R×R𝑛}𝑝𝑘=1(𝑝≪ 𝑛)，寻求矩阵 𝐶 ∈ 𝒮𝑛使得矩阵 𝐶 在 Frobenius范数意义下最接近原
始矩阵 𝐶𝑜，矩阵 𝐶 的特征对包含给定的部分特征对 {(𝜆𝑘, 𝑥𝑘)}𝑝𝑘=1，并且保持初始矩
阵 𝐶𝑜 的对称性、半正定性及其部分元素 {(𝐶𝑜)𝑖𝑗 | (𝑖, 𝑗) ∈ ℐ𝑠}不变，其中 ℐ𝑠 ⊂ 𝒩 是








小的更新变化，即更新矩阵 𝐶 不仅要在范数意义下充分接近原始预估计矩阵 𝐶𝑜，而
且还要满足给定的部分特征信息. 更重要的是，更新矩阵 𝐶 应该保持原始预估计矩
阵 𝐶𝑜的结构约束条件，如保持对称性、正定性、稀疏性或带状结构等.
下面给出刻画 PESDIEP的最优化模型. 设




















subject to (s.t.) 𝐶𝑋 = 𝑋Λ,
𝐶𝑖𝑗 = (𝐶𝑜)𝑖𝑗, (𝑖, 𝑗) ∈ ℐ𝑠,
𝐶 ∈ 𝒮𝑛+.
(1-1)
正如文献 [73]中所说，通过应用经典的半定规划技术 (SDP) [1,8,106]，我们可以找
到 PESDIEP (1-1)的一个解. 然而，原始-对偶内点法可能不适合于有效地求解大规
模半定规划问题 [106]. 这里大规模半定规划问题是指问题中的矩阵阶数超过 1000或
者线性约束个数超过 1000. 在许多实际应用中，PESDIEP 的规模都比较大 (例
如 𝑛 ≥ 1, 000). 在这种情况下，即使给定的特征对数目 𝑝比较小，PESDIEP (1-1)中
线性约束的个数 𝑛𝑝 也会很大，例如 𝑛 ≥ 1000并且 𝑝 = 30，那么 𝑛𝑝 ≥ 30, 000. 通过
文献 [11,92]提出的半光滑牛顿法，我们可以求解 PESDIEP (1-1)的简化形式，即放弃
给定部分元素 (𝐶𝑖𝑗 = (𝐶𝑜)𝑖𝑗, (𝑖, 𝑗) ∈ ℐ𝑠)的要求. 但是部分元素给定的要求在实际应用
中是非常关键不可或缺的，它能很好地保持原始物理矩阵 𝐶𝑜 的稀疏性等. 在这种情
况下，给定元素的个数 (即基数 |ℐ𝑠| )是非常大的.
目前，Glowinski和Marrocco [56]提出的乘子交替方向法 (ADMM)已经运用到许
多领域中：优化、图像处理和统计学习等等. 对于 ADMM的应用，可参考文献 [23]以
及其中的参考文献. 在本文中，基于最近几年的一些文献 [60] 和 [114]，我们提出了基于
ADMM的几种迭代算法求解 PESDIEP. 在文献 [60]中， He，Xu和 Yuan介绍了求解
大规模半正定规划问题的 ADMM. 而在文献 [114]中，ADMM已经成功地应用到给定

























如果一个 𝑛 × 𝑛 实矩阵 𝐴 的每一个元素都是非负的，那么我们称 𝐴 为非负矩阵，




𝐴𝑖𝑗 = 1 ∀𝑖 = 1, . . . , 𝑛,
则称 𝐴为 (行)随机矩阵. 而一个 𝑛× 𝑛 实矩阵 𝐴是 (行)随机矩阵并且还满足条件
𝑛∑︁
𝑖=1




DSIEP： 给定一个自共轭复数集合 {𝜆1, 𝜆2, . . . , 𝜆𝑛}，构造一个 𝑛 × 𝑛双随机矩
阵 𝐶，使得矩阵 𝐶 的特征值为 𝜆1, 𝜆2, . . . , 𝜆𝑛.
在概率论与数理组合中，DSIEP旨在由给定的谱数据构造一个特殊的过渡矩阵，
即一个双随机矩阵. 在参考文献 [67,72,77,79,80,87,110] 以及其中的引用文献中，我们可以
发现 DSIEP解存在的一些充要条件. 然而，据我们所知，只有很少的数值方法可用
于求解 DSIEP. 特别地，有文献 [87] 提出的幂等系统构造方法，文献 [81] 提出的基于











是从 Zhang，Zhou和 Li的文献 [113] 中得到的启发. 近几年来关于黎曼共轭梯度法的








































⟨𝐴,𝐵⟩ = tr(𝐴𝐵) ∀𝐴,𝐵 ∈ 𝒮𝑛.
ADMM最早是由 Glowinski和Marrocco [56]在1975年提出的. 近年来，许多研究






s.t. ⟨𝐴𝑖, 𝐵⟩ = 𝑎𝑖, 𝑖 = 1, 2, . . . , 𝑝,
⟨𝐵𝑗, 𝐵⟩ ≤ 𝑏𝑗, 𝑗 = 1, 2, . . . ,𝑚,
𝐵 ∈ 𝒮𝑛+,
(2-1)
其中 𝐵0 ∈ 𝒮𝑛, 𝐴𝑖 ∈ 𝒮𝑛, 𝑖 = 1, 2, . . . , 𝑝, 𝐵𝑗 ∈ 𝒮𝑛, 𝑗 = 1, 2, . . . ,𝑚, 𝑎 = (𝑎1, 𝑎2, . . . , 𝑎𝑝)𝑇 ∈
R𝑝以及 𝑏 = (𝑏1, 𝑏2, . . . , 𝑏𝑚)𝑇 ∈ R𝑚. 通过定义
̂︁𝑆𝐵 := {𝐵 ∈ 𝒮𝑛 | ⟨𝐴𝑖, 𝐵⟩ = 𝑎𝑖, ⟨𝐵𝑗, 𝐵⟩ ≤ 𝑏𝑗, 𝑖 = 1, 2, . . . , 𝑝, 𝑗 = 1, 2, . . . ,𝑚},
LSSDP可以看作是在交集 𝒮𝑛+
⋂︀̂︁𝑆𝐵 中寻找最接近矩阵 𝐵0的矩阵，或者是寻求 𝐵0在
交集 𝒮𝑛+
⋂︀̂︁𝑆𝐵 中的投影问题. 假设 LSSDP (2-1)的解集非空. 由于 𝒮𝑛+和 ̂︁𝑆𝐵 都是凸集，
所以寻找 𝐵0在交集 𝒮𝑛+
⋂︀̂︁𝑆𝐵 中的投影是比较容易的. 在实际应用中，LSSDP一般都
是大规模的，即变量 𝑛和约束个数 𝑝+𝑚都比较大. 因此，寻求求解大规模半正定规
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