Abstract The real-time non-invasive determination of crop biomass and yield prediction is one of the major challenges in agriculture. An interesting approach lies in using processbased crop yield models in combination with real-time monitoring of the input climatic data of these models, but unknown future weather remains the main obstacle to reliable yield prediction. Since accurate weather forecasts can be made only a short time in advance, much information can be derived from analyzing past weather data. This paper presents a methodology that addresses the problem of unknown future weather by using a daily mean climatic database, based exclusively on available past measurements. It involves building climate matrix ensembles, combining different time ranges of projected mean climate data and real measured weather data originating from the historical database or from real-time measurements performed in the field. Used as an input for the STICS crop model, the datasets thus computed were used to perform statistical within-season biomass and yield prediction. This work demonstrated that a reliable predictive delay of 3-4 weeks could be obtained. In combination with a local micrometeorological station that monitors climate data in real-time, the approach also enabled us to (i) predict potential yield at the local level, (ii) detect stress occurrence and (iii) quantify yield loss (or gain) drawing on real monitored climatic conditions of the previous few days.
Introduction
The use of precision agriculture technologies could address the increasing pressure for food security and sustainability and the need to halt environmental degradation (Tey and Brindal 2012) . Crop models producing reliable results are interesting tools in precision agriculture, and have been successfully used to support decision-making processes and planning in agriculture (Basso et al. 2011; Ewert et al. 2011) .
There are several mechanistic crop models. Some of them are specific. The CERESWheat model, for example, simulates the growth and yield of wheat (Triticum aestivum L.) taking account of the effects of weather, plant genetics, soil characteristics and management practices (Ritchie and Otter 1984; Singh et al. 2008 ). Other models are generic and are based on the physiological principles of growth and development that are common across crops. Well-known models include EPIC (William et al. 1989) , WOFOST (Van Diepen et al. 1989) , DAISY (Hansen et al. 1990 ), STICS (Brisson et al. 1998 (Brisson et al. , 2003 (Brisson et al. , 2009 , SIRIUS (Jamieson et al. 1998 ) and SALUS (Basso and Ritchie 2005) . Whatever the structure of the models, their main objective is to simulate crop growth and development in response to input variables such as soil, management practices (e.g. nitrogen supply) and climate. Most of the models work on a daily time basis and simulate the evolution of variables of interest through daily dynamic accumulation. Crop models are non-linear because of the nature of the relationships between some variables (Campbell and Norman 1989; Semenov and Porter 1995) , such as the attenuation of light with leaf area index (LAI) according to Beer's law.
In order to provide the information required to optimize site-specific farming practices, however, the models need to be able to predict variability in crop quality and yield (Basso et al. 2007 (Basso et al. , 2011 (Basso et al. , 2012 and to take account of intra-and inter-annual temporal variations (McBratney et al. 2005; Basso et al. 2010) . The prediction errors of current crop models stem from a variety of uncertainties. The characterization of input variables is greatly affected by users' choices; soil properties can be defined from pedotransfer functions rather than within-field measurements; and weather data might be acquired from meteorological stations that are too far from the experimental site (Bellocchi et al. 2010) . Measurement uncertainties about the outputs also affect the calibration and validation of a model, and there are uncertainties in parameter assessment and in the equations constituting a model. Sometimes, although the measurements needed to run a model are not numerous, there might be considerable field spatial variability and climatic temporal fluctuations over the field. To reduce such uncertainties, the use of data assimilation systems that involve forcing the models to simulate given variables, such as the LAI, seems promising. It is important, however, that data regularly obtained from such sources as remote sensing observations (Naud et al. 2008) or proxy-sensing ) are readily available.
In crop models, weather data are often the most important input data. They have a greater effect on yield than technical data and soil parameterisation (Nonhebel 1994a) . The significant effect of a favourable sequence of weather conditions during a crop's growing season on the final value of its characteristics (e.g. grain yield) was highlighted by Lawless and Semenov (2005) . The major climatic variables affecting yield are air temperature and precipitation (Porter and Semenov 2005) . Predictions are therefore affected by temporal fluctuations in temperature and/or precipitation, even when the mean values remain similar (Semenov and Porter 1995) . The sequencing of weather events can also greatly affect dynamic crop simulations (e.g. interactive stress) (Riha et al. 1996) . To overcome these problems, models are usually developed and tested using data from several years and/or sites with the aim of performing a calibration that makes them better able to respond to changes in temperatures and precipitation, given both average values and within-season variability (Riha et al. 1996) . According to Nonhebel (1994a, b) , the simulated crop yield can be affected by considering weather averages over several days rather than day-to-day weather data, because of the non-linear behaviour of crop models. In model-based precision farming, therefore, the weather conditions need to be described as accurately as possible, using data from somewhere near the field (e.g. from small local meteorological stations).
Within the context of prediction and the need for a real-time decision-support system (DSS), crop models should be fed with data reflecting the hypothetical future. Replacing the future by forecasted weather is one way this can be done. One problem with this, however, is that forecasting is limited in time, its accuracy diminishing with long-time predictions. Another problem relates to downscaling data from a global climate model (GCM) to specific conditions. Although approaches to solving these problems fall outside the scope of this study, it is worth citing the DEMETER Terres 2003, 2005; Palmer et al. 2004; Challinor et al. 2005; Palmer et al. 2005) and ENSEMBLES (Hewitt 2004) projects that operate at the European level.
To obtain valuable results at field level, another method is based on using a stochastic weather generator (WG) (Singh and Thornton 1992; Mavromatis and Jones 1998; Mavromatis and Hansen 2001; Lawless and Semenov 2005) . Based on LARS-WG (Racsko et al. 1991; Semenov and Barrow 1997) , Lawless and Semenov (2005) developed a new approach for within-season yield predictions using the SIRIUS crop model. The climate information used was based on observed weather for the first part of the growing season and on 300 climate data ensembles generated by LARS-WG for the remainder of the season. The weather-series data generated through LARS-WG were representative of local conditions and were therefore site-specific. Using this approach, the authors were able to predict yields with a 90 % probability between 39 and 61 days in advance. In their analysis of four WGs, however, Mavromatis and Hansen (2001) demonstrated that the tested WGs tended to under-represent inter-annual variability in simulated yields because of a substantial bias in evaluating inter-annual variability in precipitation and temperature. They concluded that WGs would need low-frequency variability correction. Since then, as the frequency and magnitude of extreme weather events are likely to increase through climate change, the growing need to learn how weather extremes can be simulated by WGs has led to improvements [e.g. in the LARS-WG (Semenov 2008) ]. Apart from this change, the use of WGs in combination with crop models requires potentially large machine resources.
In essence, it would be useful to have a fast-computing model-based decision tool that could be used in precision farming and that relied on a biophysical crop model describing real-time crop growth under local weather conditions. The objective of this paper is to present a new methodology for predicting final yield both in real-time and at field level. The proposed method addresses important new issues in precision agriculture, namely taking account of inter-and intra-annual weather variation. As an alternative to the use of WGs, the methodology is exclusively based on real (past and current) monitored climate data. It was developed in order to answer the question: ''at a given point in the season, what is the yield that can still be expected at harvest?''
Materials and methods

Overview
The methodology was built on the basis of two main tools. The first was related to measurements of agro-environmental variables during highly contrasted crop seasons and used to parameterise, calibrate and validate a soil-crop model (the STICS model). The second was a climate database based on 30 years of records and located 4 km from the experimental field used to feed the model and to compare simulated and actual yields during this period.
A real-time predictive system was built, based on these tools and its ability to evaluate stress-induced yield loss and the crop's remaining yield potential at any point in the year was demonstrated. The methodology was then extended to assess the predictive abilities of the process. To achieve both goals, weather inputs were needed for the whole growing season. This paper proposes a way of overcoming the problems of incomplete or nonexistent future weather observations, and discusses in detail the assumptions on which the methodology relies and the implied consequences.
The principle of the methodology can be described as follows. At a given moment t of a crop lifecycle, the climate time series is composed of the measured weather data corresponding to the real growing season from seeding to time t and of the daily mean of a 30-year past-climate database covering the period from t to harvest. During the crop's lifecycle, the relative importance of the daily mean database decreases in favour of the measured values. From sowing to maturity, there is therefore a reduction in uncertainty about the weather under which the crop will grow during the rest of its lifecycle. This reduction leads to increased confidence in the prediction of crop behaviour.
Case study
The data used in the study are derived from an experiment designed to study the growth response of wheat (Triticum aestivum L., cultivar Julius) under different nitrogen (N) fertilisation levels and over several years of measurements. For the purposes of the study, one nitrogen rate was considered: 180 kgN ha -1 , applied at tillering (60 kgN ha -1 ), redress (60 kgN ha -1
) and the last-leaf stage (60 kgN ha -1 ). This rate reflects current N management common in Belgium and is close to the optimum N rate for crop growth under Belgian agro-environmental conditions. The crop was grown in a classic loam soil type typical of the agro-environmental conditions of Belgium's Hesbaye region. A wireless microsensor network was used to continuously characterize the soil (water content, suction and temperature at two depths: 30 and 50 cm) and the atmosphere (radiation, temperature and relative humidity) in the experimental area, near the crop. Pluviometric and wind data were also acquired for the experimental field. Biomass (total dry matter and grain yield), plant and grain N concentration, and soil N content were measured at regular intervals during the growing seasons.
Biomass growth was monitored over three successive years (crop seasons 2008 (crop seasons -2009 (crop seasons , 2009 (crop seasons -2010 (crop seasons and 2010 (crop seasons -2011 (crop seasons ). In 2008 (crop seasons -2009 , the yields were fairly high, probably close to the optimum for the cultivar. This was explained mainly by good weather conditions and adequate N rates. In the 2009-2010 and 2010-2011 seasons, there was severe water stress, resulting in yield loss. In 2009-2010, stresses occurred in early spring and early June, but were limited. In 2010-2011, they occurred from February until the beginning of June. In the summer, rainfall returned and there was a good grain yield, but straw yield was low.
The climatic conditions met over the three years of observations were evaluated to be contrasted enough to correctly parameterise the model in terms of crop water and thermal stresses dependence.
Features and parameterization of the crop model
The STICS soil-crop model was used in this study. Offering the ability to properly simulate the water, nitrogen and carbon balances, this model is widely used and validated over different regions in France. As Belgian growing conditions are close to the ones met in the Northern part of France, this model appeared appropriate for our studies. There is much literature on the model's formalisms and yield simulation (Brisson et al. 1998 (Brisson et al. , 2003 (Brisson et al. , 2009 . This model requires daily weather and climate inputs (i.a. minimum and maximum temperatures, total radiation and total rainfall). For more complex formalisms on potential evapo-transpiration (PET) calculation, wind speed and vapour pressure data are needed.
The STICS model parameterisation, calibration and validation were performed on the 3-year database described in the case study. The calibration process was performed using the DREAM algorithm Vrugt et al. 2009 ) for the various aspects of plant development. Table 1 presents the results of the model evaluation of total aboveground biomass and grain yield using root mean square error (RMSE), relative RMSE (i.a. the ratio between RMSE and the mean of observations -RRMSE) and normalized deviation (ND) as evaluation criteria . As noted by Riha et al. (1996) , crop, climate and environment systems interact strongly, as crop canopy development depends on climate and affects PET, which in turn affects induced water stress. Correctly parameterised, a model should be able to operate under any combination of climatic data input. The three years database presented as case study was used to calibrate the model on Belgian growing conditions.
To simplify the simulation process, the same management techniques were applied to each simulation. The sowing date was in late October (23 October). Each simulation was run with the sowing date as the starting point. The same soil description was used for all simulations. The soil-water content was initiated at field capacity, relating to the usual amount of rain that falls in autumn in Belgium (a mean of about 75 mm in October and November). The initial soil inorganic N content corresponded to realistic measurements performed in the 2008-2009 season. The three doses of 60 kgN fertilizer were applied at fixed dates (i.a. tillering, redress and the last-leaf stage in the 2008-2009 season on the Julian days 445, 470 and 513, respectively). When the sowing date is the same each year, the timing of the tillering and redress stages will be fairly constant, but the occurrence of the least-leaf stage is slightly more variable. Applying N at a fixed date over all the simulations is therefore debatable. This approach implies that the fertiliser would not be applied according to the strict crop physiology calendar, which would lead to slightly different results in terms of final yields, but the problem would be more significant if the studied variable is grain N content. The important point here was to avoid N stress. A delay in the date of last-leaf stage N dose will not have physiological consequences in terms of modelling (e.g. development of third-order tillers, as would be the case in reality).
Building climate database ensembles
The Ernage weather station is part of Belgium's Royal Meteorological Institute (RMI), which operates stations throughout the country. The station is 4 km far from the experimental field used in this study. The measurements carried out by the station involved all the daily weather and climate inputs required to run the STICS model. For the experimental seasons, the in-field wireless network data were compared with the Ernage site data. For each climate variable the results were in good agreement. The complete 30-year (1980-2010) Ernage weather database (WDB) could therefore be used in the study to feed the STICS crop model. It was assumed that cultivar, soil and management remained the same for all simulations (cfr. section 'Model assumptions, limitations and requirements') and therefore that the simulations carried out differed only in weather input. The WDB has three dimensions: the first one represented the days d of the crop season after sowing, varying from 1 to Nd; the second represented the climate variable cv considered, from 1 to Ncv; and the third represented the years, with the index i varying from 1 to Ny (number of years = 30). The WDB dimension was therefore denoted as WDB (d, cv, i). For a given year i, data could be represented by a two-dimensional matrix M i (d, cv). Within each of these matrices, a climate variable cv for a year i was represented as a vector
The average climatic conditions for a particular d-day and a given cv variable (left side of Eq. 1) represented the mean value of V i , cv (d) computed for the same day over the 30 years:
Following this process through the Nd dimensions allowed us to complete the vector of mean daily values. The same process was applied for each climate variable of the WDB and the matrix of the daily mean climate variables was reconcatenated.
As time passed and past-climate data were recorded, mean values were replaced by observed data. At the end of the crop season, all the climate input variables of the model were fully observed data. Given that the average values were replaced on a 10-day basis, shown by the increasing index j for each 10-day to 10-day period, it was therefore possible to generate synthetic vectors of mixed recorded past data and hypothetic mean future values. The complete set of these mixed vectors was collectively called the vector ensemble and denoted as VE ( Fig. 1 ; Eq. 2)
Since the first vector of VE was the complete mean climate, the VE dimensions were VE i,cv (Nd, 1 ? Nd/10). Finally, any year of the WDB could be used to supply the mean projective climate, which led to 30 vector or matrix ensembles (Fig. 1) .
Simulation output and results transformation
Grain yield vector representation
This paper is focused on the simulation of grain yield elaboration (GY) elaboration. Once the climate matrix ensemble was built, the STICS model was run on each weather matrix. Therefore, dynamic grain yield was considered as a function f of a climate matrix M, containing data from the first day of simulation until a specific number of days d after sowing (1 to d). Grain yield elaboration was also studied for a particular combination of real and mean climate (rmc) data included in the [1, 1 ? Nd/10] space and for a given i-year of the WDB
In terms of prediction we were interested mainly in the final value of the grain yield (FGY) obtained at the end of the season (i.a. at the Nd day), referred to as GY (Nd, rmc, i). For each i-year of the WDB, it was therefore possible to construct a vector FGY i that contained the FGYs for each particular rmc combination (i.a. for each synthetic dataset made up of a different combination of real and mean climatic data):
Let us consider an arbitrary rmc value selected in the [1, 1 ? Nd/10] space. The GY(Nd, rmc, i) value has to be seen as the predicted yield that would be obtained if the climate was the one observed for the year i from sowing until the (rmc*10) day considered (accounting for past growth conditions) and assuming that a mean climate occurred thereafter up to the time of harvest on Nd day.
A final transformation was applied to the latter vector to obtain the reduced grain yield vector RGY i (Eq. 5). Each hypothetical climate element of a given FGY i vector was reduced by the final grain yield obtained with the full real climate data obtained for the i-year (i.a. the last element of the FGY i vector represented by the value GY(Nd, 1 ? Nd/ 10, i) value). This difference showed that errors in the FGY prediction (in tons per hectare, or t ha -1 ) decreased with increasing knowledge about real weather conditions during the crop season. Obviously, this value tended to zero by the end of the season.
Statistical prediction of grain yield RGY was computed for the 30 years of the WDB. The cumulative probability density function (pdf) associated with each rmc value over the 30 years was calculated. The RGY pdf was estimated with the ksdensity function of Matlab. It allowed the FGY to be simulated with a given error over 30 years and at any given point in the year (corresponding rmc value). Since it was expressed as an error in the final simulated grain yield, the dynamic rmc RGY allowed a direct comparison among the 30 simulated yields. The immediate consequence of FGY reduction was that the RGY pdf was drawn around, or at least involved in, the 'zero'-value. It was therefore possible to estimate the probable interval in which the FGY would be found. Two error levels in prediction were considered in this study, fixed at 10 and 15 %. For a common wheat grain yield obtained with Belgian cultivars, this corresponded to about 1 t ha -1 (resp. 1.5 t ha
) absolute error. The evolution of this probability was dynamically studied with the different rmc combinations. As shown in the results section, the rmc-combination-dependent pdf exhibited a classic sigmoidal growth that was calculated using a Gompertz model:
where M, a and b are the parameters, rmc is the abscise value in terms of days of observed climate, and P(rmc) is the associated probability. Finally, the primary alpha risk was chosen, illustrating the degree of confidence in the prediction. By inverting Eq. 6, the date at which the alpha risk was reached was determined. The yield prediction method, called the 'density approach', was compared with the approach used by Lawless and Semenov (2005) . This latter consisted of plotting the cumulative probability distribution of the first day for which the yield could have been predicted. To do so, for a given year, a confidence interval was computed as the product between the FGY value simulated on pure real climate and the error level (e.g. 10 %). It was necessary to then go back to the curve and find the first rmc combination that simulated a yield outside the confidence interval. Proceeding in this way across the years allowed the cumulative probability distribution of the first day for which the yield could be predicted with confidence to be computed.
Model assumptions, limitations and requirements
In a general way, there would have an immediate advantage to use a daily mean climatic database as it corresponds to the seasonal norms, which is something determined for almost every part of the world, while accessibility to long-term historical weather records can be limited. With regards to the non-linearity of some formalisms in crop models, but considering that some cropping systems may be characterised by generally low level of stresses (e.g. under the temperate climatic conditions in Belgium), the use of mean climatic data could be of great interest but had to be evaluated. Therefore, the first and main aim of this study was thus to optimise and assess a methodology that uses a mean climate database to perform yield prediction. However, using a dynamic crop model in combination with hypothetic mean climate data is conceptually simple, but the approach is based on several strong assumptions which will be discussed here after.
It was first assumed that the STICS crop model was adequately parameterised and validated. This implied that the variability of the climate years used in these processes was great enough to correctly parameterise the different hydric and thermal stresses. With the strong stresses that occurred during the 2009-2010 and 2010-2011 crop seasons, it is probable that climate variability was important enough to induce the stress phenomena that occurred during the successive growth stages. This will be illustrated in the results section.
A second assumption was related to the available climate database. It is not always easy to have access to such a long-term weather series. It is also necessary for the past monitored WDB to be wide enough to reflect the entire climate variability of the studied area. In addition, the size of the database should not be too large, in order to avoid having to take early climate change effects into account.
A third assumption concerned the use of the computed mean climate matrix as the hypothetic projective climate. This implies that the corresponding simulated growth was made under low stress levels of water deficit or heat stresses. The daily precipitation, radiation and temperature values were daily averages of the same day over the past 30 years. In other words, a minimum amount of water, solar energy and sum of temperatures was available each day for the crop, which minimized stress. This growing environment was close to 'nearly non-limiting growth conditions' (referred to later in this paper). The yield thus derived and predicted should therefore be understood as the remaining yield potential.
Another aspect of the methodology is that it relies on the combination of hypothetic mean climate data and real historical data, which raises two important questions. The first concerns the independence of the climate series, and the second deals with the independence of the corresponding simulations. As the part represented by the mean projective climate was the same for all distributions, there was no independence of the climate series. This was especially true at low rmc values (a short duration with independent measured data and a long period of similar mean projective climate data). In contrast, at the end of the season the historical independent climate part was the greater one. For a high rmc value, data therefore become more independent. With regard to the independence of the simulations, at any moment of a plant's cycle its past growing conditions strongly influence its actual state and future, whatever the forthcoming weather. This is notably driven by the crop implantation (i.a. root density, root length, number of grain put in place) and potential biomass reallocation. Therefore, even at low rmc values, the simulated plant growth will be totally different.
Finally, the mean climate data computation is equivalent to smoothing the data, which reduces intra-annual variability and the sequencing of the stress events. This, however, is the precise goal of the method. The approach developed by Lawless and Semenov (2005) offers the range of all the possible solutions. On the other side, as previously stated, the computed daily averaged climate variables are close to the seasonal norms. Thus, the approach simulates the expected remaining crop yield potential, i.e. the yield that a farmer could expect if, after stresses events, the weather conditions could come back close-to the normal between the considered day in the season and the time of harvest). With regard to inter-year variability, the combination over years of the mean data with the same mean projective climate is debatable early in the season (low rmc values), clearly reducing climate variability. As will be illustrated, however, when the rmc is low the predictive ability is weak. In contrast, with increasing rmc values the predictive ability becomes significant. Thus, and with reference to the earlier note that the simulations could be considered independent, it appears reasonable to consider that the methodology preserves inter-year variability when it is necessary.
Results and discussions
Single-year analysis-assessing yield loss Figure 2 shows the grain yields obtained with a given Matrix Ensemble, in this case ME 26 (i.a. the ME based on the 2005-2006 season). This season was known for not producing high yields. Figure 2a is the graphical presentation of the grain yield elaboration, GY (d, rmc, 26) (Eq. 3) over the different rmc combinations. Figure 2b presents the FGY values obtained with weather ensembles of mean and real observed data (Eq. 4). For a given day in the crop season (on the x abscise), it shows the corresponding FGY obtained if no further stress occurred before harvest, taking account of past growing conditions. The solid black line represents the grain yield obtained with a complete mean climate data; the dotted dark line corresponds to the complete real climate data. The light grey lines (Fig. 2a) and the squared light grey line (Fig. 2b) represent the different rmc combinations.
At any point in the season, even at sowing (number of observed days = 0), the mean climate projection allowed the end-season grain yield (remaining grain yield potential) to be estimated. In addition, representing data this way made it possible to instantly quantify the loss, or gain due to the weather conditions over the preceding 10 days. In this way, the weather conditions of the preceding 10 days were used to determine whether or not the remaining yield potential had improved.
In this context, the 2005-2006 season was not favourable for wheat cultivation. As evident in both graphs, the weather at the beginning of the season (autumn) would have led to slightly better yields than the mean climate data suggested, but a cold winter and late spring induced delay in biomass growth recovery. Two short periods of favourable climate occurred 160 and 210 days after sowing, but the climate immediately afterwards was not conducive for maintaining potential yield, especially for a few days after anthesis, at about 240 observed days. The cold and rainy conditions in the second half of May (between observed days 180 and 210) provided no compensation for the initial delay. The scorching dry weather conditions in June (especially late June) accelerated the wheat ripening. A very hot July reduced the activity of the two last leaves, which brought harvest time forward. From the middle of March until the end of the season, therefore, no suitable weather conditions for growth were met. At the end of the season, the GY elaboration period was shorter than initially predicted, and exhibited a lower carbohydrate accumulation rate (Fig. 2a) . Now being developed as a DSS, the proposed method should enable farmers to adapt their management strategy in real time. For example, at about the time of the third fertiliser application (usually in mid-May in Belgium), the methodology could be used to evaluate the remaining yield potential. If the potential yield gross margin would no longer compensate for fertiliser application costs, the farmer might decide not to fertilise. In the analysed case, the potential yield was about 9 t ha -1 (Fig. 2b) , indicative of quite a good season, leading to the decision that it could be worth applying the third N dose. Unpredictable conditions in June and July, however, led to a decrease in yield.
In general, the proposed methodology appears to be suitable for building a real-time DSS in that, used with a real-time weather data monitoring system, it will provide a quick overview of a crop's remaining yield potential at any point in the season.
Multiple-year analysis-predicting yield
The results obtained with the proposed method greatly depend on the chosen climatic year. In order to assess the method's potential as a predictive tool, the procedure was applied to all available observed years of the WDB. Figure 3 presents these results. Figure 4 is based on the same results, but the values of each point on the same curve are reduced in relation to the FGY obtained from the complete real climate data of the corresponding year. Figure 4 is the graphical output of Eq. 5, applied to each year of the WDB.
As can be seen in Fig. 3 , the grain yield obtained with complete real-climate simulations ranged fairly widely from ±6.5 to ±14 t ha . This variation range accords with the observations reported by Palosuo et al. (2011) , where yields ranged between 2.5 and 12.0 t ha -1 . In addition, the simulated outputs were consistent with the yields observed during the field experiments for the crop seasons from 2008-2009 to 2010-2011 . During these experiments, the yields were 12.6, 7.8 and 6.9 t ha -1 , respectively. The Julius cultivar was known to have a high potential yield, and 2008-2009 was a really good crop season, characterised by high temperatures and regular rainfall. In contrast, the 2010-2011 season was not conducive to good yields, with an important water deficit and heating stress occurring in the spring. The low number of grains per ear, however, improved with the return of rain in early summer, but the straw yield remained very poor. These results indicated that the requirements of the first hypothesis (a correctly calibrated model) had been met.
The impact of the assumption to replace hypothetical future weather data with the daily mean data is clearly evident in Fig. 3 . As mentioned earlier, the daily averages led to nearly non-limiting growth conditions. This corresponded with a grain yield close to the higher yields, with a value of ±12.2 t ha -1 (solid black line on Fig. 3 ). In comparison with the observation reported by Semenov and Porter (1995) , the yield simulated with complete mean climate data was much closer, and even fell within the yield distribution simulated using complete real historical climate data. This supported the idea the advantage of using mean climate data as projective weather in this particular case study. Figure 3 also shows that using complete mean climate data is not the best climatic solution, although this can lead to good grain yield simulations. Two reasons could explain this. First, depending on the way the mean climate was computed (Eq. 1), there would always be weather conditions better than the daily averages in terms of growing conditions. Although the crop responses to the environmental conditions were non-linear, it seemed that under the Belgian conditions these effects were not detrimental to the culture and did not preclude working with a mean climate projection. The highest grain yields were therefore the result of (i) the time in the season when growing conditions were good, (ii) the number of consecutive days better than the average, without being detrimental, (iii) the magnitude of a such a phenomena for a given weather variable, (iv) the combination of phenomena over different variables and (v) the absence of stress after these better conditions. Second, the mean climate assumption is characterised by a plant growing environment where a minimum amount of each weather variable is present every day (e.g. rain). Apart from a few days, the mean rainfall was between 0.5 and 4 mm day -1
. Since evapotranspiration (ETP) could be higher at the full plant development rate, these values could have led to slight water stress in late spring and summer. As it rained every day under the mean climate assumption, however, these stresses remained limited. Figure 3 shows that the worst climatic conditions generally occurred around mid-April and then again after mid-May. This would have an important impact on decision making. It indicates that the impact of weather variability would be limited before May. The worst weather events occurred at the end of the growing season, after mid-May. Thus, building a DSS for N fertilisation would be irrelevant for first and second applications, as practised in Belgium. These observations corroborated the findings reported by Riha et al. (1996) who stated that the sequencing of weather events greatly affected dynamic crop simulations (e.g. interactive stresses). Our methodology went further, however, by identifying the weather sequences that were the most detrimental and by quantifying their negative impact.
The RGY computation (Fig. 4) was the next step in the methodology developed to predict grain yield in advance. In this graph, the simulations are surrounded by ±1 t ha -1 boundaries. These boundaries could be drawn on the pdf associated with each rmc combination (Fig. 5) . The probability associated with a prediction of ±1 t ha -1 can therefore be computed as the probability lying between the upper and lower boundaries. Applying the same computation to all rmc combinations led to the cumulative distribution functions of the grain yield prediction (Fig. 6 , black pointed-line; Table 1 ). Figure 6 compares both methodologies for calculating the cumulative density function, namely the density approach developed in this paper and the determination of the first day for which prediction would have been possible. The two curves mainly differed in terms of probability of prediction between sowing and 220 days after sowing date. During this time lapse, the curve based on the density approach is more or less constant and close to 0.3, while on the same period the other curve evolved logically from 0 to 0.3. The differences between these two curves quantified thus the error associated to the density approach of yield prediction and due to the lack of independence of the climate time series. Therefore, in early season, at low rmc values, the dependence of climatic series being very high, one had *30 % more chances (computed as the difference between the two curves) of predicting a wrong final yield while the confidence is anyway pretty low (obtained on the curve of first day of possible prediction).
On the other side, from 220 days after sowing, and up to the end of the season, the two curves exhibited the same predictive ability. However, 220 days after sowing the reliability of the prediction was still pretty low, around 0.3. One had still to wait 30 days to achieve significant confidence level of yield prediction, i.e. at least superior to 0.5. For significant confidence level, the density approach proposed in this paper appeared thus validated. The Gompertz growth model was used for in-between point extrapolation. As detailed in Table 2 , it appeared to be possible to predict wheat yields on about 19 July, with a Precision Agric (2014) 15:255-272 267 significant probability (90 %) and a reasonable risk (10 % confidence interval). This corresponded approximately to anticipating, 3 weeks in advance, a harvest date on about 10 August in Belgium for late-maturing wheat varieties (such as Julius). Logically, the more risk that is accepted, the sooner yields can be predict reliably. In the same way, the wider the tolerance of the yield prediction boundaries, the earlier the predictions can be made (Table 1) . The values presented in Table 2 are consistent with the results obtained by Lawless and Semenov (2005) and Semenov and Doblas-Reyes (2007) . For part of the precision farming process, the current lead-time prediction offered by the method may appear a bit weak, e.g. to perform real-time early season nitrogen management. However, provided one is ready to cope with more uncertainty (higher confidence boundary and/or alpha risk), the methodology could be used to support part of the decision making. In that way, in Belgium, the last fraction of nitrogen is usually provided between mid-May and early June, for which period the end-season grain yield could already be predicted with 50 % confidence and an error level a bit superior to 15 %. Far more interesting, in Belgium, pesticides (fungicides and insecticides) may still be applied till the mid of July, according to the climatic conditions driving the pest pressure and the corresponding infection risk. In such a case, the ability of the methodology to furnish in realtime the remaining yield potential would easily enable to compute the financial interest of such practices; with the aim to maintain either the yield level if it appears economically justified or to decrease the environmental impact linked to pest application in the other case.
In contrast to the statements made by Semenov (1999, 2005) or Semenov and Porter (1995) , this study demonstrated that a mean climate assumption, provided it is appropriately recombined with real weather sequences, could be used to perform yield prediction. Based on all these considerations, the presented results clearly show that daily mean climate data could be used as hypothetical projective weather to predict yield in advance.
Conclusion
In this study the potential of working with daily mean climate variables to supply the unknown hypothetical future was assessed, in order to predict the end-season yield of a wheat crop at field level in Belgium. The STICS crop model was used as a predicting tool, and two kinds of weather information were used: a 30-year WDB was monitored near the experimental field (Ernage site) and a micrometeorological station within the field measured the climatic variables during crop growth. The information was used to build climate matrix ensembles for predicting statistical and real-time within season final yield. The proposed predictive methodology was combined with the overall historical climate database. It demonstrated that predictive ability was weak early in the season, when measurement duration was short and climate data dependence was high. As the crop growing season progressed, however, the effects of real monitored climate variability played a greater role and the prediction reliability increased. Statistically relevant yield prediction (i.a. with a probability of 85 % and a confidence interval of 10 % around the end-season yield value) could be performed with a reliable predictive delay of about 1 month before harvest. Such a delay on final yield predictions is of great interest to optimise the decision making process related to crop protection. The graphical output also appeared to be a powerful diagnosis tool, enabling the most sensitive and detrimental periods for a given species under the specific soil and climate conditions in a specific area to be identified. Applying the proposed methodology to different management itineraries will allow their relative impacts to be analysed in comparison with the reference situation. This will be a suitable way of determining the optimal cropping system (e.g. most favourable sowing dates, best soil type or cultivar choice). Finally, using the real-time data from the micrometeorological station enabled to (i) predict, daily, potential yield at the local level, (ii) detect stress occurrence daily, and (iii) quantify yield loss (or gain). This real-time application provides the opportunity to make decisions on water irrigation or N supply within the context of decision rules yet to be defined.
