Abstract. We investigate the growth rate of the Birkhoff sums Sn,αf (x) = n−1 k=0 f (x+ kα), where f is a continuous function with zero mean defined on the unit circle T and (α, x) is a "typical" element of T 2 . The answer depends on the meaning given to the word "typical". Part of the work will be done in a more general context.
Introduction
Let T = R/Z be the unit circle and let α ∈ R\Q be irrational. Denote by C 0 (T), the set of continuous functions on T with zero mean, and by S n,α f (x) the n-th Birkhoff sum, S n,α f (x) = n−1 k=0 f (x + kα). The rotation R α : x → x + α defines a uniquely ergodic transformation on T with respect to the (normalized) Lebesgue measure λ. Hence for all f ∈ C 0 (T) we know that S n,α f (x) = o(n) for all x ∈ T. The main purpose of this paper is to investigate the typical growth of S n,α f (x). There are several ways to understand this problem. We can fix α ∈ R\Q (resp. x ∈ T) and ask for the behaviour of S n,α f (x) for f in a generic subset of C 0 (T) and for a typical x ∈ T (resp. for a typical α ∈ T). We can also consider it as a problem of two variables and ask for the behaviour of S n,α f (x) for f in a generic subset of C 0 (T) and for a typical (α, x) ∈ T 2 . There are also several ways to understand the word "typical". We can look for a residual set of the parameter space or for a set of full Lebesgue measure. We shall try to put this in a general context. If we fix α ∈ R\Q, then we consider the Birkhoff sums associated to a uniquely ergodic transformation on the compact metric space T. Hence, let us fix Ω an infinite compact metric space and T : Ω → Ω an invertible continuous map such that T is uniquely ergodic. Let µ be the ergodic measure, which is regular and continuous. We will also assume that it has full support (equivalenty, that all orbits of T are dense). For x ∈ Ω and f ∈ C 0 (Ω), the Birkhoff sum S n,T f (x) is now defined by n−1 k=0 f T k x . Using ψ : N → N with ψ(n) = o(n) for f ∈ C 0 (Ω), let us define
The set E ψ (f ) has already been studied by several authors. In particular, it was shown by Krengel [7] (when Ω = [0, 1]) and later by Liardet and Volný [9] that, for all functions f in a residual subset of C 0 (Ω), µ (E ψ (f )) = 1. We complete this result by showing that E ψ (f ) is also residual.
Theorem 1.1. Suppose that ψ : N → N satisfies ψ(n) = o(n). There exists a residual set R ⊂ C 0 (Ω) such that for any f ∈ R, E ψ (f ) is residual and of full µ-measure in Ω.
If we allow α to vary in our initial problem, then the natural framework now is that of topological groups. Hence, we fix a compact and connected metric abelian group (G, +). By Corollary 4.4 in [8, Chapter 4] , G is a monothetic group, that is possesses a dense cyclic subgroup. Let µ be the Haar measure on G. It is invariant under each translation, or group rotation T u (x) = x + u. We define G 0 as the set of u ∈ G such that T u is ergodic. By well-known results of ergodic theory, u belongs to G 0 if and only if {nu; n ∈ Z} is dense in G; in this case T u is uniquely ergodic, only the Haar measure is invariant with respect to T u . Moreover, G 0 is always nonempty, it is dense and its Haar measure is equal to 1 (see Theorem 4.5 
in [8, Chapter 4]).
Contrary to what happens in Theorem 1.1, the growth of S n,u f (x) for a typical (u, x) ∈ G 2 is not the same from the topological and from the probabilistic points of view. For the last one, the typical growth of S n,u f (x) has order n 1/2 .
Theorem 1.2.
(i) For all ν > 1/2 and all f ∈ L 2 0 (G),
(ii) There exists a residual subset R ⊂ C 0 (G) such that, for all f ∈ R,
From a topological point of view, the typical growth of S n,u f (x) has order n. Indeed, for ψ : N → N with ψ(n) = o(n), let us introduce
We remark that, by the Kuratowski-Ulam theorem, Theorem 1.3 implies that there exists a residual set R ⊂ C 0 (G) such that, for every f ∈ R, the set E ψ (f ) is residual in G 2 .
The last possibility is to fix x ∈ G and allow u to vary. Without loss of generality, we may assume that x = 0. Again, topologically speaking, the typical growth of S n,u f (0) is not better than o(n).
There exists a residual set R ⊂ C 0 (G) such that for any f ∈ R, the set {u ∈ G; (u, 0) ∈ E ψ (f )} is residual in G.
We finally come back to irrational rotations where we would like to get more precise statements. Let us fix α ∈ R\Q and set
When ψ(n) = n ν , ν ∈ (0, 1), we simply denote by F ν (f ) the set F ψ (f ). We already know by the results mentioned before Theorem 1.1 that λ (F ψ (f )) = 0 for f in a residual subset of C 0 (T), where λ is the Lebesgue measure on T. It turns out that a much stronger result is true: generically, these sets have zero Hausdorff dimension! Theorem 1.5. For any ψ : N → N with ψ(n) = o(n), there exists a residual subset R of
We then do a similar study for Hölder functions f ∈ C ξ 0 (T), ξ ∈ (0, 1). Recall that a function f belongs to C ξ 0 (T) if it has zero mean and if there exists a constant C > 0 such that, for all x, y ∈ T,
The infimum of such constants C is denoted by Lip ξ (f ). For a function f ∈ C ξ 0 (T), we have better bounds on S n,α f (x) depending on ξ and on the arithmetical properties of α. Indeed, it is known (see [ 
is the discrepancy of the sequence (α, 2α, . . . , nα) defined by
For instance, if α has type 1 (for example, if α is an irrational algebraic number), using the well-known estimates of the discrepancy, we get that |S n,α f (x)| = O(n 1−ξ+ε ) for all ε > 0. In other words, for all ν > 1 − ξ, F ν (f ) = T. We investigate the case ν ≤ 1 − ξ and we show that the Hausdorff dimension of F ν (f ) cannot always be large.
This theorem is in stark contrast with Theorem 4.1 in [5] . In this last paper, a similar study of fast Birkhoff averages of subshifts is done. In this case, the sets which correspond to F ν (f ) always have maximal dimension.
Useful lemmas
In this section, we provide lemmas which will be used several times for the proof of our main theorems. The first one allows to approximate step functions by continuous functions. In the statement of the theorem we use the standard notation 1 B (x) for the function which equals 1 if x ∈ B and equals 0 if not.
Lemma 2.1. Let Ω be a compact metric space, let µ be a continuous Borel probability measure on Ω. Let g be a step function such that Ω g(x)dµ(x) = 0 and δ > 0. Then there exists f ∈ C 0 (Ω) such that f ∞ ≤ 2 g ∞ and f = g except on a set of measure at most δ.
Proof. Let ε > 0 be very small and {a 1 , . . . , a n } be the finite set g(Ω). We can write g = n i=1 a i 1 A i where A i = {x ∈ Ω ; g(x) = a i }. Since the measure µ is regular, we can find compact sets K 1 , . . . , K n and open sets U 1 , . . . , U n such that
By Urysohn's lemma, one may find functions ϕ i ∈ C(Ω) such that
Therefore,
The function k is continuous but is not necessarily in C 0 (Ω). Nevertheless, we observe that
and we can modify k to obtain a zero mean. Let a ∈ Ω and r > 0 be such that 0 < µ (B(a, r)) ≤ µ (B(a, 2r)) < δ/2 and let ϕ 0 ∈ C(Ω) with ϕ 0 = 1 on the closed ballB(a, r), ϕ 0 = 0 outside B(a, 2r) and 0 ≤ ϕ 0 ≤ 1. We set
Then f ∈ C 0 (Ω), f = g except on a set of measure at most 2nε + δ/2 and , r) ) .
Choosing ε > 0 sufficiently small then gives the result.
Our second lemma is a way to construct continuous functions in C 0 (Ω) with large Birkhoff sums on large subsets. We give it in our general context of a uniquely ergodic transformation T on an infinite compact metric space Ω with non-atomic ergodic measure µ. As usual, ψ : N → N satisfies ψ(n) = o(n). We denote by E c the complement of the set E.
Proof. Set ε = ε/3. We begin by fixing m ∈ N, any integer greater than M , and such that mε ≥ Cψ(m). Let n ≫ m to be fixed later. We then consider a Rokhlin tower associated to T , 2n and ε (see for instance [3] ). Namely, we consider A ⊂ Ω such that the sets T k (A), 0 ≤ k ≤ 2n − 1, are pairwise disjoint and µ
We then consider a function g equal to ε on n−1 k=0 T k (A), equal to −ε on 2n−1 k=n T k (A) and equal to zero elsewhere. We set
Then, for any x ∈ F 1 , for any ℓ ≤ m − 1, for any j ∈ {1, . . . , J},
It follows that S m,T j g(x) = mε. In the same way, for any x ∈ F 2 , for any j ∈ {1, . . . , J}, S m,T j g(x) = −mε. Finally, for any x ∈ F , for any j ∈ {1, . . . , J},
Moreover,
provided n is large enough. Thanks to Lemma 2.1, we approximate g by a continuous function f ∈ C 0 (Ω) with f ∞ ≤ 2ε and f = g except on a set N of measure η > 0, with mJη < ε. Fix j ∈ {1, . . . , J}. Then
We conclude by taking for E the closure of E 0 .
Fast and slow points of Birkhoff sums -I
In this section, we prove Theorems 1.1 and 1.3. Their proofs share many similarities and depend heavily on Lemma 2.2 applied in suitable situations. We will also need that if T is a uniquely ergodic transformation on Ω, then the set of C 0 (Ω)-coboundaries for T , namely the set of functions g − g • T for some g ∈ C 0 (Ω), is dense in C 0 (Ω) (see for instance [9, Lemma 1] ). It is convenient to work with a coboundary since its Birkhoff sums are uniformly bounded.
Proof of Theorem 1.1. Let (h l ) be a dense sequence of coboundaries in C 0 (Ω) and let C l > 0 be such that sup n S n,T h l ∞ ≤ C l . Let f l , E l and m l be given by Lemma 2.2 for
We set g l = h l + f l and we observe that, for x ∈ E l ,
Since E l is compact and g l is continuous, we can choose δ l > 0 and an open set
Let R = L≥1 l≥L B(g l , δ l ) which is a residual set in C 0 (Ω) and pick f ∈ R. There exists an increasing sequence (l k ) going to +∞ such that
measure. Moreover, since µ has full support and µ k≥K F l k = 1 for all K, F is also residual in Ω. Finally if x belongs to F , then (1) is true for infinitely many l, which shows Theorem 1.1.
In the next proof Ω is replaced by the compact connected metric abelian group G and we consider uniquely ergodic translations T v . We recall that for these translations, all non-constant characters γ are C 0 -coboundaries: they can be written as
Proof of Theorem 1.3. Since G is compact we can choose a sequence (h l ) of trigonometric polynomials which is dense in C 0 (G) (see [10, Section 1.
Let f l , E l and m l be given by Lemma 2.2 for
Since {jv; j = 1, . . . , l} × E l is compact in G × G and g l is continuous, we can choose
We now observe that (2) is true for infinitely many integers l.
Proof of Corollary 1.4. This corollary follows easily from Theorem 1.3 and from the Kuratowski-Ulam theorem. Indeed, we know that there exist a residual set R ⊂ C 0 (G) and x ∈ G such that, for all f ∈ R, {u ∈ G; (u, x) ∈ E ψ (f )} is residual. Now, setting R ′ = {f (· − x); f ∈ R}, for any f ∈ R ′ , {u ∈ G; (u, 0) ∈ E ψ (f )} is residual.
Fast and slow points of Birkhoff sums -II
We turn to the proof of Theorem 1.2. Its first part heavily depends on the following Menshov-Rademacher inequality (see for instance [2, Chapter 4] ).
Lemma 4.1. Let X 1 , . . . , X N be a sequence of orthonormal random variables and c 1 , . . . , c N be a sequence of real numbers. Then
Proof of Theorem 1.2 part (i). Recall that G f (x)dµ(x) = 0. Without loss of generality, we suppose f 2 = 1 and we consider X k (u, x) = f (x + ku) as a random variable on the probability space (G 2 , µ ⊗ µ). Next we show that (X k ) k≥1 is an orthonormal sequence. Indeed, let γ∈Ĝf (γ)γ be the Fourier expansion of f . Then, for k, j ≥ 1,
is zero provided γ = γ ′ and is equal to 1 otherwise. Moreover, let us fix γ ∈Ĝ and set
If k = j, using thatĜ is torsion-free since G is compact and connected, this can only happen if γ = 1. Therefore, we have shown that
Applying Lemma 4.1 with c j = 1 yields
Let ν > 1/2 and for k ≥ 1,
Using Markov's inequality and (3), we get
Since k µ ⊗ µ(E k ) < ∞, the Borel-Cantelli lemma implies that µ ⊗ µ(lim sup k E k ) = 0 and the conclusion follows.
Remark 4.2. In fact, the same proof shows that, for any ε > 0,
To prove the second part of Theorem 1.2, we shall use both a Baire category and a probabilistic argument. The probabilistic part is based on the the following lemma, which is a consequence of the proof of the law of the iterated logarithm done in [1] (the important point here is that we need a choice of N which does not depend on the particular choice of the sequence).
We recall that a random variable X : (Ω, A, P ) → R has a Rademacher distribution if
Lemma 4.3. Let ε > 0 and M ∈ N. There exists N ≥ M such that, for any sequence (Y k ) of independent Rademacher variables defined on the same probability space (Ω, A, P ),
The following lemma is the key point of our proof.
Proof. Without loss of generality, we may assume that √ log log M > 2C/ε. Lemma 4.3 gives us a value of N associated to ε and M . We then consider a sequence (X k ) of independent Rademacher variables defined on the same probability space (Ω, A, P ). We select a neighbourhood O of 0 ∈ G so that, setting
we have µ(E O ) > 1 − ε. This is possible since, denoting by (O l ) a basis of neighbourhoods of 0 in G, we have
By compactness of G, G is contained in a finite union (
Let us fix u ∈ E O . For all x ∈ G and all j ∈ {0, . . . , N − 1}, there exists exactly one integer k ∈ {1, . . . , K}, that we will denote by k(j, u, x), such that ϕ k (x + ju) = 0. Hence, for (u, x) ∈ E O × G and n ≤ N ,
Moreover, for j = j ′ , the integers k(j, u, x) and k(j ′ , u, x) are different: otherwise, (j − j ′ )u would belong to 2O. Applying Lemma 4.3 to the sequence X k(j,u,x) ϕ k(j,u,x) (x + ju) 0≤j≤N −1 which is a sequence of independent Rademacher variables, we get the existence of Ω u,x ⊂ Ω such that P (Ω u,x ) > 1 − ε and
Keeping in mind that µ(E O ) > 1 − ε holds as well, by Fubini's theorem we can select and fix ω ∈ Ω such that
Given δ > 0, according to Lemma 2.1, the function g = g(·, ω) can be approximated by a continuous function f ∈ C 0 (G) such that f ∞ ≤ 2ε and which coincides with g except in a set of measure less than δ/N . It follows that for every u ∈ G and for any n ∈ {M, . . . , N }, S n,u f (x) = S n,u g(x) except in a set of measure less than δ. Finally, if δ is sufficiently small, inequality (4) is still satisfied if we replace g by f .
Proof of Theorem 1.2, part (ii). Let (h l ) be a sequence of trigonometric polynomials dense in C 0 (G). For all l ≥ 1 and all u ∈ G 0 , since h l is a C 0 -coboundary for T u , we know that sup n S n,u h l ∞ < +∞. We then find G l ⊂ G 0 with µ(G l ) > 1 − 1/l and C l > 0 such that, for all u ∈ G l , sup n S n,u h l ∞ ≤ C l . We apply Lemma 4.4 with ε = 1/l, C = l + C l + 1 and M l = l. We get a function f l ∈ C 0 (G), an integer N l ≥ M l and a set F l ⊂ G 2 . We define
The way we constructed all these objects ensures that, for any (u,
This yields the existence of a δ l > 0 such that, for any f ∈ B(g l , δ l ) and any (u,
We finally consider the residual set R = L≥1 l≥L B(g l , δ l ) and we pick f ∈ R. There exists an increasing sequence (l k ) such that f ∈ B(g l k , δ l k ). Let E = lim sup k E l k which has full measure and pick (u, x) ∈ E. There exists a subsequence (l ′ k ) of (l k ) such that (u, x) ∈ E l ′ k for all k. We then have
which allows us to conclude.
Remark 4.5. The proof gives slightly more than announced: there exists a residual set R ⊂ C 0 (G) such that, for all ε ∈ (0, 1/2) and all f ∈ R,
−ε = +∞ = 1.
Fast and slow points for irrational rotations on the circle
Throughout this section, we fix α ∈ R\Q.
A partition of T.
To get an estimate of the Hausdorff dimension of F ψ (f ), which is more precise than the result already obtained on its measure, we will need a refinement of Rokhlin towers specific to irrational rotations. We shall use the following system of partitions of T associated to the irrational rotation R α , as it is described for instance in [11, Lecture 9, Theorem 1]. Let (p n /q n ) be the n-th convergent of α in its continued fraction expansion. Define
Denote also ∆
. For any n ≥ 1, the intervals ∆ (n) j , 0 ≤ j < q n+1 and ∆ (n+1) j , 0 ≤ j < q n , are pairwise disjoint and their union is the whole T. We shall denote by d n the length of ∆
.
Continuous functions.
The main step towards the proof of Theorem 1.5 is the following lemma which improves partly Lemma 2.2.
Lemma 5.1. Let M ∈ N, C > 0, s ∈ (0, 1), δ > 0 and ε > 0. Then there exist f ∈ C 0 (T) with f ∞ ≤ ε, a compact set E ⊂ T, and an integer m ≥ M such that
Proof. Let m ≥ M be such that mε > Cψ(m). Let also n be a large integer and consider the partition of T described in Section 5.1:
where the convergents of α are p n /q n . Since it will be easier to deal with even numbers we put q n = 2⌊q n /2⌋, n ∈ N which is the greatest even integer less than q n . Hence q n and q n+1 are even. We define a continuous function f with zero mean such that
2 and on ∆ •
) such that |f | = ε and we let
If x belongs to E, then f (x+ jα) = f (x) for all j = 0, . . . , m − 1 and |f (x)| = ε. Therefore, we have |S m,α f (x)| = mε > Cψ(m). On the other hand, E c is the union of at most
• (2m + 2) intervals of size d n ;
• (2m + 2) intervals of size d n+1 ;
• 2( q n+1 + q n ) intervals of size η.
Hence we have
if we choose n sufficiently large and then η sufficiently small.
Proof of Theorem 1.5. We mimic the proof of Theorem 1.1. Recall that
Let (h l ) be a sequence of coboundaries which is dense in C 0 (T). Then for any l ≥ 1, there exists C l > 0 such that sup n S n,α h l ∞ ≤ C l . Let f l , E l and m l be given by Lemma 5.1 for C = l + C l + 1, M = l and ε = s = δ = 1/l. We set g l = h l + f l and observe that, for
There exists δ l > 0 such that, for any f ∈ B(g l , δ l ) and any x ∈ E l ,
There exists an increasing sequence (l k ) such that f ∈ B(g l k , δ l k ). We set E = lim sup E l k and observe that, for any x ∈ E, lim sup
Moreover, E c = K≥1 k≥K E c l k . For any s ∈ (0, 1), the properties of the sets E l ensure that H s k≥K E c l k = 0. Since F ψ ⊂ E c , we conclude that dim H (F ψ ) ≤ s and therefore dim H (F ψ ) = 0.
Hölder functions.
We now modify the previous construction to adapt it to Hölder continuous functions.
Lemma 5.2. Let M ∈ N, ν ∈ (0, 1), ξ ∈ (0, 1) with ν + ξ < 1, A > 0,
There exist a continuous function f ∈ C 0 (T) with f ∞ ≤ 1, Lip ξ (f ) ≤ 1, an integer N ≥ M , and a compact set E ⊂ T such that
Proof. The construction of f will be more or less difficult depending on the arithmetical properties of α. Let (p n /q n ) be the nth convergent of α in its continued fraction expansion. For each n ≥ 0, there exists τ n ≥ 1 such that q n+2 = q τn n . We define
We then fix ν ′ ∈ (0, 1) such that ν ′ > ν, ξ + ν ′ < 1 and
Let n be a large integer and consider the partition of T described in Section 5.1:
Again for ease of notation we suppose that q n and q n+1 are even; if not, a modification similar to the one used in the proof of Lemma 5.1 can be used. First case: τ ≥ 1−ν ξ . Then, for n large enough, τ n s > 1 + η for some fixed η > 0. We fix such an n and we then define f as follows:
, equal to
It is then clear that f ∞ ≤ 1, Lip ξ (f ) ≤ 1 and T f dλ = 0. Recalling that d n = b j − a j for 0 ≤ j < q n+1 we then set
Observe that if y ∈ Γ j , then |f (y)| ≥ d γ 0 ξ n and that R α (Γ j ) ⊂ Γ j+1 , 0 ≤ j < q n+1 − 1. It follows that, for x ∈ E 0 with constants C which do not depend on n and may change from line to line
provided n is large enough. Thus (7) Hence, for n large enough,
Since δ 0 − s < 0, 1 − γ 0 s < 0 and 1 − τ n s < −η, (8) is also satisfied provided n is large enough. Second case: τ < 1−ν ξ . This time, the intervals coming from j ∆ (n+1) j are too long to be neglected with respect to the H s -measure. By the choice of ν ′ , we know that there exist integers n as large as we want such that
we will fix such an n later. We keep the same values for δ 0 , γ 0 , Γ j and E 0 and the same definition for f on 0≤j<q n+1 ∆ (n) j as in the first case. On the other hand, we define f
and E = E 0 ∪ E 1 . Remember that d n+1 ≈ q −τn n . We can still use (10) and can deduce analogously for any x ∈ E 1 ,
provided n is large enough. From now on we can fix a sufficiently large n. The set E c consists of at most
By using (9) and (11) we conclude exactly as before since
Proof of Theorem 1.6. We will prove slightly more than announced. Let E ξ be the closed subspace of C ξ 0 (T) defined by
The space E ξ , equipped with the norm of the uniform convergence is now again a separable complete metric space. We will prove that, for all functions f in a residual subset of E ξ ,
it is sufficient to prove this inequality for ν belonging to a sequence (ν k ) which is dense in (0, 1 − ξ). Now, the countable intersection of residual sets remaining residual, we just have to prove that, for a fixed ν ∈ (0, 1 − ξ), all functions f in a residual subset of E ξ satisfy
Let (h l ) be a sequence of C 0 -coboundaries which is dense in E ξ and with Lip ξ (h l ) ≤ 1 − 1 l . For any l ≥ 1, there exists C l > 0 such that sup n S n,α h l ∞ ≤ C l . Let f l , N l and E l be given by Lemma 5.2 with s =
is dense in E ξ and, for any x in the compact set E l , there exists m ∈ {l, . . . , N l } with
We can then find δ l > 0 such that, for all f ∈ B(g l , δ l ) and all x ∈ E l , there exists m ∈ {l, . . . , N l } with
We set R = L≥1 l≥L B(g l , δ l ) ∩ E ξ which is a residual subset of E ξ . Pick f ∈ R. There exists an increasing sequence (l k ) such that f ∈ B(g l k , δ l k ). We set E = lim sup k E l k and observe that, for any x ∈ E, lim sup 
(ii) for all γ < ν, there exists a residual subset R of C 0 (G) such that, for all f ∈ R,
It can be shown that ν = 1/2 works for (ii). Indeed, Lemma 4.4 and Fubini's theorem imply that, for all ε ∈ (0, 1), all C > 0 and all M ∈ N, there exist x ∈ G, f ∈ C 0 (G), N > M and E ⊂ G with f ∞ < ε, µ(E) > 1 − ε and sup M ≤n≤N Sn,uf (x) n 1/2 ≥ C for u ∈ E. Translating f if necessary, we may assume that x = 0. We then conclude exactly as in the proof of Theorem 1.2. Second, Theorem 1.5 improves Theorem 1.1 for rotations of the circle by replacing nowhere dense sets with the more precise notion of sets with zero Hausdorff dimension. There are also enhancements of meager sets, for instance σ-porous sets (see [12] ) Question 6.2. Does there exist a residual subset R of C 0 (T) such that, for any f ∈ R, E ψ (f ) is σ-porous?
In the spirit of Theorem 1.2, the next step would be to perform a multifractal analysis of the exceptional sets. Precisely, let f ∈ C 0 (T) and ν ∈ (1/2, 1). Let us set
These sets have Lebesgue measure zero.
Question 6.3. Can we majorize the Hausdorff dimension of E − (ν, f )?
We could also replace everywhere the lim sup by lim inf.
Question 6.4. Let ψ : N → N with ψ(n) = o(n). Does there exist f ∈ C 0 (Ω) such that {x ∈ Ω; lim inf n |S n,T f (x)|/|ψ(n)| = +∞} is residual? has full measure?
6.2. Other sums. The study of S n,α f (x) is a particular case of the series n≥1 a n f (x + nα). In the particular case a n = 1/n this series, also called the one-sided ergodic Hilbert transform, was thoroughly investigated in [4] . In [4] , the authors show that for any non-polynomial function f ∈ C 2 0 (T) with values in R, there exists a residual set R f of irrational numbers depending on f such that, for every
for almost every x ∈ T and they ask if this holds for every x ∈ T (they show that this is the case iff (n) = 0 when n ≤ 0). We provide a counterexample.
Example 6.5. Let a ∈ (0, 1) and f ∈ C 2 0 (T) be defined by its Fourier coefficientsf (0) = 0, f (n) = ia n for n > 0,f (n) = −ia −n for n < 0. A small computation shows that
We shall prove that the one-sided ergodic Hilbert transform of f is bounded at x = 0. Indeed, setting
it is easy to show that
Now, it is well-known that the imaginary part of G N (t), namely
sin(2πnt) n is uniformly bounded in N and t (see e.g. [6, p.4 
]).
Question 6.6. Can we investigate, in the spirit of this paper and of [4] , the case a n = n −a , with 0 < a < 1?
One may wonder whether, in Theorem 1.6, we have residuality in (C ξ 0 (T), ξ ) instead of in (E ξ , ∞ ). A natural way to do that would be to prove that the coboundaries are dense in C ξ 0 (T). This is not the case, which shows again that C 
(all these intervals are considered mod 1 on T),
For this property we can use that
is a union of intervals, which by (15) are of total measure less than 1/200 and the sequence (jα) is uniformly distributed on T, especially if we suppose that the n k s are denominators of suitable convergents of α and recall Subsection 5.1. We also suppose that J k is maximal possible, by this we mean that if j ∈ [n k , n k+1 ) ∩ Z and j ∈ J k then
By the definition of h k and (16) we have (18) m k · h ξ k > 0.99 · k. Next we define f . On an interval [jα − h k , jα + 3h k ], j ∈ J k , k ∈ N we define f in the following way: f (jα − h k ) = f (jα + h k ) = f (jα + 3h k ) = 0 and g(x + jα) = |u(x + (n + 1)α) − u(x)| ≤ 2K u .
We will prove in (28) and (29) that for any function g ∈ B ξ 0 (f, 0.1), its Birkhoff sums are not bounded and this will provide a contradiction. Suppose k is fixed. Since g ∈ B ξ 0 (f, 0.1) we have for any j ∈ J k .
Next we consider the cases when j ∈ J k , j ∈ [n k , n k+1 ). Then (17) applies. Suppose first that there exists k ′ < k, j ′ ∈ J k ′ , such that jα, jα It is clear that for large k this will contradict (20). Next suppose that the negation of (28) and the negation of (29) hold. This implies (30)
By (22) and (16) (31)
On the other hand, by (16) and (27) (32)
Now (31) and (32) contradict (30).
