Abstract. In this paper we complete Rubin's partial verification of the conjecture for a large class of elliptic curves with complex multiplication by Q( √ −7).
Introduction
In this paper we prove the full Birch and Swinnerton-Dyer conjecture for a class of elliptic curves with complex multiplication by Q( √ −7). This paper is an expanded version of the author's doctoral thesis [11] , which was completed at The Ohio State University under the supervision of Karl Rubin. It is to be the first in a series of papers aimed at completing Rubin's partial verification of one important case of the conjecture (see Theorem 11.1(i) of [21] ).
The setting is as follows. Let E be an elliptic curve defined over the field K = Q( √ −7) (which is one of the 9 imaginary quadratic fields of class number 1), with complex multiplication by the ring of integers O of K, and with minimal period lattice generated by Ω ∈ C × . Suppose that the L-function of E over K does not vanish at s = 1, i.e. L(E/K , 1) = 0. Then E(K) is finite [5] and the Tate-Shafarevich group X(E/K ) is finite [20] . Now for each prime q of K let c q = [E(K q ) : E 0 (K q )], where E 0 (K q ) is the subgroup of E(K q ) of points with non-singular reduction modulo q. In this work we prove the following theorem.
Theorem A. Suppose L(E/K , 1) = 0. Then

L(E/K , 1) = ΩΩ · (#E(K))
−2 · #X(E/K ) · c q .
In other words, the full Birch and Swinnerton-Dyer conjecture is true for E.
In addition, we will deduce from Theorem A the following result concerning curves defined over Q. The following is a summary of the paper. Write ψ for the Hecke character of K attached to E. Then L(ψ, 1)/Ω ∈ K and the L-function of E over K factors as
L(E/K , s) = L(ψ, s)L(ψ, s). (1)
Now write X = X(E/K ) and let B be the set of primes of K where E has bad reduction. We will see below (Proposition 2.6) that c q = 4 for all q ∈ B, so c q = 4 b where b = #B. Further, the theorem of Rubin alluded to above ( [21] , Theorem 11.1(i)) together with the fact that #(X q ∞ ) = #(Xq∞) for every prime q of K ( [14] , p. 228) shows that if q | #O × , then
where ∼ q means "equal up to a unit of K q ".
In this paper we prove (2) for the primes q that divide #O × = 2. Since 2 splits in K (and we note that K = Q( √ −7) is the only imaginary quadratic field of class number 1 with this property), it will be sufficient to show that
for p| 2. It will then follow that Gross' refinement [14] of the Birch and SwinnertonDyer conjecture for E is true, i.e.
L(ψ, 1)/Ω = ± 2
b · (#E(K)) −1 · #X. (4) Using (1) , this formula immediately implies Theorem A.
For convenience, we will exclude from the remainder of this discussion a small number of "exceptional" curves (these are defined at the beginning of §2 and will be studied in §8).
To establish (3) for the remaining, non-exceptional, curves, we will first show that
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Preliminaries
Let K = Q( √ −7), and write O for the ring of integers of K. Fix a prime p of K lying above 2, and letp denote the complex conjugate of p. Then p =p. Now fix an elliptic curve E defined over K with complex multiplication by O.
As explained in the Introduction, to prove Theorem A it suffices to check formula (3) at both primes p andp. In fact, we need only check (3) at the prime p, for after this is done we can certainly repeat the entire argument replacing p byp throughout to obtain a proof of (3) for the primep. Now let B denote the set of primes of K where E has bad reduction. The theory of complex multiplication shows that B is never empty. We shall say that E is exceptional if E has bad reduction at p and good reduction at all other primes, i.e. if B = {p}. (We remark here that there are very few exceptional curves.) As it turns out, it is convenient to prove formula (3) for exceptional and non-exceptional curves separately, so throughout this and the next several sections we will work under the assumption that E is non-exceptional, deferring the study of the exceptional curves to §8.
We now introduce some additional notations. If F is any field, we will write G F for Gal(F /F ), whereF denotes the algebraic closure of F . Further, if M is an O-module and a is an ideal of O, we will write M a for the a-torsion in M and M a ∞ for n≥1 M a n . There will be two exceptions to this rule: if q is a prime of K, O q (resp. K q ) will denote the completion of O (resp. K) at q. Also, for convenience, we will write E a for E(K) a . Now, for each n with 1 ≤ n ≤ ∞, let K n = K(E p n ). Further, for any ideal a ⊂ O set N(a) = #(O/a) and write K(a) for the ray class field of K modulo a.
The theory of complex multiplication shows that
Proof. For (i), see for example [5] Theorem 2. The proof is a variant of the criterion of Néron-Ogg-Shafarevich, using the facts that E has potential good reduction everywhere and Gal(
show that E is an exceptional curve, contravening our hypothesis.
Remark. For each result in this section which depends on the choice of p, there is a corresponding result with the prime p replaced byp, provided B = {p}. We will make use of this fact at various places below.
Lemma 2.2. (i) Every prime in
Proof. For (i) see [22] , Corollary 2 of Theorem 2 (note that the set B − {p} is non-empty, because E is non-exceptional). As regards assertion (ii), it is shown in [19] (Lemma 21(iv)) that [K n : K(p n )] ≤ #O × = 2 for all n < ∞. On the other hand (i) shows that K n ⊂ K(p ∞ ) for all n ≥ 2, and (ii) follows.
Proof. The theory of complex multiplication shows that [23] , Theorem 5.4). On the other hand Lemma 2.2(ii) shows that G contains a subgroup of order 2, namely Gal(
, which completes the proof.
e. τ is that element of G which acts as multiplication by −1 on E p ∞ . Now let τ be the cyclic group generated by τ .
Proof. Assertion (i) follows from the proof of Proposition 2.3. Now by Proposition 2.3,
Lemma 2.5. Suppose q ∈ B − {p}. Then:
Since j ≥ 1 by Lemma 2.1(ii), the proof is complete.
For each q ∈ B let
where E 0 (K q ) is the subgroup of E(K q ) of points with non-singular reduction modulo q. It is shown in [14] (proof of Proposition 4.5) that the only possible Kodaira types for E over K p are I * ν (in which case c p = 4), II and II * (which have c p = 1, i.e. E(K p ) = E 0 (K p )). To see that the last two types cannot occur, simply note that E 0 (K p ) isp-divisible (cf. [25] ) but E(K p ) is not, by the analogue of Lemma 2.5(ii) forp.
We devote the remainder of this section to proving a number of results on the Galois cohomology of E.
If F is any field, we will write
Lemma 2.7. (i) The restriction map induces an isomorphism
Proof. A standard calculation shows that H i (Γ, E p ∞ ) = 0 for all i ≥ 1 (cf. Lemma 6 of [4] ). This fact together with the appropriate inflation-restriction exact sequences gives (i), and shows in addition that
where G 2 = Gal(K 2 /K). Now using Corollary 2.4(ii) and Lemma 2.1(ii), we have
If Q is a prime of K ∞ and n < ∞, we will write K n, Q for the completion of K n at the prime below Q. Now let
Lemma 2.8. Let Q be a prime of K ∞ and let q be the prime of K lying below Q. Then, if q / ∈ B ∪ {p},
Proof. This is well-known, coming from the facts that E has good reduction over K q and K ∞, Q /K q is unramified. See for example [17] , Corollary 4.4.
Lemma 2.9. Let Q be a prime of K ∞ and let q be the prime of K lying below Q. Then, if q ∈ B and q | 2,
Proof. E has good reduction over K 2, Q by Lemma 2.1(i) , so K ∞, Q /K 2, Q is unramified (see [24] , §VII.4). Thus by an analogue of Lemma 2.8 and the usual inflation-restriction exact sequence, there is an isomorphism
where
Now since the quadratic extension K 2 /K is ramified at q (see Corollary 2.4(ii) and Lemma 2.
the proof of Lemma 2.7). Finally, using the analogue of Lemma 2.5(ii) forp, we have #E p = #Ep = #E(K q )p∞, and the lemma follows. Proof. We must show that the unique prime of K 2 lying abovep, say℘, is inert in
, where E denotes the reduction of E modulo℘. As # E(O/p) ≤ 5, we conclude that m = 2, which proves the lemma.
The infinite descent
In this section we prove formula (5) of the Introduction. Keep the notation and assumptions of §2. In addition, assume that our elliptic curve E satisfies L(E/K , 1) = 0. In this case the finiteness of E(K) and of the Tate-Shafarevich group of E over K have been demonstrated by Coates and Wiles [5] and Rubin [20] , respectively.
Let Xp ∞ and S denote, respectively, the p-power torsion in the Tate-Shafarevich group of E over K and the direct limit of the Selmer groups of E relative to powers of p. Thus
We note that the q-component λ q :
Lemma 3.1. There is an isomorphism
Proof. Galois cohomology gives us an exact sequence
See §1 of [20] . Since E(K) is finite, the group on the left is zero, which gives the lemma.
Recall the set B of primes of K where E has bad reduction. Let B = B ∪ {p}, and define a modified Selmer group S(B ) ⊃ S by
There is a natural exact sequence
where λ B is the restriction of q∈B λ q to S(B ). The image of λ B has been described by Bashmakov [1] in terms of the local Tate pairing, and we now proceed to state his result.
For any field
, where the inverse limit is taken with respect to the natural maps. Note that E * (K) = E(K)p∞ injects into E * (K q ) for any prime q. Now for each q ∈ B write , q for the non-degenerate pairing 
Proof. See §3.3 of [1] . 
Proof. This is immediate from Theorem 3.2 and the non-degeneracy of , p .
Lemma 3.4. Suppose q ∈ B − {p}. Then
Proof. The groups [24] §VII.6.3) and q =p, we have E * (K q ) = E(K q )p∞, which proves the lemma.
Remark. The proof of the above lemma shows that (6) and Theorem 3.2).
Proposition 3.5. Suppose E has good reduction atp, i.e.p / ∈ B . Then
Proof. This follows from (6), Lemma 3.1 and Theorem 3.2, using Lemmas 3.4 and 2.5(ii) (forp) to compute the order of
The above result brings us closer to a proof of (5) for those curves which have a good reduction atp. We have yet to relate S(B ) to Hom(X ∞ , E p ∞ ) G , as well as deal with the curves that have a bad reduction atp. To these ends, we now introduce Selmer groups over the field K ∞ .
For any set T of primes of K, we write T for the set of primes of K ∞ which lie above the primes in T , and define
Now recall B = B ∪ {p} and set T = B ∩ {p,p}. Thus T = {p} if E has good reduction atp and T = {p,p} otherwise. In what follows we shall be concerned with the groups S ∞ (p) and
Lemma 3.6. Let X ∞ denote the Galois group of the maximal abelian 2-extension of K ∞ which is unramified outside of the primes above p. Then there is a canonical G-isomorphism
Proof. This is well-known. See for example [4] , Theorem 12.
Now consider the standard inflation-restriction exact sequence
In contrast to the situation prevalent in the case p | 2, the restriction map Res is neither injective (see Lemma 2.7(ii)) nor surjective. The following result is all we need, however.
G be the natural restriction maps. Then ρ is an isomorphism by Lemma 2.7(i), and Res is the composition of r and ρ. Thus to prove the lemma it suffices to check that ρ
Choose a prime q ∈ B − {p}, fix a prime ofK lying above q, and write I q for the corresponding inertia group. Now recall the automorphism τ ∈ G which acts as multiplication by −1 on E p ∞ . Since τ generates the inertia group of q in K ∞ /K (see Lemma 2.5(i)), we can find an elementτ ∈ I q whose restriction to K ∞ is τ . Thenτ 2 ∈ G K∞ ∩ I q . Now using the fact that the elements of S ∞ (p) are unramified outside of p by Lemma 3.6, it is not difficult to see that every cohomology class {ξ} in ρ
It is now a simple matter to check that the map c = c ξ :
G if E has good reduction atp (since S ∞ (T ) = S ∞ (p) for such curves). Now recall the group S(B ) ⊂ H 1 (K, E p ∞ ) defined at the beginning of this section.
Proposition 3.8. The inflation-restriction exact sequence (7) induces an exact sequence
Proof. That the inflation homomorphism maps H 1 (G, E p ∞ ) into S(B ) follows easily from Lemma 2.8. Now for each prime Q of K ∞ we have a commutative diagram
where q is the prime of K lying below Q, λ q is the localization map defined before the statement of Lemma 3.1, λ ∞,Q is the analogue of λ q for the field K ∞ , and Res Q is the local restriction map. If Q lies above a prime q ∈ B − T = B − {p,p}, then Lemmas 2.9 and 3.4 show that Res Q is the zero map. If Q|q with q / ∈ B , then Lemma 2.8 shows that Res Q is injective. Now let c ∈ S(B ). Then, using the above diagram, and find an element c ∈ H 1 (K, E p ∞ ) such that f = Res(c). Then, for Q|q with q / ∈ B ,
whence λ q (c) = 0 because Res Q is injective for such Q. We conclude that c ∈ S(B ), which completes the proof.
We are now in a position to prove formula (5) of the Introduction.
Proof. By Lemmas 3.1 and 3.6, the above formula is equivalent to
Case I. E has good reduction atp.
In this case S ∞ (p) G = S * ∞ (T ), and Proposition 3.8 yields
Formula (8) now follows from Proposition 3.5 and Lemma 2.7(ii).
Case II. E has bad reduction atp.
The argument in this case is more involved, due to the fact that S(B ) is infinite (see the remark preceding the statement of Proposition 3.5). To circumvent this difficulty, consider the commutative diagram
S(B )
where℘ is the unique prime of K ∞ lying abovep (see Lemma 2.10), λ℘ is the restriction to S * ∞ (T ) of the natural map
By Proposition 3.8, the map Res in the above diagram is surjective with kernel H 1 (G, E p ∞ ), and the definitions together with Lemma 3.7 show that ker(λ B ) = S and ker(λ℘) = S ∞ (p) G . Applying the snake lemma to the above diagram then yields the formula
where ϕ : coker(λ B ) → coker(λ℘) is the map induced by ϕ. Now Lemma 2.7(ii) and Theorem 3.2 show that #H
On the other hand, the order of
where B = B − {p}, may be computed as follows: the proof of Lemma 2.9 shows that #H 1 (Gal(K ∞,℘ /Kp), E(K ∞,℘ )) p ∞ = #E p = 2, and Lemmas 3.4 and
Finally, we claim that ϕ is the zero map, so #image( ϕ) = 1. To prove our claim, we use the above diagram to obtain the equivalent statement
This must hold since #coker(λ B ) = 2 by Theorem 3.2 and Lemma 2.1(ii), and ker(ϕ) ⊂ image(λ B ) by Corollary 3.3. Using all of the above in (9) gives (8), thereby completing the proof of the theorem.
The main conjecture: statement and beginning of the proof
Keep the notation of § §2 and 3. Thus E is an elliptic curve defined over K with complex multiplication by the ring of integers O of K, p is a prime of K lying above 2, and K n = K(E p n ) for 1 ≤ n ≤ ∞. We continue to assume that E is non-exceptional.
We begin this section by defining the elliptic units of K n that we will use in this paper.
Fix a minimal model of E over K, let L denote the corresponding period lattice, and write I(6) for the set of ideals of O which are prime to 6. For each a ∈ I(6) define a function
where ℘(z; L) is the Weierstrass ℘-function for the lattice L, the product is taken over representatives of the non-zero classes u in (a −1 L/L)/ ± 1, and η(a) ∈ K is the 12-th root of ∆(L) N(a) /∆(a −1 L) constructed by Robert in [18] , where ∆ is the usual Ramanujan ∆-function. This function Θ 0 is the unique 12-th root of the function Θ(z; L, a) used in §II.2 of [8] which satisfies a certain distribution relation. See [18] for more details.
Write f for the conductor of the Hecke character of K attached to E, and let f be the least common multiple of the prime-to-p part of f andp 2 (so f is prime to p and f | 2 = #O × ). Now, for every n ≤ ∞, let
, no. 12), and we let C fn denote the group generated by all norms N Fn/Kn (Θ 0 (v; a)) ((a, 6f) = 1) and by all roots of unity in
.4) whose definition is independent of the choice of v.
We will also need the elliptic units of conductor p n , whose definition we now recall. Choose a point w ∈ C/L of order exactly p n . Then Θ 0 (w; a) ∈ K(p n ) for all a ∈ I(6), and we write C p n for the group generated by all products Θ 0 (w; a) (6)) and by all roots of unity in K(p n ). Then C p n is a Galois-stable subgroup of the global units of K(p n ) whose definition is independent of the choice of w.
We are now ready to define the various Iwasawa modules that enter into the statement of the main conjecture.
Write U n for the group of local units of K n ⊗ K K p which are congruent to 1 modulo the primes above p. LetC fn andC p n denote the closures of C fn ∩ U n and C p n ∩ U n , respectively, in U n . Define
all inverse limits being taken with respect to the norm maps. Global class field theory gives us a map
where X ∞ denotes, as before, the Galois group of the maximal abelian 2-extension of K ∞ which is unramified outside of the primes above p. Now recall Γ = Gal(K ∞ /K 2 ) Z 2 , and consider the standard Iwasawa algebra
inverse limit over n ≥ 2. Then X ∞ and U ∞ /C ∞ are finitely generated torsion Λ-modules. See [21] . It follows from the well-known classification theorem for Λ-modules that for every finitely generated torsion Λ-module Y we can find elements f i ∈ Λ and a finite Λ-module Z such that there is an exact sequence
We will write char(Y ) for the characteristic ideal ( f i )Λ of Y .
We can now state the "main conjecture" of Iwasawa theory for the extension We will now show how the proof of Theorem 4.1 reduces to the verification of the equality of the Iwasawa invariants of U ∞ /C ∞ and X ∞ .
Write A n for the 2-primary part of the ideal class group of K n , let E n denote the group of global units of K n , and writeĒ n for the closure of E n ∩ U n in U n . Define
inverse limits with respect to the norm maps. Global class field theory gives us an exact sequence
There is an integer r ≥ 0 such that
Proof. This result is similar to a theorem of Rubin ([21] , Theorem 8.3) and may be proved using methods analogous to those of § §1, 2 and 8 of [21] . For the details see §3.8 of [11] .
Corollary 4.3.
Proof. This is immediate from (10) and Proposition 4.2.
The above corollary shows that in order to prove Theorem 4.1 it is sufficient to verify that X ∞ and U ∞ /C ∞ have the same Iwasawa invariants. This verification is carried out below.
The main conjecture: conclusion of the proof
Recall that f denotes the conductor of the Hecke character of K attached to E, f is the least common multiple of the prime-to-p part of f andp 2 , and F n = K(E f )K n for n ≤ ∞. For each n < ∞, let U n be the group of local units of F n ⊗ K K p which are congruent to 1 modulo the primes above p, and define U(f ) = lim ← − U n and V ∞ = N F∞/K∞ (U(f )) ⊂ U ∞ , inverse limit with respect to the norm maps. Local class field theory shows that
In this section we will generalize arguments from §III.2 of [8] to prove that the Iwasawa invariants of X ∞ and V ∞ /(C ∞ ∩ V ∞ ) are equal. As explained above, this will complete the proof of Theorem 4.1.
Recall
and τ is the element of G which acts as multiplication by
Using Corollary 2.4(i), we will often identify G(1) with Γ. Further, it is shown in §II.1.6 of [8] (for example) that
Let D be the ring of integers of the completion of the maximal unramified extension of Q 2 , and let Res : Proof. This may be proved using straightforward adaptations of arguments from § §III.2.2 -2.11 of [8] . See § §3.9 and 3.10 of [11] for the details.
Thus it remains to show that the Iwasawa invariants of g agree with those of char(V ∞ /C ∞ ∩ V ∞ ). In fact, we will show that g and char
For each n with 2 ≤ n ≤ ∞, let τ n denote the restriction of τ = τ ∞ to K n , and write K + n for the fixed field of τ n in K n . Proposition 5.2. For all n ≥ 2,
Proof. The proposition holds for n = ∞ by Corollary 2.4(i), so K
, and the proposition follows. 
where Res is as defined above and Res + is the obvious analogue of Res. Once again identifying G(1) with Γ, we may view j as a map from ( 
For any Z 2 -module M , we will write M ⊗ Z2 D for the completion of M ⊗ Z2 D. Now recall the Iwasawa modulesC f andC 1 defined in the preceding section. 
Proposition 5.3. (i) The map i induces an isomorphism of D[[Γ]]-modules
Prof. Both parts of the proposition follow from direct analogues of Propositions III.1.3 and 1.4 of [8] . See [11] , §3.10.
Corollary 5.4. We have
Proof. This is immediate from part (i) of the above proposition.
We will show next that m (1) Recall that Gal(
Lemma 5.5. The class number of K + n is odd for all n < ∞.
-extension in which only p ramifies, and this prime is totally ramified since K has class number 1. The lemma is thus a special case of a well-known result. See [26] , Theorem 13.22. Proof. Fix an n with 2 ≤ n < ∞. Noting that K(p n ) = K + n is a cyclic extension of K, one can easily see that the group of elliptic units of K(p n ) defined by Gillard in §6 of [10] agrees with our group C p n . Then Théorème 5 of [10] gives
is odd by Lemma 5.5 and the p-adic analogue of Leopoldt's conjecture is true for K n , we conclude that 
is the maximal abelian 2-extension of K which is unramified outside of {p}, so
. Now an application of Nakayama's lemma gives (i).
Proof. Lemmas 5.6 and 5.7(ii) show thatC 1 
] contains an ideal of height 2, which gives (i). Now U 
/Ω when E is non-exceptional. We will then combine this information with the main result of §3 (Theorem 3.9) to establish formula (3) of the Introduction for these curves.
Recall that ψ denotes the Hecke character of K attached to E and Ω ∈ C × is a generator of the period lattice of a minimal model of E over K. Also recall that X ∞ = Gal(M ∞ /K ∞ ), where M ∞ is the maximal abelian 2-extension of K ∞ which is unramified outside of the primes above p.
Let κ : Γ → Z × 2 denote the character giving the action of Γ on E p ∞ . If a, b ∈ K × , we will write a ∼ b to signify that a/b is a unit at p.
Proof. Arguing as in [21] (proof of Theorem 11.4), the main conjecture (Theorem 4.1 above) implies that for any generator g ∈ Λ of char( 
/Ω, which gives the proposition.
Recall that G = τ × Γ. Also recall that for any G-module Y , Y + denotes the submodule of Y of elements fixed by τ . The next proposition shows that
Proposition 6.2. We have
Proof. We will prove that X ∞ /(1−τ )X ∞ is finite. This will show that X + ∞ is finite, hence zero because X ∞ has no non-zero finite submodules (see [12] , Proposition 3 and the comments at the end of §4).
Since X ∞ /(1 − τ )X ∞ is the largest quotient of X ∞ on which τ acts trivially,
where L is the maximal extension of K ∞ in M ∞ which is abelian over K 
Proof. When E has good reduction at p this follows from Lemma 1 of [4] . If E has bad reduction at p then ψ(p) = 0 and #E(K p )p∞ = 2 by Lemma 2.5(ii) forp, so the assertion of the lemma is the trivial statement 1 ∼ 1.
We can now prove formula (3) of the Introduction for non-exceptional curves. 
On the other hand, Theorem 3.9 gives
which completes the proof.
The conjecture over Q
For any non-zero, square-free integer d, let E d denote the elliptic curve with equation
Finally, the Q-isogenous curves E d and E −7d have the same real period (Lemma 7.1(i)), the same Tamagawa product (Lemma 7.2) and the same number of Qrational points (Lemma 7.3(ii)). Thus by the result of Cassels referred to above
which completes the proof of formula (13) , and of conjecture (11).
The exceptional curves
Recall that the curve E is called exceptional if E has bad reduction at p and good reduction at all other primes. In this section we will check formula (3) of the Introduction for these curves.
As before, write K ∞ = K(E p ∞ ) and G = Gal(K ∞ /K). Keep the rest of the notation from § §2 -6 as well.
Lemma 8.1. (i) K
Proof. Since E has good reduction away from p, the extension K ∞ /K is unramified outside of p. This gives (i). Statement (ii) follows from (i), noting that G = Gal(K(p ∞ )/K) Z 2 .
Proposition 8.2.
We have Xp ∞ = 0.
Proof (notation as in §3). Part (ii) of the above lemma shows that the restriction homomorphism H 1 (K, E p ∞ ) → H 1 (K ∞ , E p ∞ ) maps S (which is isomorphic to Xp ∞ ) injectively into S ∞ (p) (cf. the proof of Proposition 3. where γ 0 is a topological generator of G and κ is the character giving the action of G on E p ∞ . As κ(γ 0 ) − 1 ∼ #E(K) p ∞ by definition of κ, the proof is complete.
We can now verify formula (3) for the exceptional curves. Using Propositions 8.2 and 8.3 and the analogue of Lemma 2.1(ii) forp, we have
as desired.
