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Résumé et mots clés
Cet article présente un schéma original de codage progressif d'images couleur apportant à la fois une 
efficacité en termes de compression (meilleure qualité subjective que Jpeg2000) et des fonctionnalités au
niveau région à bas débits pour le codeur et le décodeur. À partir de l'image des luminances codée à bas
débit par le codec LAR (Locally Adaptive Resolution), une description en régions, sans codage des contours,
est obtenue à travers un procédé de segmentation effectué au codeur et au décodeur. Cette segmentation
peut être contrôlée par les composantes chromatiques pour une meilleure cohérence du résultat d'un point de
vue couleur. Un codage basé régions appliqué sur les images de chrominance produit alors une compression
de ces composantes à très bas débit. Comme les régions et le codage de leur contenu partagent une même
grille de représentation, l'amélioration de la qualité de l'image peut être globale, ou limitée à une zone 
d'intérêt.
Codage progressif, segmentation d'images en niveaux de gris et couleur, codage par représentation en
régions, codage par Région d'Intérêt.
Abstract and key words
This LAR (Locally Adaptive Resolution) color image coding scheme yields to an efficient progressive compression with a
better subjective quality than Jpeg2000. Additionally, it offers region functionalities for low bit rate coding and decoding.
From highly compressed luminance, a region description, without contours encoding, can be obtained through a 
segmentation process performed at both coder and decoder. Considering color results, controlled chrominance 
components segmentation provides a better data consistency simultaneously with a low bit rate compression. As regions
and their encoding are based on a same representation grid, enhancement of image quality can be global, or only 
restricted to a Region Of Interest.
Scalable coding, gray-level and color images segmentation, regions representation based coding, region of Interest
Coding.
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1. Introduction
La première génération de codeurs d'images et de vidéos s'ap-
puie essentiellement sur la théorie de l'information. La princi-
pale limitation de ses performances en termes de compression
est due au caractère non-stationnaire des images naturelles,
aboutissant à une distribution variable de l'information dans
l'espace et dans le temps. De plus, les structures de représenta-
tion utilisées, indépendantes du contenu, comme la grille carté-
sienne conventionnelle ou les pavages en blocs carrés réguliers
(JPEG ou MPEG), ne permettent pas de prendre en compte ces
non-stationnarités, et ne peuvent par conséquent servir comme
structure de données efficace pour les images et la vidéo. En
introduisant une modularité dans la partition de l'image, le nou-
veau standard H.264 ou MPEG4-AVC démontre que les per-
formances de codage peuvent alors être fortement accrues [1]. 
Des améliorations ont pu être apportées par rapport aux schémas
classiques, grâce à la représentation des données visuelles sous
forme de régions, définies par leurs contours et leurs textures, et
correspondant potentiellement à des objets ou parties d'objets
dans l'image. Les méthodes de codage s'appuyant sur ce concept
sont couramment appelées de seconde génération [2, 3]. 
Le principe d'une représentation en objets fait partie intégrante
de MPEG-4 [4] pour la compression et la manipulation de flux
vidéo, et est un pré-requis nécessaire dans MPEG-7 pour l'in-
dexation [5]. Les régions sont définies comme des parties
convexes d'une image partageant une propriété commune. Les
objets sont quant à eux définis comme des ensembles de régions
qui représentent une entité sémantiquement cohérente d'une
image [6]. Pour des représentations en régions, deux types d'in-
formation sont nécessaires : la forme (les contours) et le conte-
nu (la texture). Un troisième élément peut être ajouté dans le cas
de séquences vidéo : le mouvement. 
Une approche région tend par ailleurs à combler le fossé sépa-
rant les systèmes numériques et le système visuel humain
(SVH) pour le traitement d'une image et sa perception. Une telle
approche fournit également de nouvelles fonctionnalités telles
que l'interaction entre objets ou régions, la composition de
scènes, etc. Un autre atout important réside dans la possibilité
pour un schéma de compression de favoriser des zones visuel-
lement sensibles de l'image tout en négligeant les parties moins
significatives. Ce concept porte le nom de compression par
Région D'Intérêt ou ROI (Region Of Interest). Une telle
approche s'adapte bien au développement de nouvelles applica-
tions à travers les réseaux (consultation de grandes bases de
données d'images, vidéosurveillance et vidéoconférence) [7].
Les bandes passantes limitées des canaux actuels comparées au
volume de données nécessaire pour la représentation de ces
images amènent à établir un compromis entre le débit et la dis-
torsion (qualité) de l'image. Lorsqu'une ROI est identifiée et
définie, ce compromis peut être réalisé localement de telle sorte
que la compression à l'intérieur de la ROI n'introduise que peu
de distorsion pour une bonne qualité visuelle, alors que le reste
de l'image peut être représenté avec une moindre qualité. 
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Malgré tous les attraits que présentent les approches régions, il
faut reconnaître que les standards actuels sont toujours et sans
doute encore pour longtemps basés sur des techniques tradi-
tionnelles de transformation de l'information. Les raisons se
déclinent en quatre points.
1. La description de la forme (le plus souvent un polygone)
constitue un surcoût qui peut rapidement devenir significatif
à très bas débit. Pour limiter ce coût, il est donc aussi
nécessaire de limiter le nombre de régions, et par conséquent
de se contenter d'une description rudimentaire de la scène.
2  Les méthodes basées régions s'attachent en général essentiel-
lement à la composante « forme », et négligent le plus souvent
la composante « contenu ». Dès lors, cette forme est indépen-
dante de la représentation utilisée pour coder le contenu.
3. Une représentation en régions induit forcément une phase
de segmentation de l'image. Or cette étape constitue en géné-
ral un verrou important pour la réalisation de systèmes de
traitement temps-réel.
4. Le schéma de codage classique impose que seul le codeur
soit à même de définir la représentation en régions, le déco-
deur ne pouvant avoir un rôle de décideur. Cela exclut alors
des applications du type consultation de base de données
d'images avec définition, par l'utilisateur, d'une région d'inté-
rêt au décodeur. 
Sur un autre plan, la littérature ne fait que très peu cas du coda-
ge des images couleurs. D'abord parce que les composantes de
chrominance sont plus faciles à coder que celle de luminance.
Ensuite parce que le schéma de codage développé pour la lumi-
nance est généralement simplement dupliqué avec quelques
adaptations mineures aux deux composantes de chrominance.
Les techniques de codage sont ainsi présentées et appréciées sur
des images en niveaux de gris. Or, en pratique, les images à
compresser sont essentiellement en couleur : la qualité d'une
méthode de codage devrait par conséquent s'apprécier unique-
ment sur ce type d'images.
L'objectif des travaux présentés est la recherche d'une nouvelle
orientation dans les méthodes de codage, qui puisse notamment
relier les approches dites classiques aux approches régions. Il
s'agit également d'aborder le problème de représentation en
régions dans sa globalité, c'est à dire en tentant d'unifier les
notions de forme et de contenu. Notre approche repose en gran-
de partie sur l'exploitation de l'information couleur pour l'ob-
tention d'une représentation en régions de bonne qualité, tout en
exploitant cette même représentation en régions pour un codage
très bas débit des images de chrominance. Une grande origina-
lité de ce schéma de codage est de ne pas recourir à l'envoi d'une
carte de segmentation pour la représentation en régions, mais de
la déduire à partir d'une image de luminance codée à bas débit.
Ce procédé a été appelé «Représentation en Régions Auto-
Extractibles ». 
L'article est organisé en quatre parties. La section suivante pré-
sente les principes du codeur LAR (Locally Adaptive
Resolution) pour le codage des images en niveaux de gris et en
couleur. Il se fonde sur un partitionnement de l'image à taille de
blocs variable. Le principe de la représentation en régions auto-
extractibles, appliqué uniquement sur les images en niveaux de
gris, est ensuite détaillé dans la section 3. L'intégration de l'in-
formation couleur, ainsi que le codage en régions des compo-
santes de chrominances sont présentés section 4. L'article
s'achève sur des conclusions et des perspectives. 
2. Présentation du
CODEC LAR simple 
À la base de la méthode LAR se trouve l'idée suivante : la réso-
lution locale peut s'adapter en fonction de l'activité dans l'ima-
ge. Ainsi, lorsque la luminance s'avère localement uniforme, la
résolution peut être abaissée. À l'inverse, si l'activité reste loca-
lement élevée, alors la résolution doit être plus importante.
D'autre part, une image I peut être considérée comme la super-
position de deux composantes 




où I¯ représente une information globale de l'image (type moyen-
ne locale par exemple) estimée sur un support donné, et E la
variation locale autour de celle-ci (texture locale). La dynamique
de E est ainsi dépendante de deux facteurs essentiels :
1. l'activité locale dans l'image,
2. la dimension du support de I¯ . 
Si l'on admet de plus qu'une image peut grossièrement être
considérée comme formée de zones relativement homogènes et
de contours, alors E aura une faible dynamique dans les zones
uniformes par la seule adaptation du support. En revanche, E
sera de forte dynamique sur les contours dès lors que le support
de I¯ sera supérieur à un pixel. 
Les bases de la méthode LAR reposent sur un codeur à deux
couches : couche spatiale pour le codage de I¯ , et spectrale pour
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l'image d'erreurs E (texture). Par construction, le codec offre
donc au moins deux niveaux de progressivité. La figure 1
montre le schéma de principe global. 
Dans les sections suivantes, nous décrivons plus en avant le
contenu des différentes couches de codage. L'espace de couleur
choisi reste celui le plus classique en codage avec pertes, à
savoir Y :Cr :Cb. Ce choix d'espace de représentation pour le
codage des images couleur est  motivé par la décorrélation de
l'information contenue dans les composantes Y :Cr :Cb résul-
tantes, par la repartition uniforme de l'entropie sur les compo-
santes couleurs [8], par la simplicité de la transformation, et
enfin par la simplicité d'utilisation de cet espace de représenta-
tion (transformation linéaire, espace à valeurs entières). 
2.1. Le codeur spatial 
Le terme « spatial » indique que le procédé de représentation et
de compression est réalisé directement dans le domaine spatial
de l'image. En s'attachant à représenter et à compresser unique-
ment l'information globale dans l'image, ce codeur vise claire-
ment les forts taux de compression. Son rôle est d'une part de
distinguer les contours du reste de l'image, d'autre part d'adap-
ter le support de I¯ de telle sorte que l'image reconstruite soit
visuellement acceptable avec une erreur E réduite dans les
zones uniformes. La forme des supports considérés est ici celle
de blocs carrés. 
Le schéma bloc du codeur spatial est donné par la figure 2. Il
s'appuie sur une représentation de l'image avec un partitionne-
ment à taille de blocs variable, où chaque bloc prend pour valeur
sa luminance moyenne. Si cette technique est a priori connue,
nous montrons dans la suite les éléments distinctifs importants
dans notre approche. L'ensemble de symboles générés (parti-
tionnement, erreurs de prédiction, image d'erreurs...) par ces dif-
férentes phases de représentation et de codage de l'information
est compressé par un codage arithmétique adaptatif propre. 
Les sections suivantes vont expliciter les différentes techniques
mises en œuvre dans chacune de ces étapes. 
Figure 1. Schéma global LAR à deux couches :
codeurs spatial + spectral. Figure 2. Schéma de principe du codeur spatial.
2.1.1. Partitionnement 
Tout système fondé sur une représentation à taille de blocs
variable s'appuie sur un critère d'homogénéité et sur une topolo-
gie particulière de partition. Par la suite, on considère la partition
Quadtree P [Nmax ...Nmin ], où Nmax et Nmin représentent les tailles
respectivement maximale et minimale autorisées des blocs.
I (x,y) désigne un point de coordonnées (x,y) dans I, et
I (bN (i, j)) le bloc bN (i, j) dans l'image I tel que
bN (i, j) = {(x,y) ∈ Nx × Ny
|N × i ≤ x < N × (i + 1),
et N × j ≤ y < N × ( j + 1)}.
(2)
Parmi les nombreux exemples existants, citons celui de H.264 en
mode intra, autorisant une partition Quadtree P [16,4] (partition-
nement de l'image en blocs de taille 4x4 à 16x16), où la taille
choisie est celle fournissant le meilleur rapport débit/distorsion
d'un point de vue PSNR [1]. Les méthodes fondées sur des struc-
tures en arbres fonctionnent depuis le plus haut niveau (ou taille
maximale) par découpage des nœuds en fils, lorsque un seuil
d'homogénéité est dépassé. Si plusieurs tests d'homogénéité ont
pu être proposés dans la littérature [9, 10], dans la majorité des
cas ils s'appuient sur un calcul de distance de norme L1 ou L2 ,
entre la valeur d'un bloc et celle de ses quatre fils. 
Nous proposons ici un critère différent fondé sur une détection
de contours dont la justification sera donnée ultérieurement.
Parmi les nombreux types de filtre possibles, nous avons opté
pour un gradient morphologique (différence entre valeurs de
luminance maximale et minimale sur un support donné), à la fois
pour sa mise en œuvre rapide et récursive, et pour la propriété
qui en découle de limitation de la valeur absolue de l'image de
texture E (voir § 2.1.2). 
On considère une partition Quadtree P [Nmax ...Nmin ]. Soient
min[I (bN (i, j))] et max[I (bN (i, j))] respectivement les valeurs
minimum et maximum dans le bloc I (bN (i, j)) . 
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N/2 ))]| > T h
Nmin sinon.
(3)
où T h est le seuil d'homogénéité. 
L'image des tailles donne alors directement une carte de seg-
mentation grossière de l'image, où les blocs de taille Nmin se
retrouvent essentiellement sur les frontières et zones très textu-
rées de l'image. Nous verrons dans la suite de cette étude que
cette caractéristique est le fondement des différentes phases du
procédé de codage. 
482 traitement du signal 2004_volume 21_numéro spécial L'image numérique couleur
Codec LAR couleur : Schéma de représentation et de compression d’images couleur fondé sur l’adaptation de la résolution locale…
Dans le cas des images couleur, la solution adoptée  consiste à
définir une seule partition régulière pour l'ensemble des trois
composantes Y :Cr :Cb pilotée par la taille minimale. 
L'image des tailles en tout point p(x,y) ∈ I s'obtient alors par :
Siz(x,y) = min [SizY (x,y),SizCr (x,y),SizCb(x,y)] . (4)
Les seuils T h pour la composante de luminance et celles de
chrominance peuvent être fixés indépendamment dans notre
schéma. Pour un même seuil T h, le minimum est majoritaire-
ment fourni par la composante Y. Dans la suite de cet article,
nous nous sommes placés dans cette configuration. 
2.1.2. Estimation des valeurs moyennes des blocs
Une image couleur basse résolution (L RY : L RCr : L RCb) sera
obtenue par le codeur spatial en représentant, pour chaque com-
posante, chaque bloc par sa moyenne. En chaque point p(x,y) ,
l'image L R de chaque composante est définie par :














avec N = Siz(x,y) )
Comme la valeur moyenne du bloc est naturellement comprise
entre les valeurs minimales et maximales, une propriété intrin-
sèque de la décomposition est que l'erreur de représentation
E(x,y) se trouve bornée pour les blocs de taille supérieure à
Nmin :
E(x,y) = |I (x,y) − L R(x,y)| ≤ T h,
pour tout p(x,y) ∈ P [Nmax ...Nmin [ (6)
Pour chaque composante de l'image, l'entropie de l'erreur, l'er-
reur quadratique moyenne, ainsi que le PSNR admettent ainsi
une limite
H(E) ≤ log2(T h) bits,
M SE ≤ T h2,





2.1.3. Encodage des moyennes par prédiction de type MICD 
En plus du facteur de compression apporté par le sous-échan-
tillonnage de l'image, le coût global du codage est réduit à tra-
vers une quantification des valeurs des blocs, et une phase pré-
dictive de ces valeurs. 
Quantification des moyennes des blocs. Les techniques de
compression fondées sur l'optimisation débit/distorsion tentent
de trouver le meilleur compromis entre coût de codage et erreur
globale dans l'image d'un point de vue P SN R ou M SE, sans
tenir compte de la perception visuelle humaine. Or des expéri-
mentations ont démontré que l'œil s'avère beaucoup moins sen-
sible à des variations de luminance et de chrominances dans des
zones de type frontière (hautes fréquences visuelles [11, 12])
que dans des zones uniformes (basses fréquences visuelles). La
loi de Ricco indique également que le seuil de détection d'un
saut de luminance d'une zone est inversement proportionnel à la
dimension de cette zone. Autrement dit, les dégradations
visuelles engendrées sur un bloc par une quantification linéaire
[13], sont inversement proportionnelles à la taille de celui-ci. 
Ce principe va simplement s'appliquer dans notre schéma de
codage en opérant une quantification adaptée à la taille des
blocs. Si qN représente le pas de quantification pour les blocs de
taille N, une relation du type qN = qN/22 entre les pas des 
blocs de taille N et N/2 aboutit à une qualité visuelle quasiment
constante sur toute l'image. 
Prédiction des valeurs moyennes des luminances. Le codage
des luminances moyennes des blocs est ici directement réalisé
dans le domaine spatial, par une approche de type MICD
(Modulation d'Impulsions à Code Différentiel). Ce choix a été
essentiellement motivé, d'une part par la simplicité du codage qui
ne nécessite qu'un balayage régulier de l'image, d'autre part parce
que la représentation en blocs obtenue fournit un a priori sur les
zones d'activité, pouvant être utilisé pour adapter la prédiction. 
Nous nous sommes inspirés des techniques existantes dans le
domaine de la compression sans perte, où beaucoup de
méthodes sont fondées sur ce type de prédicteur, afin de trouver
le meilleur rapport efficacité/simplicité. Nous avons notamment
implanté les prédicteurs MED (Median Edge Detector) de
LOCO-I [14], le prédicteur DARC (Differential Adaptive Run
Coding) proposé dans [15]. Ce meilleur compromis a finale-
ment été obtenu grâce à un simple prédicteur de Graham [16]
adapté à notre contexte. Cette adaptation consiste dans le prin-
cipe à réaliser une prédiction linéaire dans les zones homo-
gènes, et non linéaire sur les contours. La prédiction est pilotée
par le gradient local et permet d'optimiser le prédicteur en fonc-
tion du contexte. Le prédicteur est donné par :
À tout point sommet p(x,y) du bloc bN (x,y) , on définit la
valeur estimée du bloc ˘L RY (x,y) à partir des valeurs recons-
truites ˘L RY (x − k,y − m),(k,m) ∈ {0,1}. Le prédicteur est
donné par la relation




































˜L RY (x − 1,y)
si | ˜L RY (x − 1,y − 1) − ˜L RY (x,y − 1)|
< | ˜L RY (x − 1,y − 1) − ˜L RY (x − 1,y)|
et si
AN < | ˜L RY (x − 1,y − 1) − ˜L RY (x − 1,y)|
˜L RY (x,y − 1)
si | ˜L RY (x − 1,y − 1) − ˜L RY (x − 1,y)|
< | ˜L RY (x − 1,y − 1) − ˜L RY (x,y − 1)|
et si
AN < | ˜L RY (x − 1,y − 1) − ˜L RY (x,y − 1)|
( ˜L RY (x − 1,y) + ˜L RY (x,y − 1))/2 sinon.
(8)
AN est un paramètre croissant de N, avec A1 = 0, A2 = 10,
A4 = 20, A8 = 40, A16 = 80 .
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Les quantifications des erreurs de prédictions suivent le princi-
pe énoncé à la section précédente, avec une quantification adap-
tée à la taille du bloc. En appelant EL RY (x,y) l'erreur de pré-
diction, ̂EL RY (x,y) et ˜EL RY (x,y) respectivement les erreurs
quantifiées et déquantifiées, qN le pas de quantification appli-












EL RY (x,y) = L RY (x,y) − ˘L RY (x,y),









˜EL RY (x,y) = Q−1
(
̂EL RY (x,y)
) = qN .̂EL RY (x,y),
˜L RY (x,y) = ˘L RY (x,y) + ˜EL RY (x,y).
(9)
Les pas de quantification qN fournis dans le tableau 1 corres-
pondent aux valeurs possibles utilisables sans trop de dégrada-
tions de l'image. Nous avons empiriquement observé le fait sui-
vant : les valeurs retenues sont telles qu'en les divisant par deux,
la distorsion due à leur quantification devient imperceptible
pour un affichage écran. 
Taille qN
16 × 16 2
8 × 8 4
4 × 4 8
2 × 2 16
1 × 1 32
Tableau 1. Valeurs de quantification selon la taille.
Prédiction des valeurs moyennes des chrominances. Un
grand avantage du codage opérant directement dans le domaine
spatial est de pouvoir se servir de la forte corrélation de structu-
re existant entre les trois composantes. La composante L RY
étant transmise en première, le codage des valeurs moyennes
des blocs de chrominance tire profit de cette information pour
optimiser sa prédiction. L'estimation des valeurs prédites des
chrominances en fonction des valeurs reconstruites des lumi-
nances est formalisée ci-contre. 
Soit Grad MinY (x,y) =
min
[∣












˜L RY (x,y) −
























˜L RCr/b(x − 1,y)
si |˜L RY (x,y) − ˜L RY (x − 1,y)| = Grad MinY (x,y)
˜L RCr/b(x,y − 1)
si |˜L RY (x,y) − ˜L RY (x,y − 1)| = Grad MinY (x,y)
˜L RCr/b(x − 1,y) + ˜L RCr/b(x,y − 1)
2 sinon.
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Figure 3. Résultats pour une partition P [16...2] , T h = 30.
Image source Lena 512 × 512 - 8 bpp
Image reconstruite basse résolution : 
 0.2 bits/pixel
taux compression = 40, PSNR 29.2 db 
Image reconstruite après post-traitement
sur P [16…2], PSNR 29.7 db 
Partition Quadtree : 13 888 blocs
dont 8 472 b2 - 4 034 b4 - 990 b8 - 392 b16
Cette optimisation de la prédiction apporte un gain très signifi-
catif de l'ordre de 20 % par rapport à un codage direct. 
2.1.4. Post-traitement 
Par construction, une image L R obtenue présente des «effets de
blocs », surtout perceptibles sur la composante de luminance.
Ceux-ci ne sont toutefois pas comparables aux artefacts des
techniques fondées sur la décomposition de l'image en blocs de
taille fixe comme JPEG, MPEG-2 ou MPEG-4. Ils apparaissent
en effet ici essentiellement dans les zones uniformes représen-
tées par valeurs de plateau, et sur les contours par un manque de
résolution si Nmin > 1. La possibilité d'un post-traitement peut
s'envisager avec comme but de lisser les zones homogènes tout
en conservant les contours. Une méthode d'interpolation linéai-
re adaptée au partitionnement de l'image a été élaborée. Les
images obtenues sont alors de très bonne qualité visuelle sur les
zones uniformes (blocs de taille 8 × 8 et 16 × 16) ainsi que sur
les zones de contours (blocs de taille 2 × 2 et 4 × 4).
Cependant, de meilleurs rendus visuels ont été obtenus par l'uti-
lisation de l'algorithme d'interpolation directionnelle décrit par
D. Muresan [17], fondé sur la théorie de la récupération opti-
male adaptative des valeurs manquantes. Cette technique élabo-
rée par Golomb [18], a été appliquée initialement à l'interpola-
tion par Shenoy et Parks [19]. Sur la figure 3, on constate que le
post-traitement permet d'obtenir un lissage des zones homo-
gènes tout en préservant les contours, par l'application de l'in-
terpolation le long de ceux-ci [20]. 
2.2. Le codeur spectral
L'image d'erreur E issue de la représentation du codeur spatial est
compressée dans un espace transformé fréquentiel, par une
seconde couche, appelée codeur spectral. Le support de E consi-
déré est le même que celui de I¯ , ce qui permet une caractérisa-
tion a priori de E, et une adaptation du schéma de compression. 
La technique de codage définie se base sur une approche DCT
à taille de blocs variable, où la taille est définie par la partition
P [Nmax ...Nmin ] de l'étage précédent (voir fig. 4). Seuls les coeffi-
cients AC nécessitent une transmission puisque le premier
codeur fournit déjà la luminance moyenne (coefficient DC). 
Les étapes majeures du procédé sont :
- l'application d'une transformation DCT de taille adaptée au bloc,
- le codage des coefficients : un balayage zig-zag intra-bloc,
suivi d'un codage des valeurs non nulles par « longueur de
plage » (LDP), incluant les indicateurs spécifiques de fin de bloc
et de «plage maximale»,
- la quantification : la table de quantification est adaptée à
chaque taille de bloc.
Par construction, le schéma de codage est progressif, autorisant
des transmissions séparées des flux en fonction des tailles des
blocs. Ainsi, est-il possible de n'améliorer que les contours par
l'envoi de la texture des blocs de taille Nmin. 
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La raison réside dans le fait que les caractéristiques de quantifi-
cation pour du JPEG ont été établies pour prendre en compte
tout aussi bien des blocs à forte ou à faible activité. Par
construction, l'énergie des blocs traités ici est limitée, ce qui
remet en cause les hypothèses sur lesquelles s'appuie JPEG.
Nous donc opté pour un autre schéma très simple de quantifica-
tion linéaire à base de deux paramètres QN et QN tels que pour
un coefficient AC sur la keme diagonale d'un bloc N × N, son
pas de quantification soit donné par
Q = QN + k.QN (11)
2.4. Résultats codec LAR simple 
Dans une optique de codage d'image couleur, s'est avéré le fait
que le codeur spatial seul est à même de coder et représenter les
images de chrominances avec une bonne qualité. En particulier,
dans les zones uniformes (blocs de taille supérieure à Nmin), le
sous-échantillonnage plus important réalisé n'est pratiquement
pas perceptible. Par ailleurs, pour une partition dans laquelle
Nmin = 2, coder les chrominances par le seul codeur spatial
revient «au mieux» à une compression dans le format 4 : 2 : 0,
où Cr et Cb sont sous-échantillonnées d'un facteur 2 dans les
deux directions. Enfin d'un point de vue complexité, l'intérêt
principal est le suivant : l'extension du schéma de codage à trois
composantes ne multiplie pas par trois la complexité du système.
Pour illustrer cette bonne qualité de codage des chrominances,
la figure 6 présente des images où seules les deux composantes
chromatiques ont été compressées en utilisant uniquement le
codeur spatial, l'image reconstruite incluant ici la composante Y
d'origine. 
Il s'avère de fait que le critère de débit/distorsion n'est pas réel-
lement un indicateur rendant compte de la qualité des images
reconstruites. Pour leur évaluation subjective, des images issues
de notre schéma de compression ont été intégrées à une série de
tests comparatifs pour juger de la qualité d'images compressées
par différents schémas de codage. Ces tests ont été réalisés par
P. Le Callet de l'IRCCYN : l'objectif était d'en extraire des lois
pour un système automatique de mesures de qualité. 
Cette étude a porté sur trois méthodes JPEG, JPEG2000 (codec
ImagXpress, simple profile) et le LAR, et a été effectuée sur huit
images standard (Lena, Baboon, Boats, House, Pepper, Fruits,
Airplane, Barbara) compressées à différents débits.
L'environnement était parfaitement standardisé en termes de
distance à l'écran, de luminosité, de calibrage du moniteur,
d'éclairage ambiant et de température de couleur pour une éva-
luation rigoureuse. 
Le protocole élémentaire d'évaluation d'une image  se déroulait
ainsi :
- image originale durant six secondes,
- gris uniforme durant deux secondes,
- image à évaluer pendant six secondes,
- gris uniforme durant deux secondes.
Figure 4. Schéma de principe du codeur spectral
pour une partition P [16...2] .
2.2.1. Énergie des blocs à taille fixe / variable 
Par construction, les blocs contenant la texture locale présentent
une erreur bornée, l'essentiel des erreurs se concentrant dans les
blocs de petite taille. Par voie de conséquence, l'énergie moyen-
ne des coefficients AC pour la partition P [Nmax ...Nmin [, reste très
inférieure à celle trouvée dans des approches classiques à taille
de blocs fixe (voir fig. 5). De plus, les coefficients se regroupent
très majoritairement près de la composante continue. Après
quantification, les coefficients à coder sont à la fois moins nom-
breux et de dynamique moindre.  
2.3. Quantification des coefficients AC
Nous avions opté dans un premier temps pour les tables de
quantification issues de JPEG, en les tronquant ou extrapolant
suivant la dimension des blocs. Cette solution a montré ses
limites, particulièrement pour des compressions à hauts débits.
Chaque observateur (quatorze au total) devait ensuite donner
une note située sur une échelle de qualité entre un (très mauvai-
se qualité) et cinq (très bonne qualité). Sur huit séries d'images
différentes, le LAR s'est montré supérieur pour sept d'entre
elles. Seule l'image baboon très texturée a fait exception et cela
pour les bas débits. Nous montrons (figure 7) les résultats obte-
nus pour trois de ces séries. Notons toutefois que les trois
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codeurs n'ont pas les mêmes caractéristiques d'un point de vue
progressivité : le mode de codage JPEG choisi est celui du non
progressif. Les résultats débits/qualité correspondants ont été
obtenus en faisant varier le paramètre de quantification, pour
des codages distincts. À l'opposé, le codeur JPEG2000 est entiè-
rement progressif et les courbes associées reflètent l'évolution
continue de la qualité possible. Le codage LAR si situe ici entre
Figure 5. Répartition d'énergie entre partitions à taille fixe/variable.
(a) JPEG : partition P [8] (b) LAR : partition P [16…2]
Figure 6. Exemples d'images reconstruites avec codage des chrominances par le codeur spatial (Y source non modifiée).
(a) Image Lena, Cr/Cb 16 bpp (b)  Cr + Cb codées blocs : 0.063 bpp
(c) Image Baboon, Cr/Cb 16 bpp (d)  Cr + Cb codées blocs : 0.226 bpp
les deux, avec une progressivité du codage par paliers. Par
ailleurs, les codeurs JPEG et LAR admettent une limite de com-
pression à bas débits qui, pour le LAR, est fixée par la premiè-
re étape de codage spatial. Cette limite se révèle d'autant plus
basse que l'image est faiblement texturée. La figure 8 illustre à
titre d'exemple, la qualité visuelle de notre schéma de codage. 
Le codec LAR présenté ici constitue la version la moins élabo-
rée et donc bien évidemment la moins complexe. Une alternati-
ve, à la fois au codage MICD de la couche spatiale et au codeur
spectral dans son ensemble, a été développée. Il s'agit d'une
décomposition pyramidale originale dite à «contexte enrichi ».
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Elle permet d'introduire de la progressivité dans le codeur spa-
tial [21], mais aussi de coder l'image d'erreur cette fois sans
perte [22]. Cette forme de codage permet en grande partie de
lever les limitations du LAR dans sa forme simple, à savoir une
progressivité par paliers beaucoup plus fine, et un codage pos-
sible à très bas débits par diminution de la résolution spatiale. 
Toutefois les principes de base restent les mêmes (partition sui-
vant l'activité), et la technique de représentation en régions pré-
sentée dans la section suivante, est applicable dans les deux ver-
sions du codec. 
3. Représentation en
régions auto-extractibles
et à coût nul 
Pour obtenir une représentation en régions à coût de description
nul, la seule solution réside dans une transmission d'une image
compressée, suivie d'une segmentation identique au codeur et
au décodeur. N'importe quel schéma de codage peut alors
convenir lorsque l'image est codée à une bonne qualité
(moyen/haut débit). Toutefois les méthodes standard engendrent
à très bas débit des dégradations telles que le procédé de seg-
mentation n'est plus envisageable. Pour sa part notre approche,
fondée sur une représentation de l'image cohérente en termes de
contours et de zones uniformes, se prémunit de ces dégradations
pénalisantes. En rapprochant notre méthode de la technique de
segmentation fondée Quadtree exposée dans [23], nous avons
développé une technique de segmentation en régions s'appuyant
sur la représentation du codeur spatial L RY . L'opération de
découpage en blocs (« split ») ayant déjà été effectuée à travers
le codeur spatial, il suffit de réaliser l'opération de fusion
(« merge») sur les blocs au codeur et au décodeur pour disposer
d'une carte de segmentation identique. La reconstruction direc-
te des régions à partir de la représentation en blocs apporte une
compatibilité entre forme et contenu des régions, et exploitée
par la suite pour du codage par ROI de la texture et le codage
par régions de la chrominance. Notons qu'il n'est pas question
ici de vouloir proposer la meilleure technique de segmentation
qui soit, mais bien de développer une méthode globale de repré-
sentation à partir d'images compressées bas débit. Nous avons
également cherché à modifier les approches existantes dans le
but d'une simplification du procédé de segmentation pour, à
terme, envisager une implantation temps réel de notre schéma
de codage. 
Nous présentons donc ici les principes fondamentaux, en ne
considérant que la composante de luminance, de la représenta-
tion en régions auto-extractibles et son application pour le coda-
ge par ROI de la texture. Le chapitre 4 montrera son extrapola-
tion et son utilisation pour le codage des images couleur. 
Figure 7. Résultats tests comparatifs 
de perception visuelle.
3.1. Méthodes de segmentation en régions par graphes 
d'adjacence 
3.1.1. Problématique 
Soient S = {(x,y)|1 ≤ x ≤ Nx ,1 ≤ y ≤ Ny
}
les coordonnées
spatiales des pixels dans une image de Nx lignes et Ny colonnes.
La segmentation d'une image en K régions RKk consiste à trou-






avec RKi ∩ RKj = ∅, ∀(i, j) ∈ {1 . . . K }2, pour i 
= j.
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Notons SK l'ensemble des régions dans la partition K. Partant
d'une partition initiale K0 (K0 ≤ Nx × Ny), le but du procédé
de segmentation est de transformer K0 en une nouvelle parti-
tion K (K < K0) selon un critère d'homogénéité, et à travers
des séquences de fusions de régions. Dans notre cas, K0 vaut
P [Nmax ...Nmin ], et SK0 correspond aux blocs de luminance issus
du codeur spatial. 
Partitioner l'ensemble des régions élémentaires SK0 en sous-
ensembles peut se traduire par la recherche d'une relation
d'équivalence R sur SK0. Ces sous-ensembles formés consti-






une région de SK dans la partition K, initiale-
ment associée à la région Ri de SK0. 
Figure 8. Résultats comparatifs de qualité visuelle.
(a)  Image source Bike : 24 bpp (b)  Image codée JPEG : 0.25 bpp
(c)  Image codée LAR : 0.25 bpp (d)  Image codée JPEG2000 : 0.25 bpp
(e)  Image codée LAR : 0.50 bpp (f)  Image codée JPEG2000 : 0.50 bpp
3.1.2. Graphe d'adjacence
De manière naturelle, les régions reconstruites doivent former
des ensembles spatialement connexes. Aussi, la relation d'adja-
cence est-elle au cœur des principes de segmentation. Nous





dans la partition K.
La structure de données classique pour représenter des parti-
tions est le «Region Adjacency Graph » (RAG) [24]. Le R AGK
d'une K-partition est défini comme un graphe non orienté,
GK = (V,E) , où V = {1,. . . K } est l'ensemble des sommets et
E ⊂ V × V est l'ensemble des arêtes. Chaque région est repré-
sentée par un sommet du graphe, et entre deux sommets
(régions) RKi ,RKj ∈ V 2 il existe une arête (i, j) si les régions
sont adjacentes. 
3.1.3. Classification hiérarchique et métrique 
Fusionner les régions selon un critère d'homogénéité se ramène
en général à un problème de classification hiérarchique, consis-
tant à chercher les éléments les plus proches au sens d'une dis-
tance D, puis à mesurer les agrégations entre les classes suivant
un critère Crit donné. La hiérarchie est dite  indicée si pour
toute partie H de la hiérarchie, la relation d'inclusion H ⊂ H ′
implique que D(H) ≤ D(H ′) . Un niveau hiérarchique donné
correspond alors à la fusion entre un sommet et un ensemble de
sommets connexes. 
Les méthodes de segmentation utilisant ce schéma fonctionnent
en général sur un même modèle, où les fusions sont effectuées
deux à deux suivant un critère de distance minimale [25, 26].
Celui-ci consiste simplement à fusionner les deux régions, au
niveau courant de hiérarchie, dont la distance est minimale. La
hiérarchie est par conséquent indicée pour tous les niveaux. 
La distance retenue est en général fondée sur la différence des
luminances moyennes des régions, mais certaines méthodes
proposent des métriques moins rudimentaires comme par
exemple des caractéristiques de texture [27]. 
L'intérêt d'une approche par fusion selon la distance minimale
réside dans le fait que l'on puisse exactement contrôler le
nombre final de régions. Par construction, les régions fusion-
nées sont également les plus proches du point de vue de la dis-
tance choisie. Cet avantage n'est toutefois que relatif, car le
nombre nécessaire de régions pour décrire «correctement » une
image reste bien sûr dépendant de la complexité de celle-ci. 
Le point faible majeur de cette approche tient surtout dans sa
complexité. Même si des algorithmes rapides, fondés sur les
listes d'attente, existent pour classer les distances, la méthode
n'en demeure pas moins très coûteuse en temps [25]. Ceci est
d'autant plus vrai lorsque l'ultramétrique (nouvelle distance
après fusion de deux régions)  est fondée sur une nouvelle
mesure de distance en fonction des régions fusionnées, nécessi-
tant alors aussi un reclassement. 
D'autre part, les méthodes classiques considèrent une symétrie
des distances entre deux régions. Or pour éviter la sur-segmenta-
tion sur les contours tout en préservant l'intégrité des zones homo-
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gènes, un critère prenant en compte la taille des régions peut, pour
une même valeur de distance, permettre de favoriser davantage la
fusion de petites régions par rapport à des plus grandes. 
3.2. Méthode de segmentation proposée
Les principales modifications apportées ici aux schémas clas-
siques de segmentation construits sur des RAG concernent
d'une part la notion de distance pondérée, d'autre part la distan-
ce conjointe moyenne/gradient, et enfin le procédé de classifi-
cation lui-même. 
3.2.1. Distance pondérée 
Pour rendre le pouvoir de fusion dépendant de la taille 
des régions, nous avons introduit une pondération des dis-













définit la distance entre deux

















































































Un effet immédiat de cette non symétrie des distances est que le
R AG n'est plus un graphe non orienté : entre deux sommets
connexes se trouvent deux arêtes, pondérées différemment sui-
vant le sens de la relation d'adjacence. 
3.2.2. Distances pondérées par la moyenne et le gradient 
La distance couramment utilisée est celle de la différence des
valeurs moyennes de niveau de gris (ou couleur) des régions.
Elle permet de juger du degré de similarité des régions d'un
point de vue représentation par valeur plateau. Ce coût 












. La gestion de l'ultramétrique 
au sein de la hiérarchie est particulièrement simple à implanter,
puisqu'il suffit de conserver les deux caractéristiques suivantes :
la surface et la valeur moyenne d'une région. 
Il est bien connu qu'un critère de fusion des régions, fondé uni-
quement sur les valeurs moyennes, fonctionne mal dans des
zones uniformes comportant un gradient local. La segmentation
génère alors des phénomènes dits de faux contours. Pour y pal-
lier, nous avons donc ajouté une distance CostGr à cette distan-
ce CostM . 
Cette distance CostGr est fondée sur une mesure de gradient au
niveau des frontières entre les régions. Estimer le gradient
implique de considérer la relation d'adjacence non pas unique-
ment au niveau courant de la partition, mais bien au niveau local
de la partition initiale K0. Ceci est particulièrement simple
pour une partition Quadtree où la longueur de frontière com-
mune entre deux blocs correspond alors simplement à la taille
minimale entre les deux blocs. La fonction de coût fondée gra-
dient est évidemment plus complexe à mettre en œuvre que
celle exploitant la moyenne. Malgré tout, cette topologie parti-
culière permet d'envisager une solution algorithmique qui ne
nécessite pas de traitement directement au niveau de l'image,
mais uniquement des opérations dans la structure de représenta-
tion associée aux graphes d'adjacence. 
Nous avons exprimé dans un premier temps la distance totale
comme une somme pondérée des deux distances CostM et
CostGr , de manière à évaluer la qualité de la segmentation en
fonction du poids de chacune. De cette étude est ressorti le fait
que les meilleurs résultats s'obtenaient lorsque les contributions
des deux distances étaient sensiblement égales. La distance tota-
le a donc simplement été fixée comme la moyenne entre
CostM et CostGr . 
3.2.3. Critère de fusion 
K0 : partition initiale  (blocs)
Nbf usions = 0; K = K0;
Faire
















































































Tant que i ≤ K0 ;
Tant que Nbf usions prec < Nbf usions;
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Nous avons déjà souligné que le critère de distance minimale
couramment utilisé, présente une complexité importante. Plus
encore, son utilisation conjointement à des distances asymé-
triques conduit dans notre contexte à s'intéresser initialement
aux petits blocs, pour une construction des régions depuis les
contours jusqu'aux zones homogènes : une telle démarche n'est
pas cohérente. Nous avons donc mis en place une méthode plus
rapide, et surtout mieux adaptée aux distances asymétriques.
Pour chaque balayage du graphe, on détermine simplement pour
chaque région celle la plus proche d'un point de vue distance,
puis la fusion est effectuée si la distance est inférieure à un seuil.
Le procédé est réitéré jusqu'à ce qu'aucune fusion ne soit obte-
nue. Nous donnons ici l'algorithme de manière schématique
(voir ci-dessus).
T hCost constitue le paramètre de réglage du degré de simplifi-
cation de l'image.  
3.2.4. Hiérarchie indicée
La méthode proposée n'engendre pas de hiérarchie indicée,
puisque les niveaux dans la hiérarchie vont dépendre essentiel-
lement du nombre de fusions réalisées pour une région.
Toutefois, en réitérant le procédé pour des valeurs croissantes de
seuils de segmentation, une hiérarchie indicée s'obtient, avec
autant de niveaux que de seuils. La représentation en régions
reconstruite s'avère ainsi multirésolution. Typiquement, nous
utilisons trois seuils, mais le choix du nombre de niveaux de
résolution reste complètement libre. 
3.2.5. Élimination des petites composantes
Compte tenu de la pondération par la taille des composantes, la
segmentation proposée n'engendre pas de sur-segmentation sur
les zones contours. On peut même observer une relative stabili-
té du nombre de régions obtenues pour un seuil de segmentation
identique appliqué sur des images de complexité très différente.
L'explication réside simplement dans le fait que plus une image
est complexe, plus elle va engendrer dans sa partition initiale de
petites régions qui ultérieurement auront une plus forte tendan-
ce à fusionner. Néanmoins, de petites régions peuvent persister
si elles présentent une forte différence avec leurs régions voi-
sines. En conséquence, nous avons également mis en place un
procédé classique de fusion des petites régions. Son seul para-
mètre tient en une valeur de surface, en dessous de laquelle
toute région fusionnera avec la région la plus proche d'un point
de vue distance. 
3.2.6. Complexité de la segmentation
La prochaine section fournira plusieurs exemples d'images seg-
mentées, permettant d'apprécier les performances qualitatives
de la méthode. Du point de vue de la complexité, l'algorithme
de fusion (cf. expression 15) converge rapidement (en général
de 5 à 8 itérations). Le calcul de la distance CostGr représente
à lui seul pratiquement la moitié du temps total de calcul.
L'implantation des algorithmes n'a pas pour l'instant été optimi-
sée. Les performances de segmentation d'une image 512 × 512
avec 20 000 blocs dans la partition initiale, en intégrant la
notion de distance gradient, sont d'environ une seconde sur un
PC à 2 GHz. 
3.2.7. Codage par ROI de la texture locale
Une application directe de la représentation en régions auto-
extractibles est la conception d'un schéma de codage de régions
d'intérêt. À partir de la carte de segmentation disponible à la fois
au codeur et au décodeur, l'un ou l'autre peut définir sa propre
ROI comme ensemble de régions de la description. La méthode
procure alors tout à la fois un outil semi-automatique de sélec-
tion des ROI, et probablement le moyen le plus efficace de la
représenter. En effet une ROI va alors être simplement décrite
par les étiquettes des régions qui la composent. 
D'autre part, la description d'une région se fonde sur la repré-
sentation en blocs. Le rehaussement d'une ROI va donc simple-
ment consister en l'utilisation du codeur spectral pour les blocs
contenus dans la ROI. La compatibilité entre la forme de la ROI
et codage de son contenu est ainsi immédiate et totale, puisque
la ROI agit directement comme une validation de type «on/off»
sur les blocs à traiter. 
4. Codage et 
représentation des
images couleur 
Nous avons déjà souligné que les composantes chromatiques
pouvaient être codées très efficacement avec le codeur spatial du
LAR. Par ailleurs, il est clair que l'information couleur permet
d'améliorer très sensiblement la segmentation des images, même
si cette dernière s'opère le plus souvent dans des espaces couleur
R:V:B ou L:a :b [28]. Le schéma global de codage le plus natu-
rel est donc de coder les images Y: Cr: Cb à travers le codeur spa-
tial, puis de les transmettre au décodeur pour réaliser la segmen-
tation sur les trois composantes. Notre but n'est pas ici d'établir
une comparaison de notre segmentation avec d'autres approches
dédiées. Nous avons simplement vérifié que ce mode opératoire
est valide, et fournit de très bonnes descriptions en régions. 
4.1. Codage des images de chrominances par régions 
Un autre travail a consisté en l'utilisation de la représentation en
régions issue de la seule composante L RY , afin de développer
un codage par régions des deux composantes de chrominance.
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L'ordonnancement du procédé est le suivant : à partir du codage
spatial de la composante de luminance Y, la représentation en
régions est obtenue au codeur et décodeur à travers un procédé
commun de segmentation. Il suffit ensuite de transmettre les
valeurs chromatiques moyennes contenues dans ces régions. En
ajoutant une phase de codage différentiel de ces valeurs puis
une phase de quantification, le coût final pour chaque région
s'avère de l'ordre de 4 bits. Ainsi, le coût de codage en termes
d'octets, pour les deux composantes chromatiques, correspond
approximativement au nombre de régions. 
Nous donnons figure 9 plusieurs exemples d'images recons-
truites avec Y source (non codée) et Cr/Cb codées régions. Afin
de mieux rapprocher ces résultats de l'image source, la repré-
sentation en régions est donnée dans l'espace couleur (moyenne
dans les régions pour chaque composante de couleur). 
Il faut surtout souligner ici l'étonnant rapport qualité / taux de
compression sur les composantes de chrominance : le coût de leur
codage se situe tout au plus en centième de bit par point et devient
insignifiant. On peut par ailleurs remarquer que les défauts
visibles et gênants restent dus à des problèmes initiaux de seg-
mentation, issus d'une partie d'objet affectée à une autre région,
ou plus globalement d'une fusion de plusieurs régions (fig. 9). 
Le codage de l'erreur commise sur les composantes chroma-
tiques s'avère alors très simple : il consiste en effet uniquement
à coder l'erreur au niveau des blocs, à travers le codeur spatial,
et ce sur toute l'image ou bien simplement limité à une ROI. 
4.2. Segmentation supervisée par le contrôle de 
la chrominance
Pour combiner à la fois compression par régions de Cr/Cb et
amélioration de la qualité de segmentation par l'information
couleur, nous avons défini un procédé de codage avancé, par le
principe du « contrôle de la chrominance». L'idée générale est
la suivante : partant toujours d'une transmission préalable de
l'image Y basse résolution des luminances, le procédé de seg-
mentation de fusion continue d'être globalement dirigé suivant
un critère de luminance, mais supervisé au codeur par un critè-
re complémentaire de chrominance validant chaque tentative de
fusion. Le résultat de ce contrôle de supervision doit bien sûr
être transmis au décodeur. La  forte correlation existant entre la
composante de luminance et de chrominance, d'un point de vue
structuration des objets dans l'image, induit une faible quantité
d'information supplémentaire à transmettre. Le schéma bloc du
codeur est donné figure 10. 
Description de l'algorithme. L'algorithme de fusion,
à savoir la recherche de la région la plus proche unique-







une information binaire à trans-
mettre pour chaque essai de fusion, et Coef Chrom un coeffi-
cient multiplicatif appliqué sur T hCost . Le critère de fusion
devient :
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Figure 9. Exemples d'images reconstruites avec codage des chrominances par une représentation en régions,












































































Fin Si     
Notons dans la formule précédente que nous avons uniquement
considéré un calcul s'appuyant sur la moyenne des régions pour
les deux composantes chromatiques. Ceci se justifie en premier
lieu par l'objectif visé, à savoir une segmentation efficace pour
coder Cr/Cb par régions, en second lieu par le souci de ne pas
trop compliquer l'algorithme. 
Par ailleurs, ControlChrom, en raison de sa très faible entropie,
peut être fortement compressé par un codeur arithmétique. 
D'autre part, comme un coefficient multiplicatif Coef Chrom
est appliqué sur T hCost , T hCost garde alors son rôle de para-
mètre global de simplification de l'image. Coef Chrom agit
donc véritablement comme le contrôle adapté des chrominances.
Il peut être  ainsi vu comme un curseur de réglage entre coût du
contrôle et qualité de la segmentation d'un point de vue couleur :
- si Coef Chrom → ∞ , alors toutes les valeurs  de contrôle
valent 1, le coût entropique associé est donc nul, et la segmen-
tation s'opère uniquement sur la luminance,
- si Coef Chrom = 1, alors le seuil est le même pour les trois
composantes, et le contrôle par la chrominance intervient avec
une meilleure pondération,
- si Coef Chrom < 1, alors la segmentation devient fortement
dépendante des chrominances, mais le coût de contrôle croît
avec l'entropie des valeurs binaires. En pratique, une valeur de
0.5 assure une très bonne qualité de segmentation couleur. 
Même lorsque le contrôle est important, le coût resultant
demeure très faible, comme le montrent les résultats donnés des
tableaux 2, 3 et 4. 
La décision de fusion doit évidemment être accompagnée d'un
marquage de la région rejetée, de manière à ce que celle-ci ne
reste pas la meilleure candidate pour la fusion d'un point de vue
luminance. Nous avons donc introduit un graphe de dissymétrie
des régions ou RDG (Regions Dissymetric Graph), sous-graphe
du RAG. L'ensemble DKi associé fournit par conséquent l'en-
semble des classes rejetées pour une classe donnée. Sa gestion
lors de la fusion de deux régions est analogue à celle du RAG. 
Résultats et influence des paramètres de segmentation. Pour
juger de l'influence des paramètres T hCost d'une part, et
Coef Chrom d'autre part, à la fois en termes de qualité de seg-
mentation et de coût de codage des images de chrominance,
nous avons fait varier ces deux paramètres indépendamment. La
taille de l'image « Barbara» utilisée est de 512×512 pixels
codés sur 24 bits, le nombres de blocs initiaux dans la partition
est de 20 153 pour une image Y compressée à 0.19 bpp, et le
coût codage direct des composantes Cr et Cb par le codeur spa-
tial est de 0.12 bpp avec un PSNR de 40.1 dB. Les résultats
quantitatifs sont résumés dans les tableaux 2, 3 et 4, et les
images de segmentation ainsi reconstruites sont présentées figu-
re 11. D'autres exemples de segmentation sont également pro-
posés figure 12. 
Plusieurs remarques peuvent être faites sur les résultats. 
- Le codage des images de chrominance par régions permet d'at-
teindre des forts taux de compression.
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- L'influence du paramètre Coef Chrom sur le nombre de
régions  générées est plus forte pour les partitions contenant peu
de régions. Le coût du contrôle s'accroît. En revanche avec
beaucoup de régions, son coût reste faible comparé à celui du
codage des régions chromatiques, mais il apporte toujours un
gain significatif du point de vue distorsion.
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ThCost Niveau 3 : T hCost = 100
CoefChrom 2.0 1.0 0.5
Nb régions 50 81 189
Contrôle (bpp) 0.0037 0.0090 0.0310
Régions Cr/Cb (bpp) 0.0030 0.0043 0.0089
Coût total 0.0067 0.0133 0.0399
contr+reg (bpp)
PSNR Cr/Cb (dB) 32.15 34.3 35.92
Err. Cr/Cb 0.08 0.072 0.061
cod. spatial (bpp)
Coût total Cr/Cb 0.0867 0.0853 0.1000
niv. blocs (bpp)
Tableau 2. Influence des paramètres de
segmentation sur «Barbara », T hcost = 100
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saire lorsque la ROI est déjà définie au codeur de manière
manuelle ou automatique (principe du VOP de forme quel-
conque dans MPEG-4). Le partitionnement initial de l'image
inclut alors le masque binaire de l'objet. La segmentation s'ef-
fectue alors sous le contrôle de la forme, afin de garantir des
régions soit entièrement externes, soit entièrement internes à
l'objet. Celui-ci est alors désigné par l'ensemble des régions qui
le composent. Le procédé est illustré figure 14, avec un rehaus-
sement de qualité appliqué uniquement dans l'objet. 
5. Conclusion et
perspectives
Le schéma de codage « simple» du LAR présenté initialement
dans cet article s'appuie sur une représentation à taille de blocs
variable. Ce codec à deux couches de faible complexité autori-
se notamment un codage progressif sémantique : zones homo-
gènes ou contours.
Nous avons ensuite développé une approche unique de repré-
sentation en régions dans un schéma de codage. Grâce aux
bonnes propriétés de l'image produite par le codeur spatial,
notamment l'intégrité des contours, nous avons mis en place un
procédé de segmentation efficace à partir de cette seule image
bas débit. Le résultat fournit une description hiérarchique de
l'image en régions de bonne qualité d'un point de vue représen-
tation de la scène, et surtout sans coût supplémentaire de des-
cription des formes.
Un important atout de notre schéma de représentation tient dans
sa partition initiale en blocs, à la base des régions formées. Il s'en-
suit une adéquation parfaite entre forme et contenu des régions.
Une application immédiate réside dans le codage par régions d'in-
térêt dans l'image : la description de celles-ci entraîne alors un
coût quasi-nul, et le contenu d'une ROI donnée peut être directe-
ment et simplement rehaussé à l'aide du codeur spectral.
L'introduction d'un contrôle de la segmentation par l'informa-
tion chromatique permet d'obtenir un schéma de codage très
efficace tant du point de vue taux de compression que de la qua-
lité des images reconstruites. En effet, l'introduction du codage
par régions des images de chrominance autorise des taux de
compression inégalés, par comparaison aux techniques clas-
siques.
En définitive, l'ensemble de l'approche fournit une technique
globale et cohérente pour un codage progressif des images cou-
leur. Cet outil permet également la manipulation et la compres-
sion au niveau régions.
Actuellement, un nouveau champ de développement porte sur le
remplacement de l'espace couleur actuel par un espace psycho-
visuel de représentation des couleurs [29, 30]. Celui-ci se parti-
cularise par une intégration des dépendances perceptuelles entre
la composante achromatique (A) et les composantes chroma-
tiques (C1C2) [31].
ThCost Niveau 2 : T hCost = 50
CoefChrom 2.0 1.0 0.5
Nb régions 178 201 304
Contrôle (bpp) 0.0026 0.006 0.0220
Régions Cr/Cb (bpp) 0.0070 0.0075 0.0130
Coût total 0.0096 0.0135 0.0350
contr+reg (bpp)
PSNR Cr/Cb (dB) 33.42 34.8 36.2
Err. Cr/Cb 0.072 0.070 0.067
cod. spatial (bpp)
Coût total Cr/Cb 0.0816 0.0835 0.1020
niv. blocs (bpp)
Tableau 3. Influence des paramètres de
segmentation sur «Barbara », T hcost = 50
ThCost Niveau 1 : T hCost = 25
CoefChrom 2.0 1.0 0.5
Nb régions 692 713 800
Contrôle (bpp) 0.0016 0.0045 0.0150
Régions Cr/Cb (bpp) 0.0240 0.0260 0.0290
Coût total 0.0256 0.0305 0.0440
contr+reg (bpp)
PSNR Cr/Cb (dB) 34.76 35.3 36.86
Err. Cr/Cb 0.063 0.070 0.056
cod. spatial (bpp)
Coût total Cr/Cb 0.0886 0.1005 0.1000
niv. blocs (bpp)
Tableau 4. Influence des paramètres de
segmentation sur «Barbara », T hcost = 25
- Lorsque l'on code ensuite l'erreur des images de chrominance
au niveau des blocs dans la partition, c'est-à-dire par le codeur
spatial, les résultats sont relativement stables, et assez proches
d'un codage direct (0.12 bpp). 
La figure 13 fournit des exemples d'images reconstruites avec la
composante Y originale, et les composantes Cr/Cb codées
régions, pour différents taux de compression. On peut constater
qu'un codage chromatique avec un nombre suffisant de régions,
permet d'obtenir une qualité acceptable de reconstruction dans
un contexte bas débit, évitant ainsi le codage de l'erreur par le
codeur spatial. On notera également la relative stabilité du
nombre de régions résultantes pour différentes images. 
4.3. Codage par régions contraintes par masques
Cette technique de contrôle par la chrominance a été étendue
très simplement pour contraindre la segmentation à toute forme
binaire d'objet donné. Cette solution s'avère par exemple néces-
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Figure 11. Résultats de segmentation en fonction des paramètres T hCost et Coe f Chrom sur image «Barbara ».
CoefChrom = 2.0 CoefChrom = 1.0 CoefChrom = 0.5
50 Régions 81 Régions 189 Régions
178 Régions 201 Régions 304 Régions




Figure 12. Résultats de segmentation sur «Baboon », « Fruits » et «Lena» (Coe f Chrom = 0.5).
Baboon Peppers Fruits Lena
444 Régions 424 Régions 231 Régions 161 Régions
40 Régions 49 Régions 39 Régions 24 Régions
ThCost = 200
ThCost = 100
D'autres travaux en cours sur le codec LAR concernent son
adaptation à la vidéo et au codage multirésolution avec et sans
pertes, son intégration pour de l'électronique embarquée (cibles
DSP et FPGA), et enfin son imbrication dans des chaînes de
transmissions numériques troisième (UMTS) et quatrième
(MC-CDMA) générations.
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Figure 13. Codage des chrominances par régions.
(a) « Barbara », Cr+Cb : 16 bpp (b) Cr+Cb codée codeur spatial :
0.12 bpp, taux compression = 133
(c) Cr+Cb codée avec 800 régions,
ThCost = 25, CoefChrom = 0.5 :
0.044 bpp, taux compression = 364
(d) Cr+Cb codée avec 304 régions,
ThCost = 50, CoefChrom = 0.5 :
0.035 bpp, taux compression = 457
(e) Cr+Cb codée avec 81 régions,
ThCost = 100, CoefChrom = 1 :
0.0043 bpp, taux compression = 3720
(f) Cr+Cb codée avec 50 régions,
ThCost = 100, CoefChrom = 2 :
0.030 bpp, taux compression = 5333
Figure 14. Codage par ROI sur image «Akiyo» avec contraintes de chrominance et masque binaire.
JPEG2000 : 0.17 bpp LAR : 0.17 bpp (Quadtree : 0.03
Y : 0.11, Cr/Cb Reg : 0.03)
Masque binaire ROI
90 Régions (21 dans ROI) ROI réhaussée seule : 0,68 bpp Basse résolution + ROI : 0.22 bpp
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