US Inflation Dynamics 1981-2007: 13,193 Quarterly Observations by Gregor W. Smith
QED
Queen’s Economics Department Working Paper No. 1155













The new Keynesian Phillips curve (NKPC) restricts multivariate forecasts. I estimate
and test it entirely within a panel of professional forecasts, thus using the time-series,
cross-forecaster, and cross-horizon dimensions of the panel. Estimation uses 13,193
observations on quarterly US inﬂation forecasts since 1981. The main ﬁnding is a
signiﬁcantly larger weight on expected future inﬂation than on past inﬂation, a ﬁnding
which also is estimated with much more precision than in the standard approach.
Inﬂation dynamics also are stable over time, with no decline in inﬂation inertia from
the 1980s to the 2000s. But, as in historical data, identifying the output gap is diﬃcult.
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Recent years have seen a boom in statistically estimating inﬂation dynamics, of-
ten represented by the new Keynesian Phillips curve (NKPC). The ﬁndings from these
exercises then play an important role in larger models (for example including dynamic
IS curves and policy rules) which then can be used to assess macroeconomic history
or design good policy. Yet at the same time the actual persistence and variation in
inﬂation seems to have declined in a number of countries, in part because of monetary
policies that target inﬂation, whether explicitly or implicitly. Identifying and estimat-
ing inﬂation dynamics thus is challenging, as recent research on inﬂation-forecasting
and on weak instruments has shown.
I provide a new may to measure inﬂation dynamics, by estimating the US NKPC
entirely in panels of forecasts. The underlying idea is simple. If there is a stable
pattern of persistence to inﬂation and a stable relationship between inﬂation and some
output-gap indicator, then those links should show up in professional forecasts. If
there are forecasters who are unaware of these links, one might even imagine that
their resulting loss of accuracy would lead them to revise their forecasting methods
or to exit.
The forecasts come from the Survey of Professional Forecasters (SPF). The variable
being explained is CPI inﬂation. There are 104 quarterly observations since 1981:3.
Combining forecasts from 254 forecasters and 4 combinations of forecast horizons
(albeit with many missing observations) yields 13193 observations. Outsourcing the
forecasting in this way avoids the search for instrumental variables and greatly in-
creases the precision of the economic ﬁndings. Those are: (a) there is a much larger
weight on expected future inﬂation than on past inﬂation in explaining current inﬂa-
tion (a contrast with some previous research); (b) it is diﬃcult to ﬁnd a stable eﬀect
of the unemployment rate on aggregate inﬂation; and (c) parameters are stable over
time. In particular, there is no evidence that inﬂation inertia is lower in the 2000s
than it was in the 1980s.
Section 2 outlines the NKPC and provides references to derivations and inter-
1pretations. Section 3 introduces the statistical method and compares it to standard
approaches that use instrumental variables estimation or involve the median forecast
from a survey. Section 4 describes the SPF data. Section 5 gives the empirical ﬁndings.
They are presented for various time periods and horizons and also disaggregated by
forecaster. Section 6 compares the ﬁndings to those from traditional approaches with
historical data. Section 7 interprets the lack of signiﬁcance of the unemployment rate,
and assesses how it may aﬀect conﬁdence in the other NKPC coeﬃcients. Section 8
summarizes the ﬁndings.
2. Economic Context
A range of pricing environments with frictions give rise to a hybrid NKPC that
describes inﬂation, πt, like this:
πt = λbπt−1 + λfEtπt+1 + γxt,( 1)
where xt denotes real aggregate demand (either real marginal cost or an output gap
or minus the unemployment rate). The studies by Roberts (1997), Fuhrer and Moore
(1995), and Gal´ ı and Gertler (1999) contain examples of these environments. The dy-
namics can reﬂect smooth adjustment with quadratic costs (as introduced by Rotem-
berg, 1982), a variation of Calvo’s pricing model (with or without ﬁrm-speciﬁc capital)
in which some price-setters are backward-looking, or a model in which inﬂation (rather
than the price level) is sticky. This form also is consistent with the dynamic index-
ing model studied by Christiano, Eichenbaum, and Evans (2005) or sticky-information
models like those of Devereux and Yetman (2003) and Mankiw and Reis (2002) or with
environments that include real rigidities like that of Blanchard and Gal´ i (2005). Den-
nis (2007) and Woodford (2007) provide up-to-date reviews and assessments. Because
the reduced form (1) may be consistent with various pricing or information schemes
I focus on its parameters and speciﬁcally on single-equation estimation and testing.
Here are four statements about empirical evidence on the NKPC. These four ob-
servations concern the economic context, while the next section of the paper looks at
2the econometric methods. In each case I give only a few citations, though many more
are possible.
2.1 There is ongoing debate about the relative sizes of the parameters on lagged in-
ﬂation and on expected future inﬂation (λb and λf respectively). For example Fuhrer
(1997) and Rudd and Whelan (2005) ﬁnd that lagged inﬂation dominates, while Gal´ i
and Gertler (1999), Gal´ i, Gertler, and Lopez-Salido (2005), and Sbordone (2005) ﬁnd
that expected future inﬂation dominates. Moreover, a large value for λb (also known
as inﬂation inertia) seems inconsistent with a number of studies of price-setting fre-
quency using data from individual ﬁrms.
2.2 The mixture of backward-looking and forward-looking dynamics matters to the
design of optimal policy, whether under discretion or under commitment. The new
Keynesian Phillips curve generally is included in a new Keynesian model in order to
study optimal policy. In that context, Clarida, Gal´ i, and Gertler (1999) note that:
With inertia present, adjustments in current monetary policy aﬀect the future
time path of inﬂation. As consequence, policy now responds not only to
current inﬂation but also to forecasts of inﬂation into the indeﬁnite future.
[p 1692]
They also show that inertia may lead optimal policy to involve a more aggressive
response to shocks that aﬀect inﬂation, for if it is not stopped, its persistence leads
to ongoing price-adjustment costs. Woodford (2003a, chapter 8.3.2; 2003b) shows
that, if the inertia in inﬂation stems from the underlying pricing model, then the
degree of inertia can aﬀect all of (a) the optimal target, (b) the optimal response to
shocks, and (c) how to implement commitment. Walsh (2003, section 11.3.7) gives a
numerical example of how the optimal policy changes with λb.
Even if there is no inﬂation inertia, so λb = 0, the value of λf generally aﬀects
optimal policy. For example, in the Calvo pricing model this parameter depends on the
underlying fraction of ﬁrms that can adjust their prices each period. Schmitt-Groh´ e
and Uribe (2007) construct a quantitative general equilibrium model with such pricing
and ﬁnd that the Ramsey policy is very sensitive to the value of this fraction.
2.3 Inﬂation inertia may not be structural. Under some interpretations of the NKPC
3the coeﬃcient on lagged inﬂation may vary with the policy rule or the inﬂation en-
vironment. Thus, the implications of the inertia for welfare and optimal policy may
depend on its source, for example whether is stems from indexation or from infor-
mation. Woodford (2007) gives several examples in which the inertia is not structural
and should not be taken into account in designing policy. But since the inﬂation en-
vironment changed from the 1980s to the 2000s (as described by Nason, 2006, for
example) it is thus interesting to check for stability of the NKPC parameters across
these time periods.
2.4 There is ongoing debate about the way to measure real aggregate demand xt and
about its signiﬁcance. Candidates for xt include real marginal cost (as represented
by the labor share of income), an output gap, or the unemployment rate. In new
Keynesian models, the output gap is deﬁned as the diﬀerence between output and its
value without nominal rigidities. It remains an open question how closely traditional
measures such as detrended GDP coincide with this concept, though existing research
does not suggest a very high correlation between the two. The measurement of xt of
course may aﬀect conclusions about λb and λf. But there is no clear pattern across
studies on this connection. For example, Gal´ i and Gertler (1999) ﬁnd a large role for
expected future inﬂation, while Nason and Smith (2006) — who also use marginal cost
— ﬁnd little evidence of forward-looking dynamics.
Neiss and Nelson (2005) conclude that there is more evidence of a role for
marginal cost than for output gaps as traditionally measured. They replace detrended
output with a theoretically-determined model of the output gap and ﬁnd more evi-
dence for its role in inﬂuencing inﬂation. Blanchard and Gal´ i (2005) also show that
the conventionally measured output gap may not be consistent with the theoretically
correct one. In both papers the inappropriateness of a traditional output gap measure
arises because of real rigidities in the form of sticky wages. (Blanchard and Gal´ i also
show that real rigidities increase inﬂation persistence, as measured by λb.)
From the perspective of this paper, a key ﬁnding of Blanchard and Gal´ i is that
— with real rigidities (sticky real wages) and staggered price-setting — there are two
4relevant xt variables: the unemployment rate and the change in the price of non-
produced inputs (like oil prices for example). As they note, this leads to a Phillips
curve with traditional exogenous variables. They estimate this version of the Phillips
curve in US annual data and ﬁnd a negative, though imprecisely estimated, ˆ γ.
Orphanides and Williams (2002, 2005) estimate a new Keynesian Phillips curve
that identiﬁes xt as diﬀerence between the unemployment rate and various measures
of the natural rate. Their speciﬁcation thus resembles a traditional Phillips curve too,
except for the inclusion of Etπt+1. And they too ﬁnd a signiﬁcant, negative coeﬃcient
in US quarterly data.
I use only SPF data in this paper. That data source does not include forecasts
for the output gap or for a wage series needed to construct the labor share of in-
come (a standard measure of marginal cost). But it does include forecasts for the
unemployment rate, so I estimate NKPCs with that as the measure of xt. I also inves-
tigate including both the current and lagged unemployment rates, as implied by the
price-setting model of Fuhrer and Moore (1995) that also is studied by Roberts (1997).
Though measures of supply shocks (as emphasized by Blanchard and Gal´ i) and a time-
varying natural rate of unemployment (as emphasized by Orphanides and Williams)
are not available in a forecast panel, at a minimum this exercise demonstrates the
method and compares it to standard estimation with the same variables. Conditional
on this traditional measure of real aggregate demand, I measure the mix of backward
and forward-looking inﬂation dynamics and also see whether they are estimated with
greater precision than in standard methods.
3. Statistical Methods
This study focuses on single-equation or limited-information estimation of the
NKPC. The advantage of this approach of course is that its ﬁndings apply regardless
of the characteristics or parameter values in the rest of the economic model. And its
disadvantage is that identiﬁcation may be more diﬃcult and statistical eﬃciency less
than in a systems approach.
5The relationship studied includes a constant term, to give:
πt = λ0 + λbπt−1 + λfEtπt+1 + γut.( 2)




(πt − λ0 − λbπt−1 − λfπt+1 − γut) · zt
 
= 0.( 3)
in which zt is a list of instruments that lie within the information set used by market
participants.
Instruments must be (a) uncorrelated with the residual and (b) relevant in predict-
ing πt+1. To satisfy criterion (a), researchers often have used only lagged instruments,
zt−1. The idea is that this step may give consistent estimates even if there is a corre-
lation between a shock or residual and the unemployment rate, ut, in other words if
the unemployment rate also is endogenous. Lagging instruments also may provide a
consistent estimator if there is some measurement error or if price-setters are miss-
ing some current information. Gal´ ı and Gertler (1999), Gal´ ı, Gertler, and L´ opez-Salido
(2005), Neiss and Nelson (2005), and Jondeau and Le Bihan (2005) all use only lagged
instruments.
Finding instruments is diﬃcult. To be relevant, an instrument dated t − 1 must
help predict πt+1 in part independently of all of πt, πt−1, and ut. Stock and Watson
(1999) reported that few variables have power to forecast postwar U.S. inﬂation once
lagged inﬂation and the unemployment rate are accounted for, while Orphanides and
van Norden (2005) and Stock and Watson (2007) illustrate and explain the ongoing
challenges of inﬂation forecasting. This diﬃculty in predicting πt+1 suggests that
estimating and testing with the NKPC may be subject to the eﬀects of weak identiﬁca-
tion, a syndrome under which the instrumental variables estimator is biased towards
OLS, its distribution is non-normal, and standard conﬁdence intervals can be mislead-
ing. Ma (2002), Mavroeidis (2005), Dufour, Khalaf, and Kichian (2006), and Nason and
Smith (2007) all reach this conclusion about the NKPC. In fact, Nason and Smith show
analytically that there will be no valid instruments available in data generated from
6the three-equation, new Keynesian model (with persistent shocks). The logic is that as
one lags instruments enough for them to be uncorrelated with the residual they also
become irrelevant to predicting future inﬂation. Dufour, Khalaf, and Kichian (2006)
and Nason and Smith (2007) provide tests of the NKPC that are robust to weak iden-
tiﬁcation, but valid conﬁdence intervals constructed using these robust test statistics
can still be wide.
One way to avoid the problem of weak instruments is to represent Etπt+1 with
the median forecast from a survey. Ang, Bekaert, and Wei (2007) concluded that this
series is the best predictor of annual US inﬂation. They ran a tournament among
forecast models that included survey measures, time-series models, models with real-
side variables, and arbitrage-free models of the term structure. Their main conclusion
is that the median professional forecast (from the Livingston survey or SPF) is the
best predictor of annual inﬂation. They also allowed for forecast combination or
pooling, using least-squares and other methods. They found that little weight was
attached to any other candidate besides the median professional forecast in their
pooling exercises.
In the NKPC, Roberts (1995) pioneered the use of the survey median in estimation.
Orphanides and Williams (2002, 2005), Adam and Padula (2003), and Zhang, Osborn,
and Kim (2006) use measures such as the median SPF forecast or the Greenbook fore-
casts of the Federal Reserve Board. For example, Adam and Padula (2003) used the
mean SPF forecast for the US. They found that either unit labour costs or detrended
output is signiﬁcant in the NKPC when this survey measure of expected inﬂation is
adopted.
Smith (2007) describes how to combine the median or mean forecast with other
sources of information such as the actual, realized series or forecasts from individual
forecasters. But obviously these cannot all be included in the single-equation esti-
mation without exhausting degrees of freedom. Thus an objection to the use of the
median forecast is that it does not use all information in the cross-section of forecast-
ers. A second objection is that the series of median forecasts does not represent the
7expectations of any speciﬁc forecaster, and so may not have some of the properties
one would expect of an individual’s forecasts.
This study uses the complete cross-section of forecasts in the panel. This ap-
proach is feasible because the NKPC is linear in observed forecasts. Once one follows
the existing literature and uses zt−1, it is clear that the variables on both sides of the
NKPC are being forecasted. I simply replace these with professional forecasts, with
one equation for each forecaster. They all predict the same group of variables (and
one can restrict the estimation to use the same NKPC parameters) but they have dif-
ferent information sets, so their forecasts need not be equal. They do the work of
ﬁnding instruments.
This method was introduced by Smith and Yetman (2007) who applied it to the
CCAPM. The idea is that if a given structure holds in the economy (and the law of
iterated expectations applies) then it should be reﬂected in professional forecasts.
To my knowledge there are no previous uses of panels of multivariate professional
forecasts alone to estimate parameters of economic models, though Rudin (1992)
measured the implicit views of forecasters on the univariate properties of output.
Let j index forecasters, numbered from 1 to J. Then let Ejt−1xt denote a one-
step-ahead prediction by forecaster j for variable xt. The estimating equations now
are:
Ejt−1πt = λ0 + λbEjt−1πt−1 + λfEjt−1πt+1 + γEjt−1ut.( 4)
Each of the J equations links forecasts made by the same forecaster at the same time.
But forecasters in the SPF also make predictions for the same variables but at various
horizons, here indexed by h. For any variable, say π, the forecast of the value at
time t by forecaster j, h quarters in advance is denoted Ejt−hπt. Thus even more
information can be brought to bear, using restrictions across horizons to give the full
set of estimating equations:
Ejt−hπt = λ0 + λbEjt−hπt−h + λfEjt−hπt+1 + γEjt−hut.( 5)
The parameters {λ0,λ b,λ f,γ} can be estimated by ordinary least squares in a panel
8of at most J × H × T observations. In practice the panel is much smaller than this
because of missing observations, but still involves many more than T observations.
This approach has two other advantages over the traditional methods. First, it
uses real-time data. One need not worry that expectations are implicitly being mod-
elled using data not available at the time actual forecasts were being made. Second,
the availability of additional cross-forecaster and cross-horizon data means that esti-
mation and testing can take place in shorter time series. That is useful in the case of
inﬂation where policy rules may have changed over time and where one may want to
test for stability of the NKPC parameters under diﬀerent regimes.
It is an open question whether using these data provides greater precision and
aids identiﬁcation. But it is promising that the disagreement among inﬂation fore-
casters has been documented by Mankiw, Reis, and Wolfers (2004) and Capistran and
Timmermann (2006). This estimation method takes advantage of that heterogeneity
in forecasting methods or information (and hence in the survey data) to help identify
the parameters and estimate them precisely.
4. SPF Forecast Data
The panel data come from the Survey of Professional Forecasters (SPF) conducted
by the Federal Reserve Bank of Philadelphia (www.philadelphiafed.org/econ/spf/). I
study forecasts for two variables (listed with their SPF codes in brackets): π, the CPI
inﬂation rate, quarter-to-quarter, seasonally adjusted, at annual rates, in percentage
points (cpi); and u, the quarterly average unemployment rate, seasonally adjusted,
in percentage points (unemp). (Surveys of predicted inﬂation measured with the PCE
deﬂator began only in 2007).
The data are quarterly, and run from 1981:3 to 2007:3. Although the SPF contin-
ued the ASA-NBER survey that began in 1968, CPI inﬂation was not included in the
survey until the third quarter of 1981. Quarters, indexed by t, run from 1 to T = 104.
Forecast horizons also are quarterly. Forecasts are reported for the previous quar-
ter, the current quarter, and the following four quarters. Horizons are indexed by h,
9which counts from 0 (applicable to the previous quarter) to H = 5.
The survey uses a cross-section of forecasters, indexed by j which runs from 1 to
J. For these variables the SPF includes reports from J = 254 forecasters. The survey
documentation notes that there may be cases in which a forecaster left the panel and
that forecaster’s identiﬁcation number was later assigned to a diﬀerent forecaster.
And some judgement is used in deciding whether to associate identiﬁcation num-
bers to ﬁrms or to individuals (who may switch ﬁrms). These factors do not aﬀect
the pooled ﬁndings in this study though they may aﬀect some of the evidence for
individual forecasters.
The number of observations is much less than J×H×T because forecasters leave
and join the panel and do not make forecasts for all time periods and horizons. In
practice, the total number of observations, or jht combinations, is 13,193. This total
is 118 times greater than the number of quarterly time series observations.
5. Empirical Evidence
Table1presentsestimatesoftheparametersofthePhillipscurve(5). Theﬁrstrow
gives OLS estimates, followed by OLS standard errors and then by heteroskedasticity-
consistent standard errors. The coeﬃcient on lagged inﬂation is ˆ λb = 0.286 while that
on future inﬂation is ˆ λ = 0.672. Both are estimated with great precision. However, ˆ γ,
the coeﬃcient on the unemployment rate, is positive, although statistically insignif-
icant at conventional levels of signiﬁcance. The ﬁnal column shows that R
2
= 0.82.
In addition, tests for residual autocorrelation ﬁnd none of signiﬁcance, so that the
dynamics of the right-hand-side forecasts match those of the left-hand-side one. The
overall conclusion, then, is that inﬂation forecasts are quite well ‘explained’ by fore-
casts for prior and subsequent periods.
The price-setting model of Fuhrer and Moore (1995) implies that both ut and ut−1
should appear on the right-hand side of the estimating equations. To check on this
speciﬁcation in the forecast panel, I included Ejt−hut−1 as an additional regressor and
also estimated the equations with the average of the current and lagged unemploy-
10ment rates. The results (not shown) were very similar to those in table 1. Neither
unemployment rate nor their average was statistically signiﬁcant at conventional lev-
els.
The next set of estimates in table 1 is found by weighted least squares, with the
weight on each forecaster in proportion to the square root of the number of reports
to the survey questions made by that forecaster in the panel. And the ﬁnal rows
show what happens when forecaster-speciﬁc intercepts, λ0j, are included in the panel
estimation. Neither modiﬁcation aﬀects the conclusions.
Table 2 shows results disaggregated by horizon. The ﬁrst row repeats the result
from table 1 as a benchmark. Again the main conclusions do not change, with one
exception. When I estimate with only one-step ahead forecasts (h = 1) and include
forecaster-speciﬁcintercepts, Iﬁndasigniﬁcant, negative ˆ γ. Inallcases ˆ λf > 0.5 > ˆ λb,
though the values do vary by horizon.
Table 3 shows results for various time periods. The main motivation for this
exercise was to see whether the estimates are stable over time. But in addition there
seemed to be some outlier reports for inﬂation forecasts for the 1980s and also for
2006-2007, so those time periods are omitted from some of the samples. The ﬁrst row
again repeats table 1, for the entire 1980:1–2007:3 sample, as a benchmark. Later rows
present results for the entire sample but omitting 2006 and 2007 and then results for
the 1980s, 1990s, and 2000s. Again the main conclusions do not change.
Zhang, Osborn, and Kim (2006) estimate the output-gap version of the NKPC using
both GMM estimation and OLS estimation with the median SPF forecast. They present
evidence of instability in the parameters, with λf higher and λb lower after 1981.
Roberts (2006) focuses on the conditional correlation between the unemployment rate
and the inﬂation rate and ﬁnds that it falls over time. He shows that this change can
arise with a stable, underlying NKPC and a change in the monetary policy rule. With
panel data beginning in 1981, I cannot oﬀer new evidence on stability with that as a
break date. But table 3 shows that there is remarkable stability in λb and λf for this
forecast-based estimation since 1981. An advantage of using the cross-forecaster and
11cross-horizon dimensions of the panel is that one can test for stability with a relatively
short time period. With this method there are 3810 observations with which to study
inﬂation dynamics only in the 2000s.
It is notable that the estimated inﬂation inertia has not fallen, despite the change
in the inﬂation environment from the 1980s to the 2000s. As Woodford (2007) ex-
plains, whether this inertia changed or not should shed light on various explanations
for its presence. But its stability here suggests that perhaps it should be accounted
for in designing policy.
Finally, I also disaggregate by forecaster, to ﬁnd whether individual forecasters
have implicit Phillips curves of this form. Only forecasters who made predictions for
at least 20 quarters are included. For each such forecaster j I estimate:
Ejt−hπt = λ0j + λbjEjt−hπt−h + λfjEjt−hπt+1 + γjEjt−hut.( 6)
Now all the parameters have a j subscript. Figure 1 contains the results, in the form
of box plots for each of ˆ λbj, ˆ λfj, ˆ γj, and R
2
j.
For ˆ λbj, the coeﬃcient on the previous period’s inﬂation, the median is 0.226.
The second quartile (the box) begins at 0.148 and the third quartile ends at 0.297.
The whiskers (the box plus and minus 1.5 times the interquartile range, i.e. the height
of the box) span from 0.057 to 0.346.
For ˆ λfj, the coeﬃcient on future inﬂation, the median is 0.657, the box runs from
0.487 to 0.769 and the whiskers span 0.240 to 0.931. This second box lies entirely
above the box and whiskers for ˆ λbj. A typical value of ˆ λfj is roughly twice as large as
a typical value of ˆ λbj.
For ˆ γj, the coeﬃcient on the unemployment-rate forecast, the third box plot has
a median of -0.014, consistent with a downward-sloping Phillips curve. But both the
box, {−0.112,0.028}, and the whiskers, {−0.359,0.134}, include 0.
The fourth box plot, for R
2
j, has a median of 0.65. Again this sends the same
message as in the pooled estimation. Even though there is no strong correlation be-
tween forecasts for the unemployment rate and those for the CPI inﬂation rate, the
12changes in earlier and later inﬂation alone capture a signiﬁcant part of the variation
in inﬂation forecasts.
One might wonder whether forecasters who place a large weight on future inﬂa-
tion also place a small weight on past inﬂation i.e. whether the result in the coeﬃcient
medians or box plots that ˆ λf > ˆ λb holds forecaster-by-forecaster. In addition, there
might be a relationship across forecasters between the weight on past inﬂation and
the response to the unemployment rate. Figure 2 contains the scatter plot of ˆ λfj
against ˆ λbj (the dark circles) as well as that of ˆ γj against ˆ λbj (the light circles). No
correlations are apparent. But notice that the great majority of the ˆ λfj lie above the
45 degree line. Thus the result that the weight on future inﬂation exceeds the weight
on past inﬂation does apply to almost all individual forecasters.
6. Historical Data
The forecast-based estimates can be put in context by comparing them with tra-
ditional estimates based on historical data. I estimated this equation:
πt = λ0 + λbπt−1 + λfEtπt+1 + γut,( 7)
for the same time period, 1981:3–2007:3. I used currently available data, though an
alternative might be to use the real-time data of Croushore and Stark (2001). The
inﬂation rate is the annualized, quarter-to-quarter growth rate in the CPI (all items)
seasonally adjusted, averaged from monthly data: cpiaucsl from FRED. The unem-
ployment rate is the civilian rate from the BLS, series unrate from FRED. These are
the outcomes corresponding to the deﬁnitions forecasted in the SPF.
I replace the unobservable Etπt+1 with πt+1, then estimate by instrumental vari-
ables. Table 4 shows the sets of instruments considered, and presents the results.
The ﬁrst two rows use variables zt known at time t. The third row uses only lagged
instruments, zt−1, which section 2 noted is a common method. In the fourth row
the instrument set includes πt+1 so that instrumental-variables regression becomes
ordinary least squares. It is well-known that, with weak instruments, estimates con-
13verge to the inconsistent OLS values as instruments are added; this line is included to
capture that syndrome.
A diﬀerence between the estimates from the forecast panel (in table 1) and those
from the historical data (in table 4) is that the value of ˆ λb, the estimated weight on
lagged inﬂation, or degree of inﬂation inertia, is much larger in the traditional ap-
proach. As section 2 noted, conclusions about this parameter aﬀect optimal monetary
policy. The values of ˆ λb and ˆ λf are roughly similar in the historical data, whatever
the instrument set. That is a contrast with the forecast-based estimates.
But this contrast vanishes when one looks at the standard errors from traditional,
instrumental-variables estimation in table 4. They are large enough that one could not
reject the hypothesis that the true parameters are those measured with the forecast
data in table 1. So the real diﬀerence between the two approaches lies in the precision.
Overall, the standard errors in the traditional approach are roughly ten times larger
than those in the forecast approach.
The coeﬃcient on the unemployment rate, ˆ γ, is imprecisely estimated in each
case. That is similar to the outcome in the forecast data. These two similarities —
(a) an insigniﬁcant eﬀect of the unemployment rate and (b) lead and lag coeﬃcients
that are not signiﬁcantly diﬀerent from those in table 1 — support the idea that the
forecasts-only approach can add precision to estimates we usually ﬁnd using realized
data alone. In keeping with the argument of this paper, and following from the law of
iterated expectations, estimation with forecast data may measure the same things as
in realized data (but with greater precision) rather than simply describing the partial
correlation between the forecasts and nothing more.
The last row of table 4 contains results from estimation by OLS but replacing
Etπt+1 by the median, one-quarter-ahead inﬂation forecast from the SPF (series CPI2)
from MedianLevel.xls). Estimation again uses data for 1981:3 to 2007:3, just as in
the forecast-only exercise in the previous section. Here the results are very diﬀerent
from both the forecast-based estimates and from the IVE estimates. The coeﬃcient ˆ λb
is negative, the coeﬃcient ˆ λf is greater than 1, and the coeﬃcient ˆ γ is negative. The
14parameters are estimated with greater precision and the goodness of ﬁt is greater than
with the historical data alone. But the goodness of ﬁt is still less than with the forecast
data, even when — as in the ﬁrst row of table1—n ocross-sectional heterogeneity is
allowed for in the panel estimation.
Next, compare the point estimates from estimation with the median inﬂation fore-
cast and historical data (the last row of table 4) by visualizing them in the distribution
of forecaster-speciﬁc coeﬃcients (in ﬁgure 1). This comparison shows that all three
coeﬃcients from estimation with median forecasts are very diﬀerent from the corre-
sponding medians of the forecaster-speciﬁc estimates. Estimation with the median is
not like the median of estimations.
7. Interpretation
The idea underlying the NKPC is that inﬂation tracks the xt variable. Given this
idea, how can we interpret the fact that λb and λf (describing the inﬂation dynamics)
are well-identiﬁed yet γ (describing the impact of the unemployment rate) is not?
From the benchmark estimates in table 1 (with heteroskedasticity-consistent standard
errors) the t-statistics for the three variables are 26, 52, and 1.2 respectively. Figure 3
shows the box plots of forecaster-speciﬁc t-statistics for ˆ λbj, ˆ λfj, and ˆ γj. These plots
show that this discrepancy in precision arises in part from the time-series dimension
of the panel. The median values of the forecaster-speciﬁc t-statistics are 2.29, 4.83,
and -0.24. Forecaster-by-forecaster there is more evidence of roles for lagged and
future inﬂation than there is for the unemployment rate. By deﬁnition the remainder
of the diﬀerence in precision across variables in the pooled estimation of table 1
comes from the cross-sectional dimension of the data. Forecasters who predict high
inﬂation for periods t−1 and t+1 tend to be forecasters who predict high inﬂation for
period t. But for a typical quarter and horizon there is not much correlation between
a forecasting entity’s inﬂation forecast and its unemployment-rate forecast.
I also examined three other candidates from the SPF for the role of xt, the variable
driving inﬂation. These were (a) the forecasted quarter-to-quarter growth rate of real
15GDP,constructedfromthelevelsforecastsRGDP;(b)theprobabilityofarecessioninthe
forecasted quarter, RECESS; and (c) an approximation to the forecasted labour share of
output (in turn approximating marginal cost), that uses forecasts of nominal GDP and
corporate proﬁts as follows: log(NGDP- CPROF) - log NGDP. I included each of these in the
forecast Phillips curve in turn. The coeﬃcient on real GDP growth was negative and
the coeﬃcient on the recession probability was positive; neither outcome is what one
would expect of a Phillips curve. The coeﬃcient on approximate marginal cost was
positive, as one would expect. But none of these alternate measures was statistically
signiﬁcant. In addition, whatever the proxy variable for xt, I always found a much
larger coeﬃcient on future inﬂation than on past inﬂation: ˆ λf > 0.5 > ˆ λb.
How can the statistical method precisely identify the pattern of tracking without
precisely identifying the object being tracked? The simplest explanation for the small
coeﬃcients on unemployment-rate forecasts is a bias towards zero in ˆ γ caused by
measurement error: ut does not accurately measure the output gap or marginal cost
that drives inﬂation. This section investigates what this interpretation would then
mean for (a) the statistical signiﬁcance of the measured eﬀect ˆ γ, and (b) the estimated
inﬂation dynamics.
Standard analysis of the errors-in-variables problem shows that the least-squares
estimator of γ is inconsistent and that ˆ γ will be biased towards zero. This is the
usual attenuation eﬀect of measurement error. A less well-known consequence of
measurement error is that it also biases down the associated t-statistic. Meijer and
Wansbeek (2000) prove analytically that there is attenuation in the t-statistic too, when
the associated regressor includes measurement error in the linear regression model.
But there are two problems with applying the standard, measurement-error story
here. First, the coeﬃcient ˆ γ is not just small; it also has the theoretically wrong sign
in the pooled estimation and for a number of horizons and forecasters. Second, it
takes some work to think of a stochastic structure of measurement error that would
be present both in the actual data (used in table 4) and in the forecasts (used in tables
1-3). In particular, there must be an error at each horizon h.
16What does this explanation for the insigniﬁcance of the unemployment rate fore-
cast, Ejt−hut, mean for the interpretation of {ˆ λb,ˆ λf}? Here the ordinary-least-squares
estimators will be unbiased and consistent if the associated variables, Ejt−hπt−h and
Ejt−hπt+1, are uncorrelated with the mis-measured variable Ejt−hxt. But they will be
biased and inconsistent if there is a correlation. This time the bias is upwards, if the
correlation is positive. The appendix provides a proof.
An extreme case provides intuition into this conclusion. Suppose that the vari-
ance of the measurement error is so large that the correlation between −Ejt−hut and
Ejt−hxt falls to zero. This interpretation is probably the simplest one to apply to the
results in tables 1-4. At that point the output-gap measure has been omitted from
the OLS regression. Thus {ˆ λb,ˆ λf} reﬂect omitted-variables bias. If the forecasts of
lagged and future inﬂation are positively correlated with the omitted variable then
their coeﬃcients are biased upwards, as they partly capture the eﬀect of the missing
Ejt−hxt on Ejt−hπt. In this case the coeﬃcients still measure the relationship between
the inﬂation forecasts and the unemployment-rate forecasts. It is interesting to note
from tables 1-3 that there is little connection between the two. But the coeﬃcients
then cannot be thought of as consistent estimates of the NKPC parameters. At the
other extreme, though, if the forecasts of future and lagged inﬂation, on the one hand,
and the output gap, on the other, are uncorrelated, then mis-measuring the output
gap will not aﬀect the estimator of the inﬂation dynamics.
Not having data on Ejt−hxt, I cannot tell what bias may be present in {ˆ λb,ˆ λf}. One
way to shed light on this issue would be to simulate a general equilibrium model that
includes all three variables, and then ﬁt the estimating equations (3) to the simulated
data. Another, traditional response to measurement error is to estimate by instru-
mental variables. In fact, the use of lagged instruments zt−1 in GMM estimation of
the NKPC sometimes is explained on these grounds. But table 4 shows that ˆ γ remains
insigniﬁcant (and positive) when estimated by IVE in the historical data. And it seems
unlikely in practice that the measurement error is serially uncorrelated.
178. Summary
It is appealing to try to estimate the parameters of the new Keynesian Phillips
curve without necessarily nesting it in a complete economic model. The new method
in this paper estimates them using only a panel of professional forecasts. This ap-
proach follows the logic of GMM estimation of the NKPC, which typically uses lagged
instruments. In that case the econometrician implicitly forecasts all of the variables
while estimating the parameters. Another standard approach uses the median fore-
cast of future inﬂation from a survey panel. By forecasting all variables — or rather
drawing on the work of professional forecasters who have done so — I can use the
cross-forecaster dimension of the panel and so take advantage of many more obser-
vations than are available in either of these traditional approaches.
The main ﬁndings are (a) a relatively large role for expected future inﬂation (sum-
marized by ˆ λf); (b) a relatively small role for lagged inﬂation (ˆ λb) also known as inﬂa-
tion inertia; (c) much greater precision in these estimates than from standard methods;
(d) an insigniﬁcant role for the unemployment rate, standing in for the measure of real
aggregate demand that drives inﬂation; and (e) evidence of inﬂation inertia that, while
smaller than in some previous studies, is stable over time and for the majority of in-
dividual forecasters. The estimated role of lagged inﬂation does not decline with the
fall in the average US inﬂation rate from 1981 to 2007.
I compare this evidence with ﬁndings using GMM and historical data. There too
there is little evidence of a role for the unemployment rate, and the estimated mix of
backward and forward dynamics in inﬂation is insigniﬁcantly diﬀerent from the one
found with forecast data. But this approach gives much less precision (larger standard
errors).
The simplest explanation for the insigniﬁcance of the unemployment-rate fore-
casts is that they are unrelated to the output gap or marginal cost variable that price-
setters track (a limiting case of measurement error). But that explanation means that
there may also be bias in the estimates {ˆ λb,ˆ λf}. If the associated inﬂation forecasts
are positively correlated with the output gap, then these coeﬃcients will be biased up.
18Drawing on a general-equilibrium model in which inﬂation, the output gap, and
the unemployment rate all are endogenous would be a useful next step. In such an
environment, one could ensure that the NKPC holds and use the Monte Carlo method
to see what an investigator would ﬁnd when including the unemployment rate in
estimating the dynamic Phillips curve.
19Appendix: Output Gap Measurement Error and Estimated Inﬂation Dynamics
Forecasts follow a regression:
Ejt−hπt = λbEjt−hπt−h + λfEjt−hπt+1 + γEjt−hxt,( A 1)
with λb,λ f,γ>0. I ignore the intercept λ0 with no eﬀect on the conclusion. To keep
notation simple, write π ≡ Ejt−hπt and x ≡ Ejt−hxt. Collect the forecasts of lagged
and future inﬂation in a vector v ≡ (Ejt−hπt−h Ejt−hπt+1)  and the corresponding
parameters in a vector λ ≡ (λb λf). Then rewrite (A1) as:
π = λv + γx. (A2)
Again solely to keep notation as simple as possible, I examine the case in which v is




















x − (σvx)2 .( A 4)
The investigator observes unemployment-rate forecasts, denoted u, that coincide with
the output-gap forecasts, x, with classical measurement error,
u = x + η, (A5)
where the measurement error η has mean zero, variance σ2






The investigator runs this linear projection:
π = bλv + bγu. (A7)
The population value of the second least-squares coeﬃcient is:














20The measurement-error aﬀects only the denominator, which yields the attenuation
bias. The population value of the coeﬃcient on the variable v that is measured without
error is:













η) − (σvx)2 .
(A9)
In this case the variance of the measurement error aﬀects both the numerator and the










η) − (σvx)2]2.( A 10)
The denominator is positive. The term in brackets in the numerator is also the nu-






= sgnσvx.( A 11)
Thus plim ˆ bλ >λ(this coeﬃcient is biased up) if σvx > 0. Measurement error in the
output gap causes upward bias in the other coeﬃcients when the other variables are









As discussed in the text, if the variance of η becomes large enough then x is an omitted
variable, and π is projected on v.
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24Table 1: Forecast Phillips Curve Estimation
Ejt−hπt = λ0 + λbEjt−hπt−1 + λfEjt−hπt+1 + γEjt−hut
Estimator ˆ λb ˆ λf ˆ γ Obs. R
2
(se) (se) (se)
OLS 0.286 0.672 0.0089 13193 0.82
(0.005) (0.006) (0.0047)
HC (0.011) (0.013) (0.0074)
WLS 0.279 0.677 0.007 13193 0.88
(0.005) (0.006) (0.0045)
λ0j 0.279 0.661 -0.0048 13193 0.82
(0.011) (0.014) (0.007)
Notes: {h,j,t} index horizon, forecaster, and time period. Obs. is the number of
observations. HC denotes heteroskedasticity-consistent standard errors. WLS denotes
weighted least squares based on observations per forecaster. λ0j refers to estimation
with forecaster-speciﬁc intercepts. Estimation uses SPF data from 1981:3 to 2007:3.
25Table 2: Results by Horizon
Ejt−hπt = λ0 + λbEjt−hπt−1 + λfEjt−hπt+1 + γEjt−hut
Horizons ˆ λb ˆ λf ˆ γ Obs. R
2
(se) (se) (se)
h ={ 1,2,3,4} 0.286 0.672 0.0089 13193 0.82
(0.011) (0.013) (0.0074)
h = 1 0.283 0.679 -0.028 3301 0.64
(0.17) (0.26) (0.19)
h = 2 0.213 0.730 0.023 3329 0.84
(0.017) (0.022) (0.013)
h = 3 0.344 0.625 0.021 3318 0.92
(0.025) (0.028) (0.010)
h = 4 0.463 0.512 0.010 3245 0.93
(0.034) (0.034) (0.0089)
h ={ 2,3,4} 0.281 0.673 0.023 9892 0.89
(0.014) (0.015) (0.007)
λ0j; h = 1 0.266 0.698 -0.043 3301 0.64
(0.016) (0.028) (0.019)
λ0j; h = 2 0.214 0.702 0.00026 3329 0.85
(0.016) (0.022) (0.010)
λ0j; h = 3 0.346 0.603 0.014 3318 0.92
(0.022) (0.026) (0.008)
λ0j; h = 4 0.449 0.520 0.010 3245 0.94
(0.034) (0.033) (0.009)
Notes: {h,j,t} index horizon, forecaster, and time period. Obs. is the number of
observations. Standard errors are heteroskedasticity-consistent. λ0j refers to
estimation with forecaster-speciﬁc intercepts. Estimation uses SPF data from
1981:3 to 2007:3.
26Table 3: Results by Time Period
Ejt−hπt = λ0 + λbEjt−hπt−1 + λfEjt−hπt+1 + γEjt−hut
Time Period ˆ λb ˆ λf ˆ γ Obs. R
2
(se) (se) (se)
1980:1–2007:3 0.286 0.672 0.0089 13193 0.82
(0.011) (0.013) (0.0074)
1980:1–2005:4 0.309 0.656 0.003 12424 0.82
(0.011) (0.012) (0.0078)
1980:1–1989:4 0.292 0.674 -0.090 3974 0.75
(0.017) (0.017) (0.013)
1990:1–1999:4 0.257 0.645 0.009 5409 0.66
(0.015) (0.020) (0.009)
2000:1–2007:3 0.280 0.667 0.022 3810 0.82
(0.018) (0.023) (0.013)
Notes: {h,j,t} index horizon, forecaster, and time period. Obs. is the number of
observations. Standard errors are heteroskedasticity-consistent. Estimation uses SPF
data.






















jFigure 2: Coefficient Correlations
λbj

















0Table 4: Estimation with Historical Data
πt = λ0 + λbπt−1 + λfEtπt+1 + γut
instruments ˆ λb ˆ λf ˆ γ Obs. R
2
(se) (se) (se)
{ι,πt−1,u t, 0.447 0.374 0.027 104 0.46
πt−2,u t−1} (0.104) (0.213) (0.138)
{ι,πt−1,u t,π t−2, 0.399 0.453 0.011 104 0.40
πt−3,u t−1,u t−2} (0.100) (0.233) (0.138)
{ι,πt−1,π t−2, 0.372 0.561 -0.019 104 0.38
πt−3,u t−1,u t−2} (0.104) (0.254) (0.142)
{ι,πt−1,π t+1,u t} 0.382 0.380 0.032 104 0.46
OLS (0.089) (0.096) (0.136)
Median SPF -0.297 1.37 -0.234 104 0.73
(0.067) (0.101) (0.089)
Notes: ι is a vector of ones. Obs is the number of observations. Standard errors are
heteroskedasticity- consistent. Estimation is for 1981:3–2007:3.
28Figure 3: Forecaster-Specific t-statistics
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