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We study theoretically the electronic structure of topological nodal-line semimetals. We show that, in
the presence of a gap-opening spatially dependent mass term that forms a domain wall, an in-gap charged
localized mode appears at the domain wall. It turns out that such a domain wall is realized by head-to-head
(or tail-to-tail) bulk electric polarizations. The localized mode has a topological origin, i.e., a topological
confinement is realized, which is understood by a semiclassical topological number defined in the semiclassical
momentum-real space. In contrast to previous studies, our study demonstrates a topological confinement at the
interface between two insulators without bulk topological numbers. Moreover, the dispersion of the localized
mode evolves from gapless to gapped as the bulk bandgap increases, which means that its conductivity is
externally tunable. We discuss a possible experimental realization of the electrically tunable charged domain
wall.
Introduction.—The physics involving domain walls, where
an order parameter of a system is spatially dependent and
changes its sign, is one of the important research themes in
modern physics. From the viewpoint of device applications,
the domain walls separate domains that store information,
which means that the creation and manipulation of domain
walls on demand are of practical interest. The charged domain
wall, originating from the normal component of two bulk elec-
tric polarizations, has also attracted attention recently in the
pursuit of future nanoelectronic devices [1–4]. In contrast to
magnetic domain walls in spintronics, which usually require
the bulk to be metallic to utilize current-induced methods [5],
the charged domain wall can be realized in insulating materi-
als, and has so far been reported mostly in oxide multiferroics
such as BiFeO3 [1–4, 6].
Topological materials are considered a promising materi-
als class for future nanotechnological applications due to their
peculiar nature arising from the topology. For example, possi-
ble ways to manipulate and utilize the spin-momentum locked
surface states of topological insulators have been investigated
experimentally in spintronics [7–10]. The focus of this Let-
ter is on a new class of three-dimensional (3D) topological
semimetals, called the nodal-line semimetals, in which the
conduction and valence bands touch along a line or loop. Al-
though several theoretical predictions [11–19] and experimen-
tal realizations [20–27] of nodal-line semimetals have been
made so far, the electronic properties of nodal-line semimet-
als are not yet well understood.
In this Letter, we investigate the electronic structure of
topological nodal-line semimetals in the presence of a gap-
opening spatially dependent mass term that forms a domain
wall. We show that, in the case of the domain wall paral-
lel to the nodal-line plane, the domain wall originates from
head-to-head (or tail-to-tail) bulk electric polarizations, and
that an in-gap charged localized mode which presence is topo-
logically protected appears at the domain wall. Namely, a
stable charged domain wall of electric polarizations is real-
ized in nodal-line semimetals. This study demonstrates the
emergence of a topologically confined state at the interface
between two insulators without bulk topological numbers,
whereas it has been understood that topologically confined
states emerge at the interface between two insulators as a re-
sult of the difference between their bulk topological numbers
[28–35]. In addition, the dispersion of the localized mode
evolves from gapless to gapped as the bulk bandgap increases,
which means that its conductivity is externally tunable. This
study reveals a possible new role of topological materials in
future nanoelectronics.
Model.—We start from the minimal two-band model for
PT -symmetric nodal-line semimetals without spin-orbit cou-
pling such as CaAgP and Ca3P2 [16, 17, 38]
H(k) =
[
k20 − m1
(
k2x + k
2
y
)
− m2k2z
]
σx + vzkzσy + Vσz, (1)
where σi are the Pauli matrices acting on an orbital space and
we have introduced a gap-opening mass V that breaks PT -
symmetry [39]. Note that in Eq. (1) we have unitary trans-
formed the original Hamiltonian obtained in Refs. [16, 17, 38]
as σz → σx and σx → σz for later convenience. When V = 0,
the system has a nodal line given by the circle k2x +k
2
y = k
2
0/m1
with kz = 0, and is topological since the Zak phase (or equiv-
alently the Berry phase in this case) takes a quantized value
[40]. When V is finite and independent of spatial position, the
FIG. 1. Schematic illustration of a nodal-line semimetal with a spa-
tially dependent mass term (a) in the z direction and (b) in the x di-
rection. The nodal line is located on the x-y plane. Two colors (green
and blue) indicate the sign of the mass V that is different from each
other.
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2FIG. 2. Energy spectrum (a) in the presence of a uniform mass with V0 = 0.1, and in the presence of a parallel domain wall with (b) V0 = 0.1,
(c) V0 = 0.5, and (d) V0 = 2. In (a) [(b)] the dispersion of the localized mode around the zero-energy level is linear (nonlinear) in kr. In (a)-(d)
the parameters are set to k0 = m1 = m2 = 1 and vz = 2. Note that spectrum is inverted, i.e., εn(kr)→ −εn(kr), under the operation V0 → −V0.
FIG. 3. Energy spectrum (a) in the presence of a uniform mass with
V0 = 1 and kz = 0, and (b) in the presence of a perpendicular domain
wall with V0 = 1 and kz = 0. In (a) and (b) the parameters are set to
k0 = m1 = m2 = 1 and vz = 2. Note the absence of the surface states.
energy eigenvalues of the Hamiltonian (1) are readily obtained
as E(k) = ±
√
[k20 − m1(k2x + k2y ) − m2k2z ]2 + v2zk2z + V2, which
shows a fully gapped spectrum.
Tunable localized mode at the domain wall.—Let us intro-
duce two simplest configurations of the spatially dependent
domain wall structure in the mass V , as schematically shown
in Fig. 1. We call a domain wall in the z direction [i.e.,
V(z) = V0sgn(z)] the “parallel domain wall”, and a domain
wall in the x direction [i.e., V(x) = V0sgn(x)] the “perpendic-
ular domain wall”. To investigate the effect of the presence of
the domain wall on the electronic structure of the system, we
consider a lattice version of Eq. (1) in a slab geometry where
the thickness is finite in the domain wall direction but is infi-
nite in the other two directions [41].
First, we consider the case of the parallel domain wall,
V(z) = V0sgn(z). In this case, it is useful to define the mo-
mentum kr satisfying k2r = k
2
x + k
2
y , since the system has ro-
tation symmetry on the kx-ky plane. For reference we show
the spectrum for the uniform mass case [i.e., V(z) = V0] in
Fig. 2(a), from which we see that an energy gap opens. The
two flat bands between the bulk band extrema kr = ±kNL are
the surface states well known in nodal-line semimetals [11–
14, 16, 17]. In the presence of the domain wall, we find an
in-gap localized mode at z = 0, as shown in Figs. 2(b)-(d).
Note that there still exist the surface states at the top and bot-
tom surfaces, and their flat dispersions are doubly degenerate
at ε = V0. We numerically find that, when the domain wall
mass V0 is small, the localized mode around kr = ±kNL has a
linear dispersion as
ε0(kr) = ∓vF
(
kr ∓ k0r
)
, (2)
as shown in Figs. 2(b). As the mass V0 becomes larger, the
dispersion of the localized mode becomes nonlinear in kr and
eventually becomes gapped, i.e., fails to cross the zero-energy
level (the ε = 0 line), as shown in Figs. 2(c) and 2(d).
Next, we consider the case of the perpendicular domain
wall, V(x) = V0sgn(x). For reference we show the spectrum
for the uniform mass case [i.e., V(x) = V0] in Fig. 3(a), from
which we see that an energy gap opens. Note that, unlike
the case of the parallel domain wall, we do not find surface
states. Nonetheless, as shown in Fig. 3(b), it is interesting that
two in-gap localized modes still appear at x = 0 even in the
absence of the surface states. We find that the dispersion of
these localized modes never crosses the zero-energy level re-
gardless of the value of the domain wall mass V0. We shall
show later that these localized modes do not have a topologi-
cal origin, whereas the localized mode that appears in the case
of the parallel domain wall does. Therefore, from now on we
focus on the latter case.
Semi-analytical solution for the localized modes.—So far
we have seen the presence of two kinds of the localized modes
at the domain walls, depending on the direction of the domain
wall. Here, we confirm the presence of such localized modes
by a different method, starting from the continuum model (1).
To introduce the spatial dependence in the z direction, we need
to set kz → −i∂z in Eq. (1). Then, the Schroedinger equation
H(kr, z)Ψ(z) = εΨ(z) with Ψ(z) = [u(z), v(z)]T reads
V(z)u +
[
k20 − m1k2r + m2∂2z
]
v − vz∂zv = εu, (3a)
−V(z)v +
[
k20 − m1k2r + m2∂2z
]
u + vz∂zu = εv. (3b)
It can be easily checked that, when V(z) has a generic do-
main wall structure satisfying V(−z) = −V(z), Eq. (3b) with
v(z) = u(−z) or v(z) = −u(−z) is identical to Eq. (3a). Namely,
the solution of the wave functions for the Schroedinger equa-
tion has the two forms: Ψ(z) = [u(z), u(−z)]T or Φ(z) =
[u(z),−u(−z)]T .
We consider the simplest domain wall structure, V(z) =
V0sgn(z), as it has been considered similarly for bilayer
3FIG. 4. Momentum of the zero energy state k0r [Eq. (9)] satisfying
ε(k0r ) = 0 as a function of V0. The inset shows the energy spectrum
ε(kr) of the localized mode at V0 = 2.2. The parameters are set to
k0 = m1 = m2 = 1 and vz = 0.5. Note that the nodal line is located at
kr = ±1 when V0 = 0.
graphene [30]. Since the wave function Ψ(z) of the mode lo-
calized at z = 0 should be constant in the region where z is
far away from zero, we can assume without loss of generality
the solution of the form Ψ(z) ∝ e−λz. For concreteness let us
consider the case of Ψ(z) = [u(z), u(−z)]T [42]. Then, we have
u(z) = u0e−λz and v(z) = u(−z) = u0eλz. Substituting these into
Eqs. (3a) and (3b) and eliminating eλz, we obtain the solution
for λ:
λ =
vz ±
√
v2z − 4m2
[
k20 − m1k2r ∓ i
√
V20 − ε2
]
2m2
, (4)
for the in-gap states with |ε| < V0. We see from Eq. (4) that
the real part of λ can be positive or negative. Then, the general
form of u(z) takes a different form depending on the region
with z > 0 or z < 0 as follows:
u+(z) = u+1 e
−λ+1 z + u+2 e
−λ+2 z (for z > 0),
u−(z) = u−1 e
−λ−1 z + u−2 e
−λ−2 z (for z < 0), (5)
where the real part of λ+1,2 (λ
−
1,2) is positive (negative). Since
there are four unknown constants u±1,2, we need four boundary
conditions for u±(z). The first two boundary conditions are the
matching of the wave function and its derivative at z = 0:
u+(0+) = u−(0−) and ∂zu+(0+) = ∂zu−(0−). (6)
The third condition is obtained by taking the 0± limits in
Eq. (3a):
m2∂2zu
+(0+) = m2∂2zu
−(0−) + 2V0u+(0+). (7)
The fourth condition is obtained by first differentiating
Eq. (3a) and then taking its 0± limits:
m2∂3zu
+(0+) = m2∂3zu
−(0−) − 2V0∂zu+(0+)
− vz[∂2zu+(0+) − ∂2zu−(0−)]. (8)
Eqs. (6)-(8) can be combined into a 4×4 matrix form. Finally,
we obtain the energy spectrum of the localized mode ε(kr)
FIG. 5. z dependence of the charge density δρ(z) (a) in the presence
of a parallel domain wall, and (b) in the presence of a uniform mass.
The insets show the z dependences of V(z) with V0 = 2. In both cases
δρ(z) is inverted under the operation V0 → −V0.
from the condition such that the determinant of the 4×4 matrix
is zero [41]. A Similar calculation can be applied to the case
of the perpendicular domain wall [41].
Although it is difficult to obtain the analytical expression
for the energy spectrum ε(kr) as a function of arbitrary k0, m1,
m2, vz, and V0, it is possible to obtain the analytical expression
for the momentum of the zero-energy state satisfying ε(kr) =
0 with some parameters fixed (for example, k0 = m1 = m2 = 1
here) as
k0r =
√
1 − v
2
z
4
− V
2
0v
2
z
3√2F(V0, vz)
+
F(V0, vz)
3√
25v2z
, (9)
where F(V0, vz) = [4V20v
8
z − V40v4z + (16V40v16z + 8V60v12z +
V80v
8
z )
1/2]1/3. We show in Fig. 4 the V0 dependence of k0r and
the energy spectrum ε(kr) of the localized mode. We find that
the obtained results of the lattice model considered before and
the present continuum model [Eqs. (3a) and (3b)] are in qual-
itative agreement in the behavior such that the localized mode
crosses the zero-energy level and becomes fully gapped as the
value of V0 becomes larger. We also numerically confirm the
change in the kr dependence of ε(kr) around zero energy from
linear to nonlinear as the value of V0 becomes larger, which
has been seen in the lattice model.
Charges of the localized modes.—In order to characterize
the localized modes, we calculate the charge density for the
lattice model with the parallel domain wall V(z) = V0sgn(z) in
a slab geometry considered before, which is defined by
δρ(z) = − e
L3
∑
kx,ky
∑
εn≤εF
∣∣∣ψn,k‖ (z)∣∣∣2 − QLz , (10)
where e > 0 is the elementary charge, L3 = NxNyNza3 (with
Ni being the number of lattice sites in the i direction and a
being the lattice constant), ψn,k‖ (z) is the layer-resolved wave
function of band n with momentum k‖ = (kx, ky), and we have
introduced a charge Q that satisfies the charge conservation
law
∫ Lz/2
−Lz/2 dz δρ(z) = 0. As we have seen in Fig. 2, the lo-
calized mode that appears at the parallel domain wall changes
its dispersion as a function of V0. In order to obtain the total
4charge localized at the domain wall, we set εF = 0 and cal-
culate δρ(z) for the case where the dispersion of the localized
mode does not cross the zero-energy level [see Fig. 2(d)]. The
z dependence of δρ(z) is shown in Fig. 5(a). We see that the
localized mode that appears at the parallel domain wall has a
finite charge. This result can be understood as follows. As
shown in Fig. 5(b), in the presence of a uniform mass V0, the
surface states have opposite charges to each other, which re-
sults in a finite electric polarization Pz that is perpendicular
to the nodal line [43, 44]. Then, it turns out that the local-
ized mode that appears at the parallel domain wall has a finite
charge QDW that is twice the magnitude of the charges at the
surfaces: |QDW| = 2|Pz|/Lz. Finally, we note that the localized
mode that appears at the perpendicular domain wall does not
have a charge [45].
Topological characterization of the localized mode.—Here,
we discuss the presence of the localized mode that appears
at the parallel domain wall from a topological consideration
on the zero-energy mode [46]. Let us focus on the spectrum
around the bulk band extrema (kr, kz) = (±kNL, 0) with kNL =√
k20/m1, since the zero-energy mode emerges around them.
Notice that, around the bulk band extrema (kr, kz) = (kNL, 0),
the Hamiltonian (1) can be rewritten as a semiclassical mas-
sive Dirac Hamiltonian,
H(kδ, kz, z) ≈ −2m1kNLkδσx + vzkzσy + V(z)σz
≡ g(kδ, kz, z) · σ, (11)
where we have defined the momentum kδ ( 1) that satisfies
k2x+k
2
y = (kNL+kδ)
2 ≈ (kNL)2+2kNLkδ. The number of the zero-
energy modes is related to the topological charge N3 of the
Fermi point located in the semiclassical 3D momentum-real
space (kδ, kz, z). In terms of the semiclassical Green’s function
G = [k0 − H(kδ, kz, z)]−1, the topological charge of the 4D
Fermi point (k0, kδ, kz, z) = (0, 0, 0, 0) is given by [46]
N3 ≡ 124pi2 i jkltr
∫
σ3
dS l G∂iG−1G∂ jG−1G∂kG−1, (12)
where the integration is done over an arbitrary 3D surface σ3
enclosing the Fermi point (k0, kδ, kz, z) = (0, 0, 0, 0). Equa-
tion (12) can be evaluated on the infinite planes at z = ±z0
which face each other across the domain wall [47]. Namely,
N3 is given by the difference between the topological charges
at each side of the domain wall: N3 = N3(z0) − N3(−z0) [46].
Here,
N3(z0) =
1
4pi
∫
dkδdkz
1
|g|3 g · [∂kδg × ∂kzg]
=
1
2
sgn[V(z0)], (13)
from which we immediately get N3 = 1. This is consistent
with the number of the localized modes around the bulk band
extrema. Note that the value of N3(z0) remains unchanged
regardless of the value of V(z0). Since the regions with small
and large values of V(z0) are adiabatically connected, it turns
FIG. 6. A possible experimental setup for realizing the topologically
confined localized mode in a PT -symmetric nodal-line semimetal
with the nodal line located on the x-y plane. Red and blue arrows
represent tail-to-tail electric polarizations induced in the bulk.
out that the origin of the localized mode is topological even
when its dispersion does not cross the zero-energy level.
On the other hand, as seen in Fig. 3, the dispersion of the
localized modes that appear at the perpendicular domain wall
never crosses the zero-energy level, which means that the
topological consideration we have employed cannot be ap-
plied. This is also understood from that the nodal line (or
equivalently Dirac cone) does not exist anymore even without
a mass term in the bulk spectrum of the system in a slab ge-
ometry with a finite thickness in the x direction, which implies
that the origin of those localized modes is not topological.
Discussion and summary.—Let us briefly discuss a possi-
ble realization of the topologically confined localized mode.
As we have seen in Fig. 5, a uniform mass V0 induces an
electric polarization along the direction perpendicular to the
nodal-line plane. Inversely, an externally generated electric
polarization induces a uniform mass. Since the original nodal-
line system is metallic, a weak uniaxial pressure or strain will
need to be applied to induce a small energy gap (i.e., a uni-
form mass) before applying an electric voltage for generat-
ing the electric polarization. We show a schematic setup in
Fig. 6. Two electrodes of equal sign but different magnitudes
is applied to the top and bottom surfaces of the thin film of
a PT -symmetric nodal-line semimetal. The equal sign of the
electrodes could realize head-to-head (or tail-to-tail) electric
polarizations in the bulk near the two surfaces. Also, such a
magnitude difference between the electrodes would compen-
sate the small uniform mass induced by the uniaxial pressure
or strain, and lead to the realization of a domain wall mass
V(z) that changes its sign at some point. The magnitudes of
the induced electric polarizations are related to the magnitudes
of the attached electrodes. This means that the dispersion of
the localized mode is tunable, as seen in Fig. 2.
Let us compare the present study with previous studies. The
solitonic zero mode in polyacetylene [28, 29] and the chiral
zero modes in few-layer graphene [30–34] are the representa-
tive examples of the localized modes that emerge at domain
walls in one and two dimensions, respectively. It has been un-
derstood that these modes emerge as a result of the difference
between the bulk topological numbers of the two insulators
[28–35]. In contrast to this mechanism, our study demon-
5strates the emergence of a topologically confined state at the
interface between two trivial insulators without bulk topologi-
cal numbers, because the Zak phase (or equivalently the Berry
phase in the present case) [40], which topologically character-
izes nodal-line semimetals, is no longer quantized in the pres-
ence of the PT -breaking mass term in Eq. (1). The mecha-
nism in our study is that the 2D subsystem, which can be de-
scribed by a 2D massive Dirac Hamiltonian, has a topological
charge given by Eq. (13).
In summary, we have shown the emergence of an in-gap
charged localized mode of topological origin in nodal-line
semimetals with a gap-opening mass term that forms a domain
wall, which realizes a stable, electrically tunable charged do-
main wall of bulk electric polarizations. Our study opens up a
new direction in possible applications of topological materials
in future nanoelectronics.
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Supplemental Material
LATTICE HAMILTONIAN
The lattice version of the Hamiltonian (1) on a cubic lattice (of the lattice constant a = 1) can be obtained by setting k2i →
2(1 − cos ki) and ki → sin ki. In a slab geometry where the system has a finite thickness (Nz layers) in the z direction, we use the
identities eikza + e−ikza = 2 cos kza and eikza − e−ikza = 2i sin kza. The Hamiltonian becomes Hzlattice =
∑
k‖
∑Nz−1
n=0 H
z
n(k‖), where
Hzn(k‖) =
[
c†
k‖,n
, c†
k‖,n+1
] [Fz(k‖)σx + V(n)σz m2σx − 12 ivzσy
m2σx + 12 ivzσy F
z(k‖)σx + V(n)σz
] [
ck‖,n
ck‖,n+1
]
, (S1)
with Fz(k‖) = k20 − 2m1(2 − cos kx − cos ky) − 2m2 and k‖ = (kx, ky). Similarly, in a slab geometry where the system has a
finite thickness (Nx layers) in the x direction, we use the identities eikxa + e−ikxa = 2 cos kxa and eikxa − e−ikxa = 2i sin kxa. The
Hamiltonian becomes Hxlattice =
∑
k⊥
∑Nx−1
n=0 H
x
n(k⊥), where
Hxn(k⊥) =
[
c†
k⊥,n
, c†
k⊥,n+1
] [F x(k⊥)σx + vz sin kzσy + V(n)σz m1σx
m1σx F x(k⊥)σx + vz sin kzσy + V(n)σz
] [
ck⊥,n
ck⊥,n+1
]
, (S2)
with F x(k⊥) = k20 − 2m1(2 − cos ky) − 2m2(1 − cos kz) and k⊥ = (ky, kz). The energy eigenvalues of the Hamiltonians (S1) and
(S2) with k‖ and k⊥ fixed are obtained respectively by numerically diagonalizing the block-diagonal 2Nz × 2Nz and 2Nx × 2Nx
matrices.
SEMI-ANALYTICAL SOLUTION FOR THE LOCALIZED MODES
First, we continue our calculation presented in the main text for the case of the parallel domain wall V(z) = V0sgn(z). The
four boundary conditions (6)-(8) can be combined into the following matrix form:
1 1 −1 −1
−λ+1 −λ+2 λ−1 λ−2
(λ+1 )
2 − 2V0m2 (λ+2 )2 − 2V0m2 −(λ−1 )2 −(λ−2 )2
−(λ+1 )3 − 2V0m2 λ+1 + 2V0m22 vz −(λ
+
2 )
3 − 2V0m2 λ+2 + 2V0m22 vz (λ
−
1 )
3 (λ−2 )
3


u+1
u+2
u−1
u−2
 = 0. (S3)
We can obtain the solution for the energy eigenvalue ε(kr) from the condition such that the determinant of the 4 × 4 matrix in
Eq. (S3) is zero, since ε(kr) is contained in λ±1,2.
7FIG. S1. The energy spectrum ε(ky) with kz = 0 of the localized mode at x = 0. The parameters are set to k0 = m1 = V0 = 1.
Next, we present a calculation for the case of the perpendicular domain wall V(x) = V0sgn(x). To introduce the spatial
dependence in the x direction, we need to set kx → −i∂x in Eq. (1). In this case it is not easy to proceed with the calculation
analytically for arbitrary ky and kz. Here, let us set kz = 0. Then, the Schroedinger equation H(x, ky, kz = 0)Ψ(z) = εΨ(x) with
Ψ(x) = [u(x), v(x)]T reads
V(x)u +
[
k20 − m1
(
−∂2x + k2y
)]
v = εu, (S4a)
−V(x)v +
[
k20 − m1
(
−∂2x + k2y
)]
u = εv. (S4b)
It can be easily checked that, when V(x) has a generic domain wall structure satisfying V(−x) = −V(x), Eq. (S4b) with v(x) =
u(−x) or v(x) = −u(−x) is identical to Eq. (S4a). Namely, the solution of the wave functions for the Schroedinger equation has
the two forms: Ψ(x) = [u(x), u(−x)]T or Φ(x) = [u(x),−u(−x)]T .
Since the wave function Ψ(x) of the mode localized at x = 0 should be constant in the region where x is far away from zero,
we can assume without loss of generality the solution of the form Ψ(x) ∝ e−λx. For concreteness let us consider the case of
Ψ(x) = [u(x), u(−x)]T [42]. Then, we have u(x) = u0e−λx and v(x) = u(−x) = u0eλx. Substituting these into Eqs. (S4a) and (S4b)
and the eliminating eλx, we obtain the solution for λ:
λ = ± 1√
m1
√
m1k2y − k20 ± i
√
V20 − ε2, (S5)
for the in-gap states with |ε| < V0. We see from Eq. (S5) that the real part of λ can be positive or negative. Then, the general
form of u(x) takes a different form depending on the region with x > 0 or x < 0 as follows:
u+(x) = u+1 e
−λ+1 x + u+2 e
−λ+2 x (for x > 0),
u−(x) = u−1 e
−λ−1 x + u−2 e
−λ−2 x (for x < 0), (S6)
where the real part of λ+1,2 (λ
−
1,2) is positive (negative). Since there are four unknown constants u
±
1,2, we need four boundary
conditions for u±(x). The first two boundary conditions are the matching of the wave function and its derivative at x = 0:
u+(0+) = u−(0−) and ∂xu+(0+) = ∂xu−(0−). (S7)
The third condition is obtained by taking the 0± limits in Eq. (S4a):
m1∂2xu
+(0+) = m1∂2xu
−(0−) + 2V0u+(0+). (S8)
The fourth condition is obtained by first differentiating Eq. (S4a) and then taking its 0± limits:
m1∂3xu
+(0+) = m1∂3xu
−(0−) − 2V0∂xu+(0+). (S9)
Eqs. (S7)-(S9) can be combined into the following matrix form:
1 1 −1 −1
−λ+1 −λ+2 λ−1 λ−2
(λ+1 )
2 − 2V0m1 (λ+2 )2 − 2V0m1 −(λ−1 )2 −(λ−2 )2
−(λ+1 )3 − 2V0m1 λ+1 −(λ+2 )3 − 2V0m1 λ+2 (λ−1 )3 (λ−2 )3


u+1
u+2
u−1
u−2
 = 0. (S10)
8We can obtain the solution for the energy eigenvalue ε(ky) from the condition such that the determinant of the 4 × 4 matrix in
Eq. (S10) is zero. The numerically obtained energy eigenvalue ε(ky) is shown in Fig. S1, which is indeed consistent with the
spectrum of the localized mode obtained in a slab system [see Fig. 3(b)].
