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Abstract
Datasets in engineering applications are often limited and contaminated,
mainly due to unavoidable measurement noise and signal distortion. Thus,
using conventional data-driven approaches to build a reliable discriminative
model, and further applying this identified surrogate to uncertainty anal-
ysis remains to be very challenging. In this paper, a deep learning (DL)
based probabilistic model is presented to provide predictions based on lim-
ited and noisy data. To address noise perturbation, the Bayesian learning
method that naturally facilitates an automatic updating mechanism is con-
sidered to quantify and propagate model uncertainties into predictive quan-
tities. Specifically, hierarchical Bayesian modeling (HBM) is first adopted to
describe model uncertainties, which allows the prior assumption to be less
subjective, while also makes the proposed surrogate more robust. Next, the
Bayesian inference is seamlessly integrated into the DL framework, which in
turn supports probabilistic programming by yielding a probability distribu-
tion of the quantities of interest rather than their point estimates. Variational
inference (VI) is implemented for the posterior distribution analysis where the
intractable marginalization of the likelihood function over parameter space is
framed in an optimization format, and stochastic gradient descent method is
applied to solve this optimization problem. Finally, Monte Carlo simulation
is used to obtain an unbiased estimator in the predictive phase of Bayesian
inference, where the proposed Bayesian deep learning (BDL) scheme is able
to offer confidence bounds for the output estimation by analyzing propa-
gated uncertainties. The effectiveness of Bayesian shrinkage is demonstrated
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in improving predictive performance using contaminated data, and various
examples are provided to illustrate concepts, methodologies, and algorithms
of this proposed BDL modeling technique.
Keywords: Probabilistic modeling, Bayesian inference, Deep learning,
Monte Carlo variational inference, Bayesian hierarchical modeling, Noisy
data
1. Introduction
Applications of data-driven approaches for learning the performance of
engineering systems using limited experimental data is hindered by at least
three factors. First, the original input-output patterns are often governed by
a series of highly nonlinear and implicit partial differential equations (PDEs),
and hence approximation of their functional relationships may be proportion-
ally computation demanding [1, 2]. Secondly, interpolation and extrapola-
tion techniques are usually needed to extract knowledge from acquired data
in consideration of only a limited number of sensors used in practice along
with the fact that sensor malfunction often occurs in real time. Nevertheless,
it is very difficult to establish an accurate discriminative model merely from
data, especially when a relatively small dataset is available [3, 4]. Thirdly, ex-
perimental data is inevitably contaminated by noise from different sources,
for example, signal perturbation induced noisy sensing during monitoring.
The performance of conventional discriminative algorithms may be notice-
ably impaired if proper noise reduction has not been performed [5, 6]. In
this context, we present a machine learning based predictive model that is
capable of providing high-quality predictions from limited and noisy data.
To date, most machine learning models are deterministic, which implies
that a certain input sample xi is strictly bounded to a point estimator yˆi
notwithstanding the existence of model uncertainties [7, 8]. Probabilistic
modeling, on the other hand, emerges as an attractive alternative on account
of its ability to quantify the uncertainty in model predictions, which can pre-
vent a poorly trained model from being overconfident in predictions, and
hence helps stakeholders make a more reliable decision [7, 9]. In literature,
Gaussian processes (GPs) and generalized polynomial chaos (gPC) are two
representative members from the probabilistic modeling family [9, 10, 11, 12].
From a mathematical standpoint, GPs put a joint Gaussian distribution
over input random variables by defining a mean function E[x] and a co-
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variance function Cov[xi,xj] [10]. Then, GPs compute hyperparameters of
the spatial covariance function and propagte the inherent randomness of x
in virtue of the Bayes’ theorem. Next, gPC is an effective way to propa-
gate uncertain quantities by means of utilizing a set of random coefficients
{β1, β2, . . . , βn} and orthogonal polynomials {φ1, φ2, . . . , φn}. Approxima-
tion approaches (e.g. Galerkin projection) are usually used to determine the
unknown coefficients β and polynomial basis φ (x) [12]. Even though GPs
and gPC are capable of computing empirical confidence intervals, the infer-
ence complexity may become overwhelming when the number of observations
increases (e.g. cubic scaling relationship O (N3) between the computational
complexity and data {xi,yi}Ni=1 is found in the GPs case [13]). Furthermore,
scaling a GPs model or identifying random coefficients β of a gPC model for
problems with high-dimensional data remains challenging [3, 9, 10].
On the contrary, deep learning (DL) has differentiated itself within the
realm of machine learning for its superior performance in handling large-scale
complex systems. With the strong support of high-performance computing
(HPC), DL has made significant accomplishments in a wide range of appli-
cations such as image recognition, data compression, computer vision, and
language processing [14, 15]. Nonetheless, the same level of application has
not been observed for its probabilistic version [16, 17, 18]. This paper at-
tempts to bridge the modeling gap between DL and Bayesian learning by
presenting a new paradigm Bayesian deep learning (BDL) model. With the
aim of developing a surrogate model that can be used to accelerate the un-
certainty analysis of engineering systems using noisy data, we focus on three
main aspects in probabilistic modeling (See Fig. 1).
First, Bayesian statistical inference encodes the subjective beliefs, whereas
prior distributions are imposed on model parameters to represent the initial
uncertainty. A conventional DL supported surrogate M′ (·), however, can
be captivating and confusing in equal measure at the same time. Owning a
deeply structured network architecture allows M′ (·) to approximate a wide
variety of functions, but also makes model parameters hard to interpret,
which in turn increases the difficulty of choosing a reasonable prior distribu-
tion forM′ (·) [19, 20]. In [19], Lee shows noninformative prior (e.g. Jeffreys
prior) that bears objective Bayes properties is liable to be misled by the
variability in data. And using the Fisher information matrix to compute a
Jeffreys prior for a large network architecture can be computationally pro-
hibitive [21]. On the informative prior side, zero-centered Gaussian is, not
surprisingly, extensively explored in early work on Bayesian neural networks
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Figure 1: The proposed BDL model M′ (·) aims at reducing the computational burden
imposed by the repeated evaluations of the original high-fidelity modelM (·) in uncertainty
analysis. Instead of a point estimate, the BDL model quantifies the model uncertainties
by presenting a distribution of values.
(BDL) on account of its flexibility in implementation as well as its natural
regularization mechanism [16, 17], where the quadratic penalty for BDL pa-
rameters alleviates the overfitting problem. Later in [18], Neal points out that
employing a heavy-tailed distribution (e.g. Cauchy distribution) to represent
prior knowledge can provide a more robust shrinkage estimator and diminish
the effects of outlying data. Nonetheless, Cauchy distribution is difficult to
implement because it does not have finite moments [20]. To develop a prior
model that is more amenable to reform and work with, we investigate the ef-
ficacy of applying hierarchical Bayesian modeling (HBM) to define the prior
distribution. And it is found that HBM can efficiently ameliorate the prior
assumptions induced model performance variance by diffusing the influences
that are cascaded down from the top level, hence allowing a relatively more
robust distribution model.
Secondly, the determination of the posterior distribution p (ω|D) requires
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integrating model parameters {ω1, ω2, . . . , ωn} out of the likelihood function.
Unfortunately, performing numerical integration in BDL’s parameter space is
always computationally intractable as a neural networks model is commonly
configured with hundreds/thousands of parameters [22, 23]. Approximation
methods that can be broadly classified into the sampling method and the
optimization method have been introduced to alleviate such computational
bottleneck [24]. For the the sampling method, Markov Chain Monte Carlo
(MCMC) has been explored in early work to calculate the posterior proba-
bilities [17, 20, 25]. The main idea of MCMC is to produce numerical sam-
ples from the posterior distribution by simulating a discrete but dependent
Markov chain {ωi}Mi=1 on the state space, where pi (ω) ≈ p (ω|D). The suffi-
cient condition that ensures the stationary distribution converges to the tar-
get posterior distribution requires the transition kernel T (·) to have detailed
balance properties p (ω|D)T (ω′ → ω) = p (ω′|D)T (ω → ω′). However,
the convergence of MCMC algorithms can be extremely slow in the pres-
ence of large datasets since the burn-in process to eliminate the initialization
bias is greatly extended [9, 23]. More recently, variational inference (VI)
method has been employed for inferring an intractable posterior distribution
where the probabilistic inference problem is cast in a deterministic opti-
mization form [26, 27, 28]. A proxy probability distribution q (ω), which
is formally explicit and computationally efficient, is introduced to approx-
imate the true posterior distribution p (ω|D). Compared to the sampling
method, VI has the advantage of approximating non-conjugate distributions
by virtue of optimizing an explicit objective function [23, 24], and VI solves
the intractable integrals in a more efficient manner on account of off-the-peg
optimization algorithms can be seamlessly adapted to the minimization prob-
lem [26, 28, 29]. Unfortunately, the differentiation of the objective function
regarding the proxy posterior involves the determination of the expectations
with respect to the variational parameters where Monte Carlo gradient es-
timator may give a high variance [30, 31]. To address this issue, we repa-
rameterize our objective function by introducing a set of auxiliary variables.
It should be noted that such reparameterization would not only yield an
unbiased estimator of the objective function but also provides an efficient
approximation of variational parameters via permitting the use of stochastic
gradient descent (SGD) in optimization.
Lastly, Monte Carlo (MC) method is used in the predictive phase of
Bayesian inference. MC method draws numerical samples from the proxy
probability distribution q (ω), builds a predictive probability distribution of
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new data, and assigns a confidence level to the model prediction for repre-
senting model uncertainty. The following outline of this paper is intended
as: Section 2 gives a brief introduction of surrogate modeling using deep
neural networks. Section 3 describes the proposed BDL model in detail. In
Section 4, various examples are provided to demonstrate the effectiveness of
BDL in dealing with noisy data. Finally, Section 5 draws major conclusions.
2. Deterministic modeling: a deep learning framework
2.1. Neural networks based surrogate model
In the context of supervised learning [9, 15], let x = [x1, x2, . . . , xm] ∈ Rm
denote an input vector, and the corresponding output vector y = [y1, y2, . . . , yn] ∈
Rn is estimated by a computationally intensive model M (·) (e.g. a large
finite element model). We are interested in using neural networks to approx-
imate functional relationships F (·) between x and y.
y = F (x) ≈−→ yˆ = Fˆ (x) (1)
where Fˆ (·) is the mathematical expression of neural networks based sur-
rogate M′ (·), and theoretically it can be proportionately broken down as:
Fˆ (x) = fˆK ◦ fˆK−1 ◦ . . . fˆ 1 (x) (2)
with K denoting the layer number, and ◦ symbolizing the functional
composition operation which is defined as [32]:
fˆ i ◦ fˆ j .= fˆ i
(
fˆ j (·)
)
(3)
Each function in the sequence fˆ i (·) , i = 1, 2, . . . , K contains two steps,
where the first step is identical to a linear regression:
zi = fˆ i1
(
xi
)
= ωixi + bi (4)
In Eq. (4), xi is the input vector of the ith layer, ωi is the weight matrix,
and bi is the ith bias term. For the sake of brevity, bi can be integrated into
ωi by introducing an additional input variable xi0 = 1. For the rest of the
paper, let ω be a tensor containing all model parameters [32, 33]. Next, fˆ i (·)
6
applies an element-wise nonlinear transformation to the intermediate output
zi in the second step:
yˆi = fˆ i2
(
xi
)
= σ
(
zi
)
(5)
where σ (·) is often referred to as the activation function [14, 15]. Selection
of σ (·) directly depends on the characteristics ofM (·). Moreover, a network
architecture is deemed to be deep when K > 3 [14]. Thus, a deep learning
framework can be effectively built by increasing the composition size K.
2.2. Probabilistic interpretation of L2 loss function
Consider a parameterised deep neural network model yˆ = Fˆω (x) de-
scribed in Section 2.1 and a training dataset D = {xi,yi}Ni=1, the next step
is to find an optimal ω? such that the surrogate Fˆω (x) best describes the
data D. In this regard, a loss function L (·) that measures the error between
the predicted value yˆ and the expected result y is defined. Then, Fˆω (x)
is trained to approximate F (x) by minimizing the empirical loss through
tuning model parameters ω:
ω? = arg min
n∑
i=1
L
(
yi, Fˆ (xi)
)
(6)
From a probabilistic modeling perspective, the interest of loss function
L (·) is in the probability distribution of y as a funciton of x:
L
(
yi, Fˆ (xi)
)
= p (D|ω) = p (y|x,ω) (7)
where the model parameters can be learned by the method of maximum
likelihood estimate (MLE) [9, 22], which searches an estimator for ω that
maximizes the likelihood term ωMLE = arg max p (D|ω). Let noise term 
be independent and identically distributed (i.i.d.), the probability density
associated with paired observations under Gaussian assumption can be ex-
pressed as:
L
(
yi, Fˆ (xi)
)
= p (D|ω, τ) =
n∏
i=1
N
(
yi | Fˆ (xi) , τ−1
)
=
(
1
(2piσ2)
n
) 1
2
n∏
i=1
exp
(
− 1
2σ2
(
yi − Fˆ (xi)
)2) (8)
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Usually, the numerical implementation of the MLE method performs the
minimization problem of Eq. (6) in a logarithmic scale:
ω? = arg min
n∑
i=1
(
− 1
2σ2
(
yi − Fˆ (xi)
)2)
− n
2
log
(
2piσ2
)
(9)
where the precision term τ is determined by minimizing the negative log
likelihood:
τMLE =
(
1
nNω
n∑
i=1
(
yi − Fˆ (xi)
)2)−1
(10)
Furthermore, Eq. (8) can be further simplified under homoscedastic con-
ditions:
ω? = arg min
n∑
i=1
(
yi − Fˆ (xi)
)2
(11)
Hence, the probability density based loss function coincides with the well-
known mean squared error (MSE).
2.3. Stochastic optimization for updating model parameters
Gradient based optimization is one of the most popular algorithms to
optimize neural networks:
ωt+1 ← ωt + η∇L (ω) (12)
where η is generally known as the leraning rate that follows the Robbins-
Monro conditions. The objective function stated in Eq. (11) indicates O (N)
operations are required to compute L (·) and ∇L (·) respectively, which may
be computationally demanding for a large dataset. Therefore, stochastic
gradient descent (SGD) is considered [14, 15, 32], where a random vector
g (x) is defined to calculate the gradients [34]. With a restricted mag-
nitude of stochastic gradients E||g (x) ||2 6 N2 and a bounded variance
E||g (x) − ∇L (x) ||2 6 σ2 [34], SGD can efficiently update model param-
eters by constructing a noisy natural gradient:
∇L (·) = E[g (x)] (13)
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In particular, adaptive moment estimation (ADAM) [35] that computes
adaptive learning rates for ω is adopted, and the corresponding g (x) takes
the expression of:
g (x) =
Mˆt√
Vˆt + 
=
Mt
1− βt1
/
(√
Vt
1− βt2
+ 
)
(14)
where Mt and Vt are estimates of the mean and variance of the gradients
respectively. In ADAM, they are updated as follows [35]:
Mt = β1Mt−1 + (1− β1)Lt (·)
Vt = β2Vt−1 + (1− β2)Lt (·)2
(15)
It should be noted that the expresssion of Eq. (14) is an unbiased esti-
mation of the exact gradient, and its calculation only depends on one data
point.
3. Probabilistic modeling: a Bayesian approach
In this section, the aforementioned deterministic DL surrogate is en-
hanced to account for model uncertainties by the integration of Bayesian
inference. Overall, Bayesian learning includes three steps: (1) establish prior
beliefs about uncertain parameters; (2) compute the posterior distribution
via Bayes’ rule; and (3) use the predictive distribution to determine a yet
unobserved data point.
3.1. Prior representation: Bayesian hierarchical modelling
To begin with, let UE and UA represent the epistemic uncertainty and
aleatory uncertainty respectively [8]. Prior information of UE and UA is
initially encapsulated in a probability distribution function form. For the
epistemic uncertainty, prior distributions are imposed on model parameters
ω [16, 17, 18]:
ω ∼ p (ω) (16)
Practical applications imply that the prior distribution p (ω) should not
be too restrictive on account of the limited prior information about ω [20].
For this reason, hierarchical Bayesian modeling (HBM) method, which intro-
duces a vector of hyperparameters η = [η1, η2, . . . , ηn] to the prior distribu-
tion, is employed to reduce subjective information induced undue influence
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on p (ω) [9]. Consequently, the marginal prior can be obtained by integrating
out η through the sum rule:
p (ω) =
∫
p (ω,η) dη (17)
where the joint probability distribution can be further expressed as a
product of a set of conditional distributions via applying the product rule:
p (ω,η) = p (ω|η) p (η) (18)
For probabilistic modeling, model parameters in each layer of a BDL
model are often assumed to follow a factorized multivariate Gaussian distri-
bution:
p (ω) =
K∏
i=1
p
(
ωi |µωi , τωi
)
=
K∏
i=1
N (µωi , τ−1ωi I) (19)
At the first hierarchy stage, let µω = 0 and τω be a Gamma random
variable for instance. Hence, HBM breaks the prior distribution down to:
p (ω | τω, ατ , βτ ) = p (ω | τω) p (τω|ατ , βτ ) where ατ > 0, βτ > 0 (20)
with ατ and βτ denoting the shape parameter and rate parameter of the
Gamma distribution respectively. Using Eq. (17) and Eq. (18), the prior
distribution can be reformulated as:
p (ω |ατ , βτ ) =
∫ ∞
0
p (ω | τω, ατ , βτ ) dτω = St
(
0,
ατ
βτ
, 2ατ
)
(21)
In Eq. (21), St (·) characterizes the student’s t-distribution which is ca-
pable of providing heavier tails than Gaussian distribution.
Remark (1). HBM grants a more impartial prior distribution by allowing the
data to speak for itself [9], and it admits a more general modeling framework
where the hierarchical prior becomes direct prior when the hyperparameters
are modeled by a Dirac delta function (e.g. using δ (x− τω) to describe the
precision term in Eq. (19)). In addition, HBM offers the flexibility to work
with a wide range of probability distributions, and even directly provides
an analytical solution for some of the most popular choices such as Laplace,
Gaussian, and student’s t-distribution [20].
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On the other hand, homoscedastic noise  that is independent of the
input data Var[| (xi,yi)] = σ2 ∀ (xi,yi) ∈ D is added to the output in
consideration of the aleatory uncertainty UA which cannot be explained away
by accepting more samples {x,y}. Besides, additive noise term  guarantees
a tractable likelihood for the probabilistic model M′ (·) where  is most
commonly modeled as a Gaussian process:
p
(
 |µ,σ2
)
= N (µ,σ2) (22)
Let µ = 0 and σ be a constant, the output vector hereby follows:
y ∼ N
(
y |Ep(ω |D)[Fˆ (x)], τI
)
(23)
A graphical model representation for the aforestated hierarchical prior as
well as an illustration of the BDL model is given in Fig. 2.
x
ω
µω
Σω
ατ
βτ
fˆ (·) :∑
and σ (·) y¯

µ
Σ
yˆ
Figure 2: The architecture of Bayesian deep learning with hierarchical prior.
3.2. Posterior approximation: variational inference
After defining a hierarchical prior distribution for the proposed probabilis-
tic model M′ (·), the next step is to infer the posterior distribution, which
reflects the updated parameter information. In the Bayesian formalism, the
joint posterior distribution p (ω,η |D) is calculated by:
p (ω,η |D) = p (D |ω,η) p (ω |η) p (η)
p (D) (24)
The marginal posterior distribution p (ω |D) can be further determined
by integrating out the joint posterior distribution, and the denominator of
Eq. (24) is often referred to as the model evidence that takes the form of:
p (D) =
∫
ω
p (D |ω) p (ω) dω (25)
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In most cases, estimation of Eq. (25) it is computationally intractable
as numerical integration requires a considerable number of samples if the
parameter space W is very high [18]. To overcome this integration problem,
variational inference (VI) is adopted so that Bayesian inference can proceed
efficiently [26, 28].
Remark (2). Different from the method of maximum a posteriori (MAP)
which captures the mode of a posterior distribution [18], the objective for the
posterior approximation at this place is to find a computationally efficient
replacement of the true posterior distribution, so that numerical samples can
be easily accessible in the predictive analysis.
3.2.1. Objective function: evidence lower bound
In VI, a family of proxy distributions parameterized by ξ is posited to
approximate the true posterior distribution:
p (ω |D) ≈ qξ (ω) ∈ Ξ (26)
VI attempts to make qξ (ω) looks as close as possible to p (ω|D) via refin-
ing ξ, and one typical interpretation of the closeness between two probability
distributions is the Kullback-Leibler (KL) divergence [27, 28]. Therefore, VI
casts the approximation problem in an optimization form, where the objec-
tive function can be expressed as:
p (ω |D) ' qξ? (ω) = arg minKL (qξ (ω) |p (ω|D))
= arg min
∫
qξ (ω) log
qξ (ω)
p (ω|D)dω
(27)
Instead of minimizing the KL divergence, we can equivalently maximize
the evidence lower bound (ELBO) L (ω) [28]:
qξ? (ω) = L (ω) = arg max = arg maxEqξ(ω) [log p (ω,D)− log qξ (ω)]
= arg maxEqξ(ω) [log p (D |ω)]−KL (qξ (ω) | p (ω))
(28)
The first conditional log-likelihood term in Eq. (28) is usually referred as
to the data term [28, 29]. It compels the posterior distribution to explain
data D by maximizing the expected log-likelihood. Mini-batch optimization
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method is implemented to efficiently offer an unbiased stochastic estimator
of the log-likelihood:
log p (D|ω) =
N∑
i=1
log p (yi|xi,ω) ≈
N
M
M∑
i=1
log p (yi|xi,ω) (29)
where M is a subset of N . Noticeably, besides accelerating the com-
putational process, mini-batch optimization owns a higher model updating
frequency that allows for a more robust convergence, and hence increases the
chance of avoiding local minimum [34, 35]. Meanwhile, mean field variational
inference (MFVI) method [26, 28, 29] is adopted to control the computational
complexity of the second term in Eq. (28):
qξ (ω) =
K∏
i=1
qξi (ωi) (30)
The variational distribution is represented by a layer-wise factorized dis-
tribution where each factor is determined by its own variational parameter:
qξi (ωi) =
exp
(∫
log p (D,ω)∏j 6=i qξj (ωj) dωj)∫
exp
(∫
log p (D,ω)∏j 6=i qξj (ωj) dωj) dωi (31)
Substituting Eq. (29) and Eq. (30) back to Eq. (28), the objective function
of ELBO can be rewritten into:
L (ω, ξ) =
∫
N
M
M∑
i=1
log p (yi|xi,ω)
K∏
j=1
qξj (ωj) dω
−
K∑
j=1
∫
qξj (ωj) log qξj (ωj) dωj
(32)
where the iteration of variational distribution for model parameters ter-
minates when the convergence criteria is satisfied.
3.2.2. Gradients computation: stochastic gradient variational Bayes
Among the many techniques developed for solving optimization problems,
gradient-based optimization method reliably tackles the EBLO maximization
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problem stated in Eq. (28) in an efficient manner [31]. For the sake of brevity,
let:
A (ω, ξ) = log p (ω,D)− log qξ (ω) (33)
Using the log-derivative trick [28], the objective function L (ω, ξ) can be
differentiated with respect to variational parameters ξ:
∇ξL (ω, ξ) = ∂
∂ξ
∫
qξ (ω)A (ω, ξ) dω
=
∫
qξ (ω)
∂ log qξ (ω)
∂ξ
A (ω, ξ) + qξ (ω) ∂A (ω, ξ)
∂ξ
dω
(34)
To quickly estimate numerical integrations, we can write Eq. (34) in its
expectatio form and use Monte Carlo method to compute the stochastic
gradients:
∇ξL (ω, ξ) = Eqξ(ω)[
∂ log qξ (ω)
∂ξ
A (ω, ξ) + ∂A (ω, ξ)
∂ξ
] (35)
However, it is observed that crude MC estimator for ∇ξL (ω, ξ) usually
induces large variance [30, 31]. For this reason, stochastic gradient variational
Bayes (SGVB) method is embraced to reduce the estimations’ variance [30].
Simply put, SGVB introduces an auxiliary variable  to the proxy distribu-
tion:
qξ (ω) =
∫
qξ (ω, ) d =
∫
qξ (ω|) p () d (36)
where conditional probability density function qξ (ω|) is formally defined
as a Dirac delta function:
qξ (ω|) = δ (ω − g (ξ, )) (37)
and g (ξ, ) is a differentiable transformation function that connects ω
and :
ω = g (ξ, ) (38)
For instance, a simple choice for p () is isotropic Gaussian distribution

i.i.d.∼ p () = N (0, I), and the reparameterization can be achieved though
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ω = µω+σω. Therefore, substituting Eq. (36) and Eq. (37) into Eq. (35),
the pathwise estimator can be expressed as [30]:
∇ξL (ω, ξ) = Ep()[∂ log p ()A (g (ξ, ) , ξ)
∂ξ
+
∂A (g (ξ, ) , ξ)
∂ξ
] (39)
Combining Eq. (33) and Eq. (39), the final Monte Carlo estimator for the
gradients can be written as:
∇ξL (ω, ξ) = Ep()[ ∂
∂ω
[log p (ω,D)− log qξ (ω)]∂g (ξ, )
∂ξ
] (40)
Now, the variance of stochastic gradients can be effectively reduced by
magnitude of orders using this reparameterized estimator [30], and the VI-
based optimization problem can be efficiently solved by the stochastic gradi-
ent descent algorithm mentioned in the previous section.
3.3. Predictive evaluation: Monte Carlo sampling
The last but the most important step of Bayesian computation concerns
making predictions for new data samples (x∗,y∗), where the predictive dis-
tribution can be expressed as:
p (y∗|x∗,D) =
∫
p (y∗|x∗,ω) p (ω|D) dω (41)
The optimized proxy posterior qξ (ω), which is obtained by solving the
ELBO optimization problem, will take the place of the true posterior distri-
bution p (ω|D):
p (y∗|x∗,D) '
∫
p (y∗|x∗,ω) qξ (ω) dω (42)
In the same vein, the predictive integral is numerically achieved by draw-
ing random samples from the proxy distribution. An unbiased estimator is
given:
p (y∗|x∗,D) ≈ 1
k
k∑
i=1
p (y∗|x∗,ωi) where ωi ∼ qξ (ω) (43)
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For the purpose of uncertainty representation, it is of great importance
to compute statistical moments of y∗, such as mean:
yˆ∗mean =
1
k
k∑
i=1
Fˆ (x∗ |ωi) (44)
and variance:
yˆ∗var =
1
k
k∑
i=1
(
τ iI +
(
Fˆ (x∗ |ωi) FˆT (x∗ |ωi)))
−
(
1
k
k∑
i=1
Fˆ (x∗ |ωi))(1
k
k∑
i=1
Fˆ (x∗ |ωi))T (45)
Because yˆ∗mean and yˆ
∗
var are essential elements for constructing the acqui-
sition function which balances the exploration and exploitation in the context
of Bayesian optimization [10, 13].
4. Numerical examples and results
4.1. Example 1: nonlinear regression
The first example considers a nonlinear function, which is commonly used
as a testing problem to assess the accuracy of a regression model [13, 14, 36].
Mathematically, it is written as:
y = x sin (x) (46)
To identify common features and differences between proposed model
and current approaches, the regression problem is numerically solved us-
ing four different surrogate modeling methods: polynomial regression (PR);
support vector machine (SVM); neural networks (NN); and Bayesian deep
learning (BDL). First, a polynomial fˆ (x) = β0 + β1x + · · · + βnxn of de-
gree n = 11 is defined to fit the symmetric function [32]. The method of
least squares is applied to find the best linear unbiased estimator (BLUE)
of the regression coefficient vector β by minimizing the sum of squared er-
rors. Secondly, an SVM regression model with a Gaussian kernel function
G (xi, xj) = exp (−γ||xi − xj||2) is implemented to build a mapping between
x and y [9, 10]. The default value for the kernel coefficient γ is 1, and se-
quential minimal optimization (SMO) algorithm is utilized to update the
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coefficients where Karush-Kuhn-Tucker (KKT) violation  = 0.0001 is speci-
fied as the convergence criterion [37]. Thirdly, a feedforward neural network
with one hidden layer that has 20 neurons is built to learn the nonlinear
transformation [14, 32]. Hyperbolic tangent function is adopted as the ac-
tivation function for the hidden layer since its derivatives are steeper than
sigmoid function. For the output layer, a straight line function that outputs
the weighted sum from hidden neurons is used. Stochastic gradient descent
is performed for parameter optimization [34], where the learning rate is fixed
as a constant η = 0.0001 and the default epoch setting is 100000. Lastly,
a Bayesian surrogate that has the same network configuration is examined.
To account for the model uncertainty, a normal prior N (0, 0.1) is directly
imposed on the model parameters.
(a.1) clean data (b.1) noisy data: σ = 0.3 (c.1) noisy data: σ = 0.7
(a.2) clean data (b.2) noisy data: σ = 0.3 (c.2) noisy data: σ = 0.7
Figure 3: Comparisons of regression results using various surrogate models. The training
dataset is contaminated by a Gaussian noise with different standard deviations.
To train these models, we use the pseudorandom number generator to
simulate a training dataset consisting of 30 samples that are uniformly dis-
tributed in the interval (−10, 10). A Gaussian noise determined by i ∼
N (0, σ) is added to each sample to make the problem more realistic [8].
Fig. 3 visualizes the fitted regression model via different approaches. It
should be noted that the mean value of the predictive distribution is se-
lected as the model estimation in the case of BDL. Obviously, BDL improves
the generalization performance and mitigates the overfitting issue, which is
encountered in NN modeling. Meanwhile, BDL is capable of characterizing
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the model uncertainty associated with the prediction in addition to achiev-
ing an equivalently accurate regression result compared to other methods.
Table 1 and Table 2 summarize the coefficient of determination (R2) and
the root mean squared error (RMSE) for different surrogates. According to
the results, BDL is more resistant to noisy data since increasing the random
noise level deteriorates the effectiveness and quality of other three surrogates
in a much more clear way.
Method clean data σ = 0.1 σ = 0.3 σ = 0.5 σ = 0.7 σ = 0.9
PR 0.9950 0.9937 0.9884 0.9807 0.9680 0.9533
SVM 0.9783 0.9784 0.9758 0.9604 0.9486 0.9388
NN 0.9890 0.9854 0.9828 0.9770 0.9526 0.9497
BDL 0.9883 0.9893 0.9928 0.9757 0.9672 0.9516
Table 1: Comparison of the coefficient of determination (R2) of the different surrogate
models where the training dataset is contaminated by different noise levels.
Method clean data σ = 0.1 σ = 0.3 σ = 0.5 σ = 0.7 σ = 0.9
PR 0.2483 0.2629 0.3917 0.4863 0.6227 0.7643
SVM 0.5397 0.5424 0.5642 0.6997 0.7934 0.9198
NN 0.3817 0.4068 0.4783 0.5276 0.7350 0.8077
BDL 0.3270 0.3098 0.2964 0.5425 0.6091 0.7933
Table 2: Comparison of the root mean squared error (RMSE) of the different surrogate
models where the training dataset is contaminated by different noise levels.
4.2. Example 2: binary classification
To evaluate the classification performance of our proposed surrogate model,
the second example applies the BDL to a synthetic dataset that holds a two-
dimensional swirl pattern. As shown in Fig. 4, the synthetic dataset exhibits
two intuitively separable manifolds, where each manifold resembles a crescent
moon [9].
A BDL surrogate that is arranged in a 2 × 5 × 5 × 2 form is developed
as the neural network classifier. Specifically, two hidden layers are config-
ured with the hyperbolic tangent activation function and softmax function
σ (xi) =
exi∑J
j=1 e
xj
is implemented to represent the categorical distribution for
the outputs by computing a probability row vector where the sum of the row
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(a) Twomoons manifold (b) Training dataset contaminated by  ∼ N (0, 0.1) (c) Training dataset contaminated by  ∼ N (0, 0.3)
Figure 4: Classification problem: a highly nonlinear dataset.
is 1 [14, 15]. To understand the effects of different priors on the classification
performance, we have considered three direct priors: Laplace L (0, 1), Gaus-
sianN (0, 1), and Cauchy C (1, 1). We further come up with three more hyper
priors by fixing the location parameter α of the aforementioned probability
distributions along with treating their scale parameter β as a random vari-
able, which can be described using an Inverse-Gamma distribution IG (1, 1).
The basic probability distribution functions are given as:
L (x | α, β) = 1
2β
exp
{
−|x− α|
β
}
C (x | α, β) = 1
piβ[1 + (x−α
β
)2]
IG (x | α, β) = β
α
Γ(α)
x−α−1 exp
(−β
x
) (47)
Additionally, we conduct two trials to study the effects of noise on our
neural network classifier. In the first trial, a BDL model is developed using
900 samples, where each sample is contaminated by a Gaussian noise gener-
ated from i ∼ N (0, 0.1). In the second trial, 1200 samples are utilized to
build M′ (·) as the external noise is amplified to i ∼ N (0, 0.3). Following
the 70/30 rule [14, 15, 32], the whole dataset D is divided into the training set
Dt and the validation set Dv, respectively. A first-order gradient-based opti-
mization method, ADAM [35], is adopted to update model parameters, where
the learning rate η = 0.001, the exponential decay rates for the first/second
moment estimates β1 and β2 are 0.9 and 0.999, respectively. It should be
addressed that the reparametrization trick mentioned in Section 3.2 is au-
tomatically embedded by means of taking the derivatives of the objective
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function with respect to the variational parameters [30]. Here, the proxy
distribution takes a Gaussian form, which indicates the variational posterior
distribution is parameterized with two parameters, mean and standard devi-
ation. To accelerate the training process, Mini-batch optimization method is
used [14, 28], and the batch size is set to 30. The stop criteria epoch number
is 50000.
Fig. 5 provides a graphic illustration of the classification results. Accord-
ing to these results, BDL model becomes less confident about its predictions
when validation samples are more near the true separation trajectory. It is
because even small noise can distort the original manifold in a severe way
[6]. However, the proposed hyper priors are able to provide better predictions
especially in the second trial where the addictive noise is stronger. This is
credited to the nature mechanism of Bayesian hierarchical modeling, which
relaxes the prior constraints by encoding prior belief using a series of hy-
perparameter values instead of fixed constants [9]. Lastly, Fig. 6 reveals the
variational posterior distribution of weights and bias in the first hidden layer.
For the previous proposed priors, zero centered Laplace prior is equivalent to
the L1 regularization and Gaussian prior is identical to the L2 regularization
[20, 25]. In Fig. 6, results of L (0, 1) is approximately sparse signal and p (ω)
of N (0, 1) is not centering around zero, which aligns with the properties of
L1 and L2 regularization respectively [32].
Posterior probability predictions
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(a.1) Laplacian prior
(a.2) Gaussian prior
(a.3) Cauchy prior
(b.1) Laplacian prior and
Inverse-gamma hyperprior
(b.2) Gaussian prior and
Inverse-gamma hyperprior
(b.3) Cauchy prior and
Inverse-gamma hyperprior
(a.1) Laplacian prior
(a.2) Gaussian prior
(a.3) Cauchy prior
(b.1) Laplacian prior and
Inverse-gamma hyperprior
(b.2) Gaussian prior and
Inverse-gamma hyperprior
(b.3) Cauchy prior and
Inverse-gamma hyperprior
(a.1) Laplacian prior
(a.2) Gaussian prior
(a.3) Cauchy prior
(b.1) Laplacian prior and
Inverse-gamma hyperprior
(b.2) Gaussian prior and
Inverse-gamma hyperprior
(b.3) Cauchy prior and
Inverse-gamma hyperprior
(a.1) Laplacian prior
(a.2) Gaussian prior
(a.3) Cauchy prior
(b.1) Laplacian prior and
Inverse-gamma hyperprior
(b.2) Gaussian prior and
Inverse-gamma hyperprior
(b.3) Cauchy prior and
Inverse-gamma hyperprior
Case A: ✏i ∼ N (0, 0.1)
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Case B: ✏i ∼ N (0, 0.3)
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Figure 5: Classification results: the predicted results are represented by the mean pre-
dictive probability of the lower crescent on the input domain of (−3, 3)× (−3, 3) and the
model uncertainty is quantified in terms of the variance associated with each prediction
using Eq. (45).
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a.1 Laplace prior: posterior distribution over ω1 b.1 Gaussian prior: posterior distribution over ω1
a.2 Laplace prior: posterior distribution over b1 b.2 Gaussian prior: posterior distribution over b1
Figure 6: Comparison of optimized variational posterior distributions of model parameters
using different regularization techniques. ω1 and b1 denote the weight and bias tensor
associated with the first layer, respectively.
4.3. Example 3: structural analysis of a geometrically nonlinear membrane
This example addresses the computational cost issue of using finite ele-
ment (FE) model in the structural analysis with uncertain inputs [38]. The
target structure is a geometrically nonlinear membrane that is clamped at
four edges [39, 40]. Fig. 7. (a.1) gives a sketch of the objective domain
Ω = [0, l]×[0, b] ⊂ R2, where uniformly distributed pressure loads are applied
on the upper surface. We are interested in using the BDL based surrogate
M′ (·) to approximate the nonlinear mechanism between uncertain structure
parameters x and random responses y.
4.3.1. Membrane example: nonlinear analysis and surrogate modeling
Uncertainty analysis. Vector x covers geometric uncertainties, where
x1 = l, x2 = b, and x3 = t are the length, breadth, and thickness of target
membrane, as well as material uncertainties, with x4 = E and x5 = υ de-
noting the elastic modulus and Poisson’s ratio, respectively. Table 3 gives a
systematic summary of statistical properties of x. The quantities of interest
y are z-direction displacements w at locations of p1− (1, 0.5), p2− (0.6, 0.2),
and p3 − (1.6, 0.8). The load-displacement relationship is no longer a deter-
ministic curve due to the input randomness (See Fig. 7. (a.2)).
Nonlinear FE model. Because of the geometric nonlinearity, the in-
plain strain is partitioned into two parts  = l +non, where l describes the
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(a.1) Geometric illustration
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(a.2) Nonlinear behavior illustration
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(b.1) 64 training samples
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(b.2) 128 training samples
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(b.3) 256 training samples
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(b.4) 512 training samples
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(c.1) Evolution of direct prior
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(c.2) Evolution of hyper prior
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Figure 7: Membrane example: problem statement and optimization results.
linear strain and non represents the nonlinear strain term:
non =
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The solution d = [u, v, w] of these nonlinear equilibrium equations are
obtained by the Newton-Raphson (NR) method [39]. The iterative process
terminates when the unbalanced force residual is smaller than the tolerance
 = 0.0001 or the NR algorithm reaches the default maximum iteration
n = 100. The force and displacement vector is initialized to zero and the
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Basic variables First parameter Second parameter Distribution type
l µ = 2 σ = 0.05 Normal
b µ = 1 σ = 0.05 Normal
t min = 0.001 max = 0.002 Uniform
E µ = 210 σ = 10 Normal
υ µ = log(0.3) σ = 0.01 Lognormal
Table 3: Statistics of the uncertain input parameters for the flat membrane.
increment loads ∆p = p/n where p = 100 and n = 400. It should be noted
that the thickness of the membrane is comparatively small in relation to
other two dimensions. It is therefore the FE modelM (·) can be built by 200
(20 in x axis× 10 in y axis) four node (Q4) quadrilateral elements and large
deformation theory is adopted [39].
Surrogate model. We use the proposed BDL approach to provide a
R5 → R3 transformation. The network architecture has three hidden layers
30 × 15 × 10 besides the input and output layer [33] and probability dis-
tributions that account for model uncertainties are specified in a layer by
layer fashion. To investigate the efficacy of different prior, a direct zero-
mean Gaussian N (0, 1) and a hierarchical prior N (0, IG (1, 1)) have been
tested. Furthermore, training datasets of size 64, 128, 256, and 512 have been
considered for the purpose of identifying the influence from the amount of
data on the accuracy of model predictions. For the posterior approximation,
ADAM is adopted [35], where the initial learning rate η is 0.005. Notably,
η decays every 100 epochs by multiplying a constant rate of 0.75 and the
epoch number is 1000. The batch size for the subsampling procedure of all
trials is set to 16. In the variational inference stage, 200 numerical samples
are employed to estimate the lower bound.
4.3.2. Results
In Fig. 7, the optimization results imply the predictive distribution com-
puted by Eq. (43) shrinks rapidly as the number of training sample increases.
128 samples can give a narrow-band distribution of w (p1), indicating the
trained BDL model becomes sufficiently reliable as most model uncertain-
ties have been explained away by data. Moreover, we compared the evo-
lution process of the predictive distribution p (wp1) via different priors. In
both trials, 128 training samples are used, and the same validation sample
is randomly chosen where x = [2.0117, 1.0157, 0.0019, 213.1180, 0.3018] and
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y = [−2.3428,−1.1501,−1.0536]. It is found that the predictive distribution
via hyper prior takes more epochs to shrink (See Fig. 7. (c.1) and (c.2)). The
intuitive explanation is N (0, IG (1, 1)) has a larger initial parameter space
than N (0, 1). Despite the difference, both BDL surrogates provide a reliable
input-output mapping, and the coefficient of determination is summarized
in Table 4. To check the generalizability of proposed surrogates, M′ (·) is
further applied to uncertainty analysis. First, 1000 samples were used to
train the network. Next, another 1 × 105 samples are exploited to develop
the distribution of displacements at p1, p2, and p3. Fig. 8 presents the UQ
results, where BDL based surrogates accurately propagate uncertainties to
the response distributions.
Prior type {xi,yi}64i=1 {xi,yi}128i=1 {xi,yi}256i=1 {xi,yi}512i=1
Direct prior 0.9720 0.9982 0.9990 0.9993
Hyper prior 0.9935 0.9989 0.9983 0.9994
Table 4: Comparison of the coefficient of determination.
(a) distributions ofw (p1) (b) distributions ofw (p2) (c) distributions ofw (p3)
Figure 8: Distribution estimate for w (p1), w (p2), and w (p3). The dashed black line is the
ground truth, which is computed via the high-fidelity FE model using 5×105 samples. The
color lines denote the surrogate predictions that are kernel smoothing function estimates
using the predictive mean.
4.4. Example 4: prediction of wind pressure
Obtaining detailed data of wind-induced pressure coefficients on build-
ing surfaces is of great practical importance in the design of high-rise build-
ings. However, wind tunnel test results are limited and may be contaminated
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through different sources. In this example, the proposed BDL model is ap-
plied to predict the mean and root-mean-square (RMS) pressure coefficients
using limited experiment data.
4.4.1. Wind pressure database and predictive model
Wind tunnel data. The aerodynamic database considered for this
example is developed by the Tokyo Polytechnic University (TPU) [41]. For
the wind tunnel experiment, a 1 : 400 scale rigid model was built to represent
the target tall building of dimension 200m × 40m × 40m and a power law
exponent of 1/4 was used for the description of the mean wind speed. A
total of 500 pressure taps were used to collect data at a sampling frequency
of 1000Hz for a sample period of 32.768 s. Hourly average wind speed was
11.1438m/s and wind attacking angle was 0◦, indicating wind direction is
perpendicular to the front face of the experiment model. The wind pressure of
our interest is characterized by a dimensionless number Cp (x) =
px−p∞
ρU20 /2
that
is known as the pressure coefficient. p∞ is the static pressure at freestream,
ρ is the air density and U0 is the mean wind speed at the reference height.
The predictive quantities are:
Cp
mean (x) = E[Cp (x)]
Cp
rms (x) =
√
1
N
|Cp (x)−Cpmean (x) |2
(49)
To demonstrate the efficacy of the BDL surrogate in dealing with small
datasets, Biharmonic spline interpolation is performed based on the measured
pressure data Nold = 500. Specifically, the are 250 width interpolation points
and 750 height interpolation points in each building face. As a result, the
surface pressure fields are described by a total of Nnew = 250 × 750 × 4 =
750000 synchronous pressure points. However, we only use as much as 1% of
the total data to train the Bayesian model.
Prediction model. The Cartesian coordinates x ∈ R2 are selected input
variables of the BDL model, and the output is a scalar either y = Cmeanp (x)
or y = Crmsp (x). After extensive hyperparameters and network architectures
search, it was found that BDL with network configuration of 2× 15× 10× 1
and 2×30×15×1 provide superior performance in predicting Cmeanp and Crmsp ,
respectively. Hyperbolic tangent function tanh (x) = e
x−e−x
ex+e−x is adopted as the
activation function since it produces steep derivatives, and ADMA optimizer
[35] is implemented with a learning rate initialized to 0.03, which follows
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a step decay to prevent optimizing parameters chaotically. The annealing
strategy is adopted to improve the stochastic gradients where the anneal
rate is fixed to 0.75. 1000 samples are applied to get a reasonable estimation
for the test log likelihood during the training phase. Epoch number is set as
1000 and the testing frequency is 10. To validate the effectiveness of HBM
based prior, a direct Gaussian priorN (0, 1) and a hyper priorN (0, IG (1, 1))
are examined.
4.4.2. Results
Fig. 9 summarizes the Cp
mean predictions and Fig. 10 provides the pre-
dictive results of Cp
rms. The ground truth is numerically obtained via the
interpolation and extrapolation of the wind tunnel data Cp; the predictions
are defined as the mean value of the predictive distribution Cˆp; the relative
error measures the predictive difference between Cp and Cˆp; and model un-
certainties are evaluated using the variance of Cˆp. The results reveal that
hyperprior N (0, IG (1, 1)) not only allowsM′ (·) to be better fitted but also
makes M′ (·) less sensitive to the complex nature of the noise embedded
in the experimental data. It can be seen from the limits of the colorbar
that the magnitude of relative errors is reduced for those hyperprior trials.
From a percent error perspective, most predictions are lying within the 97%
confidence interval and the maximum errors are all less than 10%, most of
which are mainly gathered around the boundary due to the extrapolation
algorithm that is performed at the data preprocessing stage. In Fig. 9, un-
certainties results confirm the propagation of uncertainty resulting from the
extrapolation process and successfully identify the areas that are prone to.
In general, it seems hyperprior improves the model performance more in the
case of predicting Cp
rms than Cp
mean, which is reasonable as the second sam-
ple moment magnifies the differences between predicted values and observed
values, causing the need of more degrees of freedom to explain the variation.
Table 5 summarizes the model performance using RMSE. To illustrate the
robustness of the variational inference method in terms of approximating in-
tractable posterior distributions, Fig. 11 shows the optimization process of
computing the variational posterior. It can be observed that VI is capable
of capturing the main characteristics within the first 30 epochs, and it is
applicable to various situations where the true posterior distribution takes
different kinds of forms.
26
(c)Ground truth
(a.1)Predictions (a.2)Errors (a.3)Uncertainties
(b.1)Predictions (b.2)Errors (b.3)Uncertainties
(A)Direct prior results
(B)Hyperprior results
(a.1)Predictions (a.2)Errors (a.3)Uncertainties
(c)Ground truth
(b.1)Predictions (b.2)Errors (b.3)Uncertainties
(A)Direct prior results
(B)Hyperprior results
(c)Ground truth
(a.1)Predictions (a.2)Errors (a.3)Uncertainties
(b.1)Predictions (b.2)Errors (b.3)Uncertainties
(A)Direct prior results
(B)Hyperprior results
(c)Ground truth
(a.1)Predictions (a.2)Errors (a.3)Uncertainties
(b.1)Predictions (b.2)Errors (b.3)Uncertainties
(A)Direct prior results
(B)Hyperprior results
Windward
<latexit sha1_base64="uFIQ4td98e3eamYVB8C+KHNNNhI=">AAAB+HicbZBLS8NAFIUnPmt9NOrSTbAIrkqigi4Lbly2YB/QhjKZ3LRDJ5Mwc6PWUPB/uHGhiFt/ijv/jdPHQlsPDHycc4e5c4JUcI2u+22trK6tb2wWtorbO7t7JXv/oKmTTDFosEQkqh1QDYJLaCBHAe1UAY0DAa1geD3JW3egNE/kLY5S8GPalzzijKKxenapi/CAeYvL8J6qcNyzy27FncpZBm8OZTJXrWd/dcOEZTFIZIJq3fHcFP2cKuRMwLjYzTSklA1pHzoGJY1B+/l08bFzYpzQiRJljkRn6v6+kdNY61EcmMmY4kAvZhPzv6yTYXTl51ymGYJks4eiTDiYOJMWnJArYChGBihT3OzqsAFVlKHpqmhK8Ba/vAzNs4p3XvHqF+Vq/WlWR4EckWNySjxySarkhtRIgzCSkWfySt6sR+vFerc+ZqMr1rzCQ/JH1ucPpGSULA==</latexit> Leftside
<latexit sha1_base64="gpyTV+LvRDmzQB36+lW71VmhEok=">AAAB+HicbZBLS8NAFIUnPmt9NOrSTbAIrkqigi4Lbly4aME+oA1lMrlph04mYeZGrKHg/3DjQhG3/hR3/hunj4W2Hhj4OOcOc+cEqeAaXffbWlldW9/YLGwVt3d290r2/kFTJ5li0GCJSFQ7oBoEl9BAjgLaqQIaBwJawfB6krfuQWmeyDscpeDHtC95xBlFY/XsUhfhAfNbiFDzEMY9u+xW3KmcZfDmUCZz1Xr2VzdMWBaDRCao1h3PTdHPqULOBIyL3UxDStmQ9qFjUNIYtJ9PFx87J8YJnShR5kh0pu7vGzmNtR7FgZmMKQ70YjYx/8s6GUZXfs5lmiFINnsoyoSDiTNpwQm5AoZiZIAyxc2uDhtQRRmaroqmBG/xy8vQPKt45xWvflGu1p9mdRTIETkmp8Qjl6RKbkiNNAgjGXkmr+TNerRerHfrYza6Ys0rPCR/ZH3+AIu9lBw=</latexit>
Leeward
<latexit sha1_base64="w8EtRCEqos+9EA4jArOL/Mo1pg8=">AAAB9XicbZBLSwMxFIUz9VXrq+rSzWARXJUZFXRZcOPCRQv2Ae1YMpk7bWgmMyR3rGUo+DPcuFDErf/Fnf/G9LHQ1gOBj3NuyM3xE8E1Os63lVtZXVvfyG8WtrZ3dveK+wcNHaeKQZ3FIlYtn2oQXEIdOQpoJQpo5Ato+oPrSd58AKV5LO9wlIAX0Z7kIWcUjXXfQXjE7BZgSFUw7hZLTtmZyl4Gdw4lMle1W/zqBDFLI5DIBNW67ToJehlVyJmAcaGTakgoG9AetA1KGoH2sunWY/vEOIEdxsocifbU/X0jo5HWo8g3kxHFvl7MJuZ/WTvF8MrLuExSBMlmD4WpsDG2JxXYAVfAUIwMUKa42dVmfaooQ1NUwZTgLn55GRpnZfe87NYuSpXa06yOPDkix+SUuOSSVMgNqZI6YUSRZ/JK3qyh9WK9Wx+z0Zw1r/CQ/JH1+QNFYpN1</latexit> Rightside
<latexit sha1_base64="keHx9+2qE5dYLBFvkxzjFrVb4SI=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJUZFXRZcOOyFfuAdiiZzJ02NPMguVMsQ8Ef4saFIm79J+78N6aPhbYeCHycc0Nujp9KodFxvq3C2vrG5lZxu7Szu7d/YB8eNXWSKQ4NnshEtX2mQYoYGihQQjtVwCJfQssf3k7z1giUFkn8gOMUvIj1YxEKztBYPdvuIjxifi/6A9QigEnPLjsVZya6Cu4CymShWs/+6gYJzyKIkUumdcd1UvRyplBwCZNSN9OQMj5kfegYjFkE2stnm0/omXECGibKnBjpzP19I2eR1uPIN5MRw4Fezqbmf1knw/DGy0WcZggxnz8UZpJiQqc10EAo4CjHBhhXwuxK+YApxtGUVTIluMtfXoXmRcW9rLj1q3K1/jSvo0hOyCk5Jy65JlVyR2qkQTgZkWfySt6s3Hqx3q2P+WjBWlR4TP7I+vwBZbeUmQ==</latexit>
scenario
<latexit sha1_base64="C+HReOy+0Hi/X7LIvr+HiwVUZjI=">AAAB+HicbZBLSwMxFIUz9VXro6Mu3QwWwVWZUUGXBTcuW7APaEvJpHfa0EwyJHfEOhT8H25cKOLWn+LOf2P6WGjrgcDHOTfk5oSJ4AZ9/9vJra1vbG7ltws7u3v7RffgsGFUqhnUmRJKt0JqQHAJdeQooJVooHEooBmObqZ58x604Ure4TiBbkwHkkecUbRWzy12EB4wMwwk1VxNem7JL/szeasQLKBEFqr23K9OX7E0BolMUGPagZ9gN6MaORMwKXRSAwllIzqAtkVJYzDdbLb4xDu1Tt+LlLZHojdzf9/IaGzMOA7tZExxaJazqflf1k4xuu5mXCYpgmTzh6JUeKi8aQten2tgKMYWKNPc7uqxIdWUoe2qYEsIlr+8Co3zcnBRDmqXpUrtaV5HnhyTE3JGAnJFKuSWVEmdMJKSZ/JK3pxH58V5dz7mozlnUeER+SPn8wfDOpRA</latexit> scenario
<latexit sha1_base64="C+HReOy+0Hi/X7LIvr+HiwVUZjI=">AAAB+HicbZBLSwMxFIUz9VXro6Mu3QwWwVWZUUGXBTcuW7APaEvJpHfa0EwyJHfEOhT8H25cKOLWn+LOf2P6WGjrgcDHOTfk5oSJ4AZ9/9vJra1vbG7ltws7u3v7RffgsGFUqhnUmRJKt0JqQHAJdeQooJVooHEooBmObqZ58x604Ure4TiBbkwHkkecUbRWzy12EB4wMwwk1VxNem7JL/szeasQLKBEFqr23K9OX7E0BolMUGPagZ9gN6MaORMwKXRSAwllIzqAtkVJYzDdbLb4xDu1Tt+LlLZHojdzf9/IaGzMOA7tZExxaJazqflf1k4xuu5mXCYpgmTzh6JUeKi8aQten2tgKMYWKNPc7uqxIdWUoe2qYEsIlr+8Co3zcnBRDmqXpUrtaV5HnhyTE3JGAnJFKuSWVEmdMJKSZ/JK3pxH58V5dz7mozlnUeER+SPn8wfDOpRA</latexit>
scenario
<latexit sha1_base64="C+HReOy+0Hi/X7LIvr+HiwVUZjI=">AAAB+HicbZBLSwMxFIUz9VXro6Mu3QwWwVWZUUGXBTcuW7APaEvJpHfa0EwyJHfEOhT8H25cKOLWn+LOf2P6WGjrgcDHOTfk5oSJ4AZ9/9vJra1vbG7ltws7u3v7RffgsGFUqhnUmRJKt0JqQHAJdeQooJVooHEooBmObqZ58x604Ure4TiBbkwHkkecUbRWzy12EB4wMwwk1VxNem7JL/szeasQLKBEFqr23K9OX7E0BolMUGPagZ9gN6MaORMwKXRSAwllIzqAtkVJYzDdbLb4xDu1Tt+LlLZHojdzf9/IaGzMOA7tZExxaJazqflf1k4xuu5mXCYpgmTzh6JUeKi8aQten2tgKMYWKNPc7uqxIdWUoe2qYEsIlr+8Co3zcnBRDmqXpUrtaV5HnhyTE3JGAnJFKuSWVEmdMJKSZ/JK3pxH58V5dz7mozlnUeER+SPn8wfDOpRA</latexit> scenario
<latexit sha1_base64="C+HReOy+0Hi/X7LIvr+HiwVUZjI=">AAAB+HicbZBLSwMxFIUz9VXro6Mu3QwWwVWZUUGXBTcuW7APaEvJpHfa0EwyJHfEOhT8H25cKOLWn+LOf2P6WGjrgcDHOTfk5oSJ4AZ9/9vJra1vbG7ltws7u3v7RffgsGFUqhnUmRJKt0JqQHAJdeQooJVooHEooBmObqZ58x604Ure4TiBbkwHkkecUbRWzy12EB4wMwwk1VxNem7JL/szeasQLKBEFqr23K9OX7E0BolMUGPagZ9gN6MaORMwKXRSAwllIzqAtkVJYzDdbLb4xDu1Tt+LlLZHojdzf9/IaGzMOA7tZExxaJazqflf1k4xuu5mXCYpgmTzh6JUeKi8aQten2tgKMYWKNPc7uqxIdWUoe2qYEsIlr+8Co3zcnBRDmqXpUrtaV5HnhyTE3JGAnJFKuSWVEmdMJKSZ/JK3pxH58V5dz7mozlnUeER+SPn8wfDOpRA</latexit>
Figure 9: Prediction results of Cp
mean using different priors. The training dataset has
700 samples.
5. Concluding Remarks
This paper presents a probabilistic modeling approach for learning hid-
den relationships from limited and noisy data using Bayesian deep learning
(BDL) with hierarchical prior. The proposed surrogate rigorously accounts
for the model uncertainties by means of imposing prior distributions on model
parameters. Meanwhile, it effectively propagates the preassigned prior be-
lief to the prediction quantities. In summary, the following conclusions are
drawn:
(1) Bayesian inference has been successfully integrated into the current
deterministic deep learning framework. Consequently, the proposed
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Figure 10: Prediction results of Cp
rms using different priors. The training dataset has
700 samples.
model is able to analyze uncertainties associated with model predictions
and help stakeholders make a more informed decision by providing a
confidence level for the predictive estimation.
(2) The hypothesis of using hierarchical Bayesian modeling to describe
prior distributions of model parameters is tested. In both classifica-
tion and regression problems, superior performances can be achieved
utilizing hyper priors, especially when the training data is seriously con-
taminated. Moreover, probabilistic surrogate with hyper prior tends to
have an improved learning ability from a small dataset.
(3) Intractable posterior distributions that risen from multidimensional
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Scenario {xi,yi}100i=1 {xi,yi}200i=1 {xi,yi}300i=1 {xi,yi}400i=1 {xi,yi}500i=1 {xi,yi}600i=1
Windward† 0.077 0.030 0.027 0.022 0.019 0.017
Windward‡ 0.051 0.021 0.021 0.020 0.018 0.015
Leftside† 0.039 0.030 0.027 0.019 0.013 0.012
Leftside‡ 0.037 0.030 0.024 0.016 0.012 0.012
Leeward† 0.014 0.013 0.011 0.011 0.010 0.010
Leeward‡ 0.014 0.011 0.011 0.010 0.010 0.009
Rightside† 0.037 0.025 0.025 0.021 0.019 0.015
Rightside‡ 0.033 0.025 0.023 0.020 0.014 0.011
† denotes the direct prior N (0, 1), and ‡ denotes the hyper prior N (0, IG (1, 1))
Table 5: Comparison of the root mean square error.
integrals step of Bayesian analysis has been addressed by the state-
of-the-art variational inference method. Compared to some advanced
sampling-based methods, variational inference method offers a higher
scalability by tackling the model learning problem in an objective-
equivalent-transformed and gradients-effective-computed optimization
form.
(4) The examples provided have demonstrated the applicability of the pro-
posed modeling scheme to both classification and regression tasks in-
volving complex systems. Especially in the membrane example, BDL
is capable of providing an accurate description of the highly nonlinear
mapping between different design variables and various structural per-
formance indicators and produces virtually identical uncertainty quan-
tification results as conventional Monte Carlo method. Furthermore in
the wind field prediction example, BDL model is trained and tested us-
ing very limited wind tunnel data, and it is shown that the probabilistic
model is not only able to effectively recover the entire mapping of the
mean and root-mean-square pressure fields with high precision using as
small as 1% of the data but also quantifies the uncertainty level at every
single point in the prediction domain, serving as a reliable surrogate
for learning complex field distribution.
To improve the model performance, it is envisaged that the combination
of the BDL model with information from underlying physics can not only
further accelerate the training of neural networks but also holds the promise
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(a.1) p(ω1, ω3) (a.2) p(ω1, ω3) (a.3) p(ω1, ω3) (a.4) p(ω1, ω3)
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Figure 11: Evolution of the variational posterior distribution. Three model parameters
ω1, ω3, and ω17 are randomly selected. The first row corresponds to the joint distribution
of p (ω1, ω3), and the second row plots the joint distribution of p (ω3, ω17).
of interpreting the learning process.
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