Hypergraph k-cut problem is a problem of finding a minimum capacity set of hyperedges whose removal divides a given hypergraph into k connected components. We present an algorithm for this problem which runs in strongly polynomial-time if both k and the rank of the hypergraph are constants. Our algorithm extends the algorithm due to Thorup (2008) for computing minimum k-cuts of graphs from greedy packings of spanning trees.
Introduction
Let Q + denote the set of non-negative rationals. For a connected hypergraph H = (V, E) with a non-negative hyperedge capacity c : E → Q + and an integer k ≥ 2, a k-cut of H is defined as a subset of E whose removal divides H into k connected components. Hypergraph k-cut problem is a problem of finding a minimum capacity k-cut of a hypergraph. If the given hypergraph is a graph, then the problem is called graph k-cut problem.
The graph k-cut problem is one of the fundamental problems in combinatorial optimization. It is closely related to the reliability of networks, and has many applications, for example, to the traveling salesperson problem, VLSI design, and evolutionary tree construction [4, 14] . By Goldschmidt and Hochbaum [6] , it is shown that the problem is NP-hard when k is not fixed, and polynomial-time solvable when k is fixed to a constant. After their work, there are many works on the algorithmic aspect of this problem.
In spite of these active studies on the graph k-cut problem, there are few works on the hypergraph k-cut problem. If k is not fixed, the NP-hardness of the graph kcut problem implies that of the hypergraph k-cut problem. When k = 2, the k-cut problem is usually called the minimum cut problem. Klimmek and Wagner [9] and Mak and Wong [13] extended an algorithm proposed by Stoer and Wagner [16] for the minimum cut problem in graphs to hypergraphs. Lawler [10] showed that the (s, t)-cut problem in hypergraphs can be reduced to computing maximum flows in digraphs. For the case of k = 3, Xiao [19] gave a polynomial-time algorithm.
However, it is not known whether the hypergraph k-cut problem is polynomial solvable or NP-hard when k is a constant larger than 3.
In this paper, we partially answer this question. We present an algorithm which runs in strongly polynomial-time if k and the rank γ of hyperedges (i.e., γ = max e∈E |e|) are fixed to constants. Since graphs can be regarded as hypergraphs with γ = 2, this result extends the polynomial-solvability of the graph k-cut problem.
Our algorithm is based on the idea due to Thorup [18] , which is successfully applied to the graph k-cut problem. He showed that a maximum spanning tree packing of a graph contains a spanning tree sharing at most a constant number of edges with a minimum k-cut of the graph. Although this fact itself gives a strongly polynomial-time algorithm for computing the minimum k-cuts of graphs, he also showed that a set of spanning trees constructed in a greedy way has the same property. Based on this fact, he gave the fastest algorithm to the graph k-cut problem. In this paper, we show that these facts can be extended to hypergraphs with a hypertree packing theorem due to Frank, Király and Kriesell [2] (see Section 3).
Let us mention the previous works on problems related to the hypergraph k-cut problem. As mentioned above, the first polynomial-time algorithm for the graph k-cut problem with fixed k was presented by Goldschmidt and Hochbaum [6] . Its running time is O(n k 2 T (n, m)) where T (n, m) is time for computing max-flow in a graph consisting of n vertices and m edges. T (n, m) is known to be O(mn log(n 2 /m)) for now [5] . After their work, many polynomialtime algorithms for fixed k are obtained. An algorithm due to Kamidoi, Yoshida and Nagamochi [7] runs in O(n 4k/(1−1.71/ √ k)− 34 T (n, m) ). An algorithm due to Xiao [20] runs in O(n 4k−log k ). An algorithm due to Thorup [17] runs iñ O(n 2k ). In addition, Karger and Stein [8] gave a randomized algorithm running in O(n 2(k−1) log 3 n).
For the hypergraph k-cut problem, Xiao [19] gave a polynomial-time divideand-conquer algorithm for k = 3. Zhao, Nagamochi and Ibaraki [21] gave an approximation algorithm. It achieves the approximation factor (1 − 2 k ) min{k, γ} for k ≥ 4 by using the Xiao's algorithm due for k = 3 as a subroutine. Moreover, it is shown by Okumoto, Fukunaga and Nagamochi [15] that the problem can be reduced to the terminal k-vertex cut problem in bipartite graphs (refer to [15] for the definition of the terminal k-vertex cut problem). Hence the LP-rounding algorithm due to Garg, Vazirani and Yannakakis [3] for the terminal k-vertex cut problem achieves approximation factor 2 − 2 k also for the hypergraph k-cut problem. Recently Chekuri and Korula [1] claims that the randomized algorithm proposed by Karger and Stein [8] for the graph k-cut problem can be extended to the hypergraph k-cut problem.
Okumoto, Fukunaga and Nagamochi [15] showed that the hypergraph k-cut problem is contained by the the submodular system k-partition problem. Zhao, Nagamochi and Ibaraki [21] presented a (k − 1)-approximation algorithm to this problem. Okumoto, Fukunaga and Nagamochi [15] presented an approximation algorithm whose approximation factor is 1.5 for k = 4 and k + 1 − 2 √ k − 1 for
