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Abstract: Symmetry is a key concept in the study of power systems, not only because the admittance
and Jacobian matrices used in power flow analysis are symmetrical, but because some previous
studies have shown that in some real-world power grids there are complex symmetries. In order to
investigate the topological characteristics of power grids, this paper proposes the use of evolutionary
algorithms for community detection using modularity density measures on networks representing
supergrids in order to discover densely connected structures. Two evolutionary approaches
(generational genetic algorithm, GGA+, and modularity and improved genetic algorithm, MIGA)
were applied. The results obtained in two large networks representing supergrids (European grid
and North American grid) provide insights on both the structure of the supergrid and the topological
differences between different regions. Numerical and graphical results show how these evolutionary
approaches clearly outperform to the well-known Louvain modularity method. In particular,
the average value of modularity obtained by GGA+ in the European grid was 0.815, while an average
of 0.827 was reached in the North American grid. These results outperform those obtained by
MIGA and Louvain methods (0.801 and 0.766 in the European grid and 0.813 and 0.798 in the North
American grid, respectively).
Keywords: power grids; supergrids; high-voltage power transmission; complex networks;
community detection; modularity; evolutionary algorithms; generational genetic algorithm;
modularity and improved genetic algorithm; Louvain modularity algorithm
1. Introduction
The optimal design and management of these supergrids is a difficult task, since it is
necessary to manage large systems that include heterogeneous power grids from different countries.
Most investigations in power systems often analyse optimisation problems such as optimal power flow,
unit commitment, and economic dispatch, among others [1,2]. The solutions to these problems are
often determined by the symmetry of the admittance and Jacobian matrices [3,4], and the topology of
high-voltage transmission lines that connect the power produced at generating stations to substations,
at which point the power flow is derived to other transmission lines or stepped down in voltage,
and then submitted across power distribution lines into the end users. Many publications have
addressed the factors that constrain the development of electricity infrastructure [5,6]. In particular,
experts have highlighted that existing electric grids are inadequate to cope with increasing volumes
of renewable electricity [7]. For example, the transmission systems in European countries are old,
and a many miles of lines need to be replaced, upgraded, and even expanded to secure market
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integration, ensure supply security, and cope with the expansion in renewable energy planned for
the next few years [8]. A similar challenge is faced in the United States, where renewable energy
generation also accounts for an increasingly high percentage of annual demand [9].
Taking into account the fact that worldwide demand for electricity has been increasing and will
continue to, it is necessary to ensure the reliable and secure operation of electricity transmission
networks to efficiently transport energy from generation sources to electricity consumers. To achieve
this goal, decisions need to be supported by expert systems able to process a large number of variables.
Graph-based network analysis is a powerful tool for describing many real systems in a variety of
fields [10]. Topological analysis provides the infrastructural information of power systems that
is essential to assess network robustness or to generate synthetic power grids [11]. For example,
some studies have detected complex symmetric subgraphs in large-scale power grids [12], and have
provided a list of symmetric subgraphs with respect to reference nodes observed in the US grid.
Most real networks (graphs) representing real systems have clusters, such that many edges
connect nodes within the same cluster, and comparatively few edges connect nodes in different
clusters. This is why community detection [13–15] has gained popularity in recent years, especially
among researchers working with complex networks [16–18]. In particular, community detection has
been applied in field of electrical engineering, including the management of power grids [19–22].
However, keeping the complexity of the problem in mind, more work is needed to develop efficient
algorithms to enable rapid community detection. With that aim, this paper evaluates the performance
of evolutionary approaches for community detection in supergrids. These algorithms, which are
guided by the modularity index [23] and consider different degrees of abstraction (i.e., detect any number
of communities), enable a flexible and adaptive analysis of the power grid.
The remainder of the paper is organized as follows: Section 2 briefly describes the problem of
community detection using graphs, and revises some previous studies that have been applied to
electrical grids. Section 3 presents the main characteristics of two evolutionary algorithms used to
solve the community detection problem using graphs [24]. Section 4 presents an empirical study that
compares these methods for community detection in two supergrids. The conclusions of this work are
provided in Section 5.
2. Community Detection
This section introduces the use of community detection in different research areas and discusses
how community detection methods contribute to the analysis of power grids.
2.1. Community Detection: General Overview
Communities, also named clusters, are dense subgraphs which are well separated from each
other. The community structure of complex networks reveals both their organisation and hidden
relationships, among other elements [25]. In practice, a simple idea that has attained great popularity
is that a community is a subgraph such that many edges connect nodes within the same group,
and comparatively few edges connect nodes in different groups [14].
Many studies in different disciplines have shown that the community structure of complex
networks reveals both their organisation and hidden relationships among their elements [25].
In particular, identifying communities can be useful for classifying the nodes in different groups [13].
So, nodes located at a central position in their community may have an important function of control
and stability within the cluster, while those nodes located at the proximity of other communities
can play a role of mediation or information exchange with these neighbouring communities.
An important consideration to be determined here is the number of communities to be detected.
Some algorithms allow one to include a pre-established number of communities to be detected,
while other approaches aim to infer the adequate number of communities depending of the
characteristics of the networks [14]. A recently published survey paper [26] has reviewed a large
number of community detection algorithms in multidisciplinary applications considering both disjoint
Symmetry 2019, 11, 1472 3 of 15
and overlapping community detection problems. These applications include the study of social
networks [25,27], communication networks [28,29], engineering systems and networks [18,30], biology
and ecology [31,32], health sciences [33], scientometrics [34,35], economics [36], etc.
2.2. Community Detection in Power Grids
In recent years, the interest in the development of supergrids has grown remarkably. The supergrid
concept was born as a solution to allow large-scale electrical power exchanges over continent-wide
areas. This concept has been considered both a potential solution to transmission bottlenecks and
an opportunity to trade higher volumes of electricity across longer distances [37]. In particular,
we show the complexity of several high-voltage transmission topologies intended to connect two
or more subsystems here, and note that supergrids have a meshed form to provide redundancy.
In addition to the use of complex control methods [38], the variability of renewable sources [39]
at continental scales can be mitigated by using the transmission grid and balancing locally with
storage [40]. Some of the future major transmission projects around the world are described
in [37]. For example, different projects aim to promote an efficient and reliable transmission grid
in North America, including the Tres Amigas superstation. This superstation is the first version of
this supergrid vision, since it is projected as a high-voltage direct current (HVDC) super-node
asynchronously connecting the existing alternating current (AC) networks intended to link the
three North American grids: the Eastern Interconnection, the Western Interconnection, and Texas
Interconnection. This project involves a three-way alternating current/direct current (AC/DC)
transmission superstation with several miles of underground superconducting DC cable, which will
eliminate the market separation between the three asynchronous interconnections in the continental
U.S. [41]. In the case of Europe, these authors indicate that an important number of major HVDC
interconnections are being promoted to establish intercontinental interconnections with neighbouring
regions with the aim of integrating regional energy markets into a single European market to achieve
the European Union’s (EU) renewable energy goals. Some authors have introduced the concept of
global grid as the future stage of the electricity network, in which most of the large power plants in the
world will be connected [42].
Some recent studies have proposed the analysis of the power grid infrastructure using graph-based
network analysis techniques [19]. Usually, the nodes of the network represent the power plants
and distribution and transmission substations, while the edges correspond to transmission lines.
The application of graph-based analysis techniques has allowed for an analysis of the topological
structure of networks representing power grids [43]. As commented above, a typical characteristic
of all complex networks is the existence of community structures [13,15], such that detecting those
communities can reveal the characteristics or functional relationships in a given network. In the case of
power grids, communities represent substations densely connected by high-voltage transmission lines.
The importance of community detection in power grids comes from the fact that it is necessary to
maintain grid reliability and enable more efficient restoration from severe disturbances. In particular,
it is necessary to prepare a distribution grid for natural disasters (e.g., a storm), by developing switching
plans to safely islands or disconnecting portions of the grid, preventing further degradation during
incidents and enabling faster restoration after the disturbance. For example, reference [20] applied
community detection to island power systems as an emergency response method to isolate failures that
could propagate and lead to major disturbances. These authors developed two approaches based on
modularity, with the DC power flow model incorporated into them, for islanding in medium and large
networks and tested them in networks having 14, 30, 57, 118, and 247 nodes [20]. Other approaches
use node similarity indexes to assign each node to the community sharing maximum similarity [22],
and have demonstrated the good performance of this method in two IEEE standard power grids
(39-bus standard power grid and 118-bus standard power grid). The IEEE 118-bus was also studied
in [44]. Other researchers have presented a hierarchical spectral clustering method to reveal the
internal connectivity of power transmission, establishing the possibility of islanding systems using
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a network with nodes and links representing buses and electrical transmission lines, respectively [21].
That approach was evaluated in several test systems of small, medium, and large sizes, including
a model of Great Britain’s transmission network [21]. Community detection has also been applied to
analyse the vulnerability of the power systems under terrorist attacks [45], among other applications.
However, none of these previous approaches have analysed supergrids.
3. Methodology
Two genetic algorithms designed to detect communities in graphs were applied in large networks
modelling supergrids. These evolutionary approaches are guided by modularity [23], which is
an applied objective function extensively used in community detection due to its simplicity and
ease of calculation. Modularity provides a numerical value that represents the quality of the solution,
with greater values corresponding to a more accurate community structure. Therefore, the aim was to
find communities that maximise the value of modularity (Q), defined as:
Q =
1
2M∑ (aij −
KiKj
2M
)δ(i, j), (1)
where M represents the total number of edges in the network; the sub-indices i and j indicate two
nodes (vertices) of the network, Ki and Kj being the degrees of the i-th and j-th nodes, respectively;
the parameter aij is the element of the i-th row and the j-th column of the adjacency matrix; and δ(i, j)
represents the relationship between the i-th node and the j-th node (i.e., δ(i, j) = 1 if node i and node j
are in the same community; otherwise, δ(i, j) = 0).
Finding these communities by maximising the modularity [23] or another objective function is
an NP-hard problem [46]. Brandes et al. [47] proved that modularity maximisation is an NP-hard
problem, even for the restricted version with a bond of two clusters, and suggested further investigation
of approximation algorithms and heuristics for solving this problem. More recently, other authors
have demonstrated the high complexity of calculating modularity on sparse graphs and dense
graphs separately [48]. Due to the high complexity of the community detection problem, researchers
have applied heuristic and meta-heuristic methods to obtain high quality solutions, in a reasonable
computational time.
The field of evolutionary computation [49] is closely related to computational intelligence,
with a focus on designing algorithms to solve complex global optimisation problems.
Evolutionary algorithms are problem-solving procedures that include evolutionary processes as
the key design elements, such that a population of individuals is continually and selectively evolved
until a termination criteria is fulfilled. Genetic algorithms (GAs) [50] are probably the most widely
used evolutionary techniques. A genetic algorithm mimics natural selection by evolving, over time,
a population of individual solutions to the problem at hand until a termination condition is fulfilled
and the best individual is taken as an acceptable solution. Two important characteristics of GAs are
the representation used (e.g., binary or real) and the genetic operators employed (e.g., mutation and
crossover). GAs have been successfully applied to solve electrical problems [51–53].
In this study, two genetic algorithms were adapted to solve community detection problems in
power grids. These algorithms (MIGA and GGA+) were recently proposed and shown to be more
effective than other approaches to community detection, as assessed by benchmarks typically used to
compare algorithms. Figure 1 shows the flowchart of MIGA and GGA+. The main characteristics of
both methods are briefly described below.
• The modularity and improved genetic algorithm (MIGA) [54] takes the modularity (Q) as the
objective function, and uses the number of community structures as prior information to improve
stability and accuracy of community detection. MIGA also uses simulated annealing [55] as local
search strategy. Note that many authors have previously considered the use of local search
strategies [56] for solving hard optimisation problems.
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• The generational genetic algorithm (GGA+): GGA+ [57] includes efficient and safe initialisation
methods in which a maximum node size is assigned to each community. Several operators
are applied to migrate or exchange nodes between communities while using the modularity
function as the objective function. An important feature of GGA+ is that it is able to rapidly obtain
community partitions with different degrees of abstraction.
Figure 1. Flowchart of (a) MIGA and (b) GGA+.
4. Empirical Study
This section analyses the performance of the MIGA and GGA+ algorithms in detecting
communities in two networks representing supergrids. Neglecting complex electrical properties,
the nodes of the network represent the power plants and distribution and transmission substations,
while the edges correspond to transmission lines. In this way, the power grid is simplified as
an undirected and unweighted network.
4.1. Test Cases
To analyse the performance of the genetic algorithms, graphical models of two supergrids were
considered: the European grid, including part of Russia, North Africa, and part of the Near East;
and the North American grid.
• The European electric network was obtained from the European Network of Transmission System
Operators (ENTSO-E) [58]. The ENTSO-E group consists of 43 electricity transmission system
operators from 36 countries across Europe who are responsible for the bulk transmission of electric
power on the main high-voltage electric networks. This power network, which also includes
data from North African and Near Eastern countries, is formed by transmission lines designed
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for 220 kV voltage and higher and generation stations with a net generation capacity of more
than 100 MW.
• The North American electric network was obtained using the GridKit 1.0 toolkit, which was
developed in the context of the SciGRID project at the NEXT ENERGY-EWE Research Centre
for Energy Technology [59]. GridKit is a power grid extraction tool that converts geographical
objects representing elements of power systems in OpenStreetMap to model the electric network.
This network covers the United States, Canada, and Mexico and includes transmission lines that
operate at relatively high-voltages varying from 69 kV up to 765 kV. The power grid of the United
States is probably the best system studied in the literature, due to the particular characteristics of
the network. The regions covered receive their bulk electricity from three separate electric grids:
the huge Eastern Interconnection, the Western Interconnection, and the relatively small Texas
grid [60], which is almost entirely managed by the Electric Reliability Council of Texas (ERCOT).
Table 1 describes some graphical characteristics of these networks. The number of nodes and
edges is very large, which denotes the high complexity of community detection in these networks.
Note that the dimensions of these networks are significantly larger than other power grids considered
in recent studies (see, e.g., [22]). In fact, to our knowledge, no previous paper has applied graph-based
analytical methods to power networks of these dimensions.
Table 1. Graph description of the European (EU) and North American (NA) power grids.
Feature EU Grid NA Grid
Nodes 7893 16,063
Edges 10,346 20,169
Average degree 2.62 2.51
Network diameter 108 158
Avg. path length 41.27 48.99
Avg. clustering coefficient 0.07 0.01
Eigenvector centrality 1.70 1.87
4.2. Parameter Configuration
To perform a fair comparison between the two evolutionary algorithms, the parameters were set
to the values established in the original publications. The influence of GGA+ parameters was adjusted
by means of a sensitivity analysis method based on executing the algorithms with different number of
individuals and probabilities of using evolutionary search operators [44]. Statistical results obtained
from these independent runs were considered to select the following parameters: the population size
was set to 200 individuals; the number of iterations (generations) of the algorithm was set to 200; and the
probability of applying the search operators was set between 20% and 80%. As commented above,
MIGA also uses simulated annealing [55] as a local search strategy, with the following parameters:
initial temperature 800,000, cooling rate 0.99, and minimum temperature 0.01. The experiments were
performed on a personal computer with an Intel Core i7 3630Q processor (2.4 GHz, 8 GB DDR3 RAM),
which executed the application we developed in the C# .Net Framework 4.
4.3. Results and Discussion
The accuracies of MIGA and GGA+ were evaluated according to the Q values. Table 2 shows
the maxima, means, minima, and standard deviations (SD) of the modularities obtained by MIGA
and GGA+ in the European (EA) and the North American (NA) grids considering c = {2, 3, 4, 5, 10,
20, 30, 40, 50} communities. A number of communities within the range of 2 to 50 were used to
show how evolutionary algorithms are able to work under different levels of abstraction. However,
these algorithms could be applied to obtain a greater number of communities, although their size
would decrease considerably. The median runtimes (in minutes) of these 30 independent runs are also
provided. Furthermore, the communities detected by Louvain modularity method implemented in
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Gephi are also shown in this table. To conduct the performance analysis and to statistically compare the
quality of the solutions obtained by the two algorithms, a total of 30 independent runs were performed
with each algorithm on each network.
Table 2. Results obtained by MIGA and GGA+ after 30 independent runs and comparison with Louvain
method implemented in Gephi (runtime in minutes).
Grid Method Metric c = 2 c = 3 c = 4 c = 5 c = 10 c = 20 c = 30 c = 40 c = 50 AVG
EU
Max(Q) 0.496 0.660 0.740 0.785 0.877 0.911 0.921 0.924 0.922 0.804
Mean(Q) 0.495 0.654 0.736 0.781 0.872 0.909 0.918 0.922 0.921 0.801
MIGA Min(Q) 0.491 0.612 0.730 0.777 0.866 0.907 0.916 0.920 0.919 0.793
SD(Q) 0.001 0.009 0.002 0.002 0.002 0.001 0.001 0.001 0.001 0.002
Mean time 515 632 404 409 289 296 205 237 246 359
Max(Q) 0.498 0.665 0.746 0.793 0.889 0.929 0.941 0.943 0.948 0.817
Mean(Q) 0.498 0.663 0.744 0.793 0.887 0.927 0.938 0.942 0.947 0.815
GGA+ Min(Q) 0.496 0.661 0.742 0.791 0.885 0.925 0.937 0.940 0.946 0.814
SD(Q) 0.000 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.000 0.001
Mean time 661 614 556 417 443 462 314 228 244 438
Louvain (Q) 0.291 0.599 0.677 0.699 0.874 0.929 0.939 0.944 0.945 0.766
NA
Max(Q) 0.498 0.663 0.743 0.788 0.882 0.924 0.939 0.945 0.948 0.814
Mean(Q) 0.498 0.659 0.740 0.789 0.878 0.922 0.937 0.944 0.947 0.813
MIGA Min(Q) 0.497 0.656 0.736 0.785 0.872 0.921 0.936 0.943 0.946 0.810
SD(Q) 0.000 0.002 0.002 0.002 0.003 0.001 0.001 0.000 0.000 0.001
Mean time 1228 770 708 747 425 317 423 559 244 602
Max(Q) 0.499 0.670 0.753 0.804 0.900 0.943 0.956 0.963 0.967 0.828
Mean(Q) 0.499 0.669 0.753 0.802 0.898 0.940 0.955 0.962 0.966 0.827
GGA+ Min(Q) 0.498 0.667 0.751 0.801 0.893 0.936 0.954 0.961 0.965 0.825
SD(Q) 0.000 0.001 0.001 0.001 0.001 0.002 0.001 0.000 0.000 0.001
Mean time 1909 1335 1221 568 521 764 593 552 298 862
Louvain (Q) 0.478 0.608 0.652 0.754 0.881 0.935 0.952 0.959 0.963 0.798
These results show that GGA+ achieved the best mean and maximum values in both grids,
regardless of the number of communities to be detected. These results also indicate that the greater the
number of communities, the greater the advantage of GGA+ over MIGA. In addition, the standard
deviation obtained from the results of these 30 independent runs was often smaller for GGA+
than for MIGA. The modularity values obtained by both algorithms increased with the number
of communities without degradation of the standard deviation, indicating the robustness of these
evolutionary approaches.
Table 2 shows that the runtime required by both evolutionary algorithms is of the same order of
magnitude in the North American and European networks, while the differences come from the fact
that the former has approximately double the number of nodes and edges as the latter (see Table 1).
On the other hand, in both cases the runtime tends to decrease when the number of communities
is greater. This is due to the crossover and mutation operators moving a given percentage of the
nodes between a community and a neighbouring one. Therefore, the bigger the communities are,
the higher that number of nodes that are moved between neighbouring communities, and therefore,
the runtime increases. It can be concluded that GGA+ is scalable both in terms of network size and in
terms of number of communities. Both algorithms require a few hours to complete the search process
with these parameter settings, which is not a critical issue since the goal is to find solutions with
greater modularity regardless of the execution time. Of course, the execution time could be reduced
considerably by modifying the parameter settings or applying parallel processing techniques.
When two algorithms are compared, it is common to determine whether there are significant
differences between the solutions they obtain. With this aim, a one-way ANOVA was applied, with the
results indicating that the p-value was <0.05 in all cases; i.e., the null hypothesis was always rejected,
which means that there was a significant difference between at least some of the means of the different
Symmetry 2019, 11, 1472 8 of 15
groups. Thus, the results obtained by GGA+ were significantly different from those obtained by MIGA,
validating the mean values in Table 2.
The analysis of Figure 2 reveals that there are some differences between the results obtained
by the two methods when detecting three and twenty communities, especially when the number of
communities increases. Each community in these networks is represented with a random colour.
Even in the case of detecting only three communities, MIGA has some difficulties in assigning
communities in some parts of the graph, while GGA+ obtains clearly differentiated communities.
Considering these graphical results and the results provided in Table 2, it can be concluded that GGA+
not only outperforms to MIGA, but also exhibits good performance in these large networks.
(a) Louvain modularity (EU, three communities) (b) Louvain modularity (EU, 20 communities)
(c) MIGA (EU, three communities) (d) MIGA (EU, 20 communities)
(e) GGA+ (EU, three communities) (f) GGA+ (EU, 20 communities)
Figure 2. Results obtained by Louvain modularity method, MIGA, and GGA+ for the European grid
(three and 20 communities).
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The results obtained by GGA+ are analysed in more detail here. Figure 3a–c display the
communities detected by GGA+ in the European power grid with 5, 10, and 30 communities.
These results reveal that this algorithm is able to obtain good quality solutions even when the
number of communities increases. Moreover, Figure 3d–f provide a different layout based on the
ForceAtlas2 [61] plugin in Gephi for these three networks. While the results presented in Figure 3a–c
correspond to the coordinates of each node, the results displayed in Figure 3d–f cannot be read as
a Cartesian projection. Instead, ForceAtlas2 was in a drawing mode that has the specificity of placing
each node depending on the other nodes. This visualisation method builds a force directed layout by
simulating a physical system in order to accommodate nodes and links in a spatial network. Nodes
repel each other like charged particles, while edges attract their nodes like springs. Note that the same
colour is used to represent the physical layout and the distribution obtained by ForceAtlas2. Moreover,
the number of nodes in each community is often balanced (e.g., the five communities obtained in
the European grid have a percentage of nodes between 19.16% and 20.47% of the total of nodes),
although there are some significant imbalances between clusters when the number of communities
increases (e.g., 30 communities). The analysis of Figure 3 demonstrates the good behaviour of GGA+
independent of the degree of abstraction. Figure 4 shows how geographical structures change with the
number of communities.
Figure 3. Cont.
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Figure 3. Results obtained by GGA+ for the European power grid: physical layout with (a) five
communities, (b) 10 communities, and (c) 30 communities. Distribution obtained by ForceAtlas2 with
(d) five communities, (e) 10 communities, and (f) 30 communities.
Figure 4. Physical layout of the communities detected by GGA+ in the European network using
different degrees of abstraction (the number of communities is indicated in parentheses).
The analysis of the North American network supports similar conclusions. Thus, Figure 5a–c
display the results obtained by GGA+ in that network when 5, 10, and 30 communities are detected.
These data reveal that this algorithm is able to obtain good quality solutions not only with a few
communities, but when the number of communities increases. The results obtained by the layout
provided by ForceAtlas2 for these configurations (Figure 5d–f) demonstrate the good behaviour of
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GGA+ independent of the degree of abstraction. Finally, Figure 5 shows that the algorithm is able to
obtain differentiated clusters, even when the number of communities increases significantly. The results
obtained here are of particular interest, bearing in mind that the North American electrical grid is
made up of three interconnections: the Western Interconnection, the Eastern Interconnection, and the
ERCOT (Texas) Interconnection, which are not synchronised, and alternating current (AC) power must
be converted to direct current (DC) power for transfer across any of the interconnections. To overcome
these limitations, the Tres Amigas superstation has been planned in New Mexico (U.S.), a 1.6 billion
dollar project that aims to connect these three primary interconnections to facilitate the smooth, reliable,
and efficient transfer of green power from region to region while integrating substantial renewable
energy sources [62]. Figure 6 shows how geographical structures in the North American grid change
with the number of communities.
Figure 5. Results obtained by GGA+ for the North American power grid: physical layout with (a) five
communities, (b) 10 communities, and (c) 30 communities. Distribution obtained by ForceAtlas2 with
(d) five communities, (e) 10 communities, and (f) 30 communities.
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Figure 6. Physical layout of the communities detected by GGA+ in the North American network using
different degrees of abstraction (the number of communities is indicated in parentheses).
5. Conclusions
The optimal design of high-voltage transmission networks is a critical issue to supply electrical
energy to residential areas and industries. In fact, the growing integration of power grids across
regions requires investment in more transmission power supply systems to ensure system stability
and guarantee power supplies. To reach that aim, it is important to investigate the topological
characteristics of these supergrids. This paper opens a new avenue of research by analysing the
community structures in supergrids in a fast and effective way. In particular, it is shown that solving
the community detection problem with evolutionary algorithms allows one to obtain some key
ideas about the structure of these networks. In particular, two evolutionary methods that include
powerful initialisation methods and evolutionary search operators under the guidance of modularity
were used to detect communities in large-scale networks. The evolutionary algorithms adopted
a flexible and adaptive analysis of the characteristics of the power grids with different levels of
detail (number of communities). The empirical study considered two large networks representing
supergrids: (i) Europe, including Russia, North Africa, and part of the Near East (7893 nodes and
10,346 branches); and (ii) North America (16,063 nodes and 20,169 edges). In particular, these methods
were able to partition the networks into some loosely coupled sub-networks (communities) of similar
scale, such that nodes within a community were densely linked, while connections between different
communities were sparser. Numerical and graphical analysis using graph visualisation tools showed
that GGA+ slightly outperformed MIGA, especially when the number of communities increased.
Both evolutionary approaches outperformed the modularity values of the communities detected by
the Louvain method implemented in Gephi. The results obtained show that evolutionary approaches
are efficient methods for detecting communities in supergrids having thousand of nodes, and provide
interesting topological information about the physical distribution and concentration of these elements
of the grids. Future work will apply parallel and multi-objective optimisation methods and include
the electrical properties of the power networks.
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