Abstract-Being able to identify machining processes that produce specific machined surfaces is crucial in modern manufacturing production. Image processing and computer vision technologies have become indispensable tools for automated identification with benefits such as reduction in inspection time and avoidance of human errors due to inconsistency and fatigue. In this paper, the Support Vector Machine (SVM) classifier with various kernels is investigated for the categorization of machined surfaces into the six machining processes of Turning, Grinding, Horizontal Milling, Vertical Milling, Lapping, and Shaping. The effectiveness of the gray-level histogram as the discriminating feature is explored. Experimental results suggest that the SVM with the linear kernel provides superior performance for a dataset consisting of 72 workpiece images.
I. INTRODUCTION
Different machining processes produce material surfaces that exhibit varying, yet unique surface textures. From a reverse-engineering point-of-view, the ability to semi or fully automatically identify specific machining processes involved in surface texture production can help engineers obtain crucial manufacturing information such as cutting tool geometries, tool kinematics, and identification of machining anomalies [20] . Modern manufacturing productivity and product quality control, tool condition monitoring as well as engineering components failure detection can also be facilitated.
The application of image processing (IP) and computer vision (CV) in the manufacturing processes is thoroughly discussed in [20] . The authors allude to their advantages for tasks including metal injection inspection, defects identification, tool condition monitoring and control process monitoring. Another crucial task also mentioned is that of texture analysis of machined surfaces. The extraction of texture features using IP, and its subsequent analysis using CV, can have tremendous benefits especially for automating tasks related to the manufacturing process.
In [20] , texture is explained as a repeated pattern with a set of local statistics (attributes) that vary gradually. Differences in texture can be viewed in objects' unique structural properties, orientation, roughness, smoothness, and regularity [1] . Texture analysis is used in applications such as categorization/classification [2, 3] retrieval [4] , and industrial inspection [5] .
Under proper illumination, texture features can be reliably extracted. In [19] , edge statistics from machined surfaces were extracted to identify the shaping or milling processes. Fourier [7] and Wavelet [6, 21, 22] transforms were also effective at describing texture. In [21 and 22] , wavelet was used for surface roughness analysis. The gray level co-occurrence matrix (GLCM) is another useful texture attribute where [23] used it to determine the wear of rotary drill-bits. GLCM also proved effective for establishing the relationship between milled surface roughness and its texture [24] . In [3] , several machining processes were classified by gray-level histogram information combined with edge statistics from metal workpiece images. All these features are normally fed into a supervised machine learning model to perform the desired decision making task (mostly classification). Existing works utilize established machine learning algorithms such as decision trees [11] , Artificial Neural Networks (ANN) [3, 7, 10] , or Support Vector Machines (SVM) [3, 12, 17] .
In this paper, we present our early work on classifying manufacturing workpieces into the six machining processes of Turning, Grinding, Horizontal Milling, Vertical Milling, Lapping, and Shaping. We investigate the effectiveness of gray-level intensity histogram as features to be fed into SVMs trained with different kernels. Average classification accuracy is reported for performance evaluation, which is similar to what was done in [13] . Our dataset consists of 72 workpiece images, where each image belongs to a specific machining process (class). We also compare the trained SVM with an ANN classifier from our previous work in [14] .
II. SUPPORT VECTOR MACHINE
Given a set of labeled training examples and their respective class labels, which can be written as:
a learning algorithm discovers a function (with and being the input and output spaces, respectively) that predicts future unseen input-output 978-1-4799-8996-6/15/$31.00 ©2015 IEEE mappings, while ideally reducing errors [16] . Classification is hence the act of constructing a decision procedure based on a sequence of known cases. The Support Vector Machine (SVM) is a classic discriminative machine learning algorithm based on statistical learning theory [15, 25] . A pattern is represented in a -dimensional space having features . The SVM then discovers a hyperplane in this space to separate the features into two classes, i.e.
and . The hyperplane is considered optimal when there is maximum margin (i.e. Euclidean distance) to the nearest training examples of each class (Fig. 1) . Alluding to the explanation in [17] , this can be written:
where is a weight vector and is a threshold. Although originally used for binary classification, SVMs can also be trained for non-linearly separable tasks by transforming the data into a higher-dimensional space and utilizing specific kernels. 
III. INTENSITY HISTOGRAM
Effecting learning, and hence classification, depends on representative input features. As mentioned, we investigate the use of the gray-level intensity histogram. An intensity histogram shows the pixel distribution of intensity values within a grayscale image. These values range from 0 to 255 (i.e. black to white), or 0 to 1 in case of normalization. Fig. 2 shows the 256-bin histogram for a Turning class image, where the -axis is the quantized gray-level and the -axis is the number of pixels having that intensity value. For the purpose of our work, we consider of the 256-bin histogram since it provides detailed information for each image. 
IV. IMAGE ACQUISITON, FEATURES EXTRACTION AND DIMENSIONALITY REDUCTION
The machined surface workpieces are produced by six different machining processes namely Turning, Grinding, Horizontal Milling, Vertical Milling, Lapping, and Shaping (Fig. 3) . Each process is treated as a separate class. Twelve samples are taken from each class, where each sample is produced by different machining parameters (i.e. cutting speed, feed rate, and depth of cut) [10] . Consequently, the entire dataset comprises 72-sample images (i.e. 6-classes x 12-samples per class). Image acquisition involves capturing each workpiece image using a charged coupled device (CCD) camera, viewed under an optical microscope (Olympus BX51M metallurgical microscope). The setup is shown in Fig. 4 . The captured workpiece images are converted into grayscale with a pixel resolution of 1024 × 1280. Note that, all the images are enhanced through contrast adjustment. The 256-bin histogram for each image is generated, which results in a 256-dimensional feature vector. Therefore, for each workpiece image, the corresponding feature vector is , for (number of samples per class) and (the number of classes).
A. Principal Component Analysis
Principal component analysis (PCA) is a linear statistical technique that has been widely used for dimensionality reduction. Despite drastically reducing data dimensionality, PCA retains the inherent variability of the original dataset. Specifically, the uncorrelated principal components are transformed to a new set of variables. These variables are then ordered where the first few variables maintain most of the variation present in the original data. Readers can be directed to the works in [7 and 10] for more detailed explanations about PCA. After PCA is applied, the number of features is reduced to merely 30. Fig. 5 shows the flow of the proposed work. We divide our samples into two sets, (i) training, and (ii) testing. The dataset for training and testing were divided equally (50%-50%), where six random samples were selected from each class for training (the remainder is used for testing).
V. EXPERIMENTAL SETUP AND RESULTS
In this work, the SVM was trained using Platt's Sequential Minimal Optimization (SMO) algorithm. SMO was chosen due to its effectiveness earlier works such as [3] . For the SVM multi-class classification, the one-versus-one approach is chosen. It is well known that the SVM is a binary classifier, while the classification task at hand is a multi-class problem. Therefore, for a case with -classes, binary SVMs were trained. During testing, if the -th. decision function shows that a vector is classified into the -th. class, then the vote for the -th class is added by one. Otherwise, the -th. vote is decreased by one. In the end, the final class label is determined by the majority vote.
A. Results and Discussions
Three SVM kernels were investigated namely the Linear, Polynomial and Radial Basis Function (RBF) kernels. Table 1 shows that the linear kernel achieved superior classification accuracy when using the PCA-reduced histogram features (97.2%). We also compared the performance of the SVM (all kernels) with our previous work solving the same classification task using an Artificial Neural Network (ANN) [14] . The training and testing datasets used are the same, and the ANN parameters are given in Table 2 . Fig. 6 shows the results of the comparison. It can be seen that the SVM with the linear kernel outperforms the ANN as well. In fact, the ANN shows lower accuracy when compared to even the SVMpolynomial kernel. We also made an informal observation, where training time for the SVM configurations required approximately only half the time of that of the ANN. This might be an important factor when choosing the classification algorithm for future works. At this moment in time, this work is still in its infancy. Although results favor the SVM-liner kernel, more detailed experiments with more training examples is necessary to cater for all possibilities.
VI. CONCLUSION
Grayscale machined surface workpiece images were classified into the six classes of Turning, Grinding, Horizontal Milling, Vertical Milling, Lapping, and Shaping using the SVM classifier with PCA-reduced gray-level histogram features. The SVM linear kernel showed superior performance compared to all the other kernels, as well as the ANN classifier in [14] . A total of 72-images were used in the experiments with training and testing data being equally divided. In the future, we plan to test on a larger dataset. This is to cater for higher texture variability within larger sample sizes. Furthermore, we foresee the benefits of considering other features as well, such as edge statistics and/or shape features, which can either be used independently or fused.
