We prove a Morita reduction theorem for the cyclotomic Hecke algebras H r; p; n ðq; QÞ of type Gðr; p; nÞ with p > 1 and n f 3. As a consequence, we show that computing the decomposition numbers of H r; p; n ðQÞ reduces to computing the p 0 -splittable decomposition numbers (see Definition 1.1) of the cyclotomic Hecke algebras H r 0 ; p 0 ; n 0 ðQ 0 Þ, where 1 e r 0 e r, 1 e n 0 e n, p 0 j p and where the parameters Q 0 are contained in a single ðe 0 ; qÞ-orbit and e 0 is a primitive p 0 th root of unity.
The first main result in this paper gives an analogue of the Dipper-Mathas Morita equivalence theorem for the Hecke algebras of type Gðr; p; nÞ. To state this result explicitly, fix positive integers r, p and n with r ¼ pt, for some integer t, and let K be an algebraically closed field of characteristic coprime to p. Fix parameters q; Q 1 ; . . . ; Q t A K Â and let Q ¼ ðQ 1 ; . . . ; Q t Þ. Let H r; n ðQÞ be the Ariki-Koike algebra and let H r; p; n ðQÞ be the Hecke algebra of type Gðr; p; nÞ with parameters q and Q. The algebra H r; n ðQÞ is equipped with an automorphism s of order p and H r; p; n ðQÞ is the fixed point subalgebra of H r; n ðQÞ under s. There is a second automorphism t on H r; n which fixes H r; p; n setwise. For the precise definitions see the third paragraph in Section 2, Definition 2.1 and Definition 3.2.
Fix a primitive pth root of unity " in K and say that Q i and Q j are in the same ð"; qÞorbit if Q i ¼ " a q b Q j , for some integers a; b A Z. Given two ordered tuples X ¼ ðX 1 ; . . . ; X s Þ and Y ¼ ðY 1 ; . . . ; Y l Þ of elements of K Â set X4Y ¼ ðX 1 ; . . . ; X s ; Y 1 ; . . . ; Y l Þ.
Suppose that A is an algebra and that Z p is a group which acts on A as a group of algebra automorphisms. Let A z Z p be the algebra with elements fag j a A A and g A Z p g and with multiplication ag Á bh ¼ ab g Á gh; for a; b A A and g; h A Z p :
The first main result of this paper is the following.
Theorem A. Suppose that Q ¼ Q 1 4Á Á Á4Q k , where Q i A Q a and Q j A Q b are in the same ð"; qÞ-orbit only if a ¼ b. Let t a ¼ jQ a j, for 1 e a e k. Then H r; p; n ðQÞ is Morita equivalent to the algebra
In the theorem, each of the algebras H pt a ; b a ðQ a Þ has an automorphism s a of order p and, in the direct sum, the automorphism s 1 n Á Á Á n s k acts diagonally on the algebra H pt 1 ; b 1 ðQ 1 Þ n Á Á Á n H pt k ; b k ðQ k Þ. Observe that hs 1 n Á Á Á n s k i G Z p .
The second result of this paper uses Theorem A to prove a reduction theorem for computing the decomposition numbers of H r; p; n ðQÞ. In order to state this result fix a modular system ðF ; O; KÞ ''with parameters''. That is, we fix an algebraically closed field F of characteristic zero, a discrete valuation ring O with maximal ideal p and residue field K G O=p, together with parametersq q;Q Q 1 ; . . . ;Q Q t A O Â such that q ¼þ p and Q i ¼Q Q i þ p for each i. Let H F r; p; n ¼ H F r; p; n ðQ QÞ be the Hecke algebra of type Gðr; p; nÞ over F with parametersandQ Q ¼ ðQ Q 1 ; . . . ;Q Q t Þ and similarly let H O r; p; n ¼ H r; p; n ðQ QÞ and write H K r; p; n ¼ H r; p; n ðQÞ. We assume that H F r; p; n is semisimple. By freeness we have that H F r; p; n G H O r; p; n n O F and H K r; p; n G H O r; p; n n O K. Thus, by choosing O-lattices we can talk of modular reduction from H F r; p; n -Mod to H K r; p; n -Mod.
Using the definitions, it is straightforward to check that the automorphisms s and t commute with modular reduction. Thus, we have compatible automorphisms s and t on H F r; n and on H K r; n .
Let R A fF ; Kg and let M be an H R r; p; n -module. Then we define a new H R r; p; n -module M t by ''twisting'' the action of H R r; p; n using the automorphism t. Explicitly, M t ¼ M as a vector space and the H R r; p; n -action on M t is defined by m Á h ¼ mtðhÞ; for all m A M and h A H R r; p; n :
Since t p is an inner automorphism of the algebra H R r; p; n , it follows that M G M t p for any H R r; p; n -module M. Therefore, there is a natural action of the cyclic group Z p on the set of isomorphism classes of H R r; p; n -modules. We define the inertia group of M to be G M ¼ fk j 0 e k < p; M G M t k g e Z p .
If A is any algebra let IrrðAÞ be the complete set of isomorphism classes of irreducible A-modules. We are interested in the inertia group G S and G D , for S A IrrðH F r; p; n Þ and D A IrrðH K r; p; n Þ.
1.1. Definition. Suppose that S A IrrðH F r; p; n Þ and D A IrrðH K r; p; n Þ. The decomposition number ½S : D is a p-splittable decomposition number of H r; p; n ðQÞ if G
The second main result of this paper is the following:
Theorem B. The decomposition numbers of the cyclotomic Hecke algebras of type Gðr; p; nÞ are completely determined by the p 0 -splittable decomposition numbers of certain cyclotomic Hecke algebras H r 0 ; p 0 ; n 0 ðQ 0 Þ, where p 0 divides p, 1 e r 0 e r, 1 e n 0 e n and where the parameters Q 0 are contained in a single ðe 0 ; qÞ-orbit and e 0 is a primitive p 0 th root of unity.
The proof of Theorem B explicitly describes the algebras H r 0 ; p 0 ; n 0 ðQ 0 Þ and the parameters Q 0 which appear in this reduction. Thus, once the p 0 -splittable decomposition numbers are known this result gives an algorithm for computing the decomposition matrices of the cyclotomic Hecke algebras of type Gðr; p; nÞ. This paper is organized as follows. In the next section we define the cyclotomic Hecke algebras of type Gðr; p; nÞ and prove the Morita equivalence result for the Hecke algebras of type Gðr; 1; nÞ which underpins all of the results in this paper. In the third section we apply the results for the algebras of type Gðr; 1; nÞ to prove Theorem A. The fourth section of the paper uses Cli¤ord theory to show that if an algebra can be written as a semidirect product then its decomposition numbers are determined by a suitable family of p 0 -splittable decomposition numbers. This result is then applied in Section 5 to prove Theorem B.
Morita equivalence theorems for Hecke algebras of type G(r, 1, n)
In this section we define the cyclotomic Hecke algebras and set our notation. We then recall and generalize the Morita equivalence results that we need for the cyclotomic algebras of type Gðr; 1; nÞ.
Throughout this paper we fix positive integers r, p and n such that r ¼ pt for some integer t. Let K be an algebraically closed field which contains a primitive pth root of unity ". In particular, the characteristic of K is coprime to p. Throughout this paper, we assume that p > 1 and n f 3. Fix parameters q; Q 1 ; . . . ; Q t A K Â and, as in the introduction, let Q :¼ ðQ 1 ; . . . ; Q t Þ and write jQj ¼ t.
Let H r; n ðQÞ be the cyclotomic Hecke algebra of type Gðr; 1; nÞ. As a K-algebra H r; n ðQÞ is generated by T 0 ; T 1 ; . . . ; T nÀ1 subject to the relations:
ðT i þ 1ÞðT i À qÞ ¼ 0; 1 e i e n À 1;
That is, H r; n ðQÞ is the cyclotomic Hecke algebra of type Gðr; 1; nÞ with parameters fQ 0
for 0 e i < p and 0 e j < t.
Definition.
The cyclotomic Hecke algebra of type Gðr; p; nÞ is the subalgebra H r; p; n ðQÞ of H r; n ðQÞ which is generated by the elements T p 0 ,
When the choice of parameters q, Q is clear we write H r; p; n ¼ H r; p; n ðQÞ and H r; n ¼ H r; n ðQÞ. When we want to emphasize the coe‰cient ring we write H K r; p; n ¼ H K r; p; n ðQÞ and H K r; n ¼ H K r; n ðQÞ, respectively.
Remark.
As noted by Malle [16] , §4.B, if n ¼ 2 then the Hecke algebra of type Gð2m; 2p; 2Þ cannot be identified with a subalgebra of the Hecke algebra of type Gð2m; 1; 2Þ. It is for this reason that we assume that n f 3 in this paper (all of the results in this section are valid for n f 1).
Let S n be the symmetric group on n letters. As the type A braid relations hold in H r; n for each w A S n there is a well-defined element
. . . ; n À 1. Then Ariki and Koike ( [2] , Theorem 3.10) showed that fL c 1 1 . . . L c n n T w j w A G n and 0 e c i < rg is a basis of H r; n .
The Morita equivalence in Theorem A is a consequence of the following result for the cyclotomic Hecke algebras H r; n .
Theorem (Dipper-Mathas
Then H r; n ðQÞ is Morita equivalent to the algebra
As noted in [6] the proof of Theorem 2.3 quickly reduces to the case k ¼ 2, so only this case is considered in [6] . Unfortunately, to prove Theorem A we need detailed information about the bimodule which induces the Morita equivalence of Theorem 2.3 for arbitrary k f 1. Consequently, we need to generalize the results of [6] and construct the bimodule which induces the Morita equivalence of Theorem 2.3 (in the special case when Q is partitioned into a disjoint union of ðe; qÞ-orbits). In constructing this bimodule we refer the reader back to [6] whenever the details are not substantially di¤erent from the case k ¼ 2.
First, fix non-negative integers a and b with a þ b e n and an integer s with 1 e s e t. Define
: It may help the reader to observe that if we write w a; b A S aþb as a permutation in two-line notation then
We will use the following notation extensively.
Notation. Given any sequence a ¼ ða 1 ; . . . ; a k Þ and integers 1 e i e j e k we set a i...j ¼ a i þ Á Á Á þ a j . If i < j then set a j...i ¼ 0.
Until further notice we fix a partition Q ¼ Q 1 4Á Á Á4Q k of Q such that Q i A Q a and Q j A Q b are in the same ð"; qÞ-orbit only if a ¼ b. Set t ¼ ðt 1 ; . . . ; t k Þ where t a ¼ jQ a j, for 1 e a e k. Without loss of generality we assume that Q a ¼ ðQ t 1...aÀ1 þ1 ; . . . ; Q t 1...a Þ, for a ¼ 1; . . . ; k (set t 0 ¼ 0). Let Lðn; kÞ ¼ fb ¼ ðb 1 ; . . . ; b k Þ j b 1...k ¼ n and b a f 0 for 1 e a e kg be the set of compositions of n into k parts. If b A Lðn; kÞ then, for convenience, we set b kþ1 ¼ 0.
Note that v b depends crucially on our fixed partition
Our first goal is to understand V b . Note also that for each 2 e a e k, u þ o b has a factor Q t
for some polynomial BðaÞ in the Murphy operators. Then
This observation will be used in the proof of the following two key properties of the elements v b . 
v b by Proposition 2.5, for 1 e j < n, 1 e m e n with j 3 b 1...a for a ¼ 1; . . . ; k.
2.7. Lemma. Suppose that b A Lðn; kÞ, 1 e a e k and b a 3 0. Then Q
Now suppose that 1 e a < k, b a 3 0, and set LðaÞ ¼ Q
Then, using (2.6), the observation above Proposition 2.5 and the fact that any symmetric polynomial on Murphy operators is central, we deduce that LðaÞv b has a factor of the form
To proceed we recall the cellular basis of the algebras H r; n , and the associated combinatorics, introduced in [5] . A multipartition of n is an ordered r-tuple of partitions l ¼ ðl ð1Þ ; . . . ; l ðrÞ Þ such that jl ð1Þ j þ Á Á Á þ jl ðrÞ j ¼ n. Let L þ n be the set of multipartitions of n. Then L þ n is a poset under the dominance order, where l u m if
for all 1 e s e r and all i f 1.
The diagram of l is the set ½l ¼ fði; j; sÞ j 1 e j e l ðsÞ i for 1 e s e rg. A l-tableau is a bijection t : ½l ! f1; 2; . . . ; ng. The l-tableau t is standard if tði; j; sÞ < tði 0 ; j 0 ; sÞ whenever i e i 0 , j e j 0 and ði; j; sÞ and ði 0 ; j 0 ; sÞ are distinct elements of ½l. Let StdðlÞ be the set of standard l-tableaux. Observe that S n acts from the right on the set of l-tableaux. In particular, if w A S n and t A StdðlÞ then tw is a l-tableau, however, it is not necessarily standard.
be the corresponding Young (or parabolic) subgroup of S n . We set
Then x l and u þ l are commuting elements of H r; n . Next, if s is a standard l-tableau let dðsÞ be the corresponding distinguished right coset representative of S l in S n . Finally, given a pair ðs; tÞ of standard l-tableaux define
is a cellular basis of H r; n by [5] , Theorem 3.26.
We can relate V b to the combinatorics of the cellular basis fm st g by defining
..a for some a; ð0Þ;
otherwise:
Hence, using (2.6) we obtain the following.
and in the product a decreases in order from left to right.
Suppose that l is a multipartition and that t is a standard l-tableau. For each integer k, with 1 e k e n, define comp t ðkÞ ¼ s if ði; j; sÞ is the unique node in ½l such that tði; j; sÞ ¼ k.
2.9. Definition. Suppose that l is a multipartition of n. Define
..a g: 
Proof. Part (a) is a translation of [5] , Theorem 4.14 into the current notation. See the proof of [6] , Lemma 3.9 for more details. 
Let w be a permutation of fb 1...g þ 1; b 1...g þ 2; . . . ; ng of minimal length such that s 0 ¼ sw is a standard l-tableau with pt 1...aÀ1 < comp s ðkÞ e pt 1...a if c 1...aÀ1 < k e c 1...a for g þ 1 e a e k. (Such a permutation exists because we can first swap integers k, with c 1...kÀ1 < k e n and comp s ðkÞ e pt 1...kÀ1 , with the integers l, where b 1...kÀ1 < l e n and pt 1...kÀ1 < comp s ðlÞ e pt 1...k ; let s 1 be the resulting l-tableau. Then we swap integers k, with c 1...kÀ2 < k e c 1...kÀ1 and comp s 1 ðkÞ e pt 1...kÀ2 , with the integers l, where b 1...kÀ2 < l e n and pt 1...kÀ2 < comp s 1 ðlÞ e pt 1...kÀ1 ; and so on; compare [6] , Lemma 3.10.) As a result, comp s ðkÞ e pt 1...g if k e c 1...g . Then dðsÞ ¼ dðs 0 Þw, with the lengths adding, so that m st ¼ T Ã w m s 0 t . Furthermore, by construction, there is a composition c 0 A Lðn; kÞ such that s 0 A Std c 0 ðlÞ, c 0 a ¼ c a , for 1 e a < b or g e a e k, and c 0
To simplify the notation, for the remainder of the proof set wðaÞ ¼ w b a ; b 1...aÀ1 and
for 1 e a e k, 1 e m e n and 1 e s e t. Similarly, set u þ ðm; sÞ
Then
where the product is taken in order with a decreasing from left to right. Now, u G ðm; sÞ com-
for some w 0 A S n , where again both products are ordered with a decreasing from left to
..a þ 1Þ, where this product can be taken in any order. So,
Consequently, the last displayed equation contains
as a factor. Since
where the last equality comes from applying the right-hand equation of Lemma 2.7 in the special case when k ¼ 2. Putting all of these equations together, we have shown that y b ðm st Þ ¼ 0, as required. r
Suppose that t is a standard l-tableau and that 1 e k e n. Let Shape k ðtÞ be the multipartition with diagram t À1 ðf1; . . . ; kgÞ; that is, Shape k ðtÞ is the multipartition given by the positions of f1; . . . ; kg in t. If t A StdðlÞ and v A StdðmÞ then we write t u v if l q m or if l ¼ m and Shape k ðtÞ u Shape k ðvÞ for 1 e k e n. We extend this partial order to pairs of standard tableaux in the obvious way. for some r uv A R. Using this formula we can compute yðm st Þ ¼ v À b m st directly, which shows that m uv appears with non-zero coe‰cient in y b ðm st Þ only if ðu; vÞ u ðs 0 ; tÞ. Finally, m s 0 t appears with non-zero coe‰cient in
Suppose that l is a multipartition of n. Let H l r; n be the module with basis fm uv g where u and v range over the standard m-tableaux with m q l. It follows from the general theory of cellular algebras ( [16] , Lemma 2.3) that H l r; n is a two-sided ideal of H r; n .
Fix s A StdðlÞ. Then, as a vector space, the Specht module (or cell module) SðlÞ is the module with basis fm st þ H l r; n j t A StdðlÞg. The theory of cellular algebras ( [16] , 2.4) shows that SðlÞ is an H r; n -module and that, up to isomorphism, SðlÞ does not depend on the choice of s.
Finally, we need the classification of the blocks for H r; n . For each l A L þ n define a ''content function'' c l : R ! N by c l ðxÞ ¼ Kfði; j; a þ pbÞ A ½l j 0 e a < p and x ¼ q jÀi e a Q b g; for x A R. Then the Specht modules SðlÞ and SðmÞ are in the same block only if c l ðxÞ ¼ c m ðxÞ, for all x A R, by [8] , Prop. 5.9(ii). (Although we will not need this we note that the converse is also true by [14] , Theorem A.)
With the results that we have now proved we can complete the proof of Theorem 2.3 with only minor modifications of the arguments of [6] . Consequently, we sketch the rest of the proof and give references to [6] for those readers who require more detail. We remark that it is not clear from the definition that the maps y st are welldefined. 
Definition. Suppose that b A Lðn; kÞ and that s
Proof.
(a) This follows directly from Lemma 2.10(b) and Lemma 2.11.
(b) As in [6] , Theorem 3.16, it follows from part (a) and the construction of the Specht modules that V b has a filtration
Now, if b 3 c and l and m are two multipartitions such that Std þ b ðlÞ 3 j and Std þ c ðmÞ 3 j then it is easy to see (cf. the proof of [6] , Cor. 3.17) that c l 3 c m . Consequently, by the remarks before the theorem, the Specht modules SðlÞ and SðmÞ are in di¤erent blocks. Therefore, all of the composition factors of V b and V c belong to di¤erent blocks, so Hom H r; n ðV b ; V c Þ ¼ 0.
(c) The proof is identical to that of [6] , Theorem 3.19. In outline, the argument is as follows. By [5] , Theorem 6.16, and Lemma 2.10(a), End
Using this Specht filtration and the classification of the blocks of H r; n given above it follows that all of the irreducible constituents of V b and ker y b belong to di¤erent blocks. Therefore, the map
b be a right inverse to y b . Then a straightforward calculation shows that
As the maps fy b j st y À1 b j s; t A Std þ b ðlÞg span End H r; n ðV b Þ, this proves part (c). r
where the T i occurs in the ath tensor factor, for 1 e a e k. Then, as an algebra, H b is generated by the elements fT ðaÞ i j 1 e a e k and 0 e i < b a g.
We need some combinatorial machinery to describe the 
which we consider as a subgroup of S n via the natural embedding. Let D b be the set of distinguished (minimal length) right coset representatives
Recall that a progenerator, or projective generator, for an algebra A is a projective Amodule V which contains every projective indecomposable A-module as a direct summand. The algebras A and End A ðV Þ are Morita equivalent and, moreover, every Morita equivalence arises in this way.
Then V is a progenerator for H r; n .
(b) Suppose that b A Lðn; kÞ. Then:
Sketch of proof. Using Proposition 2.13 and (2.14) it is straightforward to show that
Now consider the remaining statements of (b). By Proposition 2.5 and Lemma 2.7 there is an action of H b on V b by left multiplication which is uniquely determined by letting the generator T [6] , Lemma 4.6. This shows that End H r; n ðV b Þ G H b . Finally, part b(iii) follows from b(ii) and the observation that We now have the information that we need to start proving Theorem A from the introduction.
Morita equivalence theorems for algebras of type G(r, p, n)
In this section we prove Theorem A, the Morita reduction theorem for the Hecke algebras of type Gðr; p; nÞ, by analyzing the structure of V b ¼ v b H r; n as an H r; p; n -module. We maintain our notation from the previous section. In particular, we fix a partitioning Q ¼ Q 1 4Á Á Á4Q k of Q such that Q i and Q j are in di¤erent ð"; qÞ-orbits whenever Q i A Q a , Q j A Q b and a 3 b.
Following Ariki [1] , for each integer m with 1 e m e n, define:
The elements S 1 ; S 2 ; . . . ; S n are the Murphy operators of H r; p; n . We need these elements to prove the following fundamental fact.
3.1. Lemma. The algebra H r; p; n has basis fL c 1 1 . . . L c n n T w j w A S n ; 0 e c i < r and c 1 þ Á Á Á þ c n 1 0 mod pg:
Proof. Ariki ([1], Prop. 1.6) showed that H r; p; n is the submodule of H r; n with basis S c 1 1 Á Á Á S c n n T w w A S n ; 0 e c i < r for 2 e i e n; and 0 e pc 1 À c 2 À Á Á Á À c n < r & '
:
Applying the definitions S c 1 1 Á Á Á S c n n T w ¼ L pc 1 Àc 2 ÀÁÁÁÀc n 1 L c 2 2 . . . L c n n T w . Hence, the lemma is just a reformulation of Ariki's result. r
Recall from the introduction that there are two algebra automorphisms s and t of H r; n .
Definition.
The automorphism t is the K-algebra automorphism of H r; n which is given by tðhÞ ¼ T À1 0 hT 0 , for all h A H r; n . The map s is the K-algebra automorphism of H r; n which is determined by sðT 0 Þ ¼ eT 0 and sðT i Þ ¼ T i ; for i ¼ 1; . . . ; n À 1:
The reader can check that H r; p; n is the fixed point subalgebra of H r; n under s.
Suppose that A is an algebra with an automorphism y of order p. Define A z y Z p to be the K-algebra with elements fay k j a A A and 0 e k < pg and with multiplication ay k Á by l ¼ ay k ðbÞy kþl , for a; b A A and 0 e k; l < p. As in the introduction, if M is an A-module then we can define a new A-module M y which is isomorphic to M as a vector space but with the A-action twisted by y. Informally, it is convenient to think of M y as the set of elements fmy j m A Mg with A-action my Á a ¼ À myðaÞ Á y, for m A M and a A A. Proof. Since sðT i Þ ¼ T i , for 1 e i < n, and sðL p k Þ ¼ L p k , for 1 e k e n, we see that T w , where 0 e a j < pt a for all j and w is an element of the symmetric group on the letters fb 1...aÀ1 þ 1; . . . ; ig. We prove this by induction on i.
Fix a such that b a 3 0 and 1 e a e k. Suppose first that i ¼ i 0 , where
can be written as a linear combination of the elements v b L pk i 0 , for 0 e k < t a . Note that, modulo p, we have not changed the exponent of L i 0 . Hence, we may assume that 0 e c i < pt a when i ¼ i 0 . Now suppose that i 0 < i e b 1...a . Arguing by induction (see [2] , Lemma 3.3), it follows easily that
If c f pt a then, by induction on i, we can rewrite v b L c iÀ1 as a linear combination of terms of
iÀ1 T w , where 0 e a j < pt a for all j and w is an element of the symmetric group on the letters fi 0 ; . . . ; i À 1g. Now, L 1 ; . . . ; L n commute with each other, and T iÀ1 commutes with L j if j 3 i À 1; i, so
Hence, using 
End H r; p; n ðV b Þ:
Hence, to prove the proposition it su‰ces to show that
Recall that each of the algebras H pt a ; b a ðQ a Þ, for 1 e a e k, has an automorphism s a of order p. The automorphism s 1 n Á Á Á n s k acts diagonally on the algebra H b . Note that hs 1 n Á Á Á n s k i G Z p . By Proposition 2.15, we have that H b G End H r; n ðv b H r; n Þ ,! End H r; p; n ðv b H r; n Þ:
On the other hand, sðv b Þ ¼ v b by Lemma 3.3. So, s induces an automorphism of v b H r; p; n which is given by v b h 7 ! sðv b hÞ ¼ v b sðhÞ, for all h A H r; p; n . Hence, we have an injective map Z p ,! End H r; p; n ðv b H r; n Þ. Since s is an outer automorphism of H r; p; n it follows that we have an embedding 
n acts on v b H r; p; n in the same way that T ð1Þ 0 ðT ðkÞ 0 Þ À1 ¼ T 0 n 1 n Á Á Á n 1 n T À1 0 A H b acts on v b H r; p; n . More generally, for a ¼ 1; . . . ; k À 1 let r a be the automorphism of v b H r; p; n given by left multiplication by L b 2...k þ1 L À1 b aþ1...k þ1 A H b . By Proposition 2.5,
Therefore, r a A E b , for 2 e a e k, since r a commutes with the action of H r; p; n . Thus, r a coincides with the action of T 
Splittable decomposition numbers
In this section we use Cli¤ord theory to show that if an algebra can be written as a semidirect product then its decomposition numbers are determined by the corresponding ''p 0 -splittable'' decomposition numbers of a related family of algebras. First, we recall some general results about the representation theory of semidirect product algebras. The basic references for this topic are [4] , [15] , [19] .
Let A be a finite dimensional algebra over an algebraically closed field K and suppose that y is an algebra automorphism of A of order p. We identify Z p with the group generated by y and consider the algebra A z Z p . Then, as a set, A z Z p ¼ fay k j a A A and 0 e k e pg and the multiplication in A z Z p is defined by ðay k Þ Á ðby m Þ ¼ ay k ðbÞ Á y kþm ; for a; b A A and 0 e k; m < p. If H is a subgroup of Z p we identify A z H with a subalgebra of A z Z p in the natural way. In particular, by taking H ¼ 1 we can view A as a subalgebra of A z Z p . Moreover, there are natural induction and restriction functors between the module categories of all of these algebras.
Suppose that L is an A-module. Then we can twist L by y to get a new A-module L y . As a vector space we set L y ¼ L, and we define the action of A on L y by v Á a :¼ vyðaÞ; for all v A L and a A A:
It is straightforward to check that L is irreducible if and only if L y is irreducible.
The inertia group of L is the group
Then G L is a subgroup of Z p and, in particular, it is cyclic. Let l ¼ jG L j. Then p ¼ lk and G L is generated by y k . Recall that we have fixed a primitive pth root of unity " A K. Since K is algebraically closed we can choose an A-module isomorphism f : L ! L y k such that f l ¼ 1 L , the identity map on L. For each integer i A Z define the ðA z G L Þ-module L l; i as follows: as a vector space L l; i :¼ L and the action of ðA z G L Þ on L l; i is given by:
v Á ðay mk Þ :¼ " mki f m ðvaÞ; for all m A Z; v A L l; i and a A A:
It is easy to check that L l; i is an ðA z G L Þ-module and, by definition, that L l; iþl G L l; i , for all i A Z.
Recall that IrrðAÞ is the complete set of isomorphism classes of simple A-modules. Let L A IrrðAÞ. Then, since L l; i # A G L, it follows that L l; i is a simple ðA z G L Þ-module. In fact, it is shown in [4] , [15] , [19] that Proof. As remarked above, we can view A and A z H as subalgebras of A z G L . Since L l; i # AzG L A G L is irreducible we see that L l; i # AzG L AzH is irreducible. Next, observe that y p=h is a generator of H. Hence, by the argument above if 1 e j e l ¼ jG L j then L l; iþhj # AzG L AzH G L l; i # AzG L AzH is irreducible. Therefore, by Frobenius reciprocity and Schur's Lemma,
The lemma now follows by comparing dimensions. r
Now suppose that we have a modular system ðF ; O; KÞ such that A ¼ A K has an Olattice A O which is an O-algebra, y can be lifted to an automorphism of A O of order p, F is an algebraically closed field of characteristic zero, and A F :¼ A O n O F is a (split) semisimple F -algebra. We abuse notation and write y for the corresponding automorphism of A F . Note that if H is a subgroup of Z p then A K z H G ðA O z HÞ n O K, so that we also have a modular system for the algebras A F z H and A K z H.
By definition, IrrðA F Þ is the complete set of isomorphism classes of simple A Fmodules-the ''semisimple'' A F -modules. As the automorphism y lifts to A F for each simple A F -module S A IrrðA F Þ we have an inertia group G S e Z p and, as above, we can define ðA F z G S Þ-modules S s; j , for j A Z where s ¼ jG S j. Consequently,
Suppose that S A IrrðA F Þ and that D A IrrðA K Þ and let s ¼ jG S j and d ¼ jG D j. Given i and j with 1 e i e s and 1 e j e d, we want to determine the decomposition number for all i; j A Z.
In the next section we show that all pairs of irreducible H r; n -modules have cyclic decomposition numbers. 4.3. Proposition. Let S A IrrðA F Þ and D A IrrðA K Þ and suppose that ðS; DÞ has cyclic decomposition numbers. Set s ¼ jG S j, d ¼ jG D j and let d 0 ¼ gcdðs; dÞ. Then
AzZ p AzG D for all i; j; l; l 0 A Z.
Proof. Since the groups G S , G D and G 0 ¼ G S X G D are all cyclic subgroups of Z p , we have that jG 0 j ¼ gcdðjG S j; jG D jÞ ¼ gcdðs; dÞ ¼ d 0 , so that there exist integers u and v such that d 0 ¼ us þ vd. Suppose that l; l 0 A Z. Recall that S s; iþms G S s; i and D d; jþmd G D d; j , for all m A Z. Then, using the assumption that ðS; DÞ has cyclic decomposition numbers for the third equality, we find that
as required. r 4.4. Definition. Suppose that S A IrrðA F Þ and D A IrrðA K Þ and let s ¼ jG S j and d ¼ jG D j as above. Then the decomposition number ½S s; i "
We will see in Corollary 5.6 below that this definition of p-splittable decomposition number agrees with Definition 1.1 when applied to the algebras H r; p; n . 4.5. Corollary. Suppose that S A IrrðA F Þ and D A IrrðA K Þ have cyclic decomposition numbers and let G 0 ¼ G S X G D , s ¼ jG S j and d ¼ jG D j. Then We now apply Corollary 4.5 in the special case where A has a tensor product decomposition. That is, we suppose that A ¼ A ð1Þ n Á Á Á n A ðkÞ , for some finite dimensional K-algebras A ð1Þ ; . . . ; A ðkÞ which are equipped with automorphisms y 1 ; . . . ; y k , respectively, of order p. Set y ¼ y 1 n Á Á Á n y k . We assume that the tensor product decomposition of A is compatible with the modular system ðF ; O; KÞ so that A F ¼ A Then it is straightforward to check that there is an embedding of algebras A R z G 0 ,!Â A R given by ða 1 n Á Á Á n a k Þy mk 7 ! y mk n ða 1 y mk 1 Þ n Á Á Á n ða k y mk k Þ;
for a 1 ; . . . ; a k A A R and m A Z.
Let L ¼ L ð1Þ n Á Á Á n L ðkÞ be a simple A R -module, where L ¼ S if R ¼ F , or L ¼ D if R ¼ K. Let l ¼ jG L j and suppose that 1 e i e l. Then L l; i is a simple ðA R z G L Þ-module. Recall that the modules L l; i are defined using a fixed isomorphism f : L ! L y p=l satisfying f l ¼ 1 L . We may assume that f is compatible with the tensor decomposition of L; that is, f ¼f f 1 n Á Á Á nf f k , where for f ¼ 1; . . . ; k, the order of the inertia group G
Applying the definitions, given any integers i; i 0 ; i 1 ; . . . ; i k with i 1 i 1 þ Á Á Á þ i k À i 0 ðmod d 0 Þ there is a natural isomorphism of ðA R z G 0 Þ-modules
where e Ài 0 is the one dimensional representation of G 0 ¼ hy k i upon which y k acts as multiplication by e Ài 0 .
By ðyÞ, if 1 e i e s then S s; i # A F zG S A F zG 0 G ðe ÀðkÀ1Þi n S ð1Þ d 0 ; i n Á Á Á n S ðkÞ d 0 ; i Þ#Â A F A F zG 0 . Therefore, we can find the ðA F z G 0 Þ-module composition factors of S s; i # A F zG S A F zG 0 by first finding theÂ A K -module composition factors of e ÀðkÀ1Þi n S Proof. This follows from Corollary 4.5 and Theorem 4.6. r
Reduction theorems for the decomposition numbers of H r, p, n
We now combine the results of last two sections to show that the decomposition numbers of the cyclotomic Hecke algebras H r; p; n are completely determined by the p 0 -splittable decomposition numbers of an explicitly determined family of cyclotomic Hecke algebras. We first show that the simple H r; n -modules always have cyclic decomposition numbers.
