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On the dimension of twisted centralizer codes
Adel Alahmadi, S. P. Glasby, Cheryl E. Praeger
Abstract. Given a field F , a scalar λ ∈ F and a matrix A ∈ Fn×n, the twisted central-
izer code CF (A, λ) := {B ∈ Fn×n | AB−λBA = 0} is a linear code of length n2 over F .
When A is cyclic and λ 6= 0 we prove that dimCF (A, λ) = deg(gcd(cA(t), λncA(λ−1t)))
where cA(t) denotes the characteristic polynomial of A. We also show how CF (A, λ)
decomposes, and we estimate the probability that CF (A, λ) is nonzero when |F | is finite.
Finally, we prove dimCF (A, λ) 6 n
2/2 for λ 6∈ {0, 1} and ‘almost all’ n × n matrices A
over F .
1. Introduction
Fix a (commutative) field F , a scalar λ ∈ F , and a matrix A ∈ F n×n. The subspace
CF (A, λ) := {B ∈ F
n×n | AB − λBA = 0}.
is called a twisted centralizer code. We are primarily interested in the case when F = Fq
is a finite field, in which case CF (A, λ) is a linear code. This paper is motivated by results
in [3]. We rely heavily on the fact that replacing A by a conjugate does not change
dimCF (A, λ). By contrast, the Hamming weight of a matrix (the number of nonzero
entries), is highly sensitive to change of basis. Coding theory applications are considered
in [4].
Let cA(t) be the characteristic polynomial of A, namely det(tI − A), and let mA(t)
be its minimal polynomial. Let F be the algebraic closure of F . Let S(A) denote the set
of roots of mA(t) and hence also of cA(t) in F , and let L be the subfield of F containing
S(A) and F , i.e. the splitting (sub)field for cA(t). Suppose cA(t) =
∏
α∈S(A)(t − α)
mα
for positive integers mα. View L
n as a right L[A]-module (usually as n-dimensional row
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vectors over L). For α ∈ L let Kα be the α-eigenspace {v ∈ L
n | vA = αv}, and set
kα = dim(Kα). Note that Kα 6= {0} if and only if α ∈ S(A). Thus, in particular, K0
is the row null space of A which we also denote RNullL(A), and k0 is the nullity of A.
The (t− α)-primary L[A]-submodule of Ln is Mα = {v ∈ L
n | v(A− αI)n = 0}. Observe
that dim(Mα) = mα and Kα 6 Mα, so that kα 6 mα. To stress the dependence on A,
we write KA,α, kA,α,MA,α, mA,α. When λ = 1, we write CF (A) instead of CF (A, 1). Note
that CF (A, λ) is a module for the F -algebra CF (A).
In Section 2 we see how CF (A, λ) decomposes, and in Section 3 we identify CF (A, λ)
with the null space of a (parity check) matrix. When λ 6= 0, the ‘λ-twisted’ characteristic
polynomial λncA(λ
−1t) is closely related to dimCF (A, λ). In Section 4 we prove that
dimCF (A, λ) = deg(gcd(cA(t), λ
ncA(λ
−1t))) when A is cyclic and λ 6= 0. If λ 6= 0 then
CF (A, λ) ∼= CF (Anil, λ) ⊕ CF (Ainv, λ) by Theorem 2.2 where Anil and Ainv denote the
‘nilpotent and invertible parts’ of A. Theorem 2.4 gives a decomposition of CL(A, λ)
related to the (t−α)-primary L[A]-submodules of Ln provided F has prime characteristic,
and a certain condition holds involving λncA(λ
−1t) and λ−ncA(λt).
If det(A) = 0, then CF (A, λ) 6= {0} for all λ ∈ F by Corollary 2.7. In Section 5 we show
when λ 6∈ {0, 1} that the probability is positive, that a uniformly distributed A ∈ Fn×nq
has CFq(A, λ) 6= {0}. In Section 6 we establish upper bounds for dimCF (A, λ), and
Theorem 6.2 proves that λ 6∈ {0, 1} and k0+m0/2 6 n implies that dimCF (A, λ) 6 n
2/2.
The bound n2/2 is attained when n is even and λ = −1 by Remark 6.4.
2. The nilpotent and invertible parts of A
A matrix A ∈ F n×n is called nilpotent if An = 0. The n-dimensional row space V = F n
decomposes as V = Vnil ⊕ Vinv where
Vnil := {v ∈ V | vA
n = 0} and Vinv := {vA
n | v ∈ V }.
Thus A is conjugate to a block diagonal matrix Anil⊕Ainv where Anil is nilpotent on Vnil,
and Ainv is invertible on Vinv.
Lemma 2.1. If A ∈ F n×n has nullity k0, then dimCF (A, 0) = k0n. In particular, if
A 6= 0 then dimCF (A, 0) 6 n(n− 1), and CF (A, 0) contains no invertible matrices.
Proof. A necessary and sufficient condition for B ∈ CF (A, 0) is AB = 0, or that
every column of B lies in the column null space of A. Thus A 6= 0 implies that
3each such B is singular, and since dimCNullF (A) = dimRNullF (A) equals k0, we have
dimCF (A, 0) = k0n. The maximum value of k0 is n− 1 when A 6= 0. 
Let Ei,j ∈ F
n×n have 1 in position (i, j) and zeros elsewhere. If A is conjugate to E1,1
or E1,2, then dimCF (A, 0) = (n − 1)n by Lemma 2.1. We see later (Corollary 6.7) that,
for any λ, d = dimCF (A, λ) cannot lie in the range (n− 1)n < d < n
2. For F -subspaces
of matrices U and W , we write U ∼= W to mean that U and W are isomorphic as vector
spaces.
Theorem 2.2. If A ∈ F n×n and 0 6= λ ∈ F , then CF (A, λ) ∼= CF (Anil, λ)⊕CF (Ainv, λ).
Proof. By replacing A by a conjugate of itself, we may assume that A =
(
A1 0
0 A2
)
where A1 := Anil and A2 := Ainv. Now B =
(
B1 B2
B3 B4
)
lies in CF (A, λ) precisely when
(1) AB − λBA =

A1B1 − λB1A1 A1B2 − λB2A2
A2B3 − λB3A1 A2B4 − λB4A2

 =

0 0
0 0

 .
Equating blocks give the following four conditions: B1 ∈ CF (A1, λ), B4 ∈ CF (A2, λ),
B2 = λ
−1A1B2A
−1
2 and B3 = λA
−1
2 B3A1.
Iterating the equation B2 = λ
−1A1B2A
−1
2 gives B2 = λ
−nAn1B2A
−n
2 . Since A
n
1 = 0, we see
that B2 = 0. A similar calculation shows that B3 = 0. Therefore (B1, B4) 7→ diag(B1, B4)
defines a (distance-preserving) isomorphism from CF (A1, λ)⊕CF (A2, λ) to CF (A, λ). 
Remark 2.3. Adapting the proof of Theorem 2.2 shows that CF (A, 0) is independent
of Ainv; more precisely CF (A, 0) ∼= {X ∈ F
m0×n | AnilX = 0} where A has order m0, (and
as in Lemma 2.1, CF (A, 0) has dimension k0n where A has nullity k0). △
It is natural to ask whether CF (Ainv, λ) can be further decomposed. We identify the
general linear group GL(F n) with the group GL(n, F ) of n×n invertible matrices over F .
The following is an isomorphism of codes, in particular it preserves Hamming distances.
Theorem 2.4. Suppose A ∈ F n×n, 0 6= λ ∈ F , and char(F ) = p > 0. Suppose cA(t)
factors over F as (t − α)mf(t) where f(α)f(λα)f(λ−1α) 6= 0. Then A is conjugate to
diag(A1, A2) where cA1(t) = (t− α)
m, cA2(t) = f(t), and
(2) CF (A, λ) ∼= CF (A1, λ)⊕ CF (A2, λ).
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Proof. Write V = V1⊕V2 where V1 = {v ∈ V | v(A−αI)
n = 0} and V2 = V (A−αI)
n.
Then A is conjugate to diag(A1, A2) where A1 ∈ GL(V1), A2 ∈ GL(V2) and cA2(t) = f(t)
is coprime to cA1(t) = (t−α)
m. By Theorem 2.2 we may assume that α 6= 0, and hence A1
is invertible. Since A is conjugate to diag(A1⊕ (A2)inv, (A2)nil) where Ainv = A1⊕ (A2)inv
and Anil = (A2)nil, it suffices by Theorem 2.2 to prove (2) when A is invertible. Assume
this is so.
Suppose B ∈ CF (A, λ), and write B =
(
B1 B2
B3 B4
)
as in the proof of Theorem 2.2. It
follows from (1) (and the discussion following it) that B1 ∈ CF (A1, λ), B4 ∈ CF (A2, λ),
and B3 = λ
kA−k2 B3A
k
1 for all k > 0. Take k = p
m where m = ⌈logp(n)⌉. Since k > n
and (A1 − αI)
n = 0 we have 0 = (A1 − αI)
k = Ak1 − α
kI. Therefore B3 = (λα)
kA−k2 B3.
Suppose that this equation has a solution B3 6= 0. Then (λα)
kA−k2 − I is singular,
and so too is (λα)kI − Ak2. This implies that (λα)
k is an eigenvalue of Ak2. Therefore
(λα)k ∈ S(Ak2) = S(A2)
k where S(A2)
k denotes the kth powers of the eigenvalues
of A2. Taking kth roots (which are unique in characteristic p as k = p
m) shows that
λα ∈ S(A2) and so 0 = cA2(λα) = f(λα), a contradiction. Thus the only solution is
B3 = 0. Similar reasoning shows that B2 = λ
−kA−k1 B2A
k
2. If B2 6= 0, then (λα
−1)kAk2 − I
is singular and so too is (λ−1α)kI − Ak2. This implies that f(λ
−1α) = 0, contrary to
our assumption. Hence B2 = 0, and B 7→ (B1, B4) defines an F -linear isomorphism
CF (A, λ) ∼= CF (A1, λ)⊕ CF (A2, λ). 
The following lemma is proved in [4, Proposition 2.1] and used for Theorem 2.6.
Lemma 2.5. If A ∈ F n×n, λ ∈ F and CF (A, λ) contains an invertible matrix, then
dimCF (A, λ) = dimCF (A).
Let Jµ denote the µ × µ matrix with (i, i + 1) entry 1 for 1 6 i < µ, and zeros
elsewhere. A nilpotent matrix A ∈ F n×n has Jordan form
⊕k
i=1 Jµi for some k > 1 and
some partition µ = (µ1, . . . , µk) of n with µ1 > · · · > µk > 1 and
∑k
i=1 µi = n. It is
convenient to represent partitions by their Young diagrams as in Figure 1. Reflecting the
Figure 1. Young diagrams for µ = (5, 3, 3, 1) and µ′ = (4, 3, 3, 1, 1).
µ = µ
′ =
Young diagram of µ about its main diagonal gives the Young diagram of the conjugate
5partition denoted µ′ = (µ′1, . . . , µ
′
k′), see Figure 1. Note that µ
′
i = |{j | µj > i}| and
k′ = µ1. If A is conjugate to
⊕k
i=1 Jµi , then it follows from [6, Theorem 6.1.3] that
dimCF (A) =
∑k′
i=1(µ
′
i)
2. Further, k = µ′1 = k0 is the dimension of the null space of A.
Theorem 2.6. Suppose A ∈ F n×n is nilpotent with nullity k0 and
⊕k0
i=1 Jµi is its
Jordan form where
∑k0
i=1 µi = n. If 0 6= λ ∈ F , then dimCF (A, λ) =
∑µ1
i=1(µ
′
i)
2 > k20.
Proof. As mentioned above, A is conjugate in GL(n, F ) to J =
⊕k0
i=1 Jµi and k0 = µ
′
1.
We now argue that CF (A, λ) contains an invertible matrix. To see this note that the
invertible matrix Dµi := diag(1, λ, . . . , λ
µi−1) lies in CF (Jµi , λ). Thus
⊕k0
i=1Dµi is an
invertible element of CF (J, λ). By Lemma 2.5 we have dimCF (A, λ) = dimCF (A), and
as remarked before this theorem, dimCF (A) =
∑µ1
i=1(µ
′
i)
2 by [6, Theorem 6.1.3]. 
Corollary 2.7. If A ∈ F n×n is singular and λ ∈ F , then CF (A, λ) 6= {0}.
Proof. Theorems 2.2 and 2.6 deal with λ 6= 0, and Lemma 2.1 deals with λ = 0. 
Let A ∈ F n×n have rank rk(A). Since the nullity of A equals n − rk(A), Lemma 2.1
implies that dimCF (A, 0) = n(n− rk(A)). When λ 6= 0, we will prove that dimCF (A, λ)
equals (n− rk(A))2 + δ where 0 6 δ 6 rk(A)2.
Theorem 2.8. If 0 6= λ ∈ F and A ∈ F n×n has rank r, then
(n− r)2 6 dimCF (A, λ) 6 (n− r)
2 + r2.
Proof. The nullity of A is k0 = n − r. If Anil has Jordan form
⊕µ′
1
i=1 Jµi , then
k0 = µ
′
1 and dimCF (Anil, λ) =
∑µ1
i=1(µ
′
i)
2 by Theorem 2.6. The lower bound follows from
Theorem 2.2 since:
dimCF (A, λ) > dimCF (Anil, λ) =
µ1∑
i=1
(µ′i)
2 > (µ′1)
2 = (n− r)2.
Also
∑µ1
i=1 µ
′
i = m0, since Anil has order m0. Hence m0 − k0 6
∑µ1
i=2(µ
′
i)
2 6 (m0 − k0)
2.
Now Ainv has order n−m0 so dimCF (Ainv, λ) 6 (n−m0)
2 6 r2. Therefore
dimCF (A, λ) 6 k
2
0 + (m0 − k0)
2 + (n−m0)
2
by Theorem 2.2. The upper bound follows from (m0−k0)
2+(n−m0)
2 6 (n−k0)
2 = r2. 
Remark 2.9. If rk(A) is small, then the bounds in Theorem 2.8 are close. However,
when the rk(A) is large, the upper bound of n2/2 in Theorem 6.2 is better. Note that
n2/2 < (n− r)2 + r2 unless r = n/2. △
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Remark 2.10. When rk(A) = 1, we can compute dimCF (A, λ) precisely. Suppose
dimCF (A, λ) = (n− 1)
2 + δ. If λ = 0, then δ = n− 1 by Lemma 2.1. Suppose λ 6= 0 and
use Theorem 2.2. If A is nilpotent, then µ = (2, 1, . . . , 1) so µ′ = (n−1, 1) and thus δ = 1
by Theorem 2.6. Otherwise A 6= Anil, so Anil = 0 has order n − 1 and Ainv has order 1.
Thus δ = dimCF (Ainv, λ) equals 1 if λ = 1, and δ = 0 if λ 6∈ {0, 1}. △
Corollary 2.11. Suppose A ∈ F n×n has rank 1 and λ ∈ F . Then dimCF (A, λ)
equals n(n − 1) if λ = 0, equals (n − 1)2 if λ 6∈ {0, 1} and Tr(A) 6= 0, and (n − 1)2 + 1
otherwise.
Proof. Since A has nullity n−1, the dimension is n(n−1) when λ = 0 by Lemma 2.1.
Suppose now that λ 6= 0. We have cA(t) = t
n−1(t−α) where α = Trace(A). If α 6= 0, then
A preserves the primary decomposition V = V0⊕Vα and A is conjugate to Anil⊕Ainv where
Anil = 0 has order n− 1 and Ainv = (α) has order 1. Thus dimCF (A, λ) = (n− 1)
2+ δ by
Theorems 2.2 where δ = 1 if λ = 1, and δ = 0 otherwise. Finally, suppose that λ 6= 0 and
Trace(A) = 0. In this case A is nilpotent and its Jordan form corresponds to the partition
µ = (2, 1, . . . , 1) of n. Since the conjugate partition is µ′ = (n− 1, 1), Theorem 2.6 gives
dimCF (A, λ) = (n− 1)
2 + 1. 
3. Parity check matrices for CF (A, λ)
Lemma 3.1. Suppose L is an extension field of F . Then CL(A, λ) ∼= CF (A, λ)⊗F L.
Proof. One may use linear algebra to compute CF (A, λ). View B = (bij) as having n
2
indeterminate entries. Then AB−λBA = 0 gives a consistent system of n2 homogeneous
linear equations over F . The system has d := dimCF (A, λ) free variables. Letting the
free variables range (independently) over F gives all elements of CF (A, λ), and similarly
letting the free variables range over L gives all elements of CL(A, λ). If B ∈ CF (A, λ) and
µ ∈ L, then µB ∈ CL(A, λ), and the map CF (A, λ)⊗F L → CL(A, λ) with B ⊗ µ 7→ µB
is a (well-defined) isomorphism. Thus CL(A, λ) ∼= CF (A, λ)⊗F L, as claimed. 
Given B = (bij) in F
n×n, let B be the 1 × n2 row vector obtained by concatenating
the rows of B. Its kth entry is (B)k = bij where i = ⌈k/n⌉ and j = k − (i − 1)n. The
F -linear map : F n×n → F n
2
with B 7→ B is a vector space isomorphism.
Lemma 3.2. With the above notation {B | B ∈ CF (A, λ)} equals the row null space
of H = At ⊗ In − λIn ⊗A.
7Proof. It suffices to prove that BH = AB − λBA. A straightforward calculation
shows B(λIn ⊗ A) = λBA. We now show that B(A
t ⊗ In) = AB. Suppose that
k = (i− 1)n+ j and k′ = (i′ − 1)n+ j′. Write (In)ij as δij . Then
(B)k = bij , (A⊗ In)kk′ = aii′δjj′, and (A
t ⊗ In)kk′ = ai′iδjj′.
We use Einstein’s convention that repeated subscripts are implicitly summed over to get
(B(At ⊗ In))k′ = (B)k(A
t ⊗ In)kk′ = bijai′iδjj′ = bij′ai′i = ai′ibij′ = (AB)i′j′.
Therefore B(At ⊗ In) = AB and B(A
t ⊗ In − λIn ⊗A) = AB − λBA = AB − λBA. 
Remark 3.3. Lemma 3.2 can be paraphrased CF (A, λ) = RNull(A
t ⊗ In − λIn ⊗A).
There is a corresponding result for column vectors. For B ∈ F n×n define [B] ∈ F n
2×1 by
[B]t = Bt. Transposing B(At ⊗ In − λIn ⊗ A) = 0 gives (In ⊗ A − λA
t ⊗ In)[B
t] = [0].
Therefore [CF (A, λ)
t] = CNull(In ⊗A− λA
t ⊗ In). The matrix H in Lemma 3.2 (and its
transpose) are called parity check matrices. Although na¨ıvely checking whether BH = 0 is
computationally expensive (as H is n2×n2), this equation is equivalent to AB−λBA = 0
which can be computed at a cost (essentially) of two multiplications of n×n matrices. △
The eigenvalues of H are related to λ and the eigenvalues of A as follows.
Proposition 3.4. Suppose A ∈ F n×n, λ ∈ F and cA(t) =
∏n
j=1(t − αj) where the
αj ∈ F . Then H = A
t ⊗ In − λIn ⊗A has characteristic polynomial
cH(t) =
n∏
i=1
n∏
j=1
(t− (αi − λαj)).
Proof. Suppose R ∈ Fm×m, S ∈ F n×n and cR(t) and cS(t) factor as
∏m
i=1(t−ρi) and∏n
j=1(t − σj) respectively in F . Now H1 = R ⊗ In + Im ⊗ S is conjugate in GL(mn, F )
to H2 = J(R)⊗ In + Im ⊗ J(S) where J(R) and J(S) are the Jordan forms of R and S.
Thus cH1(t) = cH2(t) =
∏m
i=1
∏n
j=1(t− (ρi + σj)). Now set R = A
t and S = −λA. 
4. The cases when A is cyclic
Given polynomials f(t) =
∏m
i=1(t−αi) and g(t) =
∏n
j=1(t−βj) define (f ⊗ g)(t) to be∏m
i=1
∏n
j=1(t− αiβj). It is easy to prove that (f ⊗ g)⊗ h = f ⊗ (g ⊗ h), f ⊗ (t− 1) = f ,
(fg)⊗ h = (f ⊗ h)(g ⊗ h), see [8].
For 0 6= λ ∈ F define the λ-twisted characteristic polynomial of A ∈ F n×n to be
cA,λ(t) := cA(t)⊗ (t− λ
−1) = λ−ncA(λt).
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If cA(t) =
∏
α∈S(A)(t− α)
mα = tn +
∑n−1
i=0 γit
i, then
cA,λ(t) = t
n +
n−1∑
i=0
γiλ
−(n−i)ti =
∏
α∈S(A)
(
t− λ−1α
)mα
.
Since gcd(f, g)⊗ (t− λ) = gcd(f ⊗ (t− λ), g ⊗ (t− λ)), and (t− λ−1)⊗ (t− λ) = t− 1,
we have
gcd(cA(t), cA,λ(t))⊗ (t− λ) = gcd(cA(t)⊗ (t− λ), cA(t)⊗ (t− λ
−1)⊗ (t− λ))
= gcd(cA,λ−1(t), cA(t)).
Therefore deg(gcd(cA(t), cA,λ(t))) = deg gcd(cA,λ−1(t), cA(t)), as stated in Theorem 4.2, in
the second equality of (3). The first equality proof of (3) uses the following lemma.
A matrix A ∈ F n×n is called cyclic if it has a cyclic vector v, that is v, vA, . . . , vAn−1
is a basis for F n. Equivalently, cA(t) equals the minimal polynomial of A by [9, §12].
Lemma 4.1. Given a cyclic matrix A ∈ F n×n and a polynomial g(t) ∈ F [t], the linear
map φg : F
n → F n defined by vφg = vg(A) has kernel of dimension deg(gcd(cA(t), g(t))).
Proof. As A is cyclic, there exists a vector e0 ∈ V := F
n such that e0, e0A, . . . , e0A
n−1
is a basis for V . Thus each v ∈ V equals e0h(A) for a unique h(t) =
∑n−1
i=0 hit
i ∈ F [t] of
degree at most n− 1. Observe that e0h(A) lies in ker(φg) precisely when
e0h(A)g(A) = 0⇔ e0A
ih(A)g(A) = 0 for 0 6 i 6 n− 1 ⇔ h(A)g(A) = 0.
In summary, e0h(A) ∈ ker(φg) ⇔ cA(t) | h(t)g(t) ⇔ cA(t)/d(t) divides h(t) where d(t)
is defined to be gcd(cA(t), g(t)). It follows that the space of possible h(t) has dimension
deg(d(t)) and hence dim ker(φg) = deg(d(t)). 
The next result explores twisted centraliser codes for cyclic matrices.
Theorem 4.2. If A ∈ F n×n is cyclic, and λ 6= 0, then
(3) dimCF (A, λ) = deg(gcd(cA(t), cA,λ(t))) = deg(gcd(cA,λ−1(t), cA(t))).
Proof. Since A is cyclic, there is a basis e0, e1, . . . , en−1 for the row space V = F
n,
where ei = e0A
i for 0 6 i < n. Without loss of generality write A with respect to this
basis. Let b be the first row of B ∈ CF (A, λ), so b = e0B. Since AB − λBA = 0 we see
that eiAB = λeiBA, that is, ei+1B = λeiBA. A simple induction shows that eiB = λ
ibAi
for 0 6 i 6 n− 1. Thus B ∈ CF (A, λ) is determined by the vector b. On the other hand
9let b ∈ F n and let B ∈ F n×n be the matrix with rows b, λbA, . . . , λn−1bAn−1. Then, for
0 6 i 6 n− 2, we clearly have
ei(AB − λBA) = ei+1B − λeiBA = λ
i+1bAi+1 − λ(λibAi)A = 0.
It remains to determine when en−1(AB − λBA) = 0. Since e0, e0A, . . . , e0A
n−1 is a basis
for V , there exist scalars γ0, . . . , γn−1 ∈ F such that e0A
n = −
∑n−1
i=0 γie0A
i. Indeed, the
characteristic polynomial of A is cA(t) = t
n +
∑n−1
i=0 γit
i. Furthermore,
en−1AB = e0A
nB = −
n−1∑
i=0
γie0A
iB = −
n−1∑
i=0
γieiB = −
n−1∑
i=0
γiλ
ibAi, and
λen−1BA = λ(λ
n−1bAn−1)A = λnbAn.
Thus the equation en−1(AB − λBA) = 0 is equivalent to
0 = −λnbAn −
n−1∑
i=0
γiλ
ibAi = −bcA(λA) = −λ
nbcA,λ(A).
Hence we conclude that dimCF (A, λ) equals the dimension of the row null space of the
matrix cA,λ(A). Since A is cyclic, it follows from Lemma 4.1 that this null space has
dimension deg(gcd(cA(t), cA,λ(t))). 
Remark 4.3. If e0, e0A, . . . , e0A
n−1 is a basis for F n, the proof of Theorem 4.2 gives
a vector space isomorphism CF (A, λ)→ RNull(cA,λ(A)) given by B 7→ e0B. △
Remark 4.4. Every matrix A is conjugate to a sum A1 ⊕ · · · ⊕Ar of cyclic matrices
by [9]. Thus Theorem 4.2 gives dimCF (A, λ) >
∑r
i=1 deg(gcd(cAi(t), cAi,λ(t))). △
Lemma 4.5. dimCF (A) > deg(mA(t)) with equality if and only if A is cyclic.
Proof. It is clear that F [A] 6 CF (A) where F [A] = {f(A) | f(t) ∈ F [t]}. Hence
deg(mA(t)) = dim(F [A]) 6 dimCF (A). Equality holds if and only if F [A] = CF (A), and
this is true if and only if A is cyclic by [11, Theorem 2.1]. 
Recall from Section 1 that L is the splitting field for cA(t), and S(A) is the set of
roots of cA(t), also called the spectrum of A. Recall that cA(t) =
∏
α∈S(A)(t− α)
mA,α and
Ln =
⊕
α∈S(A)MA,α. Also KA,α is the α-eigenspace of A, and KA,α 6MA,α.
Proposition 4.6. [10, Theorem 66] Let F be an arbitrary field, and let A be an n×n
matrix over F . Then A is conjugate to At via a symmetric matrix.
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Proposition 4.6 implies that kAt,α = kA,α and mAt,α = mA,α for all α ∈ F .
It follows from Theorem 2.6 that the possibility dimCF (A, λ) > k
2
0 occurs when µ1 > 1,
A ∈ F n×n is nilpotent, and 0 6= λ ∈ F . This proves that Theorem 2.4 of [3] (which
considers the case λ = 1) is wrong. A correct generalization is below.
Theorem 4.7. Suppose λ ∈ F and A ∈ F n×n. Then∑
α∈S(A)
kA,λαkA,α 6 dimF CF (A, λ) 6
∑
α∈S(A)
mA,λαmA,α.
Proof. We use the isomorphism introduced before Lemma 3.2. Let L be a split-
ting field for cA(t), and hence for cA,λ(t). Since dimF CF (A, λ) = dimLCL(A, λ) by
Lemma 3.1, we may assume that F = L. Suppose uAt = αu and vA = βv where
α, β ∈ S(A) = S(At). Then (u ⊗ v)(At ⊗ I − λI ⊗ A) = (α− λβ)(u⊗ v). Take α = λβ.
Then (u ⊗ v)H = 0 and hence KAt,λβ ⊗KA,β 6 CL(A, λ) by Lemma 3.2. Observe that
Ln =
⊕
α∈S(At)MAt,α =
⊕
β∈S(A)MA,β and hence L
n ⊗ Ln =
⊕
α,βMAt,α ⊗MA,β. Thus
the sum
∑
β∈S(At)KAt,λβ ⊗ KA,β 6 CL(A, λ) is direct. Taking dimensions and using
kAt,α = kA,α establishes the lower bound.
Suppose that B ∈ CL(A, λ). Then B =
∑
α,β uα ⊗ vβ for some uα ∈ MAt,α and
vβ ∈ MA,β. Since 0 = BH =
∑
α,β(α − λβ)uα ⊗ vβ , it follows that (α − λβ)uα ⊗ vβ = 0
for each α, β. If for some α, β we have α 6= λβ, then uα⊗ vβ = 0. Thus B =
∑
β uλβ ⊗ vβ
and it follows that CL(A, λ) 6
⊕
β∈S(At)MAt,λβ ⊗ MA,β. Taking dimensions and using
mAt,α = mA,α establishes the upper bound. 
A matrix A ∈ F n×n is called semisimple if every A-invariant subspace of F n has an
A-invariant complement, or equivalently, the minimal polynomial of A is separable. Recall
that a polynomial over F is separable if it has distinct roots in the algebraic closure F ;
and separable means squarefree when F is perfect.
Corollary 4.8. Suppose λ ∈ F , A ∈ F n×n and L is a splitting field of cA(t). The
following are equivalent:
(a) A is conjugate in GL(n, F ) to the block matrix Ainv ⊕ 0 where Ainv is semisimple;
(b) A is conjugate in GL(n, L) to a diagonal matrix;
(c) dimF CF (A, λ) =
∑
α∈S(A) kA,λαkA,α =
∑
α∈S(A)mA,λαmA,α.
Proof. If (a) is true, then so is (b) by the definition of semisimple. If (b) is true,
then kA,α = mA,α for each root α of cA(t). Hence Theorem 4.7 implies (c). If (c) is true,
11
then kA,α = mA,α for each α ∈ S(A) and so A is diagonalizable over L, and hence Ainv
and Anil are semisimple over F . The latter implies Anil = 0, and so (a) is true. 
5. The probability that CF (A, λ) 6= {0}
In this section we estimate the probability that a uniformly distributed A ∈ Fn×nq has
CFq(A, λ) 6= {0}. We will see that the (abundant) invertible matrices contribute a small
amount to the probability, and the (rare) singular matrices contribute a lot.
Lemma 5.1. The probability that a uniformly distributed A ∈ Fn×nq has CF (A, λ) 6= {0}
is at least q−1 (because CF (A, λ) 6= {0} whenever A is singular).
Proof. By Corollary 2.7, CF (A, λ) 6= {0} is true for every singular matrix A. Thus
the probability that a uniformly distributed A ∈ Fn×nq has CF (A, λ) 6= {0} is at least the
probability that A is singular. The latter probability is 1− |GL(n, q)|/qn
2
.
Moreover, by [11, Lemma 3.5],
(4) 1− q−1 − q−2 <
|GL(n, q)|
qn2
6 1− q−1
and hence the probability that A is singular is at least q−1. 
Recall the definition of a semisimple matrix given before Corollary 4.8. A matrix
U ∈ F n×n is called unipotent if (U − I)n = 0, i.e. cU(t) = (t − 1)
n. Each matrix
A ∈ GL(n, q) has a unique ‘Jordan decomposition’ A = SU = US with S semisimple and
U unipotent in GL(n, q) (see [5, p.11] or [12, Section 1.1]). We sometimes refer to S and
U as the semisimple and unipotent parts of A, respectively.
Theorem 5.2. Suppose F = Fq and λ ∈ F . Let π be the probability that a uniformly
distributed A ∈ F n×n has CF (A, λ) 6= {0}. Then π > q
−1 if λ = 0, and π = 1 if λ = 1.
For λ 6∈ {0, 1}, if n 6= 3 then π > 5
4
q−1, while if n = 3 then π > 7
6
q−1.
Proof. Case λ = 0. By Lemma 2.1, CF (A, λ) 6= {0} if and only if A is singular.
Thus π > q−1 by Lemma 5.1.
Case λ = 1. Since CF (A, 1) always contains the scalar matrices, we see π = 1.
Case λ 6∈ {0, 1}. In this case q > |{0, 1, λ}| = 3. Let C denote the subset of matrices
A ∈ GL(n, F ) such that cA(t) is divisible by (t − α)(t − λα), for some non-zero α ∈ F .
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It follows from Theorem 4.2 that CF (A, λ) 6= {0} for each such matrix A. We will prove
that |C|
|GL(n,F )|
> 1
δ(q−1)
, where δ = 4 if n 6= 3 and δ = 6 if n = 3.
We note that C is closed under conjugation by elements of GL(n, q). Also if an
element A ∈ GL(n, q) has ‘Jordan decomposition’ A = SU = US with S semisimple and
U unipotent in GL(n, q), then cA(t) = cS(t), and hence A ∈ C if and only if S ∈ C. Thus
C is a quokka set, as defined in [12, Definition 1.1]. Let A ∈ C with cA(t) divisible by
(t− α)(t− λα), for some non-zero α ∈ F . The semisimple part S of A preserves a direct
sum decomposition of V of the form V1 ⊕ V2 ⊕ V3, where V1 = 〈u〉 with uS = αu , and
V2 = 〈v〉 with vS = λαv. Thus we may assume that S =
(
S1 0
0 S2
)
with S1 = ( α 00 λα ) and
S2 semisimple in GL(n− 2, q). The matrix S is contained in a maximal abelian subgroup
T of GL(n, q) of the form T ∼= Cq−1×Cq−1×T
′, where T ′ is a maximal abelian subgroup
of GL(n− 2, q), and T consists of matrices of the form
(
x 0 0
0 y 0
0 0 X
)
with x, y ∈ F \ {0} and X ∈ T ′ 6 GL(n− 2, F ).
The subgroup T is sometimes called a maximal torus of GL(n, q) as described in [12,
Section 1.1], and T corresponds to a conjugacy class of permutations in Sn with at least
two fixed points because of the two direct factors Cq−1. Moreover, each such conjugacy
class of Sn corresponds to a maximal abelian subgroup T of this form. Each of these
matrices with y = λx or y = λ−1x belongs to C. Thus |T ∩ C|/|T | > 1
q−1
(and even
|T ∩ C|/|T | > 2
q−1
if λ 6= −1).
It now follows from [12, Theorem 1.3] that |C|/|GL(n, q)| > p(n)
q−1
, where p(n) is the pro-
portion of permutations in Sn with at least two fixed points. A direct computation shows
that p(n) > 1/4 for n = 2, 4, 5 while p(3) = 1/6. Moreover, by [1, p.159], the proportion
of derangements in Sn is
∑n
k=0(−1)
k/k!, and the proportion of elements of Sn with exactly
one fixed point is
∑n−1
k=0(−1)
k/k!, and hence p(n) = 1−2
∑n−1
k=0(−1)
k/k!−(−1)n/n!. Thus
for n > 6,
p(n) > 1− 2(1− 1 +
1
2
−
1
6
+
1
24
) =
1
4
.
We have therefore proved that |C|/|GL(n, q)| > 1
δ(q−1)
(or 2
δ(q−1)
if λ 6= −1) where δ = 4
if n 6= 3, and δ = 6 when n = 3.
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The set S of singular vectors is disjoint from C. Using (4) and the above bound gives
π >
|S|+ |C|
qn2
=
qn
2
− |GL(n, q)|
qn2
+
|GL(n, q)|
qn2
|C|
|GL(n, q)|
= 1−
|GL(n, q)|
qn2
(
1−
|C|
|GL(n, q)|
)
> 1− (1− q−1)
(
1−
1
δ(q − 1)
)
= 1− (1− q−1) +
q−1
δ
=
(δ + 1)q−1
δ
=


5
4
q−1 if n 6= 3,
7
6
q−1 if n = 3.
This completes the proof. 
6. Upper bounds for dimCF (A, λ)
For a positive integer r, and let [r] denote the set {1, 2, . . . , r}. A permutation σ of [r]
is called a derangement if it has no fixed points (i.e. iσ 6= i for i ∈ [r]).
Lemma 6.1. Suppose 1 6 s 6 r and σ : [s] → [r] is an injective map with no fixed
points. Then σ extends to a derangement of a subset of [r] of size r − 1 or r.
Proof. Set X1 = [s], X2 = [r] \X1, Y1 = [s]σ, and Y2 = [r] \ Y1. Define the partition
[r] = Z11∪Z12∪Z21∪Z22 as in Figure 2. Note that Z12 = Z21σ and |Z12| = |Z12|. We try
Figure 2. A partition [r] = Z11 ∪ Z12 ∪ Z21 ∪ Z22 with Zij = Yi ∩Xj.
[s]
[s]σ
Z21
Z11 Z12
Z22
X1 X2
Y2
Y1
to extend σ, when possible, by a fixed-point-free bijection τ : Z12 ∪ Z22 → Z21 ∪ Z22, to a
derangement of [r]. We define τ with two maps, one with Z12 → Z21 which always works,
and one with Z22 → Z22 which works if |Z22| 6= 1. The first part of τ is the inverse of the
map Z12 → Z21 : i 7→ iσ. This is fixed-point-free since Z12 ∩ Z21 = ∅. Take the second
part of τ to be a derangement of Z22; this exists if and only if |Z22| 6= 1. If |Z22| = 1, then
σ extended by τ gives a derangement of the subset [r] \ Z2,2 of cardinality r − 1. 
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Recall that m0 := dim{v ∈ F
n | vAn = 0} and k0 := dim{v ∈ F
n | vA = 0}. In the
following theorem a lower bound for the rank rk(A) = n − k0 gives an upper bound for
dimCF (A, λ), c.f. Corollary 2.11.
Theorem 6.2. Suppose that A ∈ F n×n and λ ∈ F is not 0 or 1. If k0+m0/2 6 n, then
dimCF (A, λ) 6 n
2/2. In particular, dimCF (A, λ) 6 n
2/2 holds for invertible matrices A.
Proof. We will prove below that dimCF (A, λ) 6 n
2/2 holds for all A ∈ GL(n, F ).
Suppose that this is true, and suppose that A ∈ F n×n is singular. Then Anil has
order m0 > 1 and Ainv has order n − m0. By Theorem 2.2 and Lemma 2.1 we have
CF (A, λ) ∼= CF (Anil, λ) ⊕ CF (Ainv, λ) and dimCF (Anil, λ) 6 k0m0. Also by our assump-
tion, dimCF (Ainv, λ) 6 (n−m0)
2/2. Thus dimCF (A, λ) 6 k0m0 + (n −m0)
2/2. This is
at most n2/2 if and only if k0 +m0/2 6 n.
It remains to prove dimCF (A, λ) 6 n
2/2 for allA ∈ GL(n, F ). In this casem0 = k0 = 0,
and the bound k0 +m0/2 6 n holds automatically. By Theorem 4.7, we have
dimCF (A, λ) 6
∑
α∈S(A)
mA,λαmA,α where cA(t) =
∏
α∈S(A)
(t− α)mA,α.
If mA,λαmA,α 6= 0, then α and λα lie in S(A). Therefore dimCF (A, λ) 6
∑
α∈ΓmA,λαmA,α
where Γ := {α ∈ S(A) | λα ∈ S(A)}. If Γ = ∅, then dimCF (A, λ) 6 0 6 n
2/2. Assume
now that Γ 6= ∅.
We simplify the notation by writing cA(t) =
∏r
i=1(t−αi)
mi where S(A) = {α1, . . . , αr}.
Without loss of generality, suppose Γ = {α1, . . . , αs} where 1 6 s 6 r. Consider the map
σ : {1, . . . , s} → {1, . . . , r} defined by αiσ = λαi. Since λ 6= 0, σ is injective. If iσ = i, then
λαi = αi, and since λ 6= 1, it follows that αi = 0. This is a contradiction, as det(A) 6= 0.
Thus σ has no fixed points, and dimCF (A, λ) 6
∑s
i=1miσmi where n =
∑r
i=1mi by
Theorem 4.7.
Note that Γ is the set of roots of gcd(cA(t), cA,λ−1(t)) because cA(t) has roots αi and
cA,λ−1(t) has roots λαi. Since 1 6 s 6 r, and σ has no fixed points, we have r > 2. If
r = 2, then σ must be the transposition (1, 2). Thus
dimCF (A, λ) 6
s∑
i=1
miσmi = m2m1 +m1m2 = 2m1m2 = 2m1(n−m1) 6
n2
2
.
Suppose now that r > 3. By Lemma 6.1 there is a derangement τ of a k-subset of
{1, . . . , r} with s 6 k, k ∈ {r − 1, r} and iτ = iσ for 1 6 i 6 s. Suppose that
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τ has one cycle. Without loss of generality, suppose that τ = (1, 2, . . . , k). Then∑s
i=1miσmi 6
∑k
i=1miτmi. Suppose further that k = 2 and hence r = 3. Then
k∑
i=1
miτmi = m2m1 +m1m2 6
(m1 +m2)
2
2
<
n2
2
as desired. Suppose now that 3 6 k 6 r. If follows from
n2 =
(
r∑
i=1
mi
)2
=
r∑
i=1
m2i + 2
∑
i>j
mimj > r + 2
∑
i>j
mimj ,
that
∑
i>j mimj 6 (n
2 − r)/2. Now
∑k
i=1miτmi = m1mk +
∑k−1
i=1 mi+1mi and mkm1 is
not a term in the sum as k > 2. Therefore
dimCF (A, λ) 6
k∑
i=1
miτmi = mkm1 +
k−1∑
i=1
mi+1mi 6
∑
i>j
mimj 6
n2 − r
2
<
n2
2
.
The final case to consider is when the derangement τ has ℓ > 1 cycles. A typical
cycle C has length |C| > 2, as τ is a derangement. Moreover, the reasoning of the
previous paragraph gives
∑
j∈C mimiτ 6 m
2
C/2 where mC :=
∑
j∈C mj . Therefore
dimCF (A, λ) 6
k∑
i=1
miτmi =
∑
C
∑
j∈C
miτmi 6
∑
C
m2C
2
<
1
2
(∑
C
mC
)2
=
n2
2
.
This completes the proof. 
Remark 6.3. The bound k0 + m0/2 6 n in Theorem 6.2 is best possible. Sup-
pose that A is nilpotent and n is odd. Take µ′1 = (n + 1)/2 and µ
′
2 = (n − 1)/2
in Theorem 2.6. This implies that µ = (2, . . . , 2, 1) with (n − 1)/2 copies of 2. Fur-
thermore k0 = µ
′
1 = (n + 1)/2 and m0 = n. Therefore k0 + m0/2 = n + 1/2, and
dimCF (A, λ) = (µ
′
1)
2 + (µ′2)
2 = (n2 + 1)/2 6 n2/2. △
Remark 6.4. The bound n2/2 in Theorem 6.2 is attained infinitely often. Sup-
pose char(F ) 6= 2, n = 2m is even, A =
(
Im 0
0 −Im
)
, and λ = −1. Then CF (A, λ)
contains {( 0 RS 0 ) | R, S ∈ F
m×m}. Thus dimCF (A, λ) > 2m
2 = n2/2, and hence
dimCF (A, λ) = n
2/2. △
Remark 6.5. The probability π that a uniformly random matrix A ∈ Fn×nq does not
satisfy k0 +m0/2 6 n turns out to be small. To show this, first recall that the number
of nilpotent n× n matrices over Fq is q
n2−n by [7]. Using this fact it is not hard to prove
that the number of A ∈ Fn×nq with cA(t) = t
m0h(t) and h(0) 6= 0 is qn
2−m0ω(n, q)/ω(m0, q)
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where ω(n, q) :=
∏n
i=1(1 − q
−i). Suppose k0 + m0/2 > n. Since m0 > k0 this implies
3m0/2 > n and m0 > 2n/3. Let π
′ be the probability that a uniformly random A ∈ Fn×nq
has cA(t) = t
m0h(t) and h(0) 6= 0 for some m0 > 2n/3. As ω(n, q) 6 ω(m0, q), we have
π 6 π′ =
1
qn2
∑
2n/3<m06n
qn
2−m0
ω(n, q)
ω(m0, q)
<
∑
2n/3<m0<∞
q−m0 =
q−⌈2n/3⌉
1− q−1
.
Hence π < 2q−⌈2n/3⌉ which is very small for large n. △
Alas [3, Theorem 2.1] is wrong. The proof uses [2, Lemma 3] which is wrong. If A
is an irreducible 2 × 2 matrix over F , then CF (A) = F [A] = 〈I, A〉 is two dimensional
(thus achieving that upper bound (n−1)2+1), however, A does not have the stated form
(which is a reducible matrix). We now correct and extend [3, Theorem 2.1]. Note that
when A is a scalar matrix CF (A, λ) equals F
n×n when λ = 1, and equals {0} otherwise.
Proposition 6.6. Suppose A ∈ F n×n is not a scalar matrix and 0 6= λ ∈ F . Then
dimCF (A, λ) 6 (n− 1)
2 + 1.
If n > 2 and equality holds then mA(t) is quadratic, and if n > 3 then mA(t) is reducible.
Proof. The result is trivial if n = 1. Suppose n > 2. If λ 6= 1, then Theorem 6.2
shows that dimCF (A, λ) 6 n
2/2. This is at most (n−1)2+1. If dimCF (A, λ) = (n−1)
2+1,
then n = 2 and dimCF (A, λ) = 2. Since A is not a scalar, mA(t) is not linear. Hence
mA(t) is quadratic. Henceforth assume that λ = 1.
Let cA(t) = f1(t)
e1 · · · fr(t)
er where f1(t), . . . , fr(t) are r > 1 distinct irreducible
polynomials over F , and ei > 1 for each i. View V = F
n as a right F [A]-module, or
as a module over the principal ideal ring F [t], as in [9]. The fi-primary submodule of V
is
Vi := {v ∈ V | vfi(A)
n = 0}.
We have V = V1 ⊕ · · · ⊕ Vr and dimVi = diei where di = deg(fi). It is well known that
CF (A) = CF (A1)⊕· · ·⊕CF (Ar) where Ai acts on Vi and A = A1⊕· · ·⊕Ar, see [9]. Since
dimCF (A) 6
∑r
i=1(diei)
2 and n =
∑r
i=1 diei, we see dimCF (A) 6 (n− 1)
2 + 1 for r > 2.
Suppose that equality holds. Then r = 2, and without loss of generality, d1e1 = n−1 and
d2e2 = 1. Thus dimCF (A1) = (n− 1)
2 and dimCF (A2) = 1, it follows that A1 = α1In−1
and A2 = α2I1. Hence cA(t) = (t − α1)
n−1(t − α2) and mA(t) = (t − α1)(t − α2) is a
reducible quadratic over F with distinct roots.
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Suppose now that r = 1. If d1 > 2, then CF (A) 6 K
n/d1×n/d1 for an extension field K
of F such that dimF K = d1, and K ∼= F [t]/(f1(t)). Therefore
dimCF (A) 6 d1(n/d1)
2 = n2/d1 6 n
2/2 6 (n− 1)2 + 1.
Suppose now that d1 = 1, and hence that cA(t) = (t−α)
n and A is α-potent. Since A−αI
is nilpotent and CF (A) = CF (A − αI), A is conjugate by an element of GL(n, F ) to a
matrix of the form α1I +
⊕k0
i=1 Jµi and dimCF (A) =
∑µ1
i=1(µ
′
i)
2 by Theorem 2.6. Since
A 6= αI it follows that µ′2 = |{j | µj > 2}| > 1 and hence dimCF (A) 6 (n− 1)
2 + 1.
Suppose now that r = 1 and dimCF (A, 1) = (n − 1)
2 + 1. As remarked above,
dimCF (A) 6 n
2/d1. If d1 > 2, then n
2/d1 < (n− 1)
2 + 1 unless n = d1 = 2. In this case
cA(t) = mA(t) is an irreducible quadratic. Suppose now that d1 = 1 and cA(t) = (t−α1)
n.
By hypothesis, A is not a scalar matrix, so A 6= α1In, and hence µ
′
2 = |{j | µj > 2}| > 1.
Therefore
∑µ1
i=1(µ
′
i)
2 6 (n− 1)2 + 1. Suppose that equality holds. Then µ′1 = n− 1 and
µ′2 = 1. Hence µ1 = 2 and µi = 1 for 2 6 i 6 n−1. Therefore
⊕n−1
i=1 Jµi equals α1In+E1,2
where E1,2 is the n × n matrix with 1 in position (1, 2), and zeros elsewhere. Thus the
quadratic mA(t) = (t− α1)
2 is a reducible over F . 
Corollary 6.7. Suppose A ∈ F n×n is not a scalar. Then dimCF (A, λ) 6 n
2 − n.
Proof. The result is true if n = 1. Suppose n > 2. Since (n − 1)2 + 1 6 n2 − n,
we may assume that λ = 0 by Proposition 6.6. The case when λ = 0 is handled by
Lemma 2.1 as A 6= 0. 
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