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Abstract
Many filtering and control problems involve estimation and control of system quantities
in the situations where the original (or true) system model is not known with complete
certainty or is too complicated to be considered in filter and control design processes.
For this purpose, this thesis addresses three performance and design issues in filtering and
control of systems involving modelling uncertainties or errors: the performance of filter and
output feedback control in the presence of modelling errors, the design of hybrid system
model for filtering of uncertain nonlinear system, and the design of aircraft separation
control in the presence of measurement uncertainties.
The first part of this thesis establishes stability results for a range of approximating
filtering problems involving mismatch between the true system under estimation and the
approximating system model used to design a tractable filter. Particularly, bounds on
filtering errors introduced by model approximation are presented. These filter performance
properties are also extended to establish similar performance properties of approximating
output feedback control with respect to modelling errors. Significantly, the established
results theoretically justify the widespread application of approximating filters and output
feedback controllers. These results also provide a theoretical basis for the design of suitable
approximating models.
Following the characterisation of filter performance, this thesis investigates the design
of hybrid system models for filtering of uncertain nonlinear dynamics; this is an important
problem as hybrid system representations have been widely exploited to provide approx-
imation for nonlinear systems but the hybrid system model design problem has not been
fully addressed. Novel hybrid system model design approaches are proposed on the ba-
sis of relative entropy concepts. Importantly, the proposed approaches are theoretically
shown to be connected to approximating filter performance and hence lead to improved
performance of hybrid system filters for uncertain nonlinear dynamics.
Finally, as a contribution towards applications, this thesis proposes a mixed centralised-
decentralised air traffic separation management system in the situations involving uncer-
tainties about air traffic measurements. Simulation studies are conducted and the results
suggest that the proposed mixed separation management approach improves separation
management performance in degraded operating conditions that result in uncertainties in
air traffic measurements. It is also anticipated that the proposed approach would facilitate
the development of autonomous air traffic operations.
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CHAPTER 1
Introduction
1.1 Motivation
Technological advancements over the past several decades have enabled the practical
application of filtering and control theory in a wide variety of engineering and science
fields. Particularly, numerous filtering and control design techniques have been proposed
in the literature for various classes of dynamical systems. These filters include Kalman
filters [1], hidden Markov model (HMM) filters [2, 3], hybrid filters [4, 5] and particle
filter [6]. Controllers such as the linear quadratic regulator (LQR) [7], backstepping con-
trol approaches [8], and model predictive control techniques [9] have also been proposed.
Significantly, these filters and controllers have been found to be useful in a number of
important applications; for example, aircraft target tracking [4, 5, 10], speech and image
processing [2, 11, 12], power generation and transmission systems [13, 14], and chemical
processing [15–17]. Despite the successful application of filters and controllers in various
fields, their performance has not been completely characterised and their designs have
not been fully addressed in many situations. These situations include those involving
uncertainties and errors in system models.
Many filtering and control problems involve filtering and control of system quantities
(such as position and velocity of aircraft) in the situations where the exact mathematical
model of system (or related information) is not known with complete certainty or is too
complicated to be considered in filter and control design processes; for example, errors
may be presented in the dynamic model used to design a filter due to the limitation of
the current computing technologies, or there may be uncertainties in measurements of
system quantities (such as aircraft trajectory) due to the limitation of sensors involved.
Importantly, these model uncertainties and errors may lead to a considerable amount of
performance loss in filtering and control processes. Under this motivation, this thesis aims
to develop analysis tools and techniques to characterise the design and performance of
filters and controllers in the presence of modelling uncertainties and errors. This the-
sis considers two types of filtering and control performance and design issues involving
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modelling uncertainties and errors: 1) the performance and designs of filter and output
feedback controller in the presence of modelling errors and 2) the design of aircraft sep-
aration control (or air traffic separation management) in the presence of measurement
uncertainties.
In the next two sections, background information on the considered performance and
design issues is presented.
1.2 Background: Performance and Design of
Filter and Output Feedback Controller in
the Presence of Modelling Errors
Many filtering problems involve estimation of complex (perhaps uncertain) nonlinear dy-
namical system quantities. A key difficulty in these problems is that the nonlinear dynamic
system may be too complicated or may not be known with complete certainty to be con-
sidered in the filter design process. Moreover, an optimal nonlinear filter designed on
the basis of the complex nonlinear system may be computationally intractable (or infi-
nite dimensional). In these situations, a tractable filter is often designed on the basis of
a simplified or approximating system model which provides a reasonable representation
of the complex nonlinear system dynamics. This filter will be termed an approximating
filter. For example, a hybrid system model (involving a mixture of continuous base states
and discrete mode states) has been found to provide a reasonable approximation to the
complex 6-DOF nonlinear aircraft dynamics and offers useful filtering solutions in maneu-
vering aircraft tracking problems [4,5,10]. Other examples include the use of Kalman filter
and hidden Markov model (HMM) filter in a wide variety of signal and image processing
applications, see [2, 18–21].
Although it is common in practice to design and implement an approximating filter
on the basis of an approximating model, reasonable performance of an approximating
filter, when applied to the true system (or the original nonlinear system), has not been
established in many situations. That is, due to the mismatch between the true system
model and the approximating system model used in the filter design process, it cannot
be guaranteed in many situations that an approximating filter will provide acceptable
estimates of the true system quantities of interest. Due to the lack of results on perfor-
mance (or stability behaviours) of approximating filters, desirable stability behaviours of
an approximating output feedback controller (a combination of approximating filter and
an approximating controller designed on the basis of an approximating model) in a general
stochastic setting have also not been established in many situations. Hence, characteri-
sation of approximating filter and approximating output feedback control performance is
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still an open research problem.
Furthermore, when a tractable filter is designed on the basis of an approximating
model, it is clear that the performance of the filter will depend largely on how well the
approximating model represents the true system dynamics; for example the performance
of hybrid system filters has been shown to depend largely on the underlying hybrid system
models [22,23]. Unfortunately, a systematic approach to design a suitable approximating
model has not been completely established in many situations including a situation where
a hybrid system model is used to approximate an uncertain nonlinear system (the situa-
tion considered in maneuvering aircraft tracking problem). In recent years, three hybrid
system model design approaches have emerged for uncertain nonlinear filtering purposes:
minimum-mismatch design method, minimum-distance design method, and equal-distance
design method [24]. However, these three previously proposed approaches require some
prior knowledge about the uncertainties in the true nonlinear system. Hence, these ap-
proaches do not seem to be suitable in a more realistic situation where there is a lack of
knowledge about the system uncertainties. This indicates a gap of knowledge in hybrid
system model design problem.
In the next section, background information on air traffic separation management
problem is provided.
1.3 Background: Air Traffic Separation
Management
Aircraft have become one of the most important means of transportation in the world,
carrying approximately 2.8 billion passengers and 48 million tonnes of freight worldwide
in 2011 [25]. Aircraft have also become an important element in a number of civilian
applications. One vital aspect in aircraft operations, that has driven the growth of aircraft
usage, is safety. Notably, a key system that assists in providing a high level of safety in
aircraft operations is the air traffic management (ATM) system which is responsible for
the essential task of maintaining a safe spatial separation distance between aircraft (this
tasked is termed separation management in this thesis).
For the past several decades, the structure of an ATM system and its operations have
been centred around human operators, such as pilots and ground controllers, due to their
decision making capability [26–28]. However, in recent years, automation of ATM system
operations has received a considerable amount of interest in the air traffic control com-
munities and aircraft operators due to a number of promising benefits automation offers
including facilitation of the growing demand in air travel (for both passenger and freight
carriers), provision of more cost-effective operations for airline operators, and integration
of unmanned aerial vehicles (UAVs) into national airspace unlocking the full potentials of
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UAVs in many civilian applications [26–35]. As the important task of an ATM system is to
maintain a safe separation distance between aircraft, the key to a successful autonomous
ATM system is an efficient automated aircraft separation control process or automated
separation management system (a subsystem of an ATM system).
In recent years, a large number of automated separation management methods have
been proposed in the literature; see [28] for a survey on separation management meth-
ods. The majority of these methods generally belong to one of the two prominent sep-
aration management approaches: centralised and decentralised approaches. Centralised
approaches detect potential collision events and generate separation instructions for air-
craft using information (or measurements) from the central surveillance systems which
typically provide a complete air traffic picture, whilst decentralised approaches handle
separation management tasks using information from local (or onboard) sensors.
The key advantage of centralised approaches is that these approaches offer more com-
plete separation management solutions and hence better overall performance [36,37]. De-
spite the provision of better solutions in general, centralised approaches are more sus-
ceptible to system failures such as the loss of communication system. On the contrary,
decentralised approaches are more flexible, scalable, and less susceptible to system fail-
ures [36–38]; for example, when an aircraft fails to response to a potential collision event,
safe separation between aircraft can still be managed by the other aircraft involved.
Nonetheless, decentralised approaches can suffer from a different type of failures called
domino failure; this is when the separation instruction issued to resolve a potential colli-
sion event between two aircraft creates a potential collision event with a third aircraft. It
has also been illustrated that domino failure leads to degraded performance of separation
management system [36–38]. For this reason, an automated separation management ap-
proach which maintains the advantages and mitigates the drawbacks of these prominent
approaches may be a more appealing choice.
Regardless of which separation management approach is considered, it is vital for an
automated separation management approach to be able to perform reasonably well in
non-nominal (or degraded) operating environments such as during the loss of a primary
surveillance system or the loss of a communication network [39]. These degraded oper-
ating environments may lead to uncertainties and errors in air traffic measurements (or
air traffic information) generated at separation control locations. Consequently, measure-
ments uncertainties and errors may result in issuance of inappropriate aircraft separation
control instructions. Despite a considerable amount of work on automated separation
management systems, a limited amount of research effort has been given to the separation
management tasks in degraded operating environments, see [39, 40]. This indicates that
the problem of how to manage safe separation between aircraft in degraded operating
conditions is still an open research problem.
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1.4 Research Problems and Objectives
This thesis presents contributions to the gaps of knowledge identified in the previous
sections. For this purpose, in this section, the research problems addressed in thesis are
described and the key research objectives are presented.
1.4.1 Research Problems
This thesis investigates filtering and control problems in the presence of modelling uncer-
tainties and errors. Three specific research areas are considered: 1) analytical characteri-
sation of approximating filter and output feedback control performance in the presence of
modelling errors; 2) design of hybrid system model for filtering of uncertain nonlinear sys-
tem; 3) design of air traffic separation management system in the presence of measurement
uncertainties.
Analytical Characterisation of Approximating Filter and Output
Feedback Control Performance in the Presence of Modelling Errors
The first part of this thesis is concerned with an important filtering problem where a
tractable filter is designed on the basis of an approximating model. This problem is mo-
tivated by the fact that the true system model is often unavailable or is too complex to
be considered in the design process. Specifically, this thesis investigates when an approxi-
mating filter would provide reasonable estimates of the true system quantities of interest.
That is, under what conditions would a general approximating filter exhibits
desirable stability behaviours with respect to the true optimal filter (designed
on the basis of the true system model). The stability behaviours of approximating filter
will be characterised by exploiting some existing system stability tools such as Lyapunov
functions and class-K L functions. Additionally, stability behaviours of a general
approximating filter will be extended to examine stability behaviours of a
general approximating output feedback controller in a stochastic setting.
Hybrid System Model Design for Filtering of Uncertain Nonlinear
System
Hybrid system models have been found to provide good approximation for nonlinear dy-
namic systems whose descriptions depend on an uncertain (possibly time-varying) pa-
rameter. Importantly, the performance of a hybrid system filter has been found to be
dependent on the underlying hybrid system model used to design the filter. Under this
motivation, the second part of this thesis addresses the hybrid system model design prob-
lem for filtering of uncertain nonlinear system. Specifically, this work investigates how
to select an appropriate hybrid system model representation of an uncertain
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parameterised nonlinear system (from a specified set of candidate representations)
that would improve the performance of the corresponding hybrid system filter when ap-
plied to the true nonlinear system. Information theory, which has been found to provide
powerful tools to quantify differences between system models in other problems, will be
explored to present a systematic approach to hybrid system model design. Similar to the
first research problem, this hybrid system model design is also aimed to be applicable to
general hybrid system model approaches to nonlinear filtering.
Air Traffic Separation Management in the Presence of Measurement
Uncertainties
The final part of this thesis is concerned with air traffic separation management problem
in the presence of measurement uncertainties (perhaps due to the degradation of ATM
operating environments). This problem is addressed by exploiting the prominent sepa-
ration management approaches: centralised and decentralised approaches. Specifically,
this work investigates an avenue to combine (or mix) solutions of the centralised
and decentralised approaches to maintain their benefits while ensuring an acceptable
separation control performance in a situation involving uncertainties about air traffic mea-
surements available at both centralised and decentralised control locations. That is, this
thesis investigates the situation where the solutions of the centralised and decentralised
approaches are generated on the basis of (possibly) different air traffic measurements.
Moreover, this work considers a practical separation management problem involving air-
ground and aircraft-to-aircraft communication band limits. It is stressed that this work is
concerned with how to combine centralised and decentralised solutions rather than exam-
ination of a candidate collision avoidance algorithm.
1.4.2 Research Objectives
In the course of investigating the considered performance and design issues involving model
uncertainties and errors, it is aimed to:
1. Present conditions which ensure desirable stability behaviours of general approxi-
mating filters in the presence of modelling errors.
2. Present conditions which ensure desirable stability behaviours of general approxi-
mating output feedback controllers in the presence of modelling errors.
3. Develop a theoretical basis and tools for the design of approximating filters.
4. Develop a new hybrid system model design technique for hybrid system filters of
uncertain nonlinear systems that ensures reasonable filtering performance.
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5. Develop a new separation management concept which combines the centralised and
decentralised approaches in a situation involving uncertainties in air traffic informa-
tion and communication band limits.
In the next section, an overview of contributions made in this thesis is presented.
1.5 Outline of Research Contributions
In this thesis, a number of filtering and control problems involving modelling uncertainties
and errors are investigated. Specifically, the contributions of this thesis are in the areas
of general approximating filter performance, hybrid system model selection for filtering of
uncertain nonlinear system, and mixed centralised-decentralised separation management
approach. An overview of the key contributions from each of the considered research
problems will now be presented.
1.5.1 Analytical Characterisation of Approximating Filter
and Output Feedback Control Performance in the
Presence of Modelling Errors
In the first part of this thesis, the performance of general approximating filters is inves-
tigated and, under some mild conditions, the following important stability behaviours of
approximating filters are established:
• The error of an approximating filter with respect to the true (optimal) filter is
bounded by a finite bias.
• Practical stability of an approximating filter with respect to modelling errors is
established showing that an approximating filter can be designed to have any level
of performance relative to the true filter.
These results are then extended to the approximate output feedback control (based on
an approximating filter) problem to establish, under some mild conditions, the following
properties of output feedback controller:
• The approximate output feedback controller that stabilises the approximating system
(the system it is designed for) can be used to stabilise the true system.
• Practical stability of an approximate output feedback control with respect to mod-
elling errors is presented showing that the error of the true system under the control
of the approximate controller can be made arbitrarily small.
The established results provide an analysis framework to understand stability be-
haviours of any general approximating filters with respect to modelling errors and also
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provide a framework for stability analysis of approximate output feedback controllers in a
generic stochastic setting. Importantly, these results theoretically justify the widespread
application of approximating filters and approximate output feedback controllers in prac-
tice. They also provide theoretical basis and useful tools for the design of a suitable
approximating model which lead to improvement in performance of associated approxi-
mating filter and controller.
1.5.2 Hybrid System Model Design for Filtering of
Uncertain Nonlinear System
The second part of this thesis presents design approaches for hybrid system models in the
situations where hybrid system models are used to approximate uncertain nonlinear system
dynamics. Unlike the existing methods, the design approaches presented in this thesis do
not require prior knowledge about the distribution of the uncertain parameters of the true
system. In support of the proposed design approaches, the proposed approaches are also
shown to be connected to approximating filter performance in the sense that the solutions
of these approaches lead to smaller errors introduced through model approximation. Sig-
nificantly, these proposed hybrid system model selection methods provide improvements
to the performance of hybrid filters, the filtering techniques which have been found to be
useful in many applications; for example, in maneuvering aircraft tracking application,
improved filter performance may lead to a higher level of safety in aircraft operations. It
is stressed that the proposed approaches are applicable to a wide range of applications
and are not limited to aerospace applications.
1.5.3 Air Traffic Separation Management in the Presence
of Measurement Uncertainties
In the final part of the thesis, as a contribution towards applications, a novel separation
management environment is proposed which combines or mixes the centralised and de-
centralised systems in the presence of air traffic measurement uncertainties. The mixed
approach maintains the benefits of both centralised and decentralised systems while miti-
gating their drawbacks. Importantly, the proposed mixed approach provides an additional
layer of safety during both nominal and degraded operating conditions. This mixed sep-
aration management approach also facilitates the migration of the current ATM systems
involving rigid human-centric operations to autonomous ATM operating environments
which are anticipated to provide more efficient air traffic separation management opera-
tions for manned and unmanned aircraft.
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1.6 Research Publications
The research publications resulting from the work in this thesis (in chronological order)
are as follows.
Journal Papers
[J1]. O. Techakesari, J. J. Ford, and D. Nesˇic´, “Practical stability of approximating
discrete-time filters with respect to model mismatch,” Automatica, vol. 48, no. 11,
pp. 2965-2970, 2012.
[J2]. O. Techakesari and J. J. Ford, “Relative entropy rate based model selection for
linear hybrid system model filters of uncertain nonlinear system,” Signal Processing,
vol. 93, no. 1, pp. 12-22, 2013.
Refereed Conference Papers
[C1]. O. Techakesari and J. J. Ford, “Aircraft automation tasks requiring switching con-
trol,” in Proceedings of the 14th Australian Aeronautical Conference, Melbourne,
February 28 - March 3, 2011.
[C2]. O. Techakesari and J. J. Ford, “Relative entropy rate based design for linear hy-
brid system models,” in Proceedings of Australian Control Conference, Melbourne,
November 10-11, 2011, pp. 14-19.
[C3]. O. Techakesari and J. J. Ford, “Practical stability with respect to model mismatch
of approximate discrete-time output feedback control,” in Proceedings of Australian
Control Conference, Melbourne, November 10-11, 2011, pp. 410-415.
[C4]. O. Techakesari, J. J. Ford, and D. Nesˇic´, “Practical stability of approximating
discrete-time filters with respect to model mismatch using relative entropy con-
cepts,” in Proceedings of IEEE Conference on Decision and Control, Orlando, FL.,
December 12-15, 2011, pp. 7888-7894.
[C5]. O. Techakesari, J. J. Ford, and P. M. Zapotezny-Anderson, “Design of flight avoid-
ance manoeuvre alphabets for automated air traffic separation management,” in
Proceedings of the 28th Congress of the International Council of the Aeronautical
Sciences, Brisbane, September 23-28, 2012.
[C6]. O. Techakesari and J. J. Ford, “Sufficiently informative measurements for stability of
approximate conditional mean estimators,” in Proceedings of the Australian Control
Conference, Sydney, November 15-16, 2012.
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1.7 Thesis Outline
The remainder of this thesis is structured as follows.
In Chapter 2, the approximating filter problem, the hybrid system model design prob-
lem, and the separation management problem are reviewed in more details. Existing
results in these research problems are discussed. Moreover, some useful mathematical
tools are reviewed in this chapter.
Chapter 3 investigates the performance of approximating filters in terms of information
states (or probability density functions) which describe the associated estimation opera-
tions. Conditions are presented which guarantee reasonable performance of an approxi-
mating filter with respect to the true filter. Moreover, the presented stability properties of
approximating filters are extended to establish stability behaviours of approximate output
feedback controllers designed on the basis of approximating information state filters.
In Chapter 4, the results established for approximating information state filters are
extended to establish stability behaviours of approximate conditional mean estimates (or
the estimates of system quantities). These results on approximate conditional mean esti-
mators are also extended to establish stability properties of approximate output feedback
controllers designed on the basis of conditional mean estimates.
In Chapter 5, hybrid system model selection problem is considered and model selection
methods are proposed on the basis of relative entropy concepts (which have been widely
used in information theory). A key result is also established connecting the proposed se-
lection methods to approximating filter performance. Moreover, another model selection
method is proposed on the basis of probabilistic distance which is suitable for subopti-
mal hybrid filters such as the widely used interacting multiple model (IMM) filter. The
performance of the proposed methods is then illustrated in aircraft tracking problems.
Chapter 6 investigates the problem of mixed centralised-decentralised separation man-
agement in limited communication bandwidth (the second type of problems considered in
this thesis as described in Section 1.1). This problem differs from the problem considered
in the previous chapters (although it is similarly motivated by performance degradation
due to uncertainties in control systems). Hence, the results of this chapter are not built
upon the results of the previous chapters. Two mixed separation management methods are
proposed on the basis of decision theory. The first method utilises the max-min decision
to combine the centralised and decentralised approaches, whilst the second method pro-
poses that a smaller finite alphabet of control instructions are used to generate separation
instructions on the basis of the min-max decision. The benefits of both mixed separation
management approaches are then illustrated through simulation studies.
Finally, Chapter 7 provides a summary of the problems and results presented in Chap-
ter 3 to Chapter 6. The research contributions made in this thesis are also discussed in
more details and some future work is recommended.
CHAPTER 2
Literature Review
This chapter provides some background information including theoretical concepts and
some notation that will be discussed throughout this thesis. This chapter is organsied as
follows. In Section 2.1, filter performance in the presence of modelling errors is reviewed
and some related control problems are discussed. Section 2.2 discusses hybrid system ap-
proaches to uncertain nonlinear filter. In Section 2.3, automated separation management
system is reviewed. Finally, various useful mathematical tools are provided in Section 2.4.
2.1 Filter Stability in the Presence of Modelling
Errors
Filtering is a process of estimating dynamic system quantities on a basis of some noisy
measurements. Fortunately, the problem of optimal filtering has been solved over many
decades by Stratonovish, Kushner and Zakai [41–44]. The solution of an optimal filter for
a general nonlinear system can be determined using Duncan-Mortensen-Zakai equation;
for example see [3, p. 268]. Furthermore, error bounds associated with optimal nonlin-
ear filters have been established to provide an indication of how close the optimal filter
estimates are to the actual system quantities under estimation. For example, in [45], a
lower bound and an upper bound on expected squared error of conditional mean estimates
(i.e. estimates of system states given some noisy measurements) of an optimal filter for
nonlinear diffusion process was established using entropy concepts and spectral density
of the system state dynamics, respectively. A similar lower bound on conditional mean
estimates of an optimal nonlinear filter was also independently established in [46] on the
basis of Crame´r-Rao lower bound. These entropy based and Crame´r-Rao lower bound
based methods were then investigated further to obtain tighter performance bounds for
optimal filter in [47–50]. Unfortunately, optimal nonlinear filter is generally computa-
tionally intractable (that is, it suffers from the curse of dimensionality) except for some
restricted classes of models where the optimal filters admit closed-form expressions such
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as the Kalman filter and the hidden Markov model (HMM) filter (see [1, 3] for details on
Kalman filter and HMM filter).
Due to the difficulties in the implementation of optimal nonlinear filters, practical
model approximations leading to development of suboptimal filters have been considered
in the literature and applied to a wide range of applications; these suboptimal filters include
the extended Kalman filter [4, 51], the interacting multiple model (IMM) filter [4, 5], and
particle filters [6, 52, 53]. Comparison of some common suboptimal filters are presented
in [54]. Nonetheless, these suboptimal filters (as well as the optimal nonlinear filters) are
designed on the basis of an assumption that the exact system structures and characteristics
(i.e. system dynamic model) are precisely known, and this assumption may not hold in
many situations.
In practice, many filtering problems involve estimation of system quantities in a sit-
uation where the true (or exact) system model description is not known with complete
certainty. When faced with such system uncertainties, the performance of an optimal filter
designed on the basis of some nominal system model may be drastically degraded if the
true model differs from the nominal model, and an acceptable level of filter performance
may not be guaranteed [55]. In these situations, robust filtering techniques (developed over
the past several decades) are exploited in which a tractable filter is designed on the basis
of a nominal model taking into consideration the uncertainties about the true system; for
example, risk-sensitive filters and H∞ filters [55,56]. These robust filters ensure desirable
filter behaviours in nominal conditions and acceptable performance when the true model
is different from the nominal model [56]. Some performance analyses of robust filters
have been presented in [56, 57]. Other than robust filtering techniques, another viable
(and somewhat similar) approach to handle uncertainties in system model is to consider a
tractable filter designed on the basis of an approximate model description that reasonably
represents (or close to) the true model; this filter will be called an approximating filter in
this thesis. For example, Kalman filters and HMM filters have been applied to a broad
range of signal and image processing applications involving nonlinear system dynamics;
for example see [2, 18–21].
Whether the true model is too complex to be used in filter design process (resulting
in computationally intractable) or the true model is unknown, utilisation of model ap-
proximations by suboptimal filters or approximating filters introduces modelling errors
to filtering process and, unfortunately, reasonable performance or behaviours of filters in
the presence of modelling errors have not been completely established in many situations.
This filtering problem is illustrated in Figure 2.1. When considering modelling errors,
there are two basic types of filter behaviours of interest: filter stability with respect to
initial conditions (incorrect filter initialisations) and filter stability with respect to model
mismatch. Note that erroneous filter initialisation can be viewed as a simpler special case
of model mismatch problem [58] and unsurprisingly, there is a much larger number of
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Figure 2.1: Conceptual representation of a filtering problem involving modelling errors
results on this type of filter stability. The existing results on these two types of filter
behaviours will be presented in the next two subsections.
2.1.1 Filter Stability with Respect to Initial Conditions
When attempting to characterise filter stability with respect to initial conditions (or some-
times called the initial condition forgetting property), the difference in behaviours or (re-
sponses) of two differently initialised versions of a filter is investigated. A filter is said to be
stable with respect to initial conditions (a desirable property) if the difference in responses
(often described by conditional probability density functions∗) of the filter initialised by
two different initial conditions converges as time evolves. A conceptual representation of
this stability property is illustrated in Figure 2.2. This problem is important because filter
initial conditions are usually not known with complete certainty, and it is desirable for
filters to be able to recover from initial errors as time evolves. This property also implies
that computational error due to finite word-length representation of modern digital com-
puters, at each time step, is also forgotten as time evolves. Fortunately, this type of filter
stability properties have been established in many situations including those involving
Kalman filter, HMM filter, particle filter, and some general optimal nonlinear filters.
Kalman Filter: Kalman filter is known to be the optimal filter for linear-Gaussian sys-
tems [1,4], and it has been exploited as a basis of a number of filtering algorithms such as
the IMM filter [5]. Fortunately, initial condition forgetting properties have been shown for
∗A probability density function of random variable describes the probability of the random variable
taking value within a certain region of state space. An example of Gaussian density is illustrated in Figure
2.3
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Figure 2.2: Conceptual representation of an asymptotic stability property with respect to initial
conditions (initial condition forgetting property): the responses (or states) of two filters (designed
on the basis of the same model) initialised with different initial conditions converges as time evolves.
Kalman filter under some mild conditions on the system model [1, 44, 59, 60]. That is, it
has been established that when the linear system is completely detectable and completely
stabilizable, the corresponding Kalman filter is exponentially stable with respect to ini-
tial conditions in the sense that the error between the responses of differently initialised
Kalman filters tends to zero exponentially fast [1, 44, 60]. This important (initial condi-
tion) forgetting property of Kalman filter (which can be described by Gaussian density)
is illustrated in Figure 2.3. The graph on the left of the figure illustrates initial condition
(Gaussian densities) of two Kalman filters while the graph on the right illustrates Gaussian
densities of the two Kalman filters as time evolves. That is, the difference between the
densities describing Kalman filters converges to zero. It is highlighted that these results
for Kalman filter are well known.
Figure 2.3: An example of asymptotic stability of Kalman filter with respect to initial conditions:
the graph on the left illustrates initial condition (Gaussian densities) of two Kalman filters while
the graph on the right illustrates Gaussian densities of the two Kalman filters as time evolves.
Hidden Markov Model (HMM) Filter: Another important tractable optimal filter
is the HMM filter which is designed on the basis of a hidden Markov model. Generally, a
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HMM involves three important elements: transition probability matrix, output (or mea-
surement) mapping matrix, and initial probability distribution [2]. It has been shown
that HMM filter is exponentially stable with respect to initial conditions when all ele-
ments of the transition probability matrix and output mapping matrix are positive [61].
The authors of [61] also showed that the strictly positive element condition placed on
both transition probability matrix and output mapping matrix are not necessary, and the
exponential stability property of HMM filter will hold under the following relaxed condi-
tions: 1) all elements of the transition probability matrix are positive while all elements of
the output matrix are non-negative, or 2) the transition probability matrix is a primitive
matrix while all elements of the output matrix are positive.
Particle Filter: More recently, the particle filter (also known as the bootstrap filter
or sequential Monte Carlo method) has been found to be useful in a number of appli-
cations [6, 53]. Particle filter is a numerical approximation of an optimal filter where a
large number of random samples are used to represent the conditional probability density
describing the optimal filter [6, 52, 53]. In [62], initial condition forgetting property of a
particle filter was established in a weak sense (under expectation operation) for a nonlinear
system where the signal model is Lipschitz continuous and the output mapping function
(or measurement model function) is surjective†. That is, the expected difference between
the responses of two particle filters (designed on the basis of the same model) initialised
by two different initial conditions tends to zero as time evolves. A stronger asymptotic
stability (involving no expectation operation) of a particle filter with respect to initial con-
ditions is then presented in [63] under a stronger condition of bijective‡ output mapping
function. Another similar asymptotic stability result was also independently established
in [64] for nonlinear models with informative measurements in the sense that the out-
put mapping function has uniformly continuous inverse (also implying bijective output
mapping function) and the spectral density of the observation noise is strictly positive.
Optimal Nonlinear Filter: Stability properties of optimal nonlinear filters with re-
spect to initial condition have also been established in many situations. For example, ini-
tial condition forgetting property of an optimal risk-sensitive filter was established in [57].
In [65], a stability property with respect to initial condition of the minimum energy esti-
mator (an optimal nonlinear estimator that resembles the Kalman filter) was shown, under
some observability conditions, for the situation where the system is deterministic. This
result was then extended to a class of linear stochastic systems in [66]. In [60, 67, 68], an
†A function f(·) : X → Y is surjective if for each y ∈ Y, there exists at least one x ∈ X such that
f(x) = y.
‡A function f(·) : X→ Y is bijective if for each y ∈ Y, there exists exactly one x ∈ X such that f(x) = y
and for each x ∈ X, there exists exactly one y ∈ Y such that f−1(y) = x where f−1(·) is the inverse
function of f(·). That is, f(·) provides a one-to-one mapping between all elements of X and Y.
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asymptotic stability property of a general optimal nonlinear filter with respect to initial
condition was established under some ergodicity conditions that the probability measure
associated to the signal model tends to a unique invariant measure as time approaches
infinity. This intuitively implies that the signal model forgets its initial state, and the cor-
responding filter was shown to inherit the forgetting properties from the signal model (i.e.
the filter forgets its initial condition when the signal model forgets its initial state) [67].
Further, it was shown in [58, 69, 70] that the asymptotic stability property of an optimal
nonlinear filter also holds when the strong ergodicity conditions are relaxed if the measure-
ment noise is bounded or the measurement noise density is localised over a small region of
state space (measurements are informative). Similarly, in [63], it was shown that an initial
condition forgetting property established for particle filter can be extended to provide an
almost sure asymptotic stability of an optimal filter with respect to initial conditions for
a nonlinear system where the state transition function is Lipschitz continuous and the
output mapping function is bijective (providing informative measurements).
It is worth noting that a number of the previously established stability results for par-
ticle filter (suboptimal filter for general nonlinear system) and general optimal nonlinear
filters require that either the signal model is informative (in the sense that it forgets its
initial state) or the measurements are informative. This observation motivates the later
consideration of sufficiently informative filters to establish stability results for approximat-
ing filters in this thesis.
2.1.2 Filter Stability with Respect to Model Mismatch
The second type of filter behaviours of interest is stability properties with respect to
model mismatch (or modelling errors). These stability properties are concerned with
behaviours of a filter designed on the basis of an approximating model (involving errors
in model parameters other than initial conditions); for example, in a HMM filter, there
may be a mismatch between the true transition probability matrix of the hidden Markov
model and the approximating transition probability matrix used in filter design process.
This filtering problem is important because exact system model parameters are often not
available due to the current computing technologies or the system models are too complex
to be considered in filter design processes. However, unlike stability properties with respect
to erroneous filter initialisations, there is only a limited number of results for situations
involving modelling errors: results for suboptimal filters (designed with full knowledge of
the true system) and results for approximating filters (designed with or without the full
knowledge of the true system).
Suboptimal Filters: Some filter stability properties with respect to modelling errors
have been established for the situations where model approximations are made with full
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knowledge of the true system dynamics. That is, the true model is available but too com-
plex to be used in filter design process. For example, an extended Kalman filter (EKF) is
designed on the basis of an approximating system model obtained by linearising the true
nonlinear system model. Asymptotic bounds on the error in conditional mean estimates of
EKFs have been established under some restrictions on the size of initial estimation error,
the size of the noises involved, and the nonlinearity of the true signal model [51, 71–74].
Another widely used suboptimal filter is the unscented Kalman filter (UKF) introduced
in [75] as an improvement to the EKF. Unlike the EKF, the UKF approximates the proba-
bility distribution of the nonlinear system rather than approximating the nonlinear system
model itself. Importantly, motivated by the results of the EKF, convergence properties
of the UKF have been established under some restrictions on the measurement model,
the size of the noises, and the size of the initial estimation error [76, 77]. For a class of
nonlinear systems where the conditional probability density describing the optimal filter
lies in a family of exponential densities, a performance bound on the expected error of
a particle filter with respect to the true optimal filter is established in [78] under some
Lipschitz continuity assumptions and restrictions on the nonlinearity of the signal model.
In [79], it was shown that a particle filter approaches the true optimal nonlinear filter in a
weak sense (under expectation operation) under the conditions that that the signal model
is Lipschitz continuous, the output mapping function is bijective, and the noise densities
are localised over a small region of state space. Similar convergence results for particle
filters have also been presented in [52, 80] under some ergodicity assumptions. Further,
in [81], a lower bound and an upper bound on the error of IMM filter were established
under uniform controllability and uniform observability conditions.
Although some stability results have been established for common suboptimal filters,
these results did not take into consideration modelling errors due to the uncertainties that
may be presented in the true model.
Approximating Filters (HMM approximation and Approximating Particle Fil-
ter): In the situation where an approximating model is used in the filter design process,
the performance of an approximating HMM filter has been investigated when there is a
mismatch between the true and approximating hidden Markov models (i.e. examination
of mismatched HMM filters) [82]. In this work, it was shown that the approximating
HMM filter exhibits an initial condition forgetting property when the transition probabil-
ity matrices of both the true and approximating models are primitive. A similar result is
established in [83] under some ergodicity and strictly positive observation mapping func-
tion assumptions which imply that the signal model forgets its initial state. Unfortunately,
these results appeal to specific nature of the HMM filter recursions and thus, these proof
techniques may not be applicable to general nonlinear signal models. In [84], behaviour
of a particle filter was investigated in the situation where there is a mismatch between
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the true and approximating nonlinear models used to design the particle filter. An upper
bound on the error between the true optimal filter and the approximating particle filter
was presented. However, the size of the bound increases as time evolves and conditions
which ensure a finite asymptotic bound on the error are yet to be established.
Other than these limited results, there are no known results for other types of approx-
imating filters when there is a mismatch between the true and the approximating models
used to design the filters. Hence, in Chapter 3 and Chapter 4 of this thesis, filter stability
in the presence of modelling errors will be investigated.
In the next subsection, some related results in control problems are discussed. Al-
though the problem is different, these results present useful tools and techniques for the
considered filtering problem.
2.1.3 Related Stability Results in Control Problems
Advancements in digital electronics have made digital controllers more reliable and cost-
effective than analog controllers. Since most real life systems are continuous-time, the
growing use of digital electronics has motivated a large amount of interest in sampled-
data control systems where digital controllers operating in discrete-time are used to control
systems (or plants) operating in continuous-time [85]. In recent years, direct discrete-time
design methods (where a digital controller is designed on the basis of a discrete-time model
of the system) have been found to provide useful sampled-data control solutions [85, 86].
Specifically, it has been shown, under some mild conditions, that a continuous-time system
can be stabilised by a digital controller when the exact discrete-time model of the system
is used in the controller design process [87]. However, a key difficulty of a direct discrete-
time design lies in that the exact (or true) discrete-time model of a nonlinear system is
usually not available (due to the inability to compute matrix exponential that generates
the discrete-time model) [85,88–91]. Hence, when considering direct discrete-time design in
practice, a digital controller is often designed on the basis of an approximate discrete-time
model [85]. A conceptual diagram highlighting this control design method is illustrated in
Figure 2.4.
Fortunately, it has been shown, for a deterministic state-feedback control system (no
disturbances) under some mild consistency conditions between the true and approximat-
ing models, that a controller which stabilises the approximate discrete-time model also
stabilises the exact discrete-time model of the system in the sense that the system states
asymptotically converge to a neighbourhood of the desired states [88,91,92]. In [89,90,93],
this result is extended to establish an input-to-state (i.e. involving process noise) stabil-
ity property of a state-feedback system with a bounded process noise. Moreover, in [94],
this result has been extended to output feedback control problem in a deterministic set-
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Figure 2.4: Conceptual representation of direct discrete-time design via an approximating
discrete-time model
ting. These stability results have provided various useful tools for controller designs
based on approximate discrete-time model (that stabilises the exact model); for exam-
ple see [86,92,95–97].
It is highlighted that the above control problem is conceptually related to our filter
design problem of interest in that an approximating controller is designed on the basis of
an approximating model. Therefore, in this thesis, we will consider similar analysis tools
established for these control stability problems in filtering problems. It is also noted that
stability properties of output feedback controllers designed on a basis of approximating
models (in stochastic settings) have not been completely established due to the lack of
stability results of approximating filters (as discussed in the previous subsection). Hence,
this thesis will also investigate the stability of stochastic output feedback controllers.
This now ends our literature review on the performance of approximating filters and
controllers. In the next section, a review of hybrid system approaches to nonlinear filter
is presented.
2.2 Hybrid System Model Approaches to
Nonlinear Filtering involving Model
Uncertainties
Many filtering problems involve estimation of nonlinear dynamic system states whose
descriptions may depend on unknown, and possibly time-varying, parameters. In these
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situations, it is often useful to consider hybrid system model representations to provide a
reasonable approximation for the uncertain nonlinear dynamics [4,5,98]. A hybrid system
model involves a mixture of continuous (base) states and discrete (mode) states. The
continuous base state represents the conventional states of system dynamics while the
mode state describes the way the system switches between a finite set of base models that
describe the evolution of the base states.
The basic idea underlying the use of hybrid system model approximation is that a well
selected hybrid system model might lead to a more practically useful filtering solution than
the complex (perhaps intractable) nonlinear filter developed from the Duncan-Mortensen-
Zakai equation which describes the evolution of the conditional probability density in gen-
eral nonlinear filtering problems, for example see [3, p. 268]. This is because hybrid system
models have been found to provide useful approximations for dynamics with structural
properties that depend on an uncertain (possibly time-varying) parameter. Intuitively,
this system parameter is less important than other dynamic quantities and approximation
of this parameter by a discrete set may seem an acceptable loss in modelling accuracy
if it leads to a good estimation of the other dynamic quantities. These hybrid system
representations have successfully been applied to a range of filtering problems involving
dynamics with complex structural properties or difficult parametric uncertainties such as
air traffic surveillance, target tracking, and fault detection and isolation (see [5] for a
survey on hybrid filtering techniques and their applications).
The successful application of hybrid system model approach to nonlinear filtering prob-
lems requires both the application of a suitable hybrid filter and the determination of a
suitable model approximation for the dynamics under consideration. Thus, there are two
basic avenues to improve the performance of hybrid filtering solutions: the development
of better filtering algorithms, and the selection of better model representations [24].
2.2.1 Hybrid Filtering Techniques
In this subsection, we provide a review of the three key existing hybrid filtering techniques:
static multiple model filter, dynamic mutliple model filter, and adaptive dynamic multiple
model filter.
Static Multiple Model Filter
The development of hybrid filter was initiated in 1965 by Magill [99] with a consideration
of a relatively simple hybrid filtering problems where the uncertain parameter of the hybrid
system is assumed to be time-invariant. This simple problem led to the development of
an adaptive filter called the static multiple model (SMM) filter. Figure 2.5 illustrates
a general structure of a SMM filter. Typically, a SMM filter involves two fundamental
components: a bank of elemental filters and an output processing method.
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Figure 2.5: General structure of a static multiple model filter
Elemental Filter: An elemental filter is a recursive estimation process of the base
state of hybrid system. This process is equivalent to a conventional single-mode filter;
for example a Kalman filter, a HMM filter, or a particle filter. Each elemental filter is
designed on the basis of each base model of the hybrid system. Thus, the number of
elemental filters is equal to the number of base models (or elements) of the hybrid system.
Output Processing: An output processing method produces hybrid filter output from
information generated by each of the elemental filters. Two prominent output processing
approaches have been proposed in the literature: soft-decision based approaches and hard-
decision based approaches [5]. In soft-decision, an estimate of a SMM filter is a weighted
sum of the estimates obtained from the elemental filters. The weight of each elemental filter
estimate is determined by the likelihood of the base state underlying the elemental filter
(called mode probability) which is also an output of the elemental filter [5]. An important
example of soft-decision based approaches is the minimum mean-square error (MMSE)
method (see [5]). On the other hand, in hard-decision based approaches, an estimate of a
SMM filter is determined by the elemental filter with the highest mode probability. That
is, the final estimate of the SMM filter is the estimate of the most likely elemental filter.
An important example of hard-decision based approaches is the maximum a posteriori
(MAP) method (see [5]). Note that there are also other less common non-probabilistic
based output processing methods such as Dempster-Shafer evidential reasoning method,
neural network based method, and fuzzy logic based method; see [5] for more details.
Dynamic Multiple Model Filter
Alternatively, when the uncertain parameter is allowed to be time-varying, an optimal
(or exact) hybrid filter was proposed in [100]. Unfortunately, it has been shown for the
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exact hybrid filter that the number of possible mode sequences (or hypotheses) grows
exponentially with time. Hence, a finite dimensional or tractable optimal filter does not
exist in this situation. Instead, a large group of suboptimal filters which will be termed
the dynamic multiple model (DMM) filters have been proposed for such problems; for
example, the interacting multiple model (IMM) filter [4, 10, 101], the generalised pseudo-
Baysian (GPB) filter [4, 102–104], the B-best based filter [105], and some modified IMM
filters [10,106,107]. Note that a large number of DMM filters has been reviewed in [5].
Figure 2.6: General structure of a suboptimal dynamic multiple model filter with 2 elements
A general structure of a DMM filter is illustrated in Figure 2.6 (in the case with
two elements or base models). It can be seen that the structure of the DMM filter is
similar to that of the SMM filter with an exception of an additional component called
the hypothesis reduction method which manages the growing number of hypotheses about
the mode sequence. Various suboptimal DMM filters generally differ in the manner in
which they manage the growing number of hypotheses, and there are two common types
of hypothesis reduction methods: merging and pruning [5].
The most well-known merging based DMM filter is the IMM filter. The IMM filter
consists of N elemental filters where N is the number of elements or base models of the
hybrid system. The IMM filter merges different hypotheses by combining (or mixing)
the estimates of all elemental filters at the beginning of each filtering recursion with the
weightings (called mixing probabilities) computed from the likelihood of each base model
[4, p. 454]. Another well-known merging based DMM filter is the GPB filter. A GPB
filter of the nth order merges hypotheses with the same n latest mode sequence. Hence,
GPB filter requires Nn elemental filters to store the latest possible n mode sequences [4, p.
446]. Another similar merging based filter is the Gaussian wavelet estimator (GWE) which
differs from IMM filter in the way the mixing probabilities are calculated [108]. That is, the
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GWE gives more weights to base models with larger changes in the updated conditional
mean estimates while the IMM filter gives more weights to more likely base models (models
with smaller differences between the predicted states and the measurements). There are
several other merging based techniques proposed in the literature; see [5].
Unlike merging based methods where hypotheses are combined, the general idea of
pruning based methods is to keep more likely hypotheses while less likely hypotheses are
discarded from the DMM filtering operations [5]. An example of a pruning scheme is
the B-best concept which was proposed for the problem of data association in multiple
target tracking application [109]. Fundamentally, in the B-best approach, B number of
hypotheses with the associated likelihoods larger than a preset threshold are kept. In [110],
another pruning based DMM filter is designed on the basis of the Viterbi algorithm, a
dynamic programming for finding the most likely path or mode sequence. However, a key
drawback of pruning based methods lies in that the most appropriate mode sequence may
be discarded from the filtering operations if the sequence appears to be less likely at the
early stages of the filtering recursions [5]. Moreover, the performance of pruning based
DMM filters are found to be inferior to merging based DMM filters in many situations [5].
Therefore, merging based filters such as the IMM filter are more widely used in many
applications.
Adaptive Dynamic Multiple Model Filter
More recently, motivated by the fact that the performance of hybrid filters depend on the
underlying base models, Li and Bar-Shalom [22] proposed a significant extension to the
structure of DMM filters that the based models used in elemental filtering operations may
be time-varying. That is, at any given time, the best subset of base models is selected
online from the larger (pre-designed) collection of models using some information from the
measurements. This selected subset of models is then applied to the elemental filtering
operations. Intuitively, improbable (or unnecessary) base models and their associated
estimates, at any particular time, are discarded which would improve the overall estimates
because the effects of unnecessary models on the overall estimates are reduced [22]. This
type of filters will be termed an adaptive dynamic multiple model (ADMM) filter in this
thesis. Note that, prior to this work, a similar idea was proposed in [111] for the SMM
filter to handle the problem of time-varying uncertain parameter. However, the idea did
not receive as much attention as the development of DMM filters.
The key difficulty in the development of the ADMM filter lies in how to select the most
appropriate subset of base models at a given time [5]. A simple solution to this problem
was presented in [112] where subsets of base models are assumed to be pre-determined
using some a priori information about the uncertain parameter. Hence, the key problem
is simplified to appropriately switching between candidate subsets of base models. Then,
using the measurement sequence, it was proposed that the subset which contains the
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most likely base model is selected. On the other hand, when the a priori information
is unavailable and subsets of base models cannot be pre-determined, a two-stage process
for finding an appropriate subset was proposed in [113] involving model expansion and
model termination. Using likelihoods and some predicted probabilities of the base models
computed from the past and current measurements, base models with probability ratios
(calculated using the likelihoods and the predicted probabilities) larger than a pre-set
threshold are added into the subset (model expansion), whilst base models are discarded
if their associated probability ratios are below the threshold (model termination). Various
other online model subset selection techniques for the ADMM filter are reviewed in [5].
In the next subsection, we present a review of the existing hybrid system model selec-
tion techniques, the second avenue to improve the performance of hybrid filters.
2.2.2 Hybrid System Model Selection Techniques
In [22, 23], the performance of a hybrid filter has been shown to depend largely on how
well the underlying hybrid system model used in the filter design process represents the
exact system model under approximation. That is, whether considering the SMM, the
DMM, or the ADMM filters, the performance of hybrid filters depends on the initial set
(or collection) of base models used in elemental filtering operations. Nonetheless, much less
effort has been devoted to this model selection task [24]. A key aspect in the hybrid system
model selection problem is the determination of base models that adequately represent
the range of dynamics under approximation. Over the last decade, three key hybrid
system model design methods have emerged: the minimum-mismatch design method, the
minimum-distance design method, and the equal-distance design method [24].
Minimum-Mismatch Design Method
In the minimum-mismatch design method, it is assumed that the true model is charac-
terised by an unknown parameter θ ∈ Sθ and the a priori distribution of the unknown
parameter p0(θ) is available. Here, the design problem is to select N base models each char-
acterised by a parameter θm|i ∈ Sθ with an associated initial mode probability pm(θm|i)
for all i = 1, 2, . . . , N .
For θ ∈ Sθ, let f0(θ) be the cumulative distribution function (cdf) of θ (which is
available because p0(·) is known). Also let fm(θ) be the cdf of the selected base model
parameter given by the probabilities pm(θm|i). The aim of the minimum-mismatch method
is to select equally distributed base model parameters in a probabilistic sense. More
specifically, θm|i and their associated initial mode (base models) probabilities are selected
to minimises the cost function Jf which is given by [24]
Jf = sup
θ∈Sθ
∣∣f0(θ)− fm(θ)∣∣ . (2.1)
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Note that the cost (2.1) is a measure of mismatch between two cdfs: the cdf of the un-
known parameter and the cdf constructed by the selected parameters. Given an acceptable
mismatch ρ between the two cdfs in (2.1), it was shown in [24] that the minimum number
of base models required is equal to 1/(2ρ) (or the smallest whole number that is larger
than this quantity). However, an appropriate ρ may be difficult to determine in a practical
situation and the number of base models or elements N is often pre-determined in many
cases.
Figure 2.7: An example of minimum-distance design with 5 elements
Therefore, for a given N , it was then shown that the minimum-mismatch design ob-
jective can be easily achieved when the base model parameters θm|i are selected such
that [24]
fm(θm|i) =
i− 1/2
N
(2.2)
for all i ∈ [1, N ] with uniform initial mode probabilities (i.e. initial mode probabilities
pm(θm|i) = 1/N for all modes or elements) [24]. Figure 2.7 illustrates an example of the
minimum-mismatch design for N = 5. It can be seen that each base model parameter θm|i
is placed at the median of each equally probable regions and hence is equally likely to be
active.
However, a weakness of this design method (using the cdfs) is that some or all of the
selected base model parameters may be located in a region with low probability density
leading to a large mismatch between the true parameter θ and the selected base model
parameters θm|i, and this large mismatch may result in poor filtering performance [24].
Another drawback of this design method is that there may be infinitely many solutions
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when the unknown parameter θ is not scalar because (2.2) may have infinitely many
solutions. More importantly, the a priori distribution of the unknown parameter may not
be available in many practical situations.
Minimum-Distance Design Method
Similar to the previous design method, the minimum-distance design problem also assumes
that the true model is characterised by an unknown parameter θ ∈ Sθ and the a priori
distribution of the unknown parameter p0(θ) is known. The design problem is also to
select N base models each characterised by a parameter θm|i ∈ Sθ with an associated
initial uniform mode probability pm(θm|i) for all i = 1, 2, . . . , N .
The minimum-distance design approach aims to optimise an expected distance in vector
space between the unknown parameter θ and the selected base model parameters θm|i.
In [24], the distance metric is defined as d(x, y) , [(x− y)′(x− y)]p/2 where x, y ∈ Sθ and
p = 1, 2, . . .. Note that we are generally interested in the Manhattan distance p = 1 or
the Euclidean distance p = 2. The objective of the minimum-distance design is then to
minimise the cost function [24]
J(θ, θm|1, . . . , θm|N ) =
N∑
i=1
∫
Sθ
d(θ, θm|i)p(θm|i|θ)pθ(θ)dθ. (2.3)
Let Sθ = {S1θ , . . . , SNθ }. That is, the range of possible parameter values is partitioned
into N regions. By assuming that p(θm|i|θ) = 1 if θ ∈ Siθ and p(θm|i|θ) = 0 otherwise.
The design cost (2.3) is simplified to [24]
Ĵ(θ, θm|1, . . . , θm|N ) =
N∑
i=1
∫
Siθ
d(θ, θm|i)pθ(θ)dθ. (2.4)
For this design approach, it was shown for a given partition Siθ that the parameter θ
m|i
which minimises the cost (2.4) is the optimal parameter choice [24]. Moreover, it was
shown that, for a given set of selected parameters, a partition Siθ is optimal if and only if
any points in Siθ is closer to θ
m|i than θm|j for i, j = 1, . . . , N and i 6= j. Importantly, these
optimality conditions provide a theoretical basis for an iterative process for finding optimal
partitions and hence optimal base model parameters θm|i [24]. An example of a SMM filter
designed using the minimum-distance method was presented in [24] whilst an example of
an IMM filter designed using this method was presented in [114]. Unfortunately, similar
to the minimum-mismatch design, the minimum-distance design method depends on the
knowledge of the a priori distribution of the unknown parameter.
Equal-Distance Design Method
Unlike the previous approaches, the equal-distance design approach proposes that base
model parameters θm|i are spatially distributed to cover the range of possible parameter
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values Sθ, assuming that the true model is characterised by an unknown parameter θ ∈ Sθ
[24]. This design method is applicable in the situations where a priori information about
the parameter is not available. Intuitively, this approach selects the base model parameters
so that the true unknown parameter is spatially close to at least one of the selected
parameters. However, the solutions to this design problem may not be unique. Therefore,
in [24], different types of this design approach are presented including the symmetric design
and the evenly distributed design.
Figure 2.8: An example of the symmetric design with 8 elements in the situations where the
unknown parameter is 2-dimensional in the sense that Sθ ⊆ R2
The symmetric design selects base model parameters such that they are symmetric
about the axes of some coordinate system with an equal spatial distance between adja-
cent base model parameters. Figure 2.8 illustrates an example of base model parameters
selected using the symmetric design approach for the problem involving two-dimensional
unknown parameter (i.e. Sθ ⊆ R2) and Cartesian coordinate system. Although this sym-
metric design is easy to implement, the base model parameters may not always be evenly
distributed which means that some selected parameters cover larger regions of Sθ [24].
Intuitively, this may lead to poor filtering performance because there may be a large
mismatch between the true parameter θ and its closest selected base model parameter.
On the other hand, in the evenly distributed design, base model parameters are selected
to cover spatially equal regions of Sθ. That is, the spatial distance between adjacent
selected base model parameters is uniform. One way to construct an evenly distributed
set of parameters is to consider hexagonal layers of models as illustrated in Figure 2.9
[24]. Here, the layers are selected such that the distance between adjacent parameters,
illustrated by dotted lines, is uniform throughout the structure. It is noted that this design
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Figure 2.9: An example of the evenly distributed design with 19 elements in the situations where
the unknown parameter is 2-dimensional in the sense that Sθ ⊆ R2
also leads to a symmetric set of base model parameters.
Moreover, in the equal-distance design method, when a priori information about the
moments of the unknown parameter’s distribution is available, it was shown that the initial
mode probabilities of the selected base models can also be chosen such that the moments
of the unknown parameter and the moments of the selected base model parameters are
matched. In this situation, another equal-distance design which minimises the number of
base models required to match moments of the unknown parameter was presented in [24].
2.2.3 Summary of Hybrid System Approaches to
Nonlinear Filtering
Hybrid system descriptions have been found to provide useful representations of behaviours
described by nonlinear system with parametric uncertainties, and hybrid system models
have been useful in the design of adaptive filters for the uncertain nonlinear systems. A
hybrid filter for an uncertain nonlinear system involves both the development of filtering
techniques and the determination of suitable hybrid system model representations. Al-
though it has been shown that the performance of a hybrid filter depends largely on the
underlying hybrid system model, the hybrid system model selection task has only received
a small amount of attention.
For the model selection task, three design techniques have previously been proposed
in the literature: the minimum-mismatch design method, the minimum-distance design
method, and the equal-distance design method. Unfortunately, the first two methods
require access to a system description having no uncertainty. That is, these techniques
2.3. AIR TRAFFIC SEPARATION MANAGEMENT 29
require a priori information about the distribution of the unknown parameter in the selec-
tion process of a hybrid system model. Although the equal-distance design method does
not require the a priori information, it simply places parameterised base models equally
spaced amongst the possible range of parameter values, which is unlikely to the optimal
placement strategy. Therefore, it is clear that these previously proposed techniques are
not completely suitable when the a priori information about the unknown parameter is
unavailable (which is often the case in practice). Moreover, the three previously proposed
techniques do not seem to adequately handle the situations where hybrid system models
are used in the design of suboptimal filtering approaches, such as the IMM filter. These
issues motivate the investigation of the hybrid system model selection task in Chapter 5.
In the next subsection, some existing model selection techniques for different problems
are discussed which provide useful design tools for the considered hybrid system model
selection problem.
2.2.4 Related Model Selection Techniques
Over the past few decades, information theoretic measures have been found to provide
useful tools in quantifying similarity between system model descriptions in a number of
model selection and inference problems; these measures include the important relative
entropy concepts (also known as Kullback-Leibler distance) and the associated relative
entropy rate (RER) describing the asymptotic behaviour of the relative entropy [115].
Importantly, in [116], it was shown that the RER between the joint state and measurement
processes of two HMMs is related to the probabilistic distance between the HMMs. This
result suggests a connection between RER and HMM filter performance. In a recent
work, using this relationship between RER and probabilistic distance, a design method for
multiple HMMs to approximate a class of uncertain dynamic models (for filtering purposes)
was proposed and applied to an image processing dim-target detection problem [21]. The
successful application of relative entropy tools in HMM (and other model) design problems
involving uncertain system descriptions as well as the connection between relative entropy
concepts and filter performance motivate the consideration of these tools in Chapter 5.
This ends our literature review on hybrid system approaches to nonlinear filtering. In
the next section, we will present a review of air traffic separation management approach
(another research topic considered in this thesis).
2.3 Air Traffic Separation Management
Air traffic separation management is an essential task of an ATM system which is con-
cerned with the maintenance of a safe spatial separation between aircraft. Fundamentally,
separation management involves two key processes: the detection of potential collision
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events (or conflicts) and the resolution of the detected conflicts (or collision avoidance) [28].
In this thesis, a conflict or potential collision event is used to describe an event where two
or more aircraft experience a loss of safe separation distance. Hence, conflict detection is a
process of determining (or predicting), using information obtained from sensors, whether
a conflict is going to occur. When a conflict is predicted to occur, the conflict resolution
process determines appropriate instructions for the aircraft to avoid the predicted con-
flicts. It is stressed that this thesis only considers in-flight (or post-departure) separation
management to avoid mid-air collisions between aircraft and does not consider pre-flight
path planning problems or path planning for other purposes (such as emergency landing).
Moreover, as previously discussed in Chapter 1, this thesis is concerned with an automated
separation management problem.
2.3.1 Conflict Detection and Resolution Methods
In the current ATM system, a number of automated separation management support tools
are utilised to assist the humans involved in the separation management tasks; for example,
the traffic alert and collision avoidance system (TCAS) [117–121], the center-TRACON
automation system (CTAS) [122,123], and the user request evaluation tool (URET) [124].
The key tasks and importance of these tools are to detect potential conflicts and provide
some form of conflict resolution solutions. Although these tools are sufficient for the
current ATM operations, improvements in conflict detection and resolution (separation
management) methods are required to facilitate future ATM systems.
Conflict Detection
Real-time conflict detection can be classified into two basic types: tactical (near-term)
conflict detection and strategic (mid-term) conflict detection [125, 126]. Tactical conflict
detection, such as TCAS, detects a conflict up to several minutes prior to the predicted
point of collision while strategic conflict detection, such as CTAS (for terminal airspace)
and URET (for en-route airspace), provides the detection of potential collision events up
to tens of minutes into the future. The roles of these two types of conflict detection within
the operation of an ATM system is illustrated in Figure 2.10. It is highlighted that the
detection of potential conflicts (during flight) beyond tens of minutes is considered to be
inefficient due to the modelling uncertainties and estimation errors in filtering (aircraft
tracking) processes [125]. Whether considering near-term or mid-term conflict detection,
a key challenge facing automated conflict detection is the management of errors in aircraft
state estimation to minimise the numbers of false alarms and missed (or late) conflict
detections [126].
Generally, conflict detection algorithms estimate the distance at the closest point of
approach (or missed distance) between each pair of aircraft. If the missed distance is
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Figure 2.10: Regions of operations of tactical and strategic conflict detection approaches within
an ATM system
less than the safe separation distance, then a conflict alert is issued (i.e. a conflict is
detected). The method in which the missed distance is computed varies among different
conflict detection algorithms. For example, TCAS uses the current estimated range, range
rate, bearing, and bearing rate information of aircraft to calculate the missed distance (on
the basis of time to reach the closest point of approach) under the assumption that the
flight conditions do not change in the next few minutes [118, 119]. On the other hand,
CTAS calculates the missed distance by generating future aircraft trajectories using the
estimated aircraft states, weather model, and flight plans [123]. This suggests that aircraft
state estimation plays an important role in the conflict detection processes.
Unfortunately, errors in estimated aircraft information and hence conflict detection
solutions are unavoidable due to the uncertainties in aircraft dynamic model, weather
model, and other factors such as filtering, navigation, and control errors [122, 123, 127].
These errors may lead to poor estimation and conflict detection performance. For example,
in Figure 2.11, the shaded area represents a region of possible future locations of the
larger blue aircraft due to the estimation uncertainties while the smaller blue aircraft is
the predicted future location. It is clear that if the true future location of the blue aircraft
lies within the dashed-dotted circle, which indicates the smallest safe separation distance
between the red aircraft and any other aircraft, a conflict will occur. However, in this case,
this conflict is not detected because the predicted location of the blue aircraft does not
lead to any conflict events. This figure illustrates a key difficulty in the conflict detection
process and highlights that it is important for conflict detection methods to effectively
manage uncertainties in aircraft state estimation.
One avenue to handle such system uncertainties is to consider the worst possible values
that the true aircraft states could take with respect to separation management operation;
for example see [118, 128–130]. That is, a conflict is detected if any possible aircraft
32 CHAPTER 2. LITERATURE REVIEW
Figure 2.11: An effect of uncertainties in aircraft information estimation on conflict detection:
a conflict will be missed (undetected) when if the actual future location of aircraft lies within the
dashed-dotted circle because, due to estimation errors and uncertainties, the predicted aircraft
location does not lead to a conflict event
trajectory leads to a loss of safe separation distance. Although ensuring that conflicts
are not missed, these worst-case approaches generally result in conservative solutions and
hence producing a high false-alarm rate [28,126,130,131].
To minimise the number of false alarms, probabilistic approaches have been proposed
in the literature [122, 125–127, 131–135]. Probabilistic approaches derive and utilise some
probabilistic descriptions of the estimation errors and the estimated information to de-
termine a conflict. For example, CTAS determines a conflict event using the estimated
aircraft information and the probability of the conflict occurring. If the probability is be-
low a pre-determined threshold, the detected conflict is discarded which reduces the rate
of false alarms [123]. In this algorithm, the estimated aircraft state is described by a zero-
mean Gaussian probability density with a covariance given by along-track and cross-track
uncertainties, and the covariance grows quadratically with time [122,127]. However, CTAS
determines its error covariance on the basis of the assumptions that the filtering error is
constant and the aircraft fly along a straight line (constant velocities). These assumptions
do not seem to be realistic in practice. In [133], these assumptions are relaxed and a
conflict detection method is proposed where the estimated aircraft state is described by
a mixture of zero-mean Gaussian, exponential, and Gamma distributions. Monte Carlo
simulations are then used to generate aircraft trajectories on the basis of these distri-
butions and a conflict is determined for each Monte Carlo run. If the total number of
conflicts (from the all Monte Carlo runs) is over a pre-defined threshold, a conflict alert
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is issued. Unfortunately, because Monte Carlo simulation is utilised, this approach seems
to be computational expensive. In [126, 131], the drawbacks of CTAS and the approach
of [133] are investigated and less computational expensive algorithms are proposed without
posing any requirements on the filter errors and the aircraft velocities. Other probabilistic
descriptions of the estimated state have also been proposed; for example see [134,135].
Conflict Resolution
Although the automated tools such as TCAS, CTAS, and URET provide some form of
conflict resolution instructions, these algorithms still rely heavily on human controllers to
evaluate and execute the provided instructions. To facilitate the future air traffic (in free
flight environments where aircraft do not need follow pre-determined routes and changes
to flight plans can be freely generated post-departure) and to allow UAV usage in the
airspace, development of completely autonomous conflict resolution methods have garnered
a large amount of interest in air traffic control research community and a survey of conflict
resolution methods is presented in [28]. Automated conflict resolution methods proposed
in the literature can be classified into three basic types: prescribed methods [132,136,137],
force field based methods [138–150], and optimisation methods [151–169].
Prescribed Conflict Resolution Methods: Prescribed methods provide a set of pre-
determined separation instructions (or conflict resolution maneuvers) for a range of air
traffic engagements. For example, in [136], a set of heading changes are provided for an
air traffic situation where aircraft are flying towards the same point in space. Heading
change commands are pre-set for a range of incident angles at which aircraft are approach-
ing each other e.g. a heading change of 19.5◦ is set for the case where the aircraft are
approaching each other at the angle between 0◦− 10◦. This method is generalised in [137]
to include the situation where aircraft are flying towards spatially close locations. The key
advantages of prescribed methods are that they are simple to implement and that the set
of instructions can be pre-determined to guarantee safety. However, the main drawbacks
of these methods are that a large set of instructions is required to cover the range of
possible air traffic configurations while maintaining some system performance (especially
in a free flight environment), and that the pre-determined instructions may not be able to
handle unexpected air traffic configurations.
Force Field Based Conflict Resolution Methods: Force field based methods utilise
the attraction and repulsion properties of electric charges in conflict resolution. That is,
aircraft are imagined to be like-charged particles which repel when coming in close contact
while planned trajectory of each aircraft is considered to be an opposite charge attracting
its corresponding aircraft. For example, in [140], an artificial attractive vector potential
field is defined to be quadratically increasing with the increasing distance of an aircraft
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to its next planned waypoint. Moreover, for each aircraft, an artificial repulsive potential
field is defined to be quadratically decreasing with the increasing distance between the
aircraft and the other aircraft if a conflict is detected or zero otherwise. Attractive and
repulsive force fields are then obtained by taking vector gradients of the attractive and
repulsive potential fields, respectively. The separation maneuvers are then generated by
considering the final force field which is a weighted sum of all attractive and repulsive
forces. Similarly, a control law is proposed in [146] on the basis of a single artificial
potential field (used to obtain artificial force) defined as a function of both the distances
of the aircraft to its planned waypoint and to other aircraft. Importantly, control laws
derived from this artificial potential field has been shown to guarantee safe separation for
a range of air traffic configurations, to asymptotically stabilises aircraft orientation, and to
asymptotically lead aircraft to their destination [146,170]. On the other hand, in [149,150],
distances of an aircraft to all other aircraft in conflict and required maneuvers to reach
its waypoint are used to directly derive an artificial force field. It was also shown that the
maneuvers selected using this force field guarantee safe separation between aircraft if the
aircraft are initially far enough from each other.
Although force field based methods are relatively simple to implement and are capable
of handling unexpected conflict scenarios, control actions generated by this type of methods
are generally discontinuous and non-smooth which may result in an undesirable sequence
of maneuvers such as a large change in aircraft heading over a short period of time.
Optimisation Based Conflict Resolution Methods: In optimisation based meth-
ods, an appropriate sequence of separation control maneuvers is selected from a set of
possible control maneuvers to achieve some performance objectives subjected to some
problem constraints. That is, a control sequence is selected so that a performance cost
function describing the objectives is minimised (or maximised). Some examples of perfor-
mance objectives include minimisation of changes in aircraft heading [157, 159], changes
in aircraft velocities [156, 163, 169], delays in flight time [151, 153, 157, 161, 166], and fuel
consumption [165, 166, 168]. In a number of optimisation based methods, separation dis-
tance is also directly incorporated into performance cost function so that maneuvers which
lead to the loss of separation distance result in a large performance penalty; for example
see [151, 155, 163, 171]. On the other hand, in many other methods, separation distance
is used as a problem constraint so that separation maneuvers which lead to the loss of
separation distance will not be selected (although they optimises the performance); for
example see [153,158,161,164,167]. Some other problem constraints that are often consid-
ered in conflict resolution methods include aircraft dynamic limitations such as maximum
turn rate, maximum bank angle, and maximum velocity [153,157,159,161,163,164,172].
Different optimisation based methods also vary in the optimisation techniques exploited
to solve the optimal conflict resolution problem. For example, in [151, 155, 165, 168], ge-
2.3. AIR TRAFFIC SEPARATION MANAGEMENT 35
netic algorithm (an iterative search technique) is used to solve the optimised conflict res-
olution problem. In an iteration of a genetic algorithm, candidate solutions are generated
and then evaluated using the cost function (sometimes called fitness function). Appro-
priate candidate solutions, according to the cost function, are selected and manipulated
to generate new candidate solutions in the next iteration. Another type of optimisa-
tion techniques utilised in aircraft conflict resolution is the mixed integer programming.
In [157, 158, 166, 167, 173], conflict resolution problem is formulated as a mixed integer
linear programming (MILP) problem where conflict resolution constraints (such as the
maximum heading change and maneuvers that lead to new conflicts) are represented as
linear functions with some boolean variables. By considering MILP, the conflict resolu-
tion problem can be solved using standard optimisation software such as CPLEX. More
recently, a mixed integer nonlinear programming (MINP) has also been considered in a
conflict resolution problem where constraints are more precisely expressed as nonlinear
functions [159, 161, 169]. These MINP problems can also be solved using standard op-
timisation software. Alternatively, game theory involving min-max type optimisation is
utilised in [152, 154, 174] to find the best separation maneuvers when the aircraft is sub-
jected to the worst disturbance (defined by uncertainties in sensor information and other
aircraft maneuvers). In some other work, cooperative game theory or team decision is
used to solve conflict resolution problem [153,163]. In these work, conflicted aircraft work
together to achieve the best outcome for all aircraft.
Generally, optimisation methods lead to more desirable separation solutions than pre-
scribed and force field based methods. However, optimisation methods are more compu-
tational expensive and may not be suitable in some situations such as near-term conflict
resolution.
Despite a large number of proposed conflict detection and resolution methods in the
literature, an efficient and reliable automated separation management approach (combi-
nation of both detection and resolution) has not yet been completely established, espe-
cially in a situation involving degraded operating environments. In the next subsections,
prominent approaches to separation management are discussed and the performance of
separation management approaches in degraded operating environments is reviewed.
2.3.2 Prominent Air Traffic Separation Management
Approaches
Over the past few decades, two key approaches to automated separation management
(combined conflict detection and resolution) have been proposed in the literature: cen-
tralised approaches and decentralised approaches. Centralised approaches detect potential
collision events and generate separation instructions for all detectable aircraft in the con-
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trolled airspace using information gathered by a central surveillance system such as ground
radar as depicted in Figure 2.12; for example see [39,156,157,162,167]. On the other hand,
decentralised separation management approaches detect potential collision events using lo-
cal information from aircraft’s onboard sensors and generate separation instructions for its
own aircraft as illustrated in Figure 2.13. That is, each aircraft in a decentralised system
generates their own separation instructions based on their own separate local information;
for example see [144,153,161,168,172].
Figure 2.12: An illustration of a centralised separation management system: separation instruc-
tions for all aircraft are provided by a centralised having access to central sensor.
When comparing these two prominent separation management approaches, a cen-
tralised approach generally offers a more complete separation management solution due
to the complete nature of the information available at the central location (under nominal
ATM operating environments) including a complete air traffic picture and flight plans of
all aircraft [36, 37, 153, 173, 175]. Nonetheless, centralised systems are complex and their
separation management performance is easily affected by modelling uncertainties (such as
uncertainties in aircraft dynamic models and weather data). Centralised systems are also
largely susceptible to system failures such as failure of communication systems, failure of
central surveillance system leading to the loss of aircraft tracking information, and failure
of a single aircraft to response to separation instructions [37,153].
Unlike the centralised systems, decentralised approaches are more robust to system
failures such as a communication system failure and a failure of a single aircraft to response
to a potential collision event. Decentralised systems are also more flexible and scalable
in the sense that they can better handle unexpected events and manage an unexpected
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Figure 2.13: An illustration of a decentralised separation management approach: each aircraft
generates its own separation instruction on the basis of information from onboard sensor (with
perhaps limited range detection as illustrated by dash-dotted line.
increase in the number of aircraft in a controlled airspace [37]. However, a key difficulty
facing the decentralised approaches is that decentralised separation instructions generated
to avoid a conflict with an aircraft may create a conflict with one or more other aircraft due
to the local nature of the available information [36, 38, 153, 173, 175, 176]. This situation
is called a domino failure. In [175], it was illustrated that domino failures impose a
considerable amount of performance loss on decentralised separation management systems
with respect to centralised systems. Moreover, decentralised approaches may not be able
to safely handle crowded airspace (i.e. area with a high air traffic density) [38]. Since the
centralised and decentralised approaches have contrasting advantages and drawbacks, it
may be desirable to develop an approach which preserves the advantages while mitigating
the drawbacks of these two approaches.
2.3.3 Graceful Degradation of Separation Management
Approaches
Whether considering centralised or decentralised separation management approaches, it
is essential for the separation management system to provide an acceptable level of per-
formance during nominal as well as degraded modes of operations such as total loss of
38 CHAPTER 2. LITERATURE REVIEW
air-ground communication links, ADS-B failures, or radar breakdown [39]. Although un-
common, these failures may lead to catastrophic incidents. Hence, “graceful degradation”
or the ability to safely manage air traffic during degraded modes of operations is necessary
in an automated separation management system. Unfortunately, despite a large number of
separation management approaches proposed in the literature, a limited amount of effort
has been dedicated to this important graceful degradation problem.
In [40], the impact of communication failures on a selection of (well-cited) existing
centralised and decentralised separation management approaches was investigated. In
this work, a communication failure event describes a situation where there is a loss of
communication between the centralised controller and at least one aircraft (when examin-
ing centralised approaches) or a loss of communication between aircraft (when examining
decentralised approaches). Several centralised and decentralised separation management
approaches were examined and the results illustrated that the performance of the con-
sidered separation management approaches (both centralised and decentralised) degrades
significantly during communication loss. That is, collision-free air traffic environment
could not be maintained in various air traffic configurations. The key reason for the de-
graded performance is that these approaches rely on perfect communication links and
cooperation between aircraft in maintaining safe separation distance.
To handle situations where an aircraft fails to response to a potential collision event
(which may be due to communication failures), non-cooperative separation management
approaches, where each aircraft assumes that other aircraft are not responding to potential
collision events, have been proposed; for example see [152, 160, 164, 177]. Moreover, in
[39,178], a centralised separation management approach is proposed for a situation where
there is a degradation in surveillance systems or a loss of the more accurate aircraft tracking
system (such as ADS-B). In this approach, the safe separation distance is increased when
system degradation is detected. A conflict detection and an optimisation based conflict
resolution methods are presented which incorporate the change in safe separation distance
(assuming constant rate of change until the new safe distance is reached).
Although these existing work handle some types of system degradation, an automated
separation management approach which guarantees an acceptable level of performance
during degraded conditions is still an open research problem in the proposed future air
traffic systems such as NextGen and SESAR (involving management of aircraft in free
flight environments) [39].
2.3.4 Summary of Air Traffic Separation Management
In the past decade, automated separation management has garnered a large amount of
interest in the air traffic control research communities due to the promising benefits such
automation offers including an increased airspace capacity and more cost-efficient air-
2.4. REVIEW OF VARIOUS MATHEMATICAL TOOLS 39
craft operations. Two prominent autonomous separation management approaches have
been proposed in the literature: centralised and decentralised approaches. Centralised ap-
proaches provide separation assurance on the basis of the information available at a central
location whilst decentralised approaches generate separation instructions onboard aircraft
using local information obtained from onboard sensors. Both of these approaches offer
contrasting beneficial features to the separation management system but they also pos-
sesses some undesirable characteristics. Hence, it may be more desirable for an automated
separation manager to retain the beneficial features of both prominent approaches while
eliminating their disadvantageous features. Furthermore, an automated separation man-
agement system which provides an acceptable level of performance during non-nominal
operating conditions (gracefully degraded separation management approach) is still an
open research problem. The contrasting benefits of the two prominent approaches as
well as the importance of graceful degradation of separation management system moti-
vate our consideration of a combined centralised and decentralised separation management
approach in Chapter 6 of this thesis.
2.4 Review of Various Mathematical Tools
In this section, we present a brief review of various mathematical tools that will be utilised
in the remainder of this thesis.
2.4.1 System Stability Analysis Tools
We now present two commonly used system stability analysis tools: Lyapunov stability
and stability from Class-K L functions.
Consider a discrete-time system
xk = f(xk−1) (2.5)
where xk ∈ Rn and f(·) : Rn → Rn is the state transition function. We will use the
notation || · ||`1 to denote the 1-norm such that
||xk||`1 =
n∑
i=1
∣∣∣x(i)k ∣∣∣ (2.6)
where x
(i)
k denotes the ith element of the state xk.
In the following, we consider the cases where the equilibrium state is at the origin
of Rn (note that any equilibrium point can be shifted to the origin using the change of
variable method [8, Ch. 4]). Intuitively, the system is stable when the state xk, starting in
the neighbourhood of the equilibrium state, always remains close to the equilibrium state.
This system stability property can be more precisely defined as follows [1, 8].
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Definition 2.1. The system (2.5) is said to be stable if, for each ε > 0, there exists a
δ > 0 such that ||x0||`1 < δ implies ||xk||`1 < ε for all k ≥ 0.
In this thesis, we are also interested in another important and stronger system stability
property, asymptotic stability, which is defined as follows.
Definition 2.2. The system (2.5) is said to be asymptotically stable if the system is
stable (in the sense of Definition 2.1) and δ can be chosen such that ||x0||`1 < δ implies
limk→∞ ||xk||`1 = 0.
This definition implies that the system is asymptotically stable if it is stable and the
system state approaches the origin (or the equilibrium point) as time k tends to infinity.
Important Classes of Functions
Let us now introduce some important classes of functions which are commonly used to
describe these system stability properties [8, Ch. 4]. These classes are described as follows.
• A function ψ is of class-K if it is continuous, strictly increasing, and ψ(0) = 0.
– Class-K functions are invertible and the corresponding inverse functions also
belong to class-K [8, Lemma 4.2]. That is, if ψ(·) ∈ K , its inverse ψ−1(·) ∈ K .
• A function of class-K is also of class-K∞ if it is unbounded.
• A function β is of class-K L if β(·, t) is of class-K for each t ≥ 0 and β(s, ·) is
decreasing to zero for each s > 0.
Some important system stability analysis tools which help determine when the above
asymptotic stability property holds will now be presented.
System Stability from Class-K L Functions
System stability can often be determined from the trajectories of the system state xk. For
this purpose, class-K L functions have been found to be useful in describing a bound
on the state trajectories and hence describes the asymptotic stability property defined by
Definition 2.2, see [8, 85]. Let X ⊂ Rn be a set containing the origin. Using class-K L
functions, the system (2.5) is asymptotically stable if there exists a β(·, ·) ∈ K L such
that, for all x0 ∈X and all k > 0, we have that
||xk||`1 ≤ β
(||x0||`1 , k) . (2.7)
The above description implies Definition 2.2 in the sense that, when starting in the neigh-
bourhood of the origin, the system state decreases to zero as k tends to infinity.
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System Stability from Lyapunov Functions
In the late 1800s, Lyapunov presented a method of determining system stability using some
function V (·) (termed a Lyapunov function) which has an analogy to the energy function of
a pendulum [8, p. 113]. That is, while the pendulum is in motion, energy is dissipated due
to friction. As time evolves, the energy of the system decreases to zero which is when the
pendulum stops (or reaches its equilibrium state). Using this idea, Lyapunov showed that
some other functions V (·) with certain properties can also be used to determine stability
of dynamic systems in a similar manner to the energy function [8, Ch. 4]. Let X ⊂ Rn
be a set containin the origin and let R≥0 denotes a set of non-negative real numbers.
Lyapunov’s stability theorem shows that the system (2.5) is locally asymptotically stable
if there exists a Lyapunov funtion V (·) : Rn → R≥0 and a1(·), a2(·), a3(·) ∈ K∞ such that
the Lyapunov function satisfies [8, 85]
a1(||xk||`1) ≤ V (xk) ≤ a2(||xk||`1) (2.8)
V (xk+1)− V (xk) ≤ −a3(||xk||`1) (2.9)
for all xk ∈X and all k ≥ 0.
The above Lyapunov functions and Class-K L functions will be used in this thesis to
establish stability properties of approximating filters and output feedback controllers.
2.4.2 Relative Entropy Concepts
Relative entropy is an important quantity in information theory which is often used to
characterise asymptotic behaviour of random variables. A recent work has shown that
relative entropy (or Kullback-Leibler distance) concepts provide powerful tools to quantify
similarity of model descriptions [21, 116]. For this reason, relative entropy concepts will
be considered in this thesis and a brief overview of relative entropy is given below.
Consider two probability measures µ and ν on a measurable space (Ω,F). The relative
entropy of µ with respect to ν, D(µ||ν), is defined as [179,180]
D(µ||ν) ,

∫
Ω
(
log dµdν
)
dµ; if µ ν and
∣∣∣log dµdν ∣∣∣ is integrable
+∞; otherwise
(2.10)
where (dµ/dν) is the Radon-Nikodym derivative of µ with respect to ν, and we will use the
conventions that 0/0 = 1, 0 log 0 = 0, 0×∞ = 0. Here, we use µ ν to indicate that µ is
absolutely continuous with respect to ν, in the sense that µ = 0 whenever ν = 0 [181, p.
422]. The relative entropy can be interpreted as a measure of “distance” between µ and
ν [179, 180]. However, the relative entropy is not a true distance metric because it is
non-symmetric and it does not satisfy the triangle inequality.
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When probability densities exist, the relative entropy between two densities pµ and pν
(describing measures µ and ν, respectively) is then defined as [179]
D(pµ||pν) =
∫
pµ log
pµ
pν
. (2.11)
Similarly, D(pµ||pν) is finite if the support set of pµ is contained in the support set of pν .
Moreover, D(pµ||pν) = 0 if and only if pµ = pν almost everywhere. In this thesis, we will
consider relative entropy between densities (which are often easier to determine) rather
than measures.
When interested in evolving dynamic systems, it is often more useful to consider rela-
tive entropy rate. The relative entropy rate (RER) between between two densities pµ and
pν , R(pµ||pν), is defined as [179]
R(pµ||pν) , lim
k→∞
1
k
D(pµ||pν) (2.12)
where k is the time step in the dynamic system.
The concept of relative entropy will be utilised to propose a hybrid system model
selection which will be shown to be connected to approximating filter performance.
2.4.3 Decision Theory
In this thesis, we will investigate problems involving dynamic systems with some model
uncertainties. In such situations, it is often useful to consider the application of decision
theory [182]. An important approach in decision theory for handling system uncertainties
is the minimax principle (which has an analogy to game theory [183]). The minimax (or
min-max) principle selects an action or outcome which minimises the system performance
cost for the worst possible disturbance or uncertainty. More precisely, let a denotes possible
actions and let θ denotes uncertainties presented in the system. The minimax principle
selects the most appropriate action aM such that
aM = inf
a
sup
θ
J(a, θ) (2.13)
where J(·) is some performance cost. The key advantage of the minimax principle is that
prior knowledge about model uncertainties is not required in order to select an action which
provides reasonable system performance (with respect to model uncertainties) [182, p.
114].
2.4.4 Kalman Filter
In this thesis, we consider the use of Kalman filter to evaluate our key results. Hence, we
will now present the implementation process of Kalman filter (Kalman filtering algorithm).
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Consider a linear controlled system, for all k > 0, which is given by
xk = Fkxk−1 +Gkuk−1 + vk
yk = Hkxk + wk (2.14)
where xk ∈ Rn describes the state process, yk ∈ Rm describes the measurement process,
uk ∈ U ⊂ Rd describes the control process, Fk ∈ Rn×n is a n × n matrix describing the
state transition model, Gk ∈ Rn×d is a n×d matrix describing the control mapping model,
and Hk ∈ Rm×n is a m×n matrix describing the output mapping model. Here, vk and wk
are sequences of independent and identically distributed i.i.d. random variables with zero-
mean Gaussian densities described by covariance matrices Qk and Rk, respectively. That
is, vk and wk have densities φv(x) = N (x; 0, Qk) and φw(x) = N (x; 0, Rk), respectively.
Here, we note that
N (x; x¯,Φ) , |2piΦ|− 12 e− 12 (x−x¯)′Φ(x−x¯)′ (2.15)
denotes Gaussian probability density function (pdf) with the argument x, mean x¯, and
covariance Φ [4, p. 51].
In general, Kalman filter produces two important quantities: state estimate xˆk and
associated estimate covariance Φk. These two quantities describe the output density of
the filter (i.e. Gaussian density) which in turn is often used to describe the estimation
operations of the filter.
Furthermore, Kalman filter is a recursive estimator in that the state estimate xˆk and
covariance Φk produced at time k are used to produce future estimates and covariances
at time k + 1. Hence, given the initial filter estimate xˆ0 and initial filter covariance Φ0,
Kalman filter state estimate xˆk and covariance Φk, for all k > 0, are given by [4, pp.
204-206]
xˆ−k = Fkxˆk−1 +Gkuk−1 (2.16)
Φ−k = FkΦk−1F
′
k +Qk (2.17)
Kk = Φ
−
kH
′
k
(
HkΦ
−
kH
′
k +Rk
)−1
(2.18)
xˆk = xˆ
−
k +Kk
(
yk −Hkxˆ−k
)
(2.19)
Φk = Φ
−
k −Kk
(
HkΦ
−
kH
′
k +Rk
)
K ′k (2.20)
where A′ is used to denote transpose of the matrix A. Here, xˆ−k and Φ
−
k are called
the predicted state estimate and predicted covariance, respectively, Kk is the Kalman
filter gain, and xˆk and Φk are sometimes called the updated state estimate and updated
covariance, respectively.
2.4.5 Hybrid System Filters
Hybrid system model involves a mixture of continuous (base) states and discrete (mode)
states. It has been exploited in a number of challenging modelling situations where the
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original nonlinear dynamics are too complex (or too imprecisely known) to be considered
in a filter design. In this thesis, we will investigate model selection techniques for hybrid
system model. We now present a brief overview of two hybrid system filters that will be
used to evaluate our proposed model selection approaches: a SMM filter and an IMM
filter.
First consider an autonomous (or uncontrolled) linear-Gaussian hybrid system model,
for all k > 0, which is given by
xk = Fk (Xk−1)xk−1 + vk
Xk = AXk−1 + Vk
yk = Hkxk + wk (2.21)
where xk ∈ Rn describes the base state process, yk ∈ Rm describes the measurement
process, and Xk ∈ SX describes the mode process. Here, SX = {e1, . . . , eN} where
ei = [0, . . . , 0, 1, 0, . . . , 0]
′ ∈ RN denotes an indicator vector with 1 in the ith position
and zeros elsewhere, and N is the number of finite base models (or modes). Further,
Fk(Xk−1) ∈ Rn×n, for all Xk ∈ SX , is a n × n matrix describing the mode-dependent
base state transition model, Hk ∈ Rm×n is a m×n matrix describing the output mapping
model, and vk and wk are sequences of i.i.d. random variables with zero-mean Gaussian
densities φv(x) = N (x; 0, Qk) and φw(x) = N (x; 0, Rk), respectively. Here, A ∈ RN×N
is the N ×N time-invariant transition probability matrix for the mode process with ijth
element Aij = P (Xk = ei|Xk−1 = ej) for all k > 0, and Vk is a martingale increment in
the sense that E[Vk|Xk] = 0; see [3]. Finally, the Markov chain Xk has initial probabilities
described by pi0 with ith element pi
i
0 = P (X0 = ei).
Static Multiple Model Filter
Here, we consider a SMM filter that is a bank of N parallel Kalman filters where each
Kalman filter is designed using each possible mode or value of Fk(ei). This filter is designed
under the assumption that the mode process is constant but unknown. That is, the
transition probability matrix A = IN where IN denotes an N ×N identity matrix [4, 5].
For k ≥ 0 and i ∈ [1, N ], let xˆik and Φik denote the mode-conditioned state estimate
and the associated covariance (corresponding to the ith elemental filter) of the SMM filter
which are given by the Kalman filtering recursions (repeated here for convenience) as
xˆi−k = Fk(ei)xˆ
i
k−1 (2.22)
Φi−k = Fk(ei)Φ
i
k−1Fk(ei)
′ +Qk (2.23)
Kik = Φ
i−
k H
′
k
(
HkΦ
i−
k H
′
k +Rk
)−1
(2.24)
xˆik = xˆ
i−
k +K
i
k
(
yk −Hkxˆi−k
)
(2.25)
Φik = Φ
i−
k −Kik
(
HkΦ
i−
k H
′
k +Rk
)
Kik
′
(2.26)
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where KiK is the Kalman filter gain corresponding to the ith mode (Xk = ei).
Then, an overall SMM state estimate can be constructed by combining the information
from each mode-conditioned filter. For i ∈ [1, N ], let µik denote the mode probability which
is defined as [4, p. 441]
µik , P
(
Xk = ei
∣∣y[1,k] )
=
Λikµ
i
k−1∑N
j=1 Λ
j
kµ
j
k−1
(2.27)
where Λik denotes the mode likelihood function provided by the elemental filter matched
to the mode Xk = ei which is given by [4, p. 442]
Λik , P
(
yk
∣∣Xk = ei, y[1,k−1] )
= N ((yk −HkFk(ei)xˆik−1); 0,Φik) (2.28)
for all i ∈ [1, N ].
Finally, the overall SMM state estimate xˆk and the associated covariance Φk are given
by (soft decision output processing) [4, p. 443]
xˆk =
N∑
i=1
µikxˆ
i
k (2.29)
Φk =
N∑
i=1
µik
(
Φik + (xˆ
i
k − xˆk)(xˆik − xˆk)′
)
. (2.30)
Interacting Multiple Model Filter
When the mode process Xk is time-varying, the number of possible mode process grows
exponentially with time [5]. Hence, the conditional mean optimal hybrid system filtering
problem is known to be infinite dimensional [4,5]. A number of suboptimal hybrid filtering
approaches (that incorporate the increasing number of possible mode sequences) have been
proposed in the literature including the interacting multiple model (IMM) filter.
In this thesis, we will consider Kalman filter based IMM filter. However, we note that
other types of elemental filters can be used in the IMM algorithm such as a particle filter
and the extended Kalman filter. In the IMM filter, the increasing number of possible mode
sequences is managed by merging similar mode sequences at the beginning of each filter
recursion [4,5]. For k ≥ 0 and i ∈ [1, N ], let xˆik and Φik denote the mode-conditioned state
estimate and the associated covariance of the IMM filter which are given by the Kalman
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filtering recursion (in this case) as
xˆi−k = Fk(ei)xˆ
0i
k−1 (2.31)
Φi−k = Fk(ei)Φ
0i
k−1Fk(ei)
′ +Qk (2.32)
Kik = Φ
i−
k H
′
k
(
HkΦ
i−
k H
′
k +Rk
)−1
(2.33)
xˆik = xˆ
i−
k +K
i
k
(
yk −Hkxˆi−k
)
(2.34)
Φik = Φ
i−
k −Kik
(
HkΦ
i−
k H
′
k +Rk
)
Kik
′
. (2.35)
where the mixed initial state estimate xˆ0ik−1 and the mixed initial covariance Φ
0i
k−1 are
given by
xˆ0ik =
N∑
j=1
µ
j|i
k xˆ
j
k (2.36)
Φ0ik =
N∑
j=1
µ
j|i
k
(
Φjk + (xˆ
0i
k − xˆjk)(xˆ0ik − xˆjk)′
)
. (2.37)
Here, the mixing probabilities µ
j|i
k is defined as [4, p. 455]
µ
j|i
k , P
(
Xk = ej
∣∣Xk+1 = ei, y[1,k] )
=
Aijµjk∑N
j=1A
ijµjk
, (2.38)
and the mode probabilities µik is given by [4, p. 456]
µik , P
(
Xk = ei| y[1,k]
)
=
Λik
∑N
j=1A
ijµjk−1∑N
`=1 Λ
`
k
∑N
j=1A
`jµjk−1
(2.39)
where Λik denotes the mode likelihood function provided by the element filter matched to
the model Xk = ei which is given by [4, p. 456]
Λik , P
(
yk
∣∣Xk = ei, y[1,k−1] )
= N ((yk −HkFk(ei)xˆ0ik−1); 0,Φ0ik ) (2.40)
for all i ∈ [1, N ].
Finally, the overall IMM state estimate xˆk and the associated covariance Φk are given
by [4, p. 457].
xˆk =
N∑
i=1
µikxˆ
i
k (2.41)
Φk =
N∑
i=1
µik
(
Φik + (xˆ
i
k − xˆk)(xˆik − xˆk)′
)
. (2.42)
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2.4.6 Linear Quadratic Regulator
Linear quadratic regulator (LQR) provides an optimal solution for a time-invariant lin-
ear system with quadratic performance cost function that mathematically describe the
objectives of the problem. We will consider the infinite-horizon LQR control problem
(i.e. optimization time interval is infinite) in our studies and hence, implementation of
infinite-horizon LQR is presented in this subsection.
Consider a discrete-time linear time-invariant controlled system, for all k > 0, which
is given by
xk = Axk−1 +Buk−1 (2.43)
where xk ∈ Rn describes the state process, uk ∈ U ⊂ Rd describes the control process,
A ∈ Rn×n is a n×n matrix describing the state transition model, and B ∈ Rn×d is a n×d
matrix describing the control mapping model.
In a LQR problem, we consider a quadratic cost function J of the following form [7,184]:
J =
∞∑
k=0
x′kQxk + u
′
kRuk (2.44)
where Q is a n× n positive semi-definite matrix and R is a d× d positive definite matrix.
These two matrices describe problem objectives such as transient response of the controlled
system [7,184].
The solution to the LQR problem is to provide a control law Kc which can be used to
determine optimal control uk in the sense that
uk = −Kcxk. (2.45)
This control law Kc is given by
Kc =
(
R+B′ΦB
)−1
B′ΦA (2.46)
where Φ is the unique solution to the following Riccati equation:
Φ = Q+A′
(
Φ− ΦB (R+B′ΦB)−1B′Φ)A. (2.47)
It is noted that the solution to this Riccati equation exists if the system is completely
controller (see [184] for more details). Moreover, the above Riccati equation can be solved
recursively (staring with Φ = Q) until the solution Φ converges.
2.4.7 Bramson Tau Criterion for Air Traffic Collision
Detection
The “tau” concept for air traffic collision detection was introduced on the basis of the idea
that time to the closest point of approach (TCPA) is more important than the distance
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to CPA (due to varying cruising speeds of different types of aircraft). Fundamentally,
a potential collision event is detected when an aircraft moves into a protected region of
another aircraft (violating the minimum safe distance between aircraft). In the “tau”
based detection approach, the protected region is defined in terms of a TCPA threshold
and a distance threshold. Therefore, a potential collision event is only detected when
both TCPA and distance thresholds are violated. In this thesis, we will use the modified
“tau” criteria with Bramson range test (termed the Bramson “tau” criteria) collectively
proposed in [118, 185, 186] to evaluate our proposed separation management approach.
Note that this Bramson “tau” criterion has been used in the traffic alert and collision
avoidance system (TCAS) [119].
In the Bramson “tau” based aircraft collision detection approach, the criteria τb is
given by [118,185,186]
τb = −
r − D2mr
r˙
(2.48)
where, r is the range between two aircraft, r˙ is the range rate between the aircraft, and
Dm (often referred to as DMOD) is a pre-defined minimum distance threshold. Let τa be
a pre-defined alerting time threshold. Then a collision is detected when τb ≤ τa (if τb ≥ 0).
Note that together Dm and τa define the size of protected region of each aircraft, and
these quantities (Dm and τa) are pre-determined so that intruding the protected region of
each aircraft implies a loss of safe separation distance.
CHAPTER 3
Information State of Approximating
Filter and Related Output Feedback
Controller
The results presented in this chapter have been published in [J1], [C3], and [C4].
This chapter addresses an important filtering problem where a tractable filter is de-
signed on the basis of an approximating model that reasonably represents the true system
dynamics as depicted in Figure 3.1. This problem is important because, in practice, the
true system model is often unavailable or too complex to be considered in a filter design
process. For this purpose, this chapter investigates the relative performance of a general
nonlinear approximating filter when subjected to the measurements generated by the true
system. More specifically, sufficient conditions are presented which ensure that the error
Figure 3.1: An approximate filtering problem
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introduced by model approximation is asymptotically bounded by a finite bias. Practical
stability behaviour of approximating filters is also established showing that the error intro-
duced through model approximation can be made arbitrarily small. These filter stability
properties are then extended to establish an asymptotic bound and practical stability be-
haviour of output feedback controllers in presence of modelling errors. It is noted that the
results presented in this chapter extend the deterministic practical stability result of [94]
to a stochastic setting. The results are also established using similar developments to the
approaches of [88] which were developed for different problems.
Significantly, the stability properties established in this chapter provide understand-
ing of when and why approximating filters and output feedback controllers work. Hence,
these properties help justifying the common use of approximating filters and approxi-
mating output feedback controllers. Although the results of this chapter are essentially
established using a similar development to an existing stability analysis for control prob-
lems, the stability results presented here provide an analysis framework for stability of
general approximating filters in the presence of modelling errors and an analysis frame-
work for stability of approximating output feedback controllers in a stochastic setting.
This work also shows that analysis tools developed for control systems can be translated
to filtering problems as suggested by the co-authors of [187].
This chapter is organised as follows. In Section 3.1, the filter approximation problem
is formulated. Then the main asymptotic error bound results are established in Section
3.2. In Section 3.3, the key practical stability results are established. Stability properties
of output feedback controllers are then presented in Section 3.4. Section 3.5 presents some
illustrative examples and some concluding remarks are then provided in Section 3.6.
3.1 Problem Formulation
3.1.1 Dynamics
For time step k > 0, consider the following stochastic state process xk ∈ Rn and a
stochastic measurement process yk ∈ Rm:
xk = f(xk−1) + vk
yk = c(xk) + wk (3.1)
where x0 has a priori distribution σ0, f(·) : Rn → Rn, and c(·) : Rn → Rm. Here, vk ∈ Rn
and wk ∈ Rm are sequences of independent and identically distributed i.i.d. random
variables with densities φv(·) and φw(·), respectively. The random variables vk, wk, and
x0 are assumed to be mutually independent for all k. Moreover, the shorthand x[`,m] will
be used to denote the state sequences {x`, . . . , xm}. We likewise define y[`,m].
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Throughout this chapter, processes are considered to be defined on a probability space
(Ω,F , P ) where Ω is defined to consist of all infinite sequences
{x0, . . . , xk, . . . ; y1, . . . , yk, . . .} (with elements ω ∈ Ω), F is a σ-algebra endowed on Ω,
and, on the basis of distributions described by (3.1), P is the probability measure defined
on (Ω,F) which is given by the Kolmogorov existence theorem [181, p. 486]. Finally, we
let Y[1,k] denote the complete filtration generated by the sequence y[1,k]; see [3, p. 18].
In filtering problems, we are often interested in the conditional mean estimate of xk
given the measurements y[1,k] and the a priori distribution σ0, which can be defined, when
it exists, as:
xˆek|[1,k],σ0 , E
[
xk
∣∣Y[1,k]] (3.2)
for all k > 0, where E [·] denotes the expectation operation corresponding to P .
Unfortunately, in many situations, it may not be possible to implement a filter that
produces xˆek|[1,k],σ0 (for example, such a filter may be computationally intractable). In
this chapter, we are interested in the performance of approximating filters that provide
approximate estimates for the system state xk.
3.1.2 Normalised Information State
We now introduce information state concepts that describe our estimation operations.
Consider the space L∞(Rn) and its dual L∞∗(Rn) which includes L1(Rn) (see [188] for an
introduction into vector space concepts). We introduce the 〈·, ·〉 notation to denote the
operation of ξ(·) ∈ L1(Rn) and γ(·) ∈ L∞(Rn) as
〈ξ, ψ〉 ,
∫
Rn
ξ(x)ψ(x)dx. (3.3)
We also introduce the L1 norm on functions ξ(·) ∈ L1(Rn) [188]:
||ξ(·)||1 ,
∫
x∈Rn
|ξ(x)|dx. (3.4)
Let L¯1(Rn) ⊂ L1(Rn) denote functions in L1(Rn) that have L1 norm equal to 1 in
the sense that L¯1(Rn) ,
{
ξ(·) : ξ(·) ∈ L1(Rn) and ||ξ(·)||1 = 1
}
. We can now define a
normalised information state process σek(·) ∈ L¯1(Rn) : Rn → R, based on the true model,
by
〈σek, γ〉 = E
[
ψ(xk)
∣∣Y[1,k]] (3.5)
for all k > 0, and all test functions ψ(·) ∈ L∞(Rn), where σ0 ∈ L¯1(Rn) is the a priori dis-
tribution of x0. This definition highlights that the normalised information state σ
e
k(·) can
be interpreted as a conditional probability density function of xk given the measurement
sequences y[1,k] and the a priori distribution σ0. In particular, when it exists, we can write
our conditional mean estimate as
xˆek|[1,k],σ0 =
∫
x∈Rn
σek(x)xdx. (3.6)
52 CHAPTER 3. INFORMATION STATE FILTER AND RELATED CONTROLLER
Note that information states are also (Ω,F , P ) random variables, but the dependency on
ω ∈ Ω has been suppressed in our notation.
We also consider an unnormalised information state σ
e|u
k (·) ∈ L1(Rn) which provides
a method of calculating σek(·). For all k > 0, the unnormalised information state is given
by [3, Thm 4.2 of Ch. 5]
σ
e|u
k (x) =
φw(yk − c(x))
φw(yk)
∫
Rn
φv(x− f(z))σek−1(z)dz (3.7)
for x ∈ Rn, where σe|u0 = σ0 ∈ L1(Rn). Let N ek = ||σe|uk (·)||1 denote the normalisation fac-
tor (for the true information state) at time k. If N ek > 0, then the normalised information
state σek(·) ∈ L¯1(Rn) can be calculated from the unnormalised information state, for all
k > 0, as
σek(·) =
1
N ek
σ
e|u
k (·). (3.8)
Together (3.7) and (3.8) evolve σek−1(·) ∈ L¯1(Rn) to σek(·) ∈ L¯1(Rn). Note that a mea-
surement sequence will be called feasible (on the true model) if N ek > 0 for all k. We
highlight that feasible measurement sequence ensures σek(·) ∈ L¯1(Rn). Also note that this
true information state describes the optimal filtering solutions to the nonlinear true system
(3.1).
Remark 3.1. The unnormalised information state σ
e|u
k (·) ∈ L1(Rn) for all k > 0 if the
measurement noise density φw(·) is strictly positive because the recursion (3.7) defines a
bounded linear operator as argued in [189].
Remark 3.2. The normalisation factor N ek > 0 for all k > 0 if the noise densities φv(·)
and φw(·) are strictly positive such as Gaussian densities.
When required to highlight the initial condition of an information state, we will write
σek|[1,k],σ0(·) to denote the normalised information state σek(·) after evolution by measure-
ments y[1,k] from initial distribution σ0 at time k = 0 (and sometimes further shortened to
σek(σ0), especially when used in sub-scripts of other quantities). Similarly, σ
e
k|[`+1,k],σe` (·)
will denote σek(·) after evolution by measurements y[`+1,k] from σe` (·) at time k = `.
Importantly, the distributive nature of the information state recursions means that
σek|[`+1,k],σe` (σ0)(·) = σ
e
k|[1,k],σ0(·). Finally, we define σe0|[1,0],σ0(·) , σ0 for all σ0 ∈ L¯1(Rn),
and we will write σek|[k],σk−1(·) as shorthand for σek|[k,k],σk−1(·).
3.1.3 Parameterised Class of Approximating Models
Let h > 0 parameterises a class of approximating models (for example, if considering a
class of HMMs, then h might be a spatial discretisation size). For each h, let us consider
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the following approximating model of xk and yk (for time step k > 0):
xk = f
h(xk−1) + vhk
yk = c
h(xk) + w
h
k (3.9)
where x0 has a priori distribution σ
h
0 , f
h(·) : Rn → Rn, and ch(·) : Rn → Rm. Here, vhk ∈
Rn and whk ∈ Rm are i.i.d. random variables with densities φhv(·) and φhw(·), respectively,
and vhk , w
h
k , and x0 are assumed to be mutually independent. Corresponding to each
approximating model (3.9), based on the distributions described by (3.9), P h will be the
probability measure defined on (Ω,F) given by the Kolmogorov existence theorem [181, p.
486].
For a given h > 0, we can also define the conditional mean estimate associated with
the approximating model given the measurements y[1,k] and the a priori distribution σ
h
0 ,
when it exists, as
xˆh
k|[1,k],σh0 , E
h
[
xk
∣∣Y[1,k] ] (3.10)
for all k > 0, where Eh [·] denotes the expectation operation defined by measure P h.
Similar to the true model, we also define a normalised information state process σhk (·) ∈
L¯1(Rn) : Rn → R, for an approximating model, as
〈σhk , ψ〉 = Eh
[
ψ(xk)
∣∣Y[1,k] ] (3.11)
for all k > 0, all h > 0, and all test functions ψ(·) ∈ L∞(Rn), where σh0 ∈ L¯1(Rn) is the
a priori distribution of x0. Furthermore, we can define a recursion for the unnormalised
information state process σ
h|u
k (·) ∈ L1(Rn) as
σ
h|u
k (x) =
φhw(yk − ch(x))
φhw(yk)
∫
Rn
φhv(x− fh(z))σhk−1(z)dz (3.12)
for all x ∈ Rn, where σh|u0 = σh0 ∈ L1(Rn). Let Nhk = ||σh|uk (·)||1 denote the normal-
isation factor (for the approximating information state) for all k > 0. If Nhk > 0, the
approximating normalised information state σhk (·) ∈ L¯1(Rn) can then be written as
σhk (·) =
1
Nhk
σ
h|u
k (·). (3.13)
Again, a measurement sequence will be called feasible (on the approximating model) if
Nhk > 0 for all k. This ensures that σ
h
k (·) ∈ L¯1(Rn) (see Remark 3.1 and Remark 3.2). As
above, we can also write σh
k|[`+1,k],σh` (σh0 )
(·) = σh
k|[1,k],σh0
(·), and define σh0|[1,0],σ0(·) , σ0 for
all σ0 ∈ L¯1(Rn). Similarly, we write σhk|[k],σk−1(·) as a shorthand for σhk|[k,k],σk−1(·).
3.1.4 Measurement and Information State Support
In this chapter, we will establish results on subsets of events rather than all of Ω. Consider
a subset Γ ⊂ Ω that has desirable properties. In the following, results will be established
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on this Γ. This type of restriction is not unreasonable; for example, we would only expect
to establish performance results on feasible measurement sequences. Moreover, sometimes
it is useful to establish error bounds in specific measurement situations. It is highlighted
that the applicability of our results in any signal environment (or filtering problem) is
related to the size of Γ.
Furthermore, a subset of L¯1(Rn) functions denoted by G(Rn) will be called a support
of an information state filter if, for all initial conditions σ0 ∈ G(Rn) and all ω ∈ Γ, the filter
stays within this set in the sense that σk(σ0) ∈ G(Rn) for all k (for example, information
states of Kalman filters are described by Gaussian densities and hence G(Rn) is a set of
Gaussian densities). In this chapter, we consider two support sets Ge(Rn) and Gh(Rn)
for the information states σek(·) and σhk (·), respectively. Because the information states
remain in these support sets, we will only require filtering properties to hold on Ge(Rn)
and Gh(Rn) rather than the entire L¯1(Rn). These support sets are especially helpful in
establishing the properties between information state recursions posed on two different
types of signal models (such as linear system and HMM); a situation that is allowed in
the analysis presented in this chapter.
We now define a projection operator between support sets as
pih(σ) = minσ¯∈Gh(Rn) ||σ − σ¯||1 for any σ ∈ Ge(Rn) (when a minimum exists). Otherwise,
when a unique minimum does not exist, for the purpose of this work we can always define
a non-unique projection operator as pih(σ) ∈ {σ¯ ∈ Gh(Rn) : inf σ¯∈Gh(Rn) ||σ − σ¯||1 ≤ δp}
for any σ ∈ Ge(Rn) and for some small δp > 0.
3.1.5 Stability Properties of Approximating Filters and
Alternative Signal Models
In this chapter, we are interested in two different types of filter stability properties: an
asymptotic bound on the error (between information states) introduced by model approx-
imation and practical stability of approximating information states filter with respect to
modelling errors. The first type of filtering properties provides a bound on the error be-
tween the true (optimal) information state filter and the approximating information state
filter in the (perhaps more common) situations where a specific approximating model is
used in the filtering design process rather than a class of parameterised models. This type
of error bounds will be presented in Section 3.2. In Section 3.3, practical stability results
are then established for a parameterised class of approximating models showing that the
error (between information states) can be selected to be arbitrarily small. Note that these
stability concepts are similar to those considered in [85,88–92,97].
Moreover, to establish each of these filter stability properties, two different stability
tools (commonly used in system stability analysis; see Section 2.4.1) are considered; these
tools are Lyapunov functions and class-K L functions. Therefore, in this chapter, the
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stability properties of interest are developed in parallel paths involving Lyapunov function
related conditions and class-K L function related conditions.
We also note that, other than the signal model type presented in (3.1) and (3.9), an
alternative signal model (termed delayed measurement model) of the following form could
be considered:
xk+1 = f(xk) + vk+1
yk+1 = c(xk) + wk+1. (3.14)
This delayed measurement model involves different filter recursions which are given in [3,
Thm 4.4 of Ch. 5]. Consequently, this delayed measurement model would lead to slight
modifications of the results that will be established in this chapter.
3.2 Information State Error Bounds for
Approximating Filters
In this section, two conceptually related asymptotic bounds on the error introduced
through model approximation (with some fixed h > 0) are presented: a Lyapunov asymp-
totic bound and a β-asymptotic bound (bound involving class-K L functions; see Section
2.4.1 for more details on class-K L ). Both asymptotic bound results show that the error
between the true and approximating filters is asymptotically (as k → ∞) bounded by a
finite constant. In other words, these asymptotic error bound results show, as k →∞, the
similarity between the responses of the true and approximating information state filters
(to specific events Γ) as illustrated in Figure 3.2. It is noted that these error bound re-
sults will be established using some stability properties of the approximating information
state filter and some finite error growth (or closeness) between the true and approximating
filters.
Figure 3.2: Concept of an asymptotic error between the true and the approximating information
state filters
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3.2.1 Asymptotic Bound from a Lyapunov Function
Consider a given set Γ and a projection operator pih(·). In the following, we will write R≥0
to denote a set of non-negative real numbers. Let us now introduce important assumptions
required to establish the Lyapunov asymptotic bound result.
Assumption 3.1. (Lyapunov asymptotic stability of an approximating information state
filter with respect to initial conditions) Consider an approximating information state filter
σhk|[k],σk−1(·) (some fixed h > 0). For a given set Γ, the approximating information state
filter is Lyapunov asymptotically stable with respect to initial conditions in the sense that
there exists a Lyapunov function V (·) : L1(Rn) → R≥0 and a1(·) ∈ K such that, for all
σk−1, σ¯k−1 ∈ Gh(Rn), all ω ∈ Γ, and all k > 0, we have that
V
(
σhk|[k],σk−1(·)− σhk|[k],σ¯k−1(·)
)
− V (σk−1 − σ¯k−1) ≤ −a1 (||σk−1 − σ¯k−1||1) . (3.15)
and that there exists a2(·), a3(·) ∈ K and a finite constant ML > 0 such that
a2 (||σ − σ¯||1) ≤ V (σ − σ¯) ≤ a3 (||σ − σ¯||1) (3.16)
|V (σ)− V (σ¯)| ≤ML ||σ − σ¯||1 (3.17)
for all σ, σ¯ ∈ L¯1(Rn) and all ω ∈ Γ.
The above asymptotic stability property of an approximating filter is sometimes called
the initial condition forgetting property. It is a fundamental property that is often en-
countered in the discussions of filter performance (see Section 2.1) and is likely to hold
for many filters; for example, the above stability property holds for Kalman filters of con-
trollable and observable linear-Gaussian systems [1, 44]. This forgetting property seems
to be a natural requirement in establishing an asymptotic bound on the approximating
filter error. That is, intuitively, the approximating filter must perform reasonably well for
the system it is designed for before we can hope to see reasonable performance when the
approximating filter is applied to another system (the true system).
Let us now introduce a finite error growth condition that describes the similarity
between responses of the true and approximating filters to specific events Γ.
Assumption 3.2. (Finite information state filter error over one time step) Consider an
approximating information state filter σhk|[k],σk−1(·) (some fixed h > 0). For a given set Γ
and projection operator pih(·), the approximating information state filter has finite error
over one time step with respect to the true information state filter σek|[k],σk−1(·) in the sense
that there exists a finite constant ρ > 0 such that, for all σk−1 ∈ Ge(Rn), all ω ∈ Γ, and
all k > 0, we have that ∣∣∣∣∣∣σek|[k],σk−1(·)− σhk|[k],pih(σk−1)(·)∣∣∣∣∣∣1 ≤ ρ. (3.18)
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The above finite error over one time step property implies that although the true
and approximating information states evolve from the same starting location (or “state”)
to different locations at the next time step due to the modelling errors, the difference
between the next states is over-bounded by a finite bias ρ. This mild condition is likely
to hold in many situations because, due to the dynamics of many practical systems, the
model approximation error is not expected to escape to infinity in a single time step.
For example, the above condition holds for Kalman filters, HMM filters, and hybrid filters
(multiple-model filter designed on the basis of Kalman filters). This property is graphically
illustrated in Figure 3.3a. Conceptually, this property might be interpreted as a measure
of difference (or distance) between the responses of two filters as depicted in Figure 3.3b.
(a) Graphical representation (b) Conceptual interpretation
Figure 3.3: The finite information state filter error over one time step
Recall relative entropy concepts introduced in Section 2.4.2. We now present a useful
result for establishing the above finite error over one time step property.
Lemma 3.1. Consider a state process xk and a measurement process yk generated by the
true system (3.1). Also consider an approximating information state filter σhk|[k],σk−1(·)
(some fixed h > 0). For a given set Γ and projection operator pih(·), the error over
one time step introduced by the approximating information state filter with respect to the
true information state filter σek|[k],σk−1(·) is bounded by the relative entropy of conditional
probability density functions in the sense that∣∣∣∣∣∣σek|[k],σk−1(·)− σhk|[k],pih(σk−1)(·)∣∣∣∣∣∣1 ≤
√
2D
(
σek|[k],σk−1(·)
∣∣∣∣σh
k|[k],pih(σk−1)(·)
)
(3.19)
for all σk−1 ∈ Ge(Rn) and all k > 0.
Proof. The lemma statement follows directly from the result of [190] (and references
therein) which shows that(∣∣∣∣∣∣σek|[k],σk−1(·)− σhk|[k],pih(σk−1)(·)∣∣∣∣∣∣1)2 ≤ 2D (σek|[k],σk−1(·)∣∣∣∣σhk|[k],pih(σk−1)(·)) (3.20)
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for all k > 0. 
Lemma 3.1 establishes that the relative entropy between information states can be
used to obtain the finite filter error over one time step (condition required in the main
theorem) without appealing to specific nature of the associated filtering recursions. Thus,
the relative entropy can conceptually be interpreted as a measure of distance between the
responses of the true and approximating filters as illustrated in Figure 3.4. Importantly,
this lemma result suggests that relative entropy concepts provide useful tools for filter
design processes. Lemma 3.1 also provides an avenue to establish Assumption 3.2, a
pre-requisite condition for the application of Theorem 3.1.
Figure 3.4: Conceptual interpretation of the finite information state filter error over one time
step property and relative entropy concepts
Let us consider a projection error bound δp ≥
∣∣∣∣pih(σ)− σ∣∣∣∣
1
for all σ ∈ Ge(Rn). We
will now establish our key Lyapunov asymptotic error bound.
Theorem 3.1. (Lyapunov asymptotic bound on approximating information state filter
error) Consider a state process xk and a measurement process yk generated by the true
system (3.1). Also consider an approximating information state filter σhk|[k],σk−1(·) (some
fixed h > 0). For a given set Γ and projection operator pih(·), assume that Assumption
3.1 and Assumption 3.2 hold. Then the error introduced by the approximating filter is
Lyapunov asymptotically bounded by RL = ML(ρ + δp) in the sense that there exists a
Lyapunov function V (·) : L1(Rn)→ R≥0 and a1(·) ∈ K such that, for all σk−1 ∈ Ge(Rn),
all σhk−1 ∈ Gh(Rn), all ω ∈ Γ, and all k > 0, we have that
V
(
σek|[k],σk−1(·)− σhk|[k],σhk−1(·)
)
− V
(
σk−1 − σhk−1
)
≤ −a1
(∣∣∣∣∣∣pih(σk−1)− σhk−1∣∣∣∣∣∣
1
)
+RL
(3.21)
and there exists a2(·), a3(·) ∈ K such that, for all σ, σ¯ ∈ L¯1(Rn) and all ω ∈ Γ, we have
that
a2 (||σ − σ¯||1) ≤ V (σ − σ¯) ≤ a3 (||σ − σ¯||1) . (3.22)
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Proof. Let us first consider the Lyapunov function V (·) holding in Assumption 3.1. We
then note that for this function (3.22) holds immediately from (3.16).
We now note, for all σk−1 ∈ Ge(Rn), all σhk−1 ∈ Gh(Rn), all ω ∈ Γ, and all k > 0, we
have that
V
(
σek|[k],σk−1(·)− σhk|[k],σhk−1(·)
)− V (σk−1 − σhk−1)
= V
(
σek|[k],σk−1(·)− σhk|[k],σhk−1(·)
)− V (σk−1 − σhk−1)
+ V
(
σhk|[k],pih(σk−1)(·)− σ
h
k|[k],σhk−1
(·))− V (σhk|[k],pih(σk−1)(·)− σhk|[k],σhk−1(·))
+ V
(
pih(σk−1)− σhk−1
)− V (pih(σk−1)− σhk−1)
≤ V (σhk|[k],pih(σk−1)(·)− σhk|[k],σhk−1(·))− V (pih(σk−1)− σhk−1)
+
∣∣∣∣V (σek|[k],σk−1(·)− σhk|[k],σhk−1(·))− V (σhk|[k],pih(σk−1)(·)− σhk|[k],σhk−1(·))
∣∣∣∣
+
∣∣∣∣V (pih(σk−1)− σhk−1)− V (σk−1 − σhk−1)∣∣∣∣
≤ −a1
(∣∣∣∣pih(σk−1)− σhk−1∣∣∣∣1)+ML ∣∣∣∣∣∣σek|[k],σk−1(·)− σhk|[k],pih(σk−1)(·)∣∣∣∣∣∣1
+ML
∣∣∣∣pih(σk−1)− σk−1∣∣∣∣1
≤ −a1
(∣∣∣∣pih(σk−1)− σhk−1∣∣∣∣1)+MLρ+MLδp. (3.23)
In the 1st step, we have added 4 terms which cancel out. In the 2nd step, we have used
that a− b ≤ |a− b| for all a, b ∈ R. The 3rd step follows from properties (3.15) and (3.17)
of Assumption 3.1. We then used Assumption 3.8 and the projection error bound in the
4th step.
The result (3.21) then holds by setting RL = MLρ + MLδp. This establishes the
theorem statement. 
Figure 3.5: Development of the Lyapunov asymptotic bound on approximating information state
filter error
Surprisingly, the Lyapunov asymptotic bound established in Theorem 3.1 shows that,
when the approximating filter exhibits the initial condition forgetting property (in a Lya-
punov sense) and has finite error over one time step with the true filter (a mild condition
that often holds), the information state filter error ||σek|[k],σk−1(·) − σhk|[k],σhk−1(·)||1 is at-
tracted to the set a−11 (RL) as k → ∞, where a−11 (·) denotes an inverse function of a1(·)
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(the inverse always exists as a1(·) ∈ K ; see Section 2.4.1). That is, the error of an ap-
proximating information state filter with respect to the true information state filter is
asymptotically bounded (by a finite constant) in a Lyapunov sense. We highlight that
the finite error bias RL is increasing with the finite error over one time step ρ (which
provides a measure of similarity between the true and approximating filters’ responses).
The dependency of RL on ρ is highlighted in Figure 3.5 and confirms our intuition that
the error between two filters depends on the similarity between the filters (or how close
the two underlying models are to each other).
3.2.2 Asymptotic Bound from a Class-K L Function
In this subsection, we will establish an asymptotic error bound (conceptually related to
the above result) using class-K L approach.
Assumptions for β-Asymptotic Error Bound
Consider a given set Γ and a projection operator pih(·). Conceptually similar to the result
in the previous subsection, the following β-asymptotic bound result will be established
using an (initial condition) asymptotic stability of the approximating filter and a finite
filter error over finite interval assumptions which are defined in the following manners.
Assumption 3.3. (β-asymptotic stability of an approximating information state filter
with respect to initial conditions) Consider an approximating information state filter
σhk|[1,k],σ0(·) (some fixed h > 0). For a given set Γ, the approximating information state
filter is β-asymptotically stable with respect to initial conditions in the sense that there
exists a β(·, ·) ∈ K L such that, for all σ0, σ¯0 ∈ Gh(Rn), all ω ∈ Γ, and all k ≥ 0, we
have that ∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ β (||σ0 − σ¯0||1 , k) . (3.24)
The above assumption of asymptotic stability is conceptually related to the Lyapunov
asymptotic stability with respect to initial conditions described by Assumption 3.1 in the
sense that, under both assumptions, the error (between information states) introduced by
erroneous initial conditions of the approximating filter asymptotically goes to zero. That
is, the approximating filter forgets erroneous initial conditions and β(·, ·) describes an en-
velop that over-bounds how quickly the filter forgets the error. Similar to the previously
established Lyapunov asymptotic bound (Theorem 3.1), it seems natural to require that
the approximating filter performs well for the system it is designed for, as described by the
above β-stability property of the approximating filter, before we can hope to establish an
asymptotic error bound in the presence of modelling errors. We also note that Assump-
tion 3.3 is an abstract version of the asymptotic stability property with respect to initial
conditions that is often encountered in discussions of filter behaviours including Kalman
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filter [1,44], HMM filter [61,82], and some optimal filters [60,63,64] (also see Section 2.1).
Specifically, this filter property has been shown to hold for a number of important filters
in various situations.
Remark 3.3. As an example, if σhk|[1,k],σ0(·) corresponds to a Kalman filter, then under
detectability and stabilizability, asymptotic stability of covariance matrix and conditional
mean estimate with respect to initial conditions can be shown [1, 44]. Hence, using the
definition of the L1 norm, and various algebraic manipulations, it can be shown that for
all σ0, σ¯0 ∈ G(Rn) (the set of Gaussian densities) and all ω ∈ Γ,∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ β (||σ0 − σ¯0||1, k)
where β (||σ0 − σ¯0||1, k) = α1||σ0 − σ¯0||1e−α2k for some α1 > 0 and α2 > 0; more details
are provided in Appendix A.
We now present an important finite error on finite interval assumption required in
establishing our main β-asymptotic bound result.
Assumption 3.4. (Finite information state filter error on finite interval) Consider an
approximating information state filter σhk|[1,k],σ0(·) (some fixed h > 0). For a given set Γ
and projection operator pih(·), the approximating information state filter has finite error
on a finite interval [1, L] with respect to the true information state filter σek|[1,k],σ0(·) in the
sense that there exists a finite constant η(L) > 0 such that, for all σ0 ∈ Ge(Rn), all ω ∈ Γ,
and all k ∈ [1, L], we have that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1 ≤ η(L). (3.25)
Remark 3.4. The quantity η(L) may depend on the model parameter h, but this depen-
dency has been suppressed in our notation to aid presentation (and such dependency does
not have a role in the results of this section).
It is stressed that the above finite filter error on finite interval condition does not imply
that the error between the true and approximating filters decreases with time k. However,
it implies that the error does not escape to infinity in L time steps as illustrated in
Figure 3.6a. Similar to the previously introduced finite error over one time step condition
(Assumption 3.2), this property can be conceptually interpreted as a measure of similarity
between the responses of two filters as depicted in Figure 3.6b. It is likewise a mild
condition that is likely to hold in many situations including those involving Kalman filters,
HMM filters, particle filters and hybrid filters.
Useful Result for the Finite Error on Finite Interval Condition
In the following, it will be shown that the important finite information state filter error
on finite interval condition (Assumption 3.4) can be established using the weaker finite
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(a) Graphical representation of the property (b) Conceptual interpretation of the property
Figure 3.6: The finite information state filter error on finite interval
information state filter error over one time step property (Assumption 3.2) together with
the following Lipschitz continuity property of the approximating filter.
Assumption 3.5. (Lipschitz continuity of the approximating information state filter)
Consider an approximating information state filter σhk|[k],σk−1(·) (some fixed h > 0). For a
given set Γ, the approximating information state filter is Lipschitz continuous in the sense
that there exists a finite constant Ka > 0, for all σk−1, σ¯k−1 ∈ Gh(Rn), all ω ∈ Γ, and all
k > 0, we have that∣∣∣∣∣∣σhk|[k],σk−1(·)− σhk|[k],σ¯k−1(·)∣∣∣∣∣∣1 ≤ Ka ||σk−1 − σ¯k−1||1 . (3.26)
Remark 3.5. We highlight that the Lipschitz continuity property of the approximating
information state filter (Assumption 3.5) is implied by the asymptotic stability property of
the approximating information state filter with respect to initial conditions (as described
by Assumption 3.3) because σhk|[1,k],σ0(·) = σhk|[k],σhk−1(σ0)(·) (as shown by the filtering recur-
sions (3.12) and (3.13)). Thus, similar to Assumption 3.3, this property is likely to hold for
various filters. For example, this Lipschitz property holds for Kalman filters under some
controllability and observability conditions [1]. The property also holds for HMM filters
under some restrictions on the transition probability and output mapping matrices [61].
Consider a projection error bound δp ≥
∣∣∣∣pih(σ)− σ∣∣∣∣
1
for all σ ∈ Ge(Rn). We now
establish the previously defined finite filter error on finite interval condition.
Lemma 3.2. Consider a state process x[0,k] and a measurement process y[1,k] generated by
the true system (3.1). Also consider an approximating information state filter σhk|[1,k],σ0(·)
(some fixed h > 0). For a given set Γ and projection operator pih(·), assume that Assump-
tion 3.2 and Assumption 3.5 hold. Then the approximating information state filter has
finite error over on a finite interval [1, L] with respect to the true information state filter
in the sense of Assumption 3.4 with η(L) = ρ
∑L−1
`=0 K
`
a + δp
∑L−1
`=1 K
`
a.
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Proof. From our assumption of finite error over one time step, at time k = 1 we have that∣∣∣∣∣∣σe1|[1],σ0(·)− σh1|[1],pih(σ0)(·)∣∣∣∣∣∣1 ≤ ρ (3.27)
for all initial conditions σ0 ∈ Ge(Rn) and all ω ∈ Γ.
At time k = 2, we have that∣∣∣∣∣∣σe2|[1,2],σ0(·)− σh2|[1,2],pih(σ0)(·)∣∣∣∣∣∣1
=
∣∣∣∣∣∣σe2|[2],σe1(σ0)(·)− σh2|[2],σh1 (pih(σ0))(·)∣∣∣∣∣∣1
≤
∣∣∣∣∣∣σe2|[2],σe1(σ0)(·)− σh2|[2],pih(σe1(σ0))(·)∣∣∣∣∣∣1 + ∣∣∣∣∣∣σh2|[2],pih(σe1(σ0))(·)− σh2|[2],σh1 (pih(σ0))(·)∣∣∣∣∣∣1
≤ ρ+Ka
∣∣∣∣∣∣pih(σe1(σ0))− σh1 (pih(σ0))∣∣∣∣∣∣
1
≤ ρ+Ka
[∣∣∣∣∣∣σe1(σ0)− σh1 (pih(σ0))∣∣∣∣∣∣
1
+
∣∣∣∣∣∣pih(σe1(σ0))− σe1(σ0)∣∣∣∣∣∣
1
]
≤ ρ+Kaρ+Kaδp
= (1 +Ka)ρ+Kaδp. (3.28)
The 1st step follows from the distributive nature of the information state recursions. The
2nd step follows from Minkowski’s inequality [181, p. 242]. In the 3rd step, we have applied
Assumption 3.2 and 3.5. We then remind that σe1(σ0) is shorthand for σ
e
1|[1],σ0(·) and
σh1 (pi
h(σ0)) is shorthand for σ
h
1|[1],pih(σ0). In the 4th step, we have again used Minkowski’s
inequality. The 5th step then follows from Assumption 3.2 and the projection error bound.
At time k = 3, we have that∣∣∣∣∣∣σe3|[1,3],σ0(·)− σh3|[1,3],pih(σ0)(·)∣∣∣∣∣∣1
≤
∣∣∣∣∣∣σe3|[3],σe2(σ0)(·)− σh3|[3],pih(σe2(σ0))(·)∣∣∣∣∣∣1 + ∣∣∣∣∣∣σh3|[3],pih(σe2(σ0))(·)− σh3|[3],σh2 (pih(σ0))(·)∣∣∣∣∣∣1
≤ ρ+Ka
∣∣∣∣∣∣pih(σe2(σ0))− σh2 (pih(σ0))∣∣∣∣∣∣
1
≤ ρ+Ka
[∣∣∣∣∣∣σe2(σ0)− σh2 (pih(σ0))∣∣∣∣∣∣
1
+
∣∣∣∣∣∣pih(σe2(σ0))− σe2(σ0)∣∣∣∣∣∣
1
]
≤ ρ+Ka [(1 +Ka)ρ+Kaδp + δp]
= (1 +Ka +K
2
a)ρ+ (Ka +K
2
a)δp. (3.29)
By induction, for each L ≥ 2, we have that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1 ≤ ρ
L−1∑
`=0
K`a + δp
L−1∑
`=1
K`a
≤ η(L) (3.30)
for all initial conditions σ0 ∈ Ge(Rn) and all ω ∈ Γ.
This establishes the lemma statement. 
Lemma 3.2 shows that the finite filter error on finite interval condition (Assumption
3.4) can be obtained from the less restrictive finite filter error over one time step condition
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(Assumption 3.2), together with the mild Lipschitz condition on the approximating filter
(Assumption 3.5). That is, this lemma provides a way to establish Assumption 3.4, a
pre-requisite condition for the application of Theorem 3.2.
Remark 3.6. The finite filter error on finite interval condition may be established using
other techniques (which may not involve the Lipschitz continuity property and the finite
error over one time step ρ). For example, in Section 5, it is shown that the joint state-
measurement relative entropy can be used to provide a bound on η(L).
Remark 3.7. The Lipschitz continuity condition on approximating information state filter
is only used in establishing the important finite filter error on finite interval condition. This
Lipschitz condition is not essential in establishing the main β-asymptotic error bound result
if the finite error on finite interval property can be established in another manner.
Main β-Asymptotic Bound Result
Intuitively, the following β-asymptotic bound result shows that when the approximating
filter forgets errors faster than the errors are introduced by model approximation, the
error between the true and approximating filters is bounded for all k. Before establishing
this main result, let us first present a key assumption which connects the (initial con-
dition) forgetting property of approximating filter (involving the bound β(·, ·)) with the
approximating filter error growth (involving the error bound η(L)).
Assumption 3.6. (Error growth matched filters) Consider an approximating information
state filter σhk|[1,k],σ0(·) (some fixed h > 0). For a given set Γ and projection operator
pih(·), assume that Assumption 3.3 and Assumption 3.4 hold. Then the approximating
information state filter and the true information state filter σek|[1,k],σ0(·) are L∗-error growth
matched filters in Γ in the sense that
β(M,L∗) ≤ η(L∗) (3.31)
where M = supσ,σ¯∈Gh(Rn) ||σ − σ¯||1.
The above error growth matched filter assumption implies that at time k ≥ L∗, the er-
ror introduced by incorrect initial conditions is smaller than the error introduced through
model approximation (because the approximating filter forgets errors in the initial con-
ditions sufficiently fast). An example of this important property is illustrated in Figure
3.7. It is stressed that the amount of error introduced at time L∗, η(L∗), plays an essen-
tial role in establishing the main β-asymptotic bound as shown in Figure 3.8. The above
assumption places more restriction on the approximating filter than those specified by As-
sumptions 3.3 and 3.4. However, in many filtering problems, the error in initial conditions
is likely to be forgotten exponentially fast (such as problems where Kalman filter is the
approximating filter) while the error introduced through model approximation is likely to
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Figure 3.7: An example of the error growth matched filters property
Figure 3.8: Development of the β-asymptotic bound on approximating information state filter
error
grow at a slower rate. Therefore, this error growth matched property (Assumption 3.6) is
expected to hold in many situations.
Remark 3.8. It is noted that a similar error growth matched condition is not required
in establishing the Lyapunov asymptotic bound (Theorem 3.1) because Assumption 3.1
implies that the approximating filter forgets errors exponentially fast, whilst Assumption
3.2 implies that the filter error (with respect to model mismatch) grows linearly at each
time step. This means that an equivalent error growth matched property (which will not
be established here) must hold when Assumption 3.1 and Assumption 3.2 hold.
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We will now present our main theorem.
Theorem 3.2. (β-asymptotic bound on approximating information state filter error) Con-
sider a state process x[0,k] and a measurement process y[1,k] generated by the true system
(3.1). Also consider an approximating information state filter σhk|[1,k],σ0(·) (some fixed
h > 0). For a given set Γ and projection operator pih(·), assume that Assumption 3.3, As-
sumption 3.4, and Assumption 3.6 hold. Then the error introduced by the approximating
information state filter is β-asymptotically bounded by RB = 2η(L
∗) in the sense that for
all σ0 ∈ Ge(Rn), all σh0 ∈ Gh(Rn), all ω ∈ Γ and all k ≥ 0, we have that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1 ≤ β (∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣1 , k)+RB. (3.32)
Proof. First we have, for all k ∈ [0, L∗], all ω ∈ Γ, and all initial conditions σ0 ∈ Ge(Rn),
σh0 ∈ Gh(Rn), that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1 ≤ ∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1
+
∣∣∣∣∣∣σhk|[1,k],pih(σ0)(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1
≤ η(L∗) + β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, k
)
. (3.33)
In the 1st step, we have used Minkowski’s inequality [181, p. 242]. In the last step, we
have used Assumption 3.3 and Assumption 3.4. Since η(L∗) = RB/2, we have that (3.32)
holds for all k ∈ [0, L∗]. Then it remains to establish that this holds for larger k.
Now consider the time interval k ∈ [1, L∗ + 1] and let k¯ = k − 1. From Assumption
3.3, time-invariance of the true system (3.1) and the approximating model (3.9), and the
distributive nature of information state recursions, we can write∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1 = ∣∣∣∣∣∣σek¯|[1,k¯],σe1(σ0)(·)− σhk¯|[1,k¯],σh1 (σh0 )(·)∣∣∣∣∣∣1
≤
∣∣∣∣∣∣σek¯|[1,k¯],σe1(σ0)(·)− σhk¯|[1,k¯],pih(σe1(σ0))(·)∣∣∣∣∣∣1
+
∣∣∣∣∣∣σhk¯|[1,k¯],pih(σe1(σ0))(·)− σhk¯|[1,k¯],σh1 (σh0 )(·)∣∣∣∣∣∣1
≤ η(L∗) + β
(∣∣∣∣∣∣pih(σe1(σ0))− σh1 (σh0 )∣∣∣∣∣∣
1
, k¯
)
(3.34)
where we have again used Minskowski inequality, Assumption 3.3 and Assumption 3.4.
Hence, at time k¯ = L∗, that is k = L∗ + 1, we have that∣∣∣∣∣∣σeL∗+1|[1,L∗+1],σ0(·)− σhL∗+1|[1,L∗+1],σh0 (·)∣∣∣∣∣∣1 ≤ η(L∗) + β (∣∣∣∣∣∣pih(σe1(σ0))− σh1 (σh0 )∣∣∣∣∣∣1 , L∗)
≤ 2η(L∗)
≤ RB + β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, L∗ + 1
)
(3.35)
where we have used Assumption 3.6 and that RB = 2η(L
∗).
Hence, (3.32) holds for k ∈ [0, L∗ + 1]. Repeating application of steps (3.34) and
(3.35) on intervals k ∈ [n,L∗+ n] for n = 2, 3, . . . then establishes that (3.32) holds for all
k ≥ 0. 
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Importantly, Theorem 3.2 establishes, under the mild finite filter error on finite in-
terval condition (which often holds) and the initial condition forgetting property of the
approximating filter, that the additional estimation error introduced through filter ap-
proximation is asymptotically bounded by a finite constant RB. Moreover, the bound RB
is given by the similarity between the responses of the true and approximating information
state filters to specific events (as described by the finite error on finite interval condition).
Surprisingly, this result validates the intuition that the closer the approximating filter
to the true filter, the smaller the error between the two filters will be (given that the
approximating filter forgets errors sufficiently fast). We also highlight that the results in
Theorem 3.1 and Theorem 3.2 are established in terms of filter information states rather
than the properties of the filtering recursions, and hence can be used to describe error
behaviour between different filter types (rather than the more standard type of asymptotic
stability results which only investigate the impact of different initialisations on the same
filter).
Remark 3.9. Theorem 3.1 and Theorem 3.2 do not bound the error in conditional mean
estimates and an additional concentration of support type condition is required on infor-
mation states. This condition and the bound on the error in conditional mean estimates
are presented in Chapter 4.
Remark 3.10. We highlight that the application of Theorem 3.2 (and other stability
results established in this chapter) require access to the optimal filters for the considered
approximating models; for example, Kalman filter is the optimal filter for a linear-Gaussian
system and HMM filter is the optimal filter for a hidden Markov model. Nonetheless, we
stress that a similar β-asymtotic error bound result will be established in Chapter 5 for
suboptimal filters of appproximating systems.
3.2.3 Relationship Between Lyapunov and β-Asymptotic
Bound Results
In this subsection, we provide a useful result showing the relationship between the Lya-
punov asymptotic bound and the β-asymptotic bound established in the previous subsec-
tions.
Consider the set Γ and projection operator pi(·) holding in the previous subsections.
Lemma 3.3. The Lyapunov asymptotic stability of an approximating information state
filter with respect to initial conditions (as described by Assumption 3.1) implies the β-
asymptotic stability of an approximating information state filter with respect to initial
conditions (as described by Assumption 3.3).
Proof. This proof has been established in Lemma 4 of [88] (for control systems) and will
be repeated here (for information state filters) to make the thesis self-contained.
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We first note, using (3.15) and (3.16) for all k ≥ 0, that
V
(
σh
k+1|[k+1],σhk (σ0)
(·)− σh
k+1|[k+1],σhk (σ¯0)
(·)
)
− V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)
≤ −a1
(∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1)
≤ −a1
(
a−13
(
V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)))
= −a¯
(
V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
))
(3.36)
where a−13 (·) denotes an inverse function of a3(·) and a¯(s) , a1
(
a−13 (s)
)
.
Here, we have used that σhk (σ0) is a shorthand for σ
h
k|[1,k],σ0(·) and similarly for σhk (σ¯0).
We also used that σhk (σ0), σ
h
k (σ¯0) ∈ Gh(Rn) for all k ≥ 0.
We now introduce a continuous, non-negative, piecewise linear function z(t) which is
given by
z(t) = V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)
+ (t− k)
[
V
(
σh
k+1|[k+1],σhk (σ0)
(·)− σh
k+1|[k+1],σhk (σ¯0)
(·)
)
−V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)]
(3.37)
for all t ∈ [k, k+ 1) and all k ≥ 0. This implies that z(t) is defined for all t ≥ 0. Moreover,
using (3.15) that
V
(
σh
k+1|[k+1],σhk (σ0)
(·)− σh
k+1|[k+1],σhk (σ¯0)
(·)
)
− V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)
≤ 0
for all k ≥ 0, we have that z(t) ≤ V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)
for all t ∈ [k, k + 1) and
all k ≥ 0. Moreover, the derivative of this function, for almost all t, is given by
z˙(t) = V
(
σh
k+1|[k+1],σhk (σ0)
(·)− σh
k+1|[k+1],σhk (σ¯0)
(·)
)
− V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)
≤ −a¯
(
V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
))
≤ −a¯(z(t)). (3.38)
Then following the arguments in Section VI of [191], we have that
z(t) ≤ β0(z(0), t) (3.39)
for all t ≥ 0, where β0(·, ·) ∈ K L is defined from a¯(·). Using the fact that z(k) =
V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)
and that z(0) = V (σ0 − σ¯0), we have that
V
(
σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)
)
≤ β0 (V (σ0 − σ¯0) , k)
≤ β0 (a3 (||σ0 − σ¯0||1) , k) . (3.40)
Now we note, using (3.16), that∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ a−12 (V (σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)))
≤ a−12
(
β0 (a3 (||σ0 − σ¯0||1) , k)
)
. (3.41)
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We then note that β(s, t) , a−12
(
β0(a3(s), t)
) ∈ K L . This establishes the lemma state-
ment. 
This lemma shows that the Lyapunov asymptotic stability of approximating filter
with respect to initial conditions (Assumption 3.1) implies the β-asymptotic stability of
approximating filter with respect to initial conditions (Assumption 3.3). We then note
that Assumption 3.3 implies the Lipschitz continuity of the approximating information
state filter (Assumption 3.5). Furthermore, using Lemma 3.2, the finite filter error over
one time step (Assumption 3.2) and Assumption 3.5 implies that the finite filter error over
finite time step (Assumption 3.4) holds. This means that Assumptions 3.1 and 3.2 (pre-
requisite conditions for the application of Theorem 3.1) can replace Assumptions 3.3 and
3.4 (pre-requisite conditions for the application of Theorem 3.2). Moreover, as explained
in Remark 3.8, Assumption 3.6 is also implied by Assumptions 3.1 and 3.2. Therefore, it
can be concluded from Lemma 3.2 and Lemma 3.3 that the pre-requisite conditions for
the application of Theorem 3.1 can be used to show that the pre-requisite conditions for
the application of Theorem 3.2 hold.
3.3 Practical Stability of Approximating Filters
In this section, local practical stability of a class of approximating information state filters
is established under some stronger stability properties of a class of approximating filters
and filter consistency condition. The practical stability property that will be established
implies that the error between the true filter and the approximating filter is attracted to
a set R¯B (or R¯L in Lyapunov sense) as time k → ∞ and importantly the size of this set
can be chosen to be arbitrarily small (a key feature of the practical stability property).
This important practical stability concept is illustrated in Figure 3.9. Note that we are
establishing local practical stability involving σek(·) ∈ Ge(Rn) and σhk (·) ∈ Gh(Rn) rather
than the global stability property where σek(·), σhk (·) ∈ L¯1(Rn) (or the semi-global stability
property where the sets Ge(Rn) and Gh(Rn) can be made larger to approach L¯1(Rn)).
In the next two subsections, we will establish practical stability results using two
approaches: Lyapunov approach and class-K L approach.
3.3.1 Practical Stability from a Lyapunov Function
Consider a given set Γ and a projection operator pih(·). Before establishing the Lyapunov
practical stability result, let us introduce some important assumptions on the class of
approximating filters.
Assumption 3.7. (Lyapunov asymptotic stability of a class of approximating information
state filters with respect to initial conditions) Consider a class of approximating informa-
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Figure 3.9: Concept of a practical stability: the error between the true and approximat-
ing filters asymptotically approach the set R¯B when the initial error starts in the set M =
supσ0∈Ge(Rn),σh0∈Gh(Rn) ||σ0 − σh0 ||1, and the set R¯B can be chosen to be arbitrarily small.
tion state filters σhk|[k],σk−1(·). For a given set Γ, the class of approximating information
state filters is Lyapunov asymptotically stable with respect to initial conditions in the sense
that there exists a H > 0, a Lyapunov function V (·) : L1(Rn)→ R≥0, and a1(·) ∈ K such
that, for all h ∈ (0, H], all σk−1, σ¯k−1 ∈ Gh(Rn), all ω ∈ Γ and all k ≥ 0, we have that
V
(
σhk|[k],σk−1(·)− σhk|[k],σ¯k−1(·)
)
− V (σk−1 − σ¯k−1) ≤ −a1 (||σk−1 − σ¯k−1||1) . (3.42)
and that there exists a2(·), a3(·) ∈ K and a finite constant ML > 0 such that for all
h ∈ (0, H], all σ, σ¯ ∈ L¯1(Rn), all ω ∈ Γ,
a2 (||σ − σ¯||1) ≤ V (σ − σ¯) ≤ a3 (||σ − σ¯||1) (3.43)
|V (σ)− V (σ¯)| ≤ML ||σ − σ¯||1 . (3.44)
Remark 3.11. The above asymptotic stability property of a class of approximating filters
is a stronger version of the Lyapunov initial condition forgetting property considered in Sec-
tion 3.2 in that the forgetting property must be exhibited by all approximating filters within
the class (specified by H). Nevertheless, as previously mentioned, the forgetting property
of approximating filters is often shown (or empirically illustrated) when considering filter
designs and performance. Thus, given a parameterised class of approximating filters, this
property is expected to hold in many practical situations. For example, the above property
holds for a class of Kalman filters under some controllability and observability conditions.
Assumption 3.8. (Filter one-step consistency) Consider a class of approximating infor-
mation state filters σhk|[k],σk−1(·). For a given set Γ and projection operator pih(·), the class
of approximating information state filters is one-step consistent with the true information
state filter σek|[k],σk−1(·) in the sense that, for each ρ > 0, there exists a H > 0 such that
for all h ∈ (0, H], all σk−1 ∈ Ge(Rn), all ω ∈ Γ, and all k > 0, we have that∣∣∣∣∣∣σek|[k],σk−1(·)− σhk|[k],pih(σk−1)(·)∣∣∣∣∣∣1 ≤ ρ. (3.45)
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Essentially, the above one-step consistency property implies that we can find approx-
imating models (within the parameterised class) and associated filters such that the L1-
norm error between the true and these approximating filters have any selected amount
of one-step error ρ. This key property is depicted in Figure 3.10. This consistency prop-
erty may seem somewhat restrictive as it requires the parameterised class of approximating
models to be well defined (or rich enough) in the sense that the error between the true and
the class of approximating filters tends to zero as the parameter h→ 0. However, as an ex-
ample, classes of HMMs are rich enough to approximate any dynamics with bounded state
space; see [3, 21]. Moreover, a similar consistency concept has previously been exploited
in the situation where HMM is used to approximate nonlinear dynamics (with bounded
state space) [3]. Thus, this condition is expected to hold in a number of situations.
Figure 3.10: Concept of the filter one-step consistency: for any selected ρ, we can find approx-
imating models and associated filters, specified by H > 0, such that the error between the true
and approximating filters is over-bounded by ρ. Note that the dependency of ρ on h shown on this
diagram is suppressed in our presentation.
Consider a projection error bound δp ≥
∣∣∣∣pih(σ)− σ∣∣∣∣
1
for all σ ∈ Ge(Rn). We will now
establish our Lyapunov practical stability result.
Theorem 3.3. (Lyapunov practical stability of a class of approximating information state
filters with respect to modelling errors) Consider a state process xk and a measurement
process yk generated by the true system (3.1). Also consider a class of approximating
information state filters σhk|[k],σk−1(·). For a given set Γ and projection operator pih(·),
assume that Assumption 3.7 and Assumption 3.8 hold. Then the error introduced by the
class of approximating information state filters is Lyapunov practically stable with respect
to modelling errors in the sense that, for any selected R¯L > 0, there exists a H > 0, a
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Lyapunov function V (·) : L1(Rn) → R≥0 and a1(·) ∈ K such that, for all h ∈ (0, H], all
σk−1 ∈ Ge(Rn), all σhk−1 ∈ Gh(Rn), all k ≥ 0, and all ω ∈ Γ, we have that
V
(
σek|[k],σk−1(·)− σhk|[k],σhk−1(·)
)
− V
(
σk−1 − σhk−1
)
≤ −a1
(∣∣∣∣∣∣pih(σk−1)− σhk−1∣∣∣∣∣∣
1
)
+ R¯L +MLδp (3.46)
and there exists a2(·), a3(·) ∈ K such that, for all h ∈ (0, H], all σ, σ¯ ∈ L¯1(Rn) and all
ω ∈ Γ, we have that
a2 (||σ − σ¯||1) ≤ V (σ − σ¯) ≤ a3 (||σ − σ¯||1) . (3.47)
Proof. Let us first consider the Lyapunov function holding in Assumption 3.7. We then
note that for this function (3.47) holds immediately from (3.43).
For the selected R¯L > 0, let ρ0 be such that MLρ0 ≤ R¯L (a small enough ρ0 always
exists). Then, from one-step consistency assumption, there exists a H > 0 such that for
all h ∈ (0, H] and all σ0 ∈ Ge(Rn), we have that∣∣∣∣∣∣σek|[k],σk−1(·)− σhk|[k],pih(σk−1)(·)∣∣∣∣∣∣1 ≤ ρ0. (3.48)
Theorem 3.1 can then be applied for each h ∈ (0, H], using Assumption 3.7 and (3.48),
to give (3.21) with RL = MLρ0 + MLδp. The theorem result then follows because ρ0 is
chosen such that MLρ0 ≤ R¯L. 
Theorem 3.3 establishes that an approximating filter can be selected to have, asymp-
totically, small error R¯L (due to model approximation) compared to the true filter in a
Lyapunov sense when the class of approximating filters is Lyapunov asymptotically sta-
ble with respect to initial conditions (perform well for the system it is designed for) and
one-step consistent with the true filter. An example of this practical stability result is illus-
trated in Figure 3.11. Here, the size of h (which parameterises the class of approximating
models) can be chosen to be small enough for any selected amount of error in informa-
tion states R¯L. Significantly, this result provides the first Lyapunov stability analysis for
general approximating filters with respect to modelling errors.
3.3.2 Practical Stability from a Class-K L Function
In this subsection, we will establish a practical stability result using a class-K L approach
(an alternative path to establish a conceptually similar result to Theorem 3.3).
Consider a given set Γ and a projection operator pih(·). The practical stability result
that will follow is established using an asymptotic stability of the class of approximating
filters with respect to initial conditions and a multi-step consistency condition which are
defined in the following manners.
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(a) Larger asymptotic error R¯L
(b) Smaller asymptotic error R¯L
Figure 3.11: Examples of the practical stability behaviour of approximating information state
filter with respect to modelling errors which illustrate the difference between larger and smaller
selected asymptotic error R¯L. Notably the smaller values of h leads to the smaller error R¯L.
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Assumption 3.9. (β-asymptotic stability of a class of approximating information state
filters with respect to initial conditions) Consider a class of approximating information
state filters σhk|[1,k],σ0(·). For a given set Γ, the class of approximating information state
filters is β-asymptotically stable with respect to initial conditions in the sense that there
exists a H > 0 and a β(·, ·) ∈ K L such that, for all h ∈ (0, H], all σ0, σ¯0 ∈ Gh(Rn), all
ω ∈ Γ, and all k ≥ 0, we have that∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ β (||σ0 − σ¯0||1 , k) . (3.49)
Assumption 3.10. (Filter multi-step consistency) Consider a class of approximating fil-
ters σhk|[1,k],σ0(·). For a given set Γ and projection operator pih(·), the class of approximating
filters is said to be multi-step consistent with respect to the true information state filter
σek|[1,k],σ0(·) in the sense that, for each finite L ≥ 2 and each η(L) > 0, there exists a H > 0
such that for all h ∈ (0, H], all σ0 ∈ Ge(Rn), all ω ∈ Γ, and all k ∈ [1, L], we have that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1 ≤ η(L). (3.50)
The above β-asymptotic stability of a class of approximating information state filters
with respect to initial conditions (Assumption 3.9) is conceptually related to the Lyapunov
asymptotic stability of a class of approximating information state filters with respect to
initial conditions (Assumption 3.7) considered in the previous subsection. The multi-step
consistency condition is a stronger version of the one-step consistency property implying
that an approximating filter can be found to have any selected bound η(L) on the L1-
norm error between the true and approximating filters over a finite number of time steps.
Thus, similar to Assumptions 3.7 and 3.8, these conditions are expected to hold in various
problems.
Let us now present our β-practical stability result.
Theorem 3.4. (β-practical stability of a class of approximating information state filters
with respect to modelling errors) Consider a state process x[0,k] and a measurement process
y[1,k] generated by the true system (3.1). Also consider a class of approximating informa-
tion state filters σhk|[1,k],σ0(·). For a given set Γ and projection operator pih(·), assume that
Assumption 3.9 and Assumption 3.10 hold. Then the class of approximating information
state filters is β-practically stable with respect to modelling errors in the sense that, for
any selected R¯B > 0, there exists a H > 0 and β(·, ·) ∈ K L such that, for all h ∈ (0, H],
all σ0 ∈ Ge(Rn), all σh0 ∈ Gh(Rn), all ω ∈ Γ, and all k ≥ 0, we have that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1 ≤ β (∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣1 , k)+ R¯B. (3.51)
Proof. For the selected R¯B, let
1. η0 be such that 2η0 ≤ R¯B (a small enough η0 always exists).
3.4. RELATED OUTPUT FEEDBACK CONTROL 75
2. L∗ ≥ 2 be such that β(M,L∗) ≤ η0 where M = supσ,σ¯∈Gh(Rn) ||σ − σ¯||1 (a large
enough L∗ always exists because β(s, ·) is decreasing to zero for any s > 0, a property
of class-K L functions).
Then, from the multi-step consistency assumption, there exists a H > 0 such that for all
h ∈ (0, H], for all k ∈ [1, L∗], and all σ0 ∈ Ge(Rn), we have∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],pih(σ0)(·)∣∣∣∣∣∣1 ≤ η0 (3.52)
for all ω ∈ Γ. Hence, using Assumption 3.9 and the above conditions, there exists a H > 0
such that, for all h ∈ (0, H], the true and approximating information state filters are L∗-
error growth matched filters (in the sense of Assumption 3.6) with η(L∗) = η0. Theorem
3.2 can then be applied, for each h ∈ (0, H], to give the bound (3.32), with RB = 2η0.
The theorem result then follows because η0 was chosen so that RB ≤ R¯B. 
Similar to the previously established Lyapunov practical stability (with respect to
modelling errors), the importance of Theorem 3.4 is that if the class of approximating
filters is asymptotically stable with respect to initial conditions and multi-step consistent
with the true filter (a condition that often holds), then an approximate filter can be
selected that, asymptotically, has arbitrarily small error compared to the true filter. It is
also highlighted that this result provides the first β-practical stability analysis of general
approximating filters with respect to modelling errors.
Note that the results in Theorem 3.3 and Theorem 3.4 are also established in terms of
filter information states rather than the properties of the filtering recursions, and hence
can be used to describe error behaviour between different filter types.
3.4 Output Feedback Control Based on
Approximating Filters
In this section, we extend the error bound and practical stability results presented in
the previous sections to an approximate output feedback control problem (involving a
combination of approximating filter and approximating controller). Particularly, stabil-
ity behaviours of approximate output feedback controllers (designed on the basis of an
approximating model) are established in similar manners to the stability behaviours of
information state filters presented in the Section 3.2 and Section 3.3. This output feed-
back control problem is demonstrated in Figure 3.12. That is, we are interested in the
performance of the true system state when under the control of an approximating output
feedback controller. This control problem will be formally stated in the next subsection.
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Figure 3.12: Approximate output feedback control problem
3.4.1 Controlled Dynamics
Consider an abstract complete probability space (Ω,F , P ), and a nonlinear stochastic
discrete-time system described by a state process xk ∈ Rn and a measurement process
yk ∈ Rm,
xk = f(xk−1, uk−1) + vk
yk = c(xk) + wk (3.53)
for time-step k > 0, where x0 has a priori distribution σ0, uk ∈ U ⊂ Rd, f(·) : Rn×Rd →
Rn, and c(·) : Rn → Rm. Here, vk ∈ Rn and wk ∈ Rm are sequences of i.i.d random
variables with densities φv(·) and φw(·), respectively. We assume that vk, wk, and x0 are
mutually independent for all k.
We will use the notation E[·] to denote the expectation operation corresponding to the
measure P . We will let z(i) denote the ith element of vector z. Throughout this section,
we will use || · ||`1 to denote the 1-norm of a vector, and the 1-norm of a b-element vector
z ∈ Rb is given by
||z||`1 =
b∑
i=1
|z(i)|. (3.54)
Finally, we let Y[1,k] denote the complete filtration generated by the sequence y[1,k], see [3,
p. 18].
In many output feedback control problems, it may not be possible to design a controller
directly on the basis of the true model (due to the complexity or the lack of knowledge
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about the true system, both likely). Hence, for time step k > 0, we will consider a
controller designed on the basis of the following class of approximating models of xk and
yk parameterised by h > 0:
xk = f
h(xk−1, uk−1) + vhk
yk = c
h(xk) + w
h
k (3.55)
where x0 has a priori distribution σ
h
0 , uk ∈ U ⊂ Rd, fh(·) : Rn × Rd → Rn, and ch(·) :
Rn → Rm. Here, vhk ∈ Rn and whk ∈ Rm are i.i.d. random variables with densities φhv(·)
and φhw(·), respectively. The random variables vhk , whk , and x0 are assumed to be mutually
independent for all k. Similar to the filtering problems in the previous sections, using the
previously introduced sample space Ω, the approximating model (3.55) can be used to
infer new probability distribution functions and Kolmogorov extension theorem [181, p.
486] can be applied to generate a measure P h corresponding to the approximating model.
This allows us to define an appropriate expectation operation Eh[·].
3.4.2 Normalised Information State for Controlled System
We remind that in Section 3.1.2, information state concepts have been presented for an
uncontrolled (or autonomous) system involving no control process uk. Here, we will present
information state concepts for controlled system involving uk.
Recall the space L∞(Rn) and its dual L∞∗(Rn) which includes L1(Rn). Also recall the
definitions of L1 norm, the set L¯1(Rn) ⊂ L1(Rn), a normalised information state σek(·),
and a conditional mean estimate xˆek|[1,k],σ0 defined in Section 3.1.2.
For the controlled system (3.53), the evolution of a normalised information state pro-
cess σek(·) is given by
σek(x) =
1
N ek
Σe(uk−1, yk)σek−1(x) (3.56)
where σe0 ∈ L1(Rn) = σ0 and Σe : L∞∗(Rn)→ L∞∗(Rn) is a linear operator defined as
Σe(u, y)σe(x) =
φw(y − c(x))
φw(y)
∫
Rn
φv(x− f(z, u))σe(z)dz. (3.57)
Here, N ek =
∣∣∣∣Σe(uk−1, yk)σek−1∣∣∣∣1 is the normalisation factor.
Also, recall the definition of a normalised approximating information state σhk (·) ∈
L¯1(Rn) defined in Section 3.1.2. We can similarly define a linear operator Σh corre-
sponding to the approximating model (3.55) which describes the evolution of a normalised
approximating information state, and similarly define an approximating normalisation
constant Nhk . We also recall the definition of an approximating conditional mean estimate
xˆh
k|[1,k],σh0
.
Moreover, as in the previous sections, we will write σek|[`,k],σ`−1(·) to denote the nor-
malised information state σek(·) after evolution by measurements y[`,k] from initial distribu-
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tion σ`−1 at time k = `−1. We also write σe0|[1,0],σ0(·) , σ0. We likewise write σhk|[`,k],σ`−1(·)
and σh0|[1,0],σ0(·).
Similar to Section 3.1.4, we will establish results on a subset of events Γ ⊂ Ω that
has desirable properties. We then recall the definitions of support sets of information
state filters Ge(Rn) and Gh(Rn), and projection operator between support sets pih(·) as
previously described in Section 3.1.4.
3.4.3 Output Feedback Controller
In this section, we are interested in a control problem where the true model (3.53) is
unknown or too complex to be considered in an output feedback controller design process.
Instead, we assume that true system is under an output feedback control solution designed
on the basis of the approximating model (3.55). For this purpose, we will define a control
process, uk, associated with an approximating information state, σ
h
k (·), as
uk = g
h(σhk ) (3.58)
where gh(·) : L¯1(Rn) → Rd is the control law designed using the approximating system
(3.55). We will call this the approximate output feedback controller and, in this chapter,
we will assume that this approximate output feedback controller is based on the approx-
imating information state, σhk (·). Over the past decades, a number of output feedback
control design approaches have been proposed in the literature; see [189, 192–195] for ex-
amples. Particularly, for linear-Gaussian systems, the linear-quadratic-Gaussian (LQG)
controller (a combination of a Kalman filter and a linear-quadratic-regulator), has been
proposed [192]. In this approach, the controller gh(·) is designed by minimising a quadratic
cost function describing the desirable system performance. At each time step k, the con-
trol uk is obtained using the estimated system state (the mean of σ
h
k (·)). Importantly, the
LQG controller has been shown to be the optimal output feedback controller for linear-
Gaussian systems [192]. For nonlinear systems, an optimal risk-sensitive output feedback
control design was presented in [189] (noting that the LQG controller is risk-neutral and
can be recovered from this proposed method). Admittedly, there is a range of practical
issues associated with output feedback controller designs that are yet to be addressed.
We will now introduce some notation that helps our presentation. Let
xem|[`,m]
(
x`−1, σ`−1,Σh, gh, v[`,m], w[`,m]
)
denote the state of the true system (3.53) at time
m starting from x`−1 with the initial distribution σ`−1, the approximate feedback con-
troller gh(·), the approximating information state filter Σh(·), and the noise processes
v[`,m] and w[`,m] (these noise processes generate the measurement process y[`,m]). This
notation highlights that the approximating output feedback controller designed on the
approximating system (3.55) is used for control of the true system model (3.53). In this
section, we examine the behaviour of such closed-loop system.
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To assist with our analysis, we also introduce notation to describe the approximating
system under a similar output feedback control solution. We will also write
xhm|[`,m]
(
x`−1, σh`−1,Σ
h, gh, vh[`,m], w
h
[`,m]
)
to denote the state of the approximating system
(3.55) at time m starting from x`−1 with the initial distribution σh`−1, the approximate
feedback controller gh(·), the approximating information state filter Σh(·), and the noise
processes vh[`,m] and w
h
[`,m].
3.4.4 Mixed State
To help characterise the behaviour of our closed-loop dynamics, we will introduce the
following mixed description of the dynamics
Xk
(
xk, σk, σ
h
k
)
=
[
xk
σk(·)− σhk (·)
]
where xk ∈ Rn, σk, σhk ∈ L¯1(Rn). This mixed state describes both the state dynamics
and the relative dynamics of the true and approximating information states. We will
also let X ∈ Rn × L¯1(Rn) denote the set of possible mixed state values in the sense that
Xk(xk, σk, σ
h
k ) ∈ X. For this mixed state, we will define a mixed 1-norm of the mixed
state process as ∣∣∣∣∣∣Xk (xk, σk, σhk)∣∣∣∣∣∣
1
, ||xk||`1 + ||σk(·)− σhk (·)||1. (3.59)
We highlight that we consider the control problems where the control objective is the
regulation of ||xk||`1 to zero (however, other control objectives can be considered by a
simple re-definition of the mixed state Xk).
For the purposes of describing the behaviour of the true system under approximate
output feedback control, we will define the mixed state
Xem|[`,m](x`−1, σ`−1, σ
h
`−1, v[`,m], w[`,m]) =
 xem|[`,m] (x`−1, σh`−1,Σh, gh, v[`,m], w[`,m])
σem|[`,m],σ`−1 − σhm|[`,m],σh`−1
 .
This mixed state describes the evolution of the true system under the control of information
from the approximating system and also describes the relative dynamics of the true and
approximating information states (based on measurements from the true model). For this
reason, this mixed state describes all the information required in understanding our system
under control.
For clarity of presentation, from this point forward, we will suppress the dependency
on the noise processes v[`,m] and w[`,m] and write X
e
m|[`,m](x`−1, σ`−1, σ
h
`−1) as shorthand.
We likewise use the notation
Xhm|[`,m](x`−1, σ`−1, σ
h
`−1, v
h
[`,m], w
h
[`,m]) =
 xhm|[`,m] (x`−1, σh`−1,Σh, gh, vh[`,m], wh[`,m])
σhm|[`,m],σ`−1 − σhm|[`,m],σh`−1

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to denote the mixed state describing the evolution of the approximating system under
approximate output feedback control (output feedback control designed with knowledge
of the system under control). Again, we will suppress the dependency of the mixed state
on the noise processes vh[`,m] and w
h
[`,m], and write X
h
m|[`,m](x`−1, σ`−1, σ
h
`−1) to denote the
mixed state described above.
Finally, we write Xek|[k](xk−1, σk−1, σ
h
k−1) as shorthand for X
e
k|[k,k](xk−1, σk−1, σ
h
k−1)
and Xe0|[1,0](x0, σ0, σ
h
0 ) is understood to be X0(x0, σ0, σ
h
0 ). Similarly, we will also write
xek|[k](xk−1, σ
h
k−1,Σ
h, gh, vk, wk), x
e
0|[1,0](x0, σ
h
0 ,Σ
h, gh, v[1,0], w[1,0]) and the corresponding
quantities with h superscripts.
3.4.5 Error Bound for Output Feedback Controller Based
on Approximating Filters
In many practical situations, it may be more feasible to design an output feedback con-
troller on the basis of an approximating model. For example, in a sampled-data control
problem, the exact mathematical model of the system may not be computable (due to the
limitation of the current technology) and thus, a controller must be designed on the basis
of an approximating discrete-time model (see Section 2.1.3). Fortunately, approximate
output feedback control design approaches have been collectively proposed in [91, 94, 97]
for deterministic systems. It has also been shown that the proposed approximate output
feedback controller stabilises the exact (or true) discrete-time system. However, stability
properties of output feedback controllers in stochastic settings have not been completely
established. Therefore, in this section, we will establish an asymptotic bound on the error
introduced when applying an approximate output feedback controller to the true system.
First let us introduce some helpful notation that will be used in the remainder of this
chapter. Let xˆh
k|σhk
denotes the conditional mean estimate determined from the information
state σhk (·) and let ∆xˆhk|σhk = xˆ
h
k|σhk
−xhk|[k]
(
xk−1, σhk−1,Σ
h, gh, vhk , w
h
k
)
denote the estimation
error (with respect to the approximating system (3.55)) at time k. We also let ∆γ
h|v
k ,
γv
(∣∣∣∣vhk ∣∣∣∣`1)− γv (||vk||`1) be a measure of stochastic mismatch between models. We will
also consider a projection error bound δp ≥
∣∣∣∣pih(σ)− σ∣∣∣∣
1
for all σ ∈ Ge(Rn). With a slight
abuse of notation, we will use E[·] to denote the conditional expectation corresponding to
the measure P and with respect to appropriate quantities involved.
Consider a given set Γ and a projection operator pih(·). In addition to the support sets
Ge(Rn) and Gh(Rn), we are also interested in establishing results that hold on a compact
set X ⊂ Rn. In the following, an asymptotic bound on the approximate output feedback
control error will be established in a similar manner to Theorem 3.1. Therefore, let us
introduce some important assumptions (having analogies to the conditions of Theorem
3.1) that are required to establish the error bound result of this section.
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Assumption 3.11. (Lyapunov asymptotic stability of approximate output feedback con-
troller with respect to initial conditions) Consider an approximating model (3.55) (some
fixed h > 0) and its associated approximating filter Σh(·) and approximate output feed-
back controller gh(·). For a given set Γ, the approximating model with Σh(·) and gh(·) is
Lyapunov asymptotically stable in a stochastic sense with respect to initial conditions such
that there exists a Lyapunov function V (·) : Rn × L¯1(Rn) → R≥0, γv(·), γx(·) ∈ K∞, and
a1(·) ∈ K∞ such that, for all xk ∈ X , all σk, σ¯k ∈ Gh(Rn), all ω ∈ Γ, and all k ≥ 0, we
have that
E
[
V
(
Xhk+1|[k+1](xk, σk, σ¯k)
)
− V (Xk(xk, σk, σ¯k))
]
≤ −a1
(∣∣∣∣∣∣Xk(xk, σk, σhk )∣∣∣∣∣∣
1
)
+ E
[
γv
(∣∣∣∣∣∣vhk+1∣∣∣∣∣∣
`1
)]
+ γx
(∣∣∣∣∣∣∆xˆhk|σ¯k ∣∣∣∣∣∣`1
)
(3.60)
and there exists a2(·), a3(·) ∈ K∞ and a finite constant ML > 0 such that, for all
Xk(xk, σk, σ
h
k ), X¯k(x¯k, σ¯k, σ¯
h
k ) ∈ X, all ω ∈ Γ, and all k ≥ 0,
a2
(∣∣∣∣∣∣Xk(xk, σk, σhk )∣∣∣∣∣∣
1
)
≤ V
(
Xk(xk, σk, σ
h
k )
)
≤ a3
(∣∣∣∣∣∣Xk(xk, σk, σhk )∣∣∣∣∣∣
1
)
(3.61)
V
(
Xk(xk, σk, σ
h
k )− V (X¯k(x¯k, σ¯k, σ¯hk )
)
≤ML
∣∣∣∣∣∣Xk(xk, σk, σhk )− X¯k(x¯k, σ¯k, σ¯hk )∣∣∣∣∣∣
1
.
(3.62)
The above Lyapunov asymptotic stability of an approximate output feedback controller
with respect to initial conditions implies that the approximating system can be stabilised
by the approximate output feedback controller (designed with full knowledge of the system
under control). Analogous to the forgetting properties considered in Section 3.2, this
condition intuitively implies that the approximate output feedback controller performs
reasonably well for the system it is designed for. Also, this type of condition seems to be
a natural requirement in establishing an error bound in the presence of modelling errors.
This condition can be interpreted as a combination of the initial condition forgetting
properties of a filter and a controlled system, which are often encountered in discussions
of filter and controlled system behaviours, respectively. Hence, similar to Assumption 3.1,
this condition is likely to hold in many situations; for example, this stability property
holds for LQG controllers (a combination of linear quadratic regulator and Kalman filter)
of controllable and observable systems [192].
Let us now introduce some important finite error growth conditions (conceptually
similar to Assumption 3.2).
Assumption 3.12. (Finite expected model error over one time step) Consider an ap-
proximating model (3.55) (some fixed h > 0) and its associated approximating filter Σh(·)
and approximate output feedback controller gh(·). For a given set Γ, the approximating
model (3.55) with Σh(·) and gh(·) has finite error over one time step with respect to the
true model (3.53) with the approximating filter Σh(·) and the approximate output feedback
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controller gh(·) in the sense that there exists a finite constant α > 0 such that, for all
xk−1 ∈X , all σhk−1 ∈ Gh(Rn), all ω ∈ Γ, and all k > 0, we have that
E
[∣∣∣∣∣∣xek|[k] (xk−1, σhk−1,Σh, gh, vk, wk)− xhk|[k] (xk−1, σhk−1,Σh, gh, vhk , whk)∣∣∣∣∣∣
`1
]
≤ α.
(3.63)
Assumption 3.13. (Finite expected filter error over one step) Consider an approximating
information state filter σhk|[1,k],σk−1(·) (some fixed h > 0). For a given set Γ and projection
operator pih(·), the approximating information state filter has finite expected error over
one time step with respect to the true information state filter σek|[1,k],σk−1(·) in the sense
that there exists a finite constant ρ > 0 such that, for all σk−1 ∈ Ge(Rn) and all k > 0,
we have that
E
[∣∣∣∣∣∣σek|[k],σk−1 − σhk|[k],pih(σk−1)∣∣∣∣∣∣1] ≤ ρ. (3.64)
Note that, in many practical situations due to the dynamics of the systems, the differ-
ence between two system states (starting from the same state) cannot escape to infinity
after one time step. Hence, the above finite error conditions are likely to hold in many
situations.
Remark 3.12. We highlight that we are now establishing an error bound of a closed-loop
system involving both state dynamics and relative dynamics of information states. Hence,
it seems natural that we require two finite error conditions, one involving the state process
(Assumption 3.12) and another involving the information states (Assumption 3.13).
We will now establish our Lyapunov asymptotic bound for controlled system.
Theorem 3.5. (Lyapunov asymptotic bound on approximate output feedback control error
in a stochastic sense) Consider a state process xk and a measurement process yk generated
by the true system (3.53). Also consider an approximating model (3.55) with approxi-
mating filter Σh(·) and approximate feedback controller gh(·) (some fixed h > 0). For
a given set Γ and projection operator pih(·), assume that Assumption 3.11, Assumption
3.12, Assumption 3.13 hold, and that the stochastic mismatch is finite in the sense that
∆γ
h|v
k ≤ ε for all k > 0, where ε > 0 is a finite constant. Then the true system under
approximate feedback control is Lyapunov asymptotically bounded in a stochastic sense by
RuL = ML(α+ρ+δp)+ε in that there exists a Lyapunov function V (·) : Rn×L¯1(Rn)→ R≥0,
and a1(·), γv(·), γx(·) ∈ K∞ such that, for all xk ∈X , all σk ∈ Ge(Rn), all σhk ∈ Gh(Rn),
all ω ∈ Γ, and all k ≥ 0, we have that
E
[
V
(
Xek+1|[k+1](xk, σk, σ
h
k )
)
− V
(
Xk(xk, σk, σ
h
k )
)]
≤ −a1
(∣∣∣∣∣∣Xk(xk, pih(σk), σhk )∣∣∣∣∣∣
1
)
+RuL + E
[
γv
(||vk+1||`1)]+ γx(∣∣∣∣∣∣∆xˆhk|σhk ∣∣∣∣∣∣`1
)
(3.65)
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and there exists a2(·), a3(·) ∈ K∞ such that for all Xk(xk, σk, σ¯k) ∈ X, all ω ∈ Γ, and all
k ≥ 0, we have that,
a2 (||Xk(xk, σk, σ¯k)||1) ≤ V (Xk(xk, σk, σ¯k)) ≤ a3 (||Xk(xk, σk, σ¯k)||1) . (3.66)
Proof. Note that this proof follows a similar development to the proof of Theorem 3.1.
Let us first consider the Lyapunov function holding in Assumption 3.11. We then note
that (3.66) holds immediately from (3.61).
We now note, for all xk ∈ X , all σk ∈ Ge(Rn), all σhk ∈ Gh(Rn), all ω ∈ Γ, and all
k ≥ 0, that
E
[
V
(
Xek+1|[k+1](xk, σk, σ
h
k )
)− V (Xk(xk, σk, σhk ))]
= E
[
V
(
Xek+1|[k+1](xk, σk, σ
h
k )
)− V (Xk(xk, σk, σhk ))
− V (Xhk+1|[k+1](xk, pih(σk), σhk ))+ V (Xhk+1|[k+1](xk, pih(σk), σhk ))
−V (Xk(xk, pih(σk), σhk ))+ V (Xk(xk, pih(σk), σhk ))]
≤ E
[
V
(
Xhk+1|[k+1](xk, pi
h(σk), σ
h
k )
)− V (Xk(xk, pih(σk), σhk ))]
+ Ek
[∣∣∣V (Xek+1|[k+1](xk, σk, σhk ))− V (Xhk+1|[k+1](xk, pih(σk), σhk ))∣∣∣]
+ Ek
[∣∣∣V (Xk(xk, pih(σk), σhk ))− V (Xk(xk, σk, σhk ))∣∣∣] (3.67)
where the last step follows because a− b ≤ |a− b| for any real numbers a, b ∈ R.
For the 1st term in the last step of (3.67), we have that
E
[
V
(
Xhk+1|[k+1](xk, pi
h(σk), σ
h
k )
)− V (Xk(xk, pih(σk), σhk ))]
≤ −a1
(∣∣∣∣∣∣Xk(xk, pih(σk), σhk )∣∣∣∣∣∣
1
)
+ E
[
γv
(∣∣∣∣∣∣vhk+1∣∣∣∣∣∣
`1
)]
+ γx
(∣∣∣∣∣∣∆xˆhk|σhk ∣∣∣∣∣∣`1
)
= −a1
(∣∣∣∣∣∣Xk(xk, pih(σk), σhk )∣∣∣∣∣∣
1
)
+ E
[
γv
(∣∣∣∣∣∣vhk+1∣∣∣∣∣∣
`1
)
− γv
(||vk+1||`1)+ γv (||vk+1||`1)]+ γx(∣∣∣∣∣∣∆xˆhk|σhk ∣∣∣∣∣∣`1
)
≤ −a1
(∣∣∣∣∣∣Xk(xk, pih(σk), σhk )∣∣∣∣∣∣
1
)
+ E
[∣∣∣∣∣∣∆γh|vk+1∣∣∣∣∣∣
`1
]
+ E
[
γv
(||vk+1||`1)]+ γx(∣∣∣∣∣∣∆xˆhk|σhk ∣∣∣∣∣∣`1
)
≤ −a1
(∣∣∣∣∣∣Xk(xk, pih(σk), σhk )∣∣∣∣∣∣
1
)
+ ε+ E
[
γv
(||vk+1||`1)]+ γx(∣∣∣∣∣∣∆xˆhk|σhk ∣∣∣∣∣∣`1
)
(3.68)
where we have applied Property (3.60) of Assumption 3.11 in the 1st step and the last
step follows from our finite stochastic mismatch assumption.
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For the 2nd term in the last step of (3.67), we have that
E
[∣∣∣V (Xek+1|[k+1](xk, σk, σhk ))− V (Xhk+1|[k+1](xk, pih(σk), σhk ))∣∣∣]
≤ E
[
ML
∣∣∣∣∣∣Xek+1|[k+1](xk, σk, σhk )−Xhk+1|[k+1](xk, pih(σk), σhk )∣∣∣∣∣∣
1
]
= MLE
[∣∣∣∣∣∣xek+1|[k+1] (xk, σhk ,Σh, gh, vk+1, wk+1)
−xhk+1|[k+1]
(
xk, σ
h
k ,Σ
h, gh, vhk+1, w
h
k+1
)∣∣∣∣∣∣
`1
+
∣∣∣∣∣∣σek+1|[k+1],σk − σhk+1|[k+1],pih(σk)∣∣∣∣∣∣1
]
≤ML (α+ ρ) . (3.69)
Here, we have applied Property (3.62) of Assumption 3.11 in the 1st step and the 2nd step
follows from the definition of the mixed 1-norm. In the last step, we have used Assumption
3.12 and Assumption 3.13.
Finally, using similar steps to (3.69) and the projection error bound for the last term
in the last step of (3.67), we have that
E
[∣∣∣V (Xk(xk, pih(σk), σhk ))− V (Xk(xk, σk, σhk ))∣∣∣] ≤MLδp. (3.70)
The result (3.65) then holds by substituting (3.68), (3.69), and (3.70) into (3.67), and
setting RuL = ML(α+ ρ+ δp) + ε. This establishes the theorem statement. 
This Lyapunov asymptotic bound result suggests that the expected value of the mixed
state E[||Xek+1|[1,k+1](x0, σ0, σh0 )||1] is asymptotically, as k →∞, attracted to the set
a−13 (Ru+E[γv(||vk+1||`1)]+γx(||∆xˆhk|σhk ||`1)) given that the compact setX is large enough
to contain the state value xek+1|[1,k+1](x0, σ
h
0 ,Σ
h, gh, v[1,k+1], w[1,k+1]) for all k ≥ 0 (i.e. the
state never leaves the compact set).
We highlight that this asymptotic bound (in a Lyapunov sense) is conceptually related
to a β-asymptotic bound that might be defined as
E
[∣∣∣∣∣∣Xek|[1,k](x0, σ0, σh0 )∣∣∣∣∣∣
1
]
≤ β
(∣∣∣∣∣∣X0(x0, pih(σ0), σh0 )∣∣∣∣∣∣
1
, k
)
+Rb
+ E
[
γv
(||vk||`1)]+ γx(∣∣∣∣∣∣∆xˆhk−1|σhk−1(σh0 )∣∣∣∣∣∣`1
)
(3.71)
for some fixed h > 0, for all x0 ∈X , all σ0 ∈ Ge(Rn), all σh0 ∈ Gh(Rn), all ω ∈ Γ, and all
k > 0. Here, Rb > 0 is a finite constant, β ∈ K L , γv(·), γx(·) ∈ K∞.
This definition of asymptotic bound (3.71) highlights that the true system with ap-
proximate output feedback is asymptotically bounded by
Rb+E[γv(||vk||`1)]+γx(||∆xˆhk−1|σhk−1(σh0 )||`1) (a sum of errors due to model approximation,
stochastic nature of the dynamic system, and estimation error). We note that a stronger
β-asymptotic bound on approximating output feedback control error will be presented in
Chapter 4. However, the stronger result will be established under some different stronger
bounding conditions which are unavoidable in later results.
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3.4.6 Practical Stability of Output Feedback Controller
Based on Approximating Filters
In the previous subsection, we have established an asymptotic bound on the error intro-
duced by an approximate output feedback controller. We will now extend this result to
establish a local practical stability property of a class of approximate output feedback
controllers with respect to modelling errors. This practical stability result will be estab-
lished in a similar manner to the practical stability result presented in Section 3.3. That
is, we will establish that the true system, under the control of a class of approximate
output feedback controllers gh(·) and a class of approximating information state filters
Σh(·), is attracted to a neighbourhood of the origin as k →∞ (we remind that our control
objective is the regulation of ||xk||`1 to zero). Importantly, the size of this neighbourhood
of the origin can be chosen to be arbitrarily small (a key feature of a practical stability
property). We highlight that similar practical stability properties have been established
for deterministic state-feedback controllers in [88]. Hence, the result of this section will
also extend the previously published results to stochastic output feedback setting.
Consider a given set Γ and a projection operator pih(·). We are also interested in
establishing results that hold on a compact set X ⊂ Rn. We now introduce assumptions
required in establishing the main practical stability result of this subsection.
Assumption 3.14. (Lyapunov asymptotic stability of a class of approximating output
feedback controllers with respect to initial conditions) Consider a class of approximat-
ing models (3.55) and its associated class of approximating filters Σh(·) and class of ap-
proximate output feedback controllers gh(·). For a given set Γ, the class of approximat-
ing model with Σh(·) and gh(·) is Lyapunov asymptotically stable in a stochastic sense
with respect to initial conditions such that there exists a H > 0, a Lyapunov function
V (·) : Rn × L¯1(Rn)→ R≥0, γv(·), γx(·) ∈ K∞, and a1 ∈ K∞ such that, for all h ∈ (0, H],
all xk ∈X , all σk, σhk ∈ L¯1(Rn), all ω ∈ Γ, and all k ≥ 0, we have that
E
[
V
(
Xhk+1|[k+1](xk, σk, σ
h
k )
)
− V
(
Xk(xk, σk, σ
h
k )
)]
≤ −a1
(∣∣∣∣∣∣Xk(xk, σk, σhk )∣∣∣∣∣∣
1
)
+ E
[
γv
(∣∣∣∣∣∣vhk+1∣∣∣∣∣∣
`1
)]
+ γx
(∣∣∣∣∣∣∆xˆhk|σhk ∣∣∣∣∣∣`1
)
(3.72)
and there exists a2, a3 ∈ K∞ and a finite constant ML > 0 such that, for all h ∈ (0, H],
all Xk(xk, σk, σ
h
k ), X¯k(x¯k, σ¯k, σ¯
h
k ) ∈ X, all ω ∈ Γ, and all k ≥ 0,
a2
(∣∣∣∣∣∣Xk(xk, σk, σhk )∣∣∣∣∣∣
1
)
≤ V
(
Xk(xk, σk, σ
h
k )
)
≤ a3
(∣∣∣∣∣∣Xk(xk, σk, σhk )∣∣∣∣∣∣
1
)
(3.73)
V
(
Xk(xk, σk, σ
h
k )− V (X¯k(x¯k, σ¯k, σ¯hk )
)
≤ML
∣∣∣∣∣∣Xk(xk, σk, σhk )− X¯k(x¯k, σ¯k, σ¯hk )∣∣∣∣∣∣
1
.
(3.74)
Assumption 3.15. (Expected model one-step consistency) Consider a class of approxi-
mating models (3.55) and its associated class of approximating filters Σh(·) and class of
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approximate output feedback controllers gh(·). For a given set Γ, the class of approximat-
ing models with Σh(·) and gh(·) is one-step consistent with the true model (3.53) with the
class of approximating filters Σh(·) and the class of approximate output feedback controllers
gh(·) in the sense that, for each α > 0, there exists a H > 0 such that, for all h ∈ (0, H],
all xk−1 ∈X , all σhk−1 ∈ Gh(Rn), all ω ∈ Γ, and all k > 0, we have that
E
[∣∣∣∣∣∣xek|[k] (xk−1, σhk−1,Σh, gh, vk, wk)− xhk|[k] (xk−1, σhk−1,Σh, gh, vhk , whk)∣∣∣∣∣∣
`1
]
≤ α.
(3.75)
Assumption 3.16. (Expected filter one-step consistency) Consider a class of approx-
imating information state filters σhk|[k],σk−1(·). The class of approximating information
state filters is one-step consistent with the true information state filter σek|[1,k],σk−1(·) in
the sense that, for each ρ > 0, there exists a H > 0 such that, for all h ∈ (0, H], all
σk−1 ∈ L¯1(Rn), and all k > 0, we have that
E
[∣∣∣∣∣∣σek|[k],σk−1(·)− σhk|[k],σk−1(·)∣∣∣∣∣∣1] ≤ ρ. (3.76)
Note that Assumptions 3.14-3.16 are stronger versions of Assumptions 3.11-3.13, and
have analogies to Assumptions 3.7 and 3.8 used to establish practical stability of a class
of approximating information state filters. These assumptions are more difficult to ob-
tain than Assumptions 3.11-3.13 as they require the class of approximating models to
be well defined (or rich enough to approximate the true dynamics) in the sense that the
error between the true and approximating models goes to zero as the parameter h → 0.
Nonetheless, these conditions are expected to hold in many situations (as explained below
Assumptions 3.7 and 3.8).
We will now establish our practical stability result (in a similar manner to Theorem
3.3).
Theorem 3.6. (Lyapunov practical stability of a class of approximate output feedback
controllers in a stochastic sense with respect to modelling errors) Consider a state process
x[0,k] and a measurement process y[1,k] generated by the true system (3.53). Also consider
a class of approximating models (3.55) with its associated class of approximating filters
Σh(·) and class of approximate output feedback controllers gh(·). For a given set Γ and
projection operator pih(·), assume that Assumption 3.14, Assumption 3.15, Assumption
3.16 hold, and that for each ε > 0 there exists a H > 0 such that, the stochastic mismatch
is finite in the sense that ∆γ
h|v
k ≤ ε for all h ∈ (0, H] and all k > 0. Then the true
system (3.53) with the class of approximating information state filters Σh(·) and the class
of approximate feedback controllers gh(·) is Lyapunov practically stable in a stochastic
sense with respect to modelling errors in that, for each R¯uL > 0, there exists a H > 0, a
Lyapunov function V (·) : Rn× L¯1(Rn)→ R≥0, and a1(·), γv(·), γx(·) ∈ K∞, such that, for
all h ∈ (0, H], all xk ∈ X , all σk ∈ Ge(Rn), all σhk ∈ Gh(Rn), all ω ∈ Γ, and all k ≥ 0,
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we have that
E
[
V
(
Xek+1|[k+1](xk, σk, σ
h
k )
)
− V
(
Xk(xk, σk, σ
h
k )
)]
≤ −a1
(∣∣∣∣∣∣Xk(xk, σk, σhk )∣∣∣∣∣∣
1
)
+ R¯uL +MLδp + Ek
[
γv
(||vk+1||`1)]+ γx(∣∣∣∣∣∣∆xˆhk|σhk ∣∣∣∣∣∣`1
)
(3.77)
and there exists a2(·), a3(·) ∈ K∞ such that for all Xk(xk, σk, σ¯k) ∈ X, all ω ∈ Γ, and all
k ≥ 0, we have that,
a2 (||Xk(xk, σk, σ¯k)||1) ≤ V (Xk(xk, σk, σ¯k)) ≤ a3 (||Xk(xk, σk, σ¯k)||1) . (3.78)
Proof. Let us first consider the Lyapunov function holding in Assumption 3.14. We then
note that (3.78) holds immediately from (3.73).
For any selected R¯uL > 0, let ρ0 > 0, α0 > 0, and ε0 > 0 be such that ML(ρ0+α0)+ε0 ≤
R¯uL. Then, from the expected filter and model multi-step consistency assumptions, there
exists a H > 0 such that for all h ∈ (0, H], all σk−1 ∈ Ge(Rn), all σhk−1 ∈ Gh(Rn) and all
ω ∈ Γ, we have that ∆γh|vk ≤ ε0,
E
[∣∣∣∣∣∣xek|[k] (xk−1, σhk−1,Σh, gh, vk, wk)− xhk|[k] (xk−1, σhk−1,Σh, gh, vhk , whk)∣∣∣∣∣∣
`1
]
≤ α0,
(3.79)
and
E
[∣∣∣∣∣∣σek|[k],σk−1(·)− σhk|[k],σk−1(·)∣∣∣∣∣∣1] ≤ ρ0. (3.80)
Theorem 3.5 can then be applied for each h ∈ (0, H], using Assumption 3.14 and the
above conditions, to give (3.65) with the bound RuL = ML(α0 + ρ0 + δp) + ε0. The
theorem result then follows because the quantities ρ0, α0, and ε0 are chosen such that
ML(α0 + ρ0) + ε0 ≤ R¯uL. 
Analogous to the practical stability results established in the previous section, the
above theorem shows that an approximating output feedback controller can be selected
to have, arbitrarily, small additional error introduced through model approximation. We
note that a stronger practical result will be presented in Chapter 4. However, the later
result will require different stronger bounding conditions which cannot be avoided in the
next chapter.
3.5 Examples
In this section, we illustrate our key stability results in four different examples. We first
remind that the application of our filter stability results require access to the optimal
filters for the considered approximating models (see Remark 3.10). Thus, the examples
presented in this section involve approximating systems where their corresponding optimal
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filters admit closed-form expressions. That is, the first example illustrates the applica-
tion of Theorem 3.2 in a simple problem involving a mismatch between linear-Gaussian
systems (and corresponding Kalman filters). We then present a design example of HMM
approximation for nonlinear filtering (similar to that considered in a dim-target tracking
problem [21]) using the result of Theorem 3.2. The third example illustrates the ap-
plication of Theorem 3.4 in a mismatched Kalman filtering problem. The last example
illustrates the use of approximating output feedback control error bound (Theorem 3.5)
in the situations where a Kalman filter and a LQR controller are designed on the basis of
an approximating linear-Gaussian model.
3.5.1 Example 1: Kalman Filter Mismatch (Theorem 3.2)
For k ∈ [1, T ], consider a true and an approximating systems of the form
xk = axk−1 + vk
yk = cxk + wk (3.81)
where vk and wk are zero-mean Gaussian noises, and T = 100. Consider a true system
with ae = 0.95, ce = 1, and process and measurement noises with covariances Qe = 1 and
Re = 1, respectively. Also consider an approximating system with ah = 0.99, ch = 1, and
process and measurement noises with covariances Qh = 1.2 and Rh = 1.2, respectively.
Let us consider the set Γ = {ω : |yk| ≤ Bm for all k ∈ [1, T ]}, where Bm = 10.
Although a bound on measurement (from this Γ) immediately implies finite filtering error,
we will later illustrate that our result establishes a much tighter error bound. Note that
for all elements of Γ, the corresponding measurement sequence y[1,T ] is feasible on both
the true and approximating models. For ω ∈ Γ, Ge(Rn) and Gh(Rn) are supports for
the filter recursions (3.8) and (3.13), respectively, and these supports consist of Gaussian
densities with the means between −10 and 10. Here, we can select the identity projection
operator pih(σ) = σ for all σ ∈ Ge(Rn) (i.e. perfect projection).
For the given set Γ, projection operator pih(·), and set of functions Gh(Rn), it can
be shown that Assumption 3.3 holds with β(s, t) = min {2, 5 exp(−0.3t)} for all s ≥ 0.
The bound β(·, ·) was empirically determined from the examination of the worst initial
conditions in Gh(Rn) of xˆh0 = ±10,Φh0 = 0, where xˆh0 , and Φh0 denote values of the initial
estimates and covariances for the approximating Kalman filters (see Section 2.4.4 for
implementation of Kalman filter). We note that the Kalman filter recursion for covariance
can be determined independent of the data, and solved immediately. Now let xˆek and xˆ
h
k
denote the true and approximating conditional mean estimates at time k, respectively,
and let Kek and K
h
k denote the Kalman filter gains of the true and approximating filters,
respectively. For the chosen set Γ, algebraic manipulation of the standard Kalman filter
recursions can be used to show that the difference between the true and approximating
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conditional mean estimates ∆xˆk = xˆ
e
k − xˆhk can be bounded by
|∆xˆk| ≤ |Aek∆xˆk−1|+
∣∣∣(Aek −Ahk)∣∣∣Bhk−1 + ∣∣∣Kek −Khk ∣∣∣Bm (3.82)
where Aek = a
e(1 − Kekce) and Aeh = ah(1 − Khk ch). Here, Bhk =
∣∣Ahk∣∣Bh0 + KhkBm with
Bh0 =
∣∣xˆh0 ∣∣ (less than Bm for all k) is a bound on the worst approximating conditional
mean estimates and Bm is the worst measurement. The filter covariance information and
the difference between the means (3.82) can be used to determine the difference between
information states initialised with the same initial condition and hence determines the
η(L) required in Assumption 3.4. From our chosen β(·, ·) and η(L), the smallest value
of L∗ such that Assumption 3.6 holds is L∗ = 10, giving η(L∗) = 0.26. Hence, for all
initial conditions σ0 ∈ Ge(Rn) and σh0 ∈ Gh(Rn), the conditions of Theorem 3.2 hold
with R = 0.5, and hence the L1-norm difference between the true and approximating
information state filters is asymptotically bounded.
In this Kalman filter mismatch problem, because the covariance information does not
depend on the measurement sequence, it can also be shown that the error in conditional
mean estimates with respect to model mismatch is asymptotically bounded by 0.53. We
highlight that this bound is much tighter than the bound directly implied by our set
Γ or indirectly implied by the separately bounded responses of the two filters (because
our bound exploits the similarity of the two filters’ responses to specific measurements as
described by Assumption 3.4).
It is important to highlight that if the measurements are allowed to be unbounded,
then the error in estimates is unbounded (this is a fundamental property of the filter,
as suggested by (3.82), and is not a limitation of our result; also see Section 4.3 about a
relationship between error bound and the size of measurements). In practice, the presented
analysis can be used to understand error properties of approximate Kalman filters during
periods in which |yk| ≤ Bm. Due to the nature of the measurement process, periods
containing sequences of bounded measurements can only be separated by a finite number
of |yk| > Bm events (if Bm is large enough).
3.5.2 Example 2: Design of Approximate Hidden Markov
Model Filter (Theorem 3.2)
We first note that the stability results established in this chapter justify the use of HMMs
in various filter approximation problems; for example see [2, 21, 196]. In this example,
we will illustrate the application of Theorem 3.2 in a problem involving approximating
a scalar continuous-valued nonlinear system by a HMM (a simplified version of the dim-
target detection problem considered in [21]). For this purpose, we will create a special
interpretation of the HMM’s underlying discrete-state process via a spatial “blurred” ver-
sion of the state process.
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For presentation purpose, we limit our example to a scalar case (but this approach
can be generalised to vector cases). Consider a scalar true model with dynamics xk ∈ R
described by (3.1), where f(x) = mod(ax+ b, 2b)− b for some a ∈ N and b > 0, c(x) = x,
φv(·) is a zero-mean unit-variance Gaussian density, and φw(·) is some density function
with support only in the interval [−1, 1] (here mod(·, ·) is the modulus operation). Under
these assumptions xk ∈ Sx = [−(b+ 1), b+ 1) for all k.
The restriction of dynamics to a finite region of state-space is somewhat limiting but
is also understandable considering the nature of HMMs (also, admittedly, the restriction
to bounded region immediately implies that filtering errors are finite, but tighter error
bound can be established using our result).
We will now introduce a HMM process which approximates the true system described
above (repeating the construction of [21]). Let ei = [0, . . . , 0, 1, 0, . . . , 0]
′ ∈ RN denotes
an indicator vector with 1 in the ith position and zero elsewhere, and let N denotes the
number of HMM states (to simplify later construction, we will assume N is even). At
time k, we will let Xk ∈ {e1, e2, . . . , eN} denotes the state of the HMM process. This
HMM state process is described by a transition probabilities matrix A with ijth element,
Aij = p(Xk+1 = ei|Xk = ej), where p(·) is the probability law describing our HMM
state process. The HMM state process is also assumed to have an initial probability
vector pi0 with ith element, pi
i
0 = p(X0 = ei). The measurement process yk associated
with the HMM state process is described by an output probability matrix B(yk) given by
B(yk) = diag([p(yk|Xk = e1), . . . , p(yk|Xk = eN )]), where diag(x) is the diagonal matrix
with x on its diagonal.
The HMM state process is assumed to exist on the following spatial discretisation
of Sx. Let G be the spatial grid (with N grid points) that approximates Sx such that
G = {x : x = ±mh} where m = 1, . . . , (N/2), and h = 2(b + 1)/N is spacing parameter.
This allows us to relate each grid point with a HMM state value. We will use G(ei)
to denote a specific location on G corresponding to state value ei. This HMM model
approximation problem is conceptually illustrated in Figure 3.13.
Figure 3.13: Example 2: HMM model approximation method
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We will now introduce a blurred approximating process associated with this HMM state
process. Let C(ei) denote a h-sized cell containing grid location G(ei). The cell C(ei) is
used to describe the region of Sx represented by the state value ei. The cells are assumed
to be designed to completely cover Sx in the sense that for all x ∈ Sx, x ∈ C(ei) for some
ei. Conversely, let e(x) be the indicator vector denoting the cell containing the value x
(i.e. the inverse association), that is x ∈ C(e(x)) for all possible values of x ∈ Sx. We will
also assume that the boundaries between adjacent cells are not shared. For approximation
purposes, we define xak to be a blurred version of Xk, with the properties that, for all k ≥ 0,
xak ∈ C(Xk), Xk = e(xak) and xak has uniform distribution over the cell C(Xk). Further,
we assume that p (yk|xak) = p(yk|Xk = e(xak)) for all possible values of yk and xak. We also
assume that the grid points G(ei) are centred in their corresponding cells C(ei) so that
E[xak|Xk = e(xak)] = G(e(xak)) for all possible values of xak. At time k, the information state
associated with this blurred process, given the measurements y[1,k] and a blurred initial
condition σ0 corresponding to pi0, can be written as:
σa,hk|[1,k],σ0(x) =
1
h
e(x)′Xˆk|[1,k],pi0 (3.83)
where Xˆk|[1,k],pi0 denotes the HMM filter estimate at time k given the measurements y[1,k]
and the initial condition pi0 (see [3]). Note that the inner product e(x)
′Xˆk|[1,k],pi0 simply
extracts the element of Xˆk|[1,k],pi0 corresponding to the filtered probability of being in cell
C(e(x)). An example of σa,hk|[1,k],σ0(x) is provided in Figure 3.14.
Figure 3.14: Example 2: an example of approximating information state associated with the
blurred process σa,hk|[1,k],σ0(x)
Since both the dynamics of the true and approximating systems have finite region of
state-space Sx, let us consider the set Γ = {ω : yk ∈ Sx for all k > 0}. Here, for the true
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information state, we consider the support set Ge(Rn) = {ψ(·) : ψ(·) ∈ L¯1(Rn) and ψ(x) =
0 if x /∈ Sx}. That is, the set Ge(Rn) consists of densities with non-zero values only within
the interval [−(b + 1), b + 1). The support set for the HMM filter Gh(Rn) = [0, 1]N .
That is, Gh(Rn) is a set of N -element vectors and each element of each vector takes value
between 0 and 1. From the construction of the blurred process above, the support set
for the information state associated with the blurred process Ga,h(Rn) = {ψ(·) : ψ(·) ∈
L¯1(Rn), ψ(x) = 0 if x /∈ Sx, and ψ(x) = e(x)′X¯/h for all x ∈ Sx and all X¯ ∈ Gh(Rn)}.
We can also select a projection operator pih(·) such that the ith element of the HMM filter
Xˆik projected from σ
e
k(·) is given by
Xˆik =
∫
C(ei)
σek(x)dx (3.84)
and thus, the projected approximating filter σa,hk (·) = pih(σek) is given by
σa,hk (x) =
1
h
e(x)′
∫
C(e(x))
σek(z)dz. (3.85)
We now consider the application of Theorem 3.2 to the approximate filter σa,hk|[1,k],σ0(x)
by introducing some assumptions about the approximation model. Let x+k+1 = E[xk+1 −
xk|xk]. Let us choose an irreducible and aperiodic A such that
Aij =
1
2
max
[
0,min
(
G(ei) + h
2
, f (G(ej)) + 1
)
−max
(
G(ei)− h
2
, f (G(ej))− 1
)]
,
so that the state dynamics are matched in means and variances (that is, locally consistent
as suggested in [197]) in the sense that
1. E[G(Xk+1)− G(Xk)|Xk = e(xk)] = x+k+1 + α1h for some α1 > 0 and for all xk,
2. E[(G(Xk+1) − G(Xk) − x+k+1)2|Xk = e(xk)] = E[(xk+1 − xk − x+k+1)2|xk] + α2h for
some α2 > 0 and for all xk.
Assume the observation model p(yk|Xk) = φw(yk −G(Xk)). Under these assumptions on
HMM parameters (specifically, irreducible and aperiodic A and positive observation den-
sity p(yk|Xk)), Theorem 2.2 of [82] shows that the corresponding HMM filter is exponential
forgetting in the sense that∣∣∣∣∣∣Xˆk|[1,k],pi0 − Xˆk|[1,k],p¯i0∣∣∣∣∣∣
1
≤ βHMM (||pi0 − p¯i0||1 , k) (3.86)
where pi0, p¯i0 ∈ Gh(Rn) are two different initial conditions. Here, βHMM (s, k) = α¯ε¯k||s||1
and 0 < ε¯ < 1 and α¯ > 0 are finite constants. Under our definition of xak, the same
exponential stability with respect to initial conditions also holds for the blurred process
xak. Also, Assumption 3.5 holds because HMM conditional mean estimates are linear in
previous estimates, see [3]. Hence, if we select our HMM design parameters h, α1, and α2
so that the finite filter error over one time step, ρ, is small enough, then, using Lemma 3.2,
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the approximating filter has finite error on finite interval with respect to the true filter.
Consequently, Assumption 3.3 and the finite filter error on finite interval property allow
us to apply Theorem 3.2 to establish an asymptotic error bound for the approximating
filter with respect to modelling errors. We highlight that this approach to the design of
HMM filter that approximates continuous range state process has been successfully used
in nonlinear target tracking problem with aerospace application [21].
3.5.3 Example 3: Practical Stability of Approximating
Kalman Filter (Theorem 3.4)
In this example, we will illustrate the application of our practical stability result by con-
sidering a situation where a linear-Gaussian system (considered in Example 1) is approx-
imated by a parameterised class of linear-Gaussian systems (i.e. a mismatched Kalman
filtering problem).
For k ∈ [1, T ], consider a true system which is described by
xk = a
exk−1 + vk
yk = c
exk + wk (3.87)
where ae = 0.95, ce = 1, and the noise processes vk and wk are zero-mean Gaussian noises
with covariances Qe = 1 and Re = 1, respectively. Here, T = 100.
Let h > 0 parameterises a class of approximating systems. In this example, we consider
a class of approximating systems of the form:
xk = a
hxk−1 + vhk
yk = c
hxk−1 + whk (3.88)
where ah = ae + h, ch = ce, and the noise processes vhk and w
h
k are zero-mean Gaussian
noises with covariances Qh = Qe + 5h and Re = Re + 5h, respectively. Although this ex-
ample is a toy problem, in other problems, the parameter h may have substantial meaning;
for example, h may be a spatial discretisation size in HMM problems.
Similar to Example 1, let us consider the set Γ = {ω : |yk| ≤ Bm for all k ∈ [1, T ]},
where Bm = 10. For ω ∈ Γ, Ge(Rn) and Gh(Rn) are supports for the filter recursions (3.8)
and (3.13), respectively, and these supports consist of Gaussian densities with the means
between −10 and 10. Here, we can select the identity projection operator pih(σ) = σ for
all σ ∈ Ge(Rn).
Let H = 0.2 (this value was arbitrarily chosen to check the required conditions of
Theorem 3.4). Using a similar method to Example 1, it can be shown for each h ∈ (0, H]
that ∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ β (||σ0 − σ¯0||1 , k) . (3.89)
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where β(s, t) = min {2, 5 exp(−0.3t)} for all s ≥ 0. This gives that Assumption 3.9
holds with H = 0.2 and the bound β(·, ·) described above. We note that the bound was
empirically determined by examining sampled values of h = [0.001, 0.002, . . . , 0.200]. We
also remind that, as in Example 1, the bound β(·, ·) was empirically determined from the
examination of the worst initial conditions in Gh(Rn) of xˆh0 = ±10,Φh0 = 0, where xˆh0 , and
Φh0 denote values of the initial estimates and covariances for the approximating Kalman
filters. Moreover, for each h, we can obtain η(L) in the same manner as in Example 1.
Not surprisingly, we note that as h → 0, η(L) → 0 for each L ≥ 1. For example, Figure
3.15 illustrates the values of η(L) for each h ∈ (0, H] when L = 1 (dashed line) and L = 10
(solid line). This gives that Assumption 3.10 holds. Hence, the conditions of Theorem 3.4
hold and the approximating information state filter is practically stable with respect to
modelling errors as described by (3.51).
Figure 3.15: Example 3: values of η(L) for each h ∈ (0, H] when L = 1 (dashed line) and L = 10
(solid line).
As an example, if we select R¯B = 0.2, we can choose η(L
∗) = 0.1 and L∗ = 10. Using
these chosen η(L∗) and L∗, it can be seen from Figure 3.15 that, for all h ∈ (0, 0.015],
(3.50) holds. Then, together with the above bound β, this gives that (3.51) holds for the
chosen R¯B and for all h ∈ (0, 0.015]. Note that the range of h that (3.51) holds is the
smaller of the two ranges (0, H] and (0, 0.015] that hold in Assumption 3.9 and Assumption
3.10, respectively (i.e. the range under which both assumptions hold).
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3.5.4 Example 4: Approximate Output Feedback Control
(Theorem 3.5)
In this example, we illustrate the nature of our asymptotic error bound result in an output
feedback control problem where both the true model and the approximating model are
linear systems under the control of a linear quadratic regulator (LQR); see Section 2.4.6
for more details.
For k ∈ [1, T ], consider a true and approximating system of the form
xk = axk−1 + buk−1 + vk
yk = cxk + wk (3.90)
where vk and wk are zero-mean Gaussian noises, and T = 100. Consider a true stable
system with ae = 0.9, be = 1, ce = 1, and process and measurement noises with covariances
Qe = 0.01 and Re = 1, respectively. Also consider an approximating stable system with
with ah = 0.5, bh = 1, ch = 1, and process and measurement noises with covariances
Qh = 0.01 and Rh = 1, respectively.
Our approximate output feedback control is designed on the basis of an approximat-
ing Kalman filter and an infinite-horizon LQR controller designed for the approximat-
ing model. The Kalman filter assumes an initial estimate xˆ0 = 10 and initial covari-
ance Φ0 = 100, and the LQR control was designed on the basis of the cost function
J =
∑∞
k=0 3x
2
k + u
2
k. The achieved LQR controller g
h(·) is
gh(σhk ) = −0.375xˆhk (3.91)
where xˆhk is the Kalman filter estimate. Note that the Kalman filter mean and covariance
define a probability density function that serves as our approximate information state,
σhk (·), in this example.
Let us consider the set Γ = {ω : |yk| ≤ Bm for all k ∈ [1, T ]}, where Bm = 10. For
ω ∈ Γ, Ge(Rn) and Gh(Rn) are supports consisting of Gaussian densities with the means
between −10 and 10. Here, we can select the identity projection operator pih(σ) = σ for
all σ ∈ Ge(Rn).
To show that the conditions of Theorem 3.5 hold, we consider the Lyapunov function
V (Xk(xk, σk, σ
h
k )) =
∣∣∣∣∣∣Xk(xk, σk, σhk )∣∣∣∣∣∣
1
. (3.92)
For this choice of Lyapunov function, we can then show (using Minkowski’s inequality)
that Assumption 3.13 holds with ρ = 2 (at least), and that Assumption 3.12 holds because
both dynamics are linear (i.e. finite difference over one time step). Properties (3.61) and
(3.62) of Assumption 3.11 hold immediately from our selected Lyapunov function. We
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then note that
E
[
V
(
Xhk+1|[k+1](xk, σk, σ
h
k )
)
− V
(
Xk(xk, σk, σ
h
k )
)]
= E
[∣∣∣∣∣∣xhk+1|[k+1](xk, σhk ,Σh, gh, vhk+1, whk+1)∣∣∣∣∣∣
`1
− ||xk||`1
]
+ E
[∣∣∣∣∣∣σhk+1|[k+1],σk(·)− σhk+1|[k+1],σhk (·)∣∣∣∣∣∣1 − ∣∣∣∣∣∣σk − σhk ∣∣∣∣∣∣1] . (3.93)
From the initial condition forgetting property of Kalman filters [1, pp. 76-82], it can be
shown, for any feasible measurement sequence, that∣∣∣∣∣∣σhk+1|[k+1],σk(·)− σhk+1|[k+1],σhk (·)∣∣∣∣∣∣1 − ∣∣∣∣∣∣σk − σhk ∣∣∣∣∣∣1 ≤ −ah1 ∣∣∣∣∣∣σk − σhk ∣∣∣∣∣∣1 (3.94)
for all σk, σ
h
k ∈ Gh(Rn), where ah1 > 0 is a finite constant. We can also show by substituting
in the approximate dynamics (3.90) with ah, bh, ch, Qh, Rh, that∣∣∣xhk+1|[k+1](xk, σhk ,Σh, gh, vk+1, wk+1)∣∣∣− |xk| ≤ −0.875|xk|+ |vhk+1|+ 0.375 ∣∣∣∆xˆhk|σhk ∣∣∣ .
(3.95)
Then taking the expectation operation and applying (3.93) establishes that Assumption
3.11 holds, where γv(v) = v and γx(x) = Bx for some finite B > 0.
The finite stochastic mismatch condition also holds because the stochastic error can
be over-bounded by a linear function of the state (eg. ∆γ
h|v
k ≤ 0.4|xk|) and the expected
value of the state is bounded. Theorem 3.5 can then be applied to establish that the
expected mixed state error is asymptotically bounded.
Figure 3.16: Example 4: comparison between the states of the true system under control of the
true output feedback controller and the states of the true system under control of the approximate
output feedback controller
To illustrate the properties described by Theorem 3.5, we conducted a simulation
study and the result is presented in Figure 3.16 which displays a closed-loop trajectory of
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the true system under approximate output feedback control (solid line). For comparison
purposes, this figure also shows a closed-loop trajectory of the approximating system
under approximate output feedback control (dashed line). This figure illustrates that the
state regulation error is asymptotically bounded in this example, and that there is only a
moderate loss in performance due to the model approximations involved.
3.5.5 Summary of Examples
In this section, we presented four examples which illustrated the application of several
of our established stability results: the β-asymtotic bound on approximating filter error
(Theorem 3.2), the β-practical stability of approximating filter (Theorem 3.4), and the
Lyapunov asymptotic bound on approximating output feedback control error (Theorem
3.5).
In the first example, we applied our error bound on approximating information state
filter (Theorem 3.2) to a mismatched Kalman filtering problem and illustrated that the
established error bound is tighter than that directly implied by our set of desirable events
Γ. It is stressed that Kalman filters were considered in this example because, to our
knowledge, an error bound between mismatched Kalman filters has not been established
elsewhere even though Kalman filters have been successfully used in many applications.
However, we note that some of the bounds required to apply this result were obtained
empirically which highlights a potential implementation issue of our result. In Example
2, we presented a design example of HMM filter using the result of Theorem 3.2 in the
situation where a HMM is used to approximate a linear dynamic system. This example
illustrated that our stability results can be applied to characterise performance of different
filter types (resulting from different model classes).
Furthermore, in Example 3, we applied Theorem 3.4 to a mismatched Kalman fil-
tering problem to illustrate the nature of our practical stability result. This example
demonstrates that when the parameterised class of approximating models approach the
true system as the parameter h→ 0, the practical stability of approximating models with
respect to modelling errors can be routinely established.
Finally, in Example 4, the error bound of approximate output feedback controllers
(Theorem 3.5) was applied to a problem involving a mismatch between linear-Gaussian
systems. In this example, we illustrated that the approximating output feedback controller
can be used to stabilise the true system and we conducted a simulation which illustrated
that there is only a moderate performance loss when applying the approximate controller
to the true system.
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3.6 Concluding Remarks
This chapter addressed an important range of filtering problems where a tractable fil-
ter is designed on the basis of an approximating model that reasonably represents the
true system dynamics in the sense that the resulting filter leads to an acceptable level of
performance loss with respect to the true optimal filter. Although it is often possible to
empirically characterise the performance of approximating filters through simulation stud-
ies or to provide analysis of the performance properties of approximating filters in special
cases, this chapter established an analysis framework to understand stability behaviours
of any general approximating filter. Similarly, this chapter also established performance
properties of a general approximate output feedback controller designed on the basis of
an approximating model. These approximate filtering and control problems are important
because the true system model is often unavailable or too complex to be considered in the
design process. We will now present the key contributions of this chapter in more details.
In first part of this chapter, the performance of approximating filters was investigated
using two key system stability tools: Lyapunov functions and class-K L functions. The
following novel results were then established (using analysis tools developed for different
control problems).
• An asymptotic bound on the error of an approximating information state filter with
respect to the true optimal filter is established under the mild conditions that the
approximating filter exhibits the initial condition forgetting property (behaves rea-
sonably for the system it is designed for) and that the error between the true and
approximating filters does not escape to infinity in finite time steps.
– The error between the true and approximating filters in finite time steps (a
condition required to establish the above result) is shown to be over-bounded
by the relative entropy between the filters, suggesting that relative entropy
concepts might provide useful tools for filter design problems.
• A practical stability of a parameterised class of approximating information state
filters with respect to modelling errors was established, under some consistency con-
ditions, showing that an approximating filter can be designed to have any level of
relative performance with respect to the true filter.
It is also noted that these filter stability results were established without appealing to spe-
cific properties of filtering recursions. Therefore, these results can be used to understand
the error between different types of filters (for example, the error between a Kalman filter
and a HMM filter).
Significantly, the established stability properties of approximating filters provide a
theoretical justification to the widespread application of approximating filters in practice.
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These results also provide an analysis framework to understand the stability behaviours
of any general approximating filter with respect to modelling errors. This analysis frame-
work can then be used as a theoretical basis for the design of an approximating filter.
Furthermore, this chapter presented useful tools to design suitable approximating models
for filtering of complex (perhaps unknown) nonlinear systems (this design will be consid-
ered in Chapter 5 of this thesis). The above stability results also illustrate that analysis
tools developed for control problems can be translated to filtering problems. It is noted
that the above results were established in terms of information states (describing the
estimation operations) and does not guarantee stability behaviours of conditional mean
estimates (which will be investigated in Chapter 4 of this thesis).
In the second part of this chapter, the presented stability results of approximating
filters were extended to establish stability behaviours of approximate output feedback
controllers (a combination of approximating filters and approximating controllers). The
following novel results were then established.
• The error in the true system under the control of an approximate output feedback
controller is asymptotically bounded when the approximate output feedback con-
troller stabilises the approximating system (the system it is designed for) and the
errors between the true and approximating models (and filters) do not escape to
infinity in finite time steps. In other words, this work shows that the approximate
output feedback controller can be used to stabilise the true system.
• A practical stability of a class of approximate output feedback controllers with re-
spect to modelling errors was established, under some model consistency conditions,
which implies that the error in the true system under the control of an approximate
controller can be made arbitrarily small.
Similar to the established results on filtering performance, the above results provide an
analysis framework to characterise performance of a general approximate output feedback
controller (in a stochastic setting) with respect to modelling errors. Importantly, these
established output feedback control stability results provide a theoretical justification for
the common use of approximate output feedback controllers.
CHAPTER 4
Conditional Mean Estimate of
Approximating Filters and Related
Output Feedback Controller
An earlier version of the results presented in this chapter have partly been published
in [C6] (specifically the results of Section 4.2).
In Chapter 3, important stability properties of approximating information state filters
were established providing understanding of when and why approximating information
state filters work. Unfortunately, these properties do not completely describe the stability
behaviours of approximating conditional mean estimates (associated with the approximat-
ing information state filter). In other words, stability behaviours of an information state
filter may not guarantee similar behaviours in the associated conditonal mean estimates.
Importantly, in most problems, our primary interest is in the behaviours of conditional
mean estimates, rather than the underlying information state quantities. Under this mo-
tivation, this chapter extends the stability results of information state filters presented
in Chapter 3 to establish, after introducing an additional sufficiently informative condi-
tion on information state filters, stability properties of conditional mean estimators in
the presence of modelling errors (as illustrated in Figure 4.1). The additional sufficiently
informative condition ensures that supports of information states are concentrated over
a finite region of state space which conceptually implies that the filters provide useful
estimation information. Furthermore, this chapter will establish stability properties of an
approximate output feedback controller designed on the basis of an approximating con-
ditional mean estimator. Note that the previously exploited class-K L approach will be
applied to establish the results presented in this chapter.
This chapter is organised as follows. In Section 4.1, the filter approximation problem
(previously introduced in Chapter 3) is briefly repeated. An error bound result on ap-
proximating conditional mean estimate error is then established in Section 4.2. In Section
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Figure 4.1: Relationship of the results established in Chapter 3 and the results that will be
established in this chapter
4.3, an important relationship between an error bound and measurement sequence is il-
lustrated. Then a practical stability result for approximating conditional mean estimators
is presented in Section 4.4. In Section 4.5, stability properties of approximating output
feedback controllers (designed on the basis of conditional mean estimates) are established.
Finally, some concluding remarks are provided in Section 4.6.
4.1 Problem Formulation
We will now briefly re-introduce the model construction presented in Chapter 3.
4.1.1 True and Parameterised Class of Approximating
Models
Let us again consider a suitable probability space (Ω,F , P ). For time step k > 0, in
this chapter we will consider the true dynamics involving a state process xk ∈ Rn and
measurement process yk ∈ Rm described by
xk = f(xk−1) + vk
yk = c(xk) + wk (4.1)
where x0 has a priori distribution σ0, f(·) : Rn → Rn, c(·) : Rn → Rm, and vk ∈ Rn
and wk ∈ Rm are sequences of i.i.d. random variables with densities φv(·) and φw(·),
respectively. The random variables vk, wk, and x0 are also assumed to be mutually
independent for all k. In filtering problems, we are often interested in the conditional
mean estimate of xk given the measurements y[1,k] and the a priori distribution σ0, which
can be defined as
xˆek|[1,k],σ0 , E
[
xk
∣∣Y[1,k]] (4.2)
for all k > 0, where E [·] denotes the expectation operation corresponding to P and Y[1,k]
denotes the complete filtration generated by the sequence y[1,k], see [3, p. 18].
Unfortunately, in many situations, a filter which provides the true conditional mean
estimates xˆek|[1,k],σ0 may not be computationally tractable or available (due the complexity
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or lack of knowledge about the true system dynamics). Instead, let us consider a filter
implemented on the basis of the following parameterised class of approximate models of
xk and yk (for time step k > 0):
xk = f
h(xk−1) + vhk
yk = c
h(xk) + w
h
k (4.3)
where h > 0 parameterises the class of approximating models, fh(·) : Rn → Rn, and
ch(·) : Rn → Rm. Here, vhk ∈ Rn and whk ∈ Rm are i.i.d. random variables with densities
φhv(·) and φhw(·), respectively, and vhk , whk , and x0 are assumed to be mutually independent.
Similarly, for a given h > 0, we can also define the conditional mean estimate associated
with the approximating model given the measurements y[1,k] and the a priori distribution
σh0 as:
xˆh
k|[1,k],σh0 , E
h
[
xk
∣∣Y[1,k] ] , (4.4)
for all k > 0, where Eh [·] denotes the expectation operation defined by measure P h
(corresponding to distributions described by (4.3)).
In this chapter, we will establish a performance bound (relative to the true conditional
mean estimate) for approximating conditional mean estimator designed on the basis of
a specific approximating model (some fixed h > 0). We will also present a practical
stability result for a class of approximating conditional mean estimators in the presence
of modelling errors.
4.1.2 Information States and Filter Properties
We now briefly repeat an important concept of information states that describes our
estimation operations.
Recall the space L1(Rn), the subset L¯1(Rn), the L1 norm, and the normalised infor-
mation state σek(·) introduced in the previous chapter. Importantly, we remind that, from
the definition of a normalised information state σek(·) (3.5), a normalised information state
can be interpreted as a conditional probability density function of xk given measurement
sequences y[1,k] and a priori distribution σ0. In particular, when it exists, we can write
our conditional mean estimate as
xˆek|[1,k],σ0 =
∫
Rn
σek(x)xdx. (4.5)
Moreover, as shown in the previous chapter, the normalised information state can be
determined from the recursion
σek(x) =
1
N ek
φw(yk − c(x))
φw(yk)
∫
Rn
φv(x− f(z))σek−1(z)dz (4.6)
where N ek denotes a normalisation factor.
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We can similarly define a normalised approximating information state σhk (·) ∈ L¯1(Rn),
an approximating conditional mean estimate xˆhk|[1,k],σ0 , filtering recursions associated with
the approximating model, and an approximating normalisation factor Nhk (see Section
3.1).
Similar to the previous chapter, when required to highlight the initial condition, we
will write σ·k|[1,k],σ0(·) to denote the normalised information state σ·k(·) after evolution by
measurements y[1,k] from initial distribution σ0 at time k = 0. Similarly, σ
·
k|[`+1,k],σe` (·)
will denote σ·k(·) after evolution by measurements y[`+1,k] from distribution σ·`(·) at time
k = `. Importantly, the distributive nature of the information state recursions means that
σ·k|[`+1,k],σ·`(σ0)(·) = σ
·
k|[1,k],σ0(·). We also write σ·0|[1,0],σ0(·) , σ0 for all σ0 ∈ L¯1(Rn).
Now let us recall the information state support sets Ge(Rn) and Gh(Rn) introduced
in the previous chapter. Also recall the projection operator pih(·). In the remainder of
this chapter, we will consider the situations where the true and approximating initial
information states, σ0 and σ
h
0 , belong to some sets of initial conditions M
e(Rn) ⊆ Ge(Rn)
and Mh(Rn) ⊆ Gh(Rn), respectively.
Finally, we will assume the problem is well posed in the sense that measurements are
more likely (on average) to have come from the true model (4.1). We will express this
requirement as the condition that
E[N ekφw(yk)] ≥ E[Nhk φhw(yk)] P − a.s. (4.7)
for all k > 0 (but this requirement can be equivalently expressed in many other ways).
4.2 Conditional Mean Estimate Error Bound for
Approximating Filters
In this section, we will establish that under extra sufficiently informative assumptions, if
the error between the true and approximating information states is bounded (as shown
in Chapter 3), the error between the corresponding conditional mean estimates is also
bounded. In an intuitive sense, the following result will show that when information
states have sufficiently light ‘tails’ (in a distribution sense), then a bounded error between
information states must imply a bounded error between the corresponding conditional
mean estimates (that is, the conditional mean estimation error must remain bounded
whenever the mass of the bounded information state error cannot escape towards infinity).
4.2.1 Information State Error Bound and Sufficiently
Informative Information State Filters
First consider a set Γ ⊂ Ω corresponding to events with desirable properties. As in the
previous chapter, we will establish results on this Γ. It is highlighted again that the
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applicability of our results in any signal environment (or filtering problem) is related to
the size of Γ.
On a given set Γ, let us now recall our previously established asymptotic error bound
result between the true and approximating information states (established in Theorem 3.2
of Chapter 3).
Definition 4.1. [Theorem 3.2] (β-asymptotic bounded error of an approximating infor-
mation state filter) Consider an approximating information state filter σhk|[1,k],σ0(·) (some
fixed h). For a given set Γ and projection operator pih(·), the error between the true and
approximating information state filters is said to be β-asymptotically bounded if there ex-
ists a β(·, ·) ∈ K L such that, for all σ0 ∈ Ge(Rn), all σh0 ∈ Gh(Rn), all ω ∈ Γ, and all
k ≥ 0, we have that∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1 ≤ β (∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣1 , k)+RB (4.8)
where RB > 0 is a finite constant.
In the following, we will introduce an important definiton of sufficiently informative
information states used to establish our main result. However, let us first present some
helpful notation and concepts. For technical reasons (which will be disscussed later in the
chapter), we will consider filter behaviour on a finite time interval k ∈ [0, T ], for some finite
T > 0. We first remind that R≥0 is used to denote a set of non-negative real numbers.
Then we let a finite non-negative vector ∆D ∈ Rn≥0 denotes a ‘width’ quantity which helps
specify the location of the tails of information states. This width quantity will be used,
in later results, to tighten the bound on the approximating conditional mean estimation
error. Corresponding to the width quantity, we define a state space region describing tails
of an information state as St(∆D) , {x ∈ Rn :
∣∣x(i)∣∣ ≥ ∆D(i) for any i ∈ [1, n]}. In
the following, we will say that an information state is sufficiently informative if it can
be over-bounded by a function Ψ(·) ∈ L1(Rn) with sufficiently light tails (which will be
defined below). Importantly, for any function Ψ(·), we define a measure of lightness of
tails as
B(Ψ,∆D) ,
∣∣∣∣∣
∣∣∣∣∣
∫
St(∆D)
|x|Ψ(x)dx
∣∣∣∣∣
∣∣∣∣∣
`1
. (4.9)
Remark 4.1. Note that a smaller B(Ψ,∆D) (i.e. lighter tails) implies that the function
Ψ(·) is more informative because the function support is concentrated over a smaller region
of state space and its tails decrease sufficiently fast.
The important sufficiently informative property can now be defined as follows.
Definition 4.2. (Sufficiently informative information state filters with over-bound Ψ(·))
For a given set Γ¯ ⊆ Γ, the true and approximating information state filters are said to
be sufficiently informative on k ∈ [1, T ] if there exists Ψ(·) ∈ L1(Rn) such that, for all
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σ0 ∈M e(Rn), all σh0 ∈Mh(Rn), all ω ∈ Γ¯, and all k ∈ [1, T ], the true and approximating
information states satisfy that
σek|[1,k],σ0(x) ≤ Ψ(x− x¯k) (4.10)
σh
k|[1,k],σh0 (x) ≤ Ψ(x− x¯k) (4.11)
for all x ∈ Rn, where x¯k ∈ Rn is a time-varying location about which the bound on the
two information states is concentrated, and for each finite RE > 0, there exists a finite
non-negative vector ∆D ∈ Rn≥0 such that for the over-bound Ψ(·), we have that
B(Ψ,∆D) ≤ RE . (4.12)
Remark 4.2. Definition 4.2 describes a bound on information state quantities that is
centred or concentrated about a centroid location x¯k. We do not directly assume specific
properties about the dynamics of the centroid location x¯k, but the centroid behaviour may be
inherited from system dynamics (4.1) or (4.3), and the measurement sequence experienced.
Intuitively, we might consider x¯k to be the unknown true value of the state xk but this
interpretation is not essential to our main result.
(a) Ψ(x) (b) Ψ(x− x¯k)
Figure 4.2: Sufficiently informative information state filter bound Ψ(·) where the shaded part is
the tail part of the function which is specified by ∆D.
We highlight that the over-bound function Ψ(·) can be any function with light tails
(their tails decrease sufficiently fast); for example Ψ(·) could be a scaled Gaussian density
type function as illustrated in Figure 4.2. The over-bound Ψ(x − x¯k) is then a shifted
version of the function Ψ(x) as illustrated in Figure 4.2b. The above definition highlights
that the true and approximating information state filters will be termed sufficiently in-
formative if their supports are concentrated so that their tails decrease sufficiently fast.
Although a mild requirement, the defined sufficiently informative property of information
states does not hold for general signal models without some mild conditions on the models
and the measurement sequence.
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Sufficiently Informative Informative State Filters
We will now present some sufficient conditions in establishing the above sufficiently in-
formative information state filters. For this purpose, let us first introduce some addi-
tional conditions on the measurement sequence. We will call a measurement sequence
y[1,T ] δ-feasible on both the true and approximating model if δ ≤ N ekφw(yk) < ∞ and
δ ≤ Nhk φhw(yk) <∞ for some δ > 0 and for all k ∈ [1, T ]. We will also say that a measure-
ment sequence y[1,T ] is feasibly bounded by BY if the measurement satisfies ||yk||`1 ≤ BY
for all k ∈ [1, T ].
Let ΩY ⊂ Ω be the set of all events corresponding to measurement sequence that are
δ-feasible on both the true and approximating models, and is feasibly bounded by BY . In
the following, we will consider results that hold on a given set ΓY (δ,BY ) ⊆ ΩY , which is
selected so that ΓY (δ,BY ) ⊆ Γ.
Remark 4.3. We admit that the feasibly bounded property may initially seem somewhat
restrictive. However, in Section 4.3, we will provide an example which illustrates that a
bounding condition on measurements appears to be a necessary assumption in the estab-
lishment of error bounds in this type of problems. The consideration of a finite interval
allows us to present results for signal models in which measurements cannot be reasonably
bounded in an asymptotic sense (but might remain bounded on finite intervals). Asymp-
totic results, holding for all k > 0, can possibly be established for some model classes.
Let ||ψ(x)||∞ , ess sup|ψ(x)| denotes the essential supremum of any real function φ(·)
(see [181, p. 241] for more information). We will now present some sufficient conditions
on the models that ensure Definition 4.2 holds.
Assumption 4.1. (Sufficiently informative true model) The true system (4.1) is said to
be a sufficiently informative model if
A. The true measurement model c(x) is continuous with respect to x and bijective so that
there exists finite constants CeL, C
e
U > 0 such that, for all x, z ∈ Rn, the measurement
model satisfies that
CeL ||x− z||`1 ≤ ||c(x)− c(z)||`1 ≤ CeU ||x− z||`1 (4.13)
and the measurement model is invertible with a continuous and bijective inverse
function c−1(·).
B. There exists a finite constant Bev > 0 such that, for all x ∈ Rn, the process noise
density, φv(·), satisfies that ||φv(·)||∞ ≤ Bev.
C. There exists finite constants Bew, α
e
w > 0 such that, for all x ∈ Rn, the measurement
noise density φw(·) is over-bounded by a scaled exponential density type function in
the sense that
φw(x) ≤ Bew exp
(− αew||x||`1). (4.14)
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Assumption 4.2. (Sufficiently informative approximating model) The approximating sys-
tem (4.3) is said to be a sufficiently informative model if
A. The approximating measurement model ch(x) is continuous with respect to x and
bijective so that there exists finite constants ChL, C
h
U > 0 such that, for all x, z ∈ Rn,
the measurement model satisfies that
ChL ||x− z||`1 ≤
∣∣∣∣∣∣ch(x)− ch(z)∣∣∣∣∣∣
`1
≤ ChU ||x− z||`1 (4.15)
and the measurement model is invertible with a continous and bijective inverse func-
tion (ch)−1(·).
B. There exists a finite constant Bhv > 0 such that, for all x ∈ Rn, the process noise
density, φhv(·), satisfies that
∣∣∣∣φhv(·)∣∣∣∣∞ ≤ Bhv .
C. There exists finite constants Bhw, α
h
w > 0 such that, for all x ∈ Rn, the measurement
noise density φhw(·) is over-bounded by a scaled exponential density type function in
the sense that
φhw(x) ≤ Bhw exp
(− αhw||x||`1). (4.16)
Assumption 4.3. (Measurement model consistency) The approximating measurement
model ch(·) is consistent with the true measurement modol c(·) in the sense that, for all
x ∈ Rn, we have that ∣∣∣∣∣∣c(x)− ch(x)∣∣∣∣∣∣
`1
≤ C||x||`1 + δc (4.17)
where C ≥ 0 and δc ≥ 0 are finite constants.
Remark 4.4. Assumptions 4.1.A and Assumption 4.2.A are similar to the bijective mea-
surement model function condition used in [63] to establish an asymptotic stability of filters
with respect to initial conditions. Importantly, this bijective measurement model function
provides useful or informative measurements for estimation operations.
Remark 4.5. Assumption 4.3 essentially implies a similarity between the true and ap-
proximating measurement models. Together with Assumption 4.1 and Assumption 4.2,
this condition intuitively means that sufficiently informative measurements generated by
the true system are also sufficiently informative in the perspective of the approximating
system. This mild condition seems to be a natural requirement in establishing similarlity
between the true and approximating information state filters (which evolve on the basis of
the measurements as well as the state models), and the condition is expected to hold for a
number of measurement models including linear models.
Admittedly, the bijective condition on the measuremennt models and the bounds on
the noise processes (Assumption 4.1 and Assumption 4.2) may seem somewhat restrictive
as they place some limitations on both the nonlinearity of the measurement models and the
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class of the noise processes (the measurement noises are required to be in the exponential
family). However, these conditions are no more restrictive than those required to obtain
stability properties of filters such as the extended Kalman filter, the unscented Kalman
filter, and particle filter (as discussed in Section 2.1). The conditions are also expected
to hold for a number of situations such as those involving linear-Gaussian measurement
models. Further, theses assumptions are only required in establishing the sufficiently
informative condition on information state filters (Definition 4.2). The assumptions do
not play a key role in the main theorem if Definition 4.2 can be obtained in some other
way.
In Lemma 4.2, we will establish the sufficiently informative condition on information
state filters (Definition 4.2) involving an over-bound function Ψ(x) = B exp(−α||x||`1).
Before establishing this important condition, as a stepping stone, let us first present a
useful property of the above over-bound function Ψ(·).
Lemma 4.1. Consider the over-bound function Ψ(x) = B exp(−α||x||`1). For each RE >
0, there exists a finite non-negative vector ∆D ∈ Rn such that RE > B(Ψ,∆D), where
B(Ψ,∆D) is a measure of lightness of tails defined in (4.9).
Proof. Note that this proof follows some fairly obvious properties of exponential functions
but will be presented here to make the thesis self-contained.
First we note that, using the basic property of exponential function and the definition
of 1-norm, the over-bound function Ψ(x) given in the lemma statement can be re-written
as
Ψ(x) = B exp
(
−α
∣∣∣x(1)∣∣∣) exp(−α ∣∣∣x(2)∣∣∣) . . . exp(−α ∣∣∣x(n)∣∣∣) . (4.18)
Let us now introduce some useful standard integrals involving the above exponential
function [198, p. 334]:∫ b
a
|x| exp(−d|x|)dx = 1
d2
(exp(−da) (1 + da)− exp(−db) (1 + db)) (4.19)∫ −a
−b
|x| exp(−d|x|)dx = 1
d2
(exp(−da) (1 + da)− exp(−db) (1 + db)) (4.20)∫ b
a
exp(−d|x|)dx = 1
d
(exp(−da)− exp(−db)) (4.21)∫ −a
−b
exp(−d|x|)dx = 1
d
(exp(−da)− exp(−db)) (4.22)
for any b > a ≥ 0 and any finite constant d > 0.
We highlight that, from the above standard integrals (4.19)-(4.22), it can be seen that∫ a
−b
|x| exp(−d|x|) =
∫ b
a
|x| exp(−d|x|)
and ∫ a
−b
exp(−d|x|) =
∫ b
a
|x| exp(−d|x|)
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for any b > a ≥ 0 and any finite constant d > 0.
Now let us select any non-negative vector ∆D ∈ Rn≥0. For simplicity of presentation,
let M∆D =
∫
St(∆D)
|x|Ψ(x)dx, where St(∆D) is the state space region describing tails of
Ψ(x) as defined previously on page 104. Hence, B(Ψ,∆D) = ||M∆D||`1 . Moreover, let
M
(i)
∆D denotes the ith element of M∆D.
Then using (4.18) and the above useful integrals (4.19)-(4.22), for the selected vector
∆D and all i ∈ [1, n], it can be shown that
M
(i)
∆D =
∫
St(∆D)
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
[∫ ∞
∆D(1)
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1)
+
∫ −∆D(1)
−∞
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1)
]
dx(2) · · · dx(n)
+
∫ ∞
−∞
· · ·
∫ ∞
−∞
[∫ ∞
∆D(2)
∫ ∆D(1)
−∆D(1)
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1)dx(2)
+
∫ −∆D(2)
−∞
∫ ∆D(1)
−∆D(1)
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1)dx(2)
]
dx(3) · · · dx(n)
+ . . .+
[∫ ∞
∆D(n)
∫ ∆D(n−1)
−∆D(n−1)
· · ·
∫ ∆D(1)
−∆D(1)
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1) · · · dx(n−1)dx(n)
+
∫ −∆D(n)
−∞
∫ ∆D(n−1)
−∆D(n−1)
· · ·
∫ ∆D(1)
−∆D(1)
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1) · · · dx(n−1)dx(n)
]
= 2n
∫ ∞
0
· · ·
∫ ∞
0
∫ ∞
∆D(1)
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1)dx(2) · · · dx(n)
+ 2n
∫ ∞
0
· · ·
∫ ∞
0
∫ ∞
∆D(2)
∫ ∆D(1)
0
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1)dx(2)dx(3) · · · dx(n)
+ . . .+ 2n
∫ ∞
∆D(n)
∫ ∆D(n−1)
0
· · ·
∫ ∆D(1)
0
B
∣∣∣x(i)∣∣∣ exp (−α||x||`1) dx(1) · · · dx(n−1)dx(n).
(4.23)
Let us now consider M
(1)
∆D (i.e. i = 1). From the definition of 1-norm and applying the
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useful integrals (4.19)-(4.22) to (4.23), for the selected ∆D, we have that
M
(1)
∆D = 2
nB
1
α2
exp
(
−α∆D(1)
)(
1 + α∆D(1)
)( 1
α
)n−1
+ 2nB
1
α2
(
1− exp
(
−α∆D(1)
)(
1 + α∆D(1)
)) 1
α
exp
(
−α∆D(2)
)( 1
α
)n−2
+ 2nB
1
α2
(
1− exp
(
−α∆D(1)
)(
1 + α∆D(1)
))
× 1
α
(
1− exp
(
−α∆D(2)
)) 1
α
exp
(
−α∆D(3)
)( 1
α
)n−3
+ . . .+ 2nB
1
α2
(
1− exp
(
−α∆D(1)
)(
1 + α∆D(1)
))
×
n−1∏
i=2
1
α
(
1− exp
(
−α∆D(i)
)) 1
α
exp
(
−α∆D(n)
)
. (4.24)
By re-arranging the above equation, we have that
M
(1)
∆D =
2n
αn+1
B
{
exp
(
−α∆D(1)
)(
1 + α∆D(1)
)
+
(
1− exp
(
−α∆D(1)
)(
1 + α∆D(1)
))
×
[
exp
(
−α∆D(2)
)
+
(
1− exp
(
−α∆D(2)
))
exp
(
−α∆D(3)
)
+
(
1− exp
(
−α∆D(2)
))(
1− exp
(
−α∆D(3)
))
exp
(
−α∆D(4)
)
+ . . .+
n−1∏
i=2
(
1− exp
(
−α∆D(i)
))
exp
(
−α∆D(n)
)]}
. (4.25)
As a stepping stone, we then note that
1−
[
A(2) + (1−A(2))A(3) + . . .+
n−1∏
i=2
(1−A(i))A(n)
]
= (1−A(2))
[
1−A(3) − (1−A(3))A(4) − . . .−
n−1∏
i=3
(1−A(i))A(n)
]
= (1−A(2))(1−A(3))
[
1−A(4) − (1−A(4))A(5) − . . .−
n−1∏
i=4
(1−A(i))A(n)
]
=
n∏
i=2
(1−A(i)). (4.26)
By applying the above equation with A(i) = exp
(−α∆D(i)) to (4.25), we have that
M
(1)
∆D = B
2n
αn+1
{
exp
(
−α∆D(1)
)(
1 + α∆D(1)
)
+
(
1− exp
(
−α∆D(1)
)(
1 + α∆D(1)
))
×
[
1−
n∏
i=2
(
1− exp
(
−α∆D(i)
))]}
= B
2n
αn+1
[
exp
(
−α∆D(1)
)(
1 + α∆D(1)
) n∏
i=2
(
1− exp
(
−α∆D(i)
))
+
(
1−
n∏
i=2
(
1− exp
(
−α∆D(i)
)))]
. (4.27)
4.2. CONDITIONAL MEAN ESTIMATE ERROR BOUND 111
By repeating similar steps to (4.25) and (4.27) for the selected ∆D and for all i ∈ [1, n],
we have that
M
(i)
∆D = B
2n
αn+1
exp(−α∆D(i))(1 + α∆D(i)) n∏
j=1,j 6=i
(
1− exp
(
−α∆D(j)
))
+
1− n∏
j=1,j 6=i
(
1− exp
(
−α∆D(j)
)) . (4.28)
Noting that ∆D was selected to be non-negative which gives that B(Ψ,∆D) = ||M∆D||`1
is finite.
By repeating the steps (4.23)-(4.28) for all non-negative vector ∆D ∈ Rn≥0 shows that
B(Ψ,∆D) is finite for any ∆D ∈ Rn≥0. Importantly, from (4.28), we highlight B(Ψ,∆D)→
0 as ∆D approaches infinity. This implies that, for any selected RE > 0, we can find a
suitable non-negative vector ∆D such that RE ≥ B(Ψ,∆D). This establishes the lemma
statement. 
We will now establish that δ-feasible measurements, feasibly bounded measurements,
and the above conditions lead to sufficiently informative information state filters (i.e.
establishing conditions under which Definition 4.2 holds) using the result of Lemma 4.1.
Lemma 4.2. For a given set ΓY (δ,BY ), consider a state sequence x[0,T ] and a measure-
ment sequence y[1,T ] generated by the true system (4.1) (where y[1,T ] is δ-feasible on both the
true and approximating systems, and is feasibly bounded by BY ). Also consider the true in-
formation state filter σek|[1,k],σ0(·) and the approximating information state filter σhk|[1,k],σ0(·)
(some fixed h > 0). Assume that Assumption 4.1, Assumption 4.2, and Assumption 4.3
hold. Then the true and approximating information state filters are sufficiently informa-
tive on k ∈ [1, T ] (in the sense of Definition 4.2) with a scaled exponential density bound
Ψ(x − x¯k) = B exp
(−α ||x− x¯k||`1) where B > 0 is strictly increasing with increasing
BY and decreasing δ, α > 0 is a finite constant (independent of the measurement), and
x¯k ∈ Rn is a time-varying vector (obtained directly from the measurement).
Proof. For each k ∈ [1, T ], let us consider the true information state filter which is given
by
σek|[1,k],σ0(x) =
1
N ek
φw(yk − c(x))
φw(yk)
∫
Rn
φv(x− f(z))σek−1|[1,k−1],σ0(z)dz
≤ 1
δ
Bew exp (−αew||yk − c(x)||`1) ||φv(x− f(z))||∞||σek−1,[1,k−1],σ0(z)||1
≤ 1
δ
BevB
e
w exp (−αew||yk − c(x)||`1) . (4.29)
In the 2nd step, we have used the property of δ-feasible measurements that N ekφw(yk) ≥ δ.
We have also applied Assumption 4.1.C and Ho¨lder’s inequality [181, p. 242]. The 3rd step
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follows from Assumption 4.1.B and that σek−1,[1,k−1],σ0(·) ∈ L¯1(Rn) (i.e. having L1-norm
of 1).
Then we note, for all x ∈ Rn, that
||yk − c(x)||`1 = ||c(x)− yk||`1
=
∣∣∣∣∣∣c(x)− c((ch)−1(yk))+ c((ch)−1(yk))− ch ((ch)−1(yk))∣∣∣∣∣∣
`1
≥
∣∣∣∣∣∣c(x)− c((ch)−1(yk))∣∣∣∣∣∣
`1
−
∣∣∣∣∣∣c((ch)−1(yk))− ch ((ch)−1(yk))∣∣∣∣∣∣
`1
≥ CeL
∣∣∣∣∣∣x− (ch)−1(yk)∣∣∣∣∣∣
`1
−
(
C
∣∣∣∣∣∣(ch)−1(yk)∣∣∣∣∣∣
`1
+ δc
)
(4.30)
In the 2nd step, we have used Assumption 4.1.A that the inverse c−1(·) exists and we have
used a basic property of an inverse function that c(c−1(y)) = y. We also added two terms
which cancel out in this step. The 3rd step follows from triangle inequality of normed
vectors [188, p. 22]. The last step follows from Property (4.13) of Assumption 4.1.A and
Assumption 4.3.
Now note from Assumption 4.2.A that, because the approximating measurement model
ch(·) is continuous with respect to x and bijective, its inverse (ch)−1(y) is also continuous
with respect to y and bijective. These properties give that (ch)−1(y) is differentiable with
respect to y with finite non-zero derivatives. That is, we can write that
C¯hL||y − z||`1 ≤ ||(ch)−1(y)− (ch)−1(z)||`1 ≤ C¯hU ||y − z||`1
for all y, z ∈ Rm, where C¯hL, C¯hU > 0 are finite constants. Importantly, this implies that the
function (ch)−1(y) is bounded whenever y is bounded. Then we note from the property of
ΓY (δ,BY ) that the measurement yk is feasibly bounded by BY . Hence, we can write∣∣∣∣∣∣(ch)−1(yk)∣∣∣∣∣∣
`1
≤ Ĉ(BY ) (4.31)
for all ω ∈ ΓY (δ,BY ) and all yk ∈ Rm with ||yk||`1 ≤ BY , where Ĉ(BY ) > 0 is a finite
constant.
Applying (4.31) to (4.30), we have that
||yk − c(x)||`1 ≥ CeL
∣∣∣∣∣∣x− (ch)−1(yk)∣∣∣∣∣∣
`1
−
(
CĈ(BY ) + δc
)
(4.32)
Now note that exp(−a) < exp(−b) if a > b for any a, b ∈ R. Then, by substituting
(4.32) into (4.29), we have that
σek|[1,k],σ0(x) ≤
1
δ
BevB
e
w exp
(
−αew
(
CeL
∣∣∣∣∣∣x− (ch)−1(yk)∣∣∣∣∣∣
`1
−
(
CĈ(BY ) + δc
)))
=
1
δ
BevB
e
w exp
(
−αewCeL
∣∣∣∣∣∣x− (ch)−1(yk)∣∣∣∣∣∣
`1
+ αew
(
CĈ(BY ) + δc
))
=
1
δ
BevB
e
w exp
(
αew
(
CĈ(BY ) + δc
))
exp
(
−αewCeL
∣∣∣∣∣∣x− (ch)−1(yk)∣∣∣∣∣∣
`1
)
(4.33)
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for all σ0 ∈M e(Rn) and all k ∈ [1, T ].
Similarly, for the given set ΓY (δ,BY ) using Assumptions 4.2, we have that
σh
k|[1,k],σh0 (x) =
1
Nhk
φhw(yk − ch(x))
φhw(yk)
∫
Rn
φhv(x− fh(z))σhk−1|[1,k−1],σh0 (z)dz
≤ 1
δ
Bhw exp
(
−αhw||yk − ch(x)||`1
)
||φhv(x− fh(z))||∞||σhk−1,[1,k−1],σh0 (z)||1
≤ 1
δ
BhvB
h
w exp
(
−αhw
∣∣∣∣∣∣ch(x)− ch ((ch)−1(yk))∣∣∣∣∣∣
`1
)
≤ 1
δ
BhvB
h
w exp
(
−αhwChL
∣∣∣∣∣∣x− (ch)−1(yk)∣∣∣∣∣∣
`1
)
. (4.34)
for all σh0 ∈Mh(Rn).
From (4.33) and (4.34), we have that (4.10) and (4.11) hold with
Ψ(x− x¯k) = B exp (−α||x− x¯k||`1)
where B = (1/δ) max
(
BevB
e
w exp
(
αew(CĈ(BY ) + δc)
)
, BhvB
h
w
)
, α = min
(
αewC
e
L, α
h
wC
h
L
)
,
and x¯k = (c
h)−1(yk).
For the above over-bound function Ψ(·), we can apply Lemma 4.1 to show that, for
any selected RE > 0, there exists a finite non-negative vector ∆D ∈ Rn≥0 such that
RE ≥ B(Ψ,∆D). This establishes the lemma statement. 
This lemma shows that when the true and approximating models are sufficiently infor-
mative, the measurement models are consistent, and the measurement sequence is feasible,
then the true and approximating information state filters are also sufficiently informative
in the sense that their tails decrease fast enough. However, the over-bound function Ψ(·)
obtained from Lemma 4.2 may be conservative in many situations, especially when the
process noise densities, φv(·) and φhv(·), are highly concentrated over a small region of Rn
(in a distribution sense) and when the measurement noise densities, φw(·) and φhw(·), have
tails that descrease faster than an exponential density (such as tails of a Gaussian density).
It is stressed that even though the bound may be conservative, the importance of Lemma
4.2 is in establishing that the required sufficiently informative condition on information
state filters (Definition 4.2) holds. Moreover, as Definition 4.2 is the condition required in
Theorem 4.1, the proof of Lemma 4.2 will not be directly used in the proof of the theorem.
Remark 4.6. Lemma 4.2 establishes that the true and approximating information states
are over-bounded by Ψ(x−x¯k) = B exp
(−α ||x− x¯k||`1). However, other types of the over-
bound function Ψ(·) are possible. Moreover, we highlight that the proof technique of Lemma
4.2 can be used as a basis to obtain another (perhaps tighter) over-bound function Ψ(·) by
considering an alternative bound on the measurement noise density. For example, a scaled
Gaussian density type function might provide a tighter bound when the measurement noise
has Gaussian density.
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Remark 4.7. For the over-bound function Ψ(x) = B exp(−α||x||`1) obtained in Lemma
4.2, we note that, for any selected RE, the width ∆D increases with the increasing B and
hence increasing BY . This dependency of ∆D on BY term will be important in the later
error bound result.
In the next subsection, we will show that when the information state filters are suf-
ficiently informative and the error between the information states is bounded, the error
between their corresponding conditional mean estimators is also bounded.
4.2.2 Conditional Mean Estimate Error Bound
The following result will establish a performance bound for approximating conditional
mean estimates involving bounds from both the concentrated part and the tail part of
the informaion states as shown in Figure 4.3. The bound from the concentrated part is
essentially obtained from the previously established result on approximating information
state filters whilst the bound from the tail part is obtained from the additional sufficiently
informative property.
Figure 4.3: Development of the bound on approximating conditional mean estimate error
Theorem 4.1. (Bound on approximating conditional mean estimate error) On a given
set Γ¯ ⊆ Γ (for the Γ that appears in Definition 4.1) and time interval k ∈ [0, T ], consider a
state sequence x[0,T ] and a measurement sequence y[1,T ] generated by the true system (4.1).
Also consider an approximating information state filter σhk|[1,k],σ0(·). For the set Γ¯ and the
finite time interval k ∈ [1, T ], assume that the error between the true and approximating
information state filters is β-asymptotically bounded (in the sense of Definition 4.1) and
that the true and approximating information state filters are sufficiently informative (in
the sense of Definition 4.2 that may be established using Lemma 4.2). Then the error
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in conditional mean estimates introduced by the approximating filter is bounded, for all
k ∈ [1, T ], all σ0 ∈M e(Rn), all σh0 ∈Mh(Rn) and all ω ∈ Γ¯, in the sense that∣∣∣∣∣∣xˆek|[1,k],σ0 − xˆhk|[1,k],σh0 ∣∣∣∣∣∣`1 ≤ ||∆D||`1 β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, k
)
+Rm (4.35)
where Rm = infRE>0 ||∆D||`1 RB +RE (noting that ∆D also depends on RE).
Proof. First note that Γ¯ ⊆ Γ and hence the error between the true and approximating
information state filters is also β-asymptotically bounded (in the sense of Definition 4.1)
for all ω ∈ Γ¯ and k ∈ [1, T ] considered in this theorem.
Then let us define two modified information states σ˜ek(x) , σek|[1,k],σ0(x + x¯k) and
σ˜hk (x) , σhk|[1,k],σh0 (x+ x¯k).
Now let us select any RE > 0. For this selected RE , using Definition 4.2 and the
modified information states, we have that
σ˜ek(x) ≤ Ψ(x) and (4.36)
σ˜hk (x) ≤ Ψ(x), (4.37)
and that there exists a finite non-negative ∆D ∈ Rn≥0 such that RE ≥ B(Ψ,∆D).
Using the selected RE , the associated width ∆D, the corresponding region of state
space St(∆D), and the modified information states, we can write∣∣∣∣∣∣xˆek|[1,k],σ0 − xˆhk|[1,k],σh0 ∣∣∣∣∣∣`1
=
∣∣∣∣∣∣(xˆek|[1,k],σ0 − x¯k)− (xˆhk|[1,k],σh0 − x¯k)∣∣∣∣∣∣`1
=
∣∣∣∣∣∣∣∣∫
Rn
(x− x¯k)
(
σek|[1,k],σ0(x)− σhk|[1,k],σh0 (x)
)
dx
∣∣∣∣∣∣∣∣
`1
=
∣∣∣∣∣∣∣∣∫
Rn
x
(
σ˜ek(x)− σ˜hk (x)
)
dx
∣∣∣∣∣∣∣∣
`1
=
∣∣∣∣∣
∣∣∣∣∣
∫
x/∈St(∆D)
x
(
σ˜ek(x)− σ˜hk (x)
)
dx+
∫
x∈St(∆D)
x
(
σ˜ek(x)− σ˜hk (x)
)
dx
∣∣∣∣∣
∣∣∣∣∣
`1
≤
∣∣∣∣∣
∣∣∣∣∣
∫
x/∈St(∆D)
∣∣∣x(σ˜ek(x)− σ˜hk (x))∣∣∣ dx
∣∣∣∣∣
∣∣∣∣∣
`1
+
∣∣∣∣∣
∣∣∣∣∣
∫
x∈St(∆D)
∣∣∣x(σ˜ek(x)− σ˜hk (x))∣∣∣ dx
∣∣∣∣∣
∣∣∣∣∣
`1
(4.38)
for all σek ∈ M e(Rn), all σh0 ∈ Mh(Rn), all ω ∈ Γ¯ and all k ∈ [1, T ], where we have used
Minkowski’s inequality [181, p. 242], the definition of L1 norm, and a property of absolute
value of integral [181, p. 207] in the last step.
Now we note, for the 1st term in (4.38), that∣∣∣∣∣
∣∣∣∣∣
∫
x/∈St(∆D)
∣∣∣x(σ˜ek(x)− σ˜hk (x))∣∣∣ dx
∣∣∣∣∣
∣∣∣∣∣
`1
≤
∣∣∣∣∣∣∣∣xmax ∫
Rn
∣∣∣σ˜ek(x)− σ˜hk (x)∣∣∣ dx∣∣∣∣∣∣∣∣
`1
= ||∆D||`1
∣∣∣∣∣∣σ˜ek(x)− σ˜hk (x)∣∣∣∣∣∣
1
= ||∆D||`1
∣∣∣∣∣∣σek|[1,k],σ0(x)− σhk|[1,k],σh0 (x)∣∣∣∣∣∣1
≤ ||∆D||`1
[
β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, k
)
+RB
]
(4.39)
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where xmax = supx/∈St(∆D) |x|. Here, the 2nd step follows from the definition of St(∆D).
The 3rd step follows from the definition of L1 norm and that the modified information
states are shifted versions of the information states. Finally, we have used Definition 4.1
in the last step.
Then we note from (4.36) and (4.37) for all x ∈ Rn that∣∣∣σ˜ek(x)− σ˜hk (x)∣∣∣ ≤ Ψ(x). (4.40)
From Property (4.12) of Definition 4.2 and (4.40), the 2nd term in (4.38) can be written
as ∣∣∣∣∣
∣∣∣∣∣
∫
St(∆D)
∣∣∣x(σ˜ek(x)− σ˜hk (x))∣∣∣ dx
∣∣∣∣∣
∣∣∣∣∣
`1
≤
∣∣∣∣∣
∣∣∣∣∣
∫
St(∆D)
|x|Ψ(x)dx
∣∣∣∣∣
∣∣∣∣∣
`1
= B(Ψ,∆D) ≤ RE . (4.41)
By substituting (4.39) and (4.41) into (4.38), we have that∣∣∣∣∣∣xˆek|[1,k],σ0 − xˆhk|[1,k],σh0 ∣∣∣∣∣∣`1 ≤ ||∆D||`1 β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, k
)
+ ||∆D||`1 RB +RE
= ||∆D||`1 β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, k
)
+R(RE) (4.42)
Then note that (4.42) holds for any RE > 0 and hence, RE can be selected such that
R(RE) = infRE>0 ||∆D||`1 RB + RE (where we note that ∆D also depends on RE). The
theorem statement then follows by setting Rm = R(RE). 
Remark 4.8. We highlight that the set Γ¯ considered in this theorem would be ΓY (δ,BY )
introduced in Section 4.2.3 if the sufficiently informative information state property has
been obtained by Lemma 4.2.
This theorem shows that, under some mild conditions, the error introduced by an
approximating conditional mean estimator can be over-bounded by a finite constant. The
nature of this error bound (in particular the Rm term) may be helpful in the design of filter
approximations to achieve a small estimation error (for example, minimising RB might be
a good design strategy). This design strategy has been successfully used (together with
the results of Chapter 3) in a design of HMM filter, see [21]. We highlight that this design
strategy will also be considered in Chapter 5 of this thesis.
One other key observation is that, when the sufficiently informative condition on infor-
mation state filters is obtained by Lemma 4.2, the width ∆D increases with the increasing
BY (for any selected RE) as noted in Remark 4.7. This dependency of the ∆D term on
the BY term shows the manner in which the error bound Rm grows as the allowed mea-
surement bound increases. This observation does not necessarily assist design processes,
but may highlight a fundamental performance issue.
In the next two subsections, we will present a method to construct the above established
result in practice.
4.2. CONDITIONAL MEAN ESTIMATE ERROR BOUND 117
4.2.3 Method to Construct Conditional Mean Estimate
Error Bound for Approximating Filters (Theorem
4.1)
In practice, the results given in this section can be used to construct the established error
bound on approximating conditional mean estimates. One way to use our results is to
proceed with the following steps:
1. Establish the asymptotic bounded error of an approximating information state filter
(as described by Definition 4.1), see Chapter 3.
2. Establish the sufficiently informative information state filters (as described by Defi-
nition 4.2). If this condition is not established some other way, it can be established
through Lemma 4.2 using the following steps:
(a) For a given set ΓY (δ,BY ), determine the value of BY which bounds the size of
the measurements.
(b) Obtain the conditions on the measurement models and noise processes (as de-
scribed by Assumption 4.1, Assumption 4.2, and Assumption 4.3).
(c) For a given measurement sequence y[1,T ] (satisfying the conditions imposed by
ΓY (δ,BY )), estimate the value of δ for the δ-feasible measurement sequence
property (see the following subsection).
(d) Apply Lemma 4.2 to obtain the sufficiently informative information state filters.
3. Apply Theorem 4.1 to obtain the error bound on the approximating conditional
mean estimates.
4.2.4 Estimation of δ for the δ-Feasibility Property used in
Lemma 4.2
Our sufficiently informative filters result (Lemma 4.2) requires that the measurement
sequence is δ-feasible on both the true and approximating models as described in Section
4.2.1. Unfortunately, in practice, the true filter is unavailable and hence, the quantity δ
can only be inferred from the approximating filter. Note from our well-posed assumption
(4.7) that E[δhk ] ≤ E[δek] P − a.s. for all k > 0. For this reason, we propose that δ
can approximately be under-bounded by δˆ = min`∈[1,k] δh` (which can be determined from
outputs of the approximating filter).
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4.2.5 Examples
In this section, we will illustrate our main error bound result of an approximating condi-
tional mean estimator (Theorem 4.1) in three examples:
1. A mismatched Kalman filter example (involving stable scalar linear-Gaussian sys-
tems) illustrating an error bound obtained using the over-bound function Ψ(·) pro-
vided by Lemma 4.2.
2. A mismatched Kalman filter example illustrating the role of Ψ(·) by comparing an
error bound obtained using a different over-bound function Ψ(·) with an error bound
obtained using the over-bound function provided by Lemma 4.2.
3. An example involving marginally stable linear-Gaussian systems illustrating the ap-
plication of our result in the situation where system states are growing.
We will now present these examples.
Example 1: Mismatched Kalman Filtering Problem, Stable Scalar
Example (Theorem 4.1)
We first consider a mismatched Kalman filter example (similar to that examined in Chapter
3). For k = [1, T ], consider a true and an approximating systems of the form
xk = axk−1 + vk
yk = cxk + wk (4.43)
where vk and wk are zero-mean Gaussian noises, and T = 100. Consider a true system
with ae = 0.95, ce = 1, and process and measurement noises with covariances Qe = 0.5 and
Re = 0.1, respectively. Also consider an approximating system with ah = 0.99, ch = 1,
and process and measurement noises with covariances Qh = 1.2Qe and Rh = 1.2Re,
respectively.
Now let us consider a set ΓY (δ,BY ) = {ω : |yk| ≤ 10 for all k ∈ [1, T ]}. Moreover, we
will consider support sets Ge(R) and Gh(R) which consist of Gaussian densities with means
between −10 and 10. In this example, because Ge(R) = Gh(R), we can select the identity
projection operator pih(σ) = σ for all σ ∈ Ge(R). We will also consider initial condition
sets M e(R) = Ge(Rn) and Mh(Rn) = Gh(R). We will now construct the established error
bound on conditional mean estimates using the steps previously presented in Section 4.2.3.
Step 1: Using the results of Chapter 3, for the set ΓY (δ,BY ) and these true and approx-
imating models, it can be shown (in the same manner as Example 1 of Chapter 3) that
the error between the true and approximating information state filters is asymptotically
bounded in the sense of Definition 4.1 with β(s, t) = min{2, 10 exp(−0.7t)}, for all s ≥ 0,
and RB = 0.3876.
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Step 2: Here, we intend to use Lemma 4.2 to establish the sufficiently informative
information states property, so we proceed to Step 2a.
Step 2a: For the set ΓY (δ,BY ), we note that the measurement sequence is feasibly
bounded by BY = 10.
Step 2b: First we note that the true measurement model c(x) = x is continuous with
respect to x and bijective. Thus, Assumption 4.1.A holds with CeL = 1, C
e
U = 1, and the
inverse function c−1(y) = y, for all y ∈ R.
Now for the considered true system, the true process noise vk is a zero-mean Gaussian
noise with covariances Qe and hence, the process noise density φv(·) is given by
φv(x) = (2piQ
e)−1/2 exp
(
− 1
2Qe
x2
)
≤ (2piQe)−1/2 . (4.44)
From the above expression of φv(·), it can be seen that ||φv(·)||∞ = (2piQe)−1/2. Therefore,
Assumption 4.1.B holds with Bev = (2piQ
e)−1/2 = 0.564.
Similarly, the true measurement noise wk is a zero-mean Gaussian noise with covariance
Re and it can be shown that
φw(x) = (2piR
e)−1/2 exp
(
− 1
2Re
x2
)
≤ (2piRe)−1/2 exp
(
1
2Re
1
4
)
exp
(
− 1
2Re
|x|
)
(4.45)
for all x ∈ R. The above bound on the measurement noise density gives that Assumption
4.1.C holds with αew = 1/(2R
e) = 5 and Bew = (2piR
e)−1/2 exp (αew/4) = 4.403.
Likewise for the approximating system, it can be shown (using the same arguments as
the above for the true system) that Assumption 4.2.A holds with ChL = 1, C
h
U = 1, and
the inverse function (ch)−1(y) = y, for all y ∈ R. Moreover, Assumption 4.2.B holds with
Bhv =
(
2piQh
)−1/2
= 0.515, and Assumption 4.2.C holds with αhw = 1/(2R
h) = 4.167 and
Bhw =
(
2piRh
)−1/2
exp
(
αhw/4
)
= 3.264.
Furthermore, because the true and approximating measurement models are the same,
Assumption 4.3 holds with C = 0 and δc = 0.
Step 2c: We will now determine an estimated value of δ for the δ-feasible property of
the set Γ(δ,BY ) using the method presented in Section 4.2.4. For the set ΓY (δ,BY ), we
generate a measurement sequence y[1,T ] from the true model with x0 = 10. Thus, for the
initial approximating filter estimate xˆh0 = 8 and the corresponding initial filter covariance
Φh0 = 100, δ is estimated to be δˆ = 0.046 for the generated measurement sequence.
Step 2d: Using Assumption 4.1, Assumption 4.2, Assumption 4.3, Assumption 4.3, the
bound on measurement BY , and the estimated value of δ, Lemma 4.2 can be applied to
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show that the true and approximating information state filters are sufficiently informative
on k ∈ [1, T ] (in the sense of Definition 4.2) with Ψ(x − x¯k) = B exp (−α |x− x¯k|) where
α = 4.167, B = 53.8, and x¯k = yk.
Step 3: Using the conditions obtained above, Theorem 4.1 can be applied to provide an
estimated error bound of the approximating conditional mean estimator as described by
(4.35) with the estimated bound constant Rm = 0.667 (where the selected error from the
tails RE = 0.124 and corresponding width ∆D = 1.4). We highlight that this estimated
bound is tighter than that directly implied by our set ΓY (δ,BY ).
Moreover, we conducted a simulation study to illustrate the tightness of this bound
and the result is shown in Figure 4.4. In this study, we note that the largest value of the
simulated measurement noise maxk |wk| = 0.702. This suggests that our estimated bound
is also tighter than that directly implied by the size of the measurement noise.
Figure 4.4: Example 1: tightness of error bound
Example 2: Mismatched Kalman Filtering Problem, Stable Scalar
Example with Alternative Bound
We will now illustrate the impact of the choice of the over-bound function Ψ(·) that ap-
pears in Definition 4.2 by comparing the bound achieved in the last example with a bound
achieved when an alternative Ψ(·) is considered. Let us consider the true and approxi-
mating models presented in Example 1. We will also consider the same set ΓY (δ,BY ), the
same support sets, the same sets of initial conditions, and the same projection operator.
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We will now construct the established error bound on conditional mean estimates using
the steps presented in Section 4.2.3 with an alternative over-bound Ψ(·).
Step 1: As shown in Example 1, the error between the true and approximating infor-
mation state filters is asymptotically bounded in the sense of Definition 4.1 with β(s, t) =
min{2, 10 exp(−0.7t)}, for all s ≥ 0, and RB = 0.3876.
Step 2: Here, we will present an alternative over-bound function Ψ(·) to that obtained
in Example 1 using Lemma 4.2. As suggested in Remark 4.6, this alternative over-bound
function will be obtained using a similar development to the proof of Lemma 4.2. For this
purpose, we will proceed with a modified version of Step 2b (involving an alternative over-
bound on the measurement noise density) and a modified version of Step 2d (involving an
alternative over-bound function Ψ(·)).
Step 2a: For the set ΓY (δ,BY ), the measurement sequence is feasibly bounded by BY =
10.
Step 2b* (modification of Step 2b involving alternative bound on measurement
noise density): As shown in Example 1, for the considered true and approximating
models,
• Assumption 4.1.A holds with CeL = 1, CeU = 1, and the inverse function c−1(y) = y,
for all y ∈ R,
• Assumption 4.1.B holds with Bev = 0.564,
• Assumption 4.2.A holds with ChL = 1, ChU = 1, and the inverse function (ch)−1(y) =
y, for all y ∈ R,
• Assumption 4.2.B holds with Bhv = 0.515 and
• Assumption 4.3 holds with C = 0 and δc = 0.
Now, for the considered true system, the true measurement noise wk is a zero-mean
Gaussian noise with the density
φw(x) = (2piR
e)−1/2 exp
(
− 1
2Re
x2
)
(4.46)
for all x ∈ R, where Re is the measurement noise covariance. We will consider (4.46) as
the alternative “over-bound” on the measurement noise in this example. Similarly for the
considered approximating system, the approximating measurement noise density is given
by
φw(x) =
(
2piRh
)−1/2
exp
(
− 1
2Rh
x2
)
(4.47)
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for all x ∈ R. We stress that (4.46) and (4.47) replaces the bounds on measurement noise
densities that appear in Assumption 4.1.C and 4.2.C, respectively.
Step 2c: Using the simulation conducted in Example 1, we remind that the value of δ
for the set ΓY (δ,BY ) was estimated to be δˆ = 0.046.
Step 2d* (modification of Step 2d involving alternative over-bound function
Ψ(·)): By following similar steps to the proof of Lemma 4.2 using Assumptions 4.1.A,
Assumption 4.1.B, Assumption 4.3 (with C = 0 and δc = 0), and the alternative (well
matched) over-bound on the measurement noise density (4.46), it can be shown that
σek|[1,k],σ0 ≤
1
δ
BevB¯
e
w exp
(
−αew(CeL)2
(
x− (ch)−1(yk)
)2)
(4.48)
where B¯ew = (2piR
e)−1/2 = 1.262.
Likewise for the approximating information states, using Assumption 4.2.A, Assump-
tion 4.2.B, and the alternative (well-matched) over-bound on the measurement noise den-
sity (4.47), it can be shown that
σh
k|[1,k],σh0 ≤
1
δ
Bhv B¯
h
w exp
(
−αhw(ChL)2
(
x− ch−1(yk)
)2)
(4.49)
where B¯hw =
(
2piRh
)−1/2
= 1.152.
Hence, Properties (4.10) and (4.11) hold with Ψ(x− x¯k) = B exp(−α(x− x¯k)2) where
B = (1/δ) max(BevB¯
e
w, B
h
v B¯
h
w) = 15.414, α = min(α
e
w(C
e
L)
2, αhw(C
h
L)
2) = 4.167, and x¯k =
ch
−1
(yk). Moreover, for the above over-bound function Ψ(·), it can be shown that the
measure of the lightness of tails is given by
B(Ψ,∆D) =
B
α
exp
(−α∆D2) (4.50)
for any finite width ∆D > 0. By following the arguments of Lemma 4.2 using the above
over-bound function, it can be seen that the true and approximating information state
filters are sufficiently informative on k ∈ [1, T ] (in the sense of Definition 4.2).
For Step 3 Using the conditions obtained above, Theorem 4.1 can be applied to provide
an estimated error bound of the approximating conditional mean estimators as described
by (4.35) with the estimated bound constant Rm = 0.445 (where the selected error from
the tails RE = 0.057 and corresponding width ∆D = 1). This alternative estimated error
bound is illustrated by the blue dashed line in Figure 4.5. For comparison purposes, the
estimated error bound obtained in Example 1 is also illustrated by the black dashed line
in Figure 4.5. Importantly, this smaller alternative error bound suggests that a tighter
result can be obtained when the over-bound function Ψ(·) is well matched to the noise
statistics of the true and approximating systems.
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Figure 4.5: Example 2: comparison of the alternative error bound obtained in Example 2 with
that obtained in Example 1 using Lemma 4.2
Example 3: Mismatched Kalman Filtering Problem, Marginally Stable
Vector Example (Theorem 4.1)
In the previous examples, we have illustrated the application of our result in filtering prob-
lems involving stable system dynamics. That is, the system states and the corresponding
measurements do not grow with time. Hence, the true system states are concentrated over
a small region of state space. However, in this example, we will illustrate the application
of our result in a filtering problem involving marginally stable dynamics. That is, the
true system states are moving around the state space resulting in a large bound on the
corresponding measurements.
For k ∈ [1, T ], we now consider a 2D (horizontal) aircraft target tracking problem
described by a state process xk = [x
c
k, x˙
c
k, y
c
k, y˙
c
k] (that is, the state dimension n = 4) with
the dynamics
xk = F
ωsxk−1 + vk
yk = H
exk + wk (4.51)
where T = 5000 and Fωs is the coordinated turn model given by
Fωs =

1 sin(ωsTs)ωs 0 −
1−cos(ωsTs)
ωs
0 cos(ωsTs) 0 − sin(ωsTs)
0 1−cos(ωsTs)ωs 1
sin(ωsTs)
ωs
0 sin(ωsTs) 0 cos(ωsTs)
 . (4.52)
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Here, ωs = 1
◦/s is the aircraft turn rate and Ts = 0.05s is the sampling period. Further, the
measurement model He = I4, and the noise processes vk and wk are zero-mean Gaussian
noises with covariances Qe = I4 and R
e = I4, respectively, where IN denotes a N × N
identity matrix.
Here, we assume that the true system is approximated by the following model of xk
and yk:
xk = F
hxk−1 + vhk
yk = H
hxk + w
h
k (4.53)
where F h is the straight flight model given by
F h =

1 Ts 0 0
0 1 0 0
0 0 1 Ts
0 0 0 1
 (4.54)
and Hh = I4. Similarly, we assume that the noise processes v
h
k and w
h
k are zero-mean
Gaussian noises with covariances Qh = 1.1Qe and Re = 1.1Re, respectively.
Now let us consider a set ΓY (δ,BY ) = {ω : |yk| ≤ [20, 0.2, 20, 0.2]′ × 103, |vk| ≤
[5, 5, 5, 5]′ and |wk| ≤ [5, 5, 5, 5]′ for all k ∈ [1, T ]}. Moreover, we will consider support
sets Ge(R) and Gh(R) which consist of Gaussian densities with n×n positive semi-definite
covariance matrices where each element of the matrix is between ±100. In this example,
because Ge(R) = Gh(R), we can select the identity projection operator pih(σ) = σ for
all σ ∈ Ge(R). Additionally, we will consider the sets of initial conditions M e(Rn) and
Mh(Rn) consisting of Gaussian densities with the means between ±[1000, 60, 1000, 60]′ and
with n× n positive semi-definite covariance matrices where each element of the matrix is
between ±100. We will now construct the established error bound on conditional mean
estimates using the steps presented in Section 4.2.3.
Step 1: In the following, the asymptotic error bound on the approximating information
state filter will be obtained in a similar manner to Example 1 of Chapter 3 (with some slight
modifications). That is, we first remind that the Kalman filter recursion for covariance can
be determined independent of the measurement and solved immediately. Now let xˆek and
xˆhk denote the true and approximating conditional mean estimates at time k, respectively,
and let Kek and K
h
k denote the corresponding Kalman filter gains. For the chosen set
ΓY (δ,BY ), using standard Kalman filter recursions (2.16)-(2.20), the difference between
the true and approximating conditional mean estimates ∆xˆk = xˆ
e
k − xˆhk can be bounded
by
|∆xˆk| ≤ |Aek| |∆xˆk−1|+
∣∣∣Aek −Ahk∣∣∣Bhk−1 + ∣∣∣(Kek −Khk )∣∣∣ |HeBxk +Bw| (4.55)
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where Aek = F
ωs − KekHeFωs and Ahk = F h − KhkHhF h. Here, Bhk = |Ahk |Bhk−1 +
Khk |HeBxk + Bw| is the bound on the worst approximating conditional mean estimate
and Bxk = F
ωsBxk−1 + Bv is the bound on the worst system state where Bv = [5, 5, 5, 5]
′
and Bw = [5, 5, 5, 5]
′ are the bounds on the sizes of the process noise vk and the mea-
surement noise wk given by the considered set ΓY (δ,BY ), respectively. Also, note that
Bx0 = [1000, 60, 1000, 60]
′ and Bh0 = [1000, 60, 1000, 60]′ are given by the chosen sets of
initial conditions M e(Rn) and Mh(Rn), respectively.
Then by following the steps in Example 1 of Chapter 3 using the filter covariance
information and the bound on the difference between the means provided above, it can
be shown that, for the set ΓY (δ,BY ), the error between the true and approximating
information state filters is asymptotically bounded in the sense of Definition 4.1 with
β(s, t) = min{2, 2 exp(−0.86(t− 9)}, for all s ≥ 0, where RB = 0.306.
Step 2: Here, we will present an alternative over-bound function Ψ(·) (similar to that
obtained in Example 2) which is well-matched to the measurement noise statistics. As
suggested in Remark 4.6, this alternative over-bound function will be obtained using a
similar development to the proof of Lemma 4.2. For this purpose, we will again proceed
with a modified version of Step 2b (involving an alternative over-bound on the measure-
ment noise density) and a modified version of Step 2d (involving an alternative over-bound
function Ψ(·)).
Step 2a: For the set ΓY (δ,BY ), the measurement sequence is feasibly bounded by BY =
40.4× 103.
Step 2b* (modification of Step 2b involving alternative bound on measure-
ment noise density): First we note that the true measurement model c(x) = Hex is
continuous with respect to x and bijective. Thus, Assumption 4.1.A holds with CeL = 1,
CeU = 1, and the inverse function c
−1(y) = y, for all y ∈ R.
Now for the considered true system, the true process noise vk is a zero-mean Gaussian
noise with covariances Qe and hence, the process noise density φv(·) is given by
φv(x) = det (2piQ
e)−1/2 exp
(
− 1
2Qe
x2
)
≤ det (2piQe)−1/2 . (4.56)
where det(·) denotes the determinant operation; see [4, pp. 21-22]. From the above
expression of φv(·), it can be seen that ||φv(·)||∞ = det (2piQe)−1/2. Therefore, Assumption
4.1.B holds with Bev = det (2piQ
e)−1/2 = 0.025.
Similarly, the true measurement noise wk is a zero-mean Gaussian noise with a diagonal
covariance matrix Re (elements outside the main diagonal are zeros) and it can be shown
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that
φw(x) = det (2piR
e)−1/2 exp
(
−1
2
x′(Re)−1x
)
= B¯ew exp
(
−1
2
n∑
i=1
Re(i,i)(x(i))2
)
= B¯ew exp
(
− 1
2r¯e
x′x
)
(4.57)
for all x ∈ R, where (Re)(i,j) denotes the ijth element of matrix Re and
r¯e = maxi∈[1,n](Re)(i,i) is the biggest diagonal element of the covariance matrix Re. Here,
B¯ew = det (2piR
e)−1/2 = 0.025.
Likewise for the approximating system, it can be shown (using the same arguments
as above for the true system) that Assumption 4.2.A holds with ChL = 1, C
h
U = 1, and
the inverse function (ch)−1(y) = y, for all y ∈ R, and Assumption 4.2.B holds with
Bhv = det
(
2piQh
)−1/2
= 0.021. Moreover, the approximating measurement noise density
is given by
φhw(x) = B¯
h
w exp
(
− 1
2r¯h
x′x
)
(4.58)
for all x ∈ R, where r¯h = maxi∈[1,n](Rh)(i,i) is the biggest diagonal element of the covari-
ance matrix Rh and B¯hw = det
(
2piRh
)−1/2
= 0.021.
Furthermore, because the true and approximating measurement models are the same
functions, Assumption 4.3 holds with C = 0 and δc = 0.
Step 2c: We will now determine an estimated value of δ for the δ-feasible property of
the set Γ(δ,By) using the method presented in Section 4.2.4. For the set ΓY (δ,BY ), we
generate a measurement sequence y[1,T ] from the true model with x0 = [100, 50,−50, 0]′.
Thus, for the initial approximating filter estimate xˆh0 = x0 and the corresponding initial
filter covariance Φh0 = 100I4, δ is estimated to be δˆ = 4.305 × 10−8 for the generated
measurement sequence.
Step 2d* (modification of Step 2d involving alternative over-bound function
Ψ(·)): By following similar steps to the proof of Lemma 4.2 using Assumptions 4.1.A,
Assumption 4.1.B, Assumption 4.3 (with C = 0 and δc = 0), and the alternative (well-
matched) over-bound on the measurement noise density (4.57), it can be shown that
σek|[1,k],σ0 ≤
1
δ
BevB¯
e
w exp
(
−αew(CeL)2
(
x− ch−1(yk)
)′ (
x− ch−1(yk)
))
. (4.59)
Likewise for the approximating information states, using Assumption 4.2.A, Assump-
tion 4.2.B, and the alternative (well matched) over-bound on the measurement noise den-
sity (4.58), it can be shown that
σh
k|[1,k],σh0 ≤
1
δ
Bhv B¯
h
w exp
(
−αhw(ChL)2
(
x− ch−1(yk)
)′ (
x− ch−1(yk)
))
. (4.60)
4.2. CONDITIONAL MEAN ESTIMATE ERROR BOUND 127
Hence, Properties (4.10) and (4.11) hold with Ψ(x− x¯k) = B exp(−α(x− x¯k)′(x− x¯k))
where B = (1/δ) max(BevB¯
e
w, B
h
v B¯
h
w) = 1.49 × 103, α = min(αew(CeL)2, αhw(ChL)2) = 0.455,
and x¯k = c
h−1(yk).
To obtain the measure of the lightness of tails B(Ψ,∆) for the above over-bound
function, let us consider the width ∆D ∈ Rn≥0 with elements ∆D(i) = ∆D for all i ∈ [1, n]
(i.e. all elements of ∆D are equal). Note that this ∆D is considered to simplify our
presentation and other non-negative vectors could also be considered here. Then for the
above over-bound function Ψ(·) and the considered ∆D, it can be shown that the measure
of the lightness of tails is given by
BΨ(∆D) =
nB
α
(√
pi
α
)3 [
exp(−α∆D2) +
(
1− exp(−α∆D2)
)[
exp(−α∆D2)
+ exp(−α∆D2)erf (√α(∆D))+ exp(−α∆D2) (erf (√α(∆D)))2 ]] (4.61)
where erf(·) is the standard error function (see [198, p. 887] for definition). By following the
arguments of Lemma 4.2 using the above over-bound function, the true and approximating
information state filters are sufficiently informative on k ∈ [1, T ] (in the sense of Definition
4.2).
Step 3: Using the conditions obtained above, Theorem 4.1 can be applied to provide an
estimated error bound of the approximating conditional mean estimators as described by
(4.35) with the estimated bound constant Rm = 7.599 (where the selected error from the
tails RE = 0.222 and corresponding width ∆D = [6.03, 6.03, 6.03, 6.03]
′).
Finally, we conducted a simulation study to illustrate the tightness of this bound and
the result is shown in Figure 4.6. Although the estimated error bound may not appear to
be tight, we highlight that this estimated bound is tighter than that directly implied by
our set ΓY (δ,BY ) (involving the bound on the size of measurement BY = 40.4× 104 and
the bound on the size of the measurement noise Bw = 20).
Summary of Examples
In this section, we presented three examples which illustrated the application of our error
bound result in mismatched Kalman filtering problems. Similar to Example 1 of Chapter
3, mismatched Kalman filters were examined because, to our knowledge, an error bound
on conditional mean estimates of mismatched Kalman filters has not been previously
established even though Kalman filters are widely used in practice. For this purpose,
in the first example, we presented an error bound on mismatched Kalman filters which
was obtaind by applying the results of Lemma 4.2 and Theorem 4.1 via the method
presented in Section 4.2.3. We then demonstrated in Example 2 that a tighter error
bound can be achieved when the over-bound function Ψ(·) (appearing in Definition 4.2)
was obtained using alternative over-bounds on noise densities that better match the actual
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Figure 4.6: Example 3: tightness of error bound.
noise statistics. This suggested that our established error bound depends largely on the
tightness of the over-bound function Ψ(·) on the actual information states. Furthermore,
in Example 3, we illustrated that our error bound result can be applied to marginally
stable systems where the system states grows with time (providing a large bound on
measurements).
We highlight that, in all three examples, the obtained estimated error bounds may
seem somewhat loose. However, it was illustrated in each of the examples that the ob-
tained error bound is tighter than that directly implied by the bounding conditions on
the measurement sequences (and measurement noises). We also note that some quanti-
ties required to obtain the error bounds were empirically determined in these examples
(similar to the examples of Chapter 3). Due to the bounding condition on the measure-
ments and empirical determination of some required bounds, the application of Theorem
4.1 is potentially difficult and complicated in practice, especially for systems involving
unbounded states and noises such as those considered in the examples. However, we note
that in problems involving bounded state space, such as HMM problems, the application
of Theorem 4.1 may be much simpler because the bounds on measurement and noise se-
quences are automatically implied by the bounded state space. Finally, it is noted that
the conditional mean estimate error bound result (Theorem 4.1) inherits the requirement
from the information state error bound result of Chapter 3 that we have access to optimal
conditional mean estimator for approximating system. We again highlight that a similar
information state error bound result will be presented in Chapter 5 for suboptimal filters
of approximating systems, and hence we expect a similar conditional mean estimate error
4.2. BOUND DEPENDENCY ON MEASUREMENT 129
bound result to hold for suboptimal filters.
4.3 Is the Error Bound Dependency on the Size
of Measurement Necessary?
In this section, we will consider a scalar example in which the approximation error has a
growth dependence on |yk| and hence illustrates that we should probably expect a growth
dependence on measurement to appear in estimation error bound results such as Theorem
4.1.
For this illustrative example, consider a scalar true linear-Gaussian system where
f(x) = Fx, c(x) = Cx, and the process and measurement noises are zero-mean Gaus-
sian noises with covariance Q and R, respectively. Moreover, let us also consider a scalar
approximating linear-Gaussian system where fh(x) = F hx, ch(x) = Chx, and the process
and measurement noises are zero-mean Gaussian noises with covariance Qh and Rh, respec-
tively. In the following result, we will use the shorthand |∆xˆhk | ,
∣∣∣xˆek|[1,k],σ0 − xˆhk|[1,k],σh0 ∣∣∣.
Proposition 4.1. Consider the above true and approximating scalar linear Gaussian sys-
tems with suitable initial estimates. Also consider a state sequence x[0,k] and a mea-
surement sequence y[1,k] generated by the true linear-Gaussian system. At any time k,
the scalar error between the true and approximating conditional mean estimates |∆xˆhk | is
under-bounded by the measurement |yk| in the sense that∣∣∣∆xˆhk∣∣∣+ |Ak| ∣∣∣∆xˆhk−1∣∣∣+ ∆Ak ∣∣∣xˆhk−1|[1,k−1],σh0 ∣∣∣ ≥ ∆Kk |yk| (4.62)
where ∆Kk =
∣∣Kk −Khk ∣∣ is the difference between Kalman filter gains (which is indepen-
dent of yk), Ak = F +KkCF , and ∆Ak =
∣∣(F −KkCF )− (F h −KhkChF h)∣∣.
Proof. We first note that the Kalman filter is the conditional mean filter for the described
linear-Gaussian systems. It then follows from standard Kalman filter recursions that
xˆek|[1,k],σ0 = (F −KkCF )xˆek−1|[1,k−1],σ0 +Kkyk (4.63)
xˆh
k|[1,k],σh0 = (F
h −KhkChF h)xˆhk−1|[1,k−1],σh0 +K
h
k yk (4.64)
where Kk and K
h
k are the associated Kalman gain terms.
Hence, it follows that∣∣∣∆xˆhk∣∣∣ = ∣∣∣(Kk −Khk )yk + (F −KkCF )xˆek−1|[1,k−1],σ0 − (F h −KhkChF h)xˆhk−1|[1,k−1],σh0 ∣∣∣
≥
∣∣∣(Kk −Khk )yk∣∣∣− ∣∣∣(F −KkCF )xˆek−1|[1,k−1],σ0 − (F h −KhkChF h)xˆhk−1|[1,k−1],σh0 ∣∣∣
= ∆Kk |yk| −
∣∣∣(F −KkCF )xˆek−1|[1,k−1],σ0 − (F h −KhkChF h)xˆhk−1|[1,k−1],σh0
+(F −KkCF )xˆhk−1|[1,k−1],σ0 − (F −KkCF )xˆhk−1|[1,k−1],σ0
∣∣∣
≥ ∆Kk |yk| − |F −KkCF |
∣∣∣∆xˆhk−1∣∣∣−∆Ak ∣∣∣xˆhk−1|[1,k−1],σ0∣∣∣ . (4.65)
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where ∆Kk =
∣∣Kk −Khk ∣∣ and ∆Ak = ∣∣(F −KkCF )− (F h −KhkChF h)∣∣. This establishes
the lemma statement. 
This proposition shows that if the filters are operating near steady state and a relatively
large measurement is received, then the filter estimates at the next step must diverge by an
amount that increases with the size of the new measurement. Due to the dependence on
measurement size, this simple example suggests that terms depending on the measurement
size are likely to be necessary in any result describing the error between different filters.
4.4 Practical Stability of Conditional Mean
Estimators
In this section, we will establish a stronger practical stability property for approximating
conditional mean estimators by extending the practical stability result for information
state filters established in Theorem 3.4 of the previous chapter. Let us now recall our
previously established practical stability of approximating information state filters with
respect to modelling errors (Theorem 3.4).
Definition 4.3. [Theorem 3.4](β-practical stability of a class of approximating informa-
tion state filters with respect to modelling errors) Consider a class of approximating infor-
mation state filters σhk|[1,k],σ0(·). For a given set Γ and projection operator pih(·), the class
of approximating information state filters is said to be β-practically stable with respect to
modelling errors if, for each R¯B > 0, there exists a H > 0 and a β(·, ·) ∈ K L such that,
for all h ∈ (0, H], all σ0 ∈ Ge(Rn), all σh0 ∈ Gh(Rn), all ω ∈ Γ, and all k ≥ 0, we have
that ∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1 ≤ β (∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣1 , k)+ R¯B. (4.66)
Now recall the definitions of the width quantity ∆D (a finite non-negative vector), its
corresponding state space region describing location of tails of information states St(∆D),
and the measure of lightness of tails B(Ψ,∆D) (defined on page 104). Similar to the pre-
vious section, the following practical stability result will be established using a sufficiently
informative class of information state filters which is defined as follows.
Assumption 4.4. (Sufficiently informative class of information state filters with over-
bound Ψ(·)) For a given set Γ¯ ∈ Γ, the true and the class of approximating information
state filters are sufficiently informative with Ψ(·) on k ∈ [1, T ] in the sense that, there exists
a H > 0 and Ψ(·) ∈ L1(Rn) such that, for all h ∈ (0, H], all k ∈ [1, T ], all σ0 ∈ M e(Rn),
all σh0 ∈Mh(Rn) and all ω ∈ Γ¯, the true and the class of approximating information states
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satisfy
σek|[1,k],σ0(x) ≤ Ψ(x− x¯k) (4.67)
σh
k|[1,k],σh0 (x) ≤ Ψ(x− x¯k) (4.68)
for all x ∈ Rn, where x¯k ∈ Rn is a time-varying location about which the bound on the two
information states is concentrated, and for each finite RE > 0, and there exists a finite
non-negative vector ∆D ∈ Rn≥0 such that for the over-bound Ψ(·), we have that
B(Ψ,∆D) ≤ RE . (4.69)
Remark 4.9. Note that the above assumption may be established in a similar manner to
Lemma 4.2 for a class of approximating information state filters.
The above sufficiently informative condition is a stronger version of the condition
described by Definition 4.2 because it requires the true information state and all approx-
imating information states (within the parameterised class) to be over-bounded by the
same function Ψ(·) with light tails. However, the condition is expected to hold in a num-
ber of situations such as those involving a class of linear-Gaussian systems or a class of
HMMs.
We will now present the main practical stability result for the class of approximating
conditional mean estimators.
Theorem 4.2. On a given set Γ¯ ⊆ Γ (for the Γ that appears in Definition 4.3), consider a
state sequence x[0,T ] and a measurement sequence y[1,T ] generated by the true system (4.1).
Also consider a class of approximating information state filters σhk|[1,k],σ0(·). Assume that
the class of approximating information state filters is β-practically stable with respect to
modelling errors (in the sense of Definition 4.3) and that Assumption 4.4 holds. Then for
each R¯m > 0, the class of approximating conditional mean estimators is practically stable
with respect to modelling errors in the sense that there exists a H > 0 such that, for all
h ∈ (0, H], all k ∈ [1, T ], all σ0 ∈M e(Rn), all σh0 ∈Mh(Rn) and all ω ∈ Γ¯, we have that∣∣∣∣∣∣xˆek|[1,k],σ0 − xˆhk|[1,k],σh0 ∣∣∣∣∣∣`1 ≤ β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, k
)
+ R¯m. (4.70)
Proof. First note that Γ¯ ⊆ Γ and hence the class of approximating information state filters
is also β-practically stable with respect to modelling errors (in the sense of Definition 4.3)
for all ω ∈ Γ¯ and all k ∈ [1, T ] considered in this theorem.
For the selected R¯m, let R
0
E be such that 2R
0
E ≤ R¯m (a small enough R0E always
exists because R¯m is chosen to be strictly greater than zero). Then from Assumption
4.4 for the chosen R0E , there exists a finite non-negative vector ∆D, a H
1 > 0, and an
over-bound Ψ(·) ∈ L1(Rn) such that (4.67) and (4.68) hold, for all h ∈ (0, H1], and that
R0E ≥ B(Ψ,∆D). For the obtained ∆D, let R0B be such that 2||∆D||`1R0B ≤ R¯m (a small
enough R0B always exists).
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Then from Definition 4.3 for the chosen R0B, there exists a H
2 > 0 and Ψ(·) ∈ L1(Rn)
such that ∣∣∣∣∣∣σek|[1,k],σ0(·)− σhk|[1,k],σh0 (·)∣∣∣∣∣∣1 ≤ β (∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣1 , k)+R0B (4.71)
for all h ∈ (0, H2], all σ0 ∈ Ge(Rn), all σh0 ∈ Gh(Rn), all ω ∈ Γ¯, and all k ∈ [1, T ].
Let us now define two modified information states σ˜ek(x) , σek|[1,k],σ0(x + x¯k) and
σ˜hk (x) , σhk|[1,k],σh0 (x + x¯k). From these definitions and Assumption 4.4, we have that
σ˜ek(x) ≤ Ψ(x) and σ˜hk (x) ≤ Ψ(x). Thus, it can be shown that∣∣∣σ˜ek(x)− σ˜hk (x)∣∣∣ ≤ Ψ(x) (4.72)
for all x ∈ Rn and all h ∈ (0, H1].
Let H = min(H1, H2). Then for each h ∈ (0, H], using (4.71), the condition that
R0E ≥ B(Ψ,∆D), the modified information states, and similar steps to (4.38)-(4.42) in the
proof of Theorem 4.1, we have that∣∣∣∣∣∣xˆek|[1,k],σ0 − xˆhk|[1,k],σh0 ∣∣∣∣∣∣`1 ≤ β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, k
)
+ ||∆D||`1 R0B +R0E (4.73)
where β(·, ·) , ||∆D||`1β(·, ·) ∈ K L .
The theorem statement then follows by noting that R0E and R
0
B were chosen such that
||∆D||`1R0B +R0E ≤ R¯m. 
Similar to the practical stability properties established in Chapter 3, the above practical
stability result shows that an approximating conditional mean estimator can be designed
to have any level of performance relative to the true conditional mean estimator when
the associated approximating information state filter is practically stable with respect
to modelling errors and the information state filters involved are sufficiently informative.
This practical stability concept is repeated in Figure 4.7.
Figure 4.7: Concept of the practical stability of approximating conditional mean estimator with
respect to modelling errors: the error between the true and approximating conditional mean esti-
mators approaches the set R¯m as time k grows when the initial error starts in the set Mx, and the
set R¯m can be chosen to be arbitrarily small.
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4.5 Output Feedback Controller Based on
Approximating Conditional Mean
Estimators
In this section, we will again examine the performance of an output feedback controller
designed on the basis of an approximating model that was considered in Section 3.4.
However, the results presented here are for an output feedback controller designed using
an approximating conditional mean estimator (rather than information state filter).
4.5.1 Controlled Dynamics
Let us now briefly repeat the control problem presented in Section 3.4. Consider an ab-
stract complete probability space (Ω,F , P ) and a nonlinear discrete-time system described
by a state process xk ∈ Rn and a measurement process yk ∈ Rm, for time-step k > 0,
xk = f(xk−1, uk−1) + vk
yk = c(xk) + wk (4.74)
where x0 has a priori distribution σ0, uk ∈ U ⊂ Rd, f(·) : Rn × Rd → Rn, and c(·) :
Rn → Rm. Here, vk ∈ Rn and wk ∈ Rm are sequences of i.i.d random variables with
densities φv(·) and φw(·), respectively. We will assume that vk, wk, and x0 are mutually
independent for all k.
For time step k > 0, we consider the controller designed on the basis of the following
class of approximating models of xk and yk parameterised by h > 0:
xk = f
h(xk−1, uk−1) + vhk
yk = c
h(xk) + w
h
k (4.75)
where x0 has a priori distribution σ
h
0 , uk ∈ U ⊂ Rd, fh(·) : Rn × Rd → Rn, and ch(·) :
Rn → Rm. Here, vhk ∈ Rn and whk ∈ Rm are i.i.d. random variables with densities φhv(·)
and φhw(·), respectively. The random variables vhk , whk , and x0 are assumed to be mutually
independent for all k.
4.5.2 Normalised Information State for Controlled System
Let us also recall the information state concepts for the controlled system presented in
Section 3.4. Recall the space L∞(Rn) and its dual L∞∗(Rn) which includes L1(Rn). We
also recall the L1 norm, the set L¯1(Rn), a normalised information state σek(·), and a
conditional mean estimate xˆek|[1,k],σ0 as previously defined in Section 3.1.2.
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Let us now repeat the important filtering recursions for the controlled system. For
the controlled system (4.74), the evolution of a normalised information state process σek is
given by
σek =
1
N ek
Σe(uk−1, yk)σek−1 (4.76)
for all k > 0, where σe0 ∈ L1(Rn) = σ0 and Σe : L∞∗(Rn)→ L∞∗(Rn) is the linear operator
defined as
Σe(u, y)σe(x) =
φw(y − c(x))
φw(y)
∫
Rn
φv(x− f(z, u))σe(z)dz. (4.77)
Here, N ek =
∣∣∣∣Σe(uk−1, yk)σek−1∣∣∣∣1 is the normalisation factor.
Also, recall the definition of a normalised approximating information state σhk (·) ∈
L¯1(Rn) defined in Section 3.1.2. We can also similarly define a linear operator Σh corre-
sponding to the approximating model (3.55) which describes the evolution of a normalised
approximating information state, and similarly define an approximating normalisation
constant Nhk . We also recall the definition of an approximating conditional mean estimate
xˆh
k|[1,k],σh0
.
4.5.3 Mean Estimate Feedback Controller
Similar to Section 3.4, we assume that the true system is under an output feedback control
solution designed on the basis of the approximating model (4.75). However, we are now
interested in the problem where control process uk is determinded using conditional mean
estimates rather than information states. For this purpose, we will define a control process,
uk, associated with an approximating conditional mean estimate, xˆ
h
k|[1,k],σh0
, as
uk = g
h
m
(
xˆh
k|[1,k],σh0
)
(4.78)
where ghm(·) : Rn → Rd is the control law designed using the approximating system (4.75).
For the remainder of this section, we will call this the approximating mean estimate feedback
controller and we will assume that this is always based on the approximating conditional
mean estimate xˆh
k|[1,k],σh0
.
Let us now repeat some helpful notation that was introduced in Section 3.4. First let
us recall the notation xem|[`,m]
(
x`−1, σ`−1,Σh, ghm, v[`,m], w[`,m]
)
which denotes the state of
the true system (4.74) at time m starting from x`−1 with the initial distribution σ`−1,
the approximating information state filter Σh(·) used to produce the conditional mean
estimate xˆhm|[`,m],σ`−1 , the approximating mean estimate feedback controller g
h
m(·) based
on the conditional mean estimate xˆhm|[`,m],σ`−1 , and the noise processes v[`,m] and w[`,m]
(these noise processes generate the measurement process y[`,m]). This notation highlights
that the output feedback controller designed on the approximating system (4.75) is used
for control of the true system model (4.74). In this section, we again examine the behaviour
of such a closed loop system.
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Similarly, recall the notation xhm|[`,m]
(
x`−1, σh`−1,Σ
h, ghm, v
h
[`,m], w
h
[`,m]
)
which denotes
the state of the approximating system (4.75) at time m starting from x`−1 with the initial
distribution σh`−1, the approximating information state filter Σ
h(·) used to produce the
conditional mean estimate xˆhm|[`,m],σ`−1 , the approximating mean estimate feedback con-
troller ghm(·) based on the conditional mean estimate xˆhm|[`,m],σ`−1 , and the approximating
noise processes vh[`,m] and w
h
[`,m].
Similar to Section 3.4, we highlight that we consider the control problems where the
control objective is the regulation of ||xk||`1 to zero (however, other control objectives can
also be considered).
4.5.4 Error Bound for Output Feedback Controller Based
on Approximating Conditional Mean Estimators
In this subsection, we will present an error bound of approximating mean estimate feedback
controllers in the presence of modelling errors. To maintain consistency of the tools used in
this chapter, we will establish the result using the class-K L approach (rather than using
the Lyapunov approach considered in Section 3.4). We highlight that the error bound
result of this subsection will be established using a similar proof approach to that used
in [88].
In an intuitive sense, the following result will show that an approximating mean es-
timate feedback controller that stabilises the approximating system (the system it is de-
signed for) will also stabilises the true system if the error between the two systems does
not escape to infinity in finite time steps and the noise sequences are bounded by finite
constants (deterministic bounds). We highlight that the assumptions used in this subsec-
tion are stronger than those required in Section 3.4 (because here we require deterministic
bounds rather than expected value bounds). The consolation is that we can establish a
stronger error bound result in this subsection. Such stronger deterministic bounds are
considered here because the proof approach of Section 3.4 does not work for the situation
investigated in this subsection. For simplicity of presentation, we will also present an error
bound on the system state process rather than a mixed state considered in Section 3.4,
but we stress that the result of this subsection and the error bound on approximating
conditional mean estimates presented in Section 4.2 can be combined to establish an error
bound on the quantities describing the mixed state process used in the results of Section
3.4.
Let us now introduce important assumptions required to establish the main result of
this subsection.
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Assumptions
We first denote the sets of the true and approximating initial conditions as M e(Rn) and
Mh(Rn), respectively (similar to the sets considered in the previous sections). Also, we
will consider the filter behaviour on a finite time interval k ∈ [0, T ], for some finite T > 0,
so that we can present results for signal models in which the noise processes cannot be
bounded in an asymptotic sense (similar to the motivation for consideration of finite time
intervals in Section 4.2).
Now we will say that the true and approximating process noises, vk and v
h
k , are feasibly
bounded by Mv on k ∈ [1, T ] if they satisfy that ||vk||`1 ≤ Mv and ||vhk ||`1 ≤ Mv for all
k ∈ [1, T ], where Mv > 0 is a finite constant. Moreover, we will say that the true and
approximating measurement noises, wk and w
h
k , are feasibly bounded by Mw on k ∈ [1, T ]
if they satisfy that ||wk||`1 ≤ Mw and ||whk ||`1 ≤ Mw for all k ∈ [1, T ], where Mw > 0
is a finite constant. It is stressed that although these bounding conditions on the noise
sequences may seem somewhat restrictive, these conditions seem no more restrictive than
the bounding condition on the measurements introduced in Section 4.2.1 (and in Section
4.3 we have provided an example that suggests the need for such bound).
Let Ωv ⊂ Ω be the set of all events corresponding to the true and approximating process
noises which are feasibly bounded by Mv on k ∈ [1, T ], and the true and approximating
measurement noises which are feasibly bounded by Mw on k ∈ [1, T ]. In the following, we
will consider results that hold on a given set Γv(Mv,Mw) ⊆ Ωv. In this section, we are
also interested in establishing results that hold on a compact set X ⊂ Rn.
Similar to the results of Chapter 3, the following error bound result will be established
under some stability property of the approximating controller and some finite error in
finite time interval between the true and approximating systems. For this purpose, let us
now present these key assumptions.
Assumption 4.5. (Stability of approximating mean estimate feedback controller with re-
spect to initial conditions) Consider an approximating model (4.75) (some fixed h > 0) with
its associated approximating filter Σh(·) and approximating mean estimate feedback con-
troller ghm(·). For a given set Γv(Mv,Mw), the approximating model with Σh(·) and ghm(·)
is stable with respect to initial conditions in the sense that there exists a βx(·, ·) ∈ K L
and γv(·), γw(·) ∈ K∞ such that, for all x0 ∈ X , all σh0 ∈ Mh(Rn), all ω ∈ Γv(Mv,Mw),
all vhk with ||vhk ||`1 ≤Mv, all whk with ||whk ||`1 ≤Mw, and all k ∈ [1, T ], we have that∣∣∣∣∣∣xhk|[1,k] (x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
≤ βx (||x0||`1 , k) + γv (Mv) + γw (Mw) (4.79)
and at time k = 0, we have that
||x0||`1 ≤ βx
(||x0||`1 , 0) . (4.80)
The above assumption implies that the approximating system can be stabilised by
the approximating mean estimate feedback controller. That is, the approximating mean
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estimate feedback controller must perform reasonably for the system it is designed for
before we can hope to obtain acceptable performance when the controller is applied to
another system (the true system). We highlight that the above stability assumption is
conceptually similar to Assumption 3.11 used to establish an error bound in Section 3.4,
but rather more restrictive as it involves deterministic bounds on the noise processes
(instead of bounds involving expectation operations). That is, the noise sequences are
required to be bounded by finite constants. However, due to these deterministic bounds,
this stability condition is expected to hold in many situations; see an example below.
Example of Stability of approximating mean estimate feedback controller with
respect to initial conditions: We now provide an example of an approximating mean
estimate feedback controller that satisfies Assumption 4.5. Consider the true system (4.74)
with fh(x, u) = F hx+Bhu, ch(x) = Chx, and zero-mean Gaussian noises vhk and w
h
k with
covarainces Qh and Rh, respectively. For this system, the approximating filter Σh(·)
corresponds to a Kalman filter and the approximating controller ghm(·) corresponds to a
LQR controller. In the following, we will illustrate that the stability of the approximating
mean estimate feedback controller with respect to initial conditions can be shown if the
approximating system is completely controllable and observable, the noise sequences are
bounded (as given by the set Γv(Mv,Mw)), and the initial state estimate is bounded.
Firstly, from standard Kalman filter recursions, it can be shown that [1, p. 78]
xk − xˆhk = (F h − F hKhkCh)(xk−1 − xˆhk−1) + vhk −Khkwhk (4.81)
where xk is the controlled system state at time k, xˆ
h
k is the conditional mean estimate of
Kalman filter, and Khk is the Kalman filter gain at time k. Noting that, under complete
controllability and complete observability, the eigenvalues of |(F h − F hKh∞Ch)| is less
than 1 and Khk → Kh∞ (exponentially fast) as k →∞ [1, p. 77]. This important property
means that |(F h−F hKhkCh)(xk− xˆhk)| < |(xk− xˆhk)| (i.e. the difference is getting smaller)
for large enough k. Then assume that the initital state estimate xˆh0 ≤ Bx. Because the
process and measurement noises are bounded (as given by the set Γv(Mv,Mw)), we have
that ∣∣∣∣∣∣xk − xˆhk∣∣∣∣∣∣
`1
= α1 ||x0||`1 exp(−α2k) + γ¯v (Mv) + γ¯w (Mw) (4.82)
where α1 > 0 and α2 > 0 are finite constants (dependent on Bx and the eigenvalues of
|(F h − F hKh∞Ch)|, respectively). Here, γ¯v(Mv) = BvMv and γ¯w(Mw) = BwMw where
Bv > 0 and Bw > 0 are finite constants (which may depend on the eigenvalues of |(F h −
F hKhkC
h)|).
Now consider a deterministic state process x¯k = F
hx¯k−1 + Bhuk−1, where uk =
Ghmx¯k−1. For this x¯k, under complete controllability and complete obsevability, the so-
lution of the LQR problem Ghm exists and the solution stabilises the deterministic state
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process x¯k in the sense that [184]
||x¯k||`1 =
∣∣∣∣∣∣F h +BhGhmx¯k−1∣∣∣∣∣∣
`1
≤ ||x¯0||`1 exp(−α3k) (4.83)
where α3 > 0 is a finite constant.
Thus, applying (4.82) and (4.83) to the true system described above, we have that
||xk||`1 =
∣∣∣∣∣∣F hxk−1 +Bhuk−1 + vhk ∣∣∣∣∣∣
`1
=
∣∣∣∣∣∣F hxk−1 +BhGhm (xˆhk−1 + xk−1 − xk−1)+ vhk ∣∣∣∣∣∣
`1
≤
∣∣∣∣∣∣F h +BhGhmxk−1∣∣∣∣∣∣
`1
+
∣∣∣∣∣∣BhGhm (xˆhk−1 − xk−1)∣∣∣∣∣∣
`1
+Mv
≤ βx (||x0||`1 , k)+ γv(Mv) + γw(Mw) (4.84)
for all k > 0, where βx(s, t) = sα1α¯1 exp(−α2k)+s exp(−α3k−1), γv(Mv) = (α¯1Bv+1)Mv,
and γw(Mw) = α¯
1BwMw. Here, α
1, α2, α3 are as given above in (4.82) and (4.83), and
α¯1 > 0 is the largest element of BhGhm. This gives that (4.79) holds. Then we note that
α1α¯1 can be replaced by a larger constant (if needed) so that βx(s, 0) ≥ s as required in
(4.80).
Let us now present the finite error over finite time step assumption between the true
and approximating models.
Assumption 4.6. (Finite model error over finite time step) Consider an approximating
model (4.75) (some fixed h > 0) with its associated approximating filter Σh(·) and ap-
proximating mean estimate feedback controller ghm(·). For a given set Γv(Mv,Mw), the
approximating model with Σh(·) and ghm(·) has finite error over a finite interval [1, L], for
some L ≤ T , with respect to the true model (4.74) with the approximating filter Σh(·)
and the approximating mean estimate feedback controller ghm(·) in the sense that, for all
x0 ∈ X , all σh0 ∈ Mh(Rn), all ω ∈ Γv(Mv,Mw), all vk with ||vk||`1 ≤ Mv, all vhk with
||vhk ||`1 ≤Mv, all wk with ||wk||`1 ≤Mw, all whk with ||whk ||`1 ≤Mv, and all k ∈ [1, L], we
have that∣∣∣∣∣∣xek|[1,k] (x0, σh0 ,Σh, ghm, v[1,k], w[1,k])− xhk|[1,k] (x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
≤ κ(L)
(4.85)
where κ(L) > 0 is a finite constant.
The above assumption implies that the difference between the true and approximating
systems, both under the control of the approximating mean estimate feedback controller,
does not escape to infinity in finite time steps. We highlight that this assumption con-
ceptually combines together Assumption 3.12 and Assumption 3.13 used in Section 3.4 to
establish a similar error bound. However, we note that this assumption imposes a stronger
4.5. RELATED OUTPUT FEEDBACK CONTROL 139
requirement on the true and approximating models as it requires the noise sequences to
be over-bounded by finite constants. Nonetheless, due to these deterministic bounds on
the noise sequences, this assumption is likely to hold in many situations, especially those
involving smooth state transition functions f(·) and fh(·).
Main Result
Analogous to the result of Theorem 3.2, the main error bound result of this section will
show that the error of the true system under the control of an approximate controller
is bounded when the controller forgets errors faster than the error is introduced through
model approximation. For this purpose, we will now present an important condition which
connects the (initial condition) forgetting property of the approximating mean estimate
feedback controller with the error growth properties (from both the control and filter
approximations).
Assumption 4.7. (Error growth matched controlled systems) Consider an approximating
model (4.75) (some fixed h > 0) with its associated approximating filter Σh(·) and approx-
imating mean estimate feedback controller ghm(·). For a given set Γv(Mv,Mw), the time
interval k ∈ [1, T ], and the projection operator pih(·), assume that Assumption 4.5 and
Assumption 4.6 hold. Then the approximating model with Σh(·) and ghm(·) and the true
model with the approximating filter Σh(·) and the approximating mean estimate feedback
controller ghm(·) are L∗-error growth matched systems so that
A. (Sufficiently fast error forgetting) The approximating mean estimate feedback con-
troller forgets modelling errors faster than the errors are introduced in the sense
that
βx(Mx, L
∗) ≤ κ(L∗) (4.86)
where Mx = supx∈X ||x||`1.
B. (Sufficiently small error growth) The finite error κ(L∗) in (4.86) is small enough
so that a closed ball of radius r(L∗) = 2κ(L∗) + γv (Mv) + γw (Mw) is contained in
X (inherited from Assumption 4.5 and Assumption 4.6). That is, for any vector
s ∈ Rn with 1-norm ||s||`1 ≤ r(L∗), the vector s ∈X .
We note that Assumption 4.7.A is similar in nature to the error growth matched filters
property (Assumption 3.6) considered in Chapter 3. That is, in an intuitive sense, the
approximating mean estimate feedback controller forgets errors faster than the error is
introduced by model approximation as illustrated in Figure 4.8a. Admittedly, the above
assumption places more restrictions on the approximating mean feedback controller than
those specified by Assumptions 4.5 and 4.6. Nonetheless, this condition is expected to
hold in many problems because the controlled systems tend to converge exponentially fast
(for example, LQG controller), whilst the error between the two system states grows at a
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(a) Assumption 4.7.A
(b) Assumption 4.7.B
Figure 4.8: Concept of the error growth matched controlled systems
much slower rate due to the dynamics of the systems (given that the two system models
are close enough). Moreover, Assumption 4.7.B means that the set of desired states with
some finite error bias is contained in the compact set X as illustrated in Figure 4.8b.
Intuitively, this sufficiently small error growth condition implies that the error moves from
larger initial set to a smaller set of states (this type of assumption is likely to appear in
local stability results that are considered in this chapter).
Let us now present our main error bound result of this section.
Theorem 4.3. (Bound on approximate conditional mean estimate based output feedback
control) On a given Γv(Mv,Mw) and time interval [0, T ], consider a state sequence x[0,T ]
and a measurement sequence y[1,T ] generated by the true system (4.74). Also consider
an approximating model (4.75) (some fixed h > 0) with its associated filter Σh(·) and
controller ghm(·). Assume that Assumption 4.5, Assumption 4.6, and Assumption 4.7
hold. Then the true system with an approximating filter Σh(·) and an approximating mean
estimate feedback controller ghm(·) is bounded in the sense that there exists a βx(·, ·) ∈ K L
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γv(·), γw(·) ∈ K∞ such that, for all x0 ∈ X , all σh0 ∈ Mh(Rn), all ω ∈ Γv(Mv,Mw), and
all k ∈ [1, T ], we have that∣∣∣∣∣∣xek|[1,k] (x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
≤ βx (||x0||`1 , k) +Rum +
1
2
γv(Mv) +
1
2
γw(Mw)
(4.87)
where Rum = 3β
x(r(L∗), 0)/2.
Proof. First we highlight from (4.80) that βx(s, 0) ≥ s. Therefore, from Assumption 4.7.B,
setting Rum = 3β
x(r(L∗), 0)/2 gives that
Rum ≥
3
2
r(L∗) = 3κ(L∗) +
3
2
γv(Mv) +
3
2
γw(Mw) (4.88)
which can be written as κ(L∗) ≤ Rum/3− γv(Mv)/2− γw(Mw)/2.
Now from Minkowski’s inequality, Assumption 4.5, Assumption 4.6, and the result
(4.88), we have, for all k ∈ [1, L∗], all ω ∈ Γv(Mv,Mw), all x0 ∈X , and all σh0 ∈Mh(Rn),
that ∣∣∣∣∣∣xek|[1,k] (x0, σh0 ,Σh, ghm, v[1,k], w[1,k])∣∣∣∣∣∣
`1
≤
∣∣∣∣∣∣xek|[1,k] (x0, σh0 ,Σh, ghm, v[1,k], w[1,k])− xhk|[1,k] (x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
+
∣∣∣∣∣∣xhk|[1,k](x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
≤ κ(L∗) + βx (||x0||`1 , k) + γv (Mv) + γw (Mw)
≤ 1
3
Rum −
1
2
γv(Mv)− 1
2
γw(Mw) + β
x (||x0||`1 , k) + γv (Mv) + γw (Mw)
< βx (||x0||`1 , k) +Rum +
1
2
γv (Mv) +
1
2
γv (Mv) . (4.89)
This gives that (4.87) holds for all k ∈ [1, L∗]. It remains to establish this holds for larger
k.
We highlight that at the end of the time interval [1, L∗], using Assumption 4.7.A (on
the 2nd step of (4.89)), we have that∣∣∣∣∣∣xeL∗|[1,L∗] (x0, σh0 ,Σh, ghm, v[1,L∗], w[1,L∗])∣∣∣∣∣∣
`1
≤ 2κ(L∗) + γv (Mv) + γw (Mw) = r(L∗).
(4.90)
Thus, from Assumption 4.7.B, we note that xeL∗|[1,L∗]
(
x0, σ
h
0 ,Σ
h, ghm, v[1,L∗], w[1,L∗]
) ∈X .
In the following, we will write xeL∗(x0, σ
h
0 ) as a shorthand for
xeL∗|[1,L∗]
(
x0, σ
h
0 ,Σ
h, ghm, v[1,L∗], w[1,L∗]
)
and we will write xhL∗(x0, σ
h
0 ) as a shorthand for
xhL∗|[1,L∗]
(
x0, σ
h
0 ,Σ
h, ghm, v
h
[1,L∗], w
h
[1,L∗]
)
.
Now consider the time interval k ∈ [L∗ + 1, 2L∗]. Let k¯ = k − L∗. We then note, from
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time-invariance of the true system (4.74) and approximating system (4.75), that∣∣∣∣∣∣xek|[1,k] (x0, σh0 ,Σh, ghm, v[1,k], w[1,k])∣∣∣∣∣∣
`1
=
∣∣∣∣∣∣xek¯|[L∗+1,k] (xeL∗(x0, σh0 ), σhL∗(σh0 ),Σh, ghm, v[L∗+1,k], w[L∗+1,k])∣∣∣∣∣∣`1
≤
∣∣∣∣∣∣xek¯|[L∗+1,k] (xeL∗(x0, σh0 ), σhL∗(σh0 ),Σh, ghm, v[L∗+1,k], w[L∗+1,k])
−xhk¯|[L∗+1,k]
(
xhL∗(x0, σ
h
0 ), σ
h
L∗(σ
h
0 ),Σ
h, ghm, v
h
[L∗+1,k], w
h
[L∗+1,k]
)∣∣∣∣∣∣
`1
+
∣∣∣∣∣∣xhk¯|[L∗+1,k] (xhL∗(x0, σh0 ), σhL∗(σh0 ),Σh, ghm, vh[L∗+1,k], wh[L∗+1,k])∣∣∣∣∣∣`1
≤ κ(L∗) + βx
(∣∣∣∣∣∣xeL∗(x0, σh0 )∣∣∣∣∣∣
`1
, k¯
)
+ γv (Mv) + γw (Mw)
≤ κ(L∗) + βx (r(L∗), 0) + γv (Mv) + γw (Mw)
≤ 1
3
Rum −
1
2
γv (Mv)− 1
2
γw (Mw) +
2
3
Rum + γv (Mv) + γw (Mw)
≤ βx(||x0||`1 , k) +Rum +
1
2
γv (Mv) +
1
2
γw (Mw) (4.91)
Here, the 1st step follows from the time-invariance property of the true system (4.74) and
the distributive nature of filtering recursions. The 2nd step then follows from Minkowski’s
inequality. In the 3rd step, we have used the fact that xeL∗(x0, σ
h
0 ) ∈ X to apply As-
sumptions 4.5 and 4.6. In the 4th step, we have used the end condition (4.90) to give that
βx(||xeL∗(x0, σh0 )||`1 , k¯) ≤ βx(r(L∗), k¯). We then used the definition of class-K L functions
that βx(s, 0) ≥ βx(s, t) for all t ≥ 0 to give βx(r(L∗), k¯) ≤ βx(r(L∗), 0). The last step then
follows by adding a non-negative term βx(||x0||`1 , k).
Hence, (4.91) gives that (4.87) holds for all k ∈ [L∗ + 1, 2L∗]. We also highlight that
by applying Assumption 4.7 (on the 3rd step of (4.91)), we have at the end of the time
interval [L∗ + 1, 2L∗] (i.e. k = 2L∗ and k¯ = L∗) that∣∣∣∣∣∣xe2L∗|[1,2L∗] (x0, σh0 ,Σh, ghm, v[1,2L∗], w[1,2L∗])∣∣∣∣∣∣
`1
≤ κ(L∗) + β
(∣∣∣∣∣∣xeL∗(x0, σh0 )∣∣∣∣∣∣
`1
, L∗
)
+ γv (Mv) + γw (Mw)
≤ r(L∗). (4.92)
This establishes the same end condition on the interval (the same terminal value estab-
lished at the end of the previous interval i.e. (4.90)).
The theorem statement then follows from induction. That is, the repeat application
of the arguments in (4.91) and (4.92) on later intervals of [nL∗ + 1, (n + 1)L∗] for n =
2, 3, . . . , N , establishes that (4.87) holds for all k ∈ [1, T ], where N > 0 is the smallest
natural number such that (N + 1)L∗ > T . 
The importance of this theorem is that it shows that the true system can be stabilised
by an output feedback controller designed on the basis of an approximating model in the
sense that the true state (initially in the set X ) approaches the set Rum + γv(Mv)/2 +
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γw(Mw)/2 as time k increases. We note that the terms γv(Mv) and γw(Mw) correspond
to the errors due to the noise processes involved and are expected to appear in this type of
error bound results. Again, we stress that this result is a stronger version of (3.71) (which
is conceptually related to the result of Theorem 3.5). We note that, in addition to being
a deterministic bound, this result is also stronger than the result of Theorem 3.5 in that
this established bound on the true system state holds for all k ∈ [1, T ] if the initital state
x0 ∈ X whereas the bound from Theorem 3.5 will only hold for all k ≥ 0 if the state xk
never leaves the compact set X (practically, this would require the state xk to be checked
at every time step before applying the result of Theorem 3.5 to construct the established
bound).
4.5.5 Practical Stability of Output Feedback Controller
Based on Approximating Conditional Mean
Estimators
We will now present a practical stability result for approximating mean estimate feedback
controllers (designed on the basis of approximating conditional mean estimates). Similar
to the previous subsection, the practical stability result of this subsection is stronger than
the result of Theorem 3.6 in that this result involves a deterministic bound (rather than a
weak bound holding in an expected value sense). This key result will also be established
using a forgetting property of a class of approximating mean estimate feedback controllers
and a multi-step consistency condition in a similar manner to the results presented in
Chapter 3.
For this purpose, let us first present the forgetting property of approximating con-
trollers (which is conceptually related to Assumption 3.14 and thus likely to hold as ex-
plained in Section 3.4).
Assumption 4.8. (Stability of a class of approximate conditional mean estimate based
output feedback controllers with respect to initial conditions) Consider a class of approx-
imating models (4.75), its associated class of approximating filters Σh(·) and class of
approximating mean estimate feedback controllers ghm(·). For a given set Γv(Mv,Mw),
the error introduced by the class of approximating models with Σh(·) and ghm(·) is stable
with respect to initial conditions in the sense that there exists a H > 0, a β ∈ K L
γv(·), γw(·) ∈ K∞, such that, for all h ∈ (0, H], all x0 ∈ X , all σh0 ∈ Mh(Rn) all
ω ∈ Γv(Mv,Mw), all vhk with ||vhk ||`1 ≤ Mv, all whk with ||whk ||`1 ≤ Mw, and all k ∈ [1, T ],
we have that∣∣∣∣∣∣xhk|[1,k] (x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
≤ βx (||x0||`1 , k) + γv (Mv) + γw (Mw) (4.93)
and at time k = 0, we have that
||x0||`1 ≤ βx
(||x0||`1 , 0) . (4.94)
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We will now present the multi-step consistency assumption which is conceptually re-
lated to Assumption 3.15 considered in Section 3.4. We also note that the following
multi-step consistency assumption absorbs a consistency requirement between filters sim-
ilar to that described in Assumption 3.16 (that is, the following assumption intuitively
combines the multi-step consistency conditions between both the models and the filters).
Moreover, as explained in Section 3.4, these types of consistency assumptions are likely to
hold in many practical situations due to the dynamics of the system states (given a well
defined parameterised class of approximating models).
Assumption 4.9. (Model multi-step consistency) Consider a class of approximating mod-
els (4.75) with its associated class of approximating filters Σh(·) and class of approximating
mean estimate feedback controllers ghm(·). For a given set Γv(Mv,Mw), the class of approx-
imating models with Σh(·) and ghm(·) is multi-step consistent with the true model (4.74)
with the class of approximating filters Σh(·) and the class of approximating mean esti-
mate feedback controllers ghm(·) in the sense that for each L ≥ 2 (and L ≤ T ) and each
κ(L) > 0, there exists a H > 0 such that, for all h ∈ (0, H], all x0 ∈X , all σh0 ∈Mh(Rn),
all ω ∈ Γv(Mv,Mw), all vk with ||vk||`1 ≤ Mv, all vhk with ||vhk ||`1 ≤ Mv, all wk with
||wk||`1 ≤Mw, all whk with ||whk ||`1 ≤Mw, and all k ∈ [1, L], we have that∣∣∣∣∣∣xek|[1,k] (x0, σh0 ,Σh, ghm, v[1,k], w[1,k])− xhk|[1,k] (x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
≤ κ(L).
(4.95)
Let r(T ) = βx(Mx, T )+γv(Mv)+γw(Mw) where Mx = supx∈X ||x||`1 and βx(·, ·), γv(·),
and γw(·) are the terms that appear in Assumption 4.8. We will also use the notation
B(x) ∈ X to denote that a closed ball of radius x is contained in X . We now present
our main practical stability result for conditional mean estimate based output feedback
controllers with respect to modelling errors.
Theorem 4.4. (Practical stability of approximate conditional mean estimate based output
feedback control with respect to modelling errors) On a given Γv(Mv,Mw) and time interval
[0, T ], consider a state sequence x[0,T ] and a measurement sequence y[1,T ] generated by the
true system (4.74). Also consider a class of approximating models (4.75) with its associated
class of approximating filters Σh(·) and class of approximating mean estimate feedback
controllers ghm(·). Assume that Assumption 4.8 and Assumption 4.9 hold. Then the true
system with the class of approximating filters Σh(·) and the class of approximating mean
estimate feedback controllers ghm(·) is practically stable with respect to modelling errors in
the sense that, for each R¯um > 0 such that B(R¯
u
m + r(T )) ∈ X , there exists a H > 0, a
βx ∈ K L , γv(·), γw(·) ∈ K∞ so that, for all h ∈ (0, H], all x0 ∈ X , all σh0 ∈ Mh(Rn),
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all ω ∈ Γv(Mv,Mw), and all k ∈ [1, T ], we have that∣∣∣∣∣∣xek|[1,k] (x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
≤ βx (||x0||`1 , k) +
3
2
βx
(
R¯um + r(T ), 0
)
+
1
2
γv(Mv) +
1
2
γw(Mw). (4.96)
Proof. For the selected R¯um, let κ0 > 0 be such that 2κ0 ≤ R¯um (a small enough κ0 always
exists). Hence, using Assumption 4.9, there exists a H > 0 such that, for all h ∈ (0, H],
all x0 ∈X , all σh0 ∈Mh(Rn), all ω ∈ Γv(Mv,Mw), and all k ∈ [1, T ], we have that∣∣∣∣∣∣xek|[1,k] (x0, σh0 ,Σh, ghm, v[1,k], w[1,k])− xhk|[1,k] (x0, σh0 ,Σh, ghm, vh[1,k], wh[1,k])∣∣∣∣∣∣
`1
≤ κ0.
(4.97)
Moreover, for all h ∈ (0, H], let L∗ > 2 (and L∗ ≤ T ) be such that
βx(Mx, L
∗) ≤ κ0 + βx(Mx, T ) (4.98)
where Mx = supx∈X ||x||`1 (a large enough L∗ exists because κ0 > 0). Note from our
theorem condition thatB(R¯um+r(T )) ∈X . Hence, B(2κ0+r(T )) ∈X because 2κ0 ≤ R¯um.
We then highlight that (4.98) and B(2κ0 + r(T )) ∈ X give that, for each h ∈ (0, H],
the approximating model and the true model are L∗-error growth matched systems (as
described by Assumption 4.7).
Now let R0(R¯
u
m) = 3β
x
(
R¯um + r(T ), 0
)
/2. Theorem 4.3 can be applied for each h ∈
(0, H], using Assumption 4.8, (4.97), and the L∗-error growth matched systems condition
obtained above, to give (4.87) with Rum = 3β
x (2κ0 + r(T ), 0) /2. The theorem result then
follows because κ0 was chosen such that R
u
m ≤ R0(R¯um). 
Similar to the practical stability result of Section 3.4, Theorem 4.4 establishes that the
additional error due to model approximation of the true system under the control of the
approximating mean estimate feedback controller (designed on the basis of the conditional
mean estimator) can be chosen to be arbitrarity small.
4.6 Concluding Remarks
In this chapter, stability behaviours of approximating information state filters were ex-
tended to establish stability behaviours of approximating conditional mean estimates (the
important filter output quantities of interest in most problems). Specifically, the following
novel stability results were established:
• It was shown that when the error between the true and approximating information
state filters is bounded and the information state filters are sufficiently informative,
the error between the true and approximating conditional mean estimates is also
bounded.
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• A practical stability property of a class of approximating conditional mean estimators
with respect to modelling errors was established for some sufficiently informative
class of information state filters.
The additional sufficiently informative condition on the information state filters (used
to established the above results) implies that the mass of the information states cannot
escape to infinity (in a distribution sense). It was also shown that this sufficiently infor-
mative condition can be established using some mild conditions on the signal models and
some bounding conditions on the measurement sequence. Furthermore, we established an
important relationship between a bound on the approximating filter error and the size of
measurements suggesting that a bound on measurements should be expected to appear in
error bound results involving different filters.
The established filter stability results were again extended further to establish an
error bound and a practical stability property of approximating mean estimate feedback
controllers (controller designed on the basis of conditional mean estimates) with respect
to modelling errors. Particularly, the following novel results were presented:
• The approximating mean estimate feedback controller that stabilises the approx-
imating system (the system it is designed for) can be used to stabilise the true
system if the error between the true and approximating models do not escape to
infinity in a finite time interval.
• A practical stability behaviour of a class of approximating mean estimate feedback
controllers with respect to modelling errors was established under some model con-
sistency condition.
The importance of these established stability properties (error bound and practical
stability results) is that they provide analysis frameworks to characterise the performance
of conditional mean estimators and mean estimate feedback controllers in the presence of
modelling errors. Moreover, the presented results provide useful tools and strategies for
the design of suitable approximating models.
CHAPTER 5
Hybrid System Model Selection
The results presented in this chapter have been published in [J2] and [C2].
Hybrid system models have been found to provide useful representations for filtering
of nonlinear system dynamics with complex structural properties. Unfortunately, the
design of suitable hybrid system models has not been completely established, especially
when there are uncertainties about the true nonlinear system. Under this motivation, this
chapter addresses hybrid system model design for filtering of uncertain nonlinear dynamics
as depicted in Figure 5.1. It is noted that this work is an application of the stability results
presented in the previous chapters.
Figure 5.1: A hybrid system model approximation problem
In chapter 3 and Chapter 4, the stability properties of any general approximating fil-
ter were established providing analysis framework to understand the performance of the
approximating filter with respect to the true optimal filter. This chapter uses this analyt-
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ical understanding as a theoretical basis for the design of hybrid system model. Relative
entropy concepts, which have been found to provide useful tools in quantifying similarities
between model descriptions, are also explored in this design problem. Importantly, unlike
the existing approaches, the approaches proposed in this chapter do not require a priori
distribution of the uncertain parameter in the true system model. A design approach for
suboptimal hybrid system filters (such as the IMM filter) will also be presented for the
situations where the optimal hybrid system filter is computationally intractable.
This chapter is structured as follows. In Section 5.1, the true dynamics and linear hy-
brid system model used for approximation are presented. Approximate filter performance
and relative entropy concepts are then provided in Section 5.2, and the hybrid system
model selection methods are proposed in Section 5.3. Some illustrating design examples,
implementation issues, and simulation studies are presented in Section 5.4. In Section 5.5,
some concluding remarks are provided.
5.1 Problem Formulation
In this section, we introduce the true uncertain stochastic nonlinear system and the ap-
proximating linear hybrid system models that will be used for our filter approximation
problem.
5.1.1 The True Uncertain Nonlinear System
Consider an abstract complete probability space (Ω,F , P ). For k > 0, we will consider a
nonlinear state process xk ∈ Rn and a measurement process yk ∈ Rm described by
xk = f(xk−1, θk) + vk
yk = h(xk) + wk (5.1)
where x0 has a priori distribution σ
0
0(·) and θk ∈ Sθ ⊂ Rd is an unknown (possibly time-
varying) parameter process. Here, vk and wk are sequences of independent and identically
distributed i.i.d. random variables with densities φv(·) and φw(·), respectively. We assume
that vk, wk and x0 are mutually independent for all k.
Similar to the previous chapters, we will use x[`,m] to denote the state sequences
{x`, . . . , xm}, and we define y[`,m] and θ[`,m] similarly. We also let Sθ|[1,k] denote a set
of possible parameter sequences θ[1,k]. Throughout this chapter, we will use the notation
λ0(θ[1,∞]), or simply λ0, to denote our true model of the state and measurement processes,
xk and yk.
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5.1.2 The Linear Hybrid Systems used for Approximation
In this chapter, a linear hybrid system will be understood to involve a base state process in
xk ∈ Rn, a measurement process in yk ∈ Rm, and a mode process in Xk ∈ SX , where SX =
{e1, ..., eN} is a discrete set of possible mode values, and we let ei = [0, ..., 0, 1, 0, ...0]′ ∈
RN denote an indicator vector with 1 in the ith position and zeros elsewhere. In this
description, the mode process is understood to describe the way the system switches
between the finite set of N base models that describe the possible evolution of the base
state. For k > 0, we consider the linear hybrid system [5]:
xk = Fk (Xk−1)xk−1 + vak
Xk = AXk−1 + V ak
yk = Hkxk + w
a
k (5.2)
where x0 has a priori distribution σ
a
0(·), Fk(Xk) ∈ Rn×n, for all Xk ∈ SX , is a mode-
dependent base state transition matrix, and Hk ∈ Rm×n is an output mapping matrix.
Here, the noise processes vak ∈ Rn and wak ∈ Rm are assumed to be zero-mean Gaussian
noise processes with densities φav(x) = N (x; 0, Qa) and φaw(x) = N (x; 0, Ra), respectively,
where
N (x; x¯,Φ) , |2piΦ|− 12 e− 12 (x−x¯)′Φ−1(x−x¯)
denotes the Gaussian probability density function (pdf) with the argument x, mean x¯, and
covariance Φ [4, p. 51]. We highlight that the superscript a denotes that these processes are
in the approximating model (and are not necessarily expected to have the same properties
as the true noise processes). Here, A is the time-invariant transition probability matrix
for our mode process with ijth element Aij = P (Xk+1 = ei|Xk = ej) and we understand
V ak to be a martingale increment in the sense that E [V
a
k |Xk] = 0, see [3]. To complete
the description, we assume that the Markov chain Xk has initial probabilities described
by pi0 with ith element pi
i
0 = P (X0 = ei).
Let us now introduce some model-related notation. We will use the notation λiE =
(Fk(ei), Q
a, x0) to denote the ith elementary dynamic behaviour, and will assume that
λiE ∈ SE , where SE denotes all candidate elementary dynamics (base models). We will also
let CE = {λ1E , . . . , λNE } denote a collection of dynamic behaviours in a given hybrid model,
and we will assume CE ∈ SC , where SC will denote the set of all behaviour collections
under consideration. Note that CE does not include a characterisation of how mode
transitions occur, and hence is only a partial description of the hybrid model. Finally,
we will use the notation λ = (Fk(·), Hk, Qa, Ra, A, pi0, x0) to denote a complete hybrid
system model, and will use Sλ to denote the set of all candidate hybrid system models
under consideration. To aid understanding, Figure 5.2 describes the hybrid system model
and the related notation introduced. That is, Xk indicates which elementary dynamic
behaviour is currently active and the base state xk is generated from the active elementary
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Figure 5.2: Conceptual representation of a hybrid system model
dynamic behaviour at time k. Note that each elementary dynamic behaviour involves a
state transition model Fk(ei), a process noise covariance Q
a, and an initial condition
x0. The transition probability matrix A describes how the system switches between the
elementary dynamic model within the collection of elementary dynamic behaviours CE as
indicated by the red arrows on the figure.
5.1.3 Filtering of Uncertain Nonlinear Systems by Hybrid
System Model Filters
We are often interested in the problem of determining conditional mean state estimates
for our true system (5.1) in the situation where there is uncertainty about the system pa-
rameter process θk. It is well known that the Duncan-Mortensen-Zakai equation describes
the evolution of the conditional probability density in general nonlinear filtering problems
(for example see [3, p. 269] and filtering recursions introduced in Chapter 3). However, ex-
cept in special cases, such solutions are likely to be computationally intractable. Instead,
in situations where θk is slowly varying over a bounded range of values, many authors
have suggested the use of hybrid system filters as a credible suboptimal filtering approach;
see [5] for a survey of hybrid system techniques.
The basic idea underlying the use of hybrid system filters is that a well selected hybrid
system model might lead to a more practically useful filtering solution than the complex
(perhaps intractable) nonlinear filter developed from the Duncan-Mortensen-Zakai equa-
tion. The basic premise of this suggestion is that a hybrid system model can be found
that provides a reasonable representation of behaviours described by the complex non-
linear model, and that such a hybrid system approximation leads to a reasonable filter
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performance.
In this chapter, we consider the problem of how to select a linear hybrid system filter
(from a specified set of candidate filters) that minimises, or bounds, the estimation error
bias introduced. We highlight that this thesis is not concerned with how a candidate
hybrid filter (and its underlying hybrid system model) is obtained. However, it is noted
that numerous approaches have been proposed in the literature to estimate or infer a
candidate hybrid system model over the past few decades; see [199] for a survey paper on
hybrid system identification. As an example, in [200], a recursive algorithm for inferring
a linear hybrid system (where the mode process is described by a Markov chain) from
the measurements was established on the basis of relative entropy. In [201], a Bayesian
approach for identification of a nonlinear hybrid system was proposed. The conditions
under which a hybrid system can be inferred from data were established in [202, 203].
In [105, 204], Bayesian approaches to estimate the transition probability matrix A were
presented for the situations where the continuous base state models are known a priori
(see [5, Section VII] for a literature review on transition probability matrix estimation).
Identification methods for more general hybrid systems, where the mode transition may
not necessarily be described by Markov chain, have also been proposed in the literature;
for example see [205–211]. Importantly, the wide range of available hybrid system model
identification techniques presents the need for a model selection approach that would lead
to reasonable hybrid system model filter performance.
Before introducing our hybrid system model selection techniques, let us first discuss
the performance of approximating hybrid system filters of uncertain nonlinear systems
using the analysis tools established in Chapter 3 in the next section.
5.2 Performance of Approximating Filters and
Relative Entropy Concepts
5.2.1 Characterising Performance of Approximating Filters
As shown in Chapter 3 and Chapter 4 of this thesis, the performance of any filter ap-
proximation can be understood through comparison with the performance of the true
filter (that is, the optimal filter designed with the full system knowledge). Let us now
recall the important tools that help characterise the estimation performance of candidate
approximating filters (developed in Chapter 3).
First recall the space L1(Rn), the definition of L1 norm, and the set L¯1(Rn) ⊂ L1(Rn).
We will now present some helpful notation. Consider the evolution of the true filter for
the true system described by (5.1). For k > 0 and any initial distribution σ0 ∈ L¯1(Rn), let
p0k(x|y[1,k], σ0) , p0(xk = x|y[1,k], σ0) ∈ L¯1(Rn) denotes the conditional posterior density
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corresponding to the true system based on the measurements y[1,k] and initial distribu-
tion σ0. We highlight that this p
0
k(x|y[1,k], σ0) notation can be understood as the true
information state σek|[1,k],σ0(·) considered in Chapter 3. However, the change of notation is
introduced here for presentation purposes.
Now let us consider the filter for the hybrid system (5.2) (which will be called an
approximating filter). For any k > 0 and any initial distribution σ0 ∈ L¯1(Rn), we
will let p
λ|i
k (x|y[1,k], σ0) , pλ(xk = x,Xk = ei|y[1,k], σ0) ∈ L¯1(Rn) denote the ith mode
conditional joint posterior density related to the hybrid system model. Similar to our
true model, we will define the approximate conditional posterior density pλk(x|y[1,k], σ0) ,
pλ(xk = x|y[1,k], σ0) ∈ L¯1(Rn) for any initial distribution σ0 ∈ L¯1(Rn), where we note
that pλk(x|y[1,k], σ0) =
∑N
k=1 p
λ|i
k (x|y[1,k], σ0). Similarly, the notation pλk(x|y[1,k], σ0) can be
understood as the approximating information state σhk|[1,k],σ0(·) considered in Chapter 3.
We will now briefly repeat (using the notation introduced above) the important asymp-
totic error bound result established in Theorem 3.2 which provides an avenue to charac-
terise the performance of approximating filters. For this purpose, recall a set of events
with desirable properties Γ ⊂ Ω, the true and approximating support sets Ge(Rn) and
Gh(Rn), and the projection operator pih(·) as described in Section 3.1.4. For convenience,
let us recall the conditions required to establish this important error bound result.
Assumption 3.3. For a given set Γ, the approximating filter is β-asymptotically stable
with respect to initial conditions in the sense that there exists a β(·, ·) ∈ K L such that
for all σ0, σ¯0 ∈ Gh(Rn), all ω ∈ Γ, and all k ≥ 0, we have that∣∣∣∣∣∣pλk(x|y[1,k], σ0)− pλk(x|y[1,k], σ¯0)∣∣∣∣∣∣
1
≤ β (||σ0 − σ¯0||1 , k)
where we understand pλ0(x|y[1,0], σ0) to be σ0(x), and pλ0(x|y[1,0], σ¯0) to be σ¯0(x).
Assumption 3.4. For a given set Γ and projection operator pih(·), the approximating
hybrid system filter has finite error over finite interval [1, L] with respect to the true filter
in the sense that, for all σ0 ∈ Ge(Rn), all ω ∈ Γ, and all k ∈ [1, L] (some L > 1), we have
that ∣∣∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], pih(σ0))∣∣∣∣∣∣
1
≤ η(L)
where η(L) > 0 is a finite constant (that depends on the approximating model λ).
In Chapter 3, it has been shown that together β(||σ0 − σ¯0||1, ·) and η(L) can be used
to infer that the estimation error introduced by model approximation is asymptotically
bounded, for all σ0 ∈ Ge(Rn), all σ¯0 ∈ Gh(Rn), all ω ∈ Γ, and all k ≥ 0, in the sense that
(see Theorem 3.2)∣∣∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σ¯0)∣∣∣∣∣∣
1
≤ β
(
||pih(σ0)− σ¯0||1, k
)
+RB (5.3)
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where RB = 2η(L
∗) when there is a L∗ such that β(M,L∗) ≤ η(L∗) (i.e. the filters are
error growth matched as described in Assumption 3.6). Here, M = supσ,σ¯∈Gh(Rn) ||σ−σ¯||1.
Intuitively, the above result implies that if the approximating filter forgets errors faster
than the errors are introduced by filter approximations, i.e. β(M,L∗) ≤ η(L∗) for some L∗,
then the error between the true and approximating filters can be shown to be bounded
on an infinite time interval. Under this description, a smaller η(L) corresponds to a
smaller estimation bias RB, and this last observation motivates the ideas in the next
subsection where we introduce some relative entropy concepts that allow us to design an
approximating filter with a small estimation bias by minimising the size of η(L).
5.2.2 Relative Entropy Concepts
Let us consider the joint state and measurement density descriptions pλ
(
x[0,k], y[1,k]|σ0
)
and pλ
(
x[0,k], y[1,k]|σ0
)
corresponding to two models λ and λ, respectively. The relative
entropy, D(·||·), between these densities is defined as [180, Lemma 5.2.3]
D
(
pλ
(
x[0,k], y[1,k]|σ0
)∣∣∣∣∣∣ pλ (x[0,k], y[1,k]|σ0))
,
∫
log
(
pλ
(
x[0,k], y[1,k]|σ0
)
pλ
(
x[0,k], y[1,k]|σ0
)) pλ (x[0,k], y[1,k]|σ0) dx[0,k]dy[1,k] (5.4)
where we will use the conventions that 0/0 = 1, 0 log 0 = 0, 0×∞ = 0, and that the joint
relative entropy D
(
pλ
(
x[0,k], y[1,k]|σ0
)∣∣∣∣ pλ (x[0,k], y[1,k]|σ0)) will be defined to be infinite
whenever the ratio pλ
(
x[0,k], y[1,k]|σ0
)
/pλ
(
x[0,k], y[1,k]|σ0
)
is infinite for any feasible x[0,k],
y[1,k] sequences. Further, we will use p
λ¯(x[0,k], y[1,k]|σ0)  pλ(x[0,k], y[1,k]|σ0) to indicate
that pλ¯(x[0,k], y[1,k]|σ0) is absolutely continuous with respect to pλ(x[0,k], y[1,k]|σ0), in the
sense that pλ¯(x[0,k], y[1,k]|σ0) = 0 whenever pλ(x[0,k], y[1,k]|σ0) = 0. Finally, note that the
relative entropy D
(
pλ
(
x[0,k], y[1,k]|σ0
)∣∣∣∣ pλ (x[0,k], y[1,k]|σ0)) will be finite whenever
pλ¯(x[0,k], y[1,k]|σ0)pλ(x[0,k], y[1,k]|σ0).
When interested in dynamic systems, it is often more useful to consider the relative
entropy rate (RER), R
(
pλ
(
x[0,∞], y[1,∞]|σ0
)∣∣∣∣ pλ (x[0,∞], y[1,∞]|σ0)), which is defined as
[180, Ch. 7]
R
(
pλ
(
x[0,∞], y[1,∞]|σ0
)∣∣∣∣∣∣ pλ (x[0,∞], y[1,∞]|σ0))
, lim
k→∞
1
k
D
(
pλ
(
x[0,k], y[1,k]|σ0
)∣∣∣∣∣∣ pλ (x[0,k], y[1,k]|σ0)). (5.5)
We will use the shorthand R (λ||λ) , R(pλ(x[0,∞], y[1,∞]|σ0)∣∣∣∣pλ(x[0,∞], y[1,∞]|σ0)) to
denote the joint state-measurement RER between the models λ and λ (induced from their
joint state-measurement densities).
We will now establish a result which connects this joint relative entropy to filtering
performance.
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Theorem 5.1. Consider a state process x[0,k] and a measurement process y[1,k] generated
by λ0. Also consider the approximating model λ. For a given set Γ and projection operator
pih(·), the joint state-measurement relative entropy
D (p0(x[0,k], y[1,k]∣∣σ0)∣∣∣∣pλ(x[0,k], y[1,k]∣∣pih(σ0))) over-bounds the expected error between the
true and approximating filters in the sense that, for all initial distribution σ0 ∈ Ge(Rn)
and all k > 0, we have that
D
(
p0(x[0,k], y[1,k]
∣∣σ0)∣∣∣∣pλ(x[0,k], y[1,k]∣∣pih(σ0)))
≥ 1
2
E
[∣∣∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], pih(σ0))∣∣∣∣∣∣2
1
]
. (5.6)
Proof. Using the chain rule for relative entropy twice [180, Lemma 5.3.1], we first note
that
D
(
p0(x[0,k], y[1,k]
∣∣σ0)∣∣∣∣pλ(x[0,k], y[1,k]∣∣pih(σ0)))
= D
(
p0(xk, y[1,k]
∣∣σ0)∣∣∣∣pλ(xk, y[1,k]∣∣pih(σ0)))
+ E
[
D
(
p0(x[0,k−1]
∣∣xk, y[1,k], σ0)∣∣∣∣pλ(x[0,k−1]∣∣xk, y[1,k], pih(σ0)))]
= D
(
p0(y[1,k]
∣∣σ0)∣∣∣∣pλ(y[1,k]∣∣pih(σ0)))+ E [D (p0k(x∣∣y[1,k], σ0)∣∣∣∣pλk(x∣∣y[1,k], pih(σ0)))]
+ E
[
DKLk
(
p0(x[0,k−1]
∣∣xk, y[1,k], σ0)∣∣∣∣pλ(x[0,k−1]∣∣xk, y[1,k], pih(σ0)))] . (5.7)
We then note that relative entropy is always non-negative [180]. Thus, we can write
D
(
p0(x[0,k], y[1,k]
∣∣σ0)∣∣∣∣pλ(x[0,k], y[1,k]∣∣pih(σ0)))
≥ E
[
DKLk
(
p0k(x
∣∣y[1,k], σ0)∣∣∣∣pλk(x∣∣y[1,k], pih(σ0)))] . (5.8)
The theorem statement then follows from the Csisza´r-Kullback inequality which gives
that [190] (and references therein)
D
(
p0k(x|y[1,k], σ0)
∣∣∣∣∣∣pλk(x|y[1,k], pih(σ0)) )
≥ 1
2
(∣∣∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], pih(σ0))∣∣∣∣∣∣
1
)2
(5.9)
for all k > 0. 
Importantly, for any selected L > 1, Theorem 5.1 can be used to provide a bound
on η(L) (the finite error over finite interval bound) appearing in Assumption 3.4. More
specifically, Theorem 5.1 shows that the joint state-measurement relative entropy provides
an over-bound on the expected value of the η(L) quantity and hence, the relative entropy
can be used to size the asymptotic bound RB appearing in (5.3). In an intuitive sense,
the joint state-measurement relative entropy provides a measure of similarity between the
true and approximating models and their corresponding filters as illustrated in Figure
5.3. It is highlighted that this is a potentially unexpected result; that is, in certain
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Figure 5.3: Conceptual interpretation of the finite information state filter error over finite time in-
terval property, and the connection between this property and the joint state-measurement relative
entropy
situations the finite growth rate behaviour of the relative entropy between the true and
approximate systems can be combined with the (initial condition) asymptotic stability of
the approximating filter to give an asymptotic finite bound on filter error (also see Chapter
3).
Remark 5.1. Relative entropy is an important information theoretic measure that is
closely related to another widely used measure, mutual information [179]. Similar to rel-
ative entroppy, mutual information has been exploited in system identification problems;
for example see [212]. Thus, as relative entropy is shown to be connected to filtering per-
formance (Theorem 5.1), this suggests that mutual information may also provide useful
results in model selection (for filtering purposes) in future studies.
In the following section, rather than working directly with the joint state-measurement
relative entropy, we suggest indirectly minimising the joint relative entropy (and its growth
rate) by minimising the joint state-measurement RER (which is often easier to calculate).
5.3 Hybrid System Model Selection
In this section, we propose our joint state-measurement RER based design approaches for
hybrid system model selection and a design approach for suboptimal hybrid system filters.
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5.3.1 Joint State-Measurement RER Based Hybrid
System Model Selection
We propose a joint state-measurement RER based design approach by considering the
problem of selecting a hybrid system model to represent the true model λ0 characterised by
an unknown parameter process θ[1,∞]. We will aim to select a hybrid model that produces
reasonable filter estimates regardless of the true parameter process θ[1,∞]. For this purpose,
for a candidate model λ ∈ Sλ, let us define the worst-case joint state-measurement RER
criterion JM (λ) as
JM (λ) , sup
θ[1,∞]∈Sθ|[1,∞]
R ( λ0(θ[1,∞])∣∣∣∣λ). (5.10)
We then propose that a hybrid system model λM should be selected from the set
of candidate models Sλ so that it minimises the worst-case joint RER in the sense that
λM ∈ Sλ satisfies
JM (λM ) = inf
λ∈Sλ
JM (λ). (5.11)
Intuitively, this proposed approach selects the best hybrid system model for the worst
possible situation given by the parameter process θ[1,∞]. We highlight that one key ad-
vantage of our design approach over the existing approaches is that we do not require
knowledge of the distribution of θk.
5.3.2 Special Cases - Static Hybrid System Model
We now consider some special cases that arise when the mode process Xk is unknown
but constant for all k ≥ 0 corresponding to a constant θk = θ, and we denote the cor-
responding model as λ0(θ). Although this static model description can be solved using
the general min-max joint RER approach described by (5.11), this special design task can
also be approached as a simplified problem of selecting a collection of elementary dynamic
behaviours CE = {λ1E , . . . , λNE } (rather than selection of a full hybrid system model).
We now consider two approaches for this special case: a worst-mode design approach
and a conditional-mode design approach.
Worst-Mode Design
Consider a design of an elementary dynamic behaviour collection CE for the true model
λ0(θ) where θ is constant but unknown. In this case, we propose to select CE so that for
every value of θ ∈ Sθ, the true model λ0(θ) is close (in a joint RER sense) to at least one
mode λiE ∈ CE . For this purpose, we define the worst-mode criterion JW (CE) as
JW (CE) , sup
θ∈Sθ
[
min
i∈[1,N ]
R (λ0(θ)||λiE)]. (5.12)
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Hence, the static hybrid system model selection problem can be posed as the problem of
finding the worst-mode collection CWE ∈ SC that satisfies
JW (CWE ) = inf
CE∈SC
JW (CE). (5.13)
Conditional-Mode Design
Alternatively, when investigating a design of a behaviour collection CE for a true model
λ0(θ) where θ is constant and has a known a priori density p(θ), we can consider the fol-
lowing conditional RER concept. Let us introduce the conditional joint state-measurement
RER, RC(λ0(θ)||λiE), which is defined as
RC (λ0(θ)||λiE) , ∫
θ∈Sθ
p(θ)R (λ0(θ)||λiE) dθ. (5.14)
Related to this conditional joint state-measurement RER, we introduce the following
conditional-mode criterion:
JC(CE) , min
i∈[1,N ]
RC (λ0(θ)||λiE)
=
∫
θ∈Sθ
p(θ) min
i∈[1,N ]
R (λ0(θ)||λiE) dθ. (5.15)
We can then propose that the static hybrid system model selection problem is posed as
the problem of finding the conditional-mode model collection CCE ∈ SC that satisfies
JC(CCE ) = inf
CE∈SC
JC(CE). (5.16)
Remark 5.2. Note that the presented conditional-mode criterion JC(CE) is related to the
minimum-distance design approach previously proposed in [24].
Remark 5.3. We highlight that the joint state-measurement RER is non-symmetric and
that the order of RER arguments in (5.10), (5.12), and (5.15) is important.
5.3.3 Hybrid System Model Selection for Suboptimal
Filtering Approaches
In the previous subsections, hybrid system model selection techniques have been proposed
on the basis of the RER concepts, and an analysis has been presented illustrating a connec-
tion between RER and filtering performance. Unfortunately, the proposed model selection
approaches have also been designed on the basis of being able to implement the exact (or
optimal) hybrid system filter, and these design approaches might not provide a suitable
design basis for suboptimal filtering approaches such as the IMM filter (see Section 2.4.5
for structure and implementation of the IMM filter). In this section, we will present a
design approach that is suitable for suboptimal filters. However, we will first discuss the
performance of suboptimal filters.
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Performance of Suboptimal Filters
Let us introduce a relaxed version of Assumption 3.3 for suboptimal filters.
Assumption 5.1. [Relaxed version of Assumption 3.3] (β-stability of suboptimal filters
with respect to initial conditions) For a given set Γ, a suboptimal filter is stable with
respect to initial conditions in the sense that there exists a β(·, ·) ∈ K L such that for all
σ0, σ¯0 ∈ Gh(Rn), all ω ∈ Γ, and all k ≥ 0, we have that∣∣∣∣∣∣pλk(x|y[1,k], σ0)− pλk(x|y[1,k], σ¯0)∣∣∣∣∣∣
1
≤ β (||σ0 − σ¯0||1 , k) +RE (5.17)
where RE > 0 is a finite constant.
Assumption 5.1 implies that the estimation bias RE introduced by the suboptimal filter
is asymptotically bounded. In the following, it is shown that this relaxed assumption, the
finite error over finite interval bound η(L), and the condition that β(M,L∗) ≤ η(L∗)
for some L∗ > 1 where M = supσ,σ¯∈Gh(Rn) ||σ − σ¯||1, can also be used to infer that the
estimation error between the true and the approximating filters is asymptotically bounded.
Theorem 5.2. (β-asymptotic bound on suboptimal filter error) Consider a state process
x[0,k] and a measurement process y[1,k] generated by the true system (5.1). For a given set Γ
and projection operator pih(·), assume that Assumption 3.4 and Assumption 5.1 hold. Also
assume that the filters are error growth matched filters in the sense that β(M,L∗) ≤ η(L∗)
for some L∗ > 1. Then the error introduced by the suboptimal filter is β-asymptotically
bounded by R¯E = 2η(L
∗) +RE in the sense that for all σ0 ∈ Ge(Rn), all σh0 ∈ Gh(Rn), all
ω ∈ Γ and all k ≥ 0, we have that∣∣∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σh0 )∣∣∣∣∣∣
1
≤ β
(∣∣∣∣∣∣pih(σ0)− σ¯0∣∣∣∣∣∣
1
, k
)
+ R¯E . (5.18)
Proof. This proof follows a similar development to the proof of Theorem 3.2. For self-
consistency purpose, we fully repeat the steps here.
First we have, for all k ∈ [0, L∗], all σ0 ∈ Ge(Rn), all σh0 ∈ Gh(Rn), and all ω ∈ Γ that∣∣∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σh0 )∣∣∣∣∣∣
1
≤
∣∣∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], pih(σ0))∣∣∣∣∣∣
1
+
∣∣∣∣∣∣pλk(x|y[1,k], pih(σ0))− pλk(x|y[1,k], σh0 )∣∣∣∣∣∣
1
≤ η(L∗) + β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, k
)
+RE . (5.19)
In the 1st step, we have used Minkowski’s inequality [181, p. 242]. In the last step, we
have used Assumption 3.4 and Assumption 5.1. Since η(L∗) + RE < R¯E , we have that
(5.18) holds for all k ∈ [0, L∗]. It remains to establish that this holds for larger k.
Now recall the notation σek(σ0) = p
0
k(x|y[1,k], σ0) and σhk (σ0) = pλk(x|y[1,k], σ0) intro-
duced in Chapter 3. Moreover, recall the distributive nature of the filtering recursions
described in Chapter 3. Hence, p0k−`(x|y[1,k−`], σe` (σ0)) = p0k(x|y[1,k], σ0) and likewise for
the approximating filter.
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Consider the time interval k ∈ [1, L∗ + 1] and let k¯ = k − 1. From time-invariance of
the true system (5.1) and the approximating model (5.2), and the distributive nature of
filtering recursions, we can write∣∣∣∣∣∣p0k(x|y[1,k], σ0)− pλk(x|y[1,k], σh0 )∣∣∣∣∣∣
1
=
∣∣∣∣∣∣p0k¯(x|y[1,k¯], σe1(σ0))− pλk¯(x|y[1,k¯], σh1 (σh0 ))∣∣∣∣∣∣1
≤
∣∣∣∣∣∣p0k¯(x|y[1,k¯], σe1(σ0))− pλk¯(x|y[1,k¯], pih(σe1(σh0 )))∣∣∣∣∣∣1
+
∣∣∣∣∣∣pλk¯(x|y[1,k¯], pih(σe1(σ0)))− pλk¯(x|y[1,k¯], σh1 (σh0 ))∣∣∣∣∣∣1
≤ η(L∗) + β
(∣∣∣∣∣∣pih(σe1(σ0))− σh1 (σh0 )∣∣∣∣∣∣
1
, k¯
)
+RE
(5.20)
where we have again used Minskowski inequality, Assumption 3.4, and Assumption 5.1.
Hence, at time k¯ = L∗, that is k = L∗ + 1, we have that∣∣∣∣∣∣p0L∗+1(x|y[1,L∗+1], σ0)− pλL∗+1(x|y[1,L∗+1], σh0 )∣∣∣∣∣∣
1
≤ η(L∗) + β
(∣∣∣∣∣∣pih(σe1(σ0))− σh1 (σh0 )∣∣∣∣∣∣
1
, L∗
)
+RE
≤ 2η(L∗) +RE
≤ R¯E + β
(∣∣∣∣∣∣pih(σ0)− σh0 ∣∣∣∣∣∣
1
, L∗ + 1
)
(5.21)
where we have used the error growth matched filters condition in the 2nd step.
Hence, (5.18) holds for k ∈ [0, L∗+ 1]. Repeated application of steps (5.20) and (5.21)
on intervals k ∈ [n,L∗ + n] for n = 2, 3, . . . then establishes that (5.18) holds for all
k ≥ 0. 
Remark 5.4. It is stressed that the asymptotic bound result (Theorem 5.2) can also be
shown for a general true system (3.1) and a general approximating system (3.9) considered
in Chapter 3 and 4.
Similar to the result of Theorem 3.2 (recalled in Section 5.2), this theorem implies that
a smaller η(L) corresponds to a smaller estimation bias R¯E , and Theorem 5.1 shows that
the joint state-measurement relative entropy can be used to provide a bound on the size
of η(L). In this section, a design approach which is connected to the joint relative entropy
(and hence indirectly connected to filtering performance) will be proposed for suboptimal
filters.
Probabilistic Distance Concept
For the design of suboptimal filters, let us introduce the concept of probabilistic distance.
The probabilistic distance between two models λ and λ¯, D(λ, λ¯), is defined as
D(λ, λ¯) , lim
k→∞
1
k
[
log
(
pλ(y[1,k])
)
− log
(
pλ¯(y[1,k])
)]
(5.22)
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where pλ(y[1,k]) and p
λ¯(y[1,k]) are likelihoods that can often be determined from outputs
of filter models λ and λ¯, respectively. Although the probabilistic distance concept has
previously been introduced for HMMs [116], this concept naturally extends to the hybrid
system models considered in this chapter. In the remainder of this chapter, we will assume
that the joint state-measurement RER and probabilistic distance between the true model
λ0, a candidate model λ, and some known reference model λR, are related in the following
manner:
R(λ0||λ)−R(λ0||λR) = Eλ0 [D(λ0, λ)−D(λ0, λR)]
= Eλ
0 [
D(λR, λ)
]
(5.23)
where Eλ
0
[·], or Eλ0(θ[1,∞])[·], denotes the expectation operation with respect to the true
model. Importantly, under ergodicity assumptions, we can approximate expectations of
type Eλ
0(θ[1,∞)[·] on the basis of the data generated by the true model.
Remark 5.5. Note that the role of the relationship (5.23) is to provide connection be-
tween probabilistic distance and the RER concepts that have been shown to be connected to
approximating filter performance. This relationship is not essential in our design process.
Probabilistic Distance Based Hybrid System Model Selection
We will now propose a probabilistic distance based model selection approach. For a
candidate model λ ∈ Sλ, let the worst-case probabilistic distance criterion with respect to
some known reference model λR, JP (λ), be defined as
JP (λ) , sup
θ[1,∞]∈Sθ|[1,∞]
Eλ
0(θ[1,∞])
[
D
(
λR, λ
)]
. (5.24)
Note that the λR in (5.23) and (5.24) can be any model that is available and allows calcu-
lation of D(λR, λ). We then propose that the hybrid system model λP should be selected
from the set of candidate models Sλ so that it minimises the worst-case probabilistic
distance in the sense that λP ∈ Sλ satisfies
JP (λP ) = inf
λ∈Sλ
JP (λ). (5.25)
Note that R(λ0||λR) is independent of λ and hence, R(λ0||λ) is optimised at the same
location as Eλ
0
[D(λR, λ)] (and the argument of optimisation does not depend on the choice
of λR).
We highlight that this probabilistic distance based approach is suitable when the can-
didate model underlying the candidate filter is not available. In this situation, we can
select parameters of the suboptimal filter directly (because (5.24) can be calculated di-
rectly from filter outputs, and does not required knowledge of the model). As an example,
this allows the design of an IMM filter on the basis of the filter parameters that lead to
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(5.24) being minimised (even if we are unable to determine the ‘phantom’ model for which
the IMM filter actually provides an exact filter).
Importantly, when an underlying model exists, the worst-case probabilistic distance
approach (5.25) leads (in a weak sense under the expectation operation) to the same design
as the worst-case RER approach (5.11). Hence, this probabilistic distance based design
might be preferred in a number of other situations where pλ(y[1,k]) can be determined even
if λ is not explicitly available.
Remark 5.6. The worst-case probabilistic distance design (5.25) and the worst-case RER
design (5.11) (as well as the designs for special cases (5.13) and (5.16)) for exact hy-
brid system filters can both be interpreted as likelihood methods (due to the connection
between relative entropy concepts and likelihood). However, the RER interpretation may
be preferable in some situations.
Remark 5.7. We highlight that this probabilistic distance based approach requires access to
the data generated by the true model, so that Eλ
0 [
D
(
λR, λ
)]
can be estimated numerically
(under the assumption of ergodicity of the true model). However, it is not necessary to
know the underlying true model λ0.
5.4 Design Examples and Simulation Studies
In this section, we illustrate our hybrid system model design techniques in three aircraft
target tracking problems:
1. A benchmark target tracking problem with enough a priori information to be solvable
using both the previously published techniques and our proposed joint RER design
techniques.
2. A target tracking problem with uncertain target turn characteristics that illustrates
the benefits of our joint RER design techniques.
3. A target tracking problem involving a suboptimal filter design that illustrates the
benefits of our worst-case probabilistic distance based design approach.
Before presenting our design examples, we will first discuss some implementation issues,
and then introduce some performance measures that are used in our studies.
5.4.1 Calculation of Relative Entropy Rate
We remind that the true model λ0(θ[1,k]) and candidate hybrid models λ are compared
on the basis of the joint state-measurement RER (5.5) which can be calculated by ex-
ploiting Monte Carlo techniques [213]. For this purpose, note that efficient recursions for
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calculating the joint state-measurement density pλ
(
x[0,k], y[1,k]|σ0
)
can be established by
considering a fictitious HMM in which Xk is the state process and xk is the observation
process. For k ≥ 0, let αk(j) , pλ
(
Xk = ej , x[0,k]|σ0
)
be the probability of the observation
sequence until time k and the current state value Xk = ej ; then αk(j) can be calculated
for k > 0 via the usual HMM forward recursion
αk(j) =
[
N∑
i=1
αk−1(i)Aji
]
bj(xk|xk−1), for j = 1, ..., N (5.26)
from the initialisation α0(j) = pi
j
0σ0(x0) and using the observation probability densities
bi(xk|xk−1) , pλ(xk|xk−1, Xk = ei) = N ((xk − Fk(ei)xk−1) ; 0, Qa), see [2]. We highlight
that even though this interpretation is unusual, all these quantities are defined, and this
filter exists. Using this fictitious HMM, the joint probability law of the state and mea-
surement processes pλ(x[0,k], y[1,k]|σ0) for k > 0 can be calculated from αk using Bayes’
rule as follows:
pλ(x[0,k], y[1,k]|σ0) = pλ(y[1,k]|x[0,k], σ0)
N∑
i=i
αk(i) (5.27)
where pλ(y[1,k]|x[0,k], σ0) =
∏k
i=1N ((yi −Hixi) ; 0, Ra) and we note that
∑N
i=1 αk(i) =
pλ(x[0,k]|σ0). Essentially, this fictitious HMM allows us to marginalise out dynamics due
to the mode process Xk, and hence provides an efficient finite dimensional algorithm to
calculate the joint state-measurement probability density pλ
(
x[0,k], y[1,k]|σ0
)
.
Further, when using a Monte Carlo technique, we highlight that an over-bound on
JM (λ) (denoted as J¯M (λ)) can be efficiently calculated by taking the supremum over
θ[1,k] in a sequential manner on each sample sequence (rather than seeking the supremum
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outside the average over L samples). That is
JM (λ) = sup
θ[1,∞]∈Sθ|[1,∞]
R (λ0(θ[1,∞])||λ)
= lim
k→∞
sup
θ[1,k]∈Sθ|[1,k]
lim
L→∞
1
kL
L∑
i=1
log
(
p0
(
x
(i)
[0,k], y
(i)
[1,k]
∣∣∣ θ[1,k], σ0))
− log
(
pλ
(
x
(i)
[0,k], y
(i)
[1,k]|σ0
))
≤ lim
k→∞
lim
L→∞
1
kL
L∑
i=1
sup
θ[1,k]∈Sθ|[1,k]
{
log
(
p0
(
x
(i)
[0,k], y
(i)
[1,k]
∣∣∣ θ[1,k], σ0))
− log
(
pλ
(
x
(i)
[0,k], y
(i)
[1,k]|σ0
))}
= lim
k→∞
lim
L→∞
1
kL
L∑
i=1
sup
θ[1,k]∈Sθ|[1,k]
{
log
(
p0
(
x
(i)
[0,k−1], y
(i)
[1,k−1]
∣∣∣ θ[1,k], σ0))
+ log
(
p0
(
y
(i)
k , x
(i)
k
∣∣∣x(i)k−1, θk))− (log (pλ (x(i)[0,k−1], y(i)[1,k−1]|σ0))
+ log
(
pλ
(
y
(i)
k , x
(i)
k
∣∣∣x(i)k−1)))}
= lim
k→∞
lim
L→∞
1
kL
L∑
i=1
[
k∑
`=1
sup
θ`∈Sθ
{
log
(
p0
(
y
(i)
` , x
(i)
`
∣∣∣x(i)`−1, θ`))
− log
(
pλ
(
y
(i)
` , x
(i)
`
∣∣∣x(i)`−1))}]
+ log
(
p0
(
x
(i)
0
∣∣∣σ0))− log (pλ (x(i)0 ∣∣∣σ0))
, J¯M (λ) (5.28)
where x
(i)
[0,k] and y
(i)
[1,k] are the ith sample of the state and measurement sequences drawn to
match the statistics provided for the true model. Here, the 3rd step follows from Bayes’
rule and the Markov property of the state dynamics which lets us write
p0
(
x[0,k], y[1,k]
∣∣θ[1,k], σ0) = p0 (xk, yk∣∣xk−1, θk) p0 (x[0,k−1], y[1,k−1]∣∣θ[1,k], σ0) and
pλ
(
x[0,k], y[1,k]
∣∣σ0) = pλ (xk, yk∣∣xk−1) pλ (x[0,k−1], y[1,k−1]∣∣σ0).
5.4.2 Performance Measures
In the following simulation studies, filter performance will be characterised using two root
mean-square error (RMSE) concepts: average RMSE (ARMSE) and maximum RMSE
(MRMSE). For i = 1, . . . , L, consider the state processes x
(i)
[1,k] which are drawn to match
the statistics provided for the true system, and let us denote the corresponding state
estimate as xˆ
(i)
[1,k]. Then ARMSE is defined as
ARMSE =
√√√√ 1
kL
L∑
i=1
k∑
`=1
(
x
(i)
` − xˆ(i)`
)′ (
x
(i)
` − xˆ(i)`
)
. (5.29)
Now let us consider a new set of state processes which are generated according to a
specific sequence θ[1,k]. At time k, let us denote these processes as xk(θk). The MRMSE
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can be used to quantify filter performance for the worst sequence of uncertain parameter,
and is defined as
MRMSE = sup
θ[1,k]∈Sθ|[1,k]
√√√√1
k
k∑
`=1
(x`(θ`)− xˆ`)′ (x`(θ`)− xˆ`). (5.30)
5.4.3 Common Parameters in Model Selection Examples
For the following design examples, we will consider the following coordinated turn dynamic
model F¯ (·) and position-only measurement model H¯ [4, 24]:
F¯ (ωk) =

1 sin(ωkT )ωk 0 −
1−cos(ωkT )
ωk
0 cos(ωkT ) 0 − sin(ωkT )
0 1−cos(ωkT )ωk 1
sin(ωkT )
ωk
0 sin(ωkT ) 0 cos(ωkT )
 and
H¯ =
[
1 0 0 0
0 0 1 0
]
where T = 5 seconds is the sampling period.
We will now present our design examples.
5.4.4 Design Example 1: Parameterised Linear Dynamics
(Distribution of Parameter Known)
For comparison purposes, in this example, we consider a simple problem which can be
handled by the previously published techniques. For k > 0, consider a 2D maneuvering
target tracking problem described by the discrete-time process xk = [x
c
k, x˙
c
k, y
c
k, y˙
c
k]
′ with
the true dynamics (see [24]),
xk = F¯ (ω)xk−1 + vk
yk = H¯xk + wk (5.31)
where ω is an unknown but constant turn rate with the a priori distribution described by
p(ω) = c0
1√
2piq0
e
− (ω)2
2q20 + c
[
1√
2piq
e
− (ω+ωs)2
2q2 +
1√
2piq
e
− (ω−ωs)2
2q2
]
. (5.32)
Here, c0 = c = 1/3, q0 = q = 1, and ωs = 3
◦/s. This a priori distribution is illustrated in
Figure 5.4. In the dynamic model (5.31), the noise processes vk and wk are assumed to be
zero-mean Gaussian noises with covariance Q = 0.1I4 and R = 100I2, respectively, where
In denotes n× n identity matrix. Moreover, x0 = [1000, 100, 200, 120]′.
For our approximation, we constructed a filter based on a three-element (N = 3) hybrid
system model described by (5.2) with Fk(Xk) = F¯ (VxXk), Hk = H¯, A = I3, Q
a = I4,
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Figure 5.4: Design Example 1: a priori distribution of the unknown but constant turn rate ω
Ra = R, pi0 = [1/3, 1/3, 1/3], where Vx = [−ωm, 0, ωm] is the mode mapping vector based
on the candidate turn rate ωm. Note that in other applications Vx could have independent
elements, but this symmetric structure makes sense in this target tracking example (i.e. the
aircraft is either performing a left turn, flying straight, or performing a right turn). Under
the assumptions of this example, we note that the static multiple model (SMM) filter is
the optimal hybrid system filter. The SMM filter is a bank of N parallel Kalman filters
where each Kalman filter is designed on one of the base modes Fk(ei) (see Section 2.4.5 for
structure and implementation of the SMM algorithm). Under stabilizability, detectability,
and some other mild conditions, it can be shown that Kalman filter is asymptotically
stable with respect to initial conditions described by Assumption 3.3 (for example, see
Appendix A). Since the SMM filter is a bank of Kalman filters, the SMM filter can also be
shown to satisfy Assumption 3.3. Moreover, we note that all candidate filters assume an
initial filter estimate xˆ0 = x0 and an initial filter covariance P0 = 100I4. Thus, our design
problem is to select a suitable turn rate ωm for an approximating linear hybrid system
model.
We applied our conditional-mode criterion (5.15) to a set of five candidate models
with candidate turn rates ωm ∈ Sω = {2, 3, 4, 5, 6}◦/s, respectively, and the values of the
criteria of these candidate models are shown in Table 5.1. We highlight that our worst-
case joint RER criterion (5.10) also leads to the same results. Thus, our conditional-mode
approach (5.16) (and our worst-case joint RER approach (5.11)) selected a hybrid system
model with candidate turn rate ωm = 3◦/s (note that the turn rate 3◦/s is also the turn
rate selected by the minimum-distance design approach [24]). The similarity between
our proposed RER-based design approaches and the existing minimum-distance design
approach is not surprising in this problem because the distribution of ω is known. We
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Table 5.1: The conditional-mode design for Example 1
Candidate Conditional-Mode Criteria
Turn Rate ωm(◦/s) JC(λ) (×104)
2 0.9566
3 0.5154
4 0.7923
5 1.5695
6 2.5553
acknowledge that our proposed design method may be more computationally expensive
than the existing design approaches applied to this design problem due to the need to
calculate relative entropy rates using Monte Carlo technique. However, we highlight that
the previously proposed minimum-distance approach cannot be applied in problems where
a priori distribution of the unknown parameter is not available.
5.4.5 Design Example 2: Parameterised Linear Dynamics
(Distribution of Parameter Unknown)
We now consider a general version of the previous example where the distribution of the
uncertain parameter is not available. Consider the dynamics (5.31) with the same Q and
R as previous example, but assume we lack knowledge of the a priori distribution of the
uncertain parameter. We assume that ω ∈ Sθ = {ω : |ω| ≤ 6◦/s} is an unknown but
constant turn rate and x0 = [1000, 100, 200, 120]
′.
In this example, we are interested in estimating position and velocity of the target when
lacking the knowledge of the distribution and the true value of ω. For our approximation,
we considered the same type of hybrid system models as Example 1. We applied our worst-
mode criterion (5.12) to a set of five candidate hybrid system models with candidate turn
rates ωm ∈ Sω = {2, 3, 4, 5, 6}◦/s, respectively, and the values of the criteria of these
candidate models are shown in Table 5.2. Note that our worst-case joint RER criterion
(5.10) also leads to the same results. It can be seen that the hybrid system model with the
candidate turn rate ωm = 4◦/s satisfies our wosrt-mode design problem (5.13) (and the
worst-case joint RER design problem (5.11)) with respect to the candidate models under
consideration.
To validate this conclusion, we implemented SMM filters based on the candidate mod-
els. We conducted Monte-Carlo simulation studies involving these candidate hybrid system
models and the corresponding SMM filters by generating 241 samples of ω equally spaced
on the set Sθ. For each ω, 1000 sets of x[0,1000] and y[1,1000] are generated according to
(5.31). The initial filter estimate xˆ0 = x0 and the initial filter covariance P0 = 100I4 are
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Table 5.2: The worst-mode design and filter performance for Example 2
Candidate Worst-Mode Criteria Monte-Carlo Monte-Carlo
Turn Rate ωm(◦/s) JW (λ) (×104) MRMSE ARMSE
2 10.68 318.35 158.70
3 6.01 246.94 116.16
4 2.69 169.55 99.19
5 4.21 211.52 114.55
6 6.04 255.18 148.02
assumed in all these candidate filters. The simulated SMM performance corresponding to
each candidate filter is also shown in Table 5.2. Importantly, Table 5.2 illustrates that
the filter performance predicted by our joint RER based criteria correspond well with the
simulated filter performance.
5.4.6 Design Example 3: Uncertain Dynamic System,
IMM Problem
For k > 0, consider a 2D maneuvering target tracking problem described by the discrete-
time process xk = [x
c
k, x˙
c
k, y
c
k, y˙
c
k]
′ with the true dynamics (similar to the previous exam-
ples):
xk = F¯ (ωk)xk−1 + vk
yk = H¯xk + wk (5.33)
where ωk ∈ Sθ = {ωk : |ωk| ≤ 2◦/s} is the unknown time-varying turn rate, x0 =
[1000, 100, 200, 120]′, and the noise processes vk and wk are assumed to be zero-mean
Gaussian noises with covariances Q = 0.1I4 and R = 100I2, respectively.
In this example, we are interested in estimating position and velocity of the target
without direct knowledge of ω[1,k]. We constructed a hybrid system filter based on a
three-element (N = 3) hybrid system model described by (5.2) with Fk(Xk) = F k(VxXk)
where Vx = [−ωm, 0, ωm] is the mode mapping vector based on filter model turn rate
parameter ωm.
In our design, we consider a selection of different candidate IMM filters with different
Vx but with F¯ (·), H¯, and x0 fixed at the values above, the transition probability A
fixed at Aij = 0.98 for i = j and Aij = 0.01 otherwise, the initial probabilities fixed at
pi0 = [1/3, 1/3, 1/3], and the covariance matrices fixed at Q
a = Q and Ra = R. With
a slight abuse of notation, we will use λi =
{
F¯ (·), V ix , H¯, Qa, Ra, A, pi0, x0
}
to denote the
ith candidate IMM filter where V ix is the mode mapping vector corresponding to the ith
candidate filter. Simulation studies can be used to illustrate that these IMM filters satisfy
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Assumption 5.1. In this example, our design problem is to select a suitable filter model
turn rate parameter ωm that results in reasonable filtering performance for our IMM filter
approximation.
Design via Minimum-Distance Method
For comparison purposes, we applied the minimum-distance method [24] to select a suitable
filter model turn rate parameter ωm. This previously published method requires a priori
information about the distribution of the uncertain parameter; for this design purpose,
we assumed ωk ∈ Sθ with a uniform distribution. The filter model turn rate identified by
the minimum-distance method is 1.333◦/s (note that this same designed turn rate value is
also specified by the minimum-mismatch design method and equal-distance design method
applied to this problem [24]).
Our Proposed Probabilistic Distance Based Design Method
We used our worst-case probabilistic distance criterion (5.24) to select a design from a
set of 30 candidate IMM filters with candidate filter model turn rate parameters ωm ∈
Sω = {0.1, 0.2, . . . , 3}◦/s. We estimated the worst-case probabilistic distance (5.24) for a
candidate IMM filter on the basis of data sequences generated according to a representative
set of possible mode values. Specifically, for each ω ∈ S¯θ = {0, 0.05, 0.10, . . . , 2}◦/s, we
generated a 1000 sequences of x[0,1000] and y[1,1000]. Figure 5.5 illustrates the probabilistic
distance based criteria (5.24). It is clear that the IMM filter with candidate turn rate 2◦/s
satisfies our probabilistic distance design (5.25).
To illustrate the benefits of our worst-case probabilistic distance based design approach,
we conducted Monte-Carlo simulation studies involving three test cases: constant true turn
rate, uniform distribution, and target-like turn rates.
Test Case 1: Constant Turn Rate
In our first test case, we consider a situation where the true turn rate is actually constant.
We characterised the performance of our filters for a range of true turn rates ωk = ω ∈ S¯θ.
For each constant true turn rate ω, we generated 1000 sequences of x[0,1000] and y[1,1000].
Then, for each data sequence, we implemented an IMM filter for each candidate filter model
turn rate parameter ωm ∈ Sω. The initial state estimate xˆ0 = x0 + [200,−40, 150, 60]′ and
the initial filter covariance P0 = 100I4 are assumed in all these candidate filters. For
each candidate filter with ωm ∈ Sω, the simulated filter performance for the worst-case
true turn rate ω (MRMSE) is illustrated by the solid line in Figure 5.6a and the average
filer performance (ARMSE) is illustrated by the solid line in Figure 5.6b. The illustrated
results suggest that our selected IMM filter outperforms the other IMM filters under
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Figure 5.5: Design Example 3: worst-case probabilistic distance criterion JP (λ) applied to
candidate IMM filters with turn rate parameters ωm. The worst-case probabilistic distance design
has turn rate parameter ωm = 2◦/s (designs with ωm > 2◦/s had slightly higher costs).
consideration. Significantly, our selected IMM filter outperforms the IMM filter selected
by the minimum-distance method.
To understand why our design outperformed the minimum-distance design in this
situation, consider the simulated performance of the two designed IMM filters for each
true turn rate shown in Figure 5.7. This figure illustrates that the IMM filter selected by
the minimum-distance method performed poorly when the true turn rate ω > 1.333◦/s.
However, our designed IMM filter performed relatively well over the complete range of
possible true turn rates.
Test Case 2: Uniform Distribution
In this test case, we assume that the true turn rate ωk ∈ Sθ is a uniformly distributed
random variable (similar to the extra assumption we introduced earlier when completing
the minimum-distance design for this problem). We generated 1000 data sequences of
x[0,1000] and y[1,1000]. We again implemented an IMM filter for each candidate filter model
turn rate parameter ωm ∈ Sω. The simulated filter performance for the worst-case turn
rate sequence ω[1,1000] for each candidate model (MRMSE) is illustrated by the dot-dash
line in Figure 5.6a and the average filter performance (ARMSE) is illustrated by the dot-
dash line in Figure 5.6b. In terms of average performance, the results suggested that our
designed IMM filter performs no worse than the IMM filter selected by the minimum-
distance method. However, in terms of the worst-case performance, the result suggested
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(a) MRMSE
(b) ARMSE
Figure 5.6: Design Example 3: performance comparison of candidate IMM designs: (a) MRMSE
(b) ARMSE. As predicted by the worst-case probabilistic distance criteria, the best filter has turn
rate parameter ωm = 2◦/s (filters with ωm > 2◦/s had slightly higher MRMSE and ARMSE).
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Figure 5.7: Example 3: comparison of our worst-case probabilistic distance based design approach
and the minimum-distance method for each true turn rate ω.
that our designed IMM filter outperforms the other candidate IMM filters under consider-
ation, including the IMM filter selected by the minimum-distance method. This test case
illustrates that our proposed design method is superior (or no worse than) the existing
design methodology even when compared to the existing design made with assumptions
that are (unrealistically) well matched to the data.
Test Case 3: Target-Like Turn Rates
In this test case, we assume that the true turn rate ωk is given by
ωk = V
0
xX
0
k (5.34)
X0k = AωX
0
k−1 (5.35)
for k > 0, where X0k ∈ {e1, . . . , e81}, V 0x = [−2,−1.95, . . . , 2]◦/s, and Aω is a transition
probability matrix with ijth element Aijω = p(X0k = ei|X0k−1 = ej). Here, Aijω = 0.9 if
i = j and Aijω = 0.0013 otherwise, and X00 = e41 (corresponding to ω1 = 0).
Similar to the previous test cases, an IMM filter for each candidate filter model turn
rate parameter ωm ∈ Sω was implemented. The dash line in Figure 5.6a illustrates the
simulated filter performance for the worst-case turn rate sequence ω[1,1000] (MRMSE)
and the average filter performance (ARMSE) is illustrated by the dash line in Figure
5.6b. Similar to the first test scenario, the results suggested that our selected IMM filter
outperforms the other IMM filters under consideration. Importantly, our selected IMM
filter outperforms the IMM filter selected by the minimum-distance technique.
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5.4.7 Summary of Simulation Studies
Our simulation studies illustrated that when there is a priori information about the dis-
tribution of the uncertain system parameter, our joint RER based design approaches lead
to results no worse than the existing minimum-distance design method. Moreover, in sit-
uations where there is a lack of the a priori information (i.e. cannot be handled by the
existing techniques such as the minimum-distance method), we illustrated that our joint
RER based design filter outperforms other candidate filters. Significantly, the simulated
filter performance corresponds well with our joint RER criteria. In the problems involving
suboptimal filters, our simulation study suggested that our probabilistic distance based
design leads to superior (or at least as good as) filtering performance in comparison with
the existing minimum-distance design (even in the situation where the existing approach
is designed on the basis of an assumption that is unrealistically well-matched to the true
system).
5.5 Concluding Remarks
In this chapter, we presented three novel joint statement-measurement RER design ap-
proaches for linear hybrid system model selection in the situations where the linear hybrid
system model is used to approximate uncertain nonlinear dynamic model (of a parameteric
nature); these approaches are conditional-mode design, worst-mode design, and worst-case
joint RER design. The conditional-mode and the worst-mode designs were proposed for
the simpler model selection problem where the uncertain parameter of the true model
is time-invariant. Additionally, the worst-mode design were provided for the situations
where there is a lack of knowledge about the a priori distribution describing the uncertain
parameter of the true system (the condition required in the existing design approaches).
The worst-case joint RER design was then proposed for a more general hybrid system
model selection where the uncertain parameter may be time-varying and the a priori in-
formation about the uncertain parameter is not available. Importantly, the key advantage
of our proposed design approaches over the existing approaches is that it does not require
an additional a priori distribution information of the uncertain parameter. Moreover, we
have also shown that the relative entropy concepts used in our design are connected to
the performance of approximating filters using the analysis tools established in Chapter
3. That is, each of our design approaches selects hybrid system model which minimises
the difference in responses of the true and approximating filters (which in turn minimises
the error of the approximating filters with respect to modelling errors).
We also presented a design approach suitable for suboptimal filters such as the widely
used IMM filter. This design approach is based on probabilistic distance concept (which
can be determined from filter outputs) and hence does not require the knowledge of the true
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model and the ‘phantom’ model for which the suboptimal filter provides an exact filter.
Importantly, this provides a design approach for situations that cannot be adequately
handled by the existing approaches.
Finally, in order to evaluate our proposed design approaches, we presented three hy-
brid system model design examples and conducted simulation studies which suggested
that our proposed design approaches selected filter models which led to the best filtering
performance with respect to the candidate filters. In the case where the existing design
techniques can be utilised, it was illustrated that our design leads to better (or at least as
good as) filtering performance in comparison to the existing approaches.
CHAPTER 6
Mixed Centralised-Decentralised Air
Traffic Separation Management
The results presented in this chapter have been published in [C1] and [C5].
Note that this chapter addresses the problem of aircraft separation control in the pres-
ence of measurement uncertainties. This problem differs from the problems considered in
Chapter 3-5, but is likewise motivated by the performance degradation to the uncertainties
in control systems (as described in Chapter 1). Consequently, the results of this chapter
are not built upon the results of the previous chapters.
This chapter addresses an important problem in automated air traffic separation man-
agement. As previously discussed in Chapter 1, an effective automated separation man-
agement approach is believed to be an essential element in future ATM systems. Unfortu-
nately, a large number of existing approaches do not seem to adequately handle separation
management tasks in non-nominal (or degraded) operating ATM environments that may
lead to model uncertainties, navigation errors, or filtering and control errors. Moreover,
the two prominent separation management approaches (centralised and decentralised) pro-
vide contrasting benefits and drawbacks to the separation management operations, and
an approach which could combine the advantages while mitigating the drawbacks of these
two key approaches may be more desirable. For these purposes, a combined (or mixed)
centralised-decentralised separation management system is considered in this chapter to
provide an additional layer of safety in degraded operating conditions (through a higher
level of redundancy) and reduces the effects of the drawbacks of both prominent approaches
on system performance.
It is noted that a form of combined centralised and decentralised aircraft control de-
cisions has previously been proposed in [214] to facilitate automation of ATM system. In
this work, each individual aircraft is allowed to make decentralised (or onboard) decisions
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about their preferred routes, but the safety is maintained by an overall centralised sep-
aration manager (or centralised controller). On the contrary, a different combination of
centralised and decentralised controllers will be considered in this chapter where each air-
craft receives candidate separation instructions from two different controllers (centralised
and decentralised) having access to different (partially complete) measurements or air traf-
fic information. An example of our considered mixed separation management problem is
illustrated in Figure 6.1. In this situation, the aircraft must select the most appropriate
controls or separation instructions from the centralised and decentralised controllers so
that an acceptable level of safety is ensured in the perspectives of both controllers.
A key difficulty of this mixed separation management problem, especially in situations
involving communication band limits, lies in that the two controllers may have access
to different partially complete air traffic information and the essential information may
be spread amongst the two control locations as illustrated in Figure 6.2. That is, there
are uncertainties in the measurements received at both locations. Unfortunately, in this
situation, neither of the two candidate separation instructions may be able to resolve
all potential collision events. It is highlighted that this mixed separation management
problem (involving system uncertainties) cannot be addressed using the control stability
results presented in Chapter 3 and Chapter 4 because those results were established on
the basis of an assumption that the two controllers (true and approximating) have access
to the same measurements. However, in the problem of this chapter, each aircraft has
access to control instructions generated based on two different sets of measurements.
For this purpose, in this chapter, two approaches to mixed centralised-decentralised
separation management are proposed on the basis of robust decision theory: max-min
based approach and flight avoidance maneuver (FAM) alphabet based approach. These
approaches provide avenues for aircraft to select the most appropriate separation instruc-
tion with respect to the uncertainties in air traffic information (separately obtained at
the two control locations) in a practical situation involving limited communication band-
width. Simulation studies are also presented which illustrate the benefits of the proposed
approaches. It is stressed that the mixed separation management approaches presented in
this chapter are strategic separation management approaches, rather than far-term (pre-
flight) path planning, or tactical (near-term) collision avoidance approach such as TCAS
and automated see-and-avoid approach. The role of these mixed separation management
approaches within the operations of ATM system is highlighted in Figure 6.3
This chapter is structured as follows. In Section 6.1, aircraft dynamics and the mixed
centralised-decentralised separation management problem description are presented. A
robust decision approach for mixed separation management is also proposed. Section 6.2
presents the max-min based approach and some simulation studies are provided which
illustrate its benefits. In Section 6.3, FAM alphabet based approach is proposed and
the benefits of this approach are illustrated through simulation studies. Finally, some
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(a) Air traffic picture involving aircraft both seen and unseen by the
centralised controller
(b) Individual aircraft with decentralised controller
Figure 6.1: An example of the mixed centralised-decentralised separation management problem
considered in Chapter 6
concluding remarks are provided in Section 6.4.
6.1 Problem Formulation
6.1.1 Separation Management Problem Description
Consider the following model of aircraft dynamics
xk = f(xk−1, uk) (6.1)
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Figure 6.2: An illustration of a key difficulty in the mixed centralised-decentralised separation
management problem: essential air traffic information is spread amoung the two control locations
Figure 6.3: Region of operation of the mixed centralised-decentralised separation management
approach within an ATM system
for time step k ∈ [1, T ] (for some finite T > 1), where xk ∈ Rn describes the state variable
containing all air traffic information at time k (that is, the dynamic states of multiple
aircraft) and uk describes flight control actions executed by aircraft, taking values in a
compact set U ⊂ Rd. We will use pi = [u1, . . . , uT ] to denote a sequence of flight control
actions or a flight avoidance maneuver (FAM) defined on the time interval [1, T ]. An
example of a FAM is illustrated in Figure 6.4 where uk is a turn rate command. Finally,
we also let Spi denote a set of admissible FAMs.
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Figure 6.4: Example of FAM pi (sequence of single control actions) and the aircraft trajectory
after executing the FAM. This example commands the aircraft to fly to a parallel track 1.5 km to
its right, and then returns to its original course.
In this chapter, we are interested in a problem where candidate control decisions are
generated at two different locations: centralised and decentralised separation management
systems, and the complete air traffic information xk may not be available at either of the
two ATM locations (this may be due to sensor limitations, communication failures, or
degradation of the surveillance systems). That is, there are system uncertainties due to
the incomplete nature of information at both ATM locations. In the next subsection, we
will formally describe this mixed ATM problem.
6.1.2 Mixed ATM Dynamics
For time step k ∈ [1, T ], consider a model of air traffic based on the (partial) information
separately available at each control location as follows:
xmk = f
m(xmk−1, uk) (6.2)
where xmk describes the state variables containing air traffic information available at the
mth location at time k (i.e. the dynamic states of multiple aircraft). Here, m = 1 denotes
the air traffic seen by the centralised ATM system and m = 2 denotes the air traffic seen
by the onboard system. We stress that we have two (partially complete) air traffic pictures
in this problem which are separately created at two different ATM locations. Due to the
difference in sensors involved, for all k ∈ [1, T ], x1k will often be different from x2k.
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6.1.3 Performance Cost
In this chapter, we are interested in the problem of determining the most appropriate con-
trol sequence to achieve some performance objectives including maintenance of the aircraft
safe separation distance. We consider a cost function defined on a finite time interval [1, T ].
Let J(m,pi) denote the cost function for using an admissible control sequence pi ∈ Spi in
the mth system (where a large penalty occurs if a possible collision event remains in the
mth system). For example, this cost function might be described through
J(m,pi) =
T−1∑
k=1
h(xmk , uk) + g(x
m
T ) (6.3)
where h(·) is some running cost and g(·) is some terminal cost. However, a more general
cost function may be considered.
6.1.4 Robust Decision Approach
In the standard separation management problem involving no system uncertainties (both
ATM locations share the same air traffic information), the optimal mixed separation man-
agement problem can be defined as a problem of finding an optimal control sequence pi∗
such that
JS(pi∗) = inf
pi∈Spi
J(m,pi) (6.4)
for any m ∈ [1, 2]. Here, both ATM locations m = 1 and m = 2 will give the same solution
because they share the same air traffic information.
However, this work is concerned with the situations where the air traffic information
available at the two ATM locations is different and possibly conflicting. Note that each
ATM location could also solve the separation management problem on the basis of its
own dynamic model xmk to determine the most appropriate control action uk from the
perspective of its own air traffic information. Unfortunately, neither of the two separately
created solutions can guarantee safety due to the incomplete nature of the information
available at either location.
When dealing with certain types of system uncertainties, it is often useful to consider
a robust or min-max decision problem [183]. Hence, for the considered separation man-
agement problem involving measurement uncertainties, we propose the min-max mixed
separation management problem of finding mR and piR such that
JR(mR, piR) = inf
pi∈Spi
max
m∈[1,2]
J(m,pi). (6.5)
This optimised FAM piR corresponds to a good compromised solution in the sense that, if
possible, all collision events in both systems m = 1 and m = 2 are avoided even when the
important air traffic knowledge is spread between the two ATM locations.
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Unfortunately, the difficulty in solving this min-max problem relates to the require-
ment for an extensive information sharing between the two ATM locations. That is, all
information from one system must be sent to the other system (for example, the cost
of using each admissible FAM pi ∈ Spi or the entire air traffic picture seen by the sys-
tem). Hence, this min-max approach may not be feasible in communication band-limited
systems, especially when there is a large number of aircraft in the controlled airspace.
In the next two sections, we will propose our mixed separation management approaches
of finding the most appropriate control sequence pi that avoids this extensive information
sharing requirement.
6.2 Max-Min Based Mixed Separation
Management System
6.2.1 Max-Min Based Approach
In this section, we propose that the extensive information required in the robust design
problem (6.5) is avoided by using the lower value or the max-min version of the problem.
That is, we propose the max-min based mixed separation management problem of finding
mM and piM such that
JM (mM , piM ) = max
m∈[1,2]
inf
pi∈Spi
J(m,pi). (6.6)
Note that this max-min cost provides a lower value in the sense that [183, p. 71]
max
m∈[1,2]
inf
pi∈Spi
J(m,pi) ≤ inf
pi∈Spi
max
m∈[1,2]
J(m,pi). (6.7)
Although this max-min approach does not guarantee our original collision-free objective,
under certain conditions (that are problem-dependent), a saddle condition will hold that
ensures that the min-max and max-min formulations lead to the same performance. We
also highlight that in the standard separation management problem where both ATM
systems share the same air traffic information, the solution of the proposed max-min based
mixed separation management is the same as the optimal solution (6.4) i.e. piM = pi∗.
Now let pi∗(1) = infpi∈Spi J(1, pi) denote the optimised FAM from the perspective of the
centralised ATM system and let pi∗(2) = infpi∈Spi J(2, pi) denote the optimised FAM from
the perspective of the onboard ATM system. Importantly, we stress that the solution of
this max-min problem only requires transmission of pi∗(1) and its associated cost since
pi∗(2) and its associated cost are calculated onboard the aircraft (that is, a minimal use of
communication bandwidth is required when using this approach).
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6.2.2 Simulation Study: Evaluation of the Max-Min Based
Mixed Separation Management Approach
In this subsection, we present a simulation study to illustrate the benefits of our proposed
max-min mixed separation management approach. Here, we consider a separation man-
agement problem in a 50km × 50km airspace. For simplicity, we assume that aircraft
within the controlled airspace are flying at the same altitude with similar turn charac-
teristics. The aircraft are modelled through 3-DOF equations of motion with a sampling
period (time between each time step) of 1 second, and the aircraft’s turn rates are as-
sumed to be limited to 3◦/s. In this example, we consider the safe separation distance
between aircraft RS = 2km. We also assume that onboard sensors have limited detection
range RD = 5km. Moreover, to illustrate the switching behaviour between centralised and
decentralised controllers, we will examine the problem of selecting a single control action
at a time rather than a control sequence (i.e. pi = uk) and we will consider a discrete set
of admissible turn commands Spi = {0,±0.5,±1,±3}◦/s.
Test Scenarios
Our simulation study involves a varying number of aircraft in four fixed air traffic engage-
ment scenarios: head-on collision, tail chase, star configuration, and perpendicular flows.
These four air traffic engagement scenarios are described below:
• Head-on collision scenario involves two aircraft flying directly towards each other
(see [215] for detailed description).
• Tail chase refers to the air traffic engagement where an aircraft is flying directly
behind a slower aircraft towards a common destination (for more information, see
[215]).
• Star configuration is when the starting points of all aircraft are evenly spaced on
a circle, and the destination of each aircraft is the point on the same circle that
is directly opposite to its starting point. Thus, all aircraft are flying towards the
centre of the circle. This scenario is illustrated in Figure 6.5a and it is also considered
in [163,216].
• Perpendicular flows involve two lines of traffic flows intersecting at a right angle as
illustrated in 6.5b. This scenario is also considered in [163,214].
Note that all aircraft are flying at the same speed except for the tail chase scenario.
Performance Measures
In this study, we use three performance metrics to evaluate our proposed mixed ATM
method: separation assurance, system efficiency, and standard deviation of efficiency.
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(a) Star configuration (b) Perpendicular flows
Figure 6.5: Illustrations of two air traffic separation management test scenarios: star configura-
tion and perpendicular flow
These performance measures are also considered in [163].
The key task of an ATM system is to ensure safe separation distance between aircraft,
and hence separation assurance is an important metric used in evaluating ATM systems.
As a basic measure of performance, we will use the number of near misses and collisions
to measure the level of separation assurance. The term “near miss” is used to refer to
an event where the smallest distance between any pair of aircraft (at any time during
the entire flight) is less than the safe distance RS but more than RC = 500m. The term
“collision” is used to refer to an event where the smallest distance between any pair of
aircraft is less than RC .
Moreover, we define system efficiency in terms of the time taken to reach destination.
Let tip denote the planned time to reach destination of the ith aircraft if there is no potential
collision event, and let tia denote the actual flight time of the ith aircraft. System efficiency
ηs is then given by
ηs =
1
N
N∑
i=1
tip
tia
(6.8)
where N is the number of aircraft in the controlled airspace. Here, the standard deviation
of system efficiency is given by
σs =
√√√√ 1
N
N∑
i=1
(
tip
tia
− ηs
)2
. (6.9)
The standard deviation of system efficiency σs provides a measure of similarity of responses
amongst the aircraft. That is, low σs means that the separation management effort is
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spread amonst the aircraft, whilst high σs means that a small number of aircraft has
undertaken most of the separation management effort. Although informative, the standard
deviation of system efficiency is less important than the other two measures.
Control Design
In this study, we consider the proposed max-min mixed separation management (6.6) with
the cost function J(m,pi) = h(xmk , uk), and h(·) is given by
h(xmk , uk) =
{
B; if τb(x
m
k ) ≤ τa
RWP (xmk , uk) + γu
2
k; otherwise
(6.10)
where B = 105 is set to be a large constant to penalise the occurrence of potential collision
events, RWP (xmk , uk) is the distance to destination at time k (when uk is executed), and
γ is a somewhat arbitrary weighting factor. Here, τb(x
m
k ) is the Bramson tau criteria
and τa is the alerting threshold (see Section 2.4.7 for information Bramson tau detection
method).
Evaluation of the Max-Min Based Mixed Separation Manager
We first illustrate an example of aircraft trajectories from our simulation study. In Figure
6.6, aircraft trajectories in the perpendicular flow scenario involving two aircraft are pre-
sented. In this scenario, Aircraft 2 (red) is centrally undetectable (perhaps due to some
degradation of the ATM system) and it is controlled solely by the decentralised (onboard)
system throughout its flight. Conversely, Aircraft 1 (blue) is equipped with the proposed
max-min mixed separation manager (both centralised and onboard information). Hence,
Aircraft 1 will switch between the 2 controllers according to the rule described by (6.6)
where the cost function J(m,pi) is as described above. The blue and red circles are the
starting positions of Aircraft 1 and Aircraft 2, respectively. The dotted lines are the
planned flight paths of the aircraft whilst the solid lines are the actual routes taken by the
aircraft.
The blue square on Figure 6.6 shows the position of Aircraft 1 when the switch from the
centralised to the decentralised system occurs. That is, the point at which J(1, pi∗(1)) ≤
J(2, pi∗(2)). Decentralised instructions are used at this point because Aircraft 2 has come
within the detection range of onboard sensors of Aircraft 1 but the centralised system has
failed to detect Aircraft 2. Aircraft 1 continues to follow the decentralised controller until it
reaches the position marked by the blue diamond. At this point, the decentralised system
of Aircraft 1 cannot detect any conflict between the two aircraft. Thus, Aircraft 1 switches
back to following the centralised instructions. We highlight that if the decentralised ATM
systems are not available onboard the aircraft, the aircraft would collide at the point
marked by the black star in Figure 6.6.
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Figure 6.6: Example of aircraft trajectories in the perpendicular flow scenario involving two
aircraft
We will now present a more systematic evaluation of the performance of our proposed
max-min mixed separation management method by examining a range of scenarios. In
each test scenario, one aircraft is assumed to be undetectable by the centralised system.
Each scenario is then simulated 20 times and one aircraft is randomly chosen to be cen-
trally undetectable. Table 6.1 illustrates the average performance over the 20 simulated
encounters.
Here, we highlight that we want to minimise the number of near misses, the number
of collisions, and the standard deviation of system efficiency, whilst the system efficiency
is desired to be as high as possible. As illustrated in Table 6.1, as the number of air-
craft increases, the system performance degrades in the sense that the system efficiency
decreases, and the standard deviation of system efficiency increases. Nonetheless, the safe
separation distances between all aircraft were maintained in all test cases. It is worth
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noting that a purely centralised ATM system (where no decentralised system is available)
is not able to maintain a collision-free traffic (potential collision events are presented in
every test case). These results suggest that our proposed max-min mixed separation man-
agement approach provides a suitable switching (or selection) between the centralised and
the onboard separation managers.
Table 6.1: Performance of the max-min mixed separation management approach
Scenario
No. of No. of No. of System Standard Deviation
Aircraft Collision Near Efficiency of System
(N) Events Misses (ηs) Efficiency (σs)
Head-on 2 0 0 97.78 0.0000
Tail Chase 2 0 0 94.60 0.0085
Star 4 0 0 95.40 0.0151
Configuration 8 0 0 92.16 0.0197
16 0 0 84.52 0.0834
Perpendicular 2 0 0 96.37 0.0125
Flows 4 0 0 87.71 0.0656
6 0 0 77.14 0.1342
6.2.3 Practicability of the Max-Min Based Mixed
Separation Manager
We will now present an example which illustrates the limitation of our max-min approach
that the conflict-free objective is not always guaranteed. Similar to the previous example,
we consider a mixed separation management in a 50km×50km airspace. However, we as-
sume that one aircraft is responsible for all collision avoidance tasks (called the separating
aircraft) whilst the other aircraft follow their planned paths (this type of problem is called
non-cooperative separation management problem; for example see [152,160,164,177]). We
also assume that the aircraft are flying at the same altitude and speed with similar turn
characteristics. The aircraft are modelled through 3-DOF equations of motion with a sam-
pling period of 1 second and the aircraft’s turn rates are assumed to be limited to 3◦/s.
Here, we consider the total control time T = 600 seconds. Similar to the previous example,
we consider the same safe separation distance between aircraft RS = 2km. For simplicity,
we consider a small set of admissible turn rate command sequences Spi = {pi1, . . . , pi7}, and
the aircraft trajectories resulting from these turn rate commands (FAMs) are illustrated
in Figure 6.7. That is, Spi consists of a straight flight, 3 left turns, and 3 right turns.
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Figure 6.7: Aircraft trajectories resulting from the set of admissible FAMs Spi = {pi1, . . . , pi7}
Air Traffic Engagement Scenario
In this subsection, a separation management problem between 3 aircraft is considered:
• a separating aircraft sensed by both the centralised and decentralised systems,
• an aircraft detectable by the ground radar but undetectable by the sensors onboard
the separating aircraft, and
• an aircraft undetectable by the ground radar but sensed by the sensors onboard the
separating aircraft.
Particularly, we consider an air traffic engagement scenario where all 3 aircraft are flying
towards the same location (centre of the circles) as shown in Figure 6.8. In this figure, the
separating aircraft (black) and the centrally detectable (but unseen by onboard sensor)
aircraft (blue) are placed on a circle of radius of 10km and the incident angle between
the two aircraft α1 = 90
◦. The centrally undetectable aircraft (red) is placed on an outer
circle of radius 13 km centred at the same location as the first circle, and the incident
angle between this aircraft and the separating aircraft α2 = 85
◦. In this scenario, it is
clear that a collision event will occur between the separating aircraft and the centrally
detectable aircraft if they follow their planned paths.
Control Design
In this example, we consider the max-min based mixed separation management problem
(6.6) with the performance cost J(m,pi) in the form of (6.3) where the running cost h(·)
is given by
h(xmk , uk) = u
2
k + [δ(x
m
k )]
2 +B(xmk ) (6.11)
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Figure 6.8: Air traffic engagement scenario used to illustrate the limitation of the max-min
based mixed separation management approach: separating aircraft (black) and centrally detectable
aircraft are on the same circle of radius 10km with incident angle between the two aircraft of
α1 = 90
◦ while centrally undetectable aircraft (red) is on an outer circle of radius 13 km with
incident angle between this aircraft and the separating aircraft of α2 = 85
◦.
where δ(xmk ) is the crosstrack error defined as the distance (in kilometres) from the planned
flight path to the actual position of the separating aircraft at time k (measured perpendic-
ular to the planned flight path), and B(·) is the penalty for violating the safe separation
distance RS which is given by
B(xmk ) =
{
CR, if rˇ(xmk ) < RS
0, otherwise.
(6.12)
Here, CR = 1 × 109, rˇ(xmk ) = mini rm|ik , and rm|ik is the distance between the separating
aircraft and the ith aircraft (detected by the mth system) at time k. We also consider the
terminal cost g(·) which is given by
g(xmT ) = 500(ψ
a
T )
2 + 500 [δ(xmT )]
2 +BT (xmT ) (6.13)
where ψaT is the separating aircraft’s heading at time T , and B
T (·) is the terminal penalty
applied to FAM which leads the separating aircraft to potential collision events at time
T . Here, BT (xmT ) is given by
BT (xmT ) =
{
0, if |θm|iT | > 90◦ and r˙m|iT > 0 for all i
CT , otherwise
(6.14)
where, θ
m|i
T is the heading of the separating aircraft at time T with respect to the line
connecting the separating aircraft to the ith other aircraft, and r˙
m|i
T is the range rate
between the separating aircraft and the ith other aircraft. Also, CT = 1 × 106 is a
terminal cost penalty chosen to be greater than the total of a typical running cost (when
no collision events occur). We highlight that the running cost h(·) and the terminal cost
188 CHAPTER 6. MIXED SEPARATION MANAGEMENT
Table 6.2: Evaluation of the max-min based mixed separation manager: the costs of admissible
FAMs
Costs Centralised Decentralised
Controller (m = 1) (×106) Controller (m = 2) (×106)
J(m,pi1) 1111.077 0.000
J(m,pi2) 23.014 0.003
J(m,pi3) 17.347 0.009
J(m,pi4) 54.492 0.014
J(m,pi5) 0.003 97.098
J(m,pi6) 0.009 0.009
J(m,pi7) 0.014 0.003
g(·) are now based on the air traffic seen by the mth ATM system. Note that the above
performance cost has previously been considered in [171].
Limitation of the Max-Min Based Mixed Separation Manager
In this subsection, we applied our max-min based approach to resolve the potential collision
event presented in the considered air traffic engagement scenario on the basis of the above
performance cost J(m,pi) and the set of admissible control sequences Spi. The cost for
each FAM pi ∈ Spi is presented in Table 6.2. It can be seen that the FAM pi5 satisfies
our max-min problem (6.6). Unfortunately, this max-min solution pi5 leads to a collision
event between the separating aircraft (black) and the centrally undetectable aircraft (red)
as illustrated in Figure 6.9. Specifically, the black solid line shows the flight path of the
separation aircraft after executing the max-min control solution pi5 while the red and blue
solid lines illustrate the flight paths of the other two aircraft. Importantly, at the point
marked by a red star on the figure, the distance between the separating aircraft and the
centrally undetectable aircraft is less than RC leading to a collision event. We highlight
that when the original robust decision approach (6.5) (min-max mixed problem) is applied,
the FAM selected by the min-max approach pi6 leads to no collision or near-miss event,
and the separating aircraft trajectories resulting from the FAM pi6 are also illustrated by
the dashed-dotted line in Figure 6.9 (note that the application of the original min-max
approach was possible because we have limited the size of Spi in this example). This simple
example illustrates that the conflict-free objective may not be guaranteed by the proposed
max-min based mixed separation management approach.
In the next section, we present another method which allows the conflict-free objective
to be achievable while reducing the extensive information required by the robust decision
based mixed centralised-decentralised approach (6.5).
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Figure 6.9: An illustration of the limitation of the max-min based approach: aircraft trajecto-
ries of the separating aircraft resulting from the max-min based mixed separation management
approach (black solid line) and aircraft trajectories of the separating aircraft resulting from the
original robust decision based mixed separation management approach (black dotted line) are il-
lustrated. The proposed max-min based approach leads to a collision event with the centrally
undetectable aircraft at the point marked by the red star whilst the original min-max leads to no
collision event.
6.3 Flight Avoidance Maneuver Alphabet Based
Mixed Separation Management System
As the max-min based approach proposed in the previous section cannot always guarantee
a collision-free ATM environment, we will now present another approach which reduces
the extensive information sharing in the robust mixed separation management problem
(6.5) while allowing the conflict-free objective of separation management systems to be
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attainable.
6.3.1 FAM Alphabet Based Approach
In this section, we propose that the amount of shared information required in the robust
decision approach (6.5) is reduced by restricting admissible FAMs to a small (finite) pre-
agreed set of maneuvers. This pre-agreed set will be termed FAM alphabet which is
denoted as Π ⊂ Spi, and Π = {pi1, . . . , piN} is a finite set of N admissible FAMs. Figure
6.10 illustrates an example of aircraft trajectories resulting from a FAM alphabet which
consists of 5 FAMs (or control sequences).
Figure 6.10: Aircraft trajectories resulting from an example of a FAM alphabet consisting of 5
FAMs Π = {pi1, . . . , pi5}.
The pre-agreed FAM alphabet is assumed to be available at both ATM locations. Once
a FAM alphabet has been agreed, the min-max (or robust) mixed separation management
problem (6.5) becomes
JF (mF , piF ) = inf
pi∈Π
max
m∈[1,2]
J(m,pi) (6.15)
which will be called the FAM alphabet based mixed separation management problem. We
highlight that a solution of this alphabet version of the min-max problem only requires
transmission of the cost of using each FAM in the alphabet.
However, there remains a question of how to design an appropriate FAM alphabet Π,
which replaces the set of admissible control actions Spi, such that the robust design problem
(6.5) is reasonably represented by the FAM alphabet based problem (6.15). Hence, in the
next subsection, we will present a design method for FAM alphabets.
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6.3.2 Design of Flight Avoidance Maneuver Alphabet
As the FAM alphabet replaces the set of all admissible FAMs, the performance of our pro-
posed mixed separation management (6.15) depends largely on the agreed FAM alphabet
Π. Thus, we will now present a design method for selecting an appropriate FAM alphabet.
Let SΠ denote a set of candidate FAM alphabets. For a candidate alphabet Π ∈ SΠ,
we define the alphabet criterion JA(Π) as
JA(Π) = inf
pi∈Π
sup
x0
JC(pi, x0) (6.16)
where JC(·, ·) denotes the cost function based on the complete air traffic model (6.1)
and the initial air traffic configuration x0 (including flight plans). Since only one FAM
from the selected FAM alphabet is used at a time, this criterion determines the cost of
a candidate FAM alphabet Π by finding the best min-max cost of the FAM over all air
traffic engagements x0.
We then propose that a FAM alphabet ΠA should be selected so that it minimises the
alphabet cost (6.16) in the sense that ΠA satisfies
JA(ΠA) = inf
Π∈SΠ
JA(Π). (6.17)
Hence, this design selects the best FAM alphabet over all complete air traffic configurations
allowing the conflict-free objective to be achievable.
6.3.3 Suitability of the FAM Alphabet Based Approach in
the Standard Separation Management Problem
In this subsection, we present a study of our proposed FAM alphabet design method in a
standard separation management problem where the centralised and decentralised ATM
systems share the same air traffic information. This study examines the suitability of
reducing control options to a smaller finite set of control sequences (i.e. reducing Spi to Π)
by investigating the performance loss in comparison to the optimal solution with access
to all admissible set of control commands.
Consider a standard separation management in a 50km × 50km airspace containing
two aircraft. For simplicity of presentation, we assume that one aircraft is responsible
for all collision avoidance tasks (termed the separating aircraft) whilst the other aircraft
follows its planned path. We also assume that the aircraft are flying at the same altitude
and speed with similar turn characteristics. The aircraft are modelled through 3-DOF
equations of motion with a sampling period of 1 second, and the aircraft’s turn rates are
assumed to be limited to 5◦/s. Here, we consider the total control time T = 600 seconds
and we consider the safe separation distance between aircraft RS = 2km. Note that
this standard separation management problem has been examined in [171] using dynamic
programming techniques.
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For evaluation purposes, we will consider the following performance cost JC(pi, x0)
proposed in [171]:
JC(pi, x0) =
T−1∑
k=1
hc(xk, uk) + g
c(xT ) (6.18)
where uk ∈ pi and xk is the dynamic state of the actual (complete) air traffic picture (6.1)
at time k starting from x0 using the control sequence pi.
We consider the running cost hc(·) which is given by
hc(xk, uk) = u
2
k + [δ(xk)]
2 +B(xk) (6.19)
where δ(xk) is the crosstrack error at time k described on page 187 and B(xk) is the
penalty for violating the safe separation distance RS which is given by
B(xk) =
{
CR, if rk < RS
0, otherwise.
(6.20)
Here, rk is the distance between the separating aircraft and the other aircraft at time k,
and CR = 1× 109 is a large constant chosen to penalise likely collision events.
Also, we consider the terminal cost gc(·) which is given by
gc(xT ) = 500(ψ
a
T )
2 + 500 [δ(xT )]
2 +BT (xT ) (6.21)
where ψaT is the separating aircraft’s heading at time T , and B
T (·) is the terminal penalty
applied to the FAM which leads the separating aircraft to potential collision events at time
T . Here, BT (xT ) is given by
BT (xT ) =
{
0, if |θT | > 90◦ and r˙T > 0
CT , otherwise
(6.22)
where θT is the heading of the separating aircraft at time T with respect to the line
connecting the separating aircraft to the other aircraft, and r˙T is the range rate between
the separating aircraft and the other aircraft. Also, CT = 1 × 106 is a terminal cost
penalty chosen to be greater than the total of a typical running cost (when no collision
events occur).
In this study, we will compare the optimal solution (presented in [171]) with 2 candidate
FAM alphabets Πa and Πb consisting of 5 FAMs and 9 FAMs, respectively, as illustrated
in Figure 6.11. The two alphabets involve a straight flight, left turns, and right turns. We
highlight that Πb includes all of the FAMs in Πa, and these alphabets are considered to
illustrate the benefits that a larger alphabet may have over a smaller alphabet.
To illustrate the suitability of FAM alphabets in a standard separation management
problem, we consider a test scenario involving two aircraft starting at the same distance
away from a common waypoint with the incident angle α between the aircraft, and both
aircraft are flying towards the common waypoint at the same speed. The described test
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(a) Πa
(b) Πb
Figure 6.11: The separating aircraft trajectories when executing each FAM in the FAM Alphabets
Πa = {pia|1, . . . , pia|5} and Πb = {pib|1, . . . , pib|9} where the yellow dot is the starting position of the
two aircraft
scenario is illustrated in Figure 6.12. Here, we also use the cost (6.18) as a performance
measure in evaluating the suitability of the FAM alphabets.
In Figure 6.13, we compare the performance of the two FAM alphabets with the optimal
solution for the described test scenario with various incident angles α = [40, 45, . . . , 180]◦.
Note that angles less than 40◦ were not considered due to the limitations in the optimal so-
lution (see [171] for implementation details and limitations). Figure 6.13 suggests that the
optimal control solutions generally performed better than the FAM alphabets (i.e. having
lower costs), and thus illustrates that there is some performance loss in the replacement
of Spi by either Π
a or Πb (but not too much). We also note that Πb performed better (or
no worse than) Πa, and this suggests that system performance may be increased with the
inclusion of FAMs that more closely match the optimal solutions. Note that the costs are
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large (over 1000 for most cases) as they represent the sum of crosstrack errors squared.
Figure 6.12: Test scenario for the standard separation management problem involving 2 aircraft:
the separating aircraft (black) and the other aircraft (blue). Both aircraft are on the same circle of
radius 10km with incident angle between the two aircraft α, and the two aircraft are approaching
each other.
Figure 6.13: Comparison of the performance costs JC(·, ·) of the optimal control solution and
the two FAM alphabet Πa and Πb
6.3.4 Simulation Study: Evaluation of the FAM Alphabet
Based Mixed Separation Management Approach
In this subsection, we present a simulation study to illustrate the benefits of our pro-
posed FAM alphabet based mixed separation management approach and our FAM alpha-
bet design method. We consider a non-cooperative mixed separation management in a
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50km×50km airspace containing three aircraft where one aircraft is responsible for all col-
lision avoidance tasks (called the separating aircraft) whilst the other aircraft follow their
planned paths. Note that this problem is considered here as it could not be adequately
handled by the max-min approach (as illustrated in Section 6.2.3). In this example, we
also assume that the aircraft are flying at the same altitude and speed with similar turn
characteristics. The aircraft are modelled through 3-DOF equations of motion with a
sampling period of 1 second, and the aircraft’s turn rates are assumed to be limited to
5◦/s. Here, we consider the total control time T = 600 seconds. We also consider the safe
separation distance between aircraft RS = 2km.
Test Scenarios
For design and simulation purposes, we consider a separation management problem be-
tween 3 aircraft (similar to that presented in Section 6.2.3):
• a separating aircraft sensed by both centralised and decentralised systems,
• an aircraft detectable by the ground radar but undetectable by the sensors onboard
the separating aircraft, and
• an aircraft undetectable by the ground radar but sensed by the sensors onboard the
separating aircraft.
Here, we consider air traffic engagement scenarios where all 3 aircraft are flying towards
the same location (centre of the circles) as shown in Figure 6.14.
In Figure 6.14, the separating aircraft (black) and the centrally detectable (but unseen
by onboard sensor) aircraft (blue) are placed on the same circle of radius 10km while the
centrally undetectable aircraft (red) is placed on an outer circle of radius R km centred
at the same location as the first circle. Here, two different values of R are considered:
R = 13km and R = 15km. For each R, we consider 4824 test cases with different incident
angles α1 = [15, 20, . . . , 345]
◦ and α2 = [0, 5, . . . , 355]◦. Note that the incident angles
α1 < 15
◦ and α1 > 345◦ are not considered to avoid the situations where the aircraft are
initially violating the safe separation distance RS (at time k = 0).
Performance Measures
In this study, we use two performance metrics to evaluate our proposed mixed ATM
method: separation assurance and flight path deviation. The key task of an ATM system is
to maintain a certain separation distance between aircraft, and hence separation assurance
is an important metric used in evaluating ATM systems. However, it is also desirable that
the aircraft closely follow their planned flight paths (which may have been designed to
optimise other flight conditions e.g. flight time and fuel consumption). Note that this
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Figure 6.14: Test scenarios for the FAM alphabet based mixed separation management problem:
separating aircraft (black) and centrally detectable aircraft are on the same circle of radius 10km
with incident angle between the two aircraft α1 while centrally undetectable aircraft (red) is on an
outer circle of radius R km with incident angle α2 between the aircraft and the separating aircraft.
flight path deviation is another measure of system efficiency in the sense that the system
is most efficient when there is no change to the planned flight path.
As the separating aircraft is responsible for all collision avoidance tasks, distances
between the separating aircraft and the other two aircraft will be used as an indication
of separation assurance. We will use the numbers of near-miss and collision events of
the separating aircraft (as described in Section 6.2.3) to measure the level of separation
assurance.
The second performance metric, flight path deviation, is used to measure how closely
the separating aircraft follows its planned flight path. Here, the flight path deviation Ψd
is defined as
Ψd =
T∑
k=1
(ψpk − ψak)2∆t. (6.23)
where ψpk and ψ
a
k are the planned heading and the actual heading of the separating air-
craft at time k, respectively. Here, ∆t = 1 is the sampling period. In the following
simulation study, we will use the path deviation averaged over all test scenarios (average
path deviation) as a performance measure.
Design of FAM Alphabets
We consider the FAM alphabet based mixed separation management problem (6.15) with
the performance cost J(m,pi) in the form of (6.3) where the running cost h(·) is given by
h(xmk , uk) = u
2
k + [δ(x
m
k )]
2 +B(xmk ). (6.24)
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Here, δ(·) is the crosstrack error described on page 187 and B(·) is the penalty for safe
separation distance violation which is given by
B(xmk ) =
{
CR, if rˇ(xmk ) < RS
0, otherwise.
(6.25)
Moreover, CR = 1×109, rˇ(xmk ) = mini rm|ik , and rm|ik is the distance between the separating
aircraft and the ith aircraft at time k (as seen by the mth system). We also consider the
terminal cost g(·) which is given by
g(xmT ) = 500(ψ
a
T )
2 + 500 [δ(xmT )]
2 +BT (xmT ) (6.26)
where ψaT is the separating aircraft’s heading at time T and B
T (xmT ) is defined as follows;
BT (xmT ) =
{
0, if |θm|iT | > 90◦ and r˙m|iT > 0 for all i
CT , otherwise.
(6.27)
Here, θ
m|i
T is the heading of the separating aircraft at time T with respect to the line
connecting the separating aircraft to the ith other aircraft, and r˙
m|i
T is the range rate
between the separating aircraft and the ith other aircraft. Also, CT = 1 × 106 is a
terminal cost penalty. Note that the running cost h(·) and the terminal cost g(·) are now
based on the air traffic seen by the mth ATM system.
Moreover, we consider 8 candidate FAM alphabets SΠ = {Π1,Π2, . . . ,Π8} in this study;
the candidate alphabets are shown in Figure 6.15 to Figure 6.22. The first 3 candidate
alphabets consist of 5 FAMs representing a straight flight, 2 left turns, and 2 right turns.
The candidate alphabets Π4 and Π5 consist of 7 FAMs representing a straight flight, 3 left
turns, and 3 right turns. The 6th candidate alphabet Π6 consists of 9 FAMs representing a
straight flight, 4 left turns, and 4 right turns. Here, Π7 consist of 13 FAMs representing a
straight flight, 5 left turns, 5 right turns, a complete 720◦ left turn (i.e. circling left twice
before flying straight), and a complete 720◦ right turn (i.e. circling right twice before
flying straight). Finally, Π8 consist of 13 FAMs representing a straight flight, 5 left turns,
5 right turns, 2 complete 720◦ left turns, and 2 complete 720◦ right turns.
We highlight that the candidate alphabets Π4,Π5,Π6, and Π7 were selected to investi-
gate the effects larger alphabets have on the performance of the mixed separation manager.
That is, Π4 includes all the FAMs from Π3 and the smaller left and right turns from Π2,
and Π5 includes all the FAMs from Π3 and the larger left and right turns from Π2. The
alphabet Π6 combines the FAMs from Π4 and Π5. Further, the alphabet Π7 includes all
the FAMs from Π6. Finally, the last FAM alphabet Π8 was selected to have 11 common
FAMs with Π7 (out of 13). Note that the alphabet Π8 was selected to illustrate the effect
of including “more useful” FAMs (FAMs that better match the optimal solutions for some
air traffic engagements) on performance of the mixed separation manager.
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Figure 6.15: Candiate FAM alphabet Π1 = {pi1|1, . . . , pi1|5}
Figure 6.16: Candiate FAM alphabet Π2 = {pi2|1, . . . , pi2|5}
Figure 6.17: Candiate FAM alphabet Π3 = {pi3|1, . . . , pi3|5}
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Figure 6.18: Candiate FAM alphabet Π4 = {pi4|1, . . . , pi4|7}
Figure 6.19: Candiate FAM alphabet Π5 = {pi5|1, . . . , pi5|7}
Figure 6.20: Candiate FAM alphabet Π6 = {pi6|1, . . . , pi6|9}
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Figure 6.21: Candiate FAM alphabet Π7 = {pi7|1, . . . , pi7|13}
Figure 6.22: Candiate FAM alphabet Π8 = {pi8|1, . . . , pi8|13}
We applied our FAM alphabet criterion (6.16), where JC(·) is described by (6.18),
to the set of candidate alphabets taking into consideration the air traffic configurations
previously described in Figure 6.14. The cost of each candidate alphabet (from our pro-
posed criterion (6.16)) is shown in the second column of Table 6.3. It can be seen that
the candidate alphabet Π8 satisfies our design (6.17). Another observation is that the
alphabets Π3, Π4, Π5, and Π6 share the same design cost. This is possible because these
4 alphabets share 2 common FAMs and our criterion (6.16) finds the best FAM for the
worst air traffic configuration.
Evaluation of the FAM Alphabet Based Mixed Separation Manager
To evaluate our proposed mixed separation management technique and the FAM alphabet
design, we conducted simulation studies involving 9648 test scenarios as described previ-
ously. The performance of each candidate FAM alphabet is also illustrated in Table 6.3. In
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Table 6.3: The FAM alphabet design and the performance of the FAM alphabet based mixed
separation manager
FAM Alphabet Criteria Collision Near Average Path Message Size
Alphabet (×1011) Events Misses Deviation (Bytes)
1 2.56 48 3344 208.62 40
2 1.50 0 432 225.85 40
3 1.42 0 240 296.84 40
4 1.42 0 112 202.89 56
5 1.42 0 224 296.98 56
6 1.42 0 110 203.07 72
7 1.38 0 2 609.73 104
8 1.19 0 0 508.78 104
terms of separation assurance, it can be seen that our simulated performance corresponds
well with our FAM alphabet design. That is, the alphabets with smaller costs lead to the
smaller numbers of near misses and collision events.
Another observation is that bigger alphabets outperformed smaller alphabets in terms
of separation assurance. That is, Π4 and Π5 (with 7 FAMs) outperformed Π3 (which
performed the best out of the FAM alphabets with 5 FAMs). Also, Π6 (with 9 FAMs) led
to a smaller number of near misses than Π4 and Π5, whilst Π7 and Π8 (with 13 FAMs)
outperformed all other candidate alphabets with respect to the maintenance of the safe
separation distance. With this observation in mind, we highlight that the results also
illustrate that the inclusion of more useful FAMs in an alphabet leads to more superior
performance. That is, Π4 outperformed Π5 even though the two alphabets share 3 common
FAMs, and Π8 outperformed Π7 when 11 FAMs are common between these alphabets.
Hence, together these two observations suggest that the system performance (in terms of
separation assurance) improves with the increasing number of FAMs in an alphabet given
that the additional FAMs are useful or more closely matched to the optimal solutions (for
some air traffic engagements). However, it is also noted that the average path deviation
costs of bigger alphabets are generally larger than the smaller alphabets suggesting a trade-
off between separation assurance and system efficiency, but such trade-off is not surprising
considering the nature of this non-cooperative separation management problem.
Furthermore, Table 6.3 also illustrates the size of a message required to send the
costs of all FAMs (a double-precision number) in each candidate alphabet. Although the
performance of the mixed system improves with the number of FAMs in the pre-agreed
alphabet, we note that the amount of information sharing is also increased with the number
of FAMs. Hence, this result suggests that there is a also trade-off between performance
and communication bandwidth in this FAM alphabet based mixed separation management
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Table 6.4: Performance comparison between the FAM alphabet based mixed centralised-
decentralised, purely centralised, and purely decentralised separation managers where all separation
managers use the FAM alphabet Π8
Separation Collision Near Average Path
Manager Events Misses Deviation Cost
Mixed 0 0 508.78
Purely Centralised 1110 4127 235.10
Purely Decentralised 4708 1082 458.42
system.
Now, to illustrate the benefits of our proposed FAM alphabet based mixed separa-
tion management system, we compare the performance of our FAM alphabet based mixed
ATM approach with a purely centralised and purely decentralised approaches; the results
are shown in Table 6.4. From this table, it can be seen that our proposed mixed sepa-
ration management system outperformed the purely centralised and purely decentralised
separation managers in terms of separation assurance. Specifically, our mixed system is
the only separation manager which led to no collision or near-miss events. In regards to
system efficiency, it is stressed that the proposed mixed separation manager resulted in a
larger average path deviation cost because the purely centralised and purely decentralised
systems were unable to detect a number of potential collisions and hence, did not guide
the separating aircraft away from its original path (when it was probably desirable to do
so).
We highlight that this simulation study was conducted to investigate the benefits of the
mixed approach over purely centralised and purely decentralised systems in the situation
involving uncertainty about air traffic information. Thus, it involves a small number of
aircraft in a large airspace. This allows the mixed approach to safely handle the air traffic
separation tasks (i.e. leading to no collisions or near misses). The performance of the
mixed approach in a crowded airpsace and in other air traffic configurations is a possible
future study.
6.4 Concluding Remarks
In this chapter, a mixed centralised-decentralised separation management problem was
investigated where each aircraft receives separation instructions from a centralised con-
troller having access to central sensors while also having a capability to generate its own
instructions using a decentralised controller having access to onboard sensors. The key
difficulty in this mixed separation management problem lies in that the two controllers
may have access to different partially complete (perhaps conflicting) measurements or air
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traffic information (which may be due to the degradation of ATM systems and the differ-
ence in sensors involved), and the entire air traffic information cannot be shared between
the two control locations due to the limits in communication bandwidth. In this situation,
the aircraft must select a suitable separation instruction in the perspectives of both the
centralised and onboard systems. For this purpose, two approaches to the mixed separa-
tion management system were proposed on a basis of robust decision theory: the max-min
based approach and the FAM alphabet based approach.
In the max-min based approach, it was proposed that an aircraft selects the worst of
the two separately optimised FAMs (control actions) from the centralised and decentralised
controllers (i.e. the max-min type decision is utilised). The key benefit of this max-min
approach is that a minimal amount of communication bandwidth is required between a
centralised ATM system and each aircraft. That is, only the centrally optimised FAM
and its associated cost are required to be transmitted. Moreover, in the situation where
both control locations share the same air traffic information, the solution of the proposed
max-min based approach is the same as the optimal solution (resulting in no performance
loss). Simulation studies were conducted and the results suggested that the proposed max-
min based approach performed better than the purely centralised and purely decentralised
systems when there are uncertainties about the air traffic measurements. Unfortunately,
this approach cannot always guarantee safe separation distance between aircraft.
Consequently, the FAM alphabet based approach was proposed where the min-max
type decision is exploited on the basis of a pre-agreed reduced set of admissible FAMs
(termed FAM alphabet). A design method for selecting an appropriate FAM alphabet
(which replaces the set of all admissible control sequences) was also presented allowing
the conflict-free objective to be achievable. In this FAM alphabet based approach, the
communication bandwidth required between a centralised controller and each aircraft is
reduced, but increases with the size of the pre-agreed alphabet. Simulation studies were
also conducted and the results illustrated that the FAM alphabet based mixed separa-
tion management approach outperformed the purely centralised and purely decentralised
systems in the situations involving incomplete or uncertainties in air traffic information.
The importance of the mixed centralised-decentralised separation management system
presented in this chapter is that it facilitates the automation of ATM systems by providing
a higher degree of safety through system redundancy. This mixed system is anticipated
to provide a reasonable level of separation management performance in degraded ATM
operating environments (that lead to uncertainties in air traffic information) such as sit-
uations involving communication or surveillance failures. Through system redundancy,
the proposed mixed separation management system is also anticipated to mitigate the
key drawbacks of both centralised and decentralised systems; that is, the mixed system is
expected to be less susceptible to failures than purely centralised systems and is believed
to be less likely to suffer from domino failures than purely decentralised systems.
CHAPTER 7
Conclusions and Future Work
This thesis investigated three filtering and control performance and design issues involving
modelling uncertainties and errors: 1) analytical characterisation of approximating filter
and output feedback control performance in the presence of modelling errors; 2) hybrid
system model design for filtering of uncertain nonlinear systems; 3) air traffic separation
management in the presence of measurement uncertainties. A summary of the research
contributions made in this thesis is presented in the following section.
7.1 Summary of Key Research Contributions
7.1.1 Performance of Approximating Filters and Output
Feedback Controllers
Chapter 3 and Chapter 4 addressed an important range of filtering problems where the true
nonlinear dynamics of the system under estimation is not known with complete certainty
or is too complex to be considered in a filter design process. In these situations, a useful
(approximating) filter is often designed on the basis of a simplified or approximating system
that reasonably represents the true dynamics. Although the utilisation of approximating
filters is common in practice, reasonable performance of general approximating filters has
not been completely established in many situations.
For this purpose, the performance of general approximating filters was investigated in
terms of both information states (which can be interpreted as conditional probability den-
sities describing estimation operations) and conditional mean estimates (estimates of the
true system states). The performance of approximating filters was characterised through
comparison with the performance of the true optimal filter designed on the basis of the
true system to ensure that performance loss due model approximation is acceptable. Ad-
mittedly, it may be possible to determine the performance properties of approximating
filters using simulation studies, but this thesis presented theoretical analyses for stability
behaviours of any general approximating filter. Specifically, the following novel results on
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stability behaviours of approximating filters were established (using some existing analysis
tools developed for different control problems):
A.1. The error of an approximating information state filter is asymptotically bounded by
a finite constant with respect to the true optimal filter when 1) the approximating
filter is asymptotically stable with respect to initial conditions and 2) the differ-
ence between the true and approximating information state filters cannot escape to
infinity in finite time steps.
A.1.a. The asymptotic stability of approximating filter with respect to initial condi-
tions implies that the approximating filter behaves reasonably for the system
it is designed for in the sense that the error due to the erroneous initial condi-
tions approaches zero as time evolves (a property that is often encountered in
discussion of filter behaviours).
A.1.b. A joint state-measurement relative entropy between the true and approximating
models is shown, in this thesis, to provide a bound on the expected difference
between the true and approximating information state filters, suggesting that
the relative entropy concept may be useful in filter design processes.
A.2. The error between the true and approximating conditional mean estimators is
bounded if the error between their corresponding information state filters is bounded
and the information states are sufficiently informative.
A.2.a. The additional sufficiently informative condition on information state filters
essentially implies that the filters provide useful estimation information. A
bounding condition on the measurements and some mild conditions on the
true and approximating systems were also presented to establish this required
sufficiently informative property.
A.2.b. The error between conditional mean estimates of two Kalman filters, designed
on the basis of two different scalar linear-Gaussian models, was shown to be
under-bounded by the size of the measurements. This suggests that the error
between the two filters will be unbounded if the measurement is unbounded, and
highlights a fundamental performance issue in approximating filter problems.
A.3. Practical stability properties of a parameterised class of approximating filters (in
terms of both information states and conditional mean estimates) with respect to
modelling errors were presented showing that an approximating filter can be designed
to have any level of relative performance with respect to the true filter. This result
was established using some consistency conditions between the true and the class of
approximating filters.
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It is highlighted that the above stability results were established without appealing to spe-
cific nature of filtering recursions. Hence, the results can be applied to realistic situations
involving different types of filters; for example, a situation where a Kalman filter is used
as an approximating filter for a nonlinear optimal filter.
The presented filter stability results were also extended to establish similar stabil-
ity behaviours of any general approximate output feedback controller (a combination of
approximating filter and approximating controller) designed on the basis of a stochastic
approximating system. Specifically, for the output feedback control problem, the following
novel results were established:
A.4. An approximate output feedback controller can be used to stabilise the true system if
the approximate output feedback controller stabilises the approximating system (the
system it is designed for), and the difference between the true and approximating
controllers does not escape to infinity in finite time steps.
A.5. Practical stability of a class of approximate output feedback controllers was estab-
lished, under some model consistency conditions, showing that the error in the true
system under the control of the approximate output feedback controller can be made
arbitrarily small.
Significantly, the established filter and control stability results provide a theoretical jus-
tification for the common use of approximating filters and approximate output feedback
controllers. The virtue of the results presented here is in establishing analytical frameworks
to understand stability behaviours of any approximating filter and any approximating
output feedback controller in the presence of modelling errors. The analytical frameworks
then provide theoretical bases for the designs of approximating filters and output feedback
controllers which occur before implementation testing (such as simulation studies). Use-
ful tools were also presented for the design of appropriate approximating models which
may lead to an improved performance of approximating filters and approximating out-
put feedback controllers in a wide range of applications. Finally, this work showed that
analysis tools and frameworks developed in control problems can be translated to filtering
problems.
7.1.2 Hybrid System Model Design
Hybrid system models have been found to provide useful approximations for nonlinear
dynamic systems with structural properties that depend on an uncertain (possibly time-
varying) parameter; for example, hybrid system models have been used to approximate
aircraft dynamics in aircraft tracking problems. Although hybrid system models and their
corresponding hybrid filters have been exploited in a number of important applications,
a systematic approach to design a suitable hybrid system model has not been completely
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established in many situations, especially when there is some uncertainty (of a parametric
nature) in the true system model and some a priori information about the uncertain
parameter is not available or when suboptimal hybrid filters (such as the IMM filter)
are utilised. Under the above motivation, in Chapter 5, the following three novel hybrid
system model design approaches were proposed on the basis of a joint state-measurement
RER for various situations:
B.1. The conditional-mode design was proposed for a simplified hybrid system model
selection problem where the uncertain parameter is time-invariant and the a priori
distribution of the parameter is available (a situation that can be handled by the
existing techniques).
B.2. The worst-mode design was proposed for a similar simplified problem involving time-
invariant uncertain parameter when there is a lack of a priori distribution of the
parameter.
B.3. The worst-case design was proposed for a general hybrid system model selection
problem where the uncertain parameter may be time-varying and the a priori dis-
tribution of the parameter is not available.
One key advantage that our proposed worst-mode and worst-case designs have over the
existing approaches is that we do not require the a priori distribution information about
the uncertain parameter of the true system. This allows our approaches to be applicable
to more realistic situations in which such distribution information is unavailable. It is also
highlighted that each of the three proposed design approaches minimises RER between the
true and approximating models, and hence minimises the growth rate of the joint state-
measurement relative entropy between the true and approximating models. Importantly,
the joint relative entropy has been shown to provide a bound on a quantity used to size
the error bound of approximating filters with respect to the true filter (as shown by the
filter stability results established in Chapter 3 of this thesis i.e. these design approaches
are applications of the filter stability results). This suggests that the proposed design
approaches lead to smaller errors between the true and approximating (hybrid) filters,
and thus better filtering performance.
Furthermore, the following additional design approach was proposed for the model
selection problem involving suboptimal hybrid filters:
B.4. The probabilistic distance based design was proposed for the situations where a
suboptimal filter is exploited to provide estimates of the true uncertain nonlinear
system quantities and the ‘phantom’ model for which the suboptimal filter provides
an exact filter may be unknown.
It is noted that this suboptimal hybrid filtering problem is important because the optimal
hybrid filter may be computationally intractable in many situations and the existing design
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approaches do not seem to be able to adequately handle such situations. Similar to the
worst-mode and worst-case design approaches, it is highlighted that this probabilistic
distance based design approach does not require the a priori distribution of the uncertain
parameter.
Significantly, the four proposed approaches provide avenues to select suitable approx-
imating hybrid system models for filtering of uncertain nonlinear systems. These design
approaches have also been theoretically shown to be connected to filtering performance
and hence lead to improved performance of hybrid system filters. It is highlighted that
the contributions made in this part of the thesis are generic and can be applied to a wide
range of applications.
7.1.3 Mixed Centralised-Decentralised Separation
Management
Numerous autonomous separation management algorithms have been proposed in the liter-
ature over the past few decades. The majority of these algorithms belong to one of the two
prominent separation management approaches: centralised and decentralised approaches.
Because the centralised and decentralised approaches provide contrasting benefits to air
traffic separation management operations, Chapter 6 investigated a problem of how to
combine centralised and decentralised separation management solutions to preserve the
advantages of the two prominent approaches while mitigating their drawbacks. As it is
also important that a separation management system is able to provide reasonable sep-
aration performance during both nominal and degraded ATM operating environments,
Chapter 6 considered the combined separation management problem in situations where
there are uncertainties about the air traffic measurements available at both centralised and
decentralised control locations which may be due to the degradation of ATM operating
environments.
For this purpose, Chapter 6 presented a mixed centralised-decentralised separation
management environment on the basis of robust decision theory. This mixed separation
management environment allows aircraft separation to be effectively managed even though
there are uncertainties about the air traffic information and the important information is
spread between the centralised and decentralised control locations. The mixed separation
management environment was also presented with the consideration of practical ATM sit-
uations involving communication band-limits. That is, the entire air traffic information or
extensive control information cannot be shared between the centralised and decentralised
locations. For these situations, two approaches to the mixed centralised-decentralised sep-
aration management were proposed: the max-min based approach and the FAM alphabet
based approach. These two approaches are described as follows:
C.1. The proposed max-min based approach utilises the max-min type decision to select
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between the candidate control solutions provided by the centralised and decentralised
systems. The key benefits of this approach are that a minimal communication band-
width is required and there is no performance loss between the max-min solution
and the optimal control solution if both control locations share the same complete
air traffic information. However, the drawback of this max-min approach is that it
may not always guarantee collision-free air traffic environment.
C.2. The FAM alphabet based approach proposes that a control solution is selected from
a smaller finite set of candidate control solutions (termed FAM alphabet) on the ba-
sis of the min-max type decision. A design approach was also presented to select an
appropriate FAM alphabet to replace the entire set of admissible control actions. To-
gether, the proposed FAM alphabet based mixed separation management approach
and the alphabet design approach allow a collision-free air traffic environment to be
achievable. However, there may be performance loss when the two control locations
share the same complete air traffic picture due to the replacement of all admissible
controls by a FAM alphabet.
The importance of these proposed mixed separation management approaches is that
an additional layer of safety is provided during degraded ATM operating environments
(through system redundancy). Moreover, the proposed mixed approaches are anticipated
to mitigate the key drawbacks of both centralised and decentralised approaches while
maintaining their key beneficial features. That is, due to system redundancy, the mixed
approach is anticipated to be less susceptible to system failures than the centralised system
and the mixed approach is anticipated to be less affected by domino failures in compar-
ison to the decentralised system. It is also believed that the proposed mixed separation
management approaches would facilitate the development of autonomous ATM operations
and would lead to improvements on the overall performance of ATM systems, providing
higher level of safety in aircraft operations.
7.2 Future Research
From the key results presented in this thesis, some possible areas for future research have
been identified and described below:
• In this thesis, the bounds on approximating filter errors were established as described
in Result A.1. Further investigation on the tightness of these established bounds
could be conducted to determine the usefulness of the bounds.
• In the course of investigating the performance of approximating filters, an important
result was established suggesting that the error of an approximating filter may be
unbounded if the measurements are unbounded (Result A.2.b). However, due to the
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nature of a typical measurement process in practice, periods containing sequences
of feasibly bounded measurements may be separated by a finite number of relatively
large (perhaps unbounded) measurements. Therefore, investigation of filter stability
behaviours in such practical situation is another promising future research area.
• This thesis addressed the off-line design problem of hybrid system model using an
important RER concept which has been shown to be connected to filter performance
(Result A.1.b). A future research could investigate the use of the RER concept in
online design of hybrid system model for adaptive multiple model filters (which
may involve investigation of RER approximation method). Importantly, adaptive
multiple model filter may lead to an improved performance of suboptimal hybrid
filters.
• The application of RER concepts in a general approximating model design is also a
promising future research area.
• In the mixed centralised-decentralised separation management problem considered
in this thesis, it is assumed that aircraft information is perfect (if the aircraft can be
detected by the appropriate sensors). Hence, the separation management problem
could be extended to provide a mixed approach for the situations where there are
estimation errors about the detected aircraft in both the centralised and decentralised
systems.
APPENDIX A
Example of the β-Asymptotically
Stability with Respect to Initial
Conditions
In this section, an illustrative example of the β-asymptotic stability property of a filter
with respect to initial conditions (as defined by Assumption 3.3) is presented. Consider
a scalar time-invariant linear-Gaussian system described by a state process xk ∈ R and a
measurement process yk ∈ R:
xk = Fxk−1 + vk
yk = Cxk + wk (A.1)
where F,C ∈ R are finite constants, and vk and wk are zero-mean Gaussian noises with
variances Q and R, respectively.
It is then noted that Kalman filter is the optimal filter for the above system and the
information states σhk|[1,k],σ0(·) obtained from Kalman filter can be described by Gaussian
densities [1]. Here, we will use N (x; x¯,Φ) to denote a Gaussian density with the mean
x¯ and variance Φ. Therefore, the information state σhk|[1,k],σ0(·) = N (x; xˆk,Φk) where xˆk
is the conditional mean estimate obtained from Kalman filter recursion and Φk is the
covariance information of Kalman filter.
Now for the above system, under detectability and stabilizability assumptions, it has
been shown that the Kalman filter recursion for covariance has a unique steady-state value
Φ∞ in the sense that Φk → Φ∞ as k →∞ [1, p. 77]. Importantly, it has been shown that
the covariance converges in the sense that
|Φk − Φ∞| ≤ α1p |Φ0 − Φ∞| exp(−α2pk) (A.2)
where α1p, α
2
p > 0 are finite constants (independent of the data) [1, p. 81]. Similarly, the
associated Kalman filter gain Kk also has a unique stead-state value K∞.
Furthermore, under these detectability and stabilizability assumptions, it has been
shown that |F −K∞CF | < 1 [1, p. 81]. Now consider two Kalman filters (both designed
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on the basis of the above system (A.1)) that are initialised with two different initial
mean estimates xˆ10 and xˆ
2
0 but with the same steady-state covariance Φ∞. Because the
Kalman filters are both initialised with the steady-state covariance, the corresponding
Kalman filter gains of the two Kalman filters K1k = K∞ and K
2
k = K∞ for all k. Using
Kalman filter recursion for conditional mean estimate (2.16)-(2.20) and the property that
|F − K∞CF | < 1, the difference between conditional mean estimates xˆ1k − xˆ2k can be
written as∣∣xˆ1k − xˆ2k∣∣ = ∣∣Fxˆ1k−1 +K∞ (yk − CFxˆ1k−1)− (Fxˆ2k−1 +K∞ (yk − CFxˆ2k−1))∣∣
= |F −K∞CF |
∣∣xˆ1k−1 − xˆ2k−1∣∣
=
∣∣xˆ10 − xˆ20∣∣ exp(−αxk) (A.3)
where αx = − log(|F − K∞CF |). The above equation implies that the difference be-
tween conditional mean estimates obtained from two differently inititalised Kalman filters
converges to zero.
Now as a stepping stone, we examine the convergence between a Kalman filter ini-
tialised by a Gaussian density σ0 = N (x; x¯10,Φ0) and a Kalman filter initialised by another
Gaussian density σ¯0 = N (x; x¯20,Φ∞) (involving the steady-state covariance). In this case,
we have that∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 = ∣∣∣∣N (x; xˆ1k,Φk)−N (x; xˆ2k,Φ∞)∣∣∣∣1
≤ ∣∣∣∣N (x; xˆ1k,Φk)−N (x; xˆ1k,Φ∞)∣∣∣∣1
+
∣∣∣∣N (x; xˆ1k,Φ∞)−N (x; xˆ2k,Φ∞)∣∣∣∣1 (A.4)
where we added two terms that cancel out and then applied Minkowski’s inequality [181,
p. 242] in the last step. This equation shows that the difference in information states
produced by the Kalman filters can be written as a sum of the difference between two
Gaussian densities with the same mean but different covariances and the difference between
two Gaussian densities with different means but the same covariance.
Then we note that the difference between two Gaussian densities with the same mean
but different covariances can be written as∣∣∣∣N (x; xˆ1k,Φk)−N (x; xˆ1k,Φ∞)∣∣∣∣1
=
∣∣∣∣∣∣∣∣ 1√2piΦk exp
(
− 1
2Φk
(
x− xˆ1k
)2)− 1√
2piΦ∞
exp
(
− 1
2Φ∞
(
x− xˆ1k
)2)∣∣∣∣∣∣∣∣
1
. (A.5)
We will now examine the convergence of the above difference between Gaussian den-
sities (same mean but different covariances). At any time k, consider two different cases:
Φ∞ ≤ Φk and Φ∞ > Φk.
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In the first case where Φ∞ ≤ Φk, we can write∣∣∣∣N (x; xˆ1k,Φk)−N (x; xˆ1k,Φ∞)∣∣∣∣1
≤
∣∣∣∣∣∣∣∣ 1√2piΦk exp
(
− 1
2Φk
(
x− xˆ1k
)2)− 1√
2piΦ∞
exp
(
− 1
2Φk
(
x− xˆ1k
)2)∣∣∣∣∣∣∣∣
1
+
∣∣∣∣∣∣∣∣ 1√2piΦ∞ exp
(
− 1
2Φk
(
x− xˆ1k
)2)− 1√
2piΦ∞
exp
(
− 1
2Φ∞
(
x− xˆ1k
)2)∣∣∣∣∣∣∣∣
1
. (A.6)
Here, we again add two terms that cancel out and apply Minkowski’s inequality [181, p.
242]. To help understand the result of the above equation, the terms in the last step of
the above equation are illustrated in Figure A.1.
Now we note, for the 1st term in (A.6), that∣∣∣∣∣∣∣∣ 1√2piΦk exp
(
− 1
2Φk
(
x− xˆ1k
)2)− 1√
2piΦ∞
exp
(
− 1
2Φk
(
x− xˆ1k
)2)∣∣∣∣∣∣∣∣
1
=
∣∣∣∣ 1√2piΦk − 1√2piΦ∞
∣∣∣∣ ∫ ∞−∞ exp
(
− 1
2Φk
(
x− xˆ1k
)2)
dx
=
∣∣∣∣ 1√2piΦk − 1√2piΦ∞
∣∣∣∣√2piΦk
=
∣∣∣∣∣1−
√
Φk
Φ∞
∣∣∣∣∣
=
∣∣∣∣∣∣
√
Φ∞ + |Φk − Φ∞|
Φ∞
− 1
∣∣∣∣∣∣ (A.7)
where, the last step follows because Φ∞ ≤ Φ0 and hence Φk − Φ∞ = |Φk − Φ∞|.
We also note, for the 2nd term in (A.6), that∣∣∣∣∣∣∣∣ 1√2piΦ∞ exp
(
− 1
2Φk
(
x− xˆ1k
)2)− 1√
2piΦ∞
exp
(
− 1
2Φ∞
(
x− xˆ1k
)2)∣∣∣∣∣∣∣∣
1
=
1√
2piΦ∞
∫ ∞
−∞
exp
(
− 1
2Φk
(
x− xˆ1k
)2)− exp(− 1
2Φ∞
(
x− xˆ1k
)2)
dx
=
1√
2piΦ∞
∣∣∣√2piΦk −√2piΦ∞∣∣∣
=
∣∣∣∣∣∣
√
Φ∞ + |Φk − Φ∞|
Φ∞
− 1
∣∣∣∣∣∣ . (A.8)
Hence, for the first case where Φ∞ ≤ Φk by substituting (A.7) and (A.8) into (A.5),
we have that
∣∣∣∣N (x; xˆ1k,Φk)−N (x; xˆ1k,Φ∞)∣∣∣∣1 ≤ 2
∣∣∣∣∣∣
√
Φ∞ + |Φk − Φ∞|
Φ∞
− 1
∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣
√
1 +
α1p |Φ0 − Φ∞| exp(−α2pk)
Φ∞
− 1
∣∣∣∣∣∣ (A.9)
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(a)
(b)
Figure A.1: Examples of the last terms in (A.5): (a) 1√
2piΦk
exp
(
− 12Φk
(
x− xˆ1k
)2)
and 1√
2piΦ∞
exp
(
− 12Φk
(
x− xˆ1k
)2)
, (b) 1√
2piΦ∞
exp
(
− 12Φk
(
x− xˆ1k
)2)
and
1√
2piΦ∞
exp
(
− 12Φ∞
(
x− xˆ1k
)2)
.
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where we applied the convergence of covariances (A.2) in the last step. An example of the
term in the last step of the above equation is illustrated in Figure A.2.
Similarly, for the second case where Φ∞ > Φk using the same steps as (A.6)-(A.8), it
can be shown that∣∣∣∣N (x; xˆ1k,Φk)−N (x; xˆ1k,Φ∞)∣∣∣∣1 ≤ 2
∣∣∣∣∣∣
√
Φ∞ + |Φk − Φ∞|
Φ∞
− 1
∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣
√
1 +
α1p |Φ0 − Φ∞| exp(−α2pk)
Φk
− 1
∣∣∣∣∣∣ . (A.10)
Assuming that 0 < Φk <∞ for all k and let Φ = min{Φ∞,mink{Φk}}. Thus, for both
cases and for all k, we have that
∣∣∣∣N (x; xˆ1k,Φk)−N (x; xˆ1k,Φ∞)∣∣∣∣1 ≤ 2
∣∣∣∣∣∣
√
1 +
α1p |Φ0 − Φ∞| exp(−α2pk)
Φ
− 1
∣∣∣∣∣∣
≤ g
(
α1p |Φ0 − Φ∞| exp(−α2pk)
Φ
)
(A.11)
where gp(·) ∈ K is a nonlinear function as illustrated in Figure A.2.
Figure A.2: An example of the term in (A.9): 2
∣∣∣∣√Φ∞+α1p|Φ0−Φ∞| exp(−α2pk)Φ∞ − 1
∣∣∣∣ with α1p = α2p =
1, Φ0 = 10, and Φ∞ = 0.3
Now consider the second term in the last step of (A.4). That is, the difference between
two Gaussian densities with different means but the same steady-state covariance∣∣∣∣N (x; xˆ1k,Φ∞)−N (x; xˆ2k,Φ∞)∣∣∣∣1. For this term, we can write∣∣∣∣N (x; xˆ1k,Φ∞)−N (x; xˆ2k,Φ∞)∣∣∣∣1
=
∣∣∣∣∣∣∣∣ 1√2piΦ∞ exp
(
− 1
2Φ∞
(
x− xˆ1k
)2)− 1√
2piΦ∞
exp
(
− 1
2Φ∞
(
x− xˆ2k
)2)∣∣∣∣∣∣∣∣
1
. (A.12)
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Figure A.3: Examples of the terms in (A.12): 1√
2piΦ∞
exp
(
− 12Φ∞
(
x− xˆ1k
)2)
and
1√
2piΦ∞
exp
(
− 12Φ∞
(
x− xˆ2k
)2)
Let xˇk , min{xˆ1k, xˆ2k} and xˆk , max{xˆ1k, xˆ2k}. Also let x¯k = (xˆk + xˇk)/2. Note that
the last term of the above equation is illustrated in Figure A.3.
Hence, we have that∣∣∣∣N (x; xˆ1k,Φ∞)−N (x; xˆ2k,Φ∞)∣∣∣∣1
=
1√
2piΦ∞
[∫ x¯k−xˇk
−∞
exp
(
− 1
2Φ∞
(x)2
)
dx−
∫ x¯k−xˆk
−∞
exp
(
− 1
2Φ∞
(x)2
)
dx
+
∫ ∞
x¯k−xˆk
exp
(
− 1
2Φ∞
(x)2
)
dx−
∫ ∞
x¯k−xˇk
exp
(
− 1
2Φ∞
(x)2
)
dx
]
=
1√
2piΦ∞
√
piΦ∞
2
[(
erf
(√
1
2Φ∞
xˆk − xˇk
2
)
+ 1
)
−
(
1− erf
(√
1
2Φ∞
xˆk − xˇk
2
))
+
(
1 + erf
(√
1
2Φ∞
xˆk − xˇk
2
))
−
(
1− erf
(√
1
2Φ∞
xˆk − xˇk
2
))]
= 2 erf
(√
1
2Φ∞
xˆk − xˇk
2
)
= 2 erf
(√
1
8Φ∞
∣∣xˆ1k − xˆ2k∣∣)
≤ 2 erf
(√
1
8Φ∞
∣∣xˆ10 − xˆ20∣∣ exp (−αxk)) . (A.13)
Here, we applied standard integrals of exponential function [198, p. 334] in the 3rd step.
The last step then follows from the convergence of conditional mean estimates (A.3).
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Figure A.4: An example of the term in (A.13): 2 erf
(√
1
8Φ∞
∣∣xˆ10 − xˆ20∣∣ exp (−αxk)) with α1x = 1,
xˆ10 = 20, xˆ
2
0 = 1, and Φ∞ = 0.3
To help understand the result, an example of the term in the last step of the above
equation is illustrated in Figure A.4. Thus, it can be shown that∣∣∣∣N (x; xˆ1k,Φk)−N (x; xˆ1k,Φ∞)∣∣∣∣1 ≤ gx (∣∣xˆ10 − xˆ20∣∣ exp(−αxk)) (A.14)
where gx(·) ∈ K is a nonlinear function as illustrated in Figure A.4.
By substituting (A.11) and (A.14) into (A.4), we have that∣∣∣∣∣∣σhk|[1,k],σ0(·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 ≤ gp (α1p |Φ0 − Φ∞| exp(−α2pk))
+ gx
(∣∣xˆ10 − xˆ20∣∣ exp(−αxk)) . (A.15)
We can now apply (A.15) twice to bound the difference between two Kalman filters
with different initialisations using Minkowski’s inequality. That is, we can write∣∣∣∣∣∣σhk|[1,k],σ10 (·)− σhk|[1,k],σ20 (·)∣∣∣∣∣∣1
≤
∣∣∣∣∣∣σhk|[1,k],σ10 (·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1 + ∣∣∣∣∣∣σhk|[1,k],σ20 (·)− σhk|[1,k],σ¯0(·)∣∣∣∣∣∣1
≤ gp (α1p ∣∣Φ10 − Φ∞∣∣ exp(−α2pk))+ gx (∣∣xˆ10 − xˆ20∣∣ exp(−αxk))
gp
(
α1p
∣∣Φ20 − Φ∞∣∣ exp(−α2pk))+ gx (∣∣xˆ20 − xˆ20∣∣ exp(−αxk)) (A.16)
where σ10 = N (x; x¯10,Φ10), σ20 = N (x; x¯20,Φ20), and σ¯0 = N (x; x¯20,Φ∞).
We also note that a sum of exponential functions can always be over-bounded by
another exponential function in the sense that, for any finite a, b, c, d > 0, we have that
a exp(−bx) + c exp(−dx) ≤ a¯ exp(−b¯x) (A.17)
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where a¯ = max(a, c) and b¯ = min(b, d).
Finally, because gp(·) and gx(·) are class-K , a sum of exponential functions can always
be over-bounded by another exponential function, and Φ10, Φ
2
0, Φ∞, xˆ10, xˆ20, and ||σ10−σ20||1
are finite, there exists α1, α2 > 0 such that∣∣∣∣∣∣σhk|[1,k],σ10 (·)− σhk|[1,k],σ20 (·)∣∣∣∣∣∣1 ≤ α1 ∣∣∣∣σ10 − σ20∣∣∣∣1 exp(−α2k)
, β
(∣∣∣∣σ10 − σ20∣∣∣∣1 , k) . (A.18)
Here, β(·, ·) ∈ K L is the bound appearing in the β-asymptotic stability property of a
filter with respect to initial conditions (Assumption 3.3).
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