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Abstract
A computational model for the simulation of a transient laser-cutting process with moving laser has been
developed using a boundary element method. An unsteady convective heat transfer model is used that deals
with the material-cutting process by a continuous Gaussian laser beam. The geometric non-linearity due to
the melting region is handled by an iterative scheme. Convergence analyses are performed with various
meshes for the groove shapes, temperature distributions, maximum groove depths, and ﬂux distributions.
The present studies by a boundary element method based on transient convective heat transfer equation
show excellent agreement with the results of a ﬁnite element method in terms of groove shapes, temperature
distributions, and maximum groove depths.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
There have been various investigations about the material removal processes by laser from the
early days. Thermal models for investigation may be divided into two main categories: models
with detailed treatment of thermal conduction and models where details of phase transition
(melting, vaporization) are considered. Further, the methods of investigations can also be divided
into three categories: analytical, numerical and experimental methods. Most of the cases employ
numerical methods due to the complexity of the problem and use experiments for veriﬁcation.
Major numerical methods used so far are ﬁnite diﬀerence, ﬁnite element, and boundary element
methods.E-mail address: kim@ceet.niu.edu (M.J. Kim).
0307-904X/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.apm.2004.03.001
Nomenclature
Bi Biot number
c speciﬁc heat
hig heat of sublimation
h convection heat transfer coeﬃcient
i^, k^ unit vectors in the X - and Z directions, respectively
I0 laser power density at the center of the beam
k thermal conductivity
n^ unit outward surface normal
Ne evaporation parameter
Nk conduction parameter
qk conduction heat ﬂux
qh convection heat ﬂux
qig heat ﬂux due to material evaporation
qL heat ﬂux due to laser radiation
R laser beam radius
S groove depth
s non-dimensional groove depth
S1 ﬁnal groove depth
T temperature
T1 ambient temperature
Tevap evaporation temperature
t non-dimensional time
u non-dimensional laser moving velocity
U moving specimen or laser velocity
x; y; z dimensionless spatial coordinates
X ; Y ; Z spatial coordinates
x1; x2; z1; z2 nodal coordinates of an element
xF ; yF ; zF half the x; y; z dimensions of the specimen
xmin; xmax starting and ending x-coordinates of melting region on the specimen
zi surface nodal z-coordinate at ith position
znewi new surface nodal z-coordinate at ith position
zi;m; zi;mþ1 nodal z-coordinates directly below zi at m- and (mþ 1)th position
znewi ; z
old
i actual nodal z-coordinates for iterative computation
Greek
a0 absorptivity
a thermal diﬀusivity
D exterior angle at a node
e convergence limit for temperature and position
1; g; f dimensionless spatial coordinates of a ﬁeld point
q density
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h dimensionless temperature
hevap dimensionless evaporation temperature (hevap ¼ 1)
hi;m, hi;mþ1 dimensionless temperatures at nodes zi;m and zi;mþ1
k relaxation factor
s time
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gular solutions of diﬀerential equations in order to convert the diﬀerential equations in the do-
main to boundary integrals of the fundamental solutions and their derivatives [1–4]. This feature
of boundary integral representation is a great advantage over other numerical methods which rely
on discretization and formulation in the domain. In order to be able to use this great feature of
BEM the fundamental solutions must be found for particular governing equations and many of
them for typical diﬀerential equations have been found and listed in many references [3,4] along
with their formulations. One distinct feature of BEM is that the variables and their derivatives can
be evaluated pointwise in the domain due to its nature of formulation of BEM. This feature is
diﬀerent from any other numerical methods such as ﬁnite element method (FEM) and ﬁnite
diﬀerence method (FDM) that use interpolation based on nodal variables.
Bettess [5] contends that the dimensionality advantage of the boundary integral method over
the ﬁnite element method is more apparent than real. Problems really have to be very large before
the boundary integral method is computationally cheaper than the ﬁnite element method in his
estimates of computational operations of FEM and BEM with comparable meshes. He showed
that for a cube mesh the BEM operation count number is greater than the corresponding FEM
number for a certain mesh number. This would make it appear that problems have to be very
large before the BEM is able to compete with the FEM in terms of computational eﬀort. Muk-
herjee and Morjaria [6], in their comparison of the BEM and FEM for their eﬃciency and
accuracy for the Laplace equation, concluded that the BEM requires less number of elements and
is more tolerant for aspect ratio degradation than the ﬁnite element methods (FEM).
Cline and Anthony [7] considered a scanning laser that produces a weld puddle, which moves
with the laser and melts and resolidiﬁes. They related the temperature distribution, cooling rate,
and melting depth to the laser spot size, velocity and power level. This study was limited to drilling
in one-dimension. Speciﬁc thermal analysis of drilling processes was done by Paek and Gagliano
[8] using a pulsed laser beam in alumina. They proposed a mechanism of sequence of laser drilling
based on a high-speed photography. Their thermal analysis for laser heating and melting mate-
rials for 304-stainless steel shows that the spot size has a strong inﬂuence or the maximum
temperature attained and on the mechanism of deep penetration. In the case of deep-penetration
welding, they were able to calculate penetration depths without fully understanding the mecha-
nism. They pointed out that as power levels increase or spot size decrease the liquid–vapor
interface may become unstable and at very high power levels, the liquid may boil violently to
cause the molten metal to splash out of the weld. In their analysis they obtained temperature
distributions without singularities by using a Gaussian power distribution, thereby, they deter-
mined the temperature under the beam and obtained smoothly varying cooling rates anywhere in
the sample. Sheng and Joshi [9] have performed a numerical study for the development of the
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of the energy balance at the cutting front surface to determine the steady-state kerf shape and a
transient numerical model for a two-dimensional plane normal to the workpiece velocity. The
extent of the heat-aﬀected zone (HAZ) determined from the time–temperature response of the
workpiece material showed good agreement with experimental results as deﬁned by grain
reﬁnement, impurities and possible carbide precipitation in 304-stainless steel and contends that
the method provides a computationally eﬃcient method compared with three-dimensional ﬁnite
element analysis.
Bialecki and Nowak [10] considered steady-state heat conduction in domains with temperature-
dependent heat conductivity and mixed boundary conditions involving a temperature-dependent
heat transfer coeﬃcient and radiation. The non-linear heat conduction equation was transformed
into Laplace’s equation using Kirchhoﬀ’s transform that transferred non-linearity from the dif-
ferential equation only to third kind boundary conditions. In the numerical examples they showed
that the third kind of non-linear boundary conditions can be handled more eﬀectively with
incremental method than direct iteration schemes that often fail to converge. Closely related
works can be found by Pasquetti and Caruso [11], Khader and Hanna [12], and Bialecki and
Nahlik [13] that demonstrated the use of BEM for transient and non-linear thermal diﬀusion
problems. Blackwell [14] used Laplace transforms to obtain an analytical solution for the tem-
perature proﬁle in a semi-inﬁnite body with an exponentially decaying (with position) source and
convective boundary condition. He showed that with cooling at the exposed surface, the maxi-
mum temperature occurs in the interior of the slab instead of at the exposed surface.
Haji-Sheikh and Beck [15] presented a procedure to obtain accurate solutions for many tran-
sient conduction problems in complex geometries using a Galerkin-based integral (GBI) method.
It was shown that the time partitioning of the Green’s function yields accurate small-time and
large-time solutions. The method has many advantages such as ﬂexibility, accuracy, and com-
putational speed, which are the features of an eﬃcient computational method.
Cai and Sheng [16] presented an analysis of the evaporative and fusion laser-cutting process.
The model incorporated the eﬀects of heat conduction, phase change, beam divergence, surface
absorption and plasma absorption (for fusion cutting of metals) to estimate the geometry of the
cutting front for given process parameters, material properties and workpiece geometry. Com-
parison of model estimates with experimental results showed generally good agreements for
cutting front geometries and kerf width for materials with low vaporization temperature, low
thermal conductivity, and high absorptivity of the material. Results for the comparison of pre-
dicted and measured proﬁle and centerline angles of inclination showed that the three-
dimensional kerf shape produced during laser cutting could be theoretically described as a balance
between the absorbed beam energy at the cutting front surface, conduction energy into the
workpiece through a ﬁnite conduction path, and energy for phase change of the volume of
material removed. Further, model estimates showed the eﬀects of melting, beam divergence,
surface absorption and plasma absorption through changes in both the proﬁle and centerline
geometries of the estimated kerf shapes.
Modest and Abakian [17] used a simpliﬁed semi-analytical method to perform parametric
studies of the evaporative laser cutting in a semi-inﬁnite body. They showed the eﬀects of non-
dimensional parameters (for conduction, convection, evaporation, and laser velocity) on groove
shape and depth. Also, in their study [18] of semi-transparent body with a moving CW laser, they
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a surface phenomenon.
Ho et al. [19] studied the pulsed laser irradiation of nanosecond duration of a metal surface by
numerical simulation. The heat transfer in the solid substrate and the melted liquid was modeled
as one-dimensional transient heat conduction based on the enthalpy formulation for the solution
of phase change problems. The results they found show that the maximum surface temperature
are nearly linearly proportional to the laser ﬂuence and the melting depth increases approximately
linearly with laser ﬂuence. Nowak and Pryputniewjcz [20] conducted an investigation of pulsed,
laser drilling in a partially transparent medium. The study used a three-dimensional ﬁnite dif-
ference solution with temperature-dependent thermal properties, ﬁnite sample geometry, and
experimentally determined laser beam characteristics. Both qualitative and quantitative correla-
tion of the theoretical and experimental results demonstrated the importance of the shape and
irradiance distribution of the incident laser beam on the quality of laser-drilled holes due to the
low thermal diﬀusivity. Uhlenhusch et al. [21] used a microwave-excited pulsed oscillator ampliﬁer
CO2 laser system for cutting experiments. Their experiments veriﬁed that the height of the
absorption signals, which is a direct measure of the plasma development at the surface, is related
to the burr height. On the other side, the burr height sensitively reacts to the 1% pulse duration.
By fast control of the 1% pulse duration tinder in situ diagnosed burr height (by the absorption
signal) an optimized burr-free cutting was realized.
For heat conduction in a moving semi-inﬁnite medium subject to laser irradiation Modest and
Abakians [22] expanded the analytical solutions for Gaussian laser irradiation by an integral
method to include pulsed lasers, and laser beams that penetrate into the medium with exponential
decay. They concluded that the integral method agrees well with exact solution and can be a viable
model as far as certain conditions are met for the laser velocity.
Bang and Modest [23] analyzed multiple reﬂection and beam guiding eﬀects during laser
machining numerically. The surface of the treated material was considered to reﬂect the laser
irradiation in a fully diﬀuse fashion, limiting the analysis to bodies that have a rough surface
during laser evaporation. The irradiation calculations were combined with a simple integral
method governing conduction losses into the medium, and the resulting groove shape and depth
were found through an iterative procedure. They showed that considering multiple reﬂection
results in increased material removal rates and deeper grooves, accompanied by a ﬂatter proﬁle
near the centerline and steeper slopes in the other parts of the groove cross section.
This paper is mainly interested in the formulation and development of a boundary element
method for time-dependent evaporative material removal process by a moving high energy
Gaussian laser beam and veriﬁcation of the method through parametric studies. This method is
based on general evaporative laser-cutting process and not limited to any simpliﬁcations that are
found in other papers.2. Mathematical formulation
A typical laser-cutting installation has laser, optics, ﬂatbed, and controller and is shown in Fig.
1. The typical processes of evaporative laser cutting are thermal in nature and involve several
eﬀects when a laser beam strikes a material surface. These are conduction of heat in the material,
Fig. 1. Typical laser installation.
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radiation from the material surface. The amount of energy absorbed and utilized in removing the
material depends on the optical and thermo-physical properties of the material as well as the
operational parameters such as speed.
Mathematical modeling of the evaporative material removal processes from the surface subject
to high intensity laser beam can be found in several articles [17,18,24]. It is identiﬁed that there are
three diﬀerent regions on the surface subjected to laser beam as shown in Fig. 2. Region I is too
far away to have reached evaporation temperature, region II is the area in which evaporation
takes place, and region III is the area in which evaporation has already taken place.
Assumptions made in deriving the model are as follows:
(1) laser beam is of continuous Gaussian type,
(2) material moves at a constant relative velocity,
(3) material is isotropic and opaque with constant thermal and optical properties,Fig. 2. Energy balance on the surface subjected to a laser.
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one step,
(5) evaporated material is transparent and does not interfere with incident laser beam,
(6) heat losses by convection and radiation from the surfaces to the environment can be approx-
imated by using a single constant coeﬃcient.
The following mathematical statement of the problem can be obtained based on the assump-
tions presented above.qc
oT
os

þ U oT
oX

¼ k o
2T
oX 2

þ o
2T
oY 2
þ o
2T
oZ2

; ð1Þwhere U is the specimen velocity in the negative x-direction.
The boundary conditions at edge of the specimen areX ! XF ; Y ! YF ; qk ¼ qh; Z ! ZF ; T ¼ T1 ð2Þ
and the boundary condition on the surface subject to laser beam is obtained from the balance of
energy on the surface asqL þ qk ¼ qh þ qig; ð3Þ
where the heat ﬂuxes are deﬁned as qL ¼ a0I0ðn^ 	 k^ÞeðX 2þY 2Þ=R2 , qh ¼ hðT  T1Þ, qk ¼ kðn^ 	 rT Þ,
and qig ¼ qhigU ð^i 	 n^Þ.
The problem is non-linear due to the boundary condition in Eq. (3) even though the governing
equation (1) is linear. On the surface subject to laser three diﬀerent regions can be identiﬁed as
shown in Fig. 2. In region II the surface shape is not known while the temperature is known to be
the evaporation temperature. Eq. (3) can handle all three diﬀerent regions in numerical imple-
mentation by observing that in region I, n^ 	 k^ ¼ 1 and i^ 	 n^ ¼ 0, in region III, i^ 	 n^ ¼ 0, and in
region II, with the depth of the groove shape denoted by SðX ; Y Þ, the normal unit vector can be
evaluated in terms of SðX ; Y Þ.
For the present analysis the following non-dimensional variables are introduced.x ¼ X
R
; y ¼ Y
R
; z ¼ Z
R
; sðx; yÞ ¼ SðX ; Y Þ
R
; h ¼ ðT  T1ÞðTevap  T1Þ ;
t ¼ as
R2
; Ne ¼ qUhiga0I0 ; Nk ¼
kðTevap  T1Þ
Ra0I0
; Bi ¼ hR
k
; u ¼ qcUR
k
:
ð4ÞHere Bi is the Biot number representing the ratio of convection to conduction heat losses and u
represents the ratio of relative speed of the work specimen to the thermal diﬀusivity of the
material. Ne is the ratio of energy utilized in evaporation of material to the absorbed laser energy
and Nk represents the approximate ratio of conduction losses to the absorbed laser energy.
With the non-dimensional variables introduced in Eq. (4), Eq. (1) and the boundary conditions,
(2) and (3), can be rewritten as:oh
ot
þ u oh
ox
¼ o
2h
ox2
þ o
2h
oy2
þ o
2h
oz2
; ð5Þ
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and
Region I: z ¼ 0, xF < x < xmin
Nk Bih

 oh
oz

¼ eðx2þy2Þ: ð7aÞRegion II: h ¼ 1, z ¼ sðx; yÞ, xmin < x < xmaxNe
os
ox
¼ eðx2þy2Þ  Nk Bih

 oh
oz

1
"
þ os
ox
 2
þ os
oy
 2#1=2
: ð7bÞRegion III: z ¼ s1, xmax < x < xFNk Bih

 oh
oz

1
"
þ os1
ox
 2#1=2
¼ eðx2þy2Þ: ð7cÞEqs. (7a)–(7c) can be represented by a single non-dimensional equation (3) in numerical imple-
mentation. The non-dimensional conduction term in Eq. (3) can now be expressed in terms of
othersqk ¼ e
x2
Nk
ðk^ 	 n^Þ þ Biðh h1Þ þ NeNk ð^i 	 n^Þ: ð8Þ3. Boundary element formulation
Introducing the index notation and considering the case with heat source included in the do-
main, Eq. (5) can be rewritten askh;iiqcdh
dt
þ w ¼ 0; ð9Þwhere dh
dt ¼ ohot þ ui ohoxi and ui are velocity components in x; y; z directions.
The weighted residual integral for this equation can be obtained as0 ¼
Z T
0
Z
V
kh;ii

 qc dh
dt

~gdV dt
¼
Z T
0
Z
S
~gkh;i ni

 k~g;i nih qcuih~g

dS dt 
Z
V
ð~gqchjT0 ÞdV
þ
Z T
0
Z
V
k~g;ii h
 
þ qc d~g
dt
h
!
dV dt; ð10Þ
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dt
þ dðx nÞdðt  sÞ ¼ 0; ð11Þwhere d is the Dirac delta function.
The adjoint fundamental solution has to satisfy the causality condition~gðx; t; n; sÞ ¼ 0 for t > s: ð12Þ
Through the picking-out property of the adjoint fundamental solution in (11) Eq. (10) can be
rewritten ascðnÞhðn; sÞ ¼
Z T
0
Z
S
h
 ~gðx; t; n; sÞqðx; tÞ þ ~f ðx; t; n; sÞhðx; tÞ
i
dSðxÞdt
þ
Z
V
~gðx; 0; n; sÞqchðx; 0ÞdV ðxÞ
¼
Z
S
½g  qþ ðf  qcuinigÞ  hdSðxÞ; ð13Þwhere the initial temperature distribution can be normalized to be zero by non-dimensionaliza-
tion, * represents the convolution integral in time, andqðx; tÞ ¼ k ohðx; tÞ
oxi
niðxÞ;
~f ðx; t; n; sÞ ¼ k o~gðx; t; n; sÞ
oxi
niðxÞ:
Also, given is the coeﬃcient cðnÞ ¼ 1 D=2p with D being the exterior angle at point n.
The relationship between adjoint fundamental solution and fundamental solution is given by~gðx; t; n; sÞ ¼ gðn; s; x; tÞ; ð14Þ
wheregðn; s; x; tÞ ¼ e
 r
2
u
4aðstÞ
½4pkðs tÞ ;
f ðn; s; x; tÞ ¼ k ogðn; s; x; tÞ
oxi
niðxÞ ¼ e
 r
2
u
4aðstÞ
8paðs tÞ2 ½yi  uiðs tÞniwith the thermal diﬀusivity a ¼ kqc, r2u ¼ ½yi  uiðs tÞ2, and yi ¼ ðxi  niÞ.
The convolution integrals in (13) are handled by the time-stepping convolution [28–30] for-
mulation with the assumption of constant temperatures and ﬂuxes on the boundary within a given
time step. The integral equation then becomescðnÞhðn; sÞ ¼
XN
n¼1
Z
S0
  GNþ1nðn; xÞqnðxÞ þ F Nþ1nðn; xÞhnðxÞdS
¼
XN
n¼1
Z
S0
  Gnðn; xÞqNþ1nðxÞ þ F nðn; xÞhNþ1nðxÞdS; ð15Þ
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integral representation becomescðnÞhðn; sÞ ¼
XN
n¼1
XM
m¼1
(
 qnm
Z L
0
GNþ1nðn; xÞ 1

 x
L

dx qnmþ1
Z L
0
GNþ1nðn; xÞ x
L
dx
þ hnm
Z L
0
F Nþ1nðn; xÞ 1

 x
L

dxþ hnmþ1
Z L
0
F Nþ1nðn; xÞ x
L
dx
)

XN
n¼1
XM
m¼1
(  qnmGnm  qnmþ1Gnmþ1 þ hnmF nm þ hnmþ1F nmþ1
)
; ð16Þwhere the integration over an element is done in local coordinates. The local x-coordinate begins
at a node along the element and the local y-coordinate is perpendicular to the x-coordinates
inward (Fig. 3).
On the boundary subjected to laser the part of surface integral in Eq. (13) should be modiﬁed
with Eq. (3) after non-dimensionalization and appears asZ
Slaser
Z s
0
½gqþ ½f  qcuinighdtdSðxÞ ¼
Z
Slaser
Z s
0
½gðqh  qlaser þ qigÞ
þ ½f  qcuinighdtdSðxÞ
¼
Z
Slaser
Z s
0
½gfhðh h1Þ þ a0I0ðk^  n^ÞeðxxlaserÞ2=R2
þ qhiguð^i  n^Þg þ ½f  qcuinighdtdSðxÞ
¼
Z
Slaser
Z s
0
½f½f  qcuinig  ghgh gfhh1
þ a0I0ðk^  n^ÞeðxxlaserÞ2=R2 þ qhiguð^i  n^ÞgdtdSðxÞ

Z
Slaser
Z s
0
½f½f  qcuinig  ghghdtdSðxÞ  P ðn; sÞ;
ð17ÞFig. 3. Local coordinate system.
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uð^i  n^Þ must be evaluated only at the laser advancing side.
To obtain the same number of equations as the unknowns, the point n is brought to each node
to make the numerical integration easier rather than to an internal point of elements. Then, the
ﬁnal result can be written in a matrix form asXM
j¼1
F 1ijh
1
j ¼
XM
j¼1
G1ijq
1
j þ F 1i
(
þ
XN1
n¼1
Pn
)
; for i ¼ 1; 2; . . . ;M ; ð18Þwhere Pn ¼ F ni þ
PM
j¼1G
Nnþ1
ij q
n
j 
PM
j¼1 F
Nnþ1
ij h
n
j . Here Fi is a known vector from laser energy and
laser velocity (or specimen velocity) U and the present values in time have the superscript 1.
The fundamental solution and its derivative (Fij and Gij) are singular as n approaches x on the
boundary at t ¼ s and must be evaluated carefully. Indirect method by equipotential condition
has been suggested after separating the singular steady-state heat ﬂux kernel from non-singular
transient heat ﬂux kernel [31–33]. In this paper numerical integration after change of variable (see
Appendix A) is shown to provide accurate results and subsequently used. The quantities in the
brace is nothing but a known vector in the end. Pn is the eﬀect from the past at time step n. This
equation can be solved when either h or q is speciﬁed on the boundary along with the laser
boundary condition.
For computation of ﬂuxes in the domain as post-processing, Eq. (13) can be diﬀerentiated. The
components of ﬂux are then found (see Appendix A) asqiðn; sÞ ¼
Z
S
Z s
0



 k ogðn; s; x; tÞ
oni

qðx; tÞ þ

 k of ðn; s; x; tÞ
oni

hðx; tÞ

dtdSðxÞ
¼
Z
S
ðg;ni qþ f ;ni hÞdSðxÞ: ð19ÞThe laser boundary condition can be properly applied to this equation.4. Computational methods
The problem was formulated with the control volume ﬁxed in space and the material (i.e.,
specimen) moving through the control volume. This requires the computational domain to change
every time step. This is avoided by moving the laser in opposite direction keeping the specimen
ﬁxed. This is identical to the formulation with a moving source. Further, in this paper, the
variables are approximated with linear interpolation functions in space and constant in time.
The boundary is deﬁned by rate of energy balance on the laser-side surface that is governed by
Eq. (3). In this equation the boundary that renders the surface temperature to be evaporation
temperature is not known. Therefore, the boundary is ﬁrst assumed and the temperature is
computed on the assumed domain. The computed surface temperature will not match the
evaporation temperature that is needed for energy balance. Thus, a new boundary shape must be
established. In this paper this is done ﬁnding new nodal points for the surface. New nodal point
for a surface node is relocated closer or farther directly below the node depending on the com-
puted surface nodal temperature. If the computed temperature at a surface node is higher than
Fig. 4. Nodal temperature and z-coordinates in interpolation.
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interpolation [24–27] is used between two successive nodal temperatures directly below the surface
node that contain the evaporation temperature between them. The computed new position is
given byznewi ¼ zi;m þ
zi;m  zi;mþ1
hi  hi;mþ1 ðhi  hevapÞ; ð20Þwhere znewi is the new surface nodal z-coordinate at ith position to replace present zi and is sup-
posed to be at the evaporation temperature hevap. zi;m and zi;mþ1 are two of nodal coordinates
directly below zi that have temperatures hi;m and hi;mþ1 such that hi;mþ16 hevap < hi;m (Fig. 4).
Once znewi is obtained, actual new value for next iteration is relaxed byzactuali ¼ ð1 kÞzoldi þ kznewi ; ð21Þ
where k is a relaxation factor used to suppress oscillation in iteration. This actual value, zactuali , is
used to obtain a new temperature distribution. The iteration continues until the relative errors of
nodal temperatures and positions given below fall below the prescribed tolerances at each time
step.Etemp ¼
XN
j¼1
ðhnewj
"
 holdj Þ2
,XN
j¼1
ðhnewj Þ2
#1=2
; ð22aÞ
Epos ¼
XN
j¼1
ðznewj
"
 zoldj Þ2
,XN
j¼1
ðznewj Þ2
#1=2
: ð22bÞIt is noted that since the domain changes due to laser cutting the shapes of domain must be
available in addition to temperatures and ﬂuxes at all past time steps to obtain solutions at the
present time.5. Numerical results and discussions
A boundary element method based on the formulation discussed above is developed to study
the time-dependent material removal of a specimen that is subjected to a continuous Gaussian
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to simulate the transient process.
For numerical analyses, the values of parameters used areu ¼ 1; Bi ¼ 0:0001; Ne ¼ 0:001; Nk ¼ 0:4; e ¼ 0:1%; k ¼ 0:2; Dt ¼ 0:1;
tmax ¼ 2 ð23Þwith a specimen of size 16· 2.5 which is subjected to the convection boundary conditions on both
sides and has ﬁxed ambient temperature at the bottom. The top side is subjected to the laser with
the speed u. For all cases uniform meshes are used unless speciﬁed otherwise.
In Figs. 5 and 6 the groove shapes and surface temperatures up to time 2 are shown for diﬀerent
meshes. At time 2 the results almost approach those of steady-state cases. The ﬁgures show the
converging results with ﬁner meshes for both groove shapes and surface temperatures.
Fig. 7 shows the maximum groove depths approaching the values of steady state for various
meshes. The diﬀerences among the results are very small from the case of 20· 5 mesh.
A study on the eﬀects of past history to the present cutting represented by the known vectors Pn
in Eq. (18) has been done in Fig. 8. It does not show the similar eﬀects in the case of u ¼ 0 being
that the material removal processes render some parts of melting surface at present time be af-
fected more by distant past than recent past [27].
In Fig. 9 the heat ﬂuxes also show the good convergence with mesh reﬁnement.
In Table 1 the maximum groove depths are compared for transient BEM (present analysis) and
FEM [24–27]. BEM results of present analysis converge in oscillatory fashion in contrast to those
of FEM. This case shows the sensitivity of the transient BEM to mesh.Fig. 5. Time-dependent surface groove shapes for diﬀerent meshes.
Fig. 6. Time-dependent surface temperatures for various meshes.
Fig. 7. Transient maximum groove depths for various meshes.
904 M.J. Kim / Appl. Math. Modelling 28 (2004) 891–910Fig. 10 shows that with ﬁne mesh both methods give almost same results for max groove depth
with time.
In Fig. 11, BEM and FEM are compared with 80· 5 mesh for maximum groove depths, groove
shapes, temperature distributions, and heat ﬂuxes with time. The agreements are excellent in all
aspects.
Fig. 8. Eﬀects of past history to the present laser cutting on the laser side with time.
Fig. 9. Heat ﬂuxes at diﬀerent time steps.
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A two-dimensional time-dependent boundary element method based on a transient convective
heat conduction equation is presented to analyze the evaporative material removal process using a
Fig. 10. Comparison of maximum groove depths with time between BEM and FEM.
Fig. 11. Comparison of BEM and FEM results for the mesh of 80 · 5.
Table 1
Comparison of BEM and FEM solutions for max groove depths with mesh reﬁnement
Mesh Dt
BEM FEM
10· 5 1.74580 1.89325
20· 5 1.40800 1.60543
40· 5 1.37202 1.42831
80· 5 1.42192 1.42001
906 M.J. Kim / Appl. Math. Modelling 28 (2004) 891–910high energy Gaussian laser beam moving at a constant speed. Parametric studies show the method
yields convergent results with mesh reﬁnement for maximum groove depths, groove shapes,
M.J. Kim / Appl. Math. Modelling 28 (2004) 891–910 907temperature and heat ﬂux distributions. Further, the BEM transient results are also well com-
pared with the results from FEM results. It is noted that the numerical evaluation at singular
points are crucial for correct results and an alternative approach to evaluate the kernel functions
at singular point is simple and eﬀective.Appendix A. Evaluation of integral terms
A new approach for the evaluation of kernel functions in Eq. (13) is presented.
The evaluation of kernel functions in the present case in Eq. (17) involves the following
expressions.XN
n¼1
Z nDs
ðn1ÞDs
Z L
0
gðn; s; x; tÞqnðxÞdxdt ¼
XN
n¼1
Z nDs
ðn1ÞDs
X2
m¼1
Z L
0
gðn; s; x; tÞwmdxdt
( )
qnm ðA:1ÞandXN
n¼1
Z nDs
ðn1ÞDs
X2
m¼1
Z L
0
f ðn; s; x; tÞwm dxdt
( )
hnm ðA:2Þin which both kernel functions, g and f , and their derivatives can be expressed in terms of the
following three formsQ0 ¼ 1
2
e
Ax2þ2BxþC
4t ; Q1 ¼ x
2
e
Ax2þ2BxþC
4t ; Q2 ¼ x
2
2
e
Ax2þ2BxþC
4t : ðA:3ÞHere, a factor 2p has been omitted in the evaluation and A, B, and C are functions of time t. Also,
the computational coordinate system is attached to an element along which the source term
Qðx; zÞ varies aﬀecting the ﬁeld point Pðn; fÞ as shown in Fig. 3.
For proper numerical evaluation of singularities the integration in x is performed ﬁrst. Inte-
gration of three functions above in the element domain [x1; x2] leads to the following three
functions, respectivelyG0ðt;A;B;CÞ ¼ 1
2
ﬃﬃﬃﬃﬃ
p
At
r
e
B2AC
4At erf
Ax2 þ B
2
ﬃﬃﬃﬃﬃ
At
p
 
 erf Ax1 þ B
2
ﬃﬃﬃﬃﬃ
At
p
 
;
G1ðt;A;B;CÞ ¼  1A e
Ax
2
2
þBx2þC
4t

 e
Ax2
1
þBx1þC
4t

 B
A
G0;
G2ðt;A;B;CÞ ¼  1A x2e
Ax
2
2
þBx2þC
4t

 x1e
Ax2
1
þBx1þC
4t

 B
A
G1 þ 2tA G0;
ðA:4ÞwhereAðtÞ ¼ 1; BðtÞ ¼ ðn uxtÞ; CðtÞ ¼ ðn uxtÞ2 þ ðf uztÞ2: ðA:5Þ
For the laser the integration is performed for convenience in global coordinates and A, B, and C
are given as
908 M.J. Kim / Appl. Math. Modelling 28 (2004) 891–910AðtÞ ¼ 1þ 4t þ a2; BðtÞ ¼ ðn uxtÞ  ðf bÞa 4txlaser;
CðtÞ ¼ ðn uxtÞ2 þ ðf bÞ2 þ 4tx2laser;
ðA:6Þwherea ¼ z2  z1
x2  x1 ; b ¼ z1  ax1; xlaser ¼ uðs tÞ ðA:7Þand xlaser is the position of the laser. In case x2 ¼ x1 the integration can be performed along z-axis
and corresponding A, B, and C may be used.
In the integrals above the singularity of order (
ﬃﬃ
t
p
) occurs only when the point P ðn; fÞ lies on the
element at t ¼ 0. In this case the ordinary Gauss–Legendre quadrature is not good enough to yield
accurate results. For this case the change of variable s ¼ 1ﬃ
t
p leads to the following regular integral
and accurate result can be obtained easily by Gauss–Legendre quadrature.Z t2
t1
G0ðt;A;B;CÞdt ¼
Z 1
1ﬃﬃ
t2
p
G0sðs;A;B;CÞds; ðA:8ÞwhereG0sðs;A;B;CÞ ¼ 1s2
ﬃﬃﬃ
p
A
r
e
B2AC
4A s
2
erf
Ax2 þ B
2
ﬃﬃﬃ
A
p s
 
 erf Ax1 þ B
2
ﬃﬃﬃ
A
p s
 
: ðA:9ÞFig. 12 shows the typical behaviors of two functions, G0 and G0s.
Once G0, G1, and G2 functions are evaluated successfully, the ﬁnal expressions are given for all
integrals.Z nDs
ðn1ÞDs
X2
m¼1
Z L
0
gðn; s; x; tÞwm dx
( )
dt qnm ¼
Z nDs
ðn1ÞDs
G0

 G1
L

qn1 þ
G1
L
qn2

dt;
Z nDs
ðn1ÞDs
X2
m¼1
Z L
0
f ðn; s; x; tÞwm dx
( )
dthnm ¼
Z nDs
ðn1ÞDs
F0

 F1
L

hn1 þ
F1
L
hn2

dt;
ðA:10ÞwhereF0 ¼ 1
2t
ðf uztÞG0 and F1 ¼ 1
2t
ðf uztÞG1: ðA:11ÞFig. 12. Behavior of a kernel function in two diﬀerent domains.
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Also, the convolution integrals in ﬂux formulas that can be evaluated in the same way as above
have the following integrals to evaluate.Z nDs
ðn1ÞDs
X2
m¼1
Z L
0
(
 k ogðn; s; x; tÞ
on
wmdx
)
dt qnm ¼
Z nDs
ðn1ÞDs
DnG0

 DnG1
L

qn1 þ
DnG1
L
qn2

dt;
Z nDs
ðn1ÞDs
X2
m¼1
Z L
0
(
 k ogðn; s; x; tÞ
of
wmdx
)
dt qnm ¼
Z nDs
ðn1ÞDs
DfG0

 DfG1
L

qn1 þ
DfG1
L
qn2

dt;
Z nDs
ðn1ÞDs
X2
m¼1
Z L
0
(
 k of ðn; s; x; tÞ
on
wmdx
)
dthnm ¼
Z nDs
ðn1ÞDs
DnF0

 DnF1
L

hn1 þ
DnF1
L
hn2

dt;
Z nDs
ðn1ÞDs
X2
m¼1
Z L
0
(
 k of ðn; s; x; tÞ
of
wmdx
)
dthnm ¼
Z nDs
ðn1ÞDs
DfF0

 DfF1
L

hn1 þ
DfF1
L
hn2

dt;
ðA:12Þ
whereDnG0 ¼ k oG0on ¼
k
2t
½ðn uxtÞG0  G1; DfG0 ¼ k oG0of ¼
k
2t
ðf uztÞG0;
DnG1 ¼ k oG1on ¼ k
x2Eðx2Þ  x1Eðx1Þ
t

 G0

;
DfG1 ¼ k oG1of ¼ k

 Eðx2Þ  Eðx1Þ
t
þ n uxt
2t
G0

ðf uztÞ;
DnF0 ¼ k oF0on  F0 ¼
f uzt
2t2
½Eðx2Þ  Eðx1Þ; DfF0 ¼ k oF0of ¼ 
ðf uztÞ2  2t
4t2
G0;
DnF1  F1 ¼ k oF1on ¼ 
f uzt
2t
x2Eðx2Þ  x1Eðx1Þ
t

þ G0

; and
DfF1 ¼ k oF1of ¼ 
ðf uztÞ2
2t2
Eðx2Þ

 Eðx1Þ  n uxt
2
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
 G1
2t
:Here, the symbol EðxÞ ¼ eAx2þ2BxþC4t was used.References
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