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ABSTRAK 
Peramalan terhadap harga komoditas minyak mentah dunia 
merupakan salah satu studi yang dilakukan untuk mengantisipasi 
harga periode mendatang dari komoditas minyak guna menjaga 
kestabilan ekonomi. Pada penelitian ini digunakan Autoregressive 
Integrated Moving Average dan Generalized Autoregressive  
Conditional Heteroscedastic (ARIMA) untuk merumuskan model 
peramalan return harga komoditas minyak mentah. Pada ARIMA 
didapatkan model yang sesuai yaitu ARIMA ([14],0, [14]) dengan 
nilai Mean Absolute Percentage Error (MAPE) yang masih sangat 
besar yaitu 217,2554%. Setelah didapatkan model yang sesuai 
dilakukan estimasi terhadap parameter dan perbaikan error pada 
model tersebut dengan Filter Kalman.  
Hasil akhir menunjukkan bahwa model peramalan pada return 
harga minyak terbaik adalah dari hasil perbaikan error 
menggunakan Filter Kalman yang memiliki nilai MAPE terkecil 
yaitu 3,6947% sehingga hasil ramalan lebih akurat.  
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ABSTRACT 
A forecasting of world crude oil commodity prices is one of 
several studies to anticipate the upcoming price of crude oil to 
maintain the economic stability. In this research, Autoregressive 
Integrated Moving Average (ARIMA) were used to formulate the 
return forecasting model of crude oil prices. ARIMA model gave 
the appropriate model of ARIMA ([14], 0, [14]) with a large Mean 
Absolute Percentage Error (MAPE) value of 217.2554%. Once 
the appropriate model has been obtained, therefore parameter 
estimation and error correction on the model were conducted by 
using Filter Kalman. 
The final result showed that the best return forecasting of oil 
prices model was given by the error correction result using Filter 
Kalman model with the smallest MAPE value of 3.6947%, so the 
forecast result was more accurate and close to the real ones. 
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Pada bab ini akan diuraikan hal-hal yang melatarbelakangi 
Tugas Akhir ini yang selanjutnya dituliskan dalam sub perumusan 
masalah. Dalam bab ini juga dicantumkan mengenai batasan 
masalah, tujuan, dan manfaat dari Tugas Akhir. Adapun 
sistematika penulisan Tugas Akhir diuraikan pada bagian akhir bab 
ini. 
1.1 Latar Belakang 
Dalam rentang waktu Januari sampai dengan Juli 2014, harga 
minyak dunia versi WTI (West Texas Intermediate) berada di level 
tertinggi dengan rata-rata selalu bertengger di atas 100 USD per 
barel. Bahkan pada 30 Juli 2014, harga minyak mentah masih 
tercatat di sekitar 104.3 USD per barel. Namun dalam periode 
enam bulan berikutnya, tepatnya di akhir Januari 2015, harga 
minyak turun secara tajam ke level 44 USD per barel. Perlu kita 
ketahui bersama, referensi WTI dari Amerika ini adalah salah satu 
rujukan (benchmark) harga minyak mentah di seluruh dunia, 
termasuk harga minyak mentah dari Indonesia. Harga harian 
tertinggi minyak WTI dalam siklus 10 tahunannya bahkan pernah 
menyentuh puncak 145.3 USD per barel tertanggal 3 Juli 2008. 
Dari fakta tersebut kita ketahui bahwa harga minya mentah dunia 
sangat fluktuatif. 
Fluktuasi harga minyak mentah dunia ternyata memiliki 
dampak yang sangat signifikan di dunia, khususnya Indonesia. Hal 
ini tak lepas dari ketergantungan Indonesia terhadap sumber energi 
yang bersifat non-renewable tersebut. Akibatnya, seringkali 
pemerintah mengambil kebijakan menaikkan harga komoditi yang 
tegantung pada kenaikan harga minyak sebagai bahan baku Bahan 
Bakar Berminyak (BBM) di Indonesia tersebut. Dalam perspektif 





baku utama BBM akan cenderung diikuti oleh perubahan volume 
produksi berbagai kelompok industri maupun perusahaan, serta 
bank pusat selalu memperhatikan pergerakan harga minyak dunia. 
Besaran pergerakan harga minyak secara drastis inilah yang 
kemudian disebut sebagai volatilitas harga minyak. Harga minyak 
dunia selain mengalami volatilitas juga bersifat acak dan 
mengalami heteroskedastisitas.  Heteroskedastisitas berarti nilai 
varians dari error berubah-ubah terhadap waktu.  Heteroskedastitas 
perlu diestimasi agar hasil estimasi volatilitas menjadi efisien dan 
dapat dipercaya. Oleh karena itu, perlu dilakukan pengukuran 
statistik untuk volatilitas harga minyak selama periode tertentu. 
Dalam penelitian sebelumnya [1] telah dilakukan pengukuran 
statistik tanpa memperhatikan adanya unsur heteroskedastisitas 
untuk memprediksi harga minyak mentah dunia. Dengan adanya 
pengukuran yang tepat dengan memprediksi volatilitas harga 
minyak serta mengestimasi volatilitas harga minyak tersebut 
tersebut akan membantu reaksi pengambilan kebijakan terhadap 
berbagai kelompok industri maupun perusahaan, serta bank pusat 
yang ada di Indonesia serta dapat menyeimbangkan kinerja sector 
makroekonomi di Indonesia. 
Robert Engle pada tahun 1987 [2] mengembangkan suatu 
model untuk mengestimasi  perilaku volatilitas pada data yang 
mengalami time varying variance (heteroskedastisitas) dan 
volatility clustering yang disebut dengan Autoregressive  
Conditional Heteroscedastic (ARCH). Namun model ARCH 
kurang efisien digunakan karena pada saat mengestimasi data 
seringkali diperlukan pendugaan parameter yang cukup banyak 
(membutuhkan lag yang panjang) sehingga dikembangkan model 
oleh Tim Bollerslev dan Taylor pada tahun 1986 [3] yang bernama 
Generalized ARCH (GARCH). Dalam penelitian sebelumnya [4] 
juga telah dilakukan sebuah analisa terhadap volatilitas dan 





ARCH/GARCH. Dalam penelitian tersebut menunjukkan terjadi 
volatilitas pada harga minyak mentah dunia jenis WTI pada 
periode 2007 hingga 2009. Dalam peneitian ini, dilakukan prediksi 
return harga minyak mentah dunia jenis WTI menggunakan model 
Autoregressive  Integrated  Moving  Average (ARIMA). 
Selanjutnya model terbaik yang didapat akan digunakan untuk 
melakukan prediksi dan penggunaan Filter Kalman yang terdiri 
dari suatu himpunan atas persamaan matematika yang akan 
memberikan sebuah solusi komputasi yang efisien dari metode 
kuadrat terkecil. Sehingga nantinya metode Filter Kalman ini dapat 
terterapkan dalam perbaikan prediksi return harga minyak mentah 
dunia. 
1.2 Rumusan Masalah  
Berdasarkan uraian di atas, permasalahan yang diselesaikan 
dalam Tugas Akhir ini adalah : 
1. Bagaimana mendapatkan model terbaik return harga minyak 
dengan menggunakan Model ARIMA? 
2. Bagaimana estimasi parameter dan perbaikan eror Model 
ARIMA menggunakan Metode Filter Kalman?  
3. Bagaimana prediksi return harga minyak mentah untuk periode 
selanjutnya dengan menggunakan ARIMA-Filter Kalman? 
1.3 Batasan Masalah  
Dalam pengerjaan Tugas Akhir ini diberikan suatu batasan 
masalah, sebagai berikut:  
1. Data harga minyak yang digunakan adalah data minyak harian 
(5 hari kerja yaitu Senin sampai Jumat) bulan Maret 2017 
hingga Nopember 2017 yang diambil dari website  
www.eia.doe.gov dan diasusmsikan kondisi pada saat data 
diambil sama dengan kondisi pada saat ini. 
2. Jenis minyak yang digunakan adalah West Texas Intermediate 
(WTI). 





4. Nilai variansi dari noise untuk Filter Kalman 𝑄 = 10−6  dan 
𝑅 = 10−7 
5. Software yang digunakan dalam Tugas Akhir ini adalah 
Minitab, Eviews, dan MATLAB. 
1.4 Tujuan  
Tujuan dari Tugas Akhir ini adalah sebagai berikut: 
1. Mendapatkan model terbaik untuk peramalan return harga 
minyak jenis WTI dengan Metode ARIMA. 
2. Mendapatkan estimasi parameter dan tingkatan polinomial 
derajat eror residual pada Filter Kalman terhadap hasil prediksi 
nilai peramalan ARIMA.  
3. Mendapatkan prediksi dengan model terbaik return harga 
minyak mentah dunia. 
1.5 Manfaat  
Manfaat yang diharapkan dari penulisan Tugas Akhir ini adalah 
sebagai berikut: 
1. Mengetahui pola return harga minyak dunia menggunakan 
Metode ARIMA. 
2. Mengetahui prediksi return harga minyak mentah dengan 
ARIMA dan Filter Kalman.  
1.6 Sistematika Penulisan  
Penulisan Tugas Akhir ini disusun dalam lima bab sebagai 
berikut: 
BAB I PENDAHULUAN 
                  Bab ini berisi tentang gambaran umum dari penulisan 
                  Tugas Akhir yang meliputi latar belakang, rumusan 
                  masalah, batasan masalah, tujuan, manfaat, dan   
sistematika penulisan. 
BAB II TINJAUAN PUSTAKA 
                  Bab ini membahas tentang teori dasar yang relevan     
untuk memecahkan persoalan yang dibahas pada Tugas 
Akhir ini, yaitu meliputi cara merumuskan model 






BAB III  METODOLOGI PENELITIAN 
                  Dalam bab ini membahas tentang metode yang akan 
digunakan dan tahapan-tahapan yang dilakukan dalam 
pengerjaan Tugas Akhir. 
BAB IV ANALISIS DAN PEMBAHASAN 
                  Bab ini membahas secara detail proses pemilihan  
model yang sesuai untuk prediksi harga minyak 
mentah. Kemudian mengaplikasikan metode Filter 
Kalman untuk mengestimasi parameter model 
ARCH/GARCH dan perbaikan error-nya. 
BAB V      PENUTUP 
                  Bab ini berisi kesimpulan tugas akhir yang diperoleh 
dari bab pembahasan dan saran untuk pengembangan   















Pada bab ini dibahas teori-teori yang berhubungan dengan 
permasalahan dalam Tugas Akhir. Bahasan pertama mengenai 
analisis time series, pengertian dan bentuk umum model ARIMA 
serta langkah-langkah dalam merumuskan model ARIMA. 
Kemudian, dijelaskan mengenai metode Filter Kalman dan 
implementasinya untuk mengestimasi parameter dan perbaikan 
error model ARIMA. 
2.1 Analisis Time series 
Time series atau runtun waktu merupakan serangkaian 
pengamatan terhadap suatu variabel yang diambil dari waktu ke 
waktu dan dicatat secara berurutan menurut urutan waktu 
kejadiannya dengan interval waktu tetap. Analisis time series 
merupakan metode peramalan kuantitatif untuk menentukan pola 
data pada masa lampau yang dikumpulkan berdasarkan urutan 
waktu [5]. 
2.1.1 Stasioneritas  
Stasioneritas artinya tidak terjadi pertumbuhan dan penurunan. 
Data dikatakan stasioner apabila pola data tersebut berada pada 
kesetimbangan di sekitar nilai rata-rata (mean) dan varian yang 
konstan selama waktu tertentu. Data dikatakan sudah stasioner 
dalam varian apabila nilai rounded value-nya bernilai satu pada 
plot Box-Cox. Apabila data tidak stasioner dalam varian, maka 
dapat dilakukan transformasi agar nilai varian menjadi konstan. 
Persamaan umum dari Transformasi Box-Cox adalah sebagai 
berikut: 




, 𝜆 ≠ 0 
dengan 𝜆  disebut sebagai parameter transformasi. Dalam 
Transformasi Box-Cox akan diperoleh nilai 𝜆, yang nantinya akan 
menentukan transformasi yang harus dilakukan. Untuk 𝜆 = 0 dapat 

















                                                     =  ln(𝑍𝑡) 
Nilai 𝜆 beserta aturan pada Transformasi Box-Cox dapat dilihat 
pada Tabel 2.1: 
Tabel 2. 1. Transformasi Box-Cox 
Nilai 𝝀 Tranformasi Box-Cox 
−1 1 𝑍𝑡⁄  
−0.5 1 √𝑍𝑡⁄  
0 ln 𝑍𝑡 
0.5 √𝑍𝑡 
1 𝑍𝑡 
Selanjutnya, apabila data sudah stasioner dalam varian, 
dilanjutkan dengan memeriksa apakah data sudah stasioner dalam 
rata-rata (mean). Untuk data yang tidak stasioner terhadap rata-rata 
dapat diatasi dengan melakukan differencing. Operator shift 
mundur (backward shift) sangat tepat untuk mendeskripsikan 
proses differencing. Berikut adalah persamaan dari operator 
backward shift: 
𝐵𝑑𝑍𝑡 =  𝑍𝑡−𝑑 ,    𝑑 = 1,2, … 
dengan: 
𝑍𝑡 : nilai variabel 𝑍 pada waktu 𝑡 
𝑍𝑡−𝑑  : nilai variabel 𝑍 pada waktu 𝑡 − 𝑑 
𝐵 : operator backward shift 
Notasi 𝐵  yang dipasang pada 𝑍𝑡  mempunyai pengaruh 
menggeser data satu waktu ke belakang. Apabila data tidak 
stasioner terhadap rata-rata, maka data tersebut dapat dibuat 
mendekati stasioner dengan melakukan proses differencing orde 






2.1.2 Fungsi Autokorelasi dan Fungsi Autokorelasi Parsial 
Fungsi autokorelasi (ACF) merupakan suatu fungsi yang 
digunakan untuk mengidentifikasi model time series dan melihat 
kestasioneran data dalam rata-rata. Fungsi autokorelasi yang 
dihitung berdasarkan sampel data dapat ditulis sebagai berikut: 
?̂?𝑘 =  
∑ (𝑍𝑡 −  ?̅?)(𝑍𝑡+𝑘 −  ?̅?)
𝑛−𝑘
𝑡=1
∑ (𝑍𝑡 −  ?̅?)
2𝑛
𝑡=1
, 𝑘 = 0,1,2, …     
dengan: 
?̂?𝑘 : koefisien autokorelasi pada lag ke-𝑘, 
𝑍𝑡 : nilai variabel 𝑍 pada waktu 𝑡, 
?̅? : nilai rata-rata 𝑍, 
𝑛 : jumlah data. 
Fungsi autokorelasi parsial (PACF) digunakan sebagai alat 
untuk mengukur tingkat keeratan antara 𝑍𝑡  dan 𝑍𝑡+𝑘 , apabila 
pengaruh lag 𝑡 + 1, 𝑡 + 2, … , 𝑡 + 𝑘 − 1 dianggap terpisah. Untuk 
PACF dapat didekati dengan persamaan sebagai berikut: 
?̅?𝑘+1,𝑘+1 =  
?̂?𝑘+1 − ∑ ?̂?𝑘𝑗?̂?𝑘+1−𝑗
𝑘
𝑗=1





?̂?𝑘+1,𝑗 =  ?̂?𝑘𝑗 − ?̂?𝑘+1,𝑘+1?̂?𝑘,𝑘+1−𝑗     
dengan  𝑗 = 1,2, … , 𝑘. 
2.2 Model ARIMA 
Model ARIMA telah dipelajari secara mendalam oleh George 
Box dan Gwilym Jenkins pada tahun 1967, dan nama mereka 
sering dinominasikan dengan proses ARIMA yang diterapkan 
untuk analisis time series, peramalan, dan pengendalian. Model AR 
(autoregressive) pertama kali diperkenalkan oleh Yule pada tahun 
1926, kemudian dikembangkan oleh Walker. Sedangkan pada 
tahun 1937, model MA (moving average) pertama kali digunakan 
oleh Slutzsky. Sedangkan Wold adalah orang pertama yang 
menghasilkan dasar-dasar teoritis dari proses kombinasi ARMA 
(Autoregressive Moving Average). Wold membentuk model 





dan pengembangan sederhana yang mencakup proses-proses 
nonstasioner (ARIMA).  
Model AR adalah model yang mendeskripsikan bahwa variabel 
terikat dipengaruhi oleh variabel terikat itu sendiri pada periode 
sebelumnya. Model AR orde ke-𝑝  atau ARIMA (𝑝, 0,0) secara 
umum dapat dinyatakan pada persamaan sebagai berikut [5]: 
𝑋𝑡 =  𝜙1𝑋𝑡−1 + 𝜙2𝑋𝑡−2 +  ⋯ +  𝜙𝑝𝑋𝑡−𝑝 +  𝛼𝑡 
dengan: 
𝑋𝑡 : nilai variabel X pada waktu ke-𝑡, 
𝜙𝑝 : parameter AR ke-𝑝, 
𝛼𝑡 : nilai error pada waktu ke-𝑡. 
Model MA adalah model yang mendeskripsikan secara eksplisit 
hubungan ketergantungan antara nilai-nilai kesalahan yang 
berurutan. Model MA orde ke- 𝑞  atau model ARIMA (0, 0, 𝑞) 
secara umum dapat dinyatakan sebagai berikut [5]: 
𝑋𝑡 =  𝛼𝑡 − 𝜃1𝛼𝑡−1 − 𝜃2𝛼𝑡−2 − ⋯ − 𝜃𝑞𝛼𝑡−𝑞 
dengan: 
𝑋𝑡 : nilai variabel 𝑋 pada waktu ke-𝑡, 
𝜃𝑞 : parameter MA ke-𝑞, 
𝛼𝑡 : nilai error pada waktu ke-𝑡. 
Model ARMA adalah gabungan dari model AR dan MA. 
Bentuk fungsi persamaan untuk model ARMA (𝑝, 𝑞) atau model 
ARIMA (𝑝, 0, 𝑞) secara umum dinyatakan sebagai berikut [5]: 
𝑋𝑡 = 𝜙𝑝𝑋𝑡−𝑝 + 𝛼𝑡 − 𝜃𝑞𝛼𝑡−𝑞                     (2.1) 
Model ARIMA (𝑝, 𝑑, 𝑞) diperkenalkan oleh Box dan Jenkins. 
Dimana orde 𝑝 menyatakan operator AR, orde 𝑑 menyatakan hasil 
differencing, dan orde q menyatakan operator dari MA. Bentuk 
persamaan umum dari model ARIMA (𝑝, 𝑑, 𝑞)   adalah sebagai 
berikut: 
𝜙𝑝(𝐵)(1 − 𝐵)
𝑑𝑋𝑡 =  𝜃0 + 𝜃𝑞(𝐵)𝛼𝑡 
dengan: 
𝑋𝑡 :  nilai variabel X pada waktu ke-𝑡, 
𝐵 :  operator backward shift, 
(1 − 𝐵)𝑑:  orde differencing nonmusiman, 





𝜃𝑞 :  parameter MA ke-𝑞, 
𝛼𝑡 :  nilai error pada waktu ke-𝑡. 
2.3 Perumusan Model ARIMA 
Terdapat empat tahapan yang akan dilalui dalam merumuskan 
model ARIMA yaitu identifikasi model, penaksiran dan pengujian 
parameter, pemeriksaan diagnosis, dan peramalan. 
2.3.1 Identifikasi Model ARIMA 
Pada tahapan ini, data diuji kestasionerannya baik dalam varian 
maupun dalam rata-rata. Setelah data stasioner dalam varian dan 
rata-rata, maka akan dilakukan proses identifikasi orde AR dan MA 
pada grafik ACF dan PACF. Tabel 2.2 menunjukkan cara 
menentukan orde pada model AR, MA, dan ARMA. Untuk 
menentukan orde tertinggi 𝑞 dapat dilihat dari banyaknya lag pada 
plot ACF yang berbeda nyata dari nol. Seperti halnya pada plot 
ACF, untuk menentukan orde tertinggi 𝑝  dapat dilihat dari 
banyaknya lag pada plot PACF yang berbeda nyata dari nol. 
Tabel 2. 2. Pola ACF dan PACF 
Model ACF PACF 












lag ke (𝑞 − 𝑝) 
Menurun secara 
eksponensial setelah 
lag ke (𝑝 − 𝑞) 
2.3.2 Penaksiran dan Pengujian Parameter ARIMA 
Tahapan selanjutnya dalam merumuskan model ARIMA adalah 
menentukan parameter model AR dan MA. Untuk penaksiran 
parameter model ARIMA dilakukan dengan menggunakan metode 
Least Square.  
Setelah diperoleh nilai estimasi dari masing-masing parameter, 
kemudian dilakukan pengujian signifikansi parameter untuk 
mengetahui apakah model sudah layak atau belum untuk 





uji t-student. Secara umum 𝜙 dan 𝜃 adalah parameter pada model 
ARIMA, sedangkan ?̂? dan 𝜃 adalah estimasi parameternya. 
Hipotesis: 
𝐻0 : estimasi parameter = 0 (parameter model tidak signifikan) 
𝐻1 ∶ estimasi parameter ≠ 0 (parameter model signifikan) 
Statistik uji: 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =  
𝑒𝑠𝑡𝑖𝑚𝑎𝑠𝑖 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟
𝑠𝑡.𝑑𝑒𝑣𝑖𝑎𝑠𝑖 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟
                                                  (2.2) 
Kriteria Pengujian: 
Jika nilai |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡(𝛼
2
,(𝑛−𝑝−1))
 (dengan 𝛼 = 0,05 ), maka 𝐻0 
ditolak yang berarti parameter model signifikan. 
2.3.3 Pemeriksaan Diagnostik 
Pengujian diagnostik residual dilakukan setelah pengujian 
signifikansi parameter model ARIMA, untuk membuktikan 
kecukupan model. Pemeriksaan diagnostik residual meliputi uji 
asumsi white noise, berdistribusi normal, dan overfitting. White 
noise merupakan proses dimana tidak terdapat korelasi dalam deret 
residual.  
Berikut ini uji diagnostik pada model ARIMA: 
1. Uji Asumsi Residual White Noise 
White Noise artinya tidak ada korelasi pada deret residual. 
Pengujian asumsi residual white noise dapat menggunakan uji 
Ljung-Box. Pengujiannya dapat dilakukan dengan hipotesis 
sebagai berikut: 
Hipotesis: 
𝐻0 ∶  𝜌1 =  𝜌2 =  ⋯ =  𝜌𝑘 = 0 (residual bersifat white noise) 
𝐻1 ∶  minimal ada satu 𝜌𝑖 ≠ 0 untuk 𝑖 = 1,2,3, ⋯ , 𝑘 
        (residual tidak bersifat white noise) 
Statistik uji: 





𝑘=1 ,   𝑛 > 𝑘                                             (2.3) 
dengan: 
𝑘 : lag maksimum, 
𝑛 : jumlah data, 






Jika 𝑄 <  𝑋𝛼;𝑑𝑓=𝑘−𝑝−𝑞2  (dengan nilai 𝛼 = 0,05 ), maka 𝐻0 
diterima yang berarti bahwa residual white noise. 
2. Uji Asumsi Distribusi Normal 
Untuk pengujian residual berdistribusi normal dapat 
menggunakan uji Kolmogorov-Smirnov. 
Hipotesis: 
𝐻0: 𝐹(𝑥) = 𝐹0(𝑥) untuk semua 𝑥 (residual berdistribusi normal)  
𝐻1: 𝐹(𝑥) ≠ 𝐹0(𝑥)  untuk beberapa 𝑥  (residual tidak berdistribusi 
normal)  
Statistik uji 
𝐷ℎ𝑖𝑡𝑢𝑛𝑔 =  𝑠𝑢𝑝𝑥  |𝑆(𝑥) − 𝐹0(𝑥)|                                              (2.4) 
dengan: 
𝐷ℎ𝑖𝑡𝑢𝑛𝑔: deviasi maksimum, 
𝑠𝑢𝑝 : nilai supremum (maksimum) untuk semua 𝑥 dari selisih 
mutlak 𝑆(𝑥) dan 𝐹0(𝑥), 
𝐹0(𝑥) : fungsi peluang kumulatif yang berdistribusi normal atau 
fungsi yang dihipotesiskan, 
𝑆(𝑥) : fungsi distribusi kumulatif dari data sampel. 
Kriteria pengujian: 
Jika 𝐷ℎ𝑖𝑡𝑢𝑛𝑔 <  𝐷𝛼,𝑛  (dengan 𝛼 = 0,05), maka 𝐻0 diterima yang 
artinya residual berdistribusi normal. 
3. Overfitting 
Salah satu prosedur pemeriksaan diagnostik yang dikemukakan 
Box Jenkins adalah overfitting, yakni dengan menambah satu atau 
lebih parameter dalam model yang dihasilkan pada tahap 
identifikasi. Model yang dihasilkan dari hasil overfitting dijadikan 
sebagai model alternatif yang kemudian dicari model yang terbaik 
diantara model-model yang signifikan. 
2.3.4 Pemilihan Model Terbaik 
Pemilihan model terbaik dapat dilakukan berdasarkan kriteria, 
untuk data in sample yang digunakan adalah Aikaike's Information 
Criterion (AIC) dan Scwartz's Bayesian Criterion (SBC). AIC 





mempertimbangkan banyaknya parameter dalam model. Kriteria 
AIC dapat dirumuskan sebagai berikut [6]: 
𝐴𝐼𝐶 = 𝑛 ln (
𝑆𝑆𝐸
𝑛
) + 2𝑓 + 𝑛 + 𝑛 ln(2𝜋) 
dengan: 
𝑆𝑆𝐸 : Sum Square Error, 
𝑛 : banyak pengamatan, 
𝑓 : banyak parameter dalam model. 
SBC adalah suatu kriteria pemilihan model terbaik yang 
berdasarkan pada nilai terkecil. Kriteria SBC dapat dirumuskan 
sebagai berikut: 
𝑆𝐵𝐶 = 𝑛 ln (
𝑆𝑆𝐸
𝑛
) + 𝑓 ln 𝑛 + 𝑛 + 𝑛 ln(2𝜋) 
dengan: 
𝑆𝑆𝐸 : Sum Square Error, 
𝑛 : banyak pengamatan, 
𝑓 : banyak parameter dalam model. 
Selain itu, pemilihan model terbaik juga dapat dilihat dengan 
menggunakan perhitungan nilai MAPE, yaitu ukuran kesalahan 
yang dihitung dengan mencari nilai tengah dari presentase absolut 
perbandingan kesalahan atau error dengan data aktualnya. 
Didenifisikan MAPE adalah sebagai berikut: 











𝑍𝑡 : nilai data ke-𝑡, 
?̂?𝑡 : nilai peramalan ke-𝑡, 
𝑛 : banyak data. 
Tabel 2. 3. Nilai MAPE sebagai Tingkat Akurasi Peramalan 
Presentase MAPE Tingkat Akurasi 
< 10% Akurasi peramalan tinggi 
10% − 20% Akurasi peramalan baik 
21% − 50% Akurasi peramalan biasa 





2.4 Metode Least Square 
Metode ini merupakan salah satu metode yang dilakukan untuk 
mencari nilai parameter dengan meminimumkan jumlah kuadrat 
keasalahan. Dimisalkan metode Least Square diaplikasikan pada 
model AR (1)  atau ARIMA (𝑝, 0,0)  dengan persamaan sebagai 
berikut: 
𝑍𝑡 =  𝜙1𝑍𝑡−1 + 𝛼𝑡 
Maka model Least Square untuk AR(1)  ditunjukkan dalam 
persamaan berikut [5]: 









Berdasarkan prinsip dari metode Least Square, pendugaan 
parameter 𝜙 dengan cara meminimumkan 𝑆(𝜙). Hal ini dilakukan 
dengan cara menurunkan 𝑆(𝜙)  terhadap 𝜙  kemudian 








Sehingga diperoleh estimasi parameter sebagai berikut: 









2.5 Identifikasi Adanya Unsur Heterokedastisitas 
Pengidentifikasian adanya unsur heterokedastisitas dilakukan 
sebelum melakukan analisa model ARCH dan GARCH. 
Pengujiannya dilakukan dengan Uji Statistik Ljung-Box dengan 
menggunakan residual kuadrat pada model. 
Hipotesa: 
𝐻0  : Tidak terdapat adanya unsur heterokedastisitas 
(homokedastisitas) 
𝐻1 : Terdapat unsur heterokedastisitas 
Statistik Uji: 












m : banyaknya lag, 
?̇?𝑘 : autokorelasi residual kuadrat lag-k.  
Kriteria Pengujian: 
Dengan menggunakan  𝛼 = 0.05 , jika nilai statistik 𝐿𝐵 >
𝜒𝛼,(𝑚)
2  maka  𝐻0 ditolak yang artinya ada unsur 
heterokedastisitas. 
2.6 Metode Filter Kalman 
Filter Kalman adalah suatu metode estimasi yang optimal. 
Komponen dasar dari metode Filter Kalman adalah persamaan 
pengukuran dan persamaan transisi. Data pengukuran digunakan 
untuk memperbaiki hasil estimasi. Secara umum algoritma Filter 
Kalman untuk sistem dinamik linear waktu diskrit dapat 
dinyatakan sebagai berikut [7]:  
1. Model sistem dan model pengukuran: 
𝒙𝑡+1 =  𝑨𝑡𝒙𝑡 + 𝑩𝑡𝑢𝑡 + 𝒘𝑡                                           (2.5) 
𝒁𝑡 =  𝑯𝑡𝒙𝑡 +  𝒗𝑡                                                             (2.6) 
Variabel acak dari 𝒘𝑡  dan 𝒗𝑡 menunjukkan proses dan 
pengukuran  noise.  Keduanya  diasumsikan  independen  (satu  
sama lain), white, dan berdistribusi normal atau dapat 
dinyatakan sebagai berikut: 
𝒘𝑡~ 𝑁(0, 𝑄),      𝒗𝑡~ 𝑁(0, 𝑅)  
2. Inisialisasi: 
𝑷0 = 𝑷𝒙0 , ?̂?0 =  ?̅?0 
3. Tahap prediksi: 
Estimasi:  
?̂?𝑡̅+1 = 𝑨𝑡?̂?𝑡 +  𝑩𝑡𝒖𝑡  
Kovarians eror: 
𝑷𝑡̅+1 =  𝑨𝑡𝑷𝑡𝑨𝑡
𝑇 + 𝑮𝑡𝑸𝑡𝑮𝑡
𝑇  
4. Tahap Koreksi: 
Kalman Gain: 









[𝑰 − 𝑲𝑡+1𝑯𝑡+1 ]𝑷𝑡̅+1 
Estimasi: 
?̂?𝑡+1 =  ?̂?𝑡̅+1 +  𝑲𝑡+1[𝒛𝑡+1 −  𝑯𝑡+1?̂?𝑡̅+1] 
dengan: 
𝒙𝑡 : variabel keadaan sistem pada waktu 𝑡 yang nilai estimasi 
awalnya adalah ?̅?0 dan kovarian awal 𝑃𝑥0, 
𝑨𝑡 : matriks transisi yang menggunakan pengaruh dari masing-
masing parameter sistem keadaan waktu 𝑡 − 1 pada sistem 
keadaan waktu 𝑡, 
𝑩𝑡 : matriks input kontrol yang menggunakan pengaruh dari 
masing-masing parameter input kontrol pada vektor 𝑢𝑡 pada 
vektor keadaan, 
𝒖𝑡 : variabel input deterministik pada waktu 𝑡, 
𝒘𝑡 : noise pada pengukuran dengan mean sama dengan nol dan 
kovariansi 𝑸𝑡, 
𝒗𝑡 : noise pada pengukuran dengan mean sama dengan nol dan 
kovarian 𝑹𝑡, 
𝒛𝑡 : variabel pengukuran dari persamaan model yang digunakan, 
𝑯 : matriks transformasi yang memetakan parameter vektor 
keadaan ke domain pengukuran, 
𝑮 : matriks koefisien noise sistem. 
 
2.6.1 Penerapan Filter Kalman dalam Estimasi Parameter 
Model ARIMA 
Pada Tugas Akhir ini berdasarkan atas pengamatan dan sesuai 
dengan hasil model peramalan analisis deret waktu (time series) 
dari data return harga minyak mentah jenis WTI. Setelah diperoleh 
model ARIMA maka akan dilakukan estimasi parameter dengan 
menggunakan Filter Kalman. Seperti pada model ARIMA (𝑝, 0,0) 
[6]: 
𝑍𝑡 = 𝜙1𝑍𝑡−1 + 𝜙2𝑍𝑡−2 + ⋯ + 𝜙𝑝𝑍𝑡−𝑝 + 𝛼𝑡 
Dengan koefisien 𝜙1, 𝜙2, ⋯ , 𝜙𝑝 adalah parameter yang akan 





vektor yang dibentuk dari koefisien 𝜙1, 𝜙2, ⋯ , 𝜙𝑝  yaitu 𝑥(𝑡) =
 [𝜙1, 𝜙2, ⋯ , 𝜙𝑝]
𝑇. Berikut ini persamaan model sistem dan model 
pengukuran pada metode Filter Kalman: 
𝒙𝑡+1 =  𝑨𝒙𝑡 +  𝒘𝑡 
𝒛𝑡 =  𝑯𝒙𝑡 +  𝒗𝑡 
dengan: 
𝒙𝑘 : variabel keadaan sistem pada waktu 𝑘  yang nilai estimasi 
awalnya adalah ?̅?0 dan kovarian awal 𝑃𝑥0, 
𝒘𝑡 : noise pada model sistem, 
𝒛𝑡 : variabel pengukuran, 
𝑯 : matriks koefisien model pengukuran, 
𝒗𝑡 : noise pada model pengukuran, 
𝑨 : matriks konstan di dalam ukuran yang bersesuaian dengan 
𝐴 = 𝑛 × 𝑛 dan 𝐻 = 𝑝 × 1. 
2.6.2 Penerapan Filter Kalman dalam Perbaikan Error Model 
ARIMA 
Pada tahapan ini, hasil model peramalan analisis time series dari 
pola return harga minyak mentah jenis WTI dapat dinyatakan 
sebagai parameter dan akan dilakukan pendekatan yang didasarkan 
pada koreksi dari error prakiraan dalam penggunaan Filter 
Kalman. Selanjutnya akan difokuskan pada studi parameter satu 
waktu. Diberikan polinomial [6]: 
𝑦𝑖
0 =  𝑎0,𝑖 +  𝑎1,𝑖𝑚𝑖 + ⋯ +  𝑎𝑛−1,𝑖𝑚𝑖
    𝑛−1 +  𝛼𝑖                      (2.7)  
dengan: 
𝑦𝑖
0 : selisih data aktual dan data prediksi ARIMA ke-𝑖, 
𝑎𝑗,𝑖 : koefisien atau parameter yang harus diestimasi oleh Filter 
Kalman, dengan 𝑗 = 0, 1, … , 𝑛 − 1, 
𝑚𝑖 : data ke-𝑖, 
𝛼𝑖 : konstanta. 
Misalkan state vektor yang dibentuk dari koefisen 𝑎𝑗,𝑖  yaitu 
𝒙(𝑡𝑖) = [𝑎0,𝑖𝑎1,𝑖𝑎2,𝑖 … 𝑎𝑛−1,𝑖]
𝑇 , pengamatan bias adalah 𝑦𝑖0, 





sistem adalah 𝐼𝑛 . Sehingga persamaan sistem dan pengamatan 
adalah sebagai berikut: 
𝒙(𝑡𝑖+1) = 𝑰[𝑥(𝑡𝑖)] +  𝜂(𝑡𝑖) 
𝑦𝑖
0 =  𝑯𝑖[𝑥
𝑡(𝑡𝑖+1)] + 𝜀𝑖 
dengan 𝑰  adalah matriks identitas. Selanjutnya persamaan 𝑥(𝑡𝑖) 
digunakan sebagai model sistem dan 𝑦𝑖0 digunakan sebagai model 
pengukuran dalam proses Filter Kalman.  
2.7. Data Log Return 
Return adalah keuntungan yang diperoleh oleh perusahaan, 
individu, dan institusi dari hasil kebijakan investasi yang 
dilakukannya, r(t) didefinisikan sebagai berikut: 
𝑟(𝑡) = 𝑙𝑛 (
𝑅𝑡
𝑅𝑡−1
) = 𝑙𝑛[𝑅𝑡] − 𝑙𝑛[𝑅𝑡−1]                           (2.8) 
dengan: 
𝑅𝑡 : harga minyak mentah dunia pada periode ke-t, 












Pada bab ini akan diuraikan langkah-langkah sistematis yang 
dilakukan dalam proses pengerjaan Tugas Akhir. Tahapan 
penelitian dalam Tugas Akhir ini terdiri dari beberapa tahapan, 
yaitu studi literatur, pengumpulan data, analisis model ARIMA, 
simulasi Filter Kalman, dan penarikan kesimpulan. Tahapan 
tersebut direpresentasikan pada Gambar 3.1, Gambar 3.2 dan 
Gambar 3.3. 
3.1 Tahapan Penelitian 
Dalam melakukan penelitian Tugas Akhir ini terdapat beberapa 
tahapan yaitu sebagai berikut: 
1. Studi literatur 
Pada tahap ini dilakukan identifikasi permasalahan yang akan 
dibahas. Dari permasalahan dan tujuan yang sudah dirumuskan, 
selanjutnya dilakukan studi literatur untuk mendukung pengerjaan 
Tugas Akhir dan pemahaman yang lebih mendalam tentang 
metode yang akan digunakan untuk menyelesaikan permasalahan 
dalam Tugas Akhir. Literatur yang dipelajari bersumber dari 
jurnal, penelitian-penelitian sebelumnya, dan dari website-website 
di internet.  
2. Pengumpulan data 
Pengumpulan data dilakukan untuk mendapatkan data yang 
dibutuhkan untuk pengerjaan Tugas Akhir, yaitu data sekunder dari 
website www.eia.gov Crushing, OK WTI Spot Price FOB (Dollars 
per Barrel). 
3. Analisis model ARIMA 
Pada tahap ini dilakukan analisis data untuk mendapatkan 
model ARIMA. Langkah pertama yang harus dipenuhi  adalah data 
yang harus stasioner dalam  varian dan mean. Langkah kedua yaitu 
analisis nilai ACF dan  PACF. Setelah data stasioner, maka akan 
didapatkan hasil ACF dan PACF data yang dapat digunakan untuk 
membuat suatu model peramalan. Setelah didapatkan model 


























































































Gambar 3. 2. Block Diagram Filter Kalman 
 
Mulai 
Mengubah bentuk model 




?̂?0, 𝑃𝑥0 , 𝑄𝑘  𝑑𝑎𝑛 𝑅𝑘 
Menghitung vektor 
estimasi dan matriks 
kovarian error  
𝑥?̅?+1 = 𝐴𝑘𝑥𝑘 
𝑃?̅?+1 =  𝐴𝑘𝑃𝑘𝐴𝑘
𝑇 + 𝑄𝑘 
 
Menghitung Kalman Gain  






Update matriks kovarian untuk estimasi yang 
telah di update 
𝑃𝑘+1 =  [𝐼 − 𝐾𝑘+1𝐻𝑘+1 ]𝑃?̅?+1 
 
 
Update estimasi dengan input pengukuran 


























Gambar 3. 3. Block Diagram Penelitian Pemilihan Model 
Terbaik   




Mentah dengan model 
terbaik 




















Perbandingan nilai MAPE 







4. Hasil dan simulasi data metode Filter-Kalman 
Pada tahap ini dilakukan implementasi simulasi Filter Kalman 
sebagai estimasi parameter dan perbaikan error atas hasil  
forecasting ARIMA dengan bantuan software MATLAB.  
5. Kesimpulan  
Pada tahap ini dilakukan penarikan kesimpulan dari hasil 
penelitian, dimana MAPE dianalisis melalui perbandingan hasil 
forecasting yang telah didapatkan dari hasil meodel ARIMA dan 
ARIMA-Filter Kalman. 
3.2 Tahap Penelitian 
Tahapan-tahapan untuk melakukan penelitian ini digambarkan 
seperti pada diagram alir Gambar 3.1, Gambar 3.2 dan Gambar 3.3. 
Pada Gambar 3.3 dapat dilihat bahwa dalam mendapatkan nilai 
prediksi return harga komoditas minyak mentah untuk periode 3 
bulan ke depan (periode Maret 2017 hingga September 2017) 
dilakukan dengan membandingkan nilai MAPE dari proses 
ARIMA dan ARIMA-Filter Kalman untuk estimasi parameter. 
Setelah didapatkan nilai MAPE masing-masing proses maka 
dilihat manakah proses yang menghasilkan nilai MAPE terendah, 
proses dengan nilai MAPE terendah akan digunakan sebagai model 
untuk meramalkan return harga komoditas minyak mentah periode 














ANALISIS DAN PEMBAHASAN 
 
Pada bab ini dilakukan analisis dan pembahasan mengenai 
langkah-langkah penerapan Filter Kalman dalam estimasi 
parameter sekaligus perbaikan error terhadap model ARIMA. 
4.1 Varibel dan Data Penelitian 
Dalam tugas akhir ini, penulis menggunakan data harian return 
minyak mentah dunia jenis WTI.  Data yang digunakan sebanyak 
184 data yang diambil setiap hari mulai Maret 2017 sampai 
Nopember 2017. Untuk data periode terbaru 2017, data yang 
diperoleh kemudian dibagi menjadi dua yaiu data  in-sample  dan 
data  out-sample. Data  in-sample yang digunakan sebanyak 134 
data (Maret 2017-September 2017), sedangkan data out-sample  
sebanyak 50 data (September 2017-November 2017). Data in-
sample digunakan untuk membentuk  model dan data  out-sample 
digunakan untuk mengecek ketepatan model. Data harga minyak 
mentah secara lengkap dapat dilihat pada Lampiran 1. Data return 
harga minyak mentah dunia diperoleh dari rumus 2.8. sehingga 
diperoleh perhitungan return minyak mentah dari bulan Maret 
2017 hingga November 2017 sebagai berikut : 
𝑟(2) = 𝑙𝑛 (
𝑅2
𝑅1
) = 𝑙𝑛 (
52,63
53,82
) = −0,022358 
𝑟(3) = 𝑙𝑛 (
𝑅3
𝑅2
) = 𝑙𝑛 (
53,33
52,53
) = 0,013212 
. 
. 
𝑟(183) = 𝑙𝑛 (
𝑅183
𝑅182
) = 𝑙𝑛 (
56,21
55,14
) = 0.019219 
𝑟(184) = 𝑙𝑛 (
𝑅184
𝑅183
) = 𝑙𝑛 (
56,22
56,21
) = 0.000178 
 
Data secara lengkap dapat dilihat pada Lampiran 2, yang secara 





Tabel 4. 1. Deskripsi Data Return Harga Minyak Mentah WTI 
Data Mean St.Dev Max Min 
WTI −0,00085 0,01731 0,03320 −0,05562 
Tabel 4.1 menunjukkan rata-rata, standar deviasi, data terbesar, 
dan data terkecil pada data return harga minyak mentah jenis WTI. 
Pada Tabel 4.1 diketahui bahwa return harga minyak terendah 
untuk periode Maret 2017 hingga September 2017 adalah defisit 
$0,05562, sedangkan return tertingginya adalah $0,03320. Pada 
persamaan selanjutnya data return harga minyak mentah jenis WTI 
akan dimisalkan dengan 𝑌𝑡. 
4.2 Analisis dan Perumusan Model ARIMA 
Langkah awal dalam merumuskan model ARIMA adalah 
menguji kestasioneran data. Dalam hal ini, data return harga 
minyak yang diuji haruslah stasioner terhadap varian maupun rata-
rata. Jika data sudah stasioner terhadap varian maupun rata-rata, 
maka dilakukan proses pemilihan model yang tepat dengan cara 
mengidentifikasi orde AR dan MA pada grafik ACF dan PACF. 
Setelah memperoleh model dilakukan uji signifikansi parameter, 
uji residual white noise dan berdistribusi normal. Selanjutnya 
dilakukan estimasi parameter model terbaik dengan menggunakan 
Filter Kalman. 
Berikut ini penjabaran langkah-langkah perumusan model 
ARIMA pada return harga minyak mentah dunia jenis WTI. 
4.2.1 Stasioneritas 
Akan dilakukan identifikasi stasioneritas terhadap data return 
harga minyak mentah dunia jenis WTI. Time series dikatakan 
stasioner apabila tidak terdapat perubahan kecenderungan, baik 
dalam varian maupun rata-rata. Dengan kata lain, time series 
stasioner apabila relatif tidak terjadi kenaikan ataupun penurunan 
nilai secara tajam pada data.  
Plot Box-Cox terhadap data minyak mentah jenis WTI dapat 
dilihat pada Gambar 4.1. Gambar 4.1 menunjukkan nilai λ dengan 
nilai kepercayaan 95%  berada diantara 1,09  dan 2,00 , dengan 





menunjukkan bahwa data belum stasioner terhadap varian karena 
nilai rounded value-nya tidak sama dengan 1. Sehingga data 
tersebut perlu distasionerkan dengan menggunakan Transformasi 
Box-Cox agar didapatkan nilai rounded value sama dengan 1.  
Dengan memasukkan nilai 𝜆 = 1,5, dapat dilihat pada Gambar 
4.2 bahwa data sudah stasioner terhadap varian setelah dilakukan 
Transformasi Box-Cox yaitu dengan nilai rounded value sama 
dengan 1. Jika data hasil Transformasi Box-Cox dimisalkan 
dengan 𝑋𝑡  maka data return minyak mentah akan dimisalkan 
dengan 𝑌𝑡 . Dengan 𝜆 = 1,5  maka didapatkan persamaan 𝑋𝑡 
dengan 𝑌𝑡 sebagai berikut : 
𝑋𝑡 =  (𝑌𝑡)
𝜆 =  (𝑌𝑡)
1.5 =  (𝑌𝑡)
3 2⁄  
𝑋𝑡 = 𝑌𝑡√𝑌𝑡   
dengan: 
𝑋𝑡 : data hasil transformasi 
𝑌𝑡 : data return harga minyak mentah 
Pada Gambar 4.3 dapat diketahui dari plot rata-rata deret 
pengamatan yang berfluktuasi di sekitar nilai tengah dan trend 
sudah mendekati sumbu horizontal. Oleh karena itu data sudah 
stasioner terhadap mean.  
 
 






Gambar 4. 2. Plot Box-Cox Sesudah Transformasi 
 
Gambar 4. 3. Plot Data Hasil Transformasi 
 
4.2.2 Identifikasi Model ARIMA 
Data yang sudah stasioner terhadap varian maupun mean, 
selanjutnya akan diidentifikasi model ARIMA melalui pengecekan 
pola ACF dan PACF. Pola ACF dan PACF masing-masing dapat 
dilihat pada Gambar 4.4 dan Gambar 4.5. Terlihat pada Gambar 
4.4 plot ACF keluar pada lag ke-14, sedangkan untuk plot PACF 
pada Gambar 4.5 keluar pada lag ke-14. Sehingga didapatkan 
dugaan model untuk data return harga minyak mentah dunia jenis 






Gambar 4. 4. Plot ACF Data 
 
Gambar 4. 5. Plot PACF Data 
Selanjutnya dilakukan estimasi parameter menggunakan 
metode Least Square dengan software Eviews seperti pada 
Lampiran 3. Hasil estimasi ditunjukkan pada Tabel 4.2. 
Tabel 4. 2. Estimasi Parameter Model ARIMA ([𝟏𝟒], 𝟎, [𝟏𝟒]) 
Parameter Koefisien Std.Eror t-stat P-value 
AR(14) =  𝜙14 0,986281 0,015012 65,69962 0,0000 





Langkah berikutnya akan ditunjukkan uji signifikansi 
parameter model ARIMA ([14],0, [14])  dengan menggunakan 
uji-t untuk melihat kesesuaian dengan data yang ada seperti 
berikut: 
1. Uji parameter AR (14) 
Hipotesis: 
𝐻0 ∶  𝜙14 = 0 (parameter 𝜙14 tidak signifikan) 
𝐻1 ∶  𝜙14 ≠ 0 (parameter  𝜙14 signifikan) 
Statistik uji: 
Dengan menggunakan Persamaan (2.2) maka didapatkan, 






=  65,699507 
𝑡𝑡𝑎𝑏𝑒𝑙 =  𝑡0,025;117 = 1,980448 
Kriteria pengujian : 
Dengan 𝛼 = 0,05 , karena |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑡𝑎𝑏𝑒𝑙  maka 𝐻0  ditolak 
yang artinya parameter model signifikan.  
2. Uji Parameter MA (14) 
Hipotesis: 
𝐻0 ∶  𝜃14 = 0 (parameter 𝜃14 tidak signifikan) 
𝐻1 ∶  𝜃14 ≠ 0 (parameter 𝜃14 signifikan) 
Statistik uji: 
Dengan menggunakan Persamaan (2.2) maka didapatkan, 








=  −37,824257 
𝑡𝑡𝑎𝑏𝑒𝑙 =  𝑡0,025;117 = 1,980448 
Kriteria pengujian : 
Dengan 𝛼 = 0,05 , karena |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑡𝑎𝑏𝑒𝑙  maka 𝐻0  ditolak 





Berdasarkan hasil uji signifikansi parameter pada model 
ARIMA ([14], 0, [14]) semua parameter signifikan. Selanjutnya 
asumsi yang harus dipenuhi adalah residual bersifat white noise 
dan berdistribusi normal.  
Pengujian residual bersifat white noise dilakukan dengan 
menggunakan uji Ljung-Box sebagai berikut: 
Hipotesis: 
𝐻0 ∶  𝜌1 =  𝜌2 =  ⋯ =  𝜌12 = 0 (residual bersifat white noise) 
𝐻1 ∶ minimal ada satu 𝜌𝑖 ≠ 0  untuk 𝑖 = 1,2,3, ⋯ , 12  (residual 
tidak bersifat white noise) 
Statistik uji: 
Dengan menggunakan Persamaan (2.3) maka didapatkan, 






,   𝑛 > 𝑘 

















































𝑄 = 119(121) 0,000790982 
𝑄 = 11,38934471 
Dengan tabel Distribusi Chi-Square diperoleh: 
𝑋(0,05; 12−1−1)
2 =  𝑋(0,05;10)
2 = 18,31 
Kriteria Pengujian: 
Jika 𝑄 <  𝑋(0,05; 12−1−1)2  (dengan nilai 𝛼 = 0,05 ), maka 𝐻0 
diterima yang berarti bahwa residual bersifat white noise.  
Pengujian residual bersifat white noise dengan menggunakan 





Untuk pengujian residual berdistribusi normal dilakukan 
dengan menggunakan uji Kolmogorov-Smirnov seperti berikut: 
Hipotesis: 
𝐻0: 𝐹(𝑥) = 𝐹0(𝑥) untuk semua 𝑥 (residual berdistribusi normal)  
𝐻1: 𝐹(𝑥) ≠ 𝐹0(𝑥)  untuk beberapa 𝑥  (residual tidak berdistribusi 
normal)  
Statistik uji: 
Dengan menggunakan Persamaan (2.4) maka didapatkan, 
𝐷ℎ𝑖𝑡𝑢𝑛𝑔 =  𝑠𝑢𝑝𝑥  |𝑆(𝑥) − 𝐹0(𝑥)| 
 = 0,053394094 
𝐷0,05;119 =  0,09640784 
Kriteria pengujian: 
Jika 𝐷ℎ𝑖𝑡𝑢𝑛𝑔 <  𝐷𝛼,𝑛  (dengan 𝛼 = 0,05), maka 𝐻0 diterima yang 
artinya residual berdistribusi normal. 
Pengujian residual berdistribusi normal dengan 
menggunakan Eviews dapat dilihat pada Lampiran 5. 
Tahap selanjutnya adalah melakukan proses overfitting, 
berdasarkan plot ACF dan PACF maka model-model yang 
mungkin adalah sebagai berikut: 
1. ARIMA ([14], 0,0) 
2. ARIMA (0,0, [14]) 
Model ARIMA ([14], 0,0)  akan diuji signifikansi 
parameternya. Selanjutnya dilakukan estimasi parameter 
menggunakan metode Least Square dengan software Eviews 
seperti pada Lampiran 3. Hasil estimasi ditunjukkan pada Tabel 
4.3. 
Tabel 4. 3. Estimasi Parameter Model ARIMA ([𝟏𝟒], 𝟎, 𝟎) 
Parameter Koefisien Std.Eror t-stat P-value 
AR(14) =  𝜙14 0,859540 0,051673 16,63431 0,0000 
Langkah berikutnya akan ditunjukkan uji signifikansi 
parameter model ARIMA ([14],1,0) de ngan menggunakan uji-t 





Uji parameter AR (14) 
Hipotesis: 
𝐻0 ∶  𝜙14 = 0 (parameter 𝜙14 tidak signifikan) 
𝐻1 ∶  𝜙14 ≠ 0 (parameter 𝜙14 signifikan) 
Statistik uji: 
Dengan menggunakan Persamaan (2.2) maka didapatkan, 






=  16,634219 
𝑡𝑡𝑎𝑏𝑒𝑙 =  𝑡0,025;169 = 1,980448 
Kriteria pengujian: 
Dengan 𝛼 = 0,05 , karena |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑡𝑎𝑏𝑒𝑙  maka 𝐻0  ditolak 
yang artinya parameter model signifikan. Selanjutnya asumsi 
yang harus dipenuhi adalah residual bersifat white noise dan 
berdistribusi normal.  
Pengujian residual bersifat white noise dilakukan dengan 
menggunakan uji Ljung-Box sebagai berikut: 
Hipotesis: 
𝐻0 ∶  𝜌1 =  𝜌2 =  ⋯ =  𝜌12 = 0 (residual bersifat white noise) 
𝐻1 ∶ minimal ada satu 𝜌𝑖 ≠ 0  untuk 𝑖 = 1,2,3, ⋯ , 12  (residual 
tidak bersifat white noise) 
Statistik uji: 
Dengan menggunakan Persamaan (2.3) maka didapatkan, 






,   𝑛 > 𝑘 





















































𝑄 = 119(121) 0,002204246 = 31,7389385 
Dengan tabel Distribusi Chi-Square diperoleh: 
𝑋(0,05; 12−1−0)
2 =  𝑋(0,05;11)
2 = 19,68 
Kriteria Pengujian: 
Jika 𝑄 >  𝑋(0,05; 12−1−1)2  (dengan nilai 𝛼 = 0,05 ), maka 𝐻0 
diterima yang berarti bahwa residual tidak bersifat white noise.  
Pengujian residual bersifat white noise dengan menggunakan 
Eviews dapat dilihat pada Lampiran 4. 
Untuk pengujian residual berdistribusi normal dilakukan 
dengan menggunakan uji Kolmogorov-Smirnov seperti berikut: 
Hipotesis: 
𝐻0: 𝐹(𝑥) = 𝐹0(𝑥) untuk semua 𝑥 (residual berdistribusi normal)  
𝐻1: 𝐹(𝑥) ≠ 𝐹0(𝑥)  untuk beberapa 𝑥  (residual tidak berdistribusi 
normal)  
Statistik uji: 
Dengan menggunakan Persamaan (2.4) maka didapatkan: 
𝐷ℎ𝑖𝑡𝑢𝑛𝑔 =  𝑠𝑢𝑝𝑥  |𝑆(𝑥) − 𝐹0(𝑥)| 
 = 0,041267224 
𝐷0,05;1119 =  0,096408 
Kriteria pengujian: 
Jika 𝐷ℎ𝑖𝑡𝑢𝑛𝑔 <  𝐷𝛼,𝑛  (dengan 𝛼 = 0,05), maka 𝐻0 diterima yang 
artinya residual berdistribusi normal. 
Pengujian residual berdistribusi normal dengan 
menggunakan Eviews dapat dilihat pada Lampiran 5. 
Selanjutnya, model ARIMA (0,0, [14]) akan diuji signifikansi 
parameternya. Estimasi parameter menggunakan metode Least 
Square dengan software Eviews seperti pada Lampiran 3. Hasil 
estimasi ditunjukkan pada Tabel 4.4. 
Tabel 4. 4. Estimasi Parameter Model ARIMA (𝟎, 𝟎, [𝟏𝟒]) 
Parameter Koefisien SE t-stat P-value 





Langkah berikutnya akan ditunjukkan uji signifikansi 
parameter model ARIMA (0, 0, [14]) dengan menggunakan uji-t 
untuk melihat kesesuaian dengan data yang ada seperti berikut: 
Uji parameter MA (14) 
Hipotesis: 
𝐻0 ∶  𝜃14 = 0 (parameter 𝜃14 tidak signifikan) 
𝐻1 ∶  𝜃14 ≠ 0 (parameter 𝜃14 signifikan) 
Statistik uji: 
Dengan menggunakan Persamaan (2.2) maka didapatkan, 






=  9,010463 
𝑡𝑡𝑎𝑏𝑒𝑙 =  𝑡0,025;131 = 1.97824 
Kriteria pengujian: 
Dengan 𝛼 = 0,05 , karena |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑡𝑎𝑏𝑒𝑙  maka 𝐻0  ditolak 
yang artinya parameter model signifikan. Selanjutnya asumsi 
yang harus dipenuhi adalah residual bersifat white noise 
berdistribusi normal.  
Pengujian residual berdistribusi normal model ARIMA 
(0,0, [14])  dilakukan dengan menggunakan uji Kolmogorov-
Smirnov seperti berikut: 
Hipotesis: 
𝐻0: 𝐹(𝑥) = 𝐹0(𝑥) untuk semua 𝑥 (residual berdistribusi normal)  
𝐻1: 𝐹(𝑥) ≠ 𝐹0(𝑥)  untuk beberapa 𝑥  (residual tidak berdistribusi 
normal)  
Statistik uji: 
Dengan menggunakan persamaan (2.4) maka didapatkan, 
𝐷ℎ𝑖𝑡𝑢𝑛𝑔 =  𝑠𝑢𝑝𝑥  |𝑆(𝑥) − 𝐹0(𝑥)| 
 = 0,058594 
𝐷0,05;133 =  0,117927 
Kriteria pengujian: 
Oleh karena nilai 𝐷ℎ𝑖𝑡𝑢𝑛𝑔 <  𝐷𝛼,𝑛  (dengan 𝛼 = 0,05), maka 𝐻0 





Pengujian residual berdistribusi normal dengan 
menggunakan Eviews dapat dilihat pada Lampiran 5. 
Pengujian residual bersifat white noise dilakukan dengan 
menggunakan uji Ljung-Box sebagai berikut: 
Hipotesis: 
𝐻0 ∶  𝜌1 =  𝜌2 =  ⋯ =  𝜌12 = 0 (residual bersifat white noise) 
𝐻1 ∶  minimal ada satu 𝜌𝑖 ≠ 0  untuk 𝑖 = 1,2,3, ⋯ , 12  (residual 
tidak bersifat white noise) 
Statistik uji: 
Dengan menggunakan Persamaan (2.3) maka didapatkan, 






,   𝑛 > 𝑘 

















































𝑄 = 133 (135) 0,003264412 
𝑄 = 58,61252293 
Dengan tabel Distribusi Chi-Square diperoleh: 
𝑋(0,05; 12−0−1)
2 =  𝑋(0,05;11)
2 = 19,68 
Kriteria Pengujian: 
Oleh karena nilai 𝑄 >  𝑋(0,05; 12−0−1)2  (dengan nilai 𝛼 = 0,05 ), 
maka 𝐻0 diterima artinya residual tidak bersifat white noise.  
Pengujian residual bersifat white noise dengan menggunakan 
Eviews dapat dilihat pada Lampiran 4. 
Untuk mendapatkan model terbaik maka dipilih model ARIMA 
yang memenuhi semua asumsi yaitu signifikan, residualnya 





memiliki nilai AIC dan SBC terkecil. Hasil pengujian signifikansi 
parameter model dapat dilihat pada Tabel 4.5.  
Berdasarkan Tabel 4.5 terlihat bahwa model ARIMA 
([14],0, [14]) memenuhi semua asumsi yaitu signifikan, residual 
bersifat white noise, dan berdistribusi normal, serta memiliki nilai 
AIC dan SBC terkecil. Sehingga model ARIMA ([14],0, [14]) 
merupakan model terbaik untuk prediksi return harga minyak 
mentah jenis WTI.  
Model ARIMA terbaik untuk prediksi return harga minyak 
mentah adalah ARIMA ([14],0, [14], dimana model ARIMA ini 
merupakan model yang diterapkan pada prediksi harga minyak 
mentah dengan menggunakan data return maupun data hasil 
Transformasi. 
Tabel 4. 5. Perbandingan Nilai AIC dan SBC Model ARIMA 
Model AIC SBC 
ARIMA 
([𝟏𝟒], 𝟎, [𝟏𝟒]) −𝟕, 𝟑𝟑𝟔𝟐𝟖𝟕 −𝟕, 𝟐𝟖𝟗𝟓𝟕𝟗 
 ARIMA 
([14],0,0) −6,584983 −6,561629 
ARIMA
(0,0, [14]) −5,949668 −5,927936 
Untuk memperoleh persamaan model prediksi return harga 
minyak mentah, berdasarkan Persamaan (2.1) diperoleh persamaan 
sebagai berikut: 
𝑋𝑡 = ∅14𝑋𝑡−14 + 𝛼𝑡 + 𝜃14𝛼𝑡−14   
𝑋𝑡 = 0,986281 𝑋𝑡−14 + 𝛼𝑡 + 0,884142 𝛼𝑡−14  (4.1) 
dengan: 
𝑋𝑡 =  (𝑌𝑡)
1.5 =  (𝑌𝑡)
3 2⁄ = 𝑌𝑡√𝑌𝑡  
sehingga diperoleh persamaan dalam 𝑌𝑡: 
(𝑌𝑡)
3 2⁄ = 0,986281 (𝑌𝑡−14)
3 2⁄ + 𝛼𝑡 + 0,884142 𝛼𝑡−14  
𝑌𝑡 = (0,986281 (𝑌𝑡−14)




𝑋𝑡 : data hasil Transformasi 





Selanjutnya, untuk menguji ada atau tidaknya unsur 
heterokedastisitas maka dilakukan uji stastistik Ljung-Box 
terhadap residual kuadrat pada model. 
Hipotesis: 
𝐻0: Tidak ada unsur heterokedastisitas (homokedastisitas) 
𝐻1: Terdapat unsur heterokedastisitas 
Statistik Uji: 
























































𝐿𝐵 = 119(119 + 2)(0.00046) 
𝐿𝐵 = 6.619473 
𝜒2(0,05;12) = 21.02607 
Kriteria pengujian: 
Dengan 𝛼 = 0.05 , karena 𝐿𝐵 < 𝜒2(0.05;12)  maka 𝐻0  diterima 
artinya tidak terdapat unsur heteroskedastisitas. Hal ini 
menunjukkan bahwa sepanjang 2017 return harga minyak mentah 
dunia jenis WTI tidak mengalami volailitas.  
Kemudian dilakukan peramalan 50 hari ke depan dengan 
menggunakan software Eviews yang selanjutnya dengan 
menggunakan Matlab ditampilkan perbandingan antara data return 
minyak mentak faktual dengan data peramalan return harga 
minyak mentah. Hasil simulasi ARIMA serta nilai MAPE ARIMA 
menggunakan Matlab masing-masing dapat dilihat pada Gambar 





September 2017 hingga Nopember 2017 dan prediksi return harga 
komoditas minyak mentah 50 hari kedepan (periode September 
2017 hingga Nopember 2017) dengan ARIMA masing-masing 
dapat dilihat pada Lampiran 7 dan Lampiran 8. 
 
Gambar 4. 6. Hasil Simulasi Perbandingan Hasil ARIMA dan 
Faktual 
Tabel 4. 6. Nilai MAPE ARIMA 






Hasil prediksi ini nantinya akan diolah lebih lanjut 
menggunakan algoritma Filter Kalman untuk memperbaiki hasil 





4.3 Estimasi Parameter dengan Filter Kalman pada Model 
ARIMA  
Pada tahap ini akan dilakukan penerapan Filter Kalman untuk 
mengestimasi parameter model ARIMA pada prediksi return harga 
minyak mentah jenis WTI. Model yang akan digunakan pada 
penelitian adalah sebagai berikut: 
Model 𝑋𝑡 =  ∅14𝑋𝑡−14 + 𝛼𝑡 − 𝜃14𝛼𝑡−14  dengan 𝛼𝑡 sebagai 
variabel input deterministik. 
Model sistem seperti pada persamaan (2.5): 
𝒙𝑡+1 = 𝑨𝒙𝑡 +  𝑩𝒖𝑡+ 𝒘𝑡 
Model sistem diperoleh dari persamaan model ARIMA yang 






















] 𝛼𝑡 + 𝑤𝑡 
Model pengukuran seperti pada persamaan (2.6): 
𝒛𝑡 =  𝑯𝑡𝒙𝑡 +  𝒗𝑡 , 
dengan 𝑋𝑡  sebagai variabel pengukuran maka diperoleh model 
pengukuran 𝑧𝑡 dalam bentuk state space sebagai berikut: 







Setelah diperoleh model sistem dan pengukuran pada metode 
Filter Kalman, selanjutnya dilakukan tahap inisialisasi. Pada tahap 
inisialisasi akan diberikan nilai awal ?̂?0, 𝑄, 𝑅, 𝑷0 . Nilai awal 𝑌𝑡 
diambil dari data pertama return harga minyak mentah yang sudah 
stasioner terhadap varian dan mean. Untuk penambahan nilai noise 
model sistem (𝑤𝑡) dibangkitkan dari komputer melalui program 
Matlab. Nilai awal variansi dari noise 𝑄 =  10−6 dan 𝑅 =  10−7. 
Untuk nilai awal ?̂?0 diperoleh dari nilai koefisien parameter ∅ dan 
𝜃 pada persamaan model ARIMA serta nilai awal hasil peramalan 







Nilai awal 𝑥0 dan kovarian diberikan sebagai berikut: 









Selanjutnya masuk ke dalam tahap prediksi: 
?̂?𝑡̅+1 = 𝑨𝑡?̂?𝑡 +  𝑩𝑡𝒖𝑡 
𝑷𝑡̅+1 =  𝑨𝑡𝑷𝑡𝑨𝑡
𝑇 + 𝑮𝑡𝑸𝑡𝑮𝑡
𝑇 
Tahap selanjutnya adalah tahap koreksi. Pada tahap ini 
melibatkan Kalman gain sebagai berikut: 




Lalu nilai ?̂?𝑡+1  diestimasi dengan menggunakan nilai 𝑥𝑡̅+1  yang 
diperoleh dari tahap prediksi. 
?̂?𝑡+1 = ?̂?𝑡̅+1 + 𝑲𝑡+1(𝒛𝑡+1 − 𝑯𝑡+1?̂??̅?+1)  
Kemudian, nilai 𝑷𝑡+1 dicari menggunakan 𝑷𝑡̅+1 yang telah dicari 
pada tahap prediksi. 
𝑷𝑡+1 = (𝑰 − 𝑲𝑡+1𝑯𝑡+1)𝑷𝑡̅+1 
Hasil estimasi parameter menggunakan Filter Kalman dapat 
dilihat pada Tabel 4.7. Tabel tersebut juga menunjukkan nilai 
MAPE hasil peramalan return harga minyak mentah dunia dengan 
parameter yang telah diestimasi menggunakan Filter Kalman. 
Hasil peramalan return harga minyak mentah dunia dengan 
parameter yang telah diestimasi menggunakan Filter Kalman dapat 
dilihat pada Lampiran 8. 
Tabel 4.7. Hasil Estimasi Parameter Model ARIMA Menggunakan 
Filter Kalman dan  Least Square 
Model Para-meter 

















Parameter model ARIMA pada Tabel 4.7 disubtitusikan ke 
Persamaan (4.1), sehingga diperoleh persamaan model sabagai 
berikut:   
𝑋𝑡 = 0,7571 𝑋𝑡−14 + 𝛼𝑡 + 0,8670 𝛼𝑡−14  
Dari persamaan tersebut dilakukan prediksi return harga 
minyak mentah sebanyak 50 hari kedepan dengan menggunakan 
sowftware Matlab yang dapat dilihat pada Lampiran 9. Kemudian 
hasil prediksi model ARIMA yang parameternya diestimasi 
menggunakan Filter Kalman dibandingkan dengan hasil prediksi 
model ARIMA yang parameternya diestimasi dengan Least 
Square. Hasil simulasi perbandingan prediksi return harga minyak 
mentah dunia dengan model ARIMA dan ARIMA-Filter Kalman 
dapat dilihat pada Gambar 4.7. 
 
Gambar 4. 7. Hasil Simulasi Perbandingan ARIMA, ARIMA-
Filter Kalman, dan Faktual 
Setelah dilakukan pengujian terhadap model ARIMA serta 
estimasi parameter model ARIMA menggunakan Filter Kalman, 





estimasi parameter ARIMA yang menghasilkan MAPE sebesar 
217,2554. Meski nilai MAPE estimasi parameter model ARIMA 
menggunakan Filter Kalman lebih kecil daripada nilai MAPE 
model ARIMA, namun kedua hasil ramalan masih belum akurat 
karena memiliki nilai MAPE > 50%. 
4.4 Perbaikan Error dengan Filter Kalman untuk Polinomial 
Derajat 1 atau  𝒏 = 𝟐     
Penerapan ARIMA-Filter Kalman dengan menggunakan 
polinomial derajat 1 atau untuk 𝑛 = 2  persamaan (2.7) menjadi: 
𝑦𝑖
0 =  𝑎0,𝑖 +  𝑎1,𝑖𝑚𝑖 
Misalkan state vektor yang dibentuk dari koefisien 𝑎𝑗,𝑖 adalah 




Model sistem ARIMA-Filter Kalman untuk 𝑛 = 2 adalah sebagai 
berikut: 
𝒙𝑡+1 = 𝑨𝒙𝑡 +  𝒘𝑡 
Untuk model sistem diperoleh dari persamaan 𝒙(𝒕𝒊)  yang 
kemudian diubah ke dalam bentuk state space, sehingga dapat 














+  𝒘𝑡 
Model pengukuran seperti pada persamaan (2.6): 
𝒛𝑡 =  𝑯𝑡𝒙𝑡 + 𝒗𝑡 
dengan 𝑦𝑖0  sebagai variabel pengukuran maka diperoleh model 
pengukuran 𝑧𝑡 dalam bentuk state space sebagai berikut: 






Diasumsikan nilai awal 𝑄 =  10−6 
𝑷𝟎 =  [
1 0
0 1
] , 𝑸𝒕 =  [
1 0
0 1
] . 𝑄 
Nilai awal 𝑎0,𝑖 dan 𝑎1,𝑖 untuk 𝑥0 diperoleh dari nilai rata-rata hasil 
prediksi return harga minyak mentah dunia dengan model Filter 





diperoleh ?̂?0 =  [
−0,00173
−0,00138
]. Kemudian setelah itu dilanjutkan ke 
dalam tahap prediksi. 
?̂?𝑡̅+1 = 𝑨𝑡?̂?𝑡 
𝑷𝑡̅+1 =  𝑨𝑡𝑷𝑡𝑨𝑡
𝑇 + 𝑮𝑡𝑸𝑡𝑮𝑡
𝑇 
Tahap selanjutnya adalah tahap koreksi. Pada tahap ini 
melibatkan Kalman gain sebagai berikut: 




dengan 𝑅 = 10−7. Lalu nilai ?̂?𝑡+1  diestimasi dengan 
menggunakan nilai 𝑥𝑡̅+1 yang diperoleh dari tahap prediksi. 
?̂?𝑡+1 = ?̂?𝑡̅+1 + 𝑲𝑡+1(𝒛𝑡+1 − 𝑯𝑡+1?̂??̅?+1)  
Kemudian, nilai 𝑷𝑡+1 dicari menggunakan 𝑷𝑡̅+1 yang telah dicari 






Simulasi dilakukan dengan menggunakan software Matlab. 
Hasil simulasi penerapan ARIMA-Filter Kalman untuk 𝑛 = 2 
pada return harga minyak mentah dapat dilihat pada Gambar 4.8. 
 
Gambar 4. 8. Hasil Peramalan Return Harga Minyak Mentah 






Dari simulasi perbaikan error menggunakan Filter Kalman 
didapatkan hasil simulasi dengan persamaan polinomial derajat 1 
untuk 𝑛 = 2 sebagai berikut: 
𝑦𝑖
0 = 0,0024644 + 0,9554𝑚𝑖 
Dengan demikian model untuk prediksi return harga komoditas 
minyak mentah dengan perbaikan error Filter Kalman dapat 
dituliskan sebagai berikut: 
𝑋𝑡 = 0,986281 𝑋𝑡−14 + 0,884142 𝛼𝑡−14 + 0,0024644
+ 0,9554𝑚𝑖  
Untuk simulasi prediksi return harga komoditas minyak mentah 
dengan menggunakan perbaikan error  Filter Kalman polinomial 
derajat 1 melalui software Matlab dapat dilihat pada Lampiran 11. 
4.5 Perbaikan Error dengan Filter Kalman untuk   Polinomial 
Derajat 2 atau  𝒏 = 𝟑     
Penerapan ARIMA-Filter Kalman dengan menggunakan 
polinomial derajat 1 atau untuk 𝑛 = 3  persamaan (2.7) menjadi: 
𝑦𝑖
0 =  𝑎0,𝑖 + 𝑎1,𝑖𝑚𝑖 + 𝑎2,𝑖𝑚𝑖
2 
Misalkan state vektor yang dibentuk dari koefisien 𝑎𝑗,𝑖 adalah 





Model sistem ARIMA-Filter Kalman untuk 𝑛 = 3 adalah sebagai 
berikut: 
𝒙𝑡+1 = 𝑨𝒙𝑡 +  𝒘𝑡 
Untuk model sistem diperoleh dari persamaan 𝒙(𝒕𝒊)  yang 
kemudian diubah ke dalam bentuk state space, sehingga dapat 















] 𝑡 +  𝒘𝑡 
Model pengukuran seperti pada persamaan (2.6): 
𝒛𝑡 =  𝑯𝑡𝒙𝑡 + 𝒗𝑡 
dengan 𝑦𝑖0  sebagai variabel pengukuran maka diperoleh model 













Diasumsikan nilai awal 𝑄 =  10−6 








] . 𝑄 
Nilai awal 𝑎0,𝑖, 𝑎1,𝑖 dan 𝑎2,𝑖 untuk 𝑥0 diperoleh dari nilai rata-rata 
hasil prediksi return harga minyak mentah dunia dengan model 
Filter Kalman-ARIMA pada bulan pertama, bulan kedua, dan 
bulan ketiga sehingga diperoleh 𝑥0 sebagai berikut:  





Kemudian setelah itu masuk ke dalam tahap prediksi. 
?̂?𝑡̅+1 = 𝑨𝑡?̂?𝑡 
𝑷𝑡̅+1 =  𝑨𝑡𝑷𝑡𝑨𝑡
𝑇 + 𝑮𝑡𝑸𝑡𝑮𝑡
𝑇 
Tahap selanjutnya adalah tahap koreksi. Pada tahap ini 
melibatkan Kalman gain sebagai berikut: 




dengan 𝑅 = 10−7.  Lalu nilai ?̂?𝑡+1  diestimasi dengan 
menggunakan nilai ?̂?𝑡̅+1  yang diperoleh dari tahap prediksi 
sebagai berikut: 
?̂?𝑡+1 = ?̂?𝑡̅+1 + 𝑲𝑡+1(𝒛𝑡+1 − 𝑯𝑡+1?̂??̅?+1)  
Kemudian, nilai 𝑷𝑡+1 dicari menggunakan 𝑷𝑡̅+1 yang telah dicari 






Simulasi dilakukan dengan menggunakan software Matlab. 
Hasil nilai MAPE model ARIMA yang dierbaiki errornya dengan 
Filter Kalman untuk polinomial derajat 1 dan polinomial derajat 2 
dapat dilihat pada Tabel 4.8. Tabel tersebut juga menunjukkan 
nilai MAPE hasil peramalan return harga minyak mentah 





menggunakan Filter Kalman. Hasil peramalan return harga 
minyak mentah dunia dengan parameter yang telah diestimasi 
errornya menggunakan Filter Kalman dapat dilihat di Lampiran 8. 
Tabel 4.8. Hasil MAPE dengan Perbaikan Error Filter Kalman 
Model 
MAPE 
Filter Kalman untuk 
𝑛 = 2 
MAPE 
Filter Kalman untuk 
𝑛 = 3 
ARIMA 
([14],0, [14]) 10,5197% 3,6947% 
Dari simulasi perbaikan error menggunakan Filter Kalman 
didapatkan hasil simulasi dengan persamaan polinomial derajat 2 
atau untuk  𝑛 = 3 sebagai berikut: 
𝑦𝑖
0 =  𝑎0,𝑖 +  𝑎1,𝑖𝑚𝑖 + 𝑎2,𝑖𝑚𝑖
2 
𝑦𝑖
0 =  0,0023658 +  0,95222𝑚𝑖 + 0,45324𝑚𝑖
2 
Dengan demikian model untuk prediksi return harga komoditas 
minyak mentah dengan perbaikan error Filter Kalman dapat 
dituliskan sebagai berikut: 
𝑋𝑡 = 0,986281 𝑋𝑡−14 + 0,884142 𝛼𝑡−14 + 0,0023659
+  0,95222𝑚𝑖 + 0,45283𝑚𝑖
2 
 
Gambar 4. 9. Hasil Peramalan Harga Minyak Mentah Filter 





Hasil simulasi penerapan ARIMA-Filter Kalman untuk 𝑛 = 3 
pada return harga minyak mentah dapat dilihat pada Gambar 4.9. 
Prediksi return harga komoditas minyak mentah dengan 
menggunakan perbaikan error Filter Kalman polinomial derajat 2 
dapat dilihat pada Lampiran 12. 
Telah dilakukan pengujian terhadap model ARIMA, estimasi 
parameter model ARIMA menggunakan Filter Kalman, serta 
perbaikan error model ARIMA dengan menggunakan Filter 
Kalman untuk polinomial derajat 1 dan polinomil derajat 2. Hasil 
nilai MAPE masing-masing model dapat dilihat pada Tabel 4.9. 
















𝑛 = 3 
ARIMA 








Bab ini membahas mengenai kesimpulan dari tugas akhir dan 
saran yang bisa digunakan untuk pengembangan penelitian 
selanjutnya dengan topik yang sama. 
5.1 Kesimpulan 
Berdasarkan hasil analisis data time series return harga minyak 
mentah jenis WTI, dapat disimpulkan sebagai berikut: 
1. Tidak diperoleh model ARCH/GARCH karena tidak terdapat 
adanya unsur heteroskedastisitas dalam data amatan, sehingga 
model terbaik yang bisa didapatkan adalah ARIMA 
([14],0, [14])  dengan MAPE 217,554 % dan dirumuskan 
secara matematis sebagai berikut: 
𝑌𝑡 = (0,986281 (𝑌𝑡−14)
3 2⁄ + 𝛼𝑡 + 0,884142 𝛼𝑡−14 )
2 3⁄  
2. Dengan Metode Filter Kalman untuk mengestimasi parameter 
pada model ARIMA menghasilkan nilai MAPE sebesar 
53,072% dan dirumuskan secara matematis sebagai berikut: 
𝑌𝑡 = (0,7571 (𝑌𝑡−14)
3 2⁄ + 𝛼𝑡 + 0,8670 𝛼𝑡−14 )
2 3⁄  
Sedangkan pada perbaikan error untuk polinomial derajat 
pertama dan kedua dengan nilai awal yang sama untuk setiap 𝑄 
dan 𝑅  yang diambil (𝑄 = 10−6  dan 𝑅 = 10−7), nilai MAPE 
perbaikan error polinomial derajat kedua lebih baik daripada 
derajat pertama dengan nilai 3,6947% untuk derajat kedua dan 
10,5197% untuk derajat pertama.  
3. Prediksi return harga komoditas minyak mentah untuk 50 hari 
selanjutnya adalah pada kisaran −$0.029256  hingga 
$0.030855. 
5.2 Saran 
Saran untuk pengembangan Tugas Akhir ini adalah metode ini 
dapat diterapkan untuk peramalan objek yang lainnya, serta untuk 
metode Filter Kalman dapat diterapkan untuk mengestimasi 
parameter dan memperbaiki error dari peramalan time series 
lainnya, seperti model SARIMA, atau juga metode Artificial 
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1 Mar 01, 2017 53.82 
2 Mar 02, 2017 52.63 
3 Mar 03, 2017 53.33 
4 Mar 06, 2017 53.19 
5 Mar 07, 2017 52.68 
6 Mar 08, 2017 49.83 
7 Mar 09, 2017 48.75 
8 Mar 10, 2017 48.05 
9 Mar 13, 2017 47.95 
10 Mar 14, 2017 47.24 
11 Mar 15, 2017 48.34 
12 Mar 16, 2017 48.3 
13 Mar 17, 2017 48.34 
14 Mar 20, 2017 47.79 
15 Mar 21, 2017 47.02 
16 Mar 22, 2017 47.29 
17 Mar 23, 2017 47 
18 Mar 24, 2017 47.3 
19 Mar 27, 2017 47.02 
20 Mar 28, 2017 48.36 
21 Mar 29, 2017 49.47 
22 Mar 30, 2017 50.3 
23 Mar 31, 2017 50.54 
24 Apr 03, 2017 50.25 
25 Apr 04, 2017 50.99 
26 Apr 05, 2017 51.14 





28 Apr 07, 2017 52.25 
29 Apr 10, 2017 53.06 
30 Apr 11, 2017 53.38 
31 Apr 12, 2017 53.12 
32 Apr 13, 2017 53.19 
33 Apr 17, 2017 52.62 
34 Apr 18, 2017 52.46 
35 Apr 19, 2017 50.49 
36 Apr 20, 2017 50.26 
37 Apr 21, 2017 49.64 
38 Apr 24, 2017 48.9 
39 Apr 25, 2017 49.22 
40 Apr 26, 2017 49.22 
41 Apr 27, 2017 48.96 
42 Apr 28, 2017 49.31 
43 May 01, 2017 48.83 
44 May 02, 2017 47.65 
45 May 03, 2017 47.79 
46 May 04, 2017 45.55 
47 May 05, 2017 46.23 
48 May 08, 2017 46.46 
49 May 09, 2017 45.84 
50 May 10, 2017 47.28 
51 May 11, 2017 47.81 
52 May 12, 2017 47.83 
53 May 15, 2017 48.86 
54 May 16, 2017 48.64 
55 May 17, 2017 49.04 
56 May 18, 2017 49.36 
57 May 19, 2017 50.32 
58 May 22, 2017 50.81 





60 May 24, 2017 50.99 
61 May 25, 2017 48.57 
62 May 26, 2017 49.58 
63 May 30, 2017 49.63 
64 May 31, 2017 48.29 
65 Jun 01, 2017 48.32 
66 Jun 02, 2017 47.68 
67 Jun 05, 2017 47.4 
68 Jun 06, 2017 48.13 
69 Jun 07, 2017 45.8 
70 Jun 08, 2017 45.68 
71 Jun 09, 2017 45.82 
72 Jun 12, 2017 46.1 
  73 Jun 13, 2017 46.41 
74 Jun 14, 2017 44.79 
75 Jun 15, 2017 44.47 
76 Jun 16, 2017 44.73 
77 Jun 19, 2017 44.24 
78 Jun 20, 2017 43.34 
79 Jun 21, 2017 42.48 
80 Jun 22, 2017 42.53 
81 Jun 23, 2017 42.86 
82 Jun 26, 2017 43.24 
83 Jun 27, 2017 44.25 
84 Jun 28, 2017 44.74 
85 Jun 29, 2017 44.88 
86 Jun 30, 2017 46.02 
87 Jul 05, 2017 45.11 
88 Jul 06, 2017 45.52 
89 Jul 07, 2017 44.25 
90 Jul 10, 2017 44.4 





92 Jul 12, 2017 45.48 
93 Jul 13, 2017 46.06 
94 Jul 14, 2017 46.53 
95 Jul 17, 2017 46.02 
96 Jul 18, 2017 46.4 
97 Jul 19, 2017 47.1 
98 Jul 20, 2017 46.73 
99 Jul 21, 2017 45.78 
100 Jul 24, 2017 46.21 
101 Jul 25, 2017 47.77 
102 Jul 26, 2017 48.58 
103 Jul 27, 2017 49.05 
104 Jul 28, 2017 49.72 
105 Jul 31, 2017 50.21 
106 Aug 01, 2017 49.19 
107 Aug 02, 2017 49.6 
108 Aug 03, 2017 49.03 
109 Aug 04, 2017 49.57 
110 Aug 07, 2017 49.37 
111 Aug 08, 2017 49.07 
112 Aug 09, 2017 49.59 
113 Aug 10, 2017 48.54 
114 Aug 11, 2017 48.81 
115 Aug 14, 2017 47.59 
116 Aug 15, 2017 47.57 
117 Aug 16, 2017 46.8 
118 Aug 17, 2017 47.07 
119 Aug 18, 2017 48.59 
120 Aug 21, 2017 47.39 
121 Aug 22, 2017 47.65 
122 Aug 23, 2017 48.45 





124 Aug 25, 2017 47.65 
125 Aug 28, 2017 46.4 
126 Aug 29, 2017 46.46 
127 Aug 30, 2017 45.96 
128 Aug 31, 2017 47.26 
129 Sep 01, 2017 47.32 
130 Sep 05, 2017 48.63 
131 Sep 06, 2017 49.13 
132 Sep 07, 2017 49.1 
133 Sep 08, 2017 47.44 
134 Sep 11, 2017 48.06 
135 Sep 12, 2017 48.21 
136 Sep 13, 2017 49.3 
137 Sep 14, 2017 49.86 
138 Sep 15, 2017 49.9 
139 Sep 18, 2017 49.88 
140 Sep 19, 2017 49.54 
141 Sep 20, 2017 50.29 
142 Sep 21, 2017 50.58 
143 Sep 22, 2017 50.33 
144 Sep 25, 2017 51.85 
145 Sep 26, 2017 51.59 
146 Sep 27, 2017 52.14 
147 Sep 28, 2017 51.62 
148 Sep 29, 2017 51.67 
149 Oct 02, 2017 50.59 
150 Oct 03, 2017 50.44 
151 Oct 04, 2017 50 
152 Oct 05, 2017 50.79 
153 Oct 06, 2017 49.34 
154 Oct 09, 2017 49.58 





156 Oct 11, 2017 51.3 
157 Oct 12, 2017 50.61 
158 Oct 13, 2017 51.43 
159 Oct 16, 2017 51.86 
160 Oct 17, 2017 51.87 
161 Oct 18, 2017 52.05 
162 Oct 19, 2017 51.29 
163 Oct 20, 2017 51.63 
164 Oct 23, 2017 51.91 
165 Oct 24, 2017 52.32 
166 Oct 25, 2017 51.97 
167 Oct 26, 2017 52.41 
168 Oct 27, 2017 53.92 
169 Oct 30, 2017 54.11 
170 Oct 31, 2017 54.36 
171 Nov 01, 2017 54.32 
172 Nov 02, 2017 54.55 
173 Nov 03, 2017 55.63 
174 Nov 06, 2017 57.34 
175 Nov 07, 2017 57.19 
176 Nov 08, 2017 56.82 
177 Nov 09, 2017 57.16 
178 Nov 10, 2017 56.75 
179 Nov 13, 2017 56.77 
180 Nov 14, 2017 55.67 
181 Nov 15, 2017 55.28 
182 Nov 16, 2017 55.14 
183 Nov 17, 2017 56.21 
184 Nov 20, 2017 56.22 
 

















1 53.82 - 
2 52.63 -0.022358846 
3 53.33 0.013212725 
4 53.19 -0.002628616 
5 52.68 -0.009634532 
6 49.83 -0.055618665 
7 48.75 -0.021912015 
8 48.05 -0.014463062 
9 47.95 -0.002083334 
10 47.24 -0.01491781 
11 48.34 0.023018384 
12 48.3 -0.000827815 
13 48.34 0.000827815 
14 47.79 -0.011442963 
15 47.02 -0.016243369 
16 47.29 0.005725814 
17 47 -0.006151255 
18 47.3 0.006362694 
19 47.02 -0.005937252 
20 48.36 0.028099983 
21 49.47 0.022693399 
22 50.3 0.016638652 
23 50.54 0.004760025 
24 50.25 -0.005754555 
25 50.99 0.014618988 
26 51.14 0.002937435 





28 52.25 0.010775552 
29 53.06 0.015383458 
30 53.38 0.006012795 
31 53.12 -0.004882639 
32 53.19 0.001316904 
33 52.62 -0.010774133 
34 52.46 -0.003045301 
35 50.49 -0.038275678 
36 50.26 -0.004565765 
37 49.64 -0.012412572 
38 48.9 -0.015019564 
39 49.22 0.006522648 
40 49.22 0 
41 48.96 -0.005296407 
42 49.31 0.007123262 
43 48.83 -0.009782022 
44 47.65 -0.024462248 
45 47.79 0.002933782 
46 45.55 -0.048005789 
47 46.23 0.014818314 
48 46.46 0.004962789 
49 45.84 -0.013434655 
50 47.28 0.030930301 
51 47.81 0.01114745 
52 47.83 0.000418235 
53 48.86 0.021306008 
54 48.64 -0.004512828 
55 49.04 0.008190054 
56 49.36 0.006504088 
57 50.32 0.019262233 
58 50.81 0.009690573 





60 50.99 -0.002546275 
61 48.57 -0.048623479 
62 49.58 0.02058147 
63 49.63 0.001007963 
64 48.29 -0.02737099 
65 48.32 0.000621054 
66 47.68 -0.013333531 
67 47.4 -0.005889794 
68 48.13 0.015283455 
69 45.8 -0.049621592 
70 45.68 -0.002623526 
71 45.82 0.003060112 
72 46.1 0.006092273 
  73 46.41 0.006702003 
74 44.79 -0.035530053 
75 44.47 -0.007170096 
76 44.73 0.005829613 
77 44.24 -0.01101506 
78 43.34 -0.020553361 
79 42.48 -0.020042619 
80 42.53 0.001176332 
81 42.86 0.007729281 
82 43.24 0.008827003 
83 44.25 0.023089379 
84 44.74 0.011012585 
85 44.88 0.003124305 
86 46.02 0.025083823 
87 45.11 -0.019972133 
88 45.52 0.009047838 
89 44.25 -0.028296418 
90 44.4 0.003384098 





92 45.48 0.009277734 
93 46.06 0.012672226 
94 46.53 0.010152371 
95 46.02 -0.011021181 
96 46.4 0.008223375 
97 47.1 0.014973542 
98 46.73 -0.007886644 
99 45.78 -0.020539042 
100 46.21 0.00934891 
101 47.77 0.033201603 
102 48.58 0.016814096 
103 49.05 0.009628262 
104 49.72 0.013567081 
105 50.21 0.009806943 
106 49.19 -0.020523859 
107 49.6 0.008300483 
108 49.03 -0.011558478 
109 49.57 0.010953456 
110 49.37 -0.00404286 
111 49.07 -0.006095102 
112 49.59 0.01054135 
113 48.54 -0.021401 
114 48.81 0.00554701 
115 47.59 -0.025312555 
116 47.57 -0.000420345 
117 46.8 -0.016319108 
118 47.07 0.005752652 
119 48.59 0.031781893 
120 47.39 -0.025006512 
121 47.65 0.005471394 
122 48.45 0.016649708 





124 47.65 0.008641639 
125 46.4 -0.026583171 
126 46.46 0.001292268 
127 45.96 -0.010820274 
128 47.26 0.027892819 
129 47.32 0.001268767 
130 48.63 0.027307585 
131 49.13 0.010229222 
132 49.1 -0.000610811 
133 47.44 -0.03439328 
134 48.06 0.012984476 
135 48.21 0.003116238 
136 49.3 0.022357613 
137 49.86 0.011294997 
138 49.9 0.000801925 
139 49.88 -0.000400882 
140 49.54 -0.006839697 
141 50.29 0.015025826 
142 50.58 0.005749991 
143 50.33 -0.00495492 
144 51.85 0.029753614 
145 51.59 -0.005027079 
146 52.14 0.010604553 
147 51.62 -0.010023214 
148 51.67 0.000968148 
149 50.59 -0.021123414 
150 50.44 -0.002969417 
151 50 -0.008761506 
152 50.79 0.015676479 
153 49.34 -0.028964374 
154 49.58 0.004852416 





156 51.3 0.007238611 
157 50.61 -0.013541567 
158 51.43 0.016072475 
159 51.86 0.00832612 
160 51.87 0.000192808 
161 52.05 0.003464207 
162 51.29 -0.014708994 
163 51.63 0.006607097 
164 51.91 0.005408551 
165 52.32 0.007867257 
166 51.97 -0.006712078 
167 52.41 0.008430784 
168 53.92 0.028404054 
169 54.11 0.003517545 
170 54.36 0.004609578 
171 54.32 -0.000736106 
172 54.55 0.004225229 
173 55.63 0.019604912 
174 57.34 0.030275836 
175 57.19 -0.002619403 
176 56.82 -0.006490682 
177 57.16 0.005965977 
178 56.75 -0.007198697 
179 56.77 0.000352361 
180 55.67 -0.019566615 
181 55.28 -0.007030223 
182 55.14 -0.002535774 
183 56.21 0.019219271 







LAMPIRAN 3. Output Model ARIMA Menggunakan Eviews  








Lampiran 3 (lanjutan) 
 







Lampiran 3 (lanjutan) 
 







LAMPIRAN 4. Data Residual untuk Uji Ljung-Box 
Menggunakan Eviews 
 
1. ARIMA ([14], 0, [14]) 
 
 








Lampiran 4 (Lanjutan) 







LAMPIRAN 5. Histogram Uji Normalitas Manggunakan 
Eviews 







Lampiran 5 (Lanjutan) 
 







Lampiran 5 (Lanjutan) 
 


























1 Sep 12, 2017 48.21 0.003116238 
2 Sep 13, 2017 49.3 0.022357613 
3 Sep 14, 2017 49.86 0.011294997 
4 Sep 15, 2017 49.9 0.000801925 
5 Sep 18, 2017 49.88 -0.000400882 
6 Sep 19, 2017 49.54 -0.006839697 
7 Sep 20, 2017 50.29 0.015025826 
8 Sep 21, 2017 50.58 0.005749991 
9 Sep 22, 2017 50.33 -0.00495492 
10 Sep 25, 2017 51.85 0.029753614 
11 Sep 26, 2017 51.59 -0.005027079 
12 Sep 27, 2017 52.14 0.010604553 
13 Sep 28, 2017 51.62 -0.010023214 
14 Sep 29, 2017 51.67 0.000968148 
15 Oct 02, 2017 50.59 -0.021123414 
16 Oct 03, 2017 50.44 -0.002969417 
17 Oct 04, 2017 50 -0.008761506 
18 Oct 05, 2017 50.79 0.015676479 
19 Oct 06, 2017 49.34 -0.028964374 
20 Oct 09, 2017 49.58 0.004852416 
21 Oct 10, 2017 50.93 0.026864614 
22 Oct 11, 2017 51.3 0.007238611 
23 Oct 12, 2017 50.61 -0.013541567 
24 Oct 13, 2017 51.43 0.016072475 
25 Oct 16, 2017 51.86 0.00832612 
26 Oct 17, 2017 51.87 0.000192808 





28 Oct 19, 2017 51.29 -0.014708994 
29 Oct 20, 2017 51.63 0.006607097 
30 Oct 23, 2017 51.91 0.005408551 
31 Oct 24, 2017 52.32 0.007867257 
32 Oct 25, 2017 51.97 -0.006712078 
33 Oct 26, 2017 52.41 0.008430784 
34 Oct 27, 2017 53.92 0.028404054 
35 Oct 30, 2017 54.11 0.003517545 
36 Oct 31, 2017 54.36 0.004609578 
37 Nov 01, 2017 54.32 -0.000736106 
38 Nov 02, 2017 54.55 0.004225229 
39 Nov 03, 2017 55.63 0.019604912 
40 Nov 06, 2017 57.34 0.030275836 
41 Nov 07, 2017 57.19 -0.002619403 
42 Nov 08, 2017 56.82 -0.006490682 
43 Nov 09, 2017 57.16 0.005965977 
44 Nov 10, 2017 56.75 -0.007198697 
45 Nov 13, 2017 56.77 0.000352361 
46 Nov 14, 2017 55.67 -0.019566615 
47 Nov 15, 2017 55.28 -0.007030223 
48 Nov 16, 2017 55.14 -0.002535774 
49 Nov 17, 2017 56.21 0.019219271 
50 Nov 20, 2017 56.22 0.000177888 
 








LAMPIRAN 8. Prediksi Return Harga Komoditas Minyak 


























1 Sep 12, 2017 0.003116 -0.000190 0.004271 0.003116 0.003116 
2 Sep 13, 2017 0.022358 -0.002138 0.021196 0.022352 0.022352 
3 Sep 14, 2017 0.011295 -0.001176 0.011632 0.011287 0.011286 
4 Sep 15, 2017 0.000802 0.002195 0.001623 0.000957 0.000955 
5 Sep 18, 2017 -0.000401 -0.006475 0.001802 -0.001124 -0.001124 
6 Sep 19, 2017 -0.006840 0.000452 -0.004838 -0.006410 -0.006422 
7 Sep 20, 2017 0.015026 -0.007157 0.015291 0.014853 0.014870 
8 Sep 21, 2017 0.005750 0.006495 0.006247 0.006651 0.006654 
9 Sep 22, 2017 -0.004955 -0.001161 -0.003824 -0.005715 -0.005710 
10 Sep 25, 2017 0.029754 0.000978 0.028920 0.030152 0.030140 
11 Sep 26, 2017 -0.005027 -0.007542 -0.003338 -0.005697 -0.005683 
12 Sep 27, 2017 0.010605 0.001442 0.011254 0.011254 0.011258 
13 Sep 28, 2017 -0.010023 -0.005977 -0.007339 -0.010471 -0.010438 
14 Sep 29, 2017 0.000968 -0.003988 0.002477 0.001031 0.001004 
15 Oct 02, 2017 -0.021123 -0.000395 -0.018600 -0.020727 -0.020777 





17 Oct 04, 2017 -0.008762 -0.000377 -0.007904 -0.008775 -0.008780 
18 Oct 05, 2017 0.015676 0.001483 0.015773 0.015727 0.015733 
19 Oct 06, 2017 -0.028964 -0.006327 -0.025058 -0.029307 -0.029256 
20 Oct 09, 2017 0.004852 -0.000830 0.004594 0.005024 0.004954 
21 Oct 10, 2017 0.026865 -0.005170 0.026490 0.026380 0.026462 
22 Oct 11, 2017 0.007239 0.005809 0.007780 0.008207 0.008073 
23 Oct 12, 2017 -0.013542 -0.002084 -0.011450 -0.014007 -0.013965 
24 Oct 13, 2017 0.016072 0.003653 0.016627 0.016331 0.016326 
25 Oct 16, 2017 0.008326 -0.007762 0.008553 0.007441 0.007403 
26 Oct 17, 2017 0.000193 0.001849 0.001631 0.000974 0.000962 
27 Oct 18, 2017 0.003464 -0.006880 0.004713 0.002778 0.002777 
28 Oct 19, 2017 -0.014709 -0.003983 -0.011727 -0.014426 -0.014368 
29 Oct 20, 2017 0.006607 -0.002887 0.006745 0.006609 0.006562 
30 Oct 23, 2017 0.005409 -0.000796 0.006354 0.005591 0.005584 
31 Oct 24, 2017 0.007867 -0.001756 0.007168 0.007789 0.007794 
32 Oct 25, 2017 -0.006712 0.002447 -0.005442 -0.006297 -0.006291 
33 Oct 26, 2017 0.008431 -0.008896 0.009631 0.007460 0.007457 
34 Oct 27, 2017 0.028404 -0.000777 0.026975 0.028913 0.029002 
35 Oct 30, 2017 0.003518 -0.002006 0.004549 0.003566 0.003486 
 36 Oct 31, 2017 0.004610 0.005353 0.005682 0.005226 0.005220 
37 Nov 01, 2017 -0.000736 -0.003736 0.000191 -0.001422 -0.001422 
38 Nov 02, 2017 0.004225 0.004397 0.005339 0.004826 0.004825 





40 Nov 06, 2017 0.030276 0.001113 0.027969 0.030791 0.030855 
41 Nov 07, 2017 -0.002619 -0.006261 -0.001174 -0.003022 -0.003073 
42 Nov 08, 2017 -0.006491 -0.005547 -0.004030 -0.006444 -0.006443 
43 Nov 09, 2017 0.005966 -0.002401 0.006911 0.006166 0.006157 
44 Nov 10, 2017 -0.007199 -0.000687 -0.005098 -0.006969 -0.006960 
45 Nov 13, 2017 0.000352 -0.001267 0.000506 0.000284 0.000275 
46 Nov 14, 2017 -0.019567 0.000967 -0.017712 -0.019290 -0.019260 
47 Nov 15, 2017 -0.007030 -0.007462 -0.004610 -0.007767 -0.007773 
48 Nov 16, 2017 -0.002536 0.001972 -0.001233 -0.001826 -0.001829 
49 Nov 17, 2017 0.019219 -0.001959 0.017319 0.018868 0.018876 













%Data yang diperlukan 
a=xlsread('Data_HargaMinyak.xlsx'); %Data Aktual 




c=xlsread('Data_Residual.xlsx'); %Data Residual 
d=xlsread('Data_KFramalan.xlsx'); %Data 
Peramalan Filter Kalman 




s1(1)=a(1,1); %Nilai awal si 1 
t1(1)=a(1,1); %Nilai awal teta 1 









Q=0.000001; %System noise strength 
R=0.0000001; %Measurement noise strength 
Qk=eye(3)*Q; %Nilai matriks error kovarian noise 
eye = 3 
Rk=R; %Nilai matriks error kovarian measurement 
x0=[0.98;-0.88;-0.00019]; %Nilai matriks x0 
awal, ukuran sesuai tahap inisialisasi 






H=[0 0 1]; %Nilai matriks H, matriks 3x1 
x0kf=x0;    
xtot0=x0; 
xsist0=x0; %inisialisasi sistem 
x0sist=x0; 
  
for t=134:n %mulai outsample = insample + 1 sd. 
n 
A = [1        0       0; 
    0         1       0; 
    e(t-119) -c(t-119) 0]; 
%xsistem = A*x0sist + sqrt(Qk)*randn(2,1);  
%z = H*xsistem;  
%x0sist = xsistem; 
%xsistemtot=[xsist0 xsistem]; 
%xsist0=xsistemtot; 
%real(:,i) = xsistem; 
%for t=1:187     
z=a(t); 
     
%Tahap Prediksi 
xpre = A*x0kf; 
Ppre = A*P*A' +Qk; 
  
%Tahap Koreksi 
Kgain = Ppre*H'*inv(H*Ppre*H'+Rk); %Kalman gain 
Pkor = (eye(3)-Kgain*H)*Ppre; %Kovarian error 
xkor= xpre + Kgain*(z-(H*xpre)); %Estimasi 
x0kf = xkor; 







hasil = strcat('nilai a0 = 
',num2str(xtot(3,:)));  




















title('Prediksi Return Harga Minyak Mentah 
Menggunakan ARIMA') 
legend('Nilai Return Faktual','ARIMA') 
xlabel('waktu ke- hari') 












title('Prediksi Return Harga Minyak Mentah 
Menggunakan ARIMA-Filter Kalman') 
legend('Nilai Return Faktual','ARIMA','ARIMA-
Filter Kalman') 
xlabel('waktu ke- hari') 
ylabel('Prediksi Return Harga Minyak') 
  
sap1(1) = 0; 
for t=1:50 





ap1(t) = abs((a(133+t)-b(t))/a(133+t))*100; 
sap1(t+1) = ap1(t)+sap1(t); 
  
% Persamaan Absolute Error  




mape_arima = sap1(t+1)/50; % MAPE ARIMA 




sap_kalman1(1) = 0; 
for t=1:50 
% Persamaan Mape ARIMA-FILTER KALMAN    
ap_kalman1(t) = abs((a(133+t)-
d(t))/a(133+t))*100; 
sap_kalman1(t+1) = ap_kalman1(t)+sap_kalman1(t); 
  
% Persamaan Absolute Error  




mape_kalman = sap_kalman1(t+1)/50; % MAPE ARIMA 








LAMPIRAN 10. Listing Program Estimasi Parameter Filter 
Kalman Menggunakan Matlab R2010a 
clc; 
clear all; 
%Data yang diperlukan 
a=xlsread('Data_HargaMinyak.xlsx'); %Data 
Faktual Return Harga Minyak Periode Maret 2017 
hingga September 2017 




Peramalan Filter Kalman 





t1(1)=a(1,1); %Nilai awal teta 1 
zt(1)=c(1,1); %Nilai awal zt 
Q=0.000001; %System noise strength 
R=0.0000001; %Measurement noise strength 
Qk=eye(3)*Q; %Nilai matriks error kovarian noise 
Rk=R; %Nilai matriks error kovarian measurement 
x0=[0.98;-0.88;-0.00019]; %Nilai matriks x0 awal 
P=eye(3)*0.00001; %Nilai matriks error kovarian 
sistem awal 







A = [1        0       0; 
    0         1       0; 
    e(t-119) -b(t-119) 0]; 






xpre = A*x0kf; 
Ppre = A*P*A' +Qk; 
  
%Tahap Koreksi 
Kgain = Ppre*H'*inv(H*Ppre*H'+Rk); %Kalman gain 
Pkor = (eye(3)-Kgain*H)*Ppre; %Kovarian error 
xkor= xpre + Kgain*(z-(H*xpre)); %Estimasi 
x0kf = xkor; 













disp('polinomial derajat 1') 
n1 = 50 %input('Masukkan banyak data(maksimal 
60)'); 
Q1 = 0.000001%input('Q:'); %Sistem noise 
strength 
R1 = 0.0000001%input('R:'); %Nilai matriks error 
kovarian measurement 
a00 = -0,00173;%input('a00:'); 
a10 = -0,00138;%input('a10:'); 
tic; 
A1 = eye(2); %Nilai matriks dalam sistem 
Qk1 = eye(2)*Q1; %Nilai matriks error kovarian 
Rk1 = R1; %Nilai matriks error kovarian 
measurement 
xtopi1(:,1)=[a00 a10]; %Nilai matriks x0 awal 
  













A'); %Data Ramalan ARIMA  b 
h = xlsread('Data_Lengkap.xlsx','DataError'); 
%Data Selisih Data Return Faktual dengan Data 
Ramalan ARIMA c 
H1 = [ones(50,1),f]; 
  
%Tahap Prediksi dan Koreksi 
for t = 1:n1 
    %Prediksi 
    xf1(:,t)= A1*xtopi1(:,t); 
    ptopi1 = [p1(1,2*t-1) p1(1,2*t); p1(2,2*t-1)  
p1(2,2*t)]; 
    pf1 = A1*ptopi1*A1'+Qk1; 
    %Koreksi 
    kg1 = 
pf1*H1(t,:)'*inv((H1(t,:)*pf1*H1(t,:)'+Rk1)); 
%Kalman Gain 
    ptopi1 = pf1-(kg1*H1(t,:)*pf1); 
    p1(:,2*t+1) = ptopi1(:,1); 
    p1(:,2*t+2) = ptopi1(:,2); 
    xtopi1(:,t+1) = xf1(:,t)+kg1*(h(t,:)-
(H1(t,:)*xf1(:,t))); 
end 




sape1(1) = 0; 
for t=1:n1 
    error1(t) = 
xtopi1(1,t+1)+xtopi1(2,t+1)*f(t); 
    kf1(t) = error1(t)+ g(t); 
    ape1(t) = (abs(f(t)-kf1(t))/f(t)*100); 






%------polinomial derajat 2----- 
%Tahap Inisialisasi 
n2 = 50; %input('Masukkan banyak data(maksimal 
60)'); 
Q2 =0.000001; %input('Q:'); %Sistem noise 
strength 
R2 =0.0000001; % input('R:'); %Nilai matriks 
error kovarian measurement 
a000 = -0.00173; 
a100 = -0.00138; 
a200 = -0.00162; 
tic; 
A2 = eye(3); %Nilai matriks dalam sistem 
Qk2 = eye(3)*Q2; %Nilai matriks error kovarian 
Rk2 = R2; %Nilai matriks error kovarian 
measurement 
xtopi2(:,1)=[-0.00173 -0.00138 -0.00162]; %Nilai 
matriks x0 awal 





%Data yang diperlukan 
i = 
xlsread('Data_Lengkap1.xlsx','DataOutsampel'); 
%Data Outsampel Periode Desember 2016 sampai 
Februari 2017 a 
j = 
xlsread('Data_Lengkap1.xlsx','DataForecastingARI
MA'); %Data Ramalan ARIMA b 
k = xlsread('Data_Lengkap1.xlsx','DataError'); 




at'); %Data Outsample Periode Desember 2016 
hingga Februari 2017 (Kuadrat) d 
H2 = [ones(50,1),i,l]; 
  





for t = 1:n2 
    %Prediksi 
    xf2(:,t)= A2*xtopi2(:,t); 
    ptopi2 = [p2(1,3*t-2) p2(1,3*t-1) p2(1,3*t); 
p2(2,3*t-2) p2(2,3*t-1) p2(2,3*t); p2(3,3*t-2) 
p2(3,3*t-1) p2(3,3*t)]; 
    pf2= A2*ptopi2*A2+Qk2; 
    %Koreksi 
    kg2 = 
pf2*H2(t,:)'*inv((H2(t,:)*pf2*H2(t,:)'+Rk2)); 
%Kalman Gain 
    ptopi2 = pf2-(kg2*H2(t,:)*pf2); 
    p2(:,3*t+1) = ptopi2(:,1); 
    p2(:,3*t+2) = ptopi2(:,2); 
    p2(:,3*t+3) = ptopi2(:,3); 











sape2(1) = 0; 
for t=1:n2 
    error2(t) = 
xtopi2(1,t+1)+xtopi2(2,t+1)*i(t)+xtopi2(3,t+1)*l
(t); 
    kf2(t) = error2(t)+ j(t); 
    ape2(t) = (abs(i(t)-kf2(t))/i(t)*100); 




















title('Prediksi Return Harga Komoditas Minyak 
Mentah') 
legend('ARIMA-Filter Kalman','ARIMA','Nilai 
Return Faktual','Polinommial Derajat 
1','Polinomial Derajat 2') 
xlabel('waktu ke- hari') 











LAMPIRAN 11. Listing Program Estimasi Error Filter 




disp('polinomial derajat 1') 
n1 = 50 %input('Masukkan banyak data(maksimal 
50)'); 
Q1 = 0.000001 %input('Q:'); %Sistem noise 
strength 
R1 = 0.0000001 %input('R:'); %Nilai matriks 
error kovarian measurement 
a00 = -0,00173; %input('a00:'); 
a10 = -0,00138; %input('a10:'); 
tic; 
A1 = eye(2); %Nilai matriks dalam sistem 
Qk1 = eye(2)*Q1; %Nilai matriks error kovarian 
Rk1 = R1; %Nilai matriks error kovarian 
measurement 
xtopi1(:,1)=[a00 a10]; %Nilai matriks x0 awal 
  




%Data yang diperlukan 
e = 
xlsread('Data_Lengkap.xlsx','DataOutsampel'); 
%Data Outsampel Periode Desember 2016 sampai 
Februari 2017 a 
f = 
xlsread('Data_Lengkap.xlsx','DataForecastingARIM
A'); %Data Ramalan ARIMA  b 
g = xlsread('Data_Lengkap.xlsx','DataError'); 
%Data Selisih Data Aktual dengan Data Ramalan 
ARIMA c 
H1 = [ones(50,1),e]; 
  
%Tahap Prediksi dan Koreksi  





    %Prediksi 
    xf1(:,t)= A1*xtopi1(:,t); 
    ptopi1 = [p1(1,2*t-1) p1(1,2*t); p1(2,2*t-1)  
p1(2,2*t)]; 
    pf1 = A1*ptopi1*A1'+Qk1; 
    %Koreksi 
    kg1 = 
pf1*H1(t,:)'*inv((H1(t,:)*pf1*H1(t,:)'+Rk1)); 
%Kalman Gain 
    ptopi1 = pf1-(kg1*H1(t,:)*pf1); 
    p1(:,2*t+1) = ptopi1(:,1); 
    p1(:,2*t+2) = ptopi1(:,2); 
    xtopi1(:,t+1) = xf1(:,t)+kg1*(g(t,:)-
(H1(t,:)*xf1(:,t))); 
end  
hasil1 = strcat('nilai 
a0,t=',num2str(xtopi1(1,n1)),' dan nilai 
a1,t=',num2str(xtopi1(2,n1))) 
  
% plot nilai a0 dan a1 
% figure(1) 
% set(plot(xtopi(1,:)),'color','black') 
% hold on 
% set(plot(xtopi(2,:)),'color','red') 
% grid on 
% title('Estimasi Koefisien Polinomial'); 
% xlabel('Waktu ke-'); 
% ylabel('Nilai Koefisien'); 
% legend('a0','a1'); 
sape1(1) = 0; 
for t=1:n1 
    error1(t) = 
xtopi1(1,t+1)+xtopi1(2,t+1)*e(t); 
    kf1(t) = error1(t)+ f(t); 
    ape1(t) = (abs(e(t)-kf1(t))/e(t)); 




mape1 = sape1(t+1)*(100/n1); 
















title('Estimasi Return Harga Minyak Polinomial 
1'); 
xlabel('Waktu ke-'); 










LAMPIRAN 12. Listing Program Estimasi Error Filter 




n2 = 50%input('Masukkan banyak data(maksimal 
50)'); 
Q2 =0.000001 %input('Q:'); %Sistem noise 
strength 
R2 =0.0000001% input('R:'); %Nilai matriks error 
kovarian measurement 
a000 = -0.00173; 
a100 = -0.00138; 
a200 = -0.00162; 
tic; 
A2 = eye(3); %Nilai matriks dalam sistem 
Qk2 = eye(3)*Q2; %Nilai matriks error kovarian 
Rk2 = R2; %Nilai matriks error kovarian 
measurement 
xtopi2(:,1)=[-0.00173 -0.00138 -0.00162]; %Nilai 
matriks x0 awal 





%Data yang diperlukan 
h = 
xlsread('Data_Lengkap1.xlsx','DataOutsampel'); 
%Data Outsampel Periode Desember 2016 sampai 
Februari 2017 a 
i = 
xlsread('Data_Lengkap1.xlsx','DataForecastingARI
MA'); %Data Ramalan ARIMA b 
j = xlsread('Data_Lengkap1.xlsx','DataError'); 









at'); %Data Outsample Periode Desember 2016 
hingga Februari 2017 (Kuadrat) d 
H2 = [ones(50,1),h,k]; 
  
%Tahap Prediksi dan Koreksi 
for t = 1:n2 
    %Prediksi 
    xf2(:,t)= A2*xtopi2(:,t); 
    ptopi2 = [p2(1,3*t-2) p2(1,3*t-1) p2(1,3*t); 
p2(2,3*t-2) p2(2,3*t-1) p2(2,3*t); p2(3,3*t-2) 
p2(3,3*t-1) p2(3,3*t)]; 
    pf2= A2*ptopi2*A2+Qk2; 
    %Koreksi 
    kg2 = 
pf2*H2(t,:)'*inv((H2(t,:)*pf2*H2(t,:)'+Rk2)); 
%Kalman Gain 
    ptopi2 = pf2-(kg2*H2(t,:)*pf2); 
    p2(:,3*t+1) = ptopi2(:,1); 
    p2(:,3*t+2) = ptopi2(:,2); 
    p2(:,3*t+3) = ptopi2(:,3); 











sape2(1) = 0; 
for t=1:n2 
    error2(t) = 
xtopi2(1,t+1)+xtopi2(2,t+1)*h(t)+xtopi2(3,t+1)*k
(t); 
    kf2(t) = error2(t)+ i(t); 
    ape2(t) = (abs(h(t)-kf2(t))/h(t)*100); 


















title('Estimasi Return Harga Minyak Polinomial 
2'); 
xlabel('Waktu ke-'); 




mape2 = sape2(t)/n2; 
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