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In the first part of the paper we introduce the “Normal transition function” for 
saddle connections of planar diffeomorphisms. It is a positive multiple of the usual 
transition function, but in its definition we do not need Cl-linearizing coordinates. 
Among other nice properties, it is found to be analytic when the diffeomorphism is. 
The second part of the paper deals with the existence of a modulus of stability for 
germs on Iw’ of homogeneous vector fields with a hyperbolic blowing-up. We show 
that inside a specific class of examples the modulus occurs for a sufticiently high 
degree. 0 1991 Academic Press, Inc. 
The main aim in this paper is to show the existence of a modulus of 
stability for germs of homogeneous polynomial vector fields on R3, having 
the Co-determinacy property with respect to higher order perturbation at 
the origin. We say that two vector fields X and X’ on lR3 are topologically 
(or Co) equivalent at the origin if there is a homeomorphism between two 
neighborhoods V and V’ of the origin in lR3 which maps orbits of X) V in 
a sense-preserving way onto orbits of A” 1 V’. 
If it is possible to find a continuous one-parameter family of vector fields 
which are mutually not CO-equivalent, we call the parameter a modulus of 
stability. In [S, r] has been shown the existence of a modulus of stability 
for quadratic homogeneous vector fields on R3. It is however not clear if 
these quadratic vector fields are topologically determining as 2-jets. We call 
a polynomial vector field X of degree k CO-determining as a k-jet if for any 
vector field Y with j,(Y)(O) = X, we have that Y is CO-equivalent o X at 
the origin. One of the problems is that after blowing up (the blown-up 
vector field Xl S x R! + is the expression of X in spherical coordinates and 
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devided by rkp ’ if k is the degree of X) these vector fields induce on 
S x (0) vector fields which have saddle connections. The examples which 
we want to give induce by blowing-up on S x { 0} a Morse-Smale vector 
field with the extra property that the blown-up vector field B on S x R + is 
also hyperbolic along the critical elements of 81 S x (0). We say that X has 
a hyperbolic blowing-up. As has recently been shown by [M. I. Camacho 
[C2] this is the generic situation among homogeneous vector fields of any 
degree on R3. We may also remark that linear vector fields with a hyper- 
bolic blowing-up are hyperbolic, but the converse is not true. In [BDS] 
has been proven that such homogeneous vector fields of degree k are 
CO-determining as k-jets. 
We do not provide a specific example in a specific degree, but we prove 
that the phenomenon occurs for sufliciently high degree. The region in R3 
where the modulus of stability occurs is situated between two invariant 
cones of saddle type. That it could occur in that way was conjectured in 
[Cl]; that at least two cones of saddle type must be involved for the 
hyperbolic homogeneous vector field to have moduli, has been proven in 
[Cl] and CULL]. Our proof uses blowing up in order to reduce the 
problem to one concerning saddle connections of planar diffeomorphisms, 
as studied in [dMD]. 
In this framework, the modulus is the well-known Palis index, which 
clearly is a modulus for the blown-up vector field X’. As explained in 
[dMD] it will survive as a modulus after blowing down if the so called 
“Transition function” is not monotone. The most delicate point is now 
exactly to control this fact. For that reason, we introduce in Section 1 a 
new way to calculate the transition function. We will make distinction in 
between the “Transition function” as defined in [dMD] with the help of 
Cl-linearizing coordinates, and the “Normal transition function” as defined 
directly without using C l-linearizing coordinates. 
However, as we prove in Proposition 3, the second one is a positive mul- 
tiple of the first. We call it “normal” (or normalized) for reasons explained 
in Section 1. An extra advantage of the new presentation is the possibility 
to prove that the Normal Transition function is analytic if it is the case for 
the diffeomorphism. 
1. CONCERNING THE TRANSITION FUNCTION OF A 
SADDLE CONNECTION OF A PLANAR DIFFEOMORPHISM 
1.1. Treatment of a Special Situation 
Before generalizing, we will first consider the following special situation, 
which we will encounter in Section 2. 
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Let f: [0, l] x [0, cc [ q be a c’ diffeomorphism, r B 1, defined in the 
neighborhood of [0, l] x (0) and having the following form 
f(x, Y) = (a(x), eL/(‘)y) (1) 
a is C’ with a(O) = 0, a(l) = 1, a(x) <x, Vx E 10, l[, cc’(O) = a with 0 <a < 1 
and cr’(l)=b with h> 1, U is c’and U(O)=p>O, while U(1)=2<0. Let 
XOE IO, 1c. 
For these diffeomorphisms f we will define the “Normal transition 
function” with respect o x0 as to be TX, = Tt,,u,xoj: 10, 1 [ -+ [w with 
T 
JO 
cx) = CiEL (“(a’x)- U(aixO)) 
U(O)- U(1) ’ (2) 
where ~4 is the i-times iterate cz 0 ... 0~1. We will prove its existence and its 
C’-ness in Proposition 1. We will also show that it is analytic when CL and 
U are. 
Proposition 1 only deals with C,20 (U(a’x)- U(a’x,,)) on [0, l[, but 
it can be used for C,L”~, (U(a’x)- U(aix,))=~,~, (U(aPJ(a-lx))- 
U(a-j(a-lx,))) on 10, 11. 
One of the reasons why we call the function “Normal” is that 
Tx,(axo) = u(o): a(l)(;z (u(a’+‘-%- UWO))) 
1 
lim 5 (U(a’+ ‘x0) - U(~X,)) 
=U(O)-U(l)N+ao i=--N ( > 
1 
lim ( U(aN+ ’ 
=U(0)-U(l)N+no 
x0) - U(a-NX,)) = 1. (3) 
Another reason will be given in Proposition 5. 
PROPOSITION 1. Let a: [0, 1 [ G be a C’ diffeomorphism ( 1 < r < a, 
r=w), a(x)<x, VxE]O, l[, lim,,, a(x) = 1, a’(0) = a with 0 <a < 1. Let 
U: [0, 1 [ + R be a C’ function and let x,, E [0, 1 [. Then 0 with 
D(x) =X:0 (U(a’x)- U(aixo)) is a c’function on [0, l[. 
Proof. (i) We first treat the case 1 <r < co. We know that a is 
C’-linearisable: there exists cp: [0, co[ -+ [O, l[, C’, q’(O) = 1 with 
a=cp~L~cp-’ and L(x)=ax. Therefore, a’=cpoL’ocp-’ and U(a’x)= 
(Uocp)(L’(cp-lx)). If we write y= q-lx, y,= cpp’xO, V= Uocp, then the 
problem reduces to showing that p with 
m = f (VJY) - V&o)) 
i=O 
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is a c’ function on [0, cc [, knowing that V is c’ on [0, 00 [. Let 0 < zo, 
M>O and ZEN be such that 
I V’(z)1 d M for all z E [0, zO] 
a’vo < zo and a’y < zo. 
Then 
fj 1 V(a’+jy) - V(a’+jy,)l < A4 
( > 
t ai (JY - Q’YO) 
j=O j=O 
A4.a’ 
<----- 1 _ a max(y, yo). 
This converges uniformly on compacta. 
For the derivative we have 
( 
f. (Ua’y) - WYo~~)’ = f a’V’(a’y), 
i=O 
also converging uniformly on compacta. The same holds for 
( 
go (Va’y) - Y(a.yoqn~ = : a”‘V(“)(a’y), when n<r. 
i=O 
(ii) We now treat r = o, e.g., c( and U are analytic. As is well 
known (H. Poincare) CI is C”-linearisable. Hence like in part (i), it suffices 
to prove that-with V analytic-Vy > y,, v is c” on [0, y]. Let v 
be’ some holomorphic extension of VI [0, y], defined on a compact 
and convex set KcC with [O,y] x (0) ck’cKcZ?(O, l)c@. Let 
M=max{IP’(z)lIzEK}. As IP(a ‘+ jz) - ~(a”jyo)l < M . diam(K) . a’+‘, 
again 
f IV(a’+jz)- p(a’+jyo)l ~“.f~(KJ.a/, 
,=o 
showing that v(z) = c,co ( ~(u’z) - F(aiyo)) converges uniformly on K, 
and hence is holomorphic. 1 
Remark. If in Proposition 1 we take U(O) = 0, then clearly 8 is a C 
function on [0, 1 [ with 8(O) = 0 and o’(O) = U’(O)/( 1 -a). As a special 
case we can take U(x) =x implying that & = CzTo ~6 is a C’ function with 
E(O) = 0 and E’(O) = l/( 1 -a), hence 6 is a local c’ diffeomorphism in the 
neighborhood of 0. 
For Section 2 we need to know how 0 depends on U and a. 
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LEMMA 1. Using the notation of Proposition 1 and taking c E 10, l[, we 
obtain: 
(i) ifP>OandifE>O, then thereexistsa6=6(c,P,E)>Osuch that 
if 1 U’(x)1 <P and 1 U(x)1 < 6 for all x E [0, c], then 18(x)1 <E, Vx E [0, c]. 
(ii) if E > 0, there exists a 6 > 0 such that if 1 U(j)(x)1 < 6, VO <j< k 
and VXE [0, c], with kB 1, then 18(j)(x)l <E, Vl <jbk and VXE [0, c]. 
Proox (i) In the terminology of the proof of Proposition 1, let 
d=cp-l(c). Then IV(y)] ~6, Vy’~[O,dl; moreover Vy~[O,dl, we have 
I V’( y)l < P, for some P, > 0 not depending on V. If we now choose Z such 
that ((P, . a’)/( 1 - a)). max(x,, c) < s/2, then it suffices to choose 6 > 0 in 
a way that 
I-1 
iFo I V(b) - U&Al <t for Y E IX4 4. 
(ii) Follows immediately from the expression of the derivatives. 1 
LEMMA 2. Let tl, U, u be like in Proposition 1, and let x1, U,, 8, be 
defined similarly with respect to the same X~E [0, l[. Take c E 10, l[. Then: 
(i) VE>O and VP>O, %>O such that if ICC(X)--cr,(x)l<6, 
IN’(O) - a;(o)1 < 6, 1 U(x) - U,(x)1 < 6, I U’(x) - u;(x)1 <P, VXE [O, c], 
then I o(x) - o,(x)1 <E, VXE [0, c]. 
(ii) Given k> 1, VE >O, 36 >O such that if IMP”--&‘(x)l ~6 and 
ICI’,“(x)- U”‘(x)l <6, VXE [0, c] and VO<j<k, then Iziij)(x)- a(j)(x)( 
<E, VXE[O,C] andVO<j<k. 
Proof. (i) We have 
U,(x) - O(x) = f (U,(cc’,x) - zqafx,)) - f (U(dx) - U(dx,)) 
i=O i=O 
= f (ul(GI:x)-u I(@ixo)) - f (u,(~‘x) - Ul(~‘xo)) (a) 
i=O i=O 
+ f. (U,(a’x) - U,(dx,)) - f (U(a’x) - U(dxo)) lb) 
i=O 
For expression (b), we first observe that it is equal to 
2 ((U, - U)(dx) - (U, - U)(dx,)). 
i=O 
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As I(U, - U)’ (x)1 <P, Vxe [0, c], by Lemma 1 we take 6 > 0 such that for 
[(U, - U)(x)/ ~6 on [0, c], expression (b) is <s/2 on [0, c]. Expres- 
sion (a) is equal to 
,go VW&+ U,(a’x))- f w,wl%- Ul(@‘XO)). 
i=O 
That both sums exist can be seen as follows: We can find Q > 0 such that 
VXG [0, c] and VU,: 1 Ul,(x)l < Q. We choose JE N such that crfy and CC”Y 
both belong to [0, c], 
; I U,(af+‘y) - U,(a-‘+$)i < Q 
( 
2 Ia;+‘y - aJ+‘yl 
> 
. 
j=O j=O 
If a’(O) = a, 0 <a < 1, then for 6 < min(a, 1 -a) and b = a + 6, we can take 
J sufficiently large so that Vj>O and Vye [0, c]: Icc{+~YI < bj Icrfcl and 
Icl=“jyl < bj l&c(. By this c,?YO I U,(af+‘y) - U,(aJfjy)l exists and can 
even be chosen <s/8 by taking J sufficiently large. It then sufftces to choose 
6 sufficiently small in order to have 
J-I 
iFo (UI(~‘, Y)-- u~(a’Y)) ~~18 for ye [0, c], 
and this independent of U, (with I( U, - U)(x)1 < 6). 
(ii) For all 1 < j<k, 
Qqx) - U”‘(x) = f (U1 .a;)(j) cx) - f (u. ai) (x) 
i=O i=O 
and essentially the same arguments as in (i) imply what is required. B 
The following proposition is now a direct consequence of Lemma 2. 
PROPOSITION 2. Let fi be like in ( 1 ), for i = 1, 2, x0 E 10, 1 [ and 
Ti = T(v.,, uli,,xo) like in (2). Let [c, d] c 10, l[ with c < d. Then: 
(i) VE>O and VP>O, 36>0 such that if Ial(aZ(x)I<6, 
I4(~)-~P)l <4 I4(1)-4(1)I <6, IUI(x)- U,(x)1 <6, IUi(x)- Wx)l 
<P, Vx E [0, 11, then I T,(x) - T,(x)1 <E, Vx E [c, d]. 
(ii) Given k > 1, VE > 0, 36 > 0 such that if la’,“(x) - a:“(x)/ < 6 and 
I U’,“(x) - U:“(x)1 < 6, VXE [0, l] and VO < j< k, then (Tij’(x) - Ty’(x)l 
<E, VXE [c, d] and VO< j<k. 
Before giving more properties of TX, we will show that it is a positive 
multiple of the Transition function TC,,,,f, as defined in [dMD] (f is like 
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in (1) and y=]O, l[ x (0) re p resents the saddle connection). Let us first . . 
recall the detimtton of TcxO,y,fj and a basic lemma needed in the definition. 
To agree with [dMD], we suppose in (1) that c1 is C’ with r 2 2 and U is 
c’- ‘. 
LEMMA 3 [dMD]. For p= (0, l), and q= (O,O), if ‘pP: (V,,p) -+ 
( R2, 0) and (pq : ( V,, q) + ( R2, 0) are C ’ coordinate systems linearizing f at 
respectively p and q, then there exists a unique function z: y + R satisfying 
the following conditions: 
(i) Zf x, E V,\y is a sequence converging to a point x E y and k is an 
integer such that f kx E V, then 
dq(fkw4 
r!!! d/,(x,,, y) 
= Pt(f"x). 
(ii) z(fx) = (p/A) z(x) for all XE y. This z is C’-’ and, up to u 
constant multiplication, is independent of the Cl-linearizing coordinate 
systems. 
DEFINITION. Let 
Thl.,.r,(x) = log ~ 1 (log r(x) -log $x(J). (4) 
As a matter of fact, in the proof of Proposition 3 we will not need to 
know the existence of Cl-linearizing coordinates, since we will construct 
them (even c’- ‘), only using the analogous result in R. 
PROPOSITION 3. Let f be like in (1) and let TX, be defined like in (2). 
Then TX, is a positive multiple of T(,,,,,-, us defined in (4). 
Proof: As T~x,,,,~~ is independent of the chosen Cl-linearizing coor- 
dinates, we can choose the ones that tit the best. Let x, = clp’xO. We first 
start by considering linearizations cp 1 and cp2 for respectively CI 1 [0, x, ] and 
CI 1 [x,, 11; cp 1 and q2 are as differentiable as ~1. 
rpl: [0,x11 -, CO, X,1 with cp,(O)=O, cpI(x,)=X,, 
H,“cp, = (PI”% 
where H,: [0, X,] + [0, UX,], u H uu. 
v2: Cx,, II-+ CO, x01 with cp2h,) = X,,, cp2(l) = 0, 
HbOv2=v20a, 
where H,: [0, b-‘A’,] + [0, X,,], v H bu. 
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Using cpi x Z or cpz x Z, with Z the identity on [0, cc [, we change f into, 
respectively, 
f,: [O, Xl] x [O, cc [ + [O, UX,] x [O, co[, (u, y) H (au, e”(++(u))y) 
f,:[o,b-'X,]x[O,~[-t[O,X,]x[0,x;[,(o:y)~(bu,e""~"""y). 
Let us write V(u) = U(cp ;‘u), V is at least Cl and V(0) = CL. In order to 
make V constant on [0, aX,] we try a coordinate change of the form 
(u, y) H (u, etil”)y). This changes f, into 
(u,y) H (uu , eJII(“U)-th(U)+ WY) 9 
and so we need 
$1(au) = $1(u) + (P- Vu)) 
By induction this gives 
on CO, XII. 
n-l 
$l(@“u)=II/l(U)- c (Va’u)-P) 
i=O 
and hence 
Ii/,(u)= f (VUiU)-P) 
i=O 
is a good choice. By Proposition 1, we know it exists and it is as differen- 
tiable as I’= Uocp;‘, so at least Cl. 
As a Cl-linearization in the neighborhood of q (a neighborhood 
containing [x0, x,] x {0}), we can now choose the inverse of 
(4 Y) H (cp;‘(u), e-@‘%). 
In the same way, in some neighborhood of p (a neighborhood also 
containing [x0, xi] x {0}), we can choose as Cl-linearization the inverse 
of 
where $2(u) = C,zo (@(b-‘u) + A) and r(u) = - U(cp;‘b~‘u). 
To calculate r-needed to defined TcxO,y,fJ-on the fundamental domain 
cxo, xi], we may take k = 0 (in Lemma 3) and we find the ratio 
z(x) = eth(~l(x)) ~ tidw(x)) 
. . The transition function TcXO,y, fj is now a positive multiple of the function 
which for x has the value 
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C$l(cpl(X)) - $*((P2(x))l - C~,(cplbJ) - ll/2((P2(4)1 
= C~l(cpl(X)) - ~l(cpI(xo))l- C$*((P*(x)) - ti*((P2kl))l 
= ~~owhl~x)w f (Va’cp,(xo))-PI 
[ i=O 
- i~o(~~b’yl,o)+~~-i~o(~~b’lp,(xo))+i)] 
[ 
and as following sums exist (see Proposition l), this is 
f. (V&J,(x)) - vuL4%~xo~N] 
= jFz (u(a’(x))- u(a’(xo))). I 
We can now go on with more properties of T,,. 
PROPOSITION 4. For all x E 10, 1 [, 
TJa”x) = TX,(x) + n. (5) 
ProojY As we already know from (3), TX,(axo) = 1, hence by induction, 
for n > 2, 
1 
= ‘Co)- ‘(l) ( 
1 (U(a’+“x,) - U(a’+“- ‘x0)) 
iez > 
+T.X,(a”-lxo)=l+(n-l)=n 
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T.q(a”x) = u(o)l u(1) (.c (U(a’(a”x))- UWxo),> 
rez 
1 
= u(o)- ‘(l) ( 
1 (U(a’+“x) - U(a’+“x,)) 
ie* > 
+ Lo(anxO) = TX,(x) + n. I 
An interesting property of TX,, shows up in the vector field case. Consider 
i = A(x) 
j = u(x) ‘y 
(6) 
where A and u are C’ on [0, 11. Suppose A(O)=A(l)=O, A(x) <O for 
x E 10, l[, u(0) > 0, U( 1) < 0. 
Let S(x, t) denote the flow of i=A(x) and a(x)= S(x, 1). 
U(x) = j’ u(S(x, t)) dt 
0 
(7) 
then 
f: (x, Y) ++ (a(x), eU’“)y) (8) 
is the (time 1)-mapping of (6). 
Let us now calculate the Normal Transition function TX, off for some 
XOE IO, 1c. 
PROPOSITION 5. The Normal Transition function TX, off as in (8) is 
given by TX, = t(x,, x), where t(xo, x) is such that S(xo, t(x,, x)) = x. 
Proof: We remark that U(0) = u(O) and U( 1) = u( 1). Now 
U(x) = ib’ u(S(x, t)) dt = s”‘“’ z d.z 
x 
and 
44x)) U’(x) = ~ u(x) 
44x)) 
. a’(x) - - 
A(x)’ 
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Hence, 
( ; (U(a’x) - U(dx,)) ’ i= -N ) 
= i=gN U’(a’x). (a’)’ (x) 
= jN ((0 (x) [;:“,::;i af(aix) - Jg]) 
N CT 
IL ,=-N 
= (u N+ l)’ (x) ;;;:y) - (a-N)’ (x) ;;-‘I:: 
4ff N+‘X)-z4(CI-NX) = 
4x) ’ 
because 
s x1X dz 1 -= A(z) i* (4’(x) =. -- * A(a’x) A(x) ’ 
If we now let N + co, we find 
( 
f (U(dx)- U(a’x,)) L”(O;;t;(l), 
i= -m > 
and hence 
1 
T:,(x) = - 
A(x)’ 
As T,,(x,)=O, this gives the result. 1 
Remark. We may observe the noteable fact that TX, is always c’ when 
A is C’, even if u is only c” with s < r. As will be clear from the construc- 
tion in Section 2, this is not true in the diffeomorphism case. 
1.2. The General Case 
In order to define the “Normal transition function” for the general 
situation, we will reduce it to the special one as treated in Section 1.1. Let 
f:Co,1lxCo,~C-Co,lIxro,ooC 
kY)++ (fib~Y)~f*b~Y)) 
(9) 
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be C*, f2(x, 0) = 0, f,(O, y) = 0, fr(l, y) =O. We may write fi(x, y) = 
yg(x, y) with g of class Cl and g(x, 0) > 0. We consider 
4x) = fik 0) 
u(x) = g(x, 0) = e”@) 
(10) 
and we suppose that u(0) = .U > 0, u( 1) = A. < 1, U.(O) = 0, a(l) = 1, cc’(O) = a 
with O<a< 1, ~‘(l)=b with 6> 1, c((x)<x, VXE]~, l[. 
Recall that the Palis index off is defined as (see [dMD] or [PI), 
I,,, = - log p/log 1. (11) 
We define the “Normal linearization” off to be 
PROPOSITION 6. The dlffeomorphisms f and fN have the same transition 
function with respect to the same x0 E (IO, 1 [ x { 0}) (transition function as 
in (4)). 
Proof: Let cp: (V,,q)+(R*,O) and $: (V,,p)+(R*,O) be C’ coor- 
dinate systems linearizing f at respectively p = (LO) and q = (0, 0), and 
such that V, A V, contains an arc Jc [0, l] x (0) connecting the points x0 
and a(xO). 
Then (see [dMD, Lemma 11) the transition function TC,,,,,y, is equal to 
$J w% z(x) - lois ad) 
with r(x) = (8/&42)(7r2 0 $0 cp-‘)(cp(x)), w h ere (ur , u2) represent he linear 
coordinates for cp and n2 is the projection on the second factor for the 
linear coordinates (ur , u2) for $. It suffkes now to show that t only 
depends on fN. On V, we write 
f: (x7 Y) H (Xfi(X? Y), Y&Y Y)) 
cp: (x3 Y) - w,c% Yh Ycp2k Y)) = tu,, u2) 
L: (u,, u*)- (au1 2 P,) 
v’: (u,, U*)++ CU,~,C~,, u ), u*f*(u,, u2)). 
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On VP we write (with z = 1 -x), 
f: (Z? Y) ++ (&k Y). Y72k Y)) 
$1 (2, Y) H hh(Z~ Y), YL(Z> Y)) 
M: (u,, UJH (bu,, h,). 
We may suppose that Cp,(O, 0)= (p2(0, 0)= 1, as well as $,(O, O)= 
+,(O,O)= 1. Since Locp=fpof, 
PY(PZ(X> Y) = cwb> Y)) cp,(xA(x, Yh J&x, Y)). 
The derivative with respect o y, evaluated at y = 0 gives 
P@2(4 0) = d-T 0) cp,(dAx, Oh 0) 
= 4x) (Pz(W), 0). 
By induction, 
and in the limit, as n -+ co, 
@2(x,o)=; T . 
i=O ( > 
In the same way, 
lj2(z, 0) = fj (q2) 
i=O 
so that C&(X, 0) and $,(z, 0) only depend on fN. Because of (p-l ocp =Z, 
Yrp2k Y) 42(W,bG Y)? Ycp2(X, Y)) = Y, 
and hence 
@=32(Xcpl(X? 01, 0) = @2(x, 0). 
Now 
z(x) = 4,(x@,(x, O), 0). lj2( 1 - x, 0) = “;;(; ;p), 
3 
only depending on fN. 1 
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We can hence define the Normal Transition function off as in (9), with 
respect to some x0, as to be TX, with 
Txo(x) = ci,z (lW((~f2PY)( h 0 )- 10g((~f*/~Y)(~‘x,, 0) ) 
log((~f2l6YN 0))-10g((~!*/3Y)(1,0)) 
In the terminology of [dMD] it is (1 + ZY;i))* times the transition 
function TcxO,Y,/). It has all the properties as presented in Section 1.1. 
Extra Remark Concerning f and fN. In [BDS] can be found a proof 
that fandf, are CO-conjugate on [0, l] x [0, co[ in the neighborhood of 
[0, l] x {0}, and for a conjugacy H(x, y) = (h,(x, JJ), h,(x, y)) having the 
following properties: 3~ > 0 for which 
lh,(X,Y)-Yl GY’+l 
Ih,(x, y) - XI d y”. 
(We say that H is normally tangent to the identity). 
Together with Proposition 3 this observation shows that the 
C’-linearization theorem is not needed in the CO-study of diffeomorphisms 
like in (9). 
2. A CLASS OF 3-DIMENSIONAL HOMOGENEOUS 
VECTOR FIELDS PRESENTING MODULI OF STABILITY 
2.1. Definition and Blowing-up of the Vector Fields 
As announced in the introduction we will now present a class of 
homogeneous vector fields with hyperbolic blowing-up, depending on a 
general polynomial P”(x, y) of degree N. 
For a good choice of PN with a degree which we do not control (using 
the Weierstrass approximation theorem) we will be able to prove 
existence of a modulus of stability, as defined in the introduction. 
Let P”(x, y, z) be the homogeneous polynomial of degree N with 
- - 
P(x, Y) = P”(x, Y, 1). ( 
For (X, y, z) representing the coordinates in lR3, let us introduce 
following homogeneous polynomials. 
the 
13) 
the 
14) 
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with ma3 and 2m>N+2. 
F((x, j, 2) = - yP - l + Kqx, y, 2) 
qx, p, 2) = Xz2m ~ ’+ jA(x, y, 2) 
~(~,,,,)~~~*~+~+(~*+y2)~2~-I~(~*+y*)*~*m~3 (15) 
+(~Zm+l N+(~*+y2)22m-l~N)~N(~,y,z) 
+ (2 + jq A(2, y, 2). 
Finally we define the following vector fields, which are homogeneous of 
degree 2m + 2, 
k = (2' + j*) F((x, y, 2) - xyG(X, j, 2) + $(X, j, Z) 
$ = -XjF((x, y, 2) + (22 +i') qx, y, 2) + j$(x, y, Z) (16) 
i=Z[ -xiq.?,y, Z)- yqx,y, z)+f((x,y, Z)] +x’+ jqm+l 
with /I > 0. 
To study these vector fields we use blowing-up at the origin. For a rather 
detailed presentation of this technique in studying homogeneous vector 
fields on R3, we refer to [Cl] and [BDS]. Instead of using spherical coor- 
dinates we will first look what happens near {z = 0}, and then make a 
blowing-up in the z-direction by means of a quadratic transformation, valid 
for z # 0. 
(i) Blowing-up in the (x, y)-direction. 
We change (16) by means of 
x = s cos 27cr/, j = s sin 27~4 z = SD, (17) 
divide by s”” + I, and look at the u-component of the so obtained vector 
field, 
ti= -/3+0(u) (18) 
For p = 0, the circle {u = 0} is invariant. If we take jI > 0, however small, 
the blown-up vector field crosses {u = 0} in the direction of decreasing u. 
For any p > 0 there is a neighborhood of {a = O> in S i x R, where we 
control the vector field. Outside that neighborhood we use blowing-up in 
the z-direction. 
(ii) Blowing-up in the z-direction. 
We use 
x=xz, y= yz, z=z, (19) 
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divide by z”“+‘, and obtain 
.?=(1+(x2+y2))F(x,y, l)+jx(x’+y’)“+’ 
j=(1+(x2+y2))G(x,y, 1)+fly(X2+y2)m+1 (20) 
i=z[f(x,y, l)-xF(x,y, 1)-yG(x,y, 1)-/?(x’+y’)m+l]. 
We have 
A(x, y, 1) = 4 - 5(x2 + y’) + (x2 + y2)2 = A(x, y) 
%Y, l)= -Y++&,Y) 
G(x, Y, 1) =x + Y&G Y) 
f(x, y, 1) = 2 + (x2 + y’) - (x2 + y2)2 + (x2 + y2) A(x, y) 
+(1+(x2+y2))PN(x,y). 
We can write 
f = (1 + (x2 + y2))( - y + xA(x, y)) + Bx(x’ + y2)m+1 
j = (1 + (x2 + y2))(x + yA(x, y)) + by(x’ + y2Yf l (21) 
i=z[(l +(x2+ y2))(2- (x2+ yZ)+PN(x,y))-B(x2+ y2)M+1]. 
As we want to study this system along a compact domain in the (x, y)- 
plane, and up to CO-equivalence, we may as well divide it by the positive 
function (1 + (x2 + y’)). We obtain 
i= -y+x[4-5(x2+ y2)+ (x2+y2)2+/uq(x2+ y2))] 
j = x + y[4 - 5(x2 + y’) + (x2 + y2)2 + pq(X2 + y2))] (22) 
i = z[2 - (x2 + y’) + P(X, y) - jm((x2 + y2))], 
where 
R(u)=u”+l(l+u)-’ for ~420. (23) 
This operation does not alter the Poincart mappings with respect to 
transverse sections. 
Because of the special form of (22), it seems appropriate to write it in the 
cylinder coordinates 
(x, y, z) = (r cos 27~0, r sin 27~0, z). 
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We obtain 
8=1 
f = r(4 - 5r2 + r4 + fiR(r*)) 
i = z(2 - r* + PN(r cos 27ct?, r sin 2710) - BR(r*)). 
(24) 
As B will keps small, and as PN will be chosen to be near zero in large 
parts of the (x, y)-plane, it is interesting to look at the special case j3 = 0, 
PN=O, 
d=l 
i = r(4 - 5r2 + r4) 
i = z(2 -r*), 
(25) 
The critical elements of (25) on {z = 0) are a singularity at {r = O> and 
closed orbits at respectively (r = 1 } and {r = 2). The singularity is a hyper- 
bolic repellor in (x, y, z)-space, both closed orbits are also hyperbolic and 
of saddle type, {r = 1 } (resp. {r = 2)) has its stable (resp. unstable) 
manifold inside {z = 0} and its unstable (resp. stable) manifold in {r = 1) 
(resp. {r = 2)). See Fig. 1 and the upper part of Fig. 2. For /I > 0 small, the 
picture does not change qualitatively. Figure 2 represents the complete 
picture of the spherical blown-up of (16) on S2 x {0}, for whatsoever PN, 
and 6 > 0 small. Figure 1 represents the Poincare-mapping f of (25) with 
respect o a transverse section like, e.g., (0 = 0, z 3 0, r > O}. It is given by 
the time l-mapping of the (r, z)-component of (25). 
If S(r, t) represents the flow of the r-component of (25), and 
tl(r)=S(r, l), then f is given by 
f: (r, z) i+ (a(r), zeuCr)) (26) 
with U(r) = 2 -jA (S(r, r))* dt. We will restrict f to [l, 21 x [0, co[. Its 
Palis index (see (11)) is -log U( 1 )/log U(2) = i. 
FIG. 1. The Poincart mapping of R and Y with respect to {o =o, r >o, z 2 0) csee 
2.l(ii)). 
505!94’2-I3 
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FIG. 2. The phase portrait of XI S* x {O} for B > 0 (see 2.l(ii)). 
Because of Proposition 5, the Normal transition function of f with 
respect to some r0 E ] 1,2[ is 
T 
ro 
(r) = cicz (Va’r) - U(~‘ro)) =t(ro r) 
U(l)- U(2) 3 7 (27) 
where S(r,, t(r,, r)) = r. T,, is hence monotone decreasing (and analytic). It 
can of course be explicitly calculated. 
Still keeping fi = 0 in (24), we will now make a choice of PN leading to 
a non-monotone transition function. 
2.2. Good choice of PN 
(i) For r,E]l, 2[, we change the function U into some V= U+ K, 
with 
- KisC” 
- Supp(K) = OfO) c ldro), roC (28) 
- M= T,, + K is a Morse function on ]cr(r,), ro[ with one mini- 
mum (in ri) and one maximum (in r2), and (M(r,)-M(r,))$H. (See 
Fig. 3.) 
Let g: (r, z)+-+ (a(r), zeV”‘). For the transition function S,, of g and for 
r E [a(r,), ro] we have 
S,(r) = CieZ (Va’r) - Ua’rd) 
V(l)- U2) 
= T,,(r) + (V(r) - U(r)) 
= T,,(r) + K(r) = M(r). 
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FIG. 3. S,, = T,, + K on a fundamental domain [a(ro), ro] (see 2.2(i)). 
For r E [CL’+ ‘rO, A,], 
S,(r) = T,,(r) + K(cc-jr). 
S, is not monotone, it is a Morse function, and the value in a minimum 
is never equal to the value in a maximum. 
(ii) Let D { - c z 0, 1 < r < 2} be the open rectangle (see Fig. 4) given 
as the interior of the image of 
Ca(r,), lo] x [O, 1 I -+ R2 
(0, t) H (S(0, t) cos 27ct, S(v, t) sin 27cl). 
FIG. 4. Domain DC {z=O, 1 <r<2} (see 2,2(ii)). 
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It is a well-known construction to find a C” function F, with supp(F) c D, 
such that g represents the Poincare mapping-with respect o { 0 = 0, Y 2 0, 
z 3 0}-of the vector field, 
e=1 
i = r(4 - 5r2 + r4) (29) 
i = z(2 - r* + F(r cos 27~0, r sin 27~0)). 
The easiest way is to do it in the (u, t)-coordinates. We choose any C” 
function u(t) which is zero near t = 0 and 1 near t = 1. For F(x, y) z(a/az) 
in the (a, t)-coordinates it suffices now to take a’(t) K(r) z(a/az). 
(iii) We use the “Weierstrass approximation theorem” to approxi- 
mate F(x, y) by a polynomial PN(x, y) which is s-C*-near F on the closed 
ball {r d 3). We take E sufficiently small in order to have the following 
properties for system (24) with /I=O: 
~ The critical elements remain hyperbolic and of the same type as 
in (25) (eigenvalues and Floquet exponents change slightly). 
~ The Poincare mapping with respect to { 19 = 0, z > 0, 1 Q r d 2) 
is so C2-close to g, that the Normal transition function remains a non- 
monotone Morse function with values in the maxima different from those 
in the minima. 
This is possible since we know from Proposition 2 that on a fundamental 
domain, the Normal transition function changes C2-continuously if the 
diffeomorphism does. And of course the Poincare mapping changes 
C*-continuously when the vector field does. 
(iv) Finally we choose fl> 0 small enough in order not to disturb the 
picture which we come to describe. 
The interesting part of the Poincare-mapping g is now not defined on 
{0=0, 220, 1 <r<2} but on some region PC {0=0, z>O, r-20) which 
has slightly changed. 
‘(v) We observe that changing P”(x,y) into PN(x,y)+y(x2+ y’) 
with y sufficiently small, will not disturb the essential features, but will 
change the Palis index of the Poincare mapping with respect to the 
appropriate region P. 
For further use, let Ps denote the suspension of P by the vector field, 
and let P, denote the image of Ps after blowing down. P denotes the image 
of P after blowing-down, and 2 1 P the blowing-down of g I P. 
2.3. On the Existence of a Modulus 
We start with a homogeneous vector field X like in (16) with a choice 
of PN and /? as we come to describe. 
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We take a second one X’ (like in (16)) sufficiently near the first in order 
to have the same essential properties. If X and X’ are CO-equivalent in the 
neighborhood of the origin, then necessarily the equivalence H needs to 
send the invariant cones of X to the invariant cones of X’, and needs to 
send the region P, for X to the analogous Pk for X’. 
As the blowing-ups of respectively X( P, and X’I p:, are hyperbolic 
(Morse Smale on the sphere and normally hyperbolic along the critical 
elements), a proof similar to the one in [D, Sect. 51, can be used to show 
that XI p, and X’I P:, are CO-equivalent if and only if the associated 
Poincare mappings 2 1 B and g’ I P’ are CO-conjugate. 
Of course, 2 I B and g’ I i” will be CO-conjugate if and only if g I P and 
g’ I P’ are “Pinched Co-conjugate” in the sense of [dMD]. Recall from (23) 
that g I P (resp. g’ I P’) is also the Poincart-mapping of 71 Ps (resp. 8’ I P$). 
DEFINITION. g I P and g’ I P’ are called “Pinched Co-conjugate” if 
there exist neighborhoods U and U’ of respectively (P n {z = 0}) and 
(P’n {z=O}), and a homeomorphism h: Un {z>O} --f U’n {z>O}, 
which sends neighborhoods of (PA {z = 0}) to neighborhoods of 
(P’n{z=O}) d h’ h an w rc IS a Co-conjugacy between g I (P n {z > 0)) and 
g’I(P’n {z>O}). 
Both Poincart-mappings g and g’ have .a transition function which is a 
non-monotone Morse function with the necessary requirements on the 
critical values. We can apply [dMD, Theorem 21 (or at least [dMD, 
p. 101, Remark 33 in order to show that the Palis-index is a modulus of 
stability. 
That the Palis index can be changed in a continuous way within the class 
of vector fields (16), has been shown in 2.2(v). 
Final Remarks. (1) Presumably the Palis index (l-dimensional) is not 
a complete modulus and, as was conjectured by M. I. Camacho, the critical 
values of the transition function, restricted to a fundamental domain, are 
also moduii. They are finite in number, since the (Normal) transition 
function is analytic. For the notion of “Co-conjugacy,” instead of “Pinched- 
Co-conjugacy,” they are indeed moduli (see [dM]). 
(2) In case the transition function is monotone, then by [dMD, 
Theorem 11, gl P is stable for Co-conjugacy and the Palis index is no 
longer a modulus. 
ACKNOWLEDGMENTS 
We thank the CNPq of Brazil and the NFWO of Belgium for their financial support. We 
thank the IMPA and the UFRJ in Rio de Janeiro for the hospitality they showed us while 
we were working on this paper. 
400 FREDDY DUMORTIER 
REFERENCES 
[BDS] P. BONCKAERT, F., DUMORTIER, AND S. VAN STRIEN, Singularities of vector fields on 
Iw3 determined by their first non-vanishing jet, Ergodic Theory Dynamical .Systems 9 
(1989), 281-308. 
[Cl] M. I. CAMACHO, A Contribution to the topological classification of homogeneous 
vector tields in R3, J. Differenriul Equafions 57 (1985), 159-171. 
[CZ] M. I. CAMACHO, Genericity of hyperbolic homogeneous vector fields in R3, preprint 
[dM] W. DE MELO, Moduli of stability of two dimensional diffeomorphisms, Topology 19 
(1980), 9-21. 
[dMD] W. DE MELO AND F. DUMORTIER, A type of moduli for saddle connections of planar 
diffeomorphisms, J. Differential Equations 75 (1988), 88-102. 
CD3 F. DUMORTIER, Non-stabilisable jets of diffeomorphisms in R* and of vector fields in 
R3, Ann. of Math. 124 (1986), 405440. 
WI J. PALE, A differentiable invariant of topological conjugacies and moduli of stability, 
AstPrisque 51 (1978), 335-346. 
[ST] S. VAN STRIEN AND G. TAVARES DOS SANTOS, Moduli of stability for germs of 
homogeneous vector fields on R 3, J. Differential Equations 69 (1987), 63-84. 
CULL] M. URBINA, M. LEON DE LA BARRA, AND G. LEON DE LA BARRA, Stability of vector 
fields on R3, determined by the lirst non-vanishing jet, J. Differenfial Equations 79 
(1989), 178-187. 
