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THE MULTI-RETURNING SECRETARY PROBLEM
L. BAYO´N, P. FORTUNY, J. GRAU, A. M. OLLER-MARCE´N, AND M. M. RUIZ
Abstract. In this paper we consider the so-called Multi-returning secretary
problem, a version of the Secretary problem in which each candidate has m
identical copies. The case m = 2 has already been completely solved by
several authors using different methods, but the case m > 2 had not been
satisfactorily solved yet. Here, we provide and efficient algorithm to compute
the optimal threshold and the probability of success for every m. Moreover,
we give a method to determine their asymtoptic values based on the solution
of a system of m ODEs.
Keywords: Multi-returning secretary problem, Secretary problem, Combinato-
rial Optimization, Dynamic programming
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1. Introduction
The so-called Secretary problem is possibly one of the most famous problem in
optimal stopping theory. This problem can be stated as follows: We want to select
the best out n rankable candidates. The candidates are inspected one by one at
random order and we have to accept or reject the candidate immediately. At each
step, we can rank the candidate among all the preceding ones, but we are unaware of
the quality of yet unseen candidates. The goal is to determine the optimal strategy
that maximizes the probability of selecting the best candidate.
Dynkin [6] and Lindley [17] independently proved that the best strategy consists
in rejecting roughly the first n/e interviewed candidates and then selecting the
first one that is better than all the preceding ones. Following this strategy, the
probability of selecting the best candidate is at least 1/e, this being its approximate
value for large values of n. This well-known solution was later refined by Gilbert
and Mosteller [14], showing that
⌊
(n− 12 )e
−1 + 12
⌋
is a better approximation than
⌊n/e⌋, although the difference is never greater than 1. The Secretary problem
has been addressed by many authors in different fields such as applied probability,
statistics or decision theory. Extensive bibliographies on the topic can be found in
[7], [8] and [23] for instance.
This classical problem has several modifications that can be addressed and solved
in a rather straightforward manner using the so-called odds-algorithm devised by
Bruss [4]. We can mention, for example:
• The Best or Worst problem, in which the goal is to select either the best or
the worst candidate [2].
• The Postdoc problem, in which the goal is to select the second best candidate
[2, 25] or, even more generally, the k-th best candidate [24].
• The Win, Lose or Draw marriage problem, in which the payoff is 1 if the
best candidate is selected, −1 if a non-best candidate is selected, and 0 if
no candidate is selected; and the goal is to maximize the payoff [20].
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• The Secretary problem with uncertain employment, in which a candidate
may refuse to be accepted with a given probability [21].
• The One of the best two problem, in which the goal is to select either the
best or the second best candidate receiving different payoffs in each case
[14, 16].
Another interesting variant of the classical problem, the so-called Returning Sec-
retary problem, was introduced by Garrod in 2012 [10, 11]. In this variant, every
candidate has an identical copy and the goal is still to select the best candidate. In
2015, Vardi [26, 27] independently addressed the same problem. Both Garrod and
Vardi approach the problem from the perspective of partially ordered sets. Very
recently, Grau [15] introduced a new method based on the solution of differential
equations.
The previous variant can be further generalized to consider the Multi-returning
Secretary problem, in which every candidate has m identical copies or, equivalently,
in which every candidate is inspected m times. Garrod [10] shows that the optimal
strategy in the Multi-returning Secretary problem is a threshold strategy (just
like in the classical problem). He also provides explicit formulas for the optimal
threshold kmn [10, Theorem 2.2] and for the probability of success P
m
n [10, Theorem
2.16]. However, his formulas are very inefficient from the computational point of
view. In fact, for a fixed m, the formula for kmn requires a number of operations
of order O(n2) while the formula for Pmn requires a number of operations of order
O(nm−1). Regarding the asymptotic behavior, Garrod is able to prove for every
fixed n that limm k
m
n = ⌈n/2⌉ and that limm P
m
n = 1. However, the limitations of
Garrod’s approach for m > 2 are clearly shown in the following table [10, p. 51].
Table 1. Table from [10, p.51]. Numbers in boldface are wrong
in the original (correct values are in parentheses).
m km100 k
m
1000 limn
(
k
m
n
n
)
Pm100 limn P
m
n
1 38 369 0.3679 0.3708 (0.371042) 0.3678794
2 48 471 0.4709 0.76970661 0.7679742
3 50 493 ? 0.9354 (0.93518) ?
4 50 499 ? ? ?
5 50 500 ? ? ?
6 50 500 ? ? ?
7 50 500 ? ? ?
8 50 500 ? ? ?
9 50 500 ? ? ?
10 50 500 ? ? ?
Motivated by these limitations, Garrod [10, p. 52] presents a series of open
problems:
(1) Improve the formula for Pmn .
(2) For fixed m, prove that limn
(
k
m
n
n
)
exists.
(3) For fixed m, prove that limn P
m
n exists.
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(4) If limn
(
k
m
n
n
)
exists, find its value as the root of an equation or as a function
of limn
(
k
m−1
n
n
)
.
(5) If limn P
m
n exists, find its value as the root of an equation or as a function
of limn P
m−1
n .
In the present paper we address the previous open problems. In particular, we
give efficient algorithms that compute kmn and P
m
n as well as a method, based on
the techniques introduced in [15] to compute their asymptotic values.
The paper is organized as follows. In Section 2 we present some technical results.
Section 3 is devoted to revisit the m-returning secretary problem using a dynamic
programming approach, providing a method to compute Pmn . In Sections 4 and 5,
using the ideas from [15], we give methods to compute the asympotic values of kmn
and Pmn . Finally, Section 6 concludes the paper relating our results to Garrod’s
open problems.
2. Some technical results
In this section we present some technical results that will be used extensively in
forthcoming sections. The first proposition was already introduced in [15, Propo-
sition 1] and, in some sense, it extends [2, Proposition 1].
Proposition 1. Let {Fn}n∈N be a sequence of functions with Fn : {0, . . . , n} →
R and let M(n) ∈ {0, . . . , n} be a value for which the function Fn reaches its
maximum. Assume that the sequence of functions {fn}n∈N defined by fn(x) :=
Fn(⌊nx⌋) for every x ∈ [0, 1] converges uniformly on [0, 1] to a continuous function
f and that θ is the only global maximum of f in [0, 1]. Then,
i) lim
n
M(n)/n = θ.
ii) lim
n
Fn(M(n)) = f(θ).
Proof. It is identical to the proof of [2, Proposition 1]. 
The following result, which is rather similar to the previous one, will also turn
out to be useful in the sequel.
Proposition 2. Let {Fn}n∈N be a sequence of functions with Fn : {0, . . . , n} → R
and let N (n) ∈ {0, . . . , n− 1} be such that
N (n)
n
< Fn (N (n)) ,
N (n) + 1
n
≥ Fn (N (n) + 1) .
Assume that the sequence of functions {fn}n∈N defined by fn(x) := Fn(⌊nx⌋) for
every x ∈ [0, 1] converges uniformly on [0, 1] to a continuous function f and that θ
is the only solution of x = f(x). Then, lim
n
N (n)/n = θ.
Proof. Let us consider the sequence {N (n)/n} ⊂ [0, 1] and assume that {N (sn)/sn}
is a subsequence that converges to certain value α ∈ [0, 1]. Then,
α = lim
n
N (sn)
sn
≤ lim
n
Fsn(N (sn)) = lim
n
Fsn
(
N (sn)
sn
sn
)
= lim
n
fsn
(
N (sn)
sn
)
= f(α),
f(α) = lim
n
fsn
(
N (sn) + 1
sn
)
= lim
n
Fsn(N (sn) + 1) ≤ lim
n
N (sn) + 1
sn
= α.
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Consequently, α = f(α) and since θ is the only solution of x = f(x) it follows that
θ = α.
Thus, we have proved that every convergent subsequence of {N (n)/n} converges
to the same limit θ. Since {N (n)/n} is defined on a compact set this implies that
{N (n)/n} itself must also converge to θ. 
In some cases, the functions Fn : {0, . . . , n} → R can be naturally extended to
continuous functions F˜n : [0, n] → R so that Fn can be seen as the restriction of
F˜n to [0, n] ∩ Z. In this situation, fn(x) = Fn(⌊nx⌋) = F˜n(nx), and the uniform
convergence of the sequence {fn} to a continuous function f is usually easy to
establish as it was the case in [2] or in [3]. However, in a general situation the
functions F˜n might not be easy to find and the uniform convergence of the sequence
{fn} to a continuous function is difficult to establish.
In this work, we will follow an approach similar to that in [15]. Namely, we will
assume the uniform convergence of the sequence {fn} to a continuous function.
Under this assumption the following results show that the limit function f can be
easily found provided the functions Fn are recursively defined.
Proposition 3. Let {Fn}n∈N, {Gn}n∈N and {Hn}n∈N be sequences of functions
with Fn, Gn, Hn : {0, . . . , n} ∈ R such that they satisfy
Fn(k) = Gn(k) +Hn(k)Fn(k − 1),
Fn(0) = µ.
Moreover, for every x ∈ [0, 1], let us define fn(x) := Fn(⌊nx⌋), hn(x) := n(1 −
Hn(⌊nx⌋)) and gn(x) := nGn(⌊nx⌋). If the following conditions hold:
i) Both sequences {hn} and {gn} converge on (0, 1) and uniformly on [ε, ε′] for
every 0 < ε < ε′ < 1 to continuous functions h(x) and g(x), respectively.
ii) The sequence {fn} converges uniformly on [0, 1] to a continuous function
f .
Then, f(0) = µ and f satisfies the equation f ′ = −fh+ g in (0, 1).
Proof. See [15, Theorem 1]. 
Proposition 4. Let {Fn}n∈N, {Gn}n∈N and {Hn}n∈N be sequences of functions
with Fn, Gn, Hn : {0, . . . , n} ∈ R such that they satisfy
Fn(k) = Gn(k) +Hn(k)Fn(k + 1),
Fn(n) = µ.
Moreover, for every x ∈ [0, 1], let us define fn(x) := Fn(⌊nx⌋), hn(x) := n(1 −
Hn(⌊nx⌋)) and gn(x) := nGn(⌊nx⌋). If the following conditions hold:
i) Both sequences {hn} and {gn} converge on (0, 1) and uniformly on [ε, ε′] for
every 0 < ε < ε′ < 1 to continuous functions h(x) and g(x), respectively.
ii) The sequence {fn} converges uniformly on [0, 1] to a continuous function
f .
Then, f(1) = µ and f satisfies the equation f ′ = fh− g in (0, 1).
Proof. See [15, Theorem 2]. 
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Example 1. In the case of the classic Secretary problem, the probability of success
using the threshold k is given by a function Fn(k) which satisfies the following
recurrence relation:
Fn(k) =
1
n
+
k
k + 1
Fn(k + 1),
Fn(n) = 0.
If we consider Gn(k) =
1
n
and Hn(k) =
k
k+1 we get that gn(x) = 1 and hn(x) =
n ⌊nx+1⌋−⌊nx⌋⌊nx+1⌋ so it is easy to check that condition i) in Proposition 4 holds with
g(x) = 1 and h(x) = 1
x
. Consequently, if we assume condition ii); i.e., if we assume
that the sequence {fn} converges uniformly on [0, 1] to a continuous function f
then this function f must satisfy the ODE f ′ = f
x
− 1 and the condition f(1) = 0.
This leads to the well-known function f(x) = −x log(x), whose maximization
in [0, 1] together with Proposition 1 provide the asymptotic value of the optimal
threshold n/e as well as the asymptotic probability of success e−1.
3. A dynamic programming approach to the m-returning Secretary
problem
Let us assume that there are n candidates that arrive sequentially and that
there are exactly m identical copies of each candidate. The order in which they are
inspected is random (of course, there are (mn)! possibilities). At any given step it
is only possible to know who is the best candidate so far and how many copies of
this candidate have been inspected. Once a candidate is accepted, the process ends
and, as usual, to succeed means to select the best candidate. We seek to maximize
the probability of success.
A candidate which is better than all the preceding ones will be called a maximal
candidate. Note that it is always preferable to reject a maximal candidate on its first
m− 1 appearances since we will always be able to accept it on its m-th appearance
and, until then, other better candidates might appear. Thus, a maximal candidate
appearing for the m-th time will be called a nice candidate. On the other hand, if
we inspect a non-maximal candidate, it is irrelevant if any other of its copies has
already been inspected. In fact, once a non-maximal candidate has been inspected,
all of its copies can be considered as inspected.
The previous considerations imply that, at any given step, the relevant informa-
tion is just the number of different inspected objects and the number of appearances
of the maximal object so far. In particular, the decision nodes of this dynamic pro-
gram are the appearances of nice candidates and there are only two possible actions:
accept the candidate and stop or reject it and continue. As usual, an strategy is
optimal if and only if, at any decision node, we choose the action with the greatest
probability of success.
In what follows we will consider the events
Xk,im,n =“succeed following the optimal strategy after having rejected k different
candidates among which the maximal candidate has appeared i times”
and we will denote Ψim,n(k) = p
(
Xk,im,n
)
.
Recall that Pmn denotes the probability of success under the optimal strategy.
Hence, with our notation, we have that Pmn = p(X
1,1
m,n) = Ψ
1
m,n(1) (note that due
to the conditions of the problem we will always reject the first candidate ifmn > 1).
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The following results will be devoted to provide recursive relations for the function
Ψim,n that will ultimately allow us to effectively compute P
m
n .
Proposition 5. Ψmm,n(n) = 0 and for every 1 ≤ k < n, we have that
Ψmm,n(k) =
k
k + 1
Ψmm,n(k + 1) +
1
k + 1
Ψ1m,n(k + 1).
Proof. First of all, it is obvious by definition that Ψmm,n(n) = 0. If we have inspected
n different candidates (all the possible ones) and the maximal candidate has already
appeared m times, then this maximal candidate is in fact the best candidate and
it will not appear again. Thus, we can no longer select it and we cannot succeed.
Now, let us focus on Ψmm,n(k) for 1 ≤ k < n. If we consider the event A=“The
next inspected candidate is maximal”, then the Law of total probability leads to
Ψmm,n(k) = p
(
Xk,mm,n
)
= p
(
Xk,mm,n|A
)
p(A) + p
(
Xk,mm,n|A
)
p(A).
By the very definition it is straightforward to see that p
(
Xk,mm,n|A
)
= Ψ1m,n(k+1)
and that p
(
Xk,mm,n|A
)
= Ψmm,n(k + 1). Since, in addition, it is also obvious that
p(A) = 1
k+1 the result follows. 
Proposition 6. Ψm−1m,n (n) = 1 and for every 1 ≤ k < n, we have that
Ψm−1m,n (k) =
1
mn−mk + 1
max
{
k
n
,Ψmm,n(k)
}
+
k(mn−mk)
(k + 1)(mn−mk + 1)
Ψm−1m,n (k + 1)+
+
mn−mk
(k + 1)(mn−mk + 1)
Ψ1m,n(k + 1).
Proof. First of all, it is obvious by definition that Ψm−1m,n (n) = 1. If we have in-
spected n different candidates (all the possible ones) and the maximal candidate
has appeared m−1 times, then this maximal candidate is in fact the best candidate
and we just have to wait until it appears again in order to guarantee the success.
Now, let us focus on Ψm−1m,n (k) for 1 ≤ k < n. We consider the following events:
A = “The next inspected object is the last copy of the maximal candidate”,
B = “The next inspected object is a new maximal candidate”,
C = “The next inspected candidate is not maximal”.
Since in this setting {A,B,C} is a complete system of events, the law of total
probability leads to
Ψm−1m,n (k) = p
(
X
k,m−1
m,n
)
= p
(
X
k,m−1
m,n |A
)
p(A)+p
(
X
k,m−1
m,n |B
)
p(B)+p
(
X
k,m−1
m,n |C
)
p(C).
It is easy to see that
p(A) =
1
mn−mk + 1
,
p(B) =
mn−mk
(k + 1)(mn−mk + 1)
,
p(C) = 1− p(A)− p(B) =
k(mn−mk)
(k + 1)(mn−mk + 1)
.
Like in the previous proposition, the very definition leads to the fact that p
(
Xk,m−1m,n |B
)
=
Ψ1m,n(k + 1) and p
(
Xk,m−1m,n |C
)
= Ψm−1m,n (k + 1). The last remaining probability is
slightly more tricky.
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We claim that p
(
Xk,m−1m,n |A
)
= max
{
k
n
,Ψmm,n(k)
}
. This happens because in this
case the optimal strategy will select the next candidate (which is a nice candidate)
if and only if the probability of success choosing it (which is k/n) is greater than
the probability of success if we reject the nice candidate and keep going (which is
Ψmm,n(k + 1)). In any case, the final probability of success is the maximum of both
values, as claimed. 
Proposition 7. Let i ∈ {1, . . . ,m− 2}. Then, Ψim,n(n) = 1 and for every 1 ≤ k <
n, we have that
Ψim,n(k) =
k(mn−mk)
(k + 1)(mn−mk +m− i)
Ψim,n(k + 1) +
k(mn−mk)
(k + 1)(mn−mk +m− i)
Ψi+1m,n(k)+
+
mn−mk
(k + 1)(mn−mk +m− i)
Ψ1m,n(k + 1).
Proof. First of all, it is obvious by definition that Ψim,n(n) = 1. If we have in-
spected n different candidates (all the possible ones) and the maximal candidate
has appeared i times (with 1 ≤ i ≤ m − 2), then this maximal candidate is in
fact the best candidate and we just have to wait until it appears again in order to
guarantee the success.
Now, let us focus on Ψim,n(k) for 1 ≤ k < n. We consider the following events:
A = “The next inspected object is another copy of the maximal candidate”,
B = “The next inspected object is a new maximal candidate”,
C = “The next inspected candidate is not maximal”.
Since in this setting {A,B,C} is a complete system of events, the law of total
probability leads to
Ψim,n(k) = p
(
X
k,i
m,n
)
= p
(
X
k,i
m,n|A
)
p(A) + p
(
X
k,i
m,n|B
)
p(B) + p
(
X
k,i
m,n|C
)
p(C).
It is easy to see that
p(A) =
m− i
mn−mk +m− i
,
p(B) =
mn−mk
(k + 1)(mn−mk +m− i)
,
p(C) = 1− p(A)− p(B) =
k(mn−mk)
(k + 1)(mn−mk +m− i)
.
Like before, the very definition leads to the fact that p
(
Xk,im,n|A
)
= Ψi+1m,n(k),
p
(
Xk,im,n|B
)
= Ψ1m,n(k+1) and p
(
Xk,im,n|C
)
= Ψim,n(k+1) and the result follows. 
Once we have established the previous recursive relations, we are in condition to
determine the computational complexity of the associated dynamic program.
Proposition 8. For any fixed m, the computational complexity of the dynamic
program defined by the previous recurrences is O(n).
Proof. It is enough to observe that the number of required operations to compute
{Ψim,n(k)}
m
i=1 from {Ψ
i
m,n(k + 1)}
m
i=1 is independent of n. 
En la siguiente tabla mostramos el tiempo requerido para el ca´lculo de la proba-
bilidad de e´xito param = 4 and n = 10·2i para i = 1, ...12 con el algoritmo descrito.
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Puede observarse que el tiempo de computacio´n abandona pronto el cara´cter lineal
que cabe esperarse de la proposicio´n anterior. Esto es as´ı porque, si bien el nu´mero
de operaciones aritme´ticas es de orden lineal, el ca´lculo exacto involucra nu´meros
racionales de un nu´mero de cifras muy elevado que hace que el orden del tiempo de
computacio´n y el orden del nu´mero de operaciones se haga sensiblemente diferente.
Sin embargo, si utilizamos una precisio´n de 16 d´ıgitos, el tiempo de computacio´n
sigue con absoluta fidelidad el orden lineal (doble nu´mero de objetos, doble tiempo).
n 80 160 320 640 1280 2560 5120 10240 10 · 211 10 · 212
s. exacto 0.06 0.9 0.23 0.65 2.64 13.64 89.75 x x x
s. aprox 0.04 0.07 0.15 0.26 0.50 1.01 1.96 3.96 8.06 16.84
Usando el algoritmo de Garrod los tiempos de computacio´n parecen ir ma´s alla´
del orden O(n3) del nu´mero de operaciones que involucran sus fo´rmulas y pronto
resulta impracticable.
n 8 16 32 64 128 556
s. Garrod 0.06 0.35 4.23 58.26 943.6 x
We have already mentioned that if a maximal candidate is accepted after the
inspection of k different candidates, the probability of success if k/n, just like in
the classical Secretary problem. Also recall that it is always preferable to reject
a maximal candidate unless it is a nice candidate. Consequently, it is clear that
the optimal strategy consists in accepting a nice candidate whenever the number
of different inspected candidates belongs to the so-called stopping set
S := {k : k/n ≥ Ψmm,n(k)}.
If the stopping set consists of a single stopping island (see [18] for a precise def-
inition) then we say that the optimal strategy is a threshold strategy. In such a
case, minS is called the optimal threshold. We now prove that like in the classic
Secretary problem, the optimal strategy for the m-returning Secretary problem is
a threshold strategy. Although this was already proved by Garrod, we provide a
simpler proof based in the previous dynamic program.
Theorem 1. In the m-returning Secretary problem, let n be the number of different
objects. Then, there exists kmn such that the following strategy is optimal:
(1) Reject the kmn first different inspected objects.
(2) After that, accept the first nice candidate.
Proof. We have to prove that, for every k the following holds
k
n
≥ Ψmm,n(k) =⇒
k + 1
n
≥ Ψmm,n(k + 1).
To do so, it suffices to see that Ψmm,n is non-increasing. In fact, the very definition
implies that Ψmm,n(k + 1) ≤ Ψ
1
m,n(k + 1) so, applying Proposition 5 we get that
Ψmn (k) =
k
1 + k
Ψmm,n(k + 1) +
1
1 + k
Ψ1m,n(k + 1) ≥ Ψ
m
m,n(k + 1)
and the result follows. 
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4. The asymptotic optimal stopping threshold
In the previous section we have proved the existence of an optimal stopping
threshold kmn . Now, we will study its asymptotic behavior. Namely, we will compute
limn k
m
n /n. To do so, we need to consider the events
Y k,im,n =“succeed accepting the first nice candidate after having rejected k different
candidates among which the maximal candidate has appeared i times”
and we will denote Φim,n(k) = p
(
Xk,im,n
)
.
These functions Φim,n satisfy nearly the same recursive relations that were sat-
isfied by the functions Ψim,n as we see in the proposition below.
Proposition 9. Φim,n(n) = 0 for every i ∈ {1, . . . ,m − 1}, Φ
m
m,n(n) = 1 and, if
1 ≤ k < n, the following hold
Φmm,n(k) =
k
k + 1
Φmm,n(k + 1) +
1
k + 1
Φ1m,n(k + 1).
Φm−1m,n (k) =
1
mn−mk + 1
Φmm,n(k) +
k(mn−mk)
(k + 1)(mn−mk + 1)
Φm−1m,n (k + 1)+
+
mn−mk
(k + 1)(mn−mk + 1)
Φ1m,n(k + 1).
Φim,n(k) =
k(mn−mk)
(k + 1)(mn−mk +m− i)
Φim,n(k + 1) +
k(mn−mk)
(k + 1)(mn−mk +m− i)
Φi+1m,n(k)+
+
mn−mk
(k + 1)(mn−mk +m− i)
Φ1m,n(k + 1).
Proof. Just reason in the same way as in Propositions 5, 6 and 7. 
As a consequence of their very similar definition and since they satisfy nearly
the same recursive relations, this is no surprise that the functions Φim,n and Ψ
i
m,n
are closely related. In fact, we have the following result.
Proposition 10. The following relations hold.
i) If k ≥ kmn , then Φ
i
m,n(k) = Ψ
i
m,n(k) for every 1 ≤ i ≤ m.
ii) Φim,n(k
m
n − 1) ≤ Ψ
i
m,n(k
m
n − 1) for every 1 ≤ i ≤ m− 1.
iii) Φmm,n(k
m
n − 1) = Ψ
m
m,n(k
m
n − 1).
iv) If 1 ≤ k < kmn , then Φ
i
m,n(k) ≤ Ψ
i
m,n(k) for every 1 ≤ i ≤ m.
Proof. To prove i) it is enough to recall that kmn is the optimal threshold. Hence,
if k ≥ kmn , the optimal strategy (recall Theorem 1) that defines Ψ
i
m,n(k) coincides
with the strategy that defines Φim,n(k) and both functions are equal as claimed.
Now, to prove ii), iii) and iv) it is enough to apply i) and Propositions 5, 6, 7
and 9 proceeding inductively. 
Proposition 11. Let kmn be the optimal threshold. Then, Φ
m
m,n(k
m
n ) ≤ k
m
n /n and
Φmm,n(k
m
n − 1) > (k
m
n − 1)/n.
Proof. Recall that, by definition kmn = min{k : k/n ≥ Ψ
m
m,n(k)}. Thus, it is enough
to apply this fact and Proposition 10 i) and iv). 
Now, for every 1 ≤ i ≤ m, let us define φim,n(x) := Φ
i
m,n(⌊xn⌋). Under suitable
assumptions over the uniform convergence of the sequence {φim,n}n, we will be able
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Figure 1. Φ13,300(x) versus Ψ
1
3,300(x).
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Figure 2. Φ23,300(x) versus Ψ
2
3,300(x).
to apply Proposition 2 and Proposition 4 in order to determine the asymptotic
behavior of kmn .
Proposition 12. Let us assume that, for every 1 ≤ i ≤ m, the sequence of func-
tions {φim,n}n converges uniformly on [0, 1] to a function Y
i
m which is continuous
and derivable on (0, 1]. Then, the functions {Y im} satisfy the following system of
ODEs on the interval (0, 1]

(m−mx)y′1(x) = (m− 1)y1(x)− (m− 1)y2(x)
(mx−mx2)y′i(x) = m(x − 1)y1(x) + (m− ix)yi(x) + x(m− 1)yi+1(x), 2 ≤ i ≤ m− 2
(mx−mx2)y′m−1(x) = −(m−mx)y1(x) + (m− (m− 1)x)ym−1(x)− x
2
xy′m(x) = −y1(x) + ym(x)
with the conditions yi(1) = 1 for every 1 ≤ i ≤ m− 1 and ym(1) = 0.
Proof. Due to Proposition 9, we have that Φ1n(n) = 1 and
Φ1m,n(k) = Gn(k) +Hn(k)Φ
1
m,n(k + 1),
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Figure 3. Φ33,300(x) versus Ψ
3
3,300(x).
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Figure 4. φ23,n(x) for n ∈ {20, 50, 100, 1000}.
where
Gn(k) =
m− 1
m n−m k +m− 1
Φ2m,n(k),
Hn(k) =
m n−m k
m n−m k +m− 1
.
If we denote hn(x) := n(1 −Hn(⌊nx⌋)) and gn(x) := nGn(⌊nx⌋), we are in the
conditions to apply Proposition 4 with g(x) =
m− 1
m−mx
y2(x) and h(x) =
m− 1
m−mx
and we can conclude that y1(1) = 1 and that y1(x) satisfies the following ODE
y′1(x) = h(x)y1(x)− g(x) =
m− 1
m−mx
y1(x) −
m− 1
m−mx
y2(x).
The remaining equations arise int he same way just using Proposition 9 and
Proposition 4 repeatedly. 
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We have just seen that φim,n → Y
i
m uniformly on [0, 1] and the functions Y
i
m(x)
are the solutions of the system of ODEs from Proposition 12. Furthermore, we have
the following result.
Theorem 2. Let us assume that, for every 1 ≤ i ≤ m, the sequence of functions
{φim,n}n converges uniformly on [0, 1]. Also, let k
m
n be the optimal threshold. Then,
limn k
m
n /n = ϑm, where ϑm is the solution to the equation x = Y
m
m (x).
Proof. Proposition 12 and Proposition 11 imply that we are in the conditions to
apply Proposition 2 and the result follows immediately. 
Theorem 2 can be used to compute limn k
m
n /n with arbitrary precision because,
due to Proposition 12, we can obtain Y mm (x) as a power series centered at x = 1.
As an example we work out the case m = 3 but the reasoning would be essentially
the same for any other value of m.
Corollary 1. With the previous notation,
lim
n
k3n/n = ϑ3 = 0.49263576026053198177870853577593 . . .
Proof. For the sake of simplicity, let us denote f(x) = Y 33 (x). First of all observe
(we omit the details) that, for every i > 1,∣∣∣∣f (i+1)(1)f (i)(1)
∣∣∣∣ < i.
Consequently, the following power series has radius of convergence greater or
equal than 1:
f(x) =
∞∑
i=1
(x− 1)if (i)(1)
i!
.
Now, consider the truncated series
f(x) =
1000∑
i=1
(x− 1)if (i)(1)
i!
.
Since
∣∣∣ f(i+1)(1)
f(i)(1)
∣∣∣ < i and f ′(1) = −1, it follows that |f (i)(1)| < i! so
|f(x)− f(x)| =
∣∣∣∣∣
∞∑
i=1001
(x− 1)if (i)(1)
i!
∣∣∣∣∣ <
∣∣∣∣∣
∞∑
i=1001
(1 − x)i
∣∣∣∣∣ = (1− x)
1001
x
.
Thus, for every x ∈ [1/4, 1], we have that |f(x)−f (x)| < 4 ·10−124 and in the exact
same way we obtain that |f ′(x) − f
′
(x)| < 4 · 10−124.
Let us denote ϑ such that f(ϑ) = ϑ and recall that ϑ3 satisfies that f(ϑ3) = (ϑ3).
Now, Lagrange’s mean value theorem implies that, for some c between ϑ and ϑ3 it
holds that
|ϑ3 − ϑ| =
∣∣∣∣∣f(ϑ3)− f(ϑ3)f ′(c)− 1
∣∣∣∣∣ .
Since we can choose c such that |f
′
(c)− 1| > 1, it follows that |ϑ3 − ϑ| < |f(ϑ3)−
f(ϑ3)| < 4·10−124. But we can compute ϑ with arbitrary precision so if we consider,
for example,
ϑ = 0.49263576026053198177870853577593 . . .
we are done. 
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5. Probability of success
In order to compute the probability of success Pmn , we first consider the following
event:
Y km,n =“succeed accepting the first nice candidate after having rejected
k different candidates”
and we denote Pmn (k) = p
(
Y km,n
)
. Clearly, Pmn = P
m
n (k
m
n ).
Moreover, let us define now the following events:
Zi,km,n =“the maximal candidate has been inspected i times when
the k-th different candidate is inspected for the first time”
and define Θim,n(k) = p
(
Zi,km,n
)
.
Clearly, the family {Zi,km,n}
m
i=1 is a complete system of events. Thus, the law of
total probability leads to
Pmn (k) = p
(
Y km,n
)
=
m∑
i=1
p
(
Y km,n|Z
i,k
m,n
)
p
(
Zi,km,n
)
=
=
m∑
i=1
p
(
Y i,km,n
)
p
(
Zi,km,n
)
=
m∑
i=1
Φim,n(k)Θ
i
m,n(k).
Consequently, in order to determine Pmn (k) we need to determine the value of
Θim,n(k) for every 1 ≤ i ≤ m. We do so in the following series of results.
Proposition 13. Θ1m,n(1) = 1 and for every 1 < k ≤ n, we have that
Θ1m,n(k) =
1
k
+
(
m− 1
k(mn−m(k − 1) +m− 1)
+
mn−m(k − 1)
mn−m(k − 1) +m− 1
−
1
k
)
Θ1m,n(k−1).
Proof. First of all, Θ1m,n(1) = 1 by definition because when the first candidate is
inspected for the first time, it is obviously maximal.
Now, as we have already done before, we apply the law of total probability to
get that
Θ1m,n(k) = p
(
Z1,km,n
)
= p
(
Z1,km,n|Z
1,k−1
m,n
)
p
(
Z1,k−1m,n
)
+ p
(
Z1,km,n|Z
1,k−1
m,n
)
p
(
Z1,k−1m,n
)
.
Since p
(
Z1,k−1m,n
)
= 1 − p
(
Z1,k−1m,n
)
= Θ1m,n(k − 1), we just have to compute the
remaining terms:
• To compute p
(
Z1,km,n|Z
1,k−1
m,n
)
, we assume that the maximal candidate has
appeared more than once when the (k−1)-th different candidate is inspected
for the first time. Then, the only possible way in which the maximal candi-
date can appear once when the k-th different candidate is inspected is that
this k-th candidate is in fact a maximal candidate. Since this happens with
probability 1/k, we have just seen that
p
(
Z1,km,n|Z
1,k−1
m,n
)
=
1
k
.
• To compute p
(
Z1,km,n|Z
1,k−1
m,n
)
, we assume that the maximal candidate has
appeared once when the (k − 1)-th different candidate is inspected for the
first time. Then, there are two possible ways in which the maximal candi-
date can appear once when the k-th different candidate is inspected:
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– The maximal element appears again before the inspection of the k-th
different candidate and the k-th different candidate is a new maximal.
This happens with probability
m− 1
mn−m(k − 1) +m− 1
·
1
k
.
– The maximal element does not appear again before the inspection of
the k-th different candidate and the k-th different candidate is irrele-
vant. This happens with probability
1−
m− 1
mn−m(k − 1) +m− 1
=
mn−m(k − 1)
mn−m(k − 1) +m− 1
.
Consequently, we have just seen that
p
(
Z1,km,n|Z
1,k−1
m,n
)
=
(
m− 1
k(mn−m(k − 1) +m− 1)
mn−m(k − 1)
mn−m(k − 1) +m− 1
)
,
and it is enough to combine all the previous computations to get the result.

Proposition 14. Θ2m,n(1) = 0 and for every 1 < k ≤ n, we have that
Θ2m,n(k) =
(k − 1)(mn−m(k − 1))
k(mn−m(k − 1) +m− 2)
Θ2m,n(k − 1)+
+
(k − 1) (m− 1)(mn−m(k − 1))
k (mn−m(k − 1) +m− 2) (mn−m(k − 1) +m− 1)
Θ1m,n(k − 1)
Proof. First of all, Θ2m,n(1) = 0 by definition because if the first candidate has been
inspected only once, it is impossible that the maximal element has appeared twice.
Note that the family {Zi,k−1m,n }
k−1
i=1 is a complete system of events. Thus, the law
of total probability leads to
Θ2m,n(k) = p
(
Z2,km,n
)
=
k−1∑
i=1
p
(
Z2,km,n|Z
i,k−1
m,n
)
p
(
Zi,k−1m,n
)
.
Now, we have the following:
• If i ≥ 3, p
(
Z2,km,n|Z
i,k−1
m,n
)
= 0 by definition. Every time we inspect a new
different candidate for the first time the number of times the maximal can-
didate has appeared either stays the same (if no new copies of the maximal
candidate appear in between and the new candidate is not maximal), in-
creases (if new copies of the maximal candidate appear in between and the
new candidate is not maximal) or decreases to 1 (if the new candidate is a
new maximal).
• To compute p
(
Z2,km,n|Z
2,k−1
m,n
)
, we assume that the maximal candidate has
appeared twice when the (k− 1)-th different candidate is inspected for the
first time. Then, the only possible way in which the maximal candidate
can appear twice when the k-th different candidate is inspected is that the
maximal element does not appear again before the inspection of the k-th
different candidate and the k-th different candidate is not a new maximal.
This happens with probability
mn−m(k − 1)
mn−m(k − 1) +m− 2
·
k − 1
k
.
THE MULTI-RETURNING SECRETARY PROBLEM 15
• To compute p
(
Z2,km,n|Z
1,k−1
m,n
)
, we assume that the maximal candidate has
appeared once when the (k − 1)-th different candidate is inspected for the
first time. Then, the only possible way in which the maximal candidate
can appear twice when the k-th different candidate is inspected is that
the maximal element appears only once before the inspection of the k-th
different candidate and the k-th different candidate is not a new maximal.
This happens with probability
m− 1
mn−m(k − 1) +m− 1
·
mn−m(k − 1)
mn−m(k − 1) +m− 2
·
k − 1
k
.
Since by definition p
(
Zi,k−1m,n
)
= Θim,n(k − 1), the result follows immediately. 
Proposition 15. Let i ≥ 3. Then, Θim,n(1) = 0 and for every 1 < k ≤ n, we have
that
Θim,n(k) =
k − 1
k
mn−m(k − 1)
mn−m(k − 1) +m− i
Θim,n(k − 1) +
m− i+ 1
mn−m(k − 1) +m− i
Θi−1m,n(k)
Proof. First of all, if i ≥ 3, Θim,n(1) = 0 by definition because if the first candi-
date has been inspected only once, it is impossible that the maximal element has
appeared more than twice.
Note that the family {Zj,k−1m,n }
k−1
j=1 is a complete system of events. Thus, the law
of total probability leads to
Θim,n(k) = p
(
Zi,km,n
)
=
k−1∑
j=1
p
(
Zi,km,n|Z
j,k−1
m,n
)
p
(
Zj,k−1m,n
)
.
Now, we have the following:
• If j ≥ i + 1, p
(
Z2,km,n|Z
j,k−1
m,n
)
= 0 by definition. Every time we inspect a
new different candidate for the first time the number of times the maximal
candidate has appeared either stays the same (if no new copies of the max-
imal candidate appear in between and the new candidate is not maximal),
increases (if new copies of the maximal candidate appear in between and
the new candidate is not maximal) or decreases to 1 (if the new candidate
is a new maximal).
• To compute p
(
Zi,km,n|Z
i,k−1
m,n
)
, we assume that the maximal candidate has
appeared i times when the (k−1)-th different candidate is inspected for the
first time. Then, the only possible way in which the maximal candidate can
appear i times when the k-th different candidate is inspected is that the
maximal element does not appear again before the inspection of the k-th
different candidate and the k-th different candidate is not a new maximal.
This happens with probability
mn−m(k − 1)
mn−m(k − 1) +m− i
·
k − 1
k
.
• To compute p
(
Zi,km,n|Z
j,k−1
m,n
)
for 1 ≤ j ≤ i−1, we assume that the maximal
candidate has appeared j times when the (k − 1)-th different candidate
is inspected for the first time. Then, the only possible way in which the
maximal candidate can appear i times when the k-th different candidate
is inspected is that the maximal element appears exactly i− j times again
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before the inspection of the k-th different candidate and the k-th different
candidate is not a new maximal. This happens with probability

 mn−m(k − 1)
mn−m(k − 1) +m− i
·
i−1∏
l=j
m− l
mn−m(l − 1) +m− l

 · k − 1
k
.
By definition p
(
Zj,k−1m,n
)
= Θjm,n(k − 1). Moreover, some elementary computa-
tions show that
i−1∑
j=1
p
(
Z
i,k
m,n|Z
j,k−1
m,n
)
Θjm,n(k − 1) =
=
i−1∑
j=1

 mn−m(k − 1)
mn−m(k − 1) +m− i
·
i−1∏
l=j
m− l
mn−m(l − 1) +m− l

 · k − 1
k
Θjm,n(k − 1) =
=
m− i+ 1
mn−m(k − 1) +m− i
Θi−1m,n(k)
and the result follows. 
Now, for every 1 ≤ i ≤ m, let us define θim,n(x) := Θ
i
m,n(⌊xn⌋). Under suitable
assumptions over the uniform convergence of the sequence {θim,n}n, we will be able
to apply Proposition 3.
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
Figure 5. θ13,n(x) for n ∈ {25, 50, 100, 500, 1000}.
Proposition 16. Let us assume that, for every 1 ≤ i ≤ m, the sequence of func-
tions {θim,n}n converges uniformly on [0, 1] to a function z
i
m which is continuous
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and derivable on [0, 1). Then,
z1m(x) =


m
(
−1+(1−x)−
1
m
)
( 1−x)
x
; if x ∈ (0, 1],
1; if x = 0.
z2m(x) =


m(m−1)
(
(−1+(1−x)
1
m
)2
(1−x)
m−2
m
2x ; if x ∈ (0, 1],
0; if x = 0.
zim(x) =


m!
(
(−1)i
(
−1+(1−x)
1
m
))i
(1−x)
m−i
m
i! x (m−i)! ; if x ∈ (0, 1],
0; if x = 0.
For every 3 ≤ i ≤ m.
Proof. Taking into account Proposition 13, we have that Θ1m,n(1) = 1 and
Θ1m,n(k) = Gn(k) +Hn(k)Θ
1
m,n(k − 1),
where
Gn(k) =
1
k
,
Hn(k) =
m− 1
k(mn−m(k − 1) +m− 1)
+
mn−m(k − 1)
mn−m(k − 1) +m− 1
−
1
k
.
Thus, if we denote hn(x) = n(1−Hn(⌊nx⌋)) and gn(x) := nGn(⌊nx⌋), we are in
the conditions to apply Proposition 3 with g(x) = 1
x
and h(x) = m−x
mx−x2 to conclude
that z1m satisfies the following ODE on (0, 1):
y′(x) = g(x)− h(x)y(x) =
1
x
−
m− x
mx−mx2
y(x).
Since z1m(x) is continuous at x = 0 with z
1
m(0) = 1, it is enough to solve this
ODE to get that
Θ1m(x) =
m
(
−1 + (1− x)−
1
m
)
(1 − x)
x
as claimed.
Finally, the remaining cases can we worked out in the exact same way just
considering the recursive relations and initial conditions from Proposition 14 and
Proposition 15, respectively. 
Recall thatPmn (k) =
∑m
i=1Φ
i
m,n(k)Θ
i
m,n(k). If we now define p
m
n (x) := P
m
n (⌊nx⌋),
the following result is straightforward.
Corollary 2. Under the assumptions from Proposition 12 and Proposition 16, the
sequence of functions {pmn }n converges uniformly on [0, 1] to the function
pim(x) :=
m∑
i=1
Y im(x)z
i
m(x).
This corollary leads immediately to the final result of the paper, that allows us
to determine the asymptotic probability of success. Recall that ϑm is the solution
to the equation Y mm (x) = x.
Theorem 3. Under the suitable assumptions about uniform convergence,
lim
n
Pmn = pim(ϑm).
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Proof. We need only consider Theorem 1 and that ϑm is the value at which pim
reaches its maximum value on [0, 1]. 
6. Final comments
To close the paper, we are to make some comments relating our results to the
five open problems proposed by Garrod that were presented in the introduction.
• The first open problem asked for an improvement on the formula to compute
Pmn . Even if we have not given a closed formula, in Section 3 we have
obtained a recursive formula that allows its computation in linear time
(with respect to the number of candidates n).
• Open problems 2 and 3 have been partially solved. We have no doubt that
both limits exist, but our proofs are conditioned to assume the uniform
convergence of certain sequences of functions. Nevertheless, under these
assumptions, we have provided a method to compute them with arbitrary
precision.
• Finally, regarding open problems 4 and 5, we have been able to find the
value of limn(k
m
n /n) as the root of the equation Y
m
m (x) = x. This root can
be approximated using a power-series whose coefficients can be computed
with arbitrary precision. however, it cannot be expressed in terms of ele-
mentary or special functions. In addition, limn(P
m
n ) can be computed just
using the fact that limn(P
m
n ) = pim(ϑm).
Finally, we provide the following table showing the optimal threshold kmn and the
probability of success Pmn for some values of n and 1 ≤ m ≤ 10. We also provide
the asymtotic values computed using Taylor series of the appropriate degree. It is
worth comparing this table with Table 1.
Table 2. Optimal threshold, probability of success and asymp-
totic values using our results.
m km100 k
m
1000 k
m
10000 limn
(
k
m
n
n
)
Pm100 P
m
1000 P
m
10000 limn P
m
n
1 38 369 3679 0.367879441 0.37104277 0.36819561 0.36791104 0.3678794
2 48 471 4710 0.470926543 0.76970661 0.76814759 0.76799160 0.7679742
3 50 493 4927 0.492635760 0.93518916 0.93490075 0.93487222 0.9348690
4 50 499 4981 0.498053032 0.93490075 0.98307710 0.98307411 0.9830737
5 50 500 4995 0.499479760 0.99561947 0.99561715 0.99561693 0.9956169
6 50 500 4999 0.499861014 0.99885461 0.99885447 0.99885446 0.9988544
7 50 500 5000 0.499963006 0.99969900 0.99969899 0.99969899 0.9996989
8 50 500 5000 0.499990198 0.99992082 0.99992082 0.99992082 0.9999208
9 50 500 5000 0.499997415 0.99997920 0.99997920 0.99997920 0.9999792
10 50 500 5000 0.499999321 0.99999455 0.99999455 0.99999455 0.9999945
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