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Abstract
The Folkman-Lawrence topological representation theorem, which states that every (loop-free) ori-
ented matroid of rank r can be represented as a pseudosphere arrangement on the (r−1)-dimensional
sphere Sr−1, is one of the most outstanding results in oriented matroid theory. In this paper, we
provide a lower-dimensional version of the topological representation theorem for uniform matroid
polytopes of rank 4. We introduce 2-weak configurations of points and pseudocircles (2-weak PPC
configurations) on S2 and prove that every uniform matroid polytope of rank 4 can be represented
by a 2-weak PPC configuration. As an application, we provide a proof of Las Vergnas conjecture on
simplicial topes for the case of uniform matroid polytopes of rank 4.
1 Introduction
Oriented matroid theory, introduced by Bland and Las Vergnas [1], and Folkman and Lawrence [4], is a
rich theory, which has connections with various fields such as discrete geometry, topology and algebraic
geometry, and operations research (see [2]). One of the driving forces of the theory is the Folkman-
Lawrence topological representation theorem [4], which claims that there is a one-to-one correspondence
between (loop-free) oriented matroids of rank r and equivalence classes of pseudosphere arrangements on
the (r− 1)-dimensional sphere Sr−1. This theorem enables one to translate combinatorial problems into
topological problems, and vice versa.
When r = 3, the topological representations of oriented matroids given by the theorem can be trans-
formed into pseudoline arrangements in the projective plane P2. Pseudoline arrangements are a topolog-
ical generalization of line arrangements in P2 and are a classical subject of discrete geometry (see [6]).
One of the famous results on pseudoline arrangements is Ringel’s homotopy theorem [9], which states
that every pair of simple arrangements of n pseudolines can be transformed into each other by a finite
sequence of triangle flips. This theorem immediately leads to the fact that every pair of uniform oriented
matroids of rank 3 on the same ground set can be transformed into each other by a finite sequence of
mutations. Also, it is well-known that any pseudoline arrangement contains a triangle region (see [6]),
which leads to that any simple oriented matroid of rank 3 has an acyclic reorientation with exactly three
extreme points.
When r ≥ 4, the topological representations of oriented matroids become more complicated. Pseudo-
sphere arrangements on Sr−1 (r ≥ 4) are usually very difficult to visualize, and there remain many open
problems on rank r(≥ 4) oriented matroids. One of the outstanding problems is Cordovil-Las Vergnas
conjecture (mentioned in [10]), which claims that every pair of uniform oriented matroids on the same
ground set can be transformed into each other by a finite sequence of mutations. In terms of pseudosphere
arrangements, this conjecture claims the existence of a higher-dimensional analogue of Ringel’s homotopy
theorem. The conjecture is known to be true for realizable oriented matroids [10], but in general case,
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the conjecture is wide open. To be able to apply mutation to an oriented matroid, there must exist
a simplicial tope (in terms of pseudosphere arrangements, a simplicial cell) in it. The existence of a
simplicial tope in every simple oriented matroid was conjectured by Las Vergnas [7], but the answer is
still unknown except for oriented matroids of rank 3 [6], realizable oriented matroids [11], and oriented
matroids admitting extensions in general position that are Euclidean [3].
To obtain a better understanding of the case r ≥ 4, one of the natural approaches might be to rep-
resent oriented matroids as lower-dimensional geometric objects. Such an approach is quite common
in discrete geometry. To list a few examples in polytope theory, 3-polytopes are often represented as
3-connected plane graphs (Steinitz’ theorem), and 4-polytopes are often visualized as Schlegel diagrams
in R3. Gale diagrams are also a common tool to visualize high-dimensional polytopes with few vertices
in low dimensional spaces (see [12]). It is also common to study high-dimensional geometric objects
through suitably chosen projections. However, there is not so much work on oriented matroids in this
direction. There are remarkable results that improve the topological representations of oriented matroids
into the topological representations by PL-sphere arrangements [3] and that propose another type of the
topological representation theorem by pseudoconfigurations of points for rank 3 oriented matroids [5],
but the dimensions of the topological representations are the same as the original. If we restrict ourselves
to some special subclasses of oriented matroids, we can see that degree-k oriented matroids, a special
class of oriented matroids of rank k+ 2, can be represented by certain geometric configurations in R2 [8].
However, as far as the author knows, even such a result is not known for other classes of oriented matroids.
Our contribution. In this paper, we focus on the class of matroid polytopes, an oriented-matroid
analogue of polytopes. As a first step, we provide a two-dimensional version of the topological repre-
sentation theorem for uniform matroid polytopes of rank 4, an abstraction of simplicial 3-polytopes.
Motivated by the notion of pseudoconfigurations of points [5], which can represent any rank 3 oriented
matroids, we introduce 2-weak configurations of points and pseudocircles (2-weak PPC configurations),
which generalize configurations of points and circles on S2 (Section 3). It can easily be seen that 2-weak
PPC configurations also determine oriented matroids. We prove that every uniform matroid polytopes of
rank 4 admits a two-dimensional topological representation as a 2-weak PPC configuration (Section 4).
Although it is not clear whether this result generalizes into the general-rank case, there is some evidence
that a similar result might hold in the general-rank case (see Problem 6.3 in Section 6).
With the new topological representation theorem, we can give a two-dimensional geometric formula-
tion to Las Vergnas simplicial tope conjecture in the case of uniform matroid polytopes of rank 4. Based
on this formulation, we provide a proof of the conjecture for this class of oriented matroids (Section 5).
Notation. We will use the following notations in this paper, where E is a set and (F,<) is a totally
ordered set.
• [a]F := {f ∈ F | f ≤ a}.
• Λ∗(F, r) := {(i1, . . . , ir) ∈ F r | i1 < i2 < · · · < ir}.
• Λ(E, r) := {(i1, . . . , ir) ∈ Er | ik 6= il for all k, l ∈ [r] (k 6= l)}.
• (i1, . . . , ir)∗ := (ipi(1), . . . , ipi(r)) for (i1, . . . , ir) ∈ Λ(F, r), where pi is the permutation on [r] such that
ipi(1) < · · · < ipi(r).
• Xσ := {e ∈ E | Xe = σ} for X ∈ {+1,−1, 0}E and σ ∈ {+1,−1, 0}.
• S(X,Y ) := {e ∈ E | Xe = −Ye( 6= 0)} for X,Y ∈ {+1,−1, 0}E .
2 Preliminaries
We assume that the reader is familiar with oriented matroids. Here, we only collect basic definitions and
facts on oriented matroids. For details, see [2].
2
2.1 Basic definitions
There are several equivalent axiom systems for oriented matroids. In this paper, we adopt a definition
based on the cocircuit axioms.
Definition 2.1 (Cocircuit axioms for oriented matroids)
Let E be a finite set and C∗ ⊂ {+1,−1, 0}E a set of sign vectors. We call the pair (E, C∗) an oriented
matroid if it satisfies the following axioms. An element of the set C∗ is called a cocircuit.
(C0) 0 /∈ C∗.
(C1) C∗ = −C∗.
(C2) For all X,Y ∈ C∗, if X0 ⊂ Y 0, then X = Y or X = −Y .
(C3) For any X,Y ∈ C∗ and any e ∈ S(X,Y ), there exists Z ∈ C∗ with Z0 = (X0 ∩ Y 0) ∪ {e},
Z+ ⊃ X+ ∩ Y + and Z− ⊃ X− ∩ Y −.
If there exists r ∈ N such that |X0| = r for all X ∈ C∗, the oriented matroid (E, C∗) is said to be uniform.
For a set C∗ ⊂ {+1,−1, 0}E satisfying this property, Axiom (C3) can be replaced by the following axiom:
(C3’) For any X,Y ∈ C∗ with |X0 \ Y 0| = 1 and any e ∈ S(X,Y ), there exists Z ∈ C∗ with Z0 =
(X0 ∩ Y 0) ∪ {e}, Z+ ⊃ X+ ∩ Y + and Z− ⊃ X− ∩ Y −.
For a uniform oriented matroid M = (E, C∗) and A ⊂ E, we let C|∗A := {X|A | X ∈ C∗, X0 ⊂ A} and
call the oriented matroid M[A] = (A, C|∗A) the restriction of M to A. We let C∗/A := {X|E\A | X ∈
C∗, X0 ⊃ A}. ThenM/A = (E \A, C∗/A) is also an oriented matroid, called the contraction ofM by A.
For X,Y ∈ {+1,−1, 0}E , we define X ◦ Y ∈ {+1,−1, 0}E by
(X ◦ Y )e =
®
Xe if Xe 6= 0,
Ye otherwise
and let V∗M := {X1 ◦ · · · ◦Xk | k ∈ N, X1, . . . , Xk ∈ C∗} ∪ {0}. An element of V∗M is called a covector of
M. For X,Y ∈ V∗M, we define
X ≥ Y ⇔ Xe = Ye or Ye = 0, for all e ∈ E.
The rank of M is the length r of a maximal chain 0 < X1 < · · · < Xr of covectors in V∗M. If the
all-positive vector is contained in V∗M, the oriented matroid M is said to be acyclic. The set F ⊂ E is
called a face of M if there is the covector XF ∈ V∗M with X0F = F and X+F = E \ F . A face F is called
an extreme point (resp. a facet) if the rank of M[F ] is 1 (resp. r − 1). If {e} is an extreme point of M
for every e ∈ E, M is said to be a matroid polytope. For a matroid polytopeM, a set F ⊂ E is a face of
M if and only if M/F is acyclic.
Suppose that M is a uniform oriented matroid of rank r. For each λ ∈ Λ(E, r− 1), there are exactly
two cocircuits ±Xλ ∈ C∗ with X0λ ⊃ λ. We define a map χM : Er → {+1,−1, 0} by
χM(λ, e) = Xλ(e)Xλ(f)χM(λ, f) for all Λ(E, r − 1) and all e, f ∈ E.
This map is well-defined and is uniquely determined from C∗ (up to taking the negative). The map χM
is called a chirotope of M. It is also possible to specify an oriented matroid by a chirotope; see [2].
2.2 Topological representation theorem
One of the outstanding facts in oriented matroid theory is the Folkman-Lawrence topological representa-
tion theorem [4], which states that every oriented matroid rank d+1 can be represented by a pseudosphere
arrangement in Sd. Here, we briefly review another type of the topological representation theorem es-
tablished by Goodman and Pollack [5]. (Our treatment is slightly different from the original in the sense
that we consider configurations in the sphere S2 instead of the projective plane P2.)
3
Definition 2.2 (Pseudoconfigurations of points)
Let E be a finite set. A pair PP = (P,L) of a point set P := (pe)e∈E in S2 and a collection L of simple
closed curves is called a pseudoconfiguration of points (or a generalized configuration of points) if the
following three conditions hold:
• For any l ∈ L, there exist at least two points of P lying on l.
• For any two points of P , there exists a unique curve in L that contains both points.
• Any pair of distinct curves l1, l2 ∈ L intersects (transversally) exactly twice.
For each l ∈ L, we label the two connected components of S2 \ l arbitrarily as l+ and l−. Then, we
assign the sign vector Xl ∈ {+1,−1, 0}E such that X0l = {e ∈ E | pe ∈ l}, X+l = {e ∈ E | pe ∈ l+}
and X−l = {e ∈ E | pe ∈ l−}, and we let C∗PP := {±Xl | l ∈ L}. Then, MPP = (E, C∗PP ) is an acyclic
oriented matroid of rank 3. Goodman and Pollack [5] proved that in fact the converse also holds.
Theorem 2.3 ([5]) For any acyclic oriented matroidM of rank 3, there exists a pseudoconfiguration of
points PP such that M =MPP .
Here, the acyclicity condition is not important because it can be removed by considering configurations
in P2 (the original formulation in [5]) or signed configurations in S2. The notion of pseudoconfigurations
of points in the Sd can be introduced analogously, but not every acyclic oriented matroid of rank d + 1
can be represented as a pseudoconfiguration of points in Sd. For further details, see [2, Section 5.3].
3 Configurations of points and pseudocircles
Pseudoconfigurations of points can be viewed as a topological generalization of configurations of points
and great circles on the sphere S2. Here, we introduce a topological generalization of configurations of
points and circles (not necessarily great circles) on the sphere S2.
Definition 3.1 Let E be a finite set. If a point set P = (pe)e∈E in S2 and a set L of simple closed
curves in S2 satisfy the following conditions, the pair P = (P,L) is called a strong configuration of points
and pseudocircles (strong PPC configuration).
(P1) For each l ∈ L, there exist at least three points in P lying on l.
(P2) For any three points pe1 , pe2 , pe3 in P , there exists a unique curve in le1,e2,e3 that contains all of
them.
(P3) Each pair of distinct curves in L intersects (transversally) at most twice.
Let m ∈ {1, 2}. If P = (P,L) satisfies (P1), (P2) and the weaker version of (P3) that follows, it is called
an m-weak configuration of points and pseudocircles (m-weak PPC configuration).
(P3m) Each pair of distinct curves in L that shares at least m points in P intersects (transversally) at
most twice.
If every curve in L passes through exactly three points in P , the configuration P = (P,L) is said to be
in general position. Take q ∈ S2 \ ⋃lλ∈L lλ arbitrarily and define, for each lλ ∈ L, I(lλ) (resp. O(lλ))
to be the connected component of S2 \ lλ that contains (resp. does not contain) q. For each lλ ∈ L, we
consider a sign vector Xλ ∈ {+1,−1, 0}E defined by
Xλ(e) =

+1 if pe ∈ O(lλ),
−1 if pe ∈ I(lλ),
0 if pe ∈ lλ
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and let C∗(P) := {±Xλ | λ ∈ Λ(E, 3)}. Note that C∗(P) does not depend on the choice of q. When it
is clear from the context what a PPC configuration is considered, we simply write Iλ and Oλ to refer to
I(lλ) and O(lλ).
Definition 3.2 Let l1 and l2 be simple closed curves in S
2. The closure of each connected component
of S2 \ l1 ∪ l2 is called a lens formed by l1 and l2. Given a point set P , if a lens contains no point of P ,
then the lens is said to be empty with respect to P .
Proposition 3.3 Let E be a finite set with |E| ≥ 4 and P = ((pe)e∈E , L) a 2-weak PPC configuration
in general position. Then (E, C∗(P)) is a uniform matroid polytope of rank 4.
Proof. We first prove that C∗(P) fulfills the cocircuit axioms. Clearly, C∗(P) = −C∗(P) and 0 /∈ C∗(P)
hold. It is also clear that X0 = Y 0 for X,Y ∈ C∗(P) implies X = Y or X = −Y . Since {X0 | X ∈ C∗(P)}
consists of all 3-subsets of E, it suffices to verify the modular cocircuit axiom (C3’). Take λ, µ ∈ Λ(E, 3)
with |λ¯ ∩ µ¯| = 2 (let us assume that λ1 = µ1, λ2 = µ2). Let X,Y ∈ C∗(P) be ones of the cocircuits
that correspond to lλ and lµ respectively. Remark that lλ and lµ intersect exactly twice and induce four
regions Iλ ∩ Iµ, Iλ ∩ Oµ, Oλ ∩ Iµ, and Oλ ∩ Oµ. By reversing the insides and outsides of lλ and lµ
appropriately (i.e., by retaking q appropriately), we can assume pλ3 ∈ Oµ, pµ3 ∈ Oλ. Let e ∈ S(X,Y ).
If pe ∈ Iµ ∩ Iλ or pe ∈ Oµ ∩Oλ, we have S(X,Y ) = {f ∈ E | pf ∈ (Oµ ∩Oλ) ∪ (Iµ ∩ Iλ)}. Without loss
of generality, let us assume pλ3 ∈ Oλ1,λ2,e. Then, we have Oλ1,λ2,e ⊃ Iλ ∩ Oµ and Iλ1,λ2,e ⊃ Oλ ∩ Iµ.
If we denote by Z the cocircuit that corresponds to lλ1,λ2,e and satisfies Z(λ3) = Y (λ3), this implies
Z+ ⊃ X+ ∩ Y + and Z− ⊃ X− ∩ Y −. If pe ∈ Oλ ∩ Iµ or pe ∈ Iλ ∩ Oµ, then we have S(X,Y ) = {f ∈
E | pf ∈ (Oλ ∩ Iµ) ∪ (Iλ ∩ Oµ)}. Similarly, we obtain Z+ ⊃ X+ ∩ Y + and Z− ⊃ X− ∩ Y −. Therefore,
M = (E, C∗(P)) is an oriented matroid.
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Figure 1: pe ∈ Iµ ∩ Iλ
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Figure 2: pe ∈ Iµ ∩Oλ
Next, assume thatM is not a matroid polytope. Then, by the oriented-matroid version of Caratheodory’s
theorem (see [2, Chapter 9]), there exists Q = {λ1, . . . , λ5} ⊂ E such that M[Q] is not a matroid poly-
tope. Without loss of generality, we assume that pλ4 ∈ Iλ1,λ2,λ3 and pλ3 ∈ Iλ1,λ2,λ4 . Then, the curves
lλ1,λ2,λ3 , lλ1,λ2,λ4 , lλ1,λ3,λ4 , and lλ2,λ3,λ4 induce ten regions (see Figure 3). We make a case analysis on the
region the point pλ5 lies on. If pλ5 ∈ Iλ1,λ2,λ3∩Iλ1,λ2,λ4∩Iλ1,λ3,λ4∩Iλ2,λ3,λ4 , then the cocircuits Xλ1,λ2,λ3 ,
Xλ1,λ2,λ4 , Xλ1,λ3,λ5 , Xλ1,λ4,λ5 , Xλ2,λ3,λ5 , and Xλ2,λ4,λ5 are non-negative or non-positive. Without loss of
generality, we assume that all of them are non-negative. Then, the covector Xλ1,λ2,λ3 ◦Xλ1,λ4,λ5 indicates
that e1 is an extreme point of M[Q]. Similarly, e2, e3, e4, e5 are shown to be extreme points. This leads
to that M[Q] is a matroid polytope, which is a contradiction. By applying similar discussions to the
other cases, we conclude that M must be a matroid polytope.
In what follows, we denote byMP the oriented matroid of a PPC configuration P and by χP one of the
5
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Figure 3: Ten regions induced by the curves lλ1,λ2,λ3 , lλ1,λ2,λ4 , lλ1,λ3,λ4 , and lλ2,λ3,λ4
two chirotopes ofMP . From the chirotope, we can read off the relative positions of points and pseudocir-
cles: points pi and pj are on the same (resp. opposite) side of the pseudocircle lλ if χP(λ, i)·χP(λ, j) = +1
(resp. χP(λ, i) · χP(λ, j) = −1).
4 Main theorem
In this section, we prove the main theorem, which is the converse of Proposition 3.3.
Theorem 4.1 For every uniform matroid polytope M = (E, C∗) of rank 4, there is a 2-weak PPC
configuration P in general position with C∗ = C∗(P).
Before proving this theorem, we give a geometric intuition as to why it should be true. Let P = (pe)e∈E
be a point configuration on the sphere S2 (then, P determines a matroid polytope of rank 4). Then, for
each pi, pj , pk ∈ P that span a hyperplane, denoted by Hi,j,k, we have
pe is above (resp. below, on) Hi,j,k
⇔ pe is outside (resp. inside, on) the circle Ci,j,k on S2 passing through pi, pj , pk.
Here, the outside (resp. inside) of Ci,j,k is defined to be the side of the circle Ci,j,k that contains (resp.
does not contain) the north pole of S2. Therefore, the oriented matroid arising from a point configuration
on S2 can be represented as a strong PPC configuration. This can be generalized to realizable matroid
polytopes of rank 4 as follows. Given a realizable matroid polytope M of rank 4, we take a point
configuration P ⊂ R3 that realizes M, and consider a convex body K that circumscribes the convex
hull of P , and then apply the K-stereographic projection fK : K → R2 (see Figure 4). Then, for each
pi, pj , pk ∈ P that span a hyperplane, denoted by Hi,j,k, we have
pe is above (resp. below, on) Hi,j,k
⇔ fK(pe) is outside (resp. inside, on) fK(K ∩Hi,j,k) in R2,
where the outside and inside are defined analogously to the case of S2. By applying the inverse stereo-
graphic projection to fK(P ) and fK(K ∩Hi,j,k) (i, j, k ∈ E), we obtain a strong PPC configuration that
realizes M.
(Proof of Theorem 4.1)
Let χ be one of the two chirotopes ofM. We introduce a linear order, denoted by <, on E arbitrarily.
Then, we put points P = (pe)e∈E in S2 arbitrarily and draw curves li1,i2,i3 one by one in the lexicographic
order of indices (i1, i2, i3) ∈ Λ∗(E, 3). Suppose that curves lj1,j2,j3 , for (j1, j2, j3) < (i1, i2, i3), are already
6
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Figure 4: K-stereographic projection
drawn so that Axiom (P3m) of m-weak PPC configurations is satisfied and that the relative positions of
the curves with points in P are consistent with χ. Then, we insert a curve li1,i2,i3 in the following way.
For each (i1, i2, i3) ∈ Λ(E, 3), let Xi1,i2,i3 be one of the two cocircuits with X0i1,i2,i3 = {i1, i2, i3}. For
each (s, t, u) ∈ {(i1, i2, i3), (i2, i3, i1), (i3, i1, i2)}, there are at most two cocircuits Ys,t,u, Zs,t,u( 6= Xi1,i2,i3)
such that Ys,t,u, Zs,t,u ⊃ {s, t} and S(Xi1,i2,i3 , Ys,t,u) ∩ [i3]E = ∅ and S(Xi1,i2,i3 , Zs,t,u) ∩ [i3]E = ∅. Let
u+, u− ∈ E be such that Y 0s,t,u = {s, t, u+} and Z0s,t,u = {s, t, u−} (if Ys,t,u or Zs,t,u exists). Then,
we have S(Xs,t,u+ , Xs,t,u−) ∩ [i3]E = {u}. We assume hereafter that u+ and u− always exist because
otherwise the following discussion becomes simpler.
To construct li1,i2,i3 , we first construct arcs connecting pi1 and pi2 , connecting pi2 and pi3 , and
connecting pi3 and pi1 , and concatenate them afterwards. Let (s, t, u) ∈ {(i1, i2, i3), (i2, i3, i1), (i3, i1, i2)}.
We give a construction of an arc connecting ps and pt. Since ls,t,u+ and ls,t,u− intersect exactly twice, they
induce four connected regions Is,t,u+ ∩ Is,t,u− , Is,t,u+ ∩ Os,t,u− , Os,t,u+ ∩ Is,t,u− , and Os,t,u+ ∩ Os,t,u− .
By reversing the sides of ls,t,u+ and ls,t,u− appropriately, we assume pu+ ∈ Is,t,u− and pu− ∈ Is,t,u+ .
Then, we have pu ∈ Os,t,u+ ∩Os,t,u− or pu ∈ Is,t,u+ ∩ Is,t,u− . Note that no curve ls,t,k (k < u) intersects
Os,t,u+∩Os,t,u− or Is,t,u+∩Is,t,u− . We connect ps and pt by an arc γs,t satisfying the following conditions,
where γ˚s,t := γs,t \ {ps, pt}.
Case (I): pu ∈ Os,t,u+ ∩Os,t,u− .
• γ˚s,t ⊂ Is,t,u+ ∩ Is,t,u− .
• γs,t separates points pa in Is,t,u+ ∪ Is,t,u−
with χ(s, t, u, a) = +1 from points pb in
Is,t,u+ ∪ Is,t,u− with χ(s, t, u, b) = −1.
• γ˚s,t intersects none of ls,t,a, ls,u,b, lt,u,c (a <
u, b < t, c < s).
Case (II): pu ∈ Is,t,u+ ∩ Is,t,u− .
• γ˚s,t ⊂ Os,t,u+ ∩Os,t,u− .
• γs,t separates points pa in Os,t,u+ ∪ Os,t,u−
with χ(s, t, u, a) = +1 from points pb in
Os,t,u+ ∪Os,t,u− with χ(s, t, u, b) = −1.
• γ˚s,t intersects none of ls,t,a, ls,u,b, lt,u,c (a <
u, b < t, c < s).
Claim 1. The curve γs,t can be constructed to satisfy the above conditions.
Proof. We assume that a required drawing is impossible. Then one of the following conditions must
hold.
(A-1) There exist j1, j2 ∈ E such that pj1 , pj2 ∈ Is,t,u+ ∩Os,t,u− with χ(s, t, u, j1) · χ(s, t, u, j2) = −1.
(A-2) There exist j1, j2 ∈ E such that pj1 , pj2 ∈ Os,t,u+ ∩ Is,t,u− with χ(s, t, u, j1) · χ(s, t, u, j2) = −1.
(A-3) There exist j1, j2 ∈ E such that pj1 ∈ Is,t,u+ ∩ Os,t,u− , pj2 ∈ Os,t,u+ ∩ Is,t,u− and χ(s, t, u, j1) ·
χ(s, t, u, j2) = +1.
(B-1) For some ls′,t′,a and ls′,u′,b ((s
′, t′, u′) ∈ {(i1, i2, i3), (i2, i1, i3), (i3, i1, i2)}) with (s′, t′, a)∗, (s′, u′, b)∗ <
(i1, i2, i3) and pt′ ∈ Os′,u′,b and pu′ ∈ Is′,t′,a, there exist j1, j2 ∈ E such that pj1 , pj2 ∈ Os′,t′,a ∩
Is′,u′,b and χ(s
′, t′, u′, j1) · χ(s′, t′, u′, j2) = −1.
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Figure 5: Case (I)
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Figure 6: Case (II)
(B-2) For some ls′,t′,a and ls′,u′,b ((s
′, t′, u′) ∈ {(i1, i2, i3), (i2, i1, i3), (i3, i1, i2)}) with (s′, t′, a)∗, (s′, u′, b)∗ <
(i1, i2, i3) and pt′ ∈ Is′,u′,b and pu′ ∈ Os′,t′,a, there exist j1, j2 ∈ E such that pj1 , pj2 ∈ Is′,t′,a ∩
Os′,u′,b and χ(s
′, t′, u′, j1) · χ(s′, t′, u′, j2) = −1.
(B-3) For some ls′,t′,a and ls′,u′,b ((s
′, t′, u′) ∈ {(i1, i2, i3), (i2, i1, i3), (i3, i1, i2)}) with (s′, t′, a)∗, (s′, u′, b)∗ <
(i1, i2, i3) and pt′ ∈ Is′,u′,b and pu′ ∈ Is′,t′,a, there exist j1, j2 ∈ E such that pj1 , pj2 ∈ Os′,t′,a ∩
Os′,u′,b and χ(s
′, t′, u′, j1) · χ(s′, t′, u′, j2) = −1.
(B-4) For some ls′,t′,a and ls′,u′,b ((s
′, t′, u′) ∈ {(i1, i2, i3), (i2, i1, i3), (i3, i1, i2)}) with (s′, t′, a)∗, (s′, u′, b)∗ <
(i1, i2, i3) and pt′ ∈ Os′,u′,b and pu′ ∈ Os′,t′,a, there exist j1, j2 ∈ E such that pj1 , pj2 ∈ Is′,t′,a ∩
Is′,u′,b and χ(s
′, t′, u′, j1) · χ(s′, t′, u′, j2) = −1.
We first consider Case (A-1). Let j ∈ {j1, j2} be such that χ(s, t, u, j) = χ(s, t, u, u+). Without loss of
generality, we assume χ(s, t, u+, j) = +1. Since pu− ∈ Is,t,u+ , we have χ(s, t, u+, u−) = +1. In addition,
we have χ(s, t, u+, u) = σ, where σ = +1 if pu ∈ Is,t,u− ∩ Is,t,u+ and σ = −1 if pu ∈ Os,t,u− ∩Os,t,u+ . By
considering the relative positions of the points pu+ , pj , pu with respect to ls,t,u− , we obtain χ(s, t, u−, j) =
+1 and χ(s, t, u−, u) = −σ. By the choice of j, we have χ(s, t, u, u+) = χ(s, t, u, j) = −σ.
From the (partial) information of χ, we compute facets of N := M[s, t, u, u+, u−, j]/s. If σ = +1,
then {t, u+} is a unique facet of N that contains t, and on the other hand only {t, j} is such a facet if
σ = −1. However, each element of N must be contained in two or zero facets because N is an acyclic
uniform oriented matroid of rank 3. This is a contradiction. The same argument applies to Cases (A-2)
and (A-3).
Next, we consider Cases (B1)–(B4). Since each of Cases (B-1)–(B-4) can be transformed into each other
by reversing the insides and outsides of ls′,t′,a and ls′,u′,b appropriately, it suffices to consider Case (B-1).
Let us first assume that (s′, t′, u′) = (i1, i2, i3). Then, we have a < i3 and b < i2, which implies that
curves li1,i2,a, li1,i3,b, li1,i2,b, and li1,a,b are already drawn.
(B-1-i) pa ∈ Ii1,i3,b and pb ∈ Ii1,i2,a.
Let us first assume that if pb /∈ p˘i1pi3 . Let j ∈ {j1, j2} be such that χ(i1, i2, i3, j) = −χ(i1, i2, i3, b).
SinceM[i1, i2, i3, a, b, j] is a uniform matroid polytope of rank 4, N :=M[i1, i2, i3, a, b, j]/i1 is an acyclic
uniform oriented matroid of rank 3. Without loss of generality we assume that χ(i1, i2, a, b) = +1.
Considering the positions of pb, pi3 , pj and li1,i2,a, we obtain χ(i1, i2, a, i3) = +1 and χ(i1, i2, a, j) = −1.
By the information of li1,i2,b, we obtain χ(i1, i2, b, j) = −1 and χ(i1, i2, b, i3) = +1. Considering li1,i3,b, we
obtain χ(i1, b, i3, a) = −1 and χ(i1, b, i3, , j) = −1. By the assumption of j, we have χ(i1, i2, i3, j) = +1.
Then, none of {i2, a}, {i2, b}, {i2, i3}, {i2, j} is a facet of N . Similarly, none of {b, i2}, {b, a}, {b, i3}, {b, j}
is a facet of N , and the same holds for {i3, b}, {i3, i2}, and {i3, j}. Since N is acyclic and uniform, there
8
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Figure 9: Case (A-3)
must be two or zero facets of N that contains i3. Therefore, {i3, a} cannot be a facet of N either. Hence,
i2, i3 and b are not extreme points of N , which contradicts to the fact that an acyclic oriented matroid
of rank r has at least r extreme points (see [7]).
Next, we consider the case b ∈ p˘i1pi3 . Let j ∈ {j1, j2} be such that χ(i1, i2, i3, j) = χ(i1, i2, i3, b) and
N :=M[i1, i2, i3, a, b, j]/i1. In this case, an easy calculation shows that {i2, b} is a unique facet of N
that contains i2. This is a contradiction.
(B-1-ii) pa ∈ Oi1,i3,b and pb ∈ Ii1,i2,a.
We consider two cases: (B-1-ii-a) pb ∈ p˘i1pi3 and (B-1-ii-b) pb /∈ p˘i1pi3 . In Case (B-1-ii-a), we
take j ∈ {j1, j2} such that χ(i1, i2, i3, j) = χ(i1, i2, i3, b). In Case (B-1-ii-b), j ∈ {j1, j2} such that
χ(i1, i2, i3, j) = −χ(i1, i2, i3, b). We then apply a similar discussion.
(B-1-iii) pa ∈ Ii1,i3,b and pb ∈ Oi1,i2,a.
Take j ∈ {j1, j2} such that χ(i1, i2, i3, j) = −χ(i1, i2, i3, b) and apply a discussion similar to that of
Case (B-1-i).
(B-1-iv) pa ∈ Oi1,i3,b and pb ∈ Oi1,i2,a.
Take j ∈ {j1, j2} such that χ(i1, i2, i3, j) = −χ(i1, i2, i3, b) and apply a discussion similar to Case (B-
1-i).
Therefore, Case (B-1) is impossible if (s, t, u) = (i1, i2, i3). The other cases can be treated similarly.
If (s, t, u) = (i2, i1, i3), we have a < i3 and b < i1, which implies that curves li1,i2,a, lb,i1,i2 and lb,i2,i3
are already drawn. The contraction M/i2 must be an acyclic oriented matroid of rank 3, but we obtain
a contradiction similarly to the case (s, t, u) = (i1, i2, i3). If (s, t, u) = (i3, i1, i2), we have a < i2 and
b < i1, which implies that curves lb,i1,i3 , lb,a,i3 , lb,i2,i3 , and li1,a,i3, are already drawn. The contraction
M/i3 must be an acyclic oriented matroid of rank 3, but we obtain a contradiction similar to that of the
case (s, t, u) = (i1, i2, i3).
Based on the claim, we construct arcs γi1,i2 , γi2,i3 and γi3,i1 , and define li1,i2,i3 as their concatena-
tion. Then, the curve li1,i2,i3 satisfies the desired condition (after a slight modification).
Claim 2. The curve li1,i2,i3 is not self-intersecting. Furthermore, it can be modified so that it in-
tersects with the other drawn curves only transversally.
Proof. We first see that li1,i2,i3 can be modified so that it intersects with other curves only transversally.
If two curves intersect not transversally at a point that is not contained in P , we can simply eliminate
9
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Figure 13: Case (B-4)
the intersection, so it suffices to see that li1,i2,i3 intersects with other curves transversally at pi1 , pi2 and
pi3 . Let us first consider the intersections of li1,i2,i3 and li1,i2,a for any fixed a < i3. If pi3 ∈ Ii1,i2,a, we
have γ˚i1,i3 ⊂ Ii1,i2,a and γ˚i2,i3 ⊂ Ii1,i2,a because neither γ˚i1,i3 nor γ˚i2,i3 has an intersection with li1,i2,a.
By definition of γi1,i2 , we have γ˚i1,i2 ⊂ Oi1,i2,a. This means that the curves li1,i2,i3 and li1,i2,a intersect
transversally at pi1 and pi2 . The same conclusion is obtained in the case pi3 ∈ Oi1,i2,a. The same holds
for curves li1,i3,b and li2,i3,c for b < i2 and c < i1. If li1,i2,i3 intersects not transversally with other curves
that pass through pi1 , pi2 or pi3 , then perturb li1,i2,i3 around the intersection. We can also conclude that
li1,i2,i3 is not self-intersecting by applying a similar discussion.
Therefore, we can construct li1,i2,i3 with the desired property. Repeating this procedure, we can re-
alize M by a 2-weak PPC configuration.
5 Las Vergnas conjecture on simplicial topes
In [7], Las Vergnas posed the following conjecture:
Conjecture 5.1 Every simple oriented matroidM of rank r has an acyclic reorientation −FM that has
exactly r extreme points (or equivalently r facets).
In terms of pseudosphere arrangements, this conjecture claims that every pseudosphere arrangement
contains a simplicial cell. This conjecture has been verified for oriented matroids of rank 3 [6], real-
izable oriented matroids [11] and oriented matroids admitting extensions in general position that are
Euclidean [3], but the original conjecture remains open. Here, we prove this conjecture for the case of
uniform matroid polytopes of rank 4.
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Theorem 5.2 Las Vergnas conjecture is true for uniform matroid polytopes of rank 4.
Proof. LetM be a uniform matroid polytope of rank 4. Take a 2-weak PPC configuration ((pe)e∈E(=:
P ), L) that realizes M. For each e1, e2, e3, e4 ∈ E, we denote Re1,e2,e3,e4 := (Ie1,e2,e3 ∩ Oe1,e2,e4) ∪
(Oe1,e2,e3 ∩ Ie1,e2,e4) ∪ (Ie1,e3,e4 ∩Oe2,e3,e4) ∪ (Oe1,e3,e4 ∩ Ie2,e3,e4). It suffices to find pe1 , pe2 , pe3 , pe4 ∈ P
(and q ∈ S2) such that P ∩ Re1,e2,e3,e4 is empty. Indeed, if there are such pe1 , pe2 , pe3 , pe4 ∈ P , we have
p ∈ (Oe1,e2,e3 ∩Oe1,e2,e4) ∪ (Ie1,e3,e4 ∩ Ie2,e3,e4) for all p ∈ P \ {pe1 , pe2 , pe3 , pe4}. If we let F := {e ∈ E |
pe ∈ Oe1,e2,e3 ∩Oe1,e2,e4}∪{e1, e2}, the reorientation −FM has facets {e1, e2, e3}, {e1, e2, e4}, {e1, e3, e4},
and {e2, e3, e4}. Because an oriented matroid of rank 4 with such facets cannot have any other facets,
the oriented matroid −FM has exactly four facets.
Let us take pe1 , pe2 , pe3 , pe4 ∈ P such that Ie1,e2,e4 ∪ Ie1,e2,e3 is inclusion-minimal over all choices of
e1, e2, e3, e4 ∈ E that satisfies pe3 ∈ Ie1,e2,e4 and pe4 ∈ Ie1,e2,e3 (we take q ∈ S2 so that such e1, e2, e3, e4
exist). We see that Re1,e2,e3,e4 is empty with respect to P . Suppose that there exists pe′1 ∈ P such that
pe′1 ∈ Oe2,e3,e4 ∩ Ie1,e3,e4 ∩ Ie1,e2,e3 ∩ Ie1,e2,e4 . Then, we have Ie′1,e2,e4 ∪ Ie′1,e2,e3 ( Ie1,e2,e4 ∪ Ie1,e2,e3 . Since
pe3 ∈ Ie′1,e2,e4 and pe4 ∈ Ie′1,e2,e3 hold, this is a contradiction. Next, we assume that there exists pe′2 ∈ P
such that pe′2 ∈ Oe2,e3,e4∩Ie1,e3,e4∩Ie1,e2,e3∩Oe1,e2,e4 . Then, we have Ie1,e4,e3∪Ie1,e4,e′2 ( Ie1,e4,e3∪Ie1,e4,e2
and pe3 ∈ Ie1,e4,e′2 and pe′2 ∈ Ie1,e4,e3 , which is a contradiction. Applying similar discussions, we can
conclude that P ∩Re1,e2,e3,e4 is empty.
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Figure 14: Re1,e2,e3,e4 (shaded region).
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Figure 15: Ie′1,e2,e4 ∪ Ie′1,e2,e3 ( Ie1,e2,e4 ∪ Ie1,e2,e3
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Figure 16: Ie1,e4,e3 ∪ Ie1,e4,e′2 ( Ie1,e4,e3 ∪ Ie1,e4,e2
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Figure 17: Ie1,e2,e3 ∪ Ie1,e2,e′4 ( Ie1,e2,e3 ∪ Ie1,e2,e3
6 Concluding remarks
In this paper, we proved that every uniform matroid polytopes of rank 4 can be represented by a 2-weak
PPC configuration in general position. We focused on the uniform case, but we believe that it is not
difficult to extend the result to the non-uniform case. There remain many open problems.
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Problem 6.1 Can every uniform matroid polytope of rank 4 be represented by a strong PPC configu-
ration or a 1-weak PPC configuration?
After realizing a matroid polytope by a 2-weak PPC configuration, we can eliminate some redundant
intersections (see Figures 18 and 19). However, these operations cannot be applied if R1, R2, R3, and R4
are all non-empty. Is it possible to modify the proof of Theorem 4.1 to represent the matroid polytopes
by strong PPC configurations or 1-weak PPC configurations?
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Figure 18: Eliminating unnecessary intersection points (R3 is empty)
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Figure 19: Eliminating unnecessary intersection points (R1 \ {pi1} and R4 \ {pi1} are empty)
Problem 6.2 Is there a two-dimensional topological representation theorem for general oriented ma-
troids of rank 4?
Reorientations of uniform matroid polytopes of rank 4 can be represented by signed PPC configurations
(each point has a sign). However, there are oriented matroids that cannot be reoriented into matroid
polytopes. Thus, it would be natural to consider whether general oriented matroids of rank 4 can be
represented by two-dimensional topological objects.
Problem 6.3 Can every matroid polytope be represented by a configuration of points and pseudospheres
(under a suitable definition)?
In Section 4, we explained how to represent a realizable matroid polytope of rank 4 as a PPC configuration
via stereographic projection. That approach can easily be generalized to the general-rank case. Thus,
one promising method might be to generalize that approach to general matroid polytopes.
Problem 6.4 Can every pair of uniform matroid polytopes of rank 4 on the same ground set be trans-
formed into each other by a finite number of mutations, preserving matroid polytope property?
Of course, this problem is motivated by Cordovil-Las Vergnas conjecture:
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Conjecture 6.5 (Cordovil-Las Vergnas) Every pair of uniform oriented matroids of rank r on the same
ground set can be transformed into each other by a finite number of mutations.
This conjecture is verified only for rank 3 oriented matroids [9] and realizable oriented matroids [10].
The above problem asks if matroid polytopes can be transformed, while keeping the condition of matroid
polytopes. The general rank version of this problem is also discussed in [10].
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