Tight fluctuations of weight-distances in random graphs with
  infinite-variance degrees by Baroni, Enrico et al.
ar
X
iv
:1
60
9.
07
26
9v
1 
 [m
ath
.PR
]  
23
 Se
p 2
01
6
Tight fluctuations of weight-distances
in random graphs with infinite-variance degrees
Enrico Baroni
Eindhoven University of Technology,
e.baroni@tue.nl
Remco van der Hofstad
Eindhoven University of Technology,
r.w.v.d.hofstad@TUE.nl
Ju´lia Komja´thy
Eindhoven University of Technology,
j.komjathy@tue.nl
Abstract: We prove results for first-passage percolation on the configuration model with i.i.d. degrees
having finite mean, infinite variance and i.i.d. weights with strictly positive support of the form Y = a+X,
where a is a positive constant. We prove that the weight of the optimal path has tight fluctuations
around the asymptotical mean of the graph-distance if and only if the following condition holds: the
random variable X is such that the continuous-time branching process describing first-passage percolation
exploration in the same graph with excess edge weight X has a positive probability to reach infinitely many
individuals in a finite time. This shows that almost shortest paths in the graph-distance proliferate, in the
sense that there are even ones having tight total excess edge weight for various edge-weight distributions.
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1. Introduction
1.1. Motivations
First-Passage Percolation (FPP) has been introduced as a model for the spread of a material in a random
medium (see [9]). In more recent times, motivated by the boost in interest in complex networks and the related
random graph models for them, it has been involved as a mathematical tool for studying dynamics in complex
networks. A typical setting in this sense is a transportation network in which a flow is carried through (see [14]).
The behaviour of the flow depends on the number of edges in the shortest path between the vertices of the
network and the passage time cost to cross the edges. The corresponding mathematical model is a simple and
connected graph G, such that to every edge e it is assigned a random variable Ye that represents the passage
time through the edge e, where the edge weights (Ye) are a collection of independent and identically distributed
(i.i.d.) random variables. The main object of study of first-passage percolation is the time that a given flow
starting from a vertex u takes to reach a vertex v.
In this paper, we study first-passage percolation in the setting of the configuration model random graph,
with i.i.d. degrees with finite mean and infinite variance. An important question in the study of FPP regards
the geometry of the geodesics, or the time-minimizing paths. For this, we consider three functionals on the
weighted graph: the graph-distance between two vertices, i.e., the minimal number of edges between them, the
weight-distance, i.e., the minimal total weight between the two vertices along all paths connected them, and
the hopcount, that is the number of edges of the minimal-weight path. We focus on the fluctuations of these
functionals around their asymptotic mean. We investigate the general case of i.i.d. edge weights of the form
Y = a +X , where a is a positive constant that we can take to be equal to one without loss of generality. In a
previous paper [2] the authors have shown in a similar setting, that the weight-distance [13, Theorem 5]) grows
proportionally to log logn. We now extend this result proving that fluctuations around the mean are tight for
both the weight-distance and the hopcount if and only if the random variable X is such that the continuous-
time branching process approximation of the local exploration in the given graph with weight X is explosive.
With this we mean that the process has a positive probability of having infinitely many individuals alive in a
finite time. This is a non-universality result in contrast with the case of general edge-weights with a continuous
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distribution and support that contains 0 (see [5]) and finite variance degrees, in which the hopcount satisfies a
central limit theorem. Further, it gives a rather precise picture about the proliferation of almost shortest paths
in the graph distance, and thus about the geometry of the configuration model in the infinite-variance degree
setting.
1.2. Notation and organization
In this section we introduce notation used throughout the paper. Given two random variables X and Y that
are defined on a sample space that is a subset of R, we say that X
d
= Y if P(X ≤ x) = P(Y ≤ x) for all
x ∈ R. With oq(1) we denote a sequence of real numbers such that oq(1)→ 0 as q →∞. A sequence of random
variables (Xn)n≥1 converges in probability to a random variable X , and we write Xn
P
→ X if, for all ε > 0,
P(|Xn −X | > ε) → 0. A sequence of random variables (Xn)n≥1 converges to X in distribution, and we write
Xn
d
→ X, if
limn→∞ P(Xn ≤ x) = P(X ≤ x) for all x ∈ R for which FX(x) = P(X ≤ x) is continuous. We denote
the set {1, 2, . . . , n} by [n]. A sequence of events En, n ∈ N is said to hold with high probability (w.h.p.) if
limn→∞ P(En) = 1. Bin(n, p) denotes the random variable with binomial distribution where the number of trials
is n, and the probability of success is p. CMn(d) denotes the configuration model on n vertices with degree
sequence d. Let (Xn)n≥1 be a sequence of random variables and let P be a probability measure, then we say
that (Xn)n≥1 is tight if for all ε > 0, there exists r > 0 such that supn≥1 P(|Xn| > r) < ε.
This section is organized as follows. In Section 1.3, we introduce the model. In Section 1.4, we describe our
results. We close this section in Section 1.5 by giving an overview of the proof and relating it to the literature.
1.3. The model
Our setting is the configuration model CMn(d) (see [6]) on n vertices, where d = (d1, . . . , dn), and di is the
degree vertex i ∈ [n]. Further, let Ln =
∑
i∈[n] di denote the total degree. The configuration model random
graph is obtained as follows: we assign to vertex i a number di of half-edges and we pair these half-edges
uniformly at random. When two half-edges are paired they form an edge, and we continue the procedure until
there are no more half-edges available. If Ln is odd, we add a half-edge to vertex n; this extra half-edge makes no
difference to our results and we will refrain from discussing it further. We consider i.i.d. degrees with cumulative
distribution function x 7→ F (x) satisfying
x−τ+1−C(logx)
γ−1
≤ 1− F (x) ≤ x−τ+1+C(log x)
γ−1
, (1.1)
for γ ∈ (0, 1), C > 0 and τ ∈ (2, 3). We assume that F (1) = 0, so that mini∈[n] di ≥ 2 a.s. The condition on
the minimal degree guarantees that almost all the vertices of the graph lie in the same connected component
(see [3, Proposition 2.1]), or, equivalently, the giant component has size n(1− o(1)) (see [8, Theorem 2.2]). All
edges are equipped with i.i.d. edge weights with distribution function FY (y) = P(Y ≤ y), where Y = a+X is
a non-negative random variable with inf supp(X) = 0, a > 0, and X has a continuous distribution. Without
loss of generality, we can assume a = 1. We call X the excess weight of the edge. When di are i.i.d. from a
distribution D with distribution function F satisfying (1.1), let B be defined as the (size-biased version of D)-1,
that is,
P(B = k) :=
k + 1
E[D]
P(D = k + 1). (1.2)
We consider several distances and functionals on the graph:
Definition 1.1 (Distances in graphs). Given two vertices u and v, the graph-distance Dn(u, v) is the minimal
number of edges on a path connecting u and v. The passage-time or weight-distance from u to v is defined as
Wn(u, v) :=W
Y
n (u, v) = minπ : u→v
∑
e∈π
Ye, (1.3)
where the minimum is over all paths pi in G connecting u and v, and Y := (Ye)e is the collection of the edge
weights. The hopcount Hn(u, v) is the number of edges in the smallest-weight path between u and v.
The main aim of this paper is to study these functionals on the configuration model with i.i.d. degrees having
distribution function F satisfying (1.1) and i.i.d. edge weights Y = 1 +X , where inf supp(X) = 0.
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1.4. Results
Our main result is the following theorem:
Theorem 1.2 (Tightness criterion for excess edge-weights). Consider the configuration model with i.i.d. degrees
having distribution function F satisfying (1.1) for some τ ∈ (2, 3), and let u and v be chosen uniformly at random
from [n]. Suppose that the edge weights are i.i.d. and are of the form Y = 1+X, where inf supp(X) = 0 and X
has cumulative distribution function FX(x) with its generalised inverse F
(−1)
X (y) := inf{t ∈ R : FX(t) ≥ y} that
satisfies that, for some ε, C > 0, ∫ ∞
1/ε
F
(−1)
X
(
e−Cu
) 1
u
du <∞. (1.4)
Then
Wn(u, v)−
2 log logn
| log(τ − 2)|
(1.5)
is a tight sequence of random variables. Consequently,
Hn(u, v)−
2 log logn
| log(τ − 2)|
(1.6)
is tight sequence of random variables.
The tightness of the hopcount in (1.6) follows easily, since, for our choice of edge weights,
Dn(u, v) ≤ Hn(u, v) ≤Wn(u, v). (1.7)
Therefore, by (1.5) in Theorem 1.2 and the tightness of
Dn(u, v)−
2 log logn
| log(τ − 2)|
(1.8)
as proved in [11, Theorem 1.2], it follows that (1.6) holds.
Remark 1.3. The integral condition in (1.4) is equivalent to the following. Let B be defined in (1.2) and X be
the excess edge-weight. Let (hB, FX) be the age-dependent branching process where individuals have random
life-lengths with distribution FX(t). At death, every individual produces a family of random size with offspring
distribution FB. Here hB(s) denotes the probability generating function of the distribution FB . Then, (1.4) holds
if and only if this age-dependent branching process is explosive, meaning that there is a positive probability that
Nt =∞, where Nt denotes the number of individuals alive at some finite time t > 0. Otherwise, the process is
called conservative. See [1] or [15, Section 6] for the proof of this result.
We next investigate what happens when the criterion in (1.4) fails:
Proposition 1.4 (Non-tightness of excess edge-weight). Consider the configuration model with i.i.d. degrees
from distribution F satisfying (1.1) with τ ∈ (2, 3). If condition (1.4) does not hold, then
Wn(u, v)−
2 log logn
| log(τ − 2)|
P
−→∞. (1.9)
To prove Proposition 1.4 we state a useful lemma:
Lemma 1.5. Consider the configuration model with i.i.d. degrees from distribution F satisfying (1.1) with
τ ∈ (2, 3), and let u and v be chosen uniformly from [n]. Suppose we have i.i.d. weights given by the random
variable X, where X does not satisfies condition (1.4). Then
WXn (u, v)
P
−→∞. (1.10)
Proof. The statement is a consequence of the branching process approximation of the neighborhood of a vertex
in CMn(d) and the hypothesis that the process is conservative, see [2] and [15, (11) and Proposition 3].
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Now we can prove Proposition 1.4:
Proof of Proposition 1.4. Let Ye = Xe+Ze, where Ye, Xe and Ze are edge weights, then, for any pair of vertices
u0 and v0 in the same connected component,
W Yn (u0, v0) ≥W
X
n (u0, v0) +W
Z
n (u0, v0), (1.11)
since ∑
e∈πY
Xe + Ze ≥
∑
e∈πX
Xe +
∑
e∈πZ
Ze, (1.12)
where piY , piX and piZ are the minimal-weight paths for the edge-weights (Xe)e, (Ye)e and (Ze)e, respectively.
For Ze = 1, W
Z
n (u0, v0) = Dn(u0, v0). If u, v are two uniformly chosen vertices, then we rewrite (1.11) as
W Yn (u, v)−
2 log logn
| log(τ − 2)|
≥WXn (u, v) +
(
Dn(u, v)−
2 log log n
| log(τ − 2)|
)
, (1.13)
and, as proved in [11, Theorem 1.2], Dn(u, v)−
2 log logn
| log(τ−2)| is tight. If Xe is such that condition (1.4) in Theorem
1.5.1 is not satisfied, then, by Lemma 1.5,
WXn (u, v)
P
−→∞, (1.14)
which implies
W Yn (u, v)−
2 log logn
| log(τ − 2)|
P
−→∞. (1.15)
Thus Wn(u, v)−
2 log logn
| log(τ−2)| is not a tight sequence of random variables.
We next merge Proposition 1.4 and Theorem 1.2 in a single theorem. For this, let FX be the cumulative
distribution for the random variable X , let D be the degree distribution and B the random variable defined
in (1.2). If (hB, FX) is the modified age-dependent branching process defined in Remark 1.3, we can define the
following sets:
E(D) = {FX s.t. (hB, FX) is explosive}, (1.16)
and
T (D) = {FX s.t. W
(1+X)
n −
2 log log n
| log(τ − 2)|
is tight}. (1.17)
Theorem 1.6 (Universality class for tightness total excess edge-weight). If D satisfies the power-law condition
in (1.1) with τ ∈ (2, 3), then
E(D) = T (D). (1.18)
Proof. The proof follows directly from Proposition 1.4, Theorem 1.2 and Remark 1.3.
Remark 1.7 (Universality and proliferation of almost shortest paths). Theorem 1.6 shows that, as in the case
of edge weights (Ye)e with inf supp(Y ) = 0, (see [2, Theorem 4]) there are two universality classes in the case
where the edge-weights take the form Y = 1 +X , where inf supp(X) = 0. Remarkably, these two universality
classes are the same. This result shows that there are many almost shortest paths in the graph distance metric,
since we can even find one with tight total excess edge-weight for many distributions of the excess edge weights.
However, when the excess edge-weights have too thin tails close to zero, such that (1.4), such paths can no
longer be found. This gives us a much more complete picture of the geometry of the configuration model with
infinite-variance degrees, and brings the discussion of the universality classes of FPP on it substantially further.
Theorems 1.2 and 1.6 leave open whether the fluctuations converge in distribution. That is part of the
following open problem:
Open Problem 1.8 (Weak convergence of fluctuations). Let D satisfy the power-law condition in (1.1) with
τ ∈ (2, 3). Show that if condition (1.4) is satisfied, then
W Yn (u, v)−
2 log logn
| log(τ − 2)|
d
−→W
∞
(1.19)
for some limiting random variable W
∞
. If condition (1.4) is not satisfied, is
W Yn (u, v)−
2 log logn
| log(τ − 2)|
(1.20)
of the same order of magnitude as WXn (u, v)?
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1.5. Overview of the proof
In this section, we describe the key ingredients in the proof.
1.5.1. Upper tightness of the graph-distance Dn(u, v)
In the first part of the proof we consider a slightly different setting from the one in Section 1.3. Instead of i.i.d.
degrees, we consider general fixed degree sequences for which the empirical degree distribution satisfies the lower
bound in (1.1). In this setting, we prove a uniform upper bound on the difference between the graph-distance
of two vertices of sufficiently high degree and 2 log logn/| log(τ − 2)|. For this we construct a path that has
length less than 2 log logn/ log(τ − 2)| plus a tight random variable. The construction is as follows: we start
from vertex uk with degree at least k, for a fixed but large constant k. Then we find a sequence of interconnected
sets Γi : Γi ⊃ Γi+1, where 0 ≤ i ≤ b(n), Γi = {v : dv ≥ yi}, and b(n) is less than log logn/| log(τ − 2)|, for some
increasing sequence yi. In more detail, we show that for any fixed small ε > 0 there exists an increasing sequence
yi such that the following properties hold: y0 = k and a vertex in Γi is connected to at least one vertex in Γi+1
with probability at least 1− εi, and
∑b(n)
i=0 εi < ε. Moreover, the last set of the sequence Γb(n) is a subset of the
complete graph formed by the vertices of high degree, by which we mean degree at least n1/2+δ for some small
δ > 0. Further, b(n) is a tight random variable away from log logn/| log(τ − 2)|. So, starting from two uniformly
chosen vertices uk and vk, the two paths constructed with the procedure above, we connect uk and vk to the
same complete graph in a number of steps that is at most 2 log logn/| log(τ − 2)| plus a tight random variable.
1.5.2. Tightness of the weight-distance W Yn (u, v) via degree-dependent percolation
To prove the tightness of the weight-distance, the rough idea is the following: our goal is to modify the construc-
tion of the path for the graph-distance so that between each two consecutive layers Γi,Γi+1, only edges with
smaller and smaller excess edge-weight are allowed, in such a way that the total excess edge-weight is summable.
To make this idea rigorous, we extend the construction by Janson (see [13]) to a degree-dependent percolation
on the configuration model keeping each half-edge incident to a vertex of degree d with a probability p(d), a
function of the degree. (As we remark on in more detail below, we also make sure that the resulting degree
sequence, after this thinning, still satisfies (1.1) with τ ∈ (2, 3).) We choose this function p(d) in such a way that
it can be expressed as P(X ≤ ξd), for some appropriately chosen sequence ξd that depends on the distribution
of the excess edge-weight X . Then, we can view percolation of the half-edges as follows: we keep a half-edge s
attached to a vertex with degree d if and only if the excess edge-weight on the half-edge s satisfies Xs ≤ ξd. Note
that in Theorem 1.2 we have assumed that the weight on an edge is of the form Y = 1 +X , while the degree
percolation assigns a weight to each half-edge. To solve this issue, we solve the case when the edge weights are
of the form Y ′ = 1+X1 +X2 where X1 and X2 are two i.i.d. random variables from distribution X . Then, by
a stochastic domination argument, 1 +X
d
≤ 1 +X1 +X2, thus, distances in the graph with edge-weights Y are
stochastically smaller than distances in the graph with edge weights Y ′. Further, both distances are bounded
from below by the graph-distance. Hence, tightness of the weight-distance with respect to the edge-weights from
distribution Y ′ implies tightness of the weight-distance with respect to the edge-weights from distribution Y .
Starting from an i.i.d. degree distribution satisfying (1.1) for some τ ∈ (2, 3), we prove that under the condition
that (1.4) is satisfied, it is possible to choose ξd and thus p(d) in such a way that the new percolated graph
has a new degree sequence with an empirical degree distribution that still satisfies a lower bound as the one in
(1.1) with the same exponent τ , that is, the setting that allows the construction of the path described in Section
1.5.1. Namely, to construct a path from u to v with bounded excess edge-weight, we use two steps. First, we
approximate a constant-size neighborhood of the vertices u, v by two branching processes to reach two vertices
that have degree at least k, for some large but fixed constant k, in the new percolated graph. Then, in the
second step, we connect uk to vk within the percolated graph with a bounded excess edge-weight. Thus,
Wn(u, v) ≤Wn(u, uk) +Wn(v, vk) +D
p
n(uk, vk) +
∑
x∈π∗
2ξdx , (1.21)
where Dpn(·, ·) denotes the graph-distance within the percolated graph and ξdx is the upper bound on the excess
edge-weight on the half-edges that are attached to x. Here x is a vertex on the constructed path that we
denote by pi⋆. The first two contributions are clearly tight, the second is by [11, Theorem 1.2], while the final
contribution can be seen to be tight for an appropriate choice of the (ξd) precisely when (1.4) is satisfied. This
describes the structure of the proof.
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1.6. Discussion and related problems
First-passage percolation has been studied extensively in different settings, starting from the grid Z2 to a
wide variety of random graphs, including the configuration model. One of the main problems in first-passage
percolation regards the typical weight-distance between two points in the graph. Moreover, if we assume that
the edges have a passage-time represented by a collections of i.i.d. random variables, a second problem is to
determine the geometry of the time-minimizing paths between two points and the way in which they differ
from graph-distance paths. A third problem regards the nature of the fluctuations of these distances and of the
hopcount around their asymptotic mean values.
In the context of random graphs, these questions have been widely investigated, for instance in [12], Janson
proves that on the complete graph Kn with i.i.d. exponential weights, the weight-distance between two points
grows asymptotically as logn/n. Bhamidi, the second author and Hooghiemstra in [5] examine the Erdo˝s-Re´nyi
random graph Gn(pn) with i.i.d. exponential edge weights. When npn → λ > 1, the weight-distance centered by
a multiple of logn converges in distribution, while, when npn →∞ they prove that the graph-distance is of order
o(log n), and that the addition of edge weights changes the geometry of the graph. The same authors show in [4]
that on the configuration model, when the degree sequence has finite variance with an extra logarithmic moment,
then first-passage percolation has only one universality class in the sense that Wn(u, v)− γn logn converges in
distribution for some γn → γ > 0, whileHn(u, v) satisfies an asymptotic Central Limit Theorem with asymptotic
mean and variance proportional to logn. In [7], van den Esker, the second author and Hooghiemstra generalize
the results on configuration model with finite variance degree to a more general class of random graphs, including
the Erdo˝s-Re´nyi random graph, showing that the fluctuations around the asymptotic mean are tight.
The setting of configuration models with power-law degrees having infinite asymptotic variance has also been
investigated: In [2], we prove results for the weight-distance for i.i.d. edge weights X with inf supp(X) = 0. We
have shown the existence of two universality classes, one corresponding to explosive weights as in (1.16) and one
corresponding to conservative weights. These two classes correspond to different weight-distances, in particular,
in the explosive case, the weight converges to the sum of two i.i.d. random variables. A result on the nature
of fluctuation is given by the second author, Hooghiemstra and Znamenski in [11], where they proved that the
graph-distance for power-law exponent τ ∈ (2, 3) and i.i.d. degrees centers around 2 log logn/| log(τ − 2)|, and
that the fluctuations are tight.
Organization of this paper In Section 2 we prove upper tightness of Dn(u, v)−2 log logn/| log(τ−2)| under
relatively weak assumptions on the degrees, which is a crucial ingredient in our proof. In Section 3 we combine
this result with a degree-dependent half-edge percolation argument to find the graph distance in our percolation
graph. In Section 4 we complete the proof tightness of the weight-distance.
2. Tightness of the graph-distance
In this section, we consider CMn(d) with a deterministic degree sequence d such that the empirical degree
distribution satisfies the lower bound in (1.1). In this setting we prove that the difference between the graph-
distance and 2 log logn/| log(τ − 2)| is uniformly bounded from above. More precisely, we show the following:
Proposition 2.1 (Upper tightness of graph distances). Given CMn(d), where the degree sequence d = (d1, . . . , dn)
has empirical distribution function Fn(x). Suppose that there exists α > 1/2 such that for all x ∈ [x0, n
α),
1− Fn(x) ≥
c
xτ−1−C(logx)γ−1
, (2.1)
with Ln =
∑
i∈[n] di ≤ nβ for some positive β and a given x0 > 0. Then for all ε2.1 > 0, there exists
k = k(ε2.1) ∈ N s.t., when u and v are two uniformly chosen vertices in [n] with degree at least k, conditionally
on being in the same connected component,
sup
n≥1
P
(
Dn(u, v)−
2 log logn
| log(τ − 2)|
≥ 1
∣∣∣ du ≥ k, dv ≥ k) < ε2.1. (2.2)
Remark 2.2 (I.i.d. vs. non-i.i.d. degrees). Note that in Proposition 2.1, the degrees of the vertices do not
necessarily have to be i.i.d. For the i.i.d. case satisfying (1.1), tightness of Dn(u, v)− 2 log logn/| log(τ − 2)| has
already been proved in [11]. The extension to the non-i.i.d. case is crucial in our analysis.
Before proving Proposition 2.1 we state a definition:
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Definition 2.3 (Nested layers). Given a graph G = (V,E), a sequence of subsets of V , (Ai)i∈I , with I = [n]
for some n or I = N, is a nested sequence of layers in G if the following two properties hold:
(1) Ai ⊇ Ai+1 for all i ∈ I;
(2) For all v ∈ Ai, there exists a vertex w ∈ Ai+1 such that (v, w) ∈ E.
By definition, given a nested sequence of layers in the graph, for any pair (i, j) with i, j ∈ I and i < j, we
can define a path of length j − i from any vertex in Ai to some vertex in Aj .
2.1. Proof of Proposition 2.1
To prove Proposition 2.1 we find a nested sequence of layers in CMn(d) intersecting the set of vertices of high
degree in CMn(d). For this, given a sequence yi of positive integers, we define Γyi = {v : dv ≥ yi} . Let
Λα = {v : dv ≥ n
α} . (2.3)
Our aim is to prove that for any small ε > 0, there exists an increasing sequence {yi}i∈I , with y0 = k s.t. Γyi
has the following properties:
1. Γyi is asymptotically a nested sequence of layers with probability at least 1− ε;
2. |I| < log logn/| log(τ − 2)|;
3. Γ|I| is w.h.p. connected with the set Λ 1
2+s
for s > 0 small enough.
For this, we choose a sequence {yi}i≥0 with y0 = k that satisfies the following: let ui be a vertex chosen according
to the size-biased distribution in Γyi and Ei := {ui is not connected to Γyi+1}. Then
∑b(n)
i=0 P(Ei) < ε/2, where
b(n) = |I| is less than log logn/| log(τ − 2)| with probability at least 1 − ε/2. Let us write Pn(A) = P(A |
D1, . . .Dn) for any event A. We want to prove that
lim
k→∞
∞∑
i=0
Pn(ui ∈ Γyi , ui 6→ Γyi+1 | deg(u0) ≥ k) = 0, (2.4)
where ui is chosen according to a size-biased distribution from Γyi . Let Syi be the number of half-edges and Vyi
be the number of vertices in Γyi , respectively. Then
Vyi = n(1− Fn(yi)), (2.5)
and
Syi ≥ yin(1− Fn(yi)). (2.6)
We consider the sequence yi with y0 = k. Then,
Pn(Ei) ≤
(
1−
Syi+1
Ln
)yi/2
≤ exp
{
−
yi+1yi[1− Fn(yi+1)]
nβ
}
. (2.7)
Here Ln ≤ βn is the total number of half-edges in the graph and the factor yi/2 in the exponent comes from
the worst-case scenario in which we connect all the half-edges of ui to ui+1. We want to prove that
∞∑
i=0
exp
{
−
yi+1yi[1− F (yi+1)]
nβ
}
= ok(1). (2.8)
For this we introduce the shorthand notation for the absolute value of the exponent in (2.8),
gi(yi, yi+1) :=
yi+1yi[1− F (yi+1)]
nβ
. (2.9)
Using (1.1), we bound gi as
gi(yi, yi+1) ≥ c˜y
2−τ−C(log(yi+1))
γ−1
i+1 yi, (2.10)
where C is defined in (1.1) and c˜ > 0. We would like to choose the sequence (yi)i≥1 so that (2.8) holds and then
we can choose k = k(ε) in Proposition 2.1 large enough so that
b(n)∑
i=0
Pn(ui ∈ Γyi 6→ Γyi+1 | deg(u0) > k) ≤
b(n)∑
i=0
e−gi(yi,yi+1) <
ε
2
(2.11)
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holds, where b(n) = |I| is the total number of layers involved. We claim that a sequence satisfying these
conditions is given recursively by
y0 = k, yi+1 = yi
(τ−2+B(log(yi))
γ−1)−1 , (2.12)
with γ as in (1.1) and B > 0 to be defined later on. We give upper and lower bounds on (yi)i≥0 in the following
lemma:
Lemma 2.4. For every δ > 0 small enough, there exists k ∈ N such that, if y0 ≥ k,
k(
1
τ−2+δ )
i
≤ yi ≤ k
( 1
τ−2 )
i
. (2.13)
Proof. Note that the sequence yi is monotone increasing, while, if y0 > k0 for k0 sufficiently large, it holds
τ − 2 +
B
(log yi)1−γ
< τ − 2 +
B
(log y0)1−γ
< 1. (2.14)
For a choice of y0 satisfying the second inequality in (2.14), we define δ :=
B
(log y0)1−γ
. We now get a lower bound
on yi using
yi+1 ≥ y
1
τ−2+δ
i ≥ · · · ≥ y
( 1
τ−2+δ )
i
0 = k
( 1
τ−2+δ )
i
, (2.15)
while an upper bound is obtained by omitting the term B log(yi)
γ−1, which is non-negative, in the exponent,
so that, recursively,
yi+1 ≤ y
1
τ−2
i ≤ · · · ≤ y
( 1
τ−2 )
i
0 = k
( 1
τ−2 )
i
. (2.16)
This concludes the proof of Lemma 2.4.
We now prove that (2.8) holds for {yi}i≥0 as in (2.12):
Lemma 2.5. For an appropriate choice of B in (2.12), with y0 = k,
lim
k→∞
∞∑
i=0
e−gi(yi,yi+1) = 0. (2.17)
Proof. We use the lower bound on gi(yi, yi+1) in (2.10), and we replace yi+1 with the recursion in (2.12). Then
we obtain
gi(yi, yi+1) ≥ c˜y
−
τ−2+C(log(yi+1))
γ−1
τ−2+B(log(yi))
γ−1 +1
i . (2.18)
Since γ < 1, using the lower bound on yi in (2.13), we see that B(log yi)
γ−1 < δ′ for some δ′ < 1 − (τ − 2).
Then, elementary calculation yields that
gi(yi, yi+1) ≥ c˜y
B(log yi)
γ−1
−C(log yi+1)
γ−1
τ−2+δ′
i . (2.19)
We investigate the numerator on the rhs. Since yi is monotone increasing, for the choice of B > 2C we get that
B(log yi)
γ−1 − C(log yi+1)
γ−1 ≥ 2C(log yi)
γ−1 − C(log yi)
γ−1 ≥ C(log yi)
γ−1.
Using this bound in the numerator, and then the lower bound on yi in Lemma 2.13, we obtain
gi(yi, yi+1) ≥ c˜ exp
{
C(log yi)
γ
}
≥ c˜ exp
{
C(log k)γ
( 1
τ − 2 + δ
)iγ}
. (2.20)
Note that τ − 2 + δ < 1, so that exp{−gi(yi, yi+1)} is summable in i. Finally, also note that, since γ > 0 and
y0 = k,
∞∑
i=0
exp{−gi(yi, yi+1)} → 0, (2.21)
as k →∞, establishing the statement of Lemma 2.5 as well as (2.8).
We want to give an upper bound on b(n), i.e., the index i for which Γi is a subset of Λα, the set of vertices
of high degree. For this, we refine the lower bound in Lemma 2.4 in the next lemma:
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Lemma 2.6. There exists δ > 0 such that, for k sufficiently large,
yi ≥ (y
1−δ
0 )
(τ−2)−i . (2.22)
Proof. Let yi+1 = y
ai+1
0 , so that by (2.12),
ai+1 =
ai
τ − 2 +B(log yi)γ−1
= · · · =
i∏
j=0
(
τ − 2 +B(log yj)
γ−1
)−1
. (2.23)
Using the lower bound on yi in Lemma 2.4 we get
ai+1 ≥ (τ − 2)
−(i+1)
i∏
j=0
(
1 + (τ − 2 + δ)−j(γ−1)
B(log k)γ−1
τ − 2
)−1
. (2.24)
The convergence of the second product on the rhs of (2.24) for any fixed k is equivalent to the convergence of
the series
(B log k)1−γ
i∑
j=0
(τ − 2 + δ)j(1−γ), (2.25)
and this series converges because τ − 2 + δ < 1 for δ > 0 sufficiently small. So, let us write
M−1k := limi→∞
i∏
j=1
(
1 + (τ − 2 + δ)j(1−γ)
(B log k)1−γ
τ − 2
)
, (2.26)
and since the partial products on the rhs increase to the limit M−1k , we obtain the lower bound
ai+1 ≥
1
(τ − 2)i+1
Mk. (2.27)
Further observe that due to γ < 1, Mk = 1 + ok(1), therefore, using the form yi = y
ai
0 again,
yi ≥
(
yMk0
) 1
(τ−2)i
≥ (y1−δ0 )
1
(τ−2)i (2.28)
for some δ > 0 that can be taken arbitrarily small by taking k so large that Mk ≥ 1− δ.
Now we have all the preliminaries to complete the proof of Proposition 2.1.
Proof of Proposition 2.1. By the condition in Proposition 2.1, there are some vertices in the graph of degree nα,
for α > 1/2. As a consequence of Lemma 2.6, the number of layers needed to reach the highest degree vertices
in Λα has b(n) as an upper bound
1, where b(n)− 1 is the solution of
(y1−δ0 )
( 1
τ−2 )
i
= nα, (2.29)
that is, by elementary calculations,
b(n) ≤
log
(
log(nα)/ log y1−δ0
)
log( 1τ−2)
+ 1 =
log logn+ logα− log(log(y1−δ0 ))
| log(τ − 2)|
+ 1. (2.30)
Then, for y0 = k sufficiently large,
b(n) ≤
log logn
| log(τ − 2)|
. (2.31)
By Lemma 2.5, for all k ≥ k0(ε),
b(n)∑
i=0
Pn(ui ∈ Γyi 6→ Γyi+1) ≤
∞∑
i=0
e−gi(yi,yi+1) = ok(1). (2.32)
1This is an upper bound since the true number is an integer, while the solution of (2.29) is not necessarily
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As a consequence of (2.32), w.h.p., we can connect the vertex u and v with degree k, to the set Λα with
probability 1 − ε/2 in at most b(n) steps. As a consequence of Lemma [5, Lemma 5], Λα is a complete graph,
we can connect uk and vk in 2b(n) + 1 steps. We then have
Pn(Dn(u, v)−
2 log logn
| log(τ − 2)|
> 1 | du ≥ k, dv ≥ k) < ok(1), (2.33)
that is
sup
n≥1
Pn(Dn(u, v)−
2 log logn
| log(τ − 2)|
> 1|du ≥ k, dv ≥ k) < ok(1). (2.34)
We choose k in such a way that ok(1) < ε2.1. This ends the proof of Proposition 2.1.
3. Degree percolation
In this section our goal is to define degree-dependent percolation on the configuration model. This means that
we keep each edge with a probability that depends on the degree of the two vertices the edge is adjacent to. In
what follows, we explain two different ways to do this, and show that they are in fact equivalent. Let
p(d) : N −→ [0, 1] (3.1)
be a decreasing monotone function of d. Later p(d) will equal probability of keeping a half-edge that is attached
to a vertex with degree d. We now define two different degree-dependent percolation methods given a function
p(d). If s denotes a half-edge, then we shortly write p(s) = p(dv(s)), where v(s) is the vertex that the half-edge
s is attached to and dv(s) is its degree.
Definition 3.1 (Degree-dependent half-edge percolation). Given a half-edge s and a degree sequence d =
(d1, . . . , dn), we keep the half-edge s with probability p(s), independently of all other half-edges. Further, on
the event of not keeping a half-edge s, we create a new “artificial” vertex of degree 1 with one half-edge that
corresponds to s. We call the original vertices “regular” and the new vertices “artificial”, and we say that a
half-edge is “regular” or “artificial” if it is attached to a regular vertex or to an artificial vertex, respectively.
After this procedure is performed for all half-edges in the graph, we start pairing the regular half-edges as in
the configuration model, and their pairs could be both regular or artificial. When all the regular half-edges have
been paired, from the graph that we obtained we remove the artificial vertices, the edges connected to them and the
artificial half-edges that have not been paired. We call CMn(d)p(d) the obtained graph. Let d
r = (dr1, . . . , d
r
n) be
the sequence of regular half-edges attached to the regular vertices and let drr = (drr1 , . . . , d
rr
n ) be the final degrees
of the vertices in CMn(d)p(d), that is, the degree sequence in which we count only those regular half-edges that
are paired to regular half-edges.
Definition 3.2 (Degree-dependent half-edge percolation). We start with CMn(d) (that is the resulting graph
after all the half-edges have been paired) and we independently keep an edge (u, v) with probability p(du)p(dv),
where du and dv are the degrees of u and v. We call C˜Mn(d)p(d) the resulting graph.
In what follows, our goal is to show that the two different percolation methods result in two random graphs
that have the same distribution. As a preparation to show this, we will calculate the probability of a matching
to occur in both percolation methods. We adapt an argument by Janson [13], who studies various types of
percolation on random graphs, including degree-dependent site percolation. Let d = (d1, . . . , dn) be a fixed
degree sequence, and recall that Ln =
∑
i∈[n] di denotes the total degree. Let 1 ≤ si ≤ Ln be different half-
edges and let us define
M := {(s1, s2), (s3, s4), . . . , (s2k−1, s2k)}, (3.2)
with 2k ≤ Ln a matching, i.e., a sequence of pairs of half-edges. We would like to calculate the probability
of seeing the matching M in CMn(d)p(d) and also that in C˜Mn(d)p(d). Note that in CMn(d)p(d) all the half-
edges in M must be regular, so we call such a matching a regular matching. Let EM be the event to have the
matching M in the graph model under consideration. We denote by P the measure on the σ−algebra generated
by CMn(d)p(d) and P˜ the measure on the σ−algebra generated by C˜Mn(d)p(d). We have the following equality
in law:
Lemma 3.3. Fix a degree sequence d = (d1, . . . , dn). Then, for any matching M as in (3.2),
P˜(EM) = P(EM ∩ {M is a regular matching}). (3.3)
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Proof. Note that the matching M as in (3.2) does not specify the order in which the half-edges are paired. So,
let 2k ≤ Ln and 1 ≤ si ≤ Ln be an ordered sequence of half-edges and let us define
Ek(M) := (Es1s2)1 ∩ (Es3s4)2 · · · ∩ (Es2k−1s2k)k
to be the event that half-edges si are matched to each other in exactly this order. We let
ERk (M) := Ek ∩ {s1, s2, . . . , s2k are regular half-edges} (3.4)
be the event that Ek(M) happens and all the half-edges in the matching are regular. We want to show that
P(ERk (M)) = P˜(Ek(M)) for any k ≤ Ln/2. First we calculate the probability of E
R
k (M) in the degree-dependent
half-edge percolation model, that is in CMn(d)p(d). We calculate the probability by induction. To initialize, we
start with k = 1 and we compute
P(ER1 (M)) = P
(
(Es1s2)1
)
= P({s1, s2 regular } ∩ {s1 is paired to s2}) = p(s1)p(s2)
1
Ln − 1
, (3.5)
where we have used that the probability that si is regular is p(si), independently for all half-edges si. Further,
we have also used that the total number of half-edges is still Ln after the degree-dependent half-edge percolation,
because of the addition of the artificial vertices. Now notice that, for general k,
P(ERk (M)) = P(E
R
k (M) | E
R
k−1(M))P(E
R
k−1(M)) =
1
Ln − 2k − 1
p(s2k−1)p(s2k)P(E
R
k−1(M)). (3.6)
Indeed, once we have the matching ERk−1(M), the next two half-edges s2k−1 and s2k must be regular: this
happens with probability p(s2k−1)p(s2k), and these two half-edges must be paired to each other. Since we
already paired 2k − 2 half-edges, the conditional probability of pairing s2k−1 to s2k is 1/(Ln − 2k − 1). We
obtain that
P(ERk (M)) =
2k∏
i=1
p(si)
k∏
i=1
1
Ln − 2i− 1
. (3.7)
We now determine the probability of Ek(M) in C˜Mn(d)p(d). Notice that here we do the matching first, so
that the ith pair of half-edges are matched to each other with probability 1/(Ln − 2i− 1). Then, conditionally
that the edge (s2i−1, s2i) is formed, we perform the degree-dependent half-edge percolation on this matching
independently between different edges. Thus, the probability that we keep the edge (s2i−1, s2i) is precisely
p(s2i−1)p(s2i), independently for different values of i. As a result,
P˜(Ek(M)) =
k∏
i=1
1
Ln − 2k − 1
k∏
i=1
p(s2i−1)p(s2i), (3.8)
which is exactly the same as the formula in (3.7). This finishes the proof.
We obtain the following immediate corollary:
Corollary 3.4 (Equality in law of degree-dependent percolations). Let p(d) be a function as in (3.1) and let
CMn(d)p(d), C˜Mn(d)p(d) be the resulting graphs of the degree-dependent half-edge percolation as described in
Definition 3.1 and the degree-dependent edge percolation as in Definition 3.2, respectively. Then CMn(d)p(d)
d
=
C˜Mn(d)p(d).
In the next results, our goal is to determine the new degree distribution of the regular vertices, that is,
the empirical degree distribution of drr = (drr1 , d
rr
2 , . . . , d
rr
n ). Note that we start with a degree sequence d =
(d1, . . . , dn) with a power-law empirical distribution that satisfies (1.1). We would like to maintain a similar
power-law condition. This is of course not possible for an arbitrary choice of p(d), thus we need to restrict the
edge-retention probabilities to satisfy some degree-dependent bounds. The next proposition is about this:
Proposition 3.5. Let CMn(d) be a configuration model with i.i.d. degrees following a distribution that satisfies
(1.1). Let us perform degree-dependent percolation on this graph with edge-retention probability p(d) as described
in Definition 3.1. Then, if p(d) satisfies
p(d) > b exp {−c(log d)γ} , (3.9)
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with γ < 1, and b, c > 0, then the empirical degree distribution F rrn of the degree sequence d
rr of the percolated
graph also obeys a power law. More precisely, there exists x0 such that, for all x ∈ [x0, n
α), where α > 12 , and
w.h.p.,
1− F rrn (x) ≥
c
xτ−1−C(logx)γ−1
, (3.10)
with Ln =
∑
i∈[n] di ≤ nβ for some positive β and a given x0 > 0.
Notice that (3.10) is precisely the condition that is necessary to apply Proposition 2.1. Thus, it allows us to
give a uniform bound on the graph-distance in CMn(d)p(d). Also, note that while the degrees d
r are still i.i.d.
when d is, the degrees drr are not i.i.d. This explains why we needed to extend the conditions in Proposition
2.1.
We prove Proposition 3.5 in two steps: First, in Lemma 3.6, we determine the distribution of the number
of regular half-edges, i.e., the distribution of dr = (dr1, . . . , d
r
n). Then, we investigate the final degree of regular
vertices: we remove those regular half-edges that are paired to artificial vertices, thus determining the regular-
to-regular degree sequence drr = (drr1 , . . . , d
rr
n ). Therefore, we can also refer to the graph CMn(d)p(d) with the
notation CMn(d
rr). To prove Proposition 3.5, we first prove the following lemma:
Lemma 3.6 (Same power-law exponents after percolation). Consider CMn(d) with i.i.d. degrees following
distribution F satisfying (1.1). Suppose the conditions of Proposition 3.5 apply on p(d), and let (dr1, . . . , d
r
n) the
i.i.d. degree sequence obtained by keeping a half-edge connected to a vertex with degree d with probability p(d),
as defined in Definition 3.1. Let F r(x) be the distribution function of dri for a single i ∈ [n]. Then, F
r(x) still
satisfies (1.1). Further, w.h.p., the empirical distribution function F rn(x) satisfies (2.1).
To prove Lemma 3.6, we will use the following lemma about concentration of binomial random variables:
Lemma 3.7 (Concentration of binomial random variables). Let R be a binomial random variable. Then
P (R /∈ [E[R]/2, 2E[R]]) ≤ 2 exp{−E[R]/8}. (3.11)
Proof. See e.g., [10, Theorem 2.19].
Proof of Lemma 3.6. Let d be the degree sequence in CMn(d), p := p(d) the edge-retention probability, and
d
r, F r, F rn as above. First note that, by construction, when d is i.i.d., then also d
r is. The upper bound is
obvious since (1.1) implies that
1− F r(x) = P(dri > x) ≤ P(di > x) ≤ x
−τ+1+C(logx)γ−1 . (3.12)
For the lower bound, for some y = y(x) to be chosen later,
1− F r(x) = P(Bin(di, p(di)) > x) ≥ P(Bin(di, p(di)) > x | di ≥ y)P(di ≥ y). (3.13)
Suppose y is such that yp(y) ≥ 2x. Then the first factor on the rhs of the previous equation can be bounded as
follows:
P(Bin(di, p(di)) > x|di ≥ y) ≥ min
z:z≥y
P(Bin(z, p(z)) > x)).
Then, using the monotonicity of p(d), it holds that zp(z) ≥ yp(y) ≥ 2x, thus we can apply Lemma 3.7 to obtain
min
z : z≥y
(
P(Bin(z, p(z)) > x
)
≥ min
z : z≥y
(
1− exp
{
−
zp(z)
8
})
.
Again, monotonicity of p(d) implies zp(z) ≥ yp(y), so
min
z : z≥y
(
1− exp
{
−
zp(z)
8
})
= 1− exp
{
−
yp(y)
8
}
.
Combining this with (3.13), we obtain the lower bound
P(Bin(di, p(di)) > x | di ≥ y)P(di ≥ y) ≥
(
1− exp
{
−
yp(y)
8
}) 1
yτ−1+C(logy)γ−1
. (3.14)
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Let us set now y(x) := 2x exp{2c(log 2bx)
γ}/b, for γ, c, b as in (3.9). Since p(y) satisfies the lower bound given
in (3.9),
y(x)p(y(x)) = 2x exp
{
2c(log 2bx)
γ − c
(
log 2bx+ 2c(log
2
bx)
δ
)γ}
= 2x exp
{
2c(log 2bx)
γ − c(log 2bx)
γ
(
1 + 2c(log 2bx)
γ−1
)γ}
.
(3.15)
Note that since γ < 1, the factor
(
1 + 2c(log 2bx)
γ−1
)γ
is less than say 3/2 (but larger than 1) if x is large
enough, and hence, for large enough x, the rhs is at least
y(x)p(y(x)) ≥ 2x exp
{
1
2
c(log 2bx)
γ
}
≥ 2x.
This shows that we can indeed apply Lemma 3.7 above.
Note that, due to the bound yp(y) ≥ 2x, the factor (1 − exp{−yp(y)/8}) ≥ 1/2 for large enough x. Using
this estimate and again that y = 2x exp{2c(log 2bx)
γ}/b we obtain from (3.14) the lower bound on (3.13):
1− F r(x) ≥
1
2
1
(2bx)
τ−1
exp
{
−(τ − 1)
(
2c(log 2bx)
γ
)
− C
(
log(2bx) + 2c(log
2
bx)
γ
)γ}
. (3.16)
As before, the second term in the exponent is C(log 2bx)
γ(1+2c(log 2bx)
γ−1)γ , and, since γ < 1, the latter factor
is at most 3/2 when x is sufficiently large. Thus
1− F r(x) ≥
bτ−1
2τ
1
xτ−1
exp
{
−(32C + (τ − 1))(log
2
bx)
γ
}
. (3.17)
Finally, again for sufficiently large x, log 2bx = log x(1 +
log(2/b)
log x ) ≤ 2 logx, so we arrive at
1− F r(x) ≥
bτ−1
2τ
1
xτ−1
exp
{
−2γ(32C + (τ − 1))(log x)
γ
}
. (3.18)
As a result, we see that F r(x) satisfies the condition in (1.1) with exponent τ , γ ∈ (0, 1), and C replaced by
2γ(32C + (τ − 1)).
It is not hard to show that when dri is i.i.d. with a distribution function F
r(x) that satisfies (1.1), then its
empirical distribution function F rn satisfies (3.10) for some α > 1/2. Indeed, by (3.18), it follows that d
r
i are
i.i.d. random variables with distribution function F r satisfying (1.1). Then n(1− F rn(x)) is a binomial random
variable with parameters n and 1− F r(x), so that, by Lemma 3.7,
P
(
1− F rn(x) ≤
1
2
n(1− F r(x))
n
)
< exp
{
− n
(1− F r(x)
8
)}
. (3.19)
By the monotonicity of 1− F r(x),
exp
{
− n
(1− F r(x)
8
)}
≤ exp
{
− n
(1− F r(nα)
8
)}
, (3.20)
for every x ≤ nα. Then, since we have just showed in (3.18) that F r satisfies (1.1), for all n sufficiently large,
and α > 1/2 (but we are allowed to choose α < 1/(τ − 1)),
n(1− F r(nα)) >
n
nα(τ−1+δ)
≥ nc, (3.21)
with δ arbitrarily small and some constant c > 0. Then, by a union bound,
P
(
∃x ≤ nα : 1− F rn(x) ≤
1
2
n(1− F r(x))
n
)
≤
∑
x≤nα
P
(
1− F rn(x) <
1
2
n[1− F r(x)]
)
(3.22)
and α is defined in (2.1), and it is arbitrarily close to 12 . By (3.19) and (3.20), each summand is at most the rhs
of (3.20). Combining this with (3.21) we obtain that each summand on the rhs of (3.22) is at most exp {−nc}
for some c > 0. So, we obtain
P
(
∃x ≤ nα : 1− F rn(x) ≤
1
2
(1− F r(x))
)
< nα exp{−nb} = on(1), (3.23)
as required. This finishes the proof of Lemma 3.6.
E. Baroni, R. van der Hofstad, J. Komja´thy/Tight fluctuations of weight-distances in random graphs 14
We are now ready to complete the proof of Proposition 3.5:
Proof of Proposition 3.5. Let dr = (dr1, . . . , d
r
n) be the degree sequence of the regular vertices of CMn(d) after
the half-edge degree percolation and before having paired the half-edges. Let drr = (drr1 , . . . , d
rr
n ) be the degree
sequence of CMn(d)p(d). Notice that (due to the pairing) the degrees (d
rr
i )i∈[n] are no longer independent. We
have that
drri = d
r
i − {number of regular half-edges of vertex i paired to artificial ones}. (3.24)
We define Rn as the total number of regular half-edges in the graph after the degree-dependent half-edge
percolation. We first prove that, for some qε > 0 and for all ε > 0, w.h.p.,
Rn
Ln
≥ qε ≥ 2q (3.25)
where qε → 3q as ε→ 0, for some q > 0. By definition,
Rn
Ln
=
1
n
∑
i∈[n] d
r
i
1
n
∑
i∈[n] di
. (3.26)
By the Weak Law of Large Numbers, we have that for all ε > 0 and w.h.p.
E[D](1 − ε) ≤
1
n
∑
i∈[n]
di ≤ E[D](1 + ε), (3.27)
and
E[Dr](1− ε) ≤
1
n
∑
i∈[n]
dri ≤ E[D
r](1 + ε). (3.28)
Then,
P
(Rn
Ln
≤
E[Dr](1 + ε)
E[D](1 − ε)
)
≤ P(Rn ≤ E[D
r](1− ε)) + P(Ln ≥ E[D](1 + ε)). (3.29)
By (3.27) and (3.28), the right hand side in (3.29) is on(1). Then, with qε := E[D
r](1 − ε)/(E[D](1 + ε)) and
3q := E[Dr]/E[D], (3.25) is established. In what follows we prove that w.h.p. for all x ∈ (x0, n
α),
P(∃x ≤ nα : 1− F rrn (x) ≤
1
2
[1− F rn(bx)]) = on(1). (3.30)
By Lemma 3.6 we know that F rn satisfies (2.1), thus establishing (3.30) is sufficient to show that F
rr
n also satisfies
(2.1).
Let Srrn (x), S
r
n(x) be the sets of vertices with degree higher than x in CMn(d
rr) and CMn(d
r) respectively,
and let Ern(x), E
rr
n (x) be the set of half-edges in the set S
r
n(x) and S
rr
n (x). If q is defined in (3.25), we show that
for all ε > 0, there exists x0 such that the distribution of the degrees of vertices in S
rr
n (x0) can be bounded
from below with an i.i.d. sequence of Binomial random variables having distribution Bin(dr, q).
For this, we consider the pairing procedure of the half-edges in Ern(x) as described in Definition 3.1, and give
a uniform lower bound on the probability that a half-edge in Ern(x) is paired to a regular half-edge. By the
interchangeability of the pairing of the half-edges, we have the following bound: For any 1 ≤ k ≤ |Ern(x)| we
consider an ordered sequence of half-edges s1, . . . , sk ∈ E
r
n(x),
Pk = P(sk is paired to a regular half-edge | Fk−1) ≥
Rn − 2k
Ln − 2k
≥
Rn − 2|E
r
n(x)|
Ln
, (3.31)
where Fk−1 is the σ−algebra for the first k − 1 pairings. By the definition of E
r
n(x), for all ε > 0, there exists
x0 s.t. for all x ≥ x0, w.h.p.
|Ern(x0)|
Ln
≤
ε
2
. (3.32)
From the proof of (3.25), Rn/Ln ≥ 2q, implying that w.h.p.
Pk ≥ 2q − ε ≥ q, (3.33)
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where 3q = E[Dr ]/E[D] > 0 as before. This gives a uniform lower bound on the pairing probability independently
of the outcome of the previous pairings. As a consequence, for any v ∈ Srn(x0), the degree d
rr
v can be coupled
to a random variable Xv such that
Xv
d
≥ Bin(drv, q), (3.34)
and for any choice of vertices w and w′ in Srn(x¯), Xw and Xw′ are independent. Therefore, w.h.p.,
P(drrv > m) ≥ P
(
Bin(drv, q) > m
)
. (3.35)
We now prove (3.30). For this, let us consider
1− F rrn (x) ≥
1
n
∑
i∈[n]
1{dri>
10x
q
}1{drri >x}
(3.36)
where x ≥ x0. Using (3.34), we get
1
n
∑
i∈[n]
1{dri>
10x
q
}1{drri >x}
d
≥
1
n
∑
i∈[n]
1{dri>
10x
q
}1{Bini(
10x
q
,q)>x}, (3.37)
where Bini(
10x
q , q) is a shorthand notation for independent binomials with the given parameters. We can rewrite
the right hand side of (3.37) as
[1− F rn ]
(
10x
q
)
−
1
n
∑
i∈[n]
1{dri≥
10x
q
}1{Bini(
10x
q
,q)<x}. (3.38)
Denoting n(1 − F rn(
10x
q )) =: m, and define X :=
∑m
i=1 1{Bini(
10x
q
,q)<x}. We aim to show that X < m/2 holds
whp. By Lemma 3.7,
P
(
Bin
(10x
q
, q
)
≤ x
)
≤ e−10x/8 < e−5x0/4, (3.39)
so that
E[X ] = E
[
m∑
i=1
1{Bini(
10x
q
,q)<x}
]
≤ me−5x0/4. (3.40)
Let us increase x0 if necessary to ensure that e
−5x0/4 ≤ 1/8. Note that X is a sum of Bernoulli random
variables. Thus, we can use a Chernoff bound to bound the upper tail of X (see, e.g., [16, Corollary 3.13], with
β = 12 exp{5x0/4} − 1 ≥ 3 and µ = m exp{−5x0/4}, to obtain the following bound for some b
′, C′ > 0:
P
(
X >
m
2
)
< e−β
2µ/(2+β) ≤ exp
{
−
(e
5x0
4 /2− 1)me−
5x0
4
2
}
< e−m/8 ≤ exp{−nb
′
C′},
(3.41)
where first we used that β > 2 thus β2/(2 + β) > β/2, and then again, 1/2− e−5x0/4 ≥ 1/4 to obtain the first
formula in the second line. Finally, since m ≥ nb
′
as long as x ≤ n1/(τ−1−δ), we obtain the desired bound above.
Then, noting that m = n[1− F rn ](10x/q), by (3.36) and (3.38), (3.41) yields
P
(
1− F rrn (x) ≤
1
2
[1− F rn ](10x/q)
)
≤ exp {−nb
′
C′}, (3.42)
so that, by a union bound,
P
(
∃x ∈ (x0, n
α) : 1− F rrn (x) ≤
1
2
[1− F rn ](10x/q)
)
≤ nα exp {−nb
′
C′}. (3.43)
Then, for x0 large enough, (3.30) follows with b = 10/q. This concludes the proof of Proposition 3.5.
We now use Proposition 3.5 to obtain a bound on the graph-distance in the graph after percolation. Let Drrn
be the graph-distance in CMn(d
rr). Then, we have the following bound:
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Corollary 3.8. Given CMn(D) with i.i.d. degrees having distribution satisfying (1.1), and the corresponding
graph C˜Mn(d)p(d) that is the result of degree-dependent half-edge percolation with p(d) satisfying (3.9). Let d
rr
denote the corresponding degree sequence for the vertices. Then, for all ε3.8 > 0, there exists k = k(ε3.8) s.t.,
if u and v are two uniformly chosen vertices in [n] with degree at least k,
sup
n≥1
P
(
Drrn (u, v)−
2 log logn
| log(τ − 2)|
≥ 1 | du ≥ k, dv ≥ k
)
< ε3.8. (3.44)
Proof. Let An be the event for α > 1/2 as in Proposition 3.5
An :=
{
1− F rrn (x) ≥
C˜
xτ−1+C1(log x)γ−1
, ∀x0 ≤ x ≤ n
α
}
, (3.45)
where x0 is defined in (3.32). Then by Proposition 3.5, P(An) = 1 − on(1). For brevity let us write Kn :=
{Drrn (u, v)−
2 log logn
| log(τ−2)| ≥ 1}. Then,
sup
n≥1
P
(
Kn | du ≥ k, dv ≥ k
)
= (3.46)
sup
n≥1
{
P
(
Kn | du ≥ k, dv ≥ k,An
)
P(An) + P
(
Kn | du ≥ k, dv ≥ k,A
c
n
)
P(Acn)
}
. (3.47)
Note that the probability of the first term on the rhs is bounded precisely in Proposition 2.1, on An, while
P(Acn) = on(1) by Proposition 3.5. Thus, there exists ε2.1 s.t.
sup
n≥1
P
(
Kn | du ≥ k, dv ≥ k
)
≤ ε2.1(1− on(1)) + on(1) ≤ ε3.8, (3.48)
for all n sufficiently large, finishing the proof.
4. Tightness of the weight
Our goal is to prove Theorem 1.2 in this section. We first prove a uniform bound for the weight of the path that
connects the uniformly chosen vertex u to a vertex in the first layer Γy0 in CMn(d)p(d). For this, we prove that
for any choice of p(d) that satisfies condition (3.9) we can connect a uniform vertex u in CMn(d) to a vertex
that has sufficiently large degree after the degree-dependent half-edge percolation. We introduce the following
notation:
∂Bm(u) := {w ∈ CMn(d) s.t. Dn(u,w) = m}, (4.1)
and
deg(Vm(u)) := max
w∈∂Bm(u)
dw, (4.2)
deg(V p(d)m (u)) := max
w∈∂Bm(u)
drrw , (4.3)
where recall that drrw equals the degree of wp(d) in CMn(d)p(d). The following holds:
Lemma 4.1. For any choice of p(d) that satisfies (3.9), for all ε4.1 > 0 and k > 0, there exists a constant
m := m(k, ε4.1) such that w.h.p.
P(deg(V p(d)m (u)) < k) < ε4.1. (4.4)
Proof. The proof consists of two steps. In the first step we show that for a fixed half-edge retention probability
p(d), when a vertex has sufficiently high degree before percolation, then after the degree-dependent percolation
its degree is at least K with high probability. In the second step we prove that we can find such a vertex a
bounded number of steps away from the uniformly chosen vertex u.
As we have seen in Lemma 3.6 and the proof of Proposition 3.5, the degree drrw of a vertex w after percolation
is the result of a half-edge percolation as described in Lemma 3.6 and of a second thinning with parameter at
least q as described in (3.31) and (3.33), whenever dw ≥ x0. This results in a two-step thinning of dw, where
drw
d
= Bin(dw, p(dw)) and d
rr
w
d
≥ Bin(drw, q). Thus we obtain the stochastic domination d
rr
w
d
≥ Bin(dw , p(dw)q), for
all w with dw ≥ x0.
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Note that since p(d) satisfies (3.9), and q is fixed, the mean dp(d)q is monotone increasing in d for all d
sufficiently large. Indeed,
E[Bin(d, e−c(log d)
γ
)q] ≥ dbe−c(log d)
γ
q = elog d(1−c(log d)
γ−1)q. (4.5)
Thus, let us define for any z > 2, K˜z := inf{d : dbe
−c(log d)γq ≥ zk}. Then, a Chernoff bound as in [16, Corollary
13.3], with β = 1− 1/z ≥ 1/2 and µ = zk yields that
P(Bin(K˜z, p(K˜z)q) < k) ≤ e
−β2µ/2 ≤ exp{−(1− 1/z)2zk/2} ≤ exp{−zk/8}.
Thus, for any ε0 > 0 and any k > 0, we can choose z := z(ε0) large enough and then K˜z(ε0) accordingly, such
that the rhs is at most ε0. Combining this with the stochastic domination and the monotonicity argument above,
we obtain that for any vertex w
P(drrw < k|dw ≥ K˜z(ε0)) < ε0. (4.6)
We now show that we can connect a uniformly chosen vertex u with a vertex with degree at least K˜z(ε0) in a
bounded number of steps and probability tending to 1. By [2, Proposition 2],
|∂Bm|
P
−→∞, (4.7)
as m → ∞. Further, the sequence {(dvi)vi∈∂Bm} can be coupled to |∂Bm| many i.i.d. random variables with a
power-law distribution described in (1.2) (see, e.g., [4, Proposition 4.7]). Then
P(deg(Vm(u)) ≤ K˜z(ε0)) ≤
( α1
K˜τ−2+α2z(ε0)
)m
, (4.8)
with deg(Vm(u)) defined in (4.2) and for some positive constants α1 and α2. Then, for all ε1 > 0, there exists
mε1 such that P(deg Vmε1 ≤ K˜z(ε0)) < ε1. Finally, let
E1 := {d
rr
w < k|dw ≥ K˜z(ε0)}
E2 := {deg(Vmε1 (u)) ≤ K˜z(ε0)},
Then, by a union bound,
P(deg(V p(d)m ) < k) ≤ P(E
c
1) + P(E
c
2) ≤ ε0 + ε1. (4.9)
with ε0 and ε1 arbitrarily small. This completes the proof of the lemma, with distance m = mε1 .
We are ready to prove Theorem 1.2 by constructing a path with tight excess weight.
Proof of Theorem 1.2. Let us set k > x0, where x0 is defined in Proposition 2.1. As a consequence of Lemma
4.1, for any fixed ε, with probability at least 1− ε, there exists a path in CMn(d) that connects u with a vertex
uk with d
rr
u ≥ k in at most m := m(ε4.1, k) steps. We call this path pik. The weight over the path pik is given
by the sum of at most m i.i.d. random variables with distribution FY . Therefore for all ε(4.10), there exists
r′ = r′(ε(4.10)) such that
P(Wn(u, uk) > r
′) < ε(4.10) (4.10)
We recursively describe a path piu(i) in CMn(d)p(d) as follows: piu(0) = uk, piu(i + 1) is the vertex having the
maximum degree between all the neighbours of piu(i). If there are more vertices with the same degree we choose
the one that is connected to piu(i) with the least edge-weight. Then, if yi with y0 = k, is a sequence as in (2.12),
the proof of Proposition 2.1 guarantees that piu(i) has degree at least yi for all i, with probability 1− ok(1), see
(2.4). We define piv(i) analogously. We aim to prove an upper bound on the weight of the path that connects uk
and vk in CMn(d)p(d). For this recall that we have assigned a weight from distribution 1 +X to each half-edge
and that the half-edge percolation described in Definition 3.1 can be later interpreted as thinning the half-edges
with too high excess weight. Nevertheless,
Wn(uk, vk) ≤ D
rr
n (uk, vk) +
b(n)∑
i=0
(
w1πu(i) + w
2
πu(i)
+ w1πv(i) + w
2
πv(i)
)
, (4.11)
where for z = u, v, w1πz(i), w
2
πz(i)
are the excess edge-weight of the two half-edges attached to piz(i) that the path
piz uses. We now fix ε > 0, and we choose k so large that
∑b(n)
i=1 εi < ε. Considering two identical constructions
for both vertices uk and vk, by Proposition 2.1, with probability at least 1− ε2.1, D
rr
n (uk, vk) ≤ 2
log log n
| log(τ−2)| .
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Further, again by the proof of Proposition 2.1, that piz(i) is a vertex with degree at least yi in the percolated
graph. Recall that we can write p(d) = P(X ≤ ξd) for some deterministic (ξd)d≥1 and the half-edge percolation
can be interpreted as thinning the half-edges with too high excess weight. Thus, the additional edge weights on
the half-edges attached to piz(i) survived the degree-dependent percolation and as a result are at most ξyi . This
implies that wjπz(i) ≤ ξyi for j = 1, 2 and z = u, v. Therefore,
Wn(uk, vk) ≤ 2
log logn
| log(τ − 2)|
+ 4
b(n)∑
i=0
ξyi . (4.12)
Finally, by (4.10), the probability that the sum of the weights in the paths connecting u with uk and v with vk
does not exceed 2r′ is at least 1− 2ε(4.10). Then,
Wn(u, v) ≤ 2r
′ + 2
log logn
| log(τ − 2)|
+ 2
b(n)∑
i=0
ξyi , (4.13)
with probability at least 1− 2ε(4.10) − ε2.1.
It remains to show that there exists a choice of ξd such that
∑b(n)
i=0 ξyi is bounded.
First we start rewriting the integrability criterion in (1.4). By a change of variables u := 1/y, we obtain that
(1.4) is equivalent to the convergence of ∫ c
0
F
(−1)
X (exp{−C/y})
1
y
dy (4.14)
for some c, C > 0. Note first that, due to a simple change of variables, the constant C in the exponent can be
chosen arbitrarily. We shall set its proper value later on. For now, let us fix an arbitrary α ∈ (τ − 2, 1) and cut
the integral at the powers of α. Then, the convergence of (4.14) implies the convergence of the sum
∞∑
n=K
∫ αn
αn+1
F
(−1)
X (exp{−C/y})
1
y
dy, (4.15)
where L can be chosen as K := min{n : αn ≤ c}. By the monotonicity of the inverse function F
(−1)
X (·),
F
(−1)
X
(
1
eC/αn+1
)
(1− α) ≤
∫ αn
αn+1
F
(−1)
X
(
1
eC/y
)
1
y
dy, (4.16)
hence the convergence of the integral in (1.4) implies that
∞∑
n=K
F
(−1)
X
(
1
eC/αn
)
<∞. (4.17)
Now we turn to the choice of ξd and thus p(d). The intuitive idea is the following: recall that in the path
constructed in the proof of Proposition 2.1, by Lemmas 2.4 and 2.6, for the ith vertex of the constructed path,
the degrees are yi ∈ ((k
1−δ)1/(τ−2)
i
, k1/(τ−2)
i
), for some constants k and δ ∈ (0, 1). Thus, we would like to set
p(d) so that the equation
p (yi) = e
−C/αi (4.18)
holds. For this, d = (k1−δ)1/(τ−2)
i
implies that i = log
(
log(d)/ log(k1−δ)
)
/| log(τ − 2)|, which, when used on
the right hand side of (4.18), results in the definition
p(d) := exp
{
−C
(
log d
log(k1−δ)
)| logα|/| log(τ−2)|}
= exp
{
−C′ (log d)| logα|/| log(τ−2)|
}
,
with C′ := C log(k1−δ)−| logα|/| log(τ−2)|. Due to the fact that we have chosen α ∈ (τ−2, 1), we have | logα|/| log(τ−
2)| := γ < 1. Thus, the conditions of Proposition 3.5 are satisfied with this choice of p(d). Further, note that,
since p(d) = P(X ≤ ξd), we have ξd = F
(−1)
X (p(d)). Since p(·) is monotone decreasing in d, yi ≥ (k
1−δ)1/(τ−2)
i
implies
ξyi = F
−1
X
(p(yi)) ≤ F
(−1)
X
(
p((k1−δ)1/(τ−2)
i
)
)
= F
(−1)
X
(
e−C/α
i
)
.
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Note that the right hand side is summable in i by (4.17), thus the excess edge-weight on the edges in the path
through the layers Γi is bounded, i.e.
∞∑
i=0
ξyi <∞. (4.19)
This, combined with (4.13) finishes the proof of the upper bound. The proof of the lower bound follows from
the fact that
Wn(u, v) ≥ Dn(u, v)
and the latter is tight around 2 log logn/| log(τ − 2)| by [11].
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