ABSTRACT The user operates the smart home devices year in year out, have produced mass operation data, but these data do not be utilized well in past. Nowadays, these data can be used to predict user's behavior custom with the development of big data and machine learning technologies, and then the prediction results can be employed to enhance the intelligence of a smart home system. In view of this, this paper proposes a novel unsupervised user behavior prediction (UUBP) algorithm, which employs an artificial neural network and proposes a forgetting factor to overcome the shortcomings of the previous prediction algorithm. This algorithm has a high-level of autonomous and self-organizing learning ability while does not require too much human intervention. Furthermore, the algorithm can better avoid the influence of user's infrequent and out-of-date operation records, because of the forgetting factor. Finally, the use of real end user's operation records to demonstrate that UUBP algorithm has a better level of performance than other algorithms from effectiveness.
I. INTRODUCTION
With the development of new generation wireless communications and big data technologies, great changes have taken place in some industries [1] , such as intelligent transportation, and Internet of things (IoT) [2] , [3] . The Smart Home is a typical application in IoT and ubiquitous computing in which the house environment is monitored by ambient intelligence to provide context-aware services and facilitate remote home control [4] . The features of a typical smart home are that the devices are interconnected by the network including wired and wireless communication technology and controlled by a smart terminal such as a mobile phone or a personal computer through the Internet [5] . The framework of a smart home system is shown in Figure 1 .
In a smart home, user can operate the home devices at one's own will, which provides the convenience by controlling their living environment. For example, people can start the air conditioner in advance by smart home system, before they commence their journey home. When they enter their home, the indoor temperature has become pleasant. The existing smart home has achieved remote or automatic control to some extent and is able to promote the safety, and comfort of a house [6] , [7] . However, how to design a smart home system with the features of an intelligent decision and autonomous control still have a long way to go.
The intelligence level of an existing smart home system can be divided into three layers in summary [8] . Firstly, the remote operation in a smart home without intelligent decision layer is low-level intelligence that is far away from automation or intelligent control. The user transmits the control messages through the mobile application (APP) to operate a remote control. For example, when it rains, the user presses the icon of the 'closing window' within the APP. Consequently, the ''close window'' command is sent to the smart home controller, and then the controller closes the window by executing this command. This is a typical remote operation method and cannot be completed without manual control by the user. Secondly, the mid-level intelligent smart home depends on intelligent environment-aware devices to collect the environmental information and subsequently make the proper response according to a predefined set of rules. For example, when it rains, the raindrop sensors perceive the change, make the decision by multi-sensors data fusion algorithm and execute the decision by the actuator. This intelligent control is able to realize self-adaptive control when conditions within the environment are changed. Thirdly, highlevel intelligence of a smart home will offer the personalized service and friendly user experience. This solution not only adapts to the change of environment but also adapts user behaviors by itself. Therefore, it needs to possess the learning ability and can then predict user behaviors, and will over time evolve into seamless companions for the user [9] . Nowadays, the majority of existing smart home systems remain in the category of mid-level intelligence.
Recently, with the advance of the big data technology and artificial intelligence algorithms such as Neural Network (NN), K-means and Density-based Spatial Clustering of Applications with Noise (DBSCAN), the more personalized service which can be improved by the user experience. These improvements generate additional business value and can be offered by mining the mass historical data and discovering valuable rules. For example, Wei et al. [10] proposed a segmentation strategy of customer behaviors based on K-means to predict the consumer behaviors in the Chinese mobile communication market based on the consumer's consumption records. This strategy can effectively recommend the corresponding telecom packages according to the user's preference, increasing the income and competitiveness of the business. If these technologies can be applied to improve intelligence within smart homes, the market outlook of the smart home has the potential to achieve a successful breakthrough. Therefore, a number of researchers focus attention to predict user behaviors, derived from mass historical and real-time user operation records data, aiming to improve the intelligence of the smart home [11] .
However, there are some problems which need to address in user behaviors prediction algorithms. Firstly, over how much manual intervention is required during the initialization of an algorithm. For example, some algorithms such as K-means algorithm or other K-means-based algorithms need upon clustering number when it tries to predict k behaviors of a user by partitioning the user operation records into k clusters [12] . Therefore, during the initialization of those algorithms, there is a need to give a clustering number k according to the past experiences, but the subjective experiences may not express the practical partition fully, which ultimately influences the performance of the prediction algorithm [13] . Secondly, the low ability to distinguish the importance of user operation records is an issue which requires attention. User behaviors will change dynamically over periods of time. So, the prediction algorithm is needed to know that recent operation records are more important than the 49238 VOLUME 6, 2018 out-of-date records. The regulation of importance and the ability to slowly forget the out-of-date records like a human being does is crucial [14] . Therefore, the proposition of a feasible and novel algorithm to solve those problems and at the same time, predict user behaviors more intelligently is still a major challenge in the domain of smart home.
In this paper, it is proposed that the UUBP algorithm based on machine learning and neural network to mine the massive user behaviors data is a potential solution. This aims at enhancing the intelligence level in existing smart home systems. The major contributions of this paper are as follows:
• In order to decrease the manual error in the initialization stage of the UUBP algorithm, an initializing learner, ANN, is proposed to get the user behavior number self-organized. The initialization approach is based on a neural network and is more impersonal than manual selection. Furthermore, compared with those similar algorithms which do not need upon clustering number, such as DBSCAN, it has a higher level of effectiveness.
• An innovative update strategy is proposed based on the Ebbinghaus Forgetting Curve in updating stage of UUBP algorithm, which can effectively avoid the influence of user's infrequent operation records and slowly forget the out-of-date records like a human being.
• Although our algorithm has been deployed to a server by our partner company, and the practice has proved that our algorithm meets the needs of the current smart home industry and has good effectiveness in user behavior prediction, we still evaluated our algorithm using 3 real data sources consisting of 10 devices, justifying the advantages of our approach over 3 widely-used clustering algorithms. The remainder of this paper is organized as follows: Section 2 outlines several related prediction methods and discusses their performance from differing perspectives. The basic framework and detailed derivation of the proposed algorithm are explained in Section 3. In Section 4, the details of the experiments are addressed, and the experimental results demonstrate the performance of the UUBP algorithm is superior to traditional and existing clustering algorithms. Finally, the conclusion is stated within the final section of this paper.
II. RELATED WORKS
In order to offer a personalized service and user experience, the historical and real-time operation data is collected by sensor devices in daily life. Subsequently, many algorithms are employed to mine the hidden valuable rules, and further predict the user's behaviors. For example: on weekdays, a user usually wakes up at 9AM and then operates the toaster. A superior user behaviors prediction method should mine this behavior of this user within the operation records and return this behavior to the smart home control center. The system will ask the user one day in advance whether needs to assist them in utilizing the toaster at 9AM tomorrow, if tomorrow is a weekday. Recently, there have many methods has tried to do this task and homes intelligently. The previous methods can be divided into two categories according to whether there is a need to initialize the amount of user behaviors.
Pingfan [15] puts forward a prediction method based on K-means and Particle Swarm Optimization (PSO) algorithm. The model also simulated the controlling of the electric curtains of the smart home and demonstrated that it can improve the learning ability of the home control system for user behaviors. Similarly, K-means algorithm has been employed to separate the normal routines from the suspected routines in order to monitor the change in the daily routine of a person living in a smart home and learn the user behaviors, where daily routine is the group of activities [16] . Those algorithms have tried to predict k behaviors of a user by partitioning n user operation records into k clusters, but they need upon clustering number k. On many occasions, most user operation records are dynamic, and it is not known in advance how many user behaviors categories a given data set should require. Furthermore, the clustering number always has been given according to the past experiences, and the subjective experiences may ultimately influence the performance of the prediction algorithm.
Therefore, some methods that do not need manual intervention during the initialization stage have been proposed. For instance, Kim et al. [17] attempt to design a Recommendation Agent System (RAS) which can learn user behavior and provide recommendation service by considering the circumstance and desire of users using Hidden Markov Model (HMM)-based Collaborative Filtering (HCF). However, one major drawback of this method is that while the HMM algorithm is suitable for making predictions on a small data set with a single marked feature, they cannot be used within a big data scenario. Fatima et al. [18] recognize the daily life activities and predict user behavior by using a decision fusion of four individual Support Vector Machine (SVM) kernel functions, where each kernel is designed to learn the performed activities in parallel. But SVM is not suitable for multi-classification problems. Furthermore, as for highdimensional data, it is hard to determine a reasonable kernel function for SVM. Additionally, some researchers have tried to use deep learning algorithm to perform this prediction task. For example, the Deep Belief Network-reconstruct algorithm (DBN-R) based on the deep learning framework for predicting user behaviors in a smart home has been proposed [19] . This method can solve the problem that requires the initialization for the amount of user behaviors exist in K-means. Yet, regrettably, the DBN-R algorithm demonstrates an accuracy of 43.9% (51.8%) for predicting newly activated sensors (smart home devices) based on MIT home data set 1 (data set 2). To summarize, those methods can better adapt to dynamic user data and do not need artificial participation to set the clustering number during the initialization stage of user behaviors prediction and clustering, but they still possess serious defects in their overall performance. In their view, each user operation record is equally important and has the same influence in the prediction of user behaviors. However, user behavior will change dynamically over a period of time. Therefore, an excellent prediction algorithm should distinguish which user operation records are more important and try to forget the out-of-date records.
Therefore, this research aims to solve the above problems which exist in the previous prediction algorithms. The improved and novel unsupervised user behaviors prediction algorithm (UUBP) is proposed as a potential solution to the problem.
III. THE PROPOSED ALGORITHM
In the proposed UUBP algorithm (ALGORITHM I), the proposed ANN is used to initialize the UUBP algorithm instead of requiring manual intervention. Also, in the updating stage of the UUBP algorithm, an innovative update strategy which has a forgetting factor based on the Ebbinghaus Forgetting Curve is proposed to remove the influence of user's infrequent and out-of-date operation records according to their respective generation date. This can reduce the impact of the out-of-date records during the prediction, in order to generate predictive behaviors which are closer to the recent user behaviors.
The proposed prediction algorithm is composed of five stages: date preprocessing, initialization stage, assignment stage, update stage, and user behavior generation: a) Date preprocessing: Data preprocessing is an important step in the data mining process. If there is much difference in the format and missing-feature data points, then knowledge discovery during the training phase is increasingly difficult. Therefore, within the data preprocessing stage of UUBP algorithm, data transformation and data cleansing will be completed to avoid this problem. b) Initialization stage: In UUBP algorithm, the user's operation records of a certain smart home device will be input into an ANN to execute the initialization stage in order to get the number of clusters and the respective centroid vector of each cluster automatically without manual setting. c) Assignment stage: Assign each data point to the cluster whose centroid vector has the least squared Euclidean distance to this record according to the operation time and the operation state of the smart home device. d) Update stage: In the UUBP algorithm, a forgetting factor will be integrated to propose a novel update strategy and calculate the new centroid vectors of each cluster in the new clusters.
e) User behavior generation: The final centroid vectors have to be transformed to a format which can be comprehended by the user.
The algorithm has converged when the assignments no longer change, and the final centroids are the user's predicted behaviors of this smart home device.
A. DATA PREPROCESSING Our data set is offered by a real in-situ smart home company and the company's experts have pointed out that the generation date of record, the operation time of device, and the operation state of device are the most important features in this prediction task. Therefore, there is no need to use algorithms to complete the features selection. Therefore, within the proposed UUBP algorithm, data preprocessing is conducted within two parts: data transformation and data cleansing. a) Data Transformation: Data transformation allows the mapping of the data from its given format into the format expected by the prediction algorithm. In the UUBP algorithm, the generation date of the record, the duration of this activity, and the operation state of device will be mapped to the same format by using Equation (1), (2), and (3):
Where date(i) = t i − t 0 , t i means the generation date of the ith record and t 0 means the run-date of the UUBP algorithm.
Where time(i) = 60(m i + 60h i ), h i means the hours in operation time of the ith record while m i means minutes.
In the data set, the operation state of a device is formatted by an integer, in binary form. For example, '0' indicates to turn off this device while '1' indicates to turn on. state(i) means the operation state of the ith record. b) Data Cleansing: the main task of the data cleaning part is missing date processing. In the UUBP algorithm, the Newton polynomial is used to perform the missing date interpolation.
B. INITIALIZATION STAGE
In the standard K-means algorithm or other K-means-based algorithms, the initialization stage is to set the clustering number k manually and utilize an initialization method to initialize k centroid vectors. A commonly used initialization method is Random Partition [20] . However, these types of initialization method have a serious defect. If the randomly initial centroid vectors seriously deviate from the potentially current centroids, the algorithm will make many iterations to update the centroid vectors and therefore will be very inefficient. Furthermore, the clustering number which has been given according to the past and subjective experiences may ultimately influence the performance of the prediction algorithm. In this context, an ANN will perform the initialization task and as the initial coarse clustering to output k centroid vectors which are closer to the potentially current centroids compared with the previous initialization method.
The ANN which is shown in Figure 2 has five layers, an input layer, a hidden layer, a reconstruction layer and two competitive layers. The input layer is mainly responsible for the input sample. The hidden layer tries to compress the input sample into a short code, and then the reconstruction layer will decompress that code into something that closely matches the original input data by using Equation (4).
Algorithm 1 UUBP (n, dataSet)
Input: n: the number of rings in the equal probability models; all equal probability models use the same value of n. dataSet: user's operation records for a certain smart home device. Output: the predictive user behaviors for this device. assign each data point to the cluster whose centroid vector has the least squared Euclidean distance to it according to the centroid vectors generated by the previous updating. // updating stage 9. a) build up a n-ring equal probability and get the forgetting factor of each data point. Where ReLU (x) means the rectified linear unit function [21] and σ means the sigmoid function. ω, b mean the weights and bias between the input layer and the hidden layer while ω , b mean the weights and bias between the hidden layer and the reconstruction layer. During this procedure, the first three layers are trained to minimize the reconstruction error. This forces the neural network to engage in dimensionality reduction like an auto-encoder dose [22] . In our context, rootmean-squared error (RMSE) is used as the reconstruction error which is shown as Equation (5), and if the RMSE value is less than 0.02 or the number of epochs is greater than 300, the reconstruction layer will output thex in the last epoch to the followed competitive layers. The neurons of the reconstruction layer are full-connected to the neurons of the two competitive layers by weights ω (1) and ω (2) respectively. And each neuron of the first 3 * 3 competitive layer is connected to the corresponding 3 * 3 neurons lattice in the second 9 * 9 competitive layer by using Equation (6) . n
j+2 means the ith neuron in the first competitive layer is connected to the jth to (j + 2)th neurons in the second competitive layer, where j can be calculated by using i through Equation (7). And ''/'' means modulo operation while ''%'' means complementation. For example, 1/3=0 and 1%3=1. Therefore, the 1 st neuron in the first competitive layer is connected to the 1 st , 2 nd , 3 rd , 10 th , 11 th , 12 th , 19 th , 20 th , and 21 st neurons in the second competitive layer which is shown in Figure 2 .
As for the competitive layer, the core layer of the proposed ANN, its main task is to perform the dot product of the output of the reconstruction layer in order to do the competitive learning (ALGORITHM II). Then, the neuron with the maximum value called Winner Neuron will win the competition and attain the right to update the weights of all the neurons in its adjacent domain, so that the neurons have a stronger response to the similar input by using Equation (8) [23] :
where η indicates the function of the training time (t) and the topological distance of the adjacent domain of the winner neuron (n) from the winning neurons which can be written as Equation (9) [24] :
C. ASSIGNMENT STAGE Data point assignment is an important stage and the discriminator that determines whether the learning process should be terminated within a clustering algorithm. In this stage, the UUBP algorithm will assign each data point (user operation record) to the cluster whose centroid vector has the least squared Euclidean distance to this record. This is according to the operation time and the operation state of the smart home device in this record by using Equation (10).
Here, r p indicates a data point which has two eigenvalues: the operating time and the state of the smart home device in this user operation record. x in the tth learning iteration and it also has two eigenvalues likes r p . The Equation (10) means that r p is assigned to exactly cluster C (t) i .
Algorithm 2 CompetitiveLearning(dataSet)
Input: dataSet: the output of the reconstruction layer Output: clustering result (k centroid vectors) 1. randomize the node weight vectors in a map 2. randomly pick an input vector x 3. initialize η = 0.6 4. while η ≥ 1e −6 : 5. do 6. while do not traverse all node in the map: 7. do 8. 1) calculate the Euclidean distance between the input vector xand each node weight vector in the map 9.
2) track the node that produces the smallest distance (n) in the map and mark the node as the best matching unit (BMU) 10. end while 11. update the weight vectors of the nodes about BMU and BMU itself by pulling them closer to the input vector:
end while 14. return clustering result

D. UPDATING STAGE
In the traditional clustering algorithm, the strategy of updating the centroid vector is susceptible to the bias created by outliers and does not take the temporal feature of the user records into consideration well. Therefore, it will not be able to effectively identify which record is more important and learn doing forgetting learning like a human being. However, inspired by the Ebbinghaus Forgetting Curve [25] , in this paper, there is a novel the strategy of updating the centroid vector to the updating stage by adding a forgetting factor in the UUBP algorithm. Here, it is demonstrated that this algorithm, which uses a new strategy, is able to address some of the problems which currently exist in traditional algorithms. This allows for the easy identification of outliers which are indicated by the infrequent and out-of-date operation records of the user which may be far from the most recent user behaviors.
1) THE STRATEGY FOR CENTROID VECTOR UPDATE
The improved updating strategy (ALGORITHM III) will use the forgetting factor ω(r i ) as an important index to update the centroid vector. This is in order to remove the influence of the user's infrequent operation records and mine the user's commonly recent control behaviors effectively. It can be written as the Equations (11) to represent the strategy for updating the centroid vector of our improved K-means algorithm. Where r i indicates a data point in this certain cluster.
Algorithm 3 UpdatingStrategy (assignment, centroids, n) Input: assignment: assignment of data points (k clusters) centroids: k centroid vectors of k clusters n: the number of rings in the equal probability model Output: k new centroid vectors 1. build a n-ring equal probability model 2. for (i = 0; i + +; i < k): 3. do 4. calculate the forgetting factors ω(r i ) for each data points r i in the ith cluster. 5. update the centroid vector of ith cluster:
ω(r i )·r i n 6. end for 7. return k new centroid vectors.
2) THE FORGETTING FACTOR
The Ebbinghaus Forgetting Curve hypothesizes that the process of forgetting is non-linear. The initial process of forgetting is fast and then slows down. Therefore, the concept would mean that the more previous knowledge is easier to be forgotten [26] . Similarly, user behaviors will change over time. For example, a user was a worker two years ago and the individual had to get up at 7am every workday, and then work their toaster to serve breakfast. But, a change of circumstance such as retirement, would mean their wake-up time has changed to 9 am and then use the toaster. Thus, as an excellent user behaviors prediction algorithm, it should reduce the weight of this user operation records generated around two years ago while increasing the weight of those records generated recently during the predictive learning. The algorithm should realize which records are more important and which should be forgotten. Thus, under the influence of the Ebbinghaus Forgetting Curve, it is considered that the learner should gradually forget the user's operation records according to its generation date, as like a human would do in order to mine behaviors which are closer to user's recent behaviors. So, it is proposed a forgetting factor model to complete this task is defined in Equation (12):
Here, r i indicates a certain data point in this cluster which is a user operation record. p i indicates the probability parameters of this record r i , it is proposed to promote the convergence of the clustering process and magnitude the difference between each record to improve the importance of generation date during the prediction clustering, and we will introduce it next in next section. date(r i ) can be calculated by using Equation (1) . From Equation (12), we can see that each record will be given a weight according to its generation date, and the more historical record always has a smaller forgetting factor weight. The equal probability models.
3) THE PROBABILITY PARAMETER
From Equation (12), it is recognized that each data point possesses a probability parameter which is proposed to promote the convergence of the clustering process and magnitude the difference between each record. This improves the importance of the generation date during the prediction clustering. The probability parameter which this research proposes is a weight factor based on its generation date date(r i ) , and the value of the probability parameter decreases stage by stage. According to the definition of the arithmetic progression, we propose the Equal Probability Model which is shown in Figure 3 .
In order to build the model as shown in Figure 3 , for a certain cluster, data points of this cluster must be divided into n regions based on the following procedure: a) Find the maximum date(r i ) and denote as max?(date ). b) For every data point r i , if there exists an integer k between 0 to n which can make its date(r i ) satisfy the Equation (13) , then the data point r i will be assigned to the ring k.
Then, each ring will be assigned a different probability parameter (p i ) where the sum of all the p i is 1 when calculated based on the following procedure: a) Calculate the probability parameters of the points in the outermost ring (p n ) using Equation (14):
b) Calculate the probability parameters for the points in the ith ring (p i ) using Equation (15):
Visualizing the equations for the Equal Probability Model of this cluster will result in a diagram as like the one shown in Figure 3 . From its definition and Figure 3 , it can conclude that the recent records which are closer to the current date will have a smaller probability parameter p and a much bigger forgetting factor ω compared with the antiquated records. This strategy can magnitude the difference between the two types of records and improve the importance of generation date. 
E. USER BEHAVIOR GENERATION
The final centroid vectors mean the feature vectors which cannot be comprehended by user and are inconsistent with the default format. Therefore, the values of the final centroid vectors have to be mapped back to their original formats respectively. In UUBP algorithm, the predictive user behavior is composed by the operation time and the operation state of device. The operation time of device can be mapped to its original format by using Equation (16), (17), and (18) while the operation state uses Equation (19):
Where x means the function that rounding down x. For example, 12.59 = 12. ''/'' means modulo operation while ''%'' means complementation. Rh i means the recommend operation hour while Rm i means operation minute.
IV. EXPERIMENTS AND ANALYSIS
In this section, the experiments are performed to verify the effectiveness of the proposed UUBP algorithm based on 3 real data sources consisting of 10 devices from a smart home company and each data set is directly linked to a smart home which is shown in TABLE 1. TABLE 2-4 list the devices for each data set. It must be acknowledged that the removal of all records containing missing values has occurred. Also, the utilization of the generation date of the record, the generation time of this operation activity, and the operation state of device as important features of user behaviors clustering for a certain device is noted by company engineers.
The platform for calculation is a personal computer with an Intel(R) Core(TM) i7-6770 3.40 GHz CPU, and 8 GB random-access memory, running Windows 7 Professional operating system. All algorithms were coded by Python programming language.
In order to explain the superiority of UUBP algorithm, the use of some classic and widely-used algorithms such as K-means, SOMNN and DBSCAN algorithm to undertake the same tasks as comparative experiments.
The Compactness Index(CP), Separation Index(SP) and the Davies-Bouldin index (DB) are always used to evaluate the effectiveness of a clustering algorithm [27] . There is a modification of the equation for calculating CP by adding a Time-Distance factor (TD) to measure whether the algorithm can effectively distinguish the out-of-date operation records and effectively locate the user's recent control behaviors which can be calculated by using Equation (20) .
Where t ω i indicates the average generation date of all records average(date(x) ) in ith cluster that is the generation date of its centroid, and t r i means the generation date of the first recent record in ith cluster. In this context, the final clustering centroids are the predictive user behaviors. Therefore, the bigger TD the algorithm, the worse recognition and forgetting ability of the out-of-date operation records it has.
The CP value calculates the average distance from each point to its centroid respectively. The smaller the value of CP, the more compact the data is within the cluster. The CP value can be calculated by using Equation (21) and (22):
49244 VOLUME 6, 2018 The SP value calculates the average distance between two different centroids which can be calculated by using Equation (23) and the higher SP means looser between two clusters.
The DB value comprehensively considers the CP value and the SP value. Therefore, DB value is generally used to evaluate the clustering effectiveness of a clustering algorithm [28] . This DB value can be calculated by using Equation (24) .
In order to verify the advantage of the proposed UUBP algorithm in effectiveness, 5 repeated experiments have been performed by using each different smart home device respectively, totally 50 repeated smart-home-device experiments for each algorithm except K-means algorithm. As for K-means algorithm, make k = 3 ∼ 8 and use the average CP, SP, and DB after 5 repeated K-value experiments for each k value respectively as the CP, SP, and DB of K-means algorithm for each device, and each K-value experiment has 50 repeated smart-home-device experiments as mentioned above like other algorithms. This totals 300 K-means experiments which have been performed. Therefore, totally 450 experiments have been conducted for this research.
As for the experiments result, Figure 4 shows the average CP value of each algorithm for each device after the repeated experiments in the 3 data sets respectively while Figure 5 shows the average SP value and Figure 6 shows the average DB value.
As can be seen in Figure 4 , the proposed UUBP algorithm has the minimum CP value, that is, the UUBP algorithm can put the similar user records together better while taking into account the generation date. And in Figure 5 , it can be seen that the UUBP algorithm has the maximum SP value. So, it proves that the UUBP algorithm performed the best in separating different and dissimilar user records. Finally, as can VOLUME 6, 2018 be seen in Figure 6 , the DB value of the UUBP algorithm is the lowest one. Therefore, it can be concluded that the UUBP algorithm can better handle the out-of-date operation records and has the best performance in user behavior prediction combines temporal feature. Therefore, the UUBP algorithm has the best ability of recognizing and forgetting the out-ofdate records, and its predictive user behaviors are closer to the users' recently real behaviors.
V. CONCLUSION AND FUTURE WORK
One of the biggest challenges faced by a smart home system is how to successfully mine the potential value of the user operation records, and concurrently try to be a confidant of the user. So, user behaviors prediction is still a valuable and challenging area for research. This paper aims to tackle this challenge and overcome the shortcomings of the previous user behaviors prediction algorithms to improve the current state of the prediction task. The proposition of a novel user behaviors prediction algorithm based on machine learning and mathematical knowledge, namely the UUBP algorithm. In this improved algorithm, a forgetting factor model based on the equal probability model and the Ebbinghaus forgetting curve is integrated in order to remove the influence of out-ofdate records and attain a much more satisfactorily predictive behavior. Additionally, in order to let the learner, have a strong autonomous learning ability, a novel ANN is used to helps initialize the learner. Finally, the experimental results show that compared to the previous prediction algorithms, the UUBP algorithm is much more excellent. This paper is mainly aimed at how to efficiently mine user behaviors of a certain smart home device from user operation records. However, how to mine user's associative behaviors for a series of activities where a number of different devices are involved is equally important within smart home systems. For example, when the user wakes up, they turn on the coffee maker, make some toast, and go for a shower. The algorithm can predict which device will be manipulated after those activities are performed. Therefore, the main task of future research is to investigate a method which can predict the users associative controlling behaviors and can investigate how the method identify the temporal association among the activities, involving a variety of devices, their temporal characteristic, and mine user's associative behaviors. 
