Introduction
The differential geometry of slant submanifolds has shown an increasing development since B. Y. Chen defined slant submanifolds in complex manifolds as a natural generalization of both the holomorphic and totally real submanifolds [6] . Many authors have studied such slant submanifolds in almost Hermitian manifolds. In [8] , Lotto introduced the concept of slant submanifolds of a Riemannian manifold into an almost contact metric manifold. In [1] , we defined and studied slant submanifolds of a Riemannian product manifold.
In [11] , N. Papaghiuc has introduced a class of submanifolds in an almost Hermitian manifolds, called the semi-slant submanifolds, such that the class of proper CRsubmanifolds and the class of slant submanifolds appear as particular cases in the class of semi-slant submanifolds.
Slant submanifolds of K-contact and Sasakian manifolds have been characterized by Cabrerizo et. al. in [4] .
Carriazo defined and studied bi-slant submanifolds in almost Hermitian manifolds and simultaneously introduced the notion of pseudo-slant submanifolds in Smanifolds in [5] . The contact version of pseudo-slant submanifolds has been defined and studied by V. A. Khan and M. A. Khan in [7] .
Recently Shaikh [12] introduced the notion of Lorentzian concircular structure manifolds (briefly, LCS-manifolds), giving an example which generalizes the notion of LP-Sasakian manifolds introduced by Matsumoto [9] and also by Mihai and Rosca [10] . Then Shaikh and Baishya ( [13] ) investigated the applications of LCS-manifolds to the general theory of relativity and cosmology. The LCS-manifolds are also studied by Shaikh, Kim and Hui [14] .
Motivated by the studies of the above authors, in the present paper we consider the pseudo-slant submanifolds of a LCS-manifold. The paper is organized as follows. Section 2 is concerned with preliminaries. Section 3 is devoted to the study of slant and pseudo-slant submanifolds of LCS-manifolds with the existence of slant submanifolds in LCS-manifold. We present an interesting example to illustrate the subject.
Preliminaries
An n-dimensional Lorentzian manifold M is a smooth connected paracompact Hausdorff manifold with a Lorentzian metric g, that is, M admits a smooth symmetric tensor field g of type (0,2) such that for each point p ∈ M , the tensor g p : T p M × T p M → R is a non-degenerate inner product of signature (−, +, . . . , +), where T p M denotes the tangent vector space of M at p and R is the real number space. A non-zero vector v ∈ T p M is said to be timelike (non-spacelike, null, spacelike) if it satisfies g p (v, v) < 0 ( 0, = 0, > 0, respectively) [2] . Definition 2.1. In a Lorentzian manifold (M, g), a vector field P is said to be concircular [15] , if the (1,1)-tensor field A defined by
where α is a non-zero scalar and ω is a closed 1-form and∇ denotes the operator of covariant differentiation with respect to the Lorentzian metric g.
Let M be an n-dimensional Lorentzian manifold admitting a unit timelike concircular vector field ξ, called the characteristic vector field of the manifold. Then we have (2.1) g(ξ, ξ) = −1.
Since ξ is a unit concircular vector field, it follows that there exists a non-zero 1-form η such that for
the equation of the form
holds for all vector fields X, Y ∈ Γ(T M), where∇ denotes the operator of covariant differentiation with respect to the Lorentzian metric g and α is a non-zero scalar function satisfying
̺ being the scalar function given by ̺ = −(ξα). If we put
then from (2.3) and (2.5) we have (2.6) ϕX = X + η(X)ξ, from which it follows that ϕ is a symmetric (1,1) tensor; it is called the structure tensor of the manifold.
Definition 2.2. The Lorentzian manifold (M , g) together with the unit timelike concircular vector field ξ, its associated 1-form η and a (1,1) tensor field ϕ is called a Lorentzian concircular structure manifold (briefly, LCS-manifold), [12] .
For the sake of brevity, we denote the Lorentzian concircular structure manifold by the LCS-manifold in the rest of this paper.
LCS-manifolds, as a special case, if we take α = 1, then we can obtain the LPSasakian structure of Matsumoto [9] .
In a LCS-manifold (n > 2), the following relations hold;
Let M be a submanifold of a LCS-manifold M with the induced metric g. Also, let ∇ and ∇ ⊥ be the induced connections on the tangent bundle T M and the normal bundle T ⊥ M of M , respectively. Then the Gauss and Weingarten formulae are given by
, where h and A V are the second fundamental form and the shape operator (corresponding to the normal vector field V ), respectively, for the immersion of M into M . The second fundamental form h and the shape operator A V are related by
Pseudo-slant submanifolds of LCS-manifolds
Let M be a submanifold of a LCS-manifold M . Then for any X ∈ Γ(T M ) we can write
where τ X is the tangential component and νX is the normal component of ϕX. Also, for any V ∈ Γ(T ⊥ M ), ϕV can be written in the following way:
where tV and nV are also the tangential and normal components of ϕV , respectively. From (3.1) and (3.2) we can derive that the tensor fields τ , ν, t and n are also symmetric because ϕ is symmetric. Throughout the paper, we consider ξ to be tangent to M . The submanifold M is said to be invariant if ν is identically zero, i.e., ϕX
Furthermore, for submanifolds tangent to the structure vector field ξ, there is another class of submanifolds which are called slant submanifolds. 
(ii) the distribution D is slant with slant angle θ = 0, that is, the angle between ϕ(D) and D is constant,
From the above definition, it is obvious that if θ = 0 or θ = 
The covariant derivatives ∇τ and ∇ν are defined by
for all X, Y ∈ Γ(T M ). The canonical structures τ and ν on a submanifold M are said to be parallel if ∇τ = 0 and∇ν = 0, respectively. Now, we put Q = τ 2 ; then ∇Q can be defined by
By using (3.4) and (3.6) it can be easily shown that for a submanifold M of a LCS-manifold M , if there is a function λ on M such that
Furthermore, taking into account (2.12), (3.1), (3.2), (3.4) and (3.5), we can find
Also, by using (2.10), (3.7) and (3.9), it can be proved by direct calculation that
if and only if (3.12)
where α and ̺ can be given by (2.4). Similarly, from (3.5) and (3.8), we can derive that
if and only if (3.14)
for any X, Y ∈ Γ(T M ) and V ∈ Γ(T M ⊥ ). Here we note that invariant and anti-invariant submanifolds are special cases of pseudo-slant submanifolds. We know that the case ν = 0 implies that ϕ = τ and so τ 2 = I + η ⊗ ξ. For an anti-invariant submanifold of a LCS-manifold M we have τ = 0. If M is a proper slant submanifold in a LCS-manifold M , we will prove that τ 2 X = cos 2 θ(X + η(X)ξ) for any X ∈ Γ(T M ). This relation includes the invariant and anti-invariant case for θ = 0 and θ = Moreover, if θ is the slant angle of M , then it satisfies λ = cos 2 θ.
P r o o f. If M is a slant submanifold with slant angle θ, then we have (3.16) cos θ = g(ϕX, τ X) ϕX τ X = τ X ϕX for any X ∈ Γ(T M ). On the other hand, for any X ∈ Γ(T M ), taking account of τ being symmetric and (3.16), we have g(τ 2 X, X) = g(τ X, τ X) = cos 2 θg(ϕX, ϕX) = cos 2 θg(X, ϕ 2 X) = cos 2 θg(X, X + η(X)ξ).
Since g is a Riemannian metric, this implies that τ 2 = cos 2 θ(I + η ⊗ ξ). If we put λ = cos 2 θ, we get our result that λ is also constant because θ is constant. Conversely, we now assume the relation (3.15) holds. Then from (2.7) and (3.1), we obtain
Also, by using (3.16), we conclude that cos 2 θ(x) = λ, where θ(x) is constant because λ is a constant, and so M is slant. Taking account of τ being symmetric and Theorem 3.1, direct calculation gives (3.17). To prove (3.18), it is enough to take into account (2.7) and (3.1). 
On the other hand, differentiating covariant derivative of QY = cos 2 θ[Y + η(Y )ξ] in the direction of X and using (2.3) and (2.5), we obtain
On the other hand, from (3.6), (3.19 ) and (3.20) we have
which implies that ∇Q = 0 if and only if τ = 0 or θ = 1 2 π. Both the cases verify that M is an anti-invariant submanifold.
Lemma 3.1. Let M be a pseudo-slant submanifold of a LCS-manifold M . Then at each point p of M , Q p has only one eigenvalue λ = cos 2 θ.
P r o o f. The proof is similar to that in [8] , so we omit it. 
Furthermore, if θ is the slant angle of M , then it satisfies λ = cos 2 θ.
P r o o f. If M is a slant submanifold of a LCS-manifold M with slant angle θ, then Lemma 3.1 and (3.21) imply that the relations (1) and (2) are satisfied.
Conversely, let λ(p) be the only eigenvalue of Q| D at each point p ∈ M . Moreover, let Y ∈ Γ(D) be a unit vector associated with λ, that is, QY = λY . Then by virtue of (2) and differentiating the covariant derivative of QY = λY in the direction of X we have
So we arrive at
that is, λ is a constant function. In order to prove that M is a slant submanifold, it is enough to show that there is a constant µ such that Q = µ(I + η ⊗ ξ). For X ∈ Γ(T M ) we can write X = X+η(X)ξ, where X = X−η(X)ξ ∈ Γ(D). So we have QX = QX and QX = λX because Q| D = λI, that is, QX = λX = λ(X − η(X)ξ).
Taking λ = µ, we get the desired assertion. 
P r o o f. By using (2.12), (2.16) and (3.1), we have
From the tangent components of this last equation we obtain
which is equivalent to
This proves our assertion. 
On the other hand, from (2.12), (2.15) and (2.16) we have
that is,
Also, by using (3.5) and (3.26), we conclude that
So we conclude
which verifies our assertion.
Next we will give an example of a slant submanifold in a LCS-manifold M to illustrate our results. and with coordinates (t, x 1 , x 2 , x 3 , y 1 , y 2 , y 3 ). We define the Lorentzian concircular structure on R 7 by
Then for any vector field
which implies that g(ϕZ, ϕZ) = g(Z, Z) + η 2 (Z). Now, we consider the subspace M of R 7 given by
where k is a non-zero constant and s, u and v denote arbitrary parameters. By a direct calculation, we infer that the tangent space of M is spanned by
Furthermore, we obtain
So we conclude that
that is, M is a slant submanifold of R 7 with slant angle θ = cos In the same way, we obtain g(∇ V U, X) = g(∇ V U, X) = −g(∇ V X, U ) = −g(ϕ∇ V X, ϕU ) = − g(∇ V ϕX, ϕU ) = −g(∇ ⊥ V νX, νU ) − g(∇ V τ X, νU ) = − g(h(τ X, V ), νU ) − g((∇ V ν)X + ν(∇ V X), νU ) = − g(h(τ X, V ), νU ) − sin 2 θg(∇ V X, U ), that is, (3.29) cos 2 θg(∇ V X, U ) = g(h(τ X, V ), νU ), which proves our assertion. On the other hand, since D is a slant distribution and τ ξ = 0, we obtain This implies that either h vanishes on D or h is an eigenvector of n 2 with eigenvalue cos 2 θ.
