When looking for advice, is it better to seek guidance from an expert or from others more like yourself? The paper introduces a simulation model in which a client seeks advice on how to improve fitness. Its focus is on comparing the outcomes of taking guidance from self-similar peers (homophily) and experts who base their recommendations on statistical significance.
Introduction
Clients in an uncertain world can benefit from being informed about the choices available to them. In some settings, such as grade school education, that process is largely dictated by an informing agent, such as a teacher. In others, key choices-such as what major to choose in college-are more likely to rest in the hands of the client being informed. In these latter settings, an interesting question becomes: "Where should the client go for information regarding the choices that must be made?"
There would seem to be three obvious places that a client-henceforth referred to as an agent for the sake of consistency with standard modeling terminology-might go in search of insights. (1) The agent could seek the advice of an expert. Alternatively, the agent could seek the guidance of other agents. Within the "other agents" category, however, there is a further spectrum of choices from (2) agents very similar in characteristics to the original client (homophilic agents) to (3) agents very different from the original (heterophilic agents).
An extensive empirical research stream on the diffusion of innovations strongly supports the generalization that most informing takes place through networks of homophilic agents (Rogers, 2003, p. 307) . From an information theory perspective, however, this preference seems odd. Presumably, both experts and heterophilic agents offer much greater potential for knowledge gain since their respective knowledge states differ most from that of the client seeking to be informed. Nevertheless the pattern of preference for homophily is observed over and over in the real world.
One explanation that has been proposed for homophilic preference relates to the underlying complexity of the landscape upon which agents operate (Gill, 2010) . In this conceptual scheme (Gill, 2011) , an agent's state might be modeled as a collection of values (e.g., 0s and 1s), with each state being assigned its own ordinal fitness value. Where a landscape is orderly, the fitness of a particular state can be determined with a relatively compact formula. For such landscapes, general expertise with respect to the underlying formula should be of great value. At the other extreme, where a landscape is maximally complex-sometimes referred to as chaotic-knowledge of the fitness of a particular state tells you nothing about any other state on the landscape. On such landscapes, trial and error will likely be as good as any other strategy in finding high fitness states. In between the ordered and the chaotic, the rugged landscape exhibits characteristics that are less extreme. While fitness values on such a landscape do not appear to be random, neither can they be modeled with a simple formula. On such landscapes, it is proposed that homophilic agents may prove particularly successful at searching for high fitness.
The goal of the current paper is to report the results of a simulation intended to test the proposition that the benefits of homophily grow with the underlying ruggedness of the landscape. To simulate underlying landscape, the NK landscape model developed by evolutionary biologist Stuart Kauffman (1993) is used. This model was selected for two reasons: 1) it is widely used in many fields, including business, and 2) it provides a parameter (K) that allows complexity to be tuned. For purposes of comparison, an alternative cluster model of ruggedness is also tested. To simulate different agent types, algorithms defining the respective behaviors were implemented in program code.
The paper begins with a brief review of the literature relating to homophily and diffusion, intended to motivate and clarify the research questions being asked. The components of the model used in the simulation are then described; appendices providing a more detailed description of the landscapes employed and the software developed for the simulation appear at the end of the paper. The results of the simulation and accompanying sensitivity analyses are then presented, followed by a discussion of their significance. The limitations of the research and future directions for research are then identified, after which the key findings are summarized in the conclusions.
Research on Homophily and Diffusion
Two research areas motivated the simulation model developed in this paper. The first of these involves the significance of homophily in the development of social and informing networks. The second specifically focuses on the diffusion of academic expert knowledge.
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Homophily and Social Contagion
The pronounced tendency of individuals to imitate and cluster with other individuals very similar to themselves, referred to as homophily, has long been recognized. The tendency exhibits itself in two ways: individuals tend to establish linkages with similar individuals (properly referred to as homophily) and people tend to acquire common characteristics of the groups with which they associate (social contagion or social influence), thereby serving to produce increased homogeneity within the group. Because the two processes tend to produce the same end results-clusters of similar entities-distinguishing the two tendencies in empirical data sets can be challenging (Aral, Muchnik & Sundararajan, 2009, p. 21544; La Fond & Neville, 2010, p. 601) .
The underlying source and purpose served by homophily has long perplexed researchers. The importance attached to the phenomenon was highlighted in a spring 2010 symposium on the "hardest problems of the social sciences" held at Harvard University. Both the significance of homophily and social contagion-along with the current lack of understanding of their root causes-proved to be a recurring theme. For example, an article describing the symposium ("Solving social sciences' hard problems," 2010) reported the following comments from participating researchers:
• [Professor of medical sociology and of medicine at Harvard Medical School] Christakis said he believes that in the years ahead, researchers will be able to say, with more certainty, what evolutionary advantage some attributes bring: why, for example, does emotional contagion exist? Why would it provide a selective advantage if, when you meet someone in a foul mood, it poisons your own mood, too? • Fowler, a political scientist at the University of California-San Diego, noted that clustering is observable for a number of attributes-be it innocuous phenomena like music tastes, or attributes with more serious implications, such as obesity or alcoholism-but current social-science methods aren't sufficient to separate homophily (people's tendency to choose friends like themselves) from influence (friends adopting behaviors from other friends in cause-and-effect fashion).
• [Harvard economist] Claudia Goldin called for further research on the persistent problem of why women are paid less than men are, and how to level the playing field. Her own research has shown that most or all of this bias is unintentional: women self-select into fields that pay less.
• The question of where tastes come from. "If your tastes come from the people around you," asked Christakis, "where do their tastes come from? Maybe all of a sudden one person wants something for a chance reason, and it just ripples through the network."
The literature supporting the pervasiveness of homophily in social networks is described in McPherson, Smith-Lovin, and Cook's (2001) seminal review of over a hundred articles related to the phenomenon. The dimensions across which homophily has been observed include:
1. Race and ethnicity 2. Sex and gender 3. Age 4. Religion 5. Education, occupation and social class 6. Network position (e.g., near the center or at the periphery; McPherson, et al., 2001, pp. 428-429) 7. Behavior 8. Attitudes, abilities, beliefs and aspirations That we naturally seem to prefer to associate with individuals across so many dimensions of similarity has disquieting implications. This is particularly true for the first six, on the list which tend to be out of the individual's control (1-3) or very hard to change (4-6). For example, where high status individuals gravitate towards others of the same race and gender, how can individuals with markedly different characteristics hope to break into that elite group? Homophily helps predict the speed of diffusion in a social network
Model & Empirical
Information flows more rapidly across homophilic linkages Choudhury, et al. (2010) Even modest attraction of like to like can produce homophilic clusters over time.
"The dynamic interplay of choice homophily and induced homophily, compounded over many 'generations' of biased selection of similar individuals to structurally proximate positions, can amplify even a modest preference for similar others, via a cumulative advantage-like process, to produce striking patterns of observed homophily." Kossinets & Watts (2009) Different characteristics exert different strengths of hemophilic attraction
Empirical
In an online dating context, all features produced a tendency towards seeking sameness, but it was stronger from some characteristics than others Fiore & Donath, (2005) Different characteristics moderate the strength of homophilic effect strength Empirical Among pre-school and kindergarten students, homophily and social contagion effects appeared to be more pronounced for girls than for boys. Hanish, et al. (2005) Homophily may more likely derive from structures that bring similar people together than from a strong preference for similar others as interaction partners Empirical At a "mixer", individuals did not appear to actively seek out others with identical characteristics Ingram & Morris (2007, p. 579) Homophily effect is stronger in establishing instrumental ties than expressive ties.
Empirical "Instrumental ties can include ties for expertise/advice seeking, knowledge exchange, etc., and expressive ties can include those for social activities, friendship, emotional support, etc."
Gill Recent research, summarized in Table 1 , has shown that computer-simulated communications patterns can arise that exhibit diffusion properties similar to those observed in homophilic networks, that stable homophilic networks can arise when only modest attractions are present, and that the relationship between entity characteristics and homophily are by no means straightforward. Homophily has also been observed at the organizational level with respect to linkages between firms (Ahuja, Polidoro, and Mitchell, 2009 ). None of these findings, however, address the potential benefits provided by homophily (that could explain why it is so prevalent).
Our understanding of the pervasiveness of social contagion, particularly at an unconscious level, is more recent. A well-known example of this involves weight gain. Using the meticulous health records maintained as part of the Framingham heart study, Christakis and Fowler (2009, pp. 105-112) found that when one individual in a locally connected network gains weight, there is a strong likelihood that others in the network will follow suit. Evidence of social contagion is found for many emotional states, such as happiness, and for beneficial behaviors, such as getting a flu shot. It has also been observed, however, to occur for emotional states that are negative, such as anxiety, and for behaviors that are decidedly not in the individual's best interest, such as suicide (Christakis & Fowler, 2009) . It is the fact that both positive and negative influences appear to be imitated that makes the phenomenon so perplexing.
Diffusion, Expertise, and the Research-Practice Gap
A research-practice gap occurs in an applied field where a body of research that has been developed through academic researcher remains unapplied (and often unnoticed) by practitioners in the same field. The problem appears to be particularly acute in professional fields whose related academic research is dominated by the social sciences, such as business (e.g., Pfeffer, 2007) and education. It has also been a complaint voiced in professional fields whose reference disciplines are more closely related to the physical sciences, such as engineering, and in the life sciences. In medicine, for example, an entire journal-Implementation Science-has been established to address the "the scientific study of methods to promote the systematic uptake of clinical research findings and other evidence-based practices into routine practice, and hence to improve the quality and effectiveness of health care" (Implementation Science, 2011).
More generally, understanding the transmission of ideas and innovations from an expert community to a practice community is a central goal of diffusion research. Rogers (2003, p. 307) summarizes the findings of numerous studies as follows: "Interpersonal diffusion networks are mostly homophilous" [italics in the original]. This conclusion closely paralleled what Rogers observed in his own pioneering work as a field researcher, discovering that most farmers would not take the advice of an extension agent (i.e., the expert) to apply a particular pesticide. Instead, they would adopt it only after observing its effect on the crops of a neighboring farmer.
Drawing upon the findings of diffusion research, inadequate (and decreasing) homophily has been proposed to be a key factor in explaining why academic research increasingly fails to be incorporated into practice in the MIS field (e.g., Gill & Bhattacherjee, 2009 ) and for business research more generally (Gill, 2010) . Supporting the argument is the trajectory along which business research evolved. Prior to the early 1960s, relatively little academic business research was conducted according to the scientific method. Instead, previous "research" was generally conducted collaboratively with local business organizations and faculty members tended to have limited academic credentials but extensive professional resumes. This environment changed radically over the next two decades, an evolution whose impetus is widely attributed to reports prepared by the Ford and Carnegie Foundations in the late1950s that were highly critical of existing business research practices (Khurana, 2007) . In response, business schools began to move away from faculty members with extensive experience in practice and towards younger researchers who had received doctorates in more theory-driven fields such as economics and psychology. In doing so, the degree of similarity between the business academic and the full-time practitioner diminished.
Ruggedness and the Research-Practice Gap
Although inadequate homophily between researchers and practitioners seems likely to contribute to a research practice gap, it may not be the sole contributor to that gap. One recently proposed explanation augments the "lack of homophily" explanation with an argument based on complexity. It proposes that when clients need to become informed about an environment that is complex, there is a mismatch between certain empirical practices commonly employed as part of the scientific method-most notably hypothesis testing and heavy reliance on statistical significance-and the nature of underlying phenomenon being observed (Gill, 2010) . In other words, as complexity grows, experts not only fail the test of homophily, they are likely to be wrong much of the time.
To understand the basis of the argument, the concept of a fitness landscape is introduced. Conceptually, such a landscape is a mapping between the characteristics of an entity (including its current state) and a desired outcome, referred to as fitness. In evolutionary biology, for example, such landscapes can be used to map an organism's traits (e.g., genes) to survival (e.g., Kauffman, 1993) . In business, they might map the characteristics of an organization or its strategy to some desirable outcome such as potential long term profitability (e.g., Porter & Siggelkow, 2008) .
What makes the fitness landscape particularly useful as a conceptual scheme is the related concept of ruggedness, a particular form of complexity. Consider a mapping between N attributes a 1 …a N . and fitness F. At one extreme, the relationship may be decomposable, meaning that:
Where perfect decomposability is present, an agent can maximize fitness by finding a value of a i that maximizes each of the f i (a i ) expressions individually. If we limit ourselves to representing each element a i of the agent's state a 1 …a N with values of 0 or 1, such a landscape will be constrained to a single peak value for fitness. This decomposable landscape is wonderfully consistent with a research methodology that supports hypothesis testing, since the research problem of improving the value of F can be broken down meaningfully into N separate hypotheses that describe each f i (a i ) function's incremental contribution to fitness.
At the other extreme, fitness might instead be entirely non-decomposable, which is to say that the expression:
cannot be meaningfully broken down further. We refer to such a relationship as maximally rugged or chaotic-a term used by Kauffman (1993) -for two reasons. First, the landscape is likely to have many local fitness peaks, making it more like a cluster of sharp peaks than a single gradually sloping hill. Second, such relationships often lead to situations where small changes in one variable can lead to large changes in fitness.
An example of a rugged relationship is the mapping between the ingredients of a recipe (attributes) and how good it tastes (fitness). If decomposable, you would be able to make a statement about a cake along the lines of: "Flour is 30% responsible for how good it tastes, sugar is 20% responsible, eggs are 10% responsible…" and so forth. What makes such a statement ludicrous is our awareness that it is the combination of ingredients, rather than the individual contributions of the ingredients themselves, that normally lead to a "fit" baking outcome.
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The relevance of ruggedness to the academic-practice gap becomes apparent when we consider the fit between the research approach and the landscape being studied. Difficulties arise, in particular, where:
1. The environment being studied is rugged 2.
The research methods being employed assume decomposability.
Of greatest concern are empirical research approaches that map individual attributes to outcomes, such as significance-based hypothesis testing and multivariate statistical analysis. Simply stated, if the underlying landscape being studied by a researcher happens to be rugged and such techniques are employed, the results will not only be hard to diffuse because of homophily issues, they will also be hard to diffuse because they are misleading. Substantial ruggedness necessarily means that few, if any, simple hypothesis will hold true across an entire landscape.
The development of the research-practice gap model just described hinged upon building arguments that business landscapes will tend to evolve towards ruggedness (Gill, 2010, p. 110) and that a great deal of business research explicitly or implicitly assumes decomposability (Gill, 2010, p. 325 If experts tend to fail when the underlying landscape is rugged, agents confronting such landscapes might consider seeking advice from other sources-such as nearby agents. At least one study-a simulation guided by patent data (Sorenson, Rivkin, & Fleming, 2006, p. 994 )-offers support for the potential value of advice from nearby agents, finding "robust support for the proposition that socially proximate actors have the greatest advantage over distant actors for knowledge of moderate complexity." Since the goal of that study was to discover a new "high fitness" state using existing patents as a template to guide search, the advantage of proximity did not extend to maximally rugged landscapes; for such landscapes, knowledge of the fitness of a particular state provides no information about the fitness of adjacent states. If, on the other hand, we allow agents to occupy the same state as observed high fitness actors, we would expect the advantage derived from observing nearby agents might continue to climb with ruggedness.
If observing the fitness of nearby neighbors can be shown to improve an agent's fitness, we would have rational basis for both homophily and social contagion, since both encourage agents to cluster with self-similar neighbors whose fitness can then be observed. Summarizing this in the form of a research question:
As the ruggedness of an environment increases, does mimicking the behavior of similar agents become superior to the generalized advice of experts for the purpose of identifying appropriate paths to higher fitness?
Research Design
The approach taken in answering the paper's research question is simulation. To establish the setting, we imagine that many agents are placed on a fitness landscape with binary attributes a 1 ,…,a N of the form:
Each agent's goal is to increase fitness. The obstacle: each agent initially knows nothing about the form of the fitness function, which may range from completely decomposable to maximally rugged. In order to increase fitness, each agent can test adjacent states on the landscape (i.e., states where only one value a i differs from the initial state). In addition, some types of agents may have access to expert advice, while others may observe the fitness of neighboring agents; in both these cases, the advice can be used in prioritizing what state to test next. The process ends when every agent on the landscape has reached a fitness peak (i.e., a state where, for every value i, moving from a i to an adjacent value a i * leads to lower fitness). When the simulation is complete, a variety of measures-e.g., the number of steps required for all agents to achieve peaks and the average and cumulative fitness at the end of the run-are gathered to assess the success of the particular strategy being tested.
The design of the simulation required three separate elements:
1. A mechanism for constructing a fitness landscape with tunable ruggedness 2. A plausible mechanism for generating "expert" advice 3. Agents able to respond to homophilic and expert advice Each of these elements is now discussed. The emphasis here is on the rationale for the specific design selected. In the "Limitations and Directions for Future Research" section, near the end of the paper, inherent weaknesses in the model and alternative approaches that could be explored in the future are presented.
Fitness Landscapes
To simulate ruggedness of the underlying environment, fitness landscapes were created that mapped a series of binary attributes to a real number between 0.0 and 1.0, representing the ordinal level of fitness for each possible combination of attributes. Two types of fitness landscape were used for the simulation, each having the same two parameters:
• N: The number of attributes • K: the number of interactions between elements
The first landscape family was a standard NK landscape model, developed by evolutionary biologist Stuart Kauffman (1993) . In this model, N separate functions contributing to fitness are defined, one for each attribute that impacts fitness. In addition to the specified attribute, each function depends upon K additional attributes drawn at random from the other attributes. The net effect of this process, more fully described in Appendix A, is that as K increases so does the ruggedness of the landscape. This property makes the ruggedness of the landscape tunable. The two extremes are as follows:
• N,0: No interactions between variables, meaning the landscape is completely decomposable and the effects of a 1 …a N are entirely independent of each other.
• N,N-1: The maximally rugged case, where all attributes interact such that the effect of changing a i cannot be determined without knowing the values of all the remaining attributes. This landscape is simulated by assigning a random value to each of the 2 N possible combinations of 0,1 attributes available.
NK landscapes have been widely used for the purpose of simulating the underlying complexity of an environment. In business research, for example, such landscapes are often used to simulate or describe competitive dynamics (e.g., Levinthal, 1997; Levinthal & Warglein, 1999; Porter & Siggelkow, 2008) . They have even been used in simulating the imitation and non-imitation of complex strategies (Rivkin, 2000 (Rivkin, , 2001 , where it was concluded that a complex strategy combined with limited visibility could serve as a barrier to imitation.
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Although NK landscapes proved to be an obvious choice for simulating a fitness landscape, their properties do not necessary model all, or even most, real world environments. To determine if the structure of the landscape artifact is a critical driver of simulation results, a second type of landscape-referred to here as an NK cluster landscape or simply cluster landscape was tested. The cluster landscape is identical to the NK landscape at the two extremes: N,0 and N,N-1. For intermediate values of K, however, it exhibits a much simpler and more transparent structure than the NK landscape, as discussed in Appendix B. As a consequence, it is easier to understand its behaviors, such as the number of peaks for a particular NK combination and the decomposability of certain variables. Most important, it is sufficiently different from an NK landscape in its intermediate K value structures that behaviors common across the two landscapes are unlikely to be pure artifacts of the particular landscape structure being tested. That, in turn, increases the likelihood that such common behaviors will generally be observed where ruggedness is present.
Generating Expert Advice
Creating a plausible "expert" to guide agents involved a substantially less straightforward design decision than the generation of complex landscapes. The approach chosen began with the following design constraints:
1. The same expert advice needed to be broadcast to all agents. This was based upon a particular interest in understanding the research-practice gap, where the principal channel is typically the published paper available to all interested parties. 2. Advice needed to be derived from observations of agents. In the model employed, fitness is hidden until an agent occupies or tests a particular attribute combination. The "expert" differs from the individual agent in the ability to observe all agents and perform empirical analysis on the group as a whole.
Advice was to be in the form of recommendations of values for individual attributes.
This would be a natural fit with a hypothesis testing empirical research methodology.
With these constraints in mind, it was fairly natural to choose multiple linear regression of the fitness values of all agents on the landscape to develop estimates for the fitness contribution of each individual attribute. Significance testing (at the 0.05 level) was then employed to decide when the "expert" would actively recommend a particular value for a particular attribute. Such significance testing is widely used in empirical research, a fact that has been criticized quite stridently in some circles (e.g., Ziliak & McCloskey, 2007) . As a practical matter, however, in many social science fields it is rare to see empirical research published without significance tests.
What the "expert agent" is not privy to is the underlying structure of the landscape as a whole. The rationale for this design decision was prior research indicating that such structure would be very difficult to determine from empirical observations (Gill & Sincich, 2008) , a finding considered at greater length in the discussion section of this paper.
Agent Behaviors
Each simulation run was to be populated by a homogenous collection of agents placed on the landscape at random locations (i.e., attribute states). Four different types of agents were developed: randomized hill climbing agents, imitative agents, expert-guided agents and goal-setting agents. The local behaviors and design rationale for each type of agent are now described.
Randomized Hill-Climbing Agents
Randomized hill climbing agents, henceforth referred to as random agents or control agents, were established as a control group. Each agent takes no advice and searches for higher fitness using a very simple algorithm on each move: This particular type of agent is guaranteed to reach a local peak eventually, but there is no guarantee that the peak will be high or that it will reach it quickly. It therefore provides a useful basis for comparison with other agent types.
Imitative Agents
The imitative agent represents the first "homophilic" agent. The agent acts exactly like the random agent except that it takes advice from the closest agent of higher fitness. To limit the nearby agents considered, a visibility parameter is introduced. It can vary from 1 differing attribute (only agents in adjacent states are considered) to N differing attributes (all agents can potentially be tested for advice). The algorithm employed for each move is as follows:
A. If all adjacent states have been tested, do nothing. This means the agent is on a peak. B. Identify the closest agent of higher fitness that is: i) within the visibility range, and ii) has at least one differing attribute that can be used to construct an untested adjacent state. C. If an agent to imitate is available, randomly chose an adjacent state from the set of available states produced by changing differing attributes one at a time. Determine its fitness. D. If no agent to imitate is available within the specified visibility range, randomly choose a state from the list of adjacent states that have not been tested. Determine its fitness. E. If the fitness of the test state is higher, move to that state. F. Otherwise, eliminate the test state from the list of available adjacent states.
The particular type of agent is also guaranteed to reach a local peak eventually. The hope is that relying on adjacent agents will allow it to reach the peak without as many unproductive test steps.
Expert-Guided Agents
The expert guided agent behaves identically to the imitating agent except it gets its preferred test states from the landscape regression results rather than from adjacent agents. The algorithm employed for each move is as follows:
A. If all adjacent states have been tested, do nothing. This means the agent is on a peak. B. Determine all significant attributes from the regression of attributes against agent fitness that would lead to an adjacent state that has not yet been tested. C. If one or more adjacent states are available based on the regression, randomly chose one of those states. Determine its fitness. D. If no regression attributes lead to untested adjacent states, randomly choose a state from the list of adjacent states that have not been tested. Determine its fitness. E. If the fitness of the test state is higher, move to that state. F. Otherwise, eliminate the test state from the list of available adjacent states.
The particular type of agent is also guaranteed to reach a local peak eventually. The hope is that the significance results-acquired by regressing the attributes of all agents on the landscape (independent variables) against their respective fitness (dependent variable)-will improve the efficiency of the search.
Goal-Setting Agents
The first three types of agents share two important characteristics: i) they will never move to a state that is of lower fitness than the one they currently occupy, and ii) they will never revisit a state that they have previously occupied. The fourth class of agent was designed to be less constrained. Like the imitative agent, it relies on other agents to determine the fitness of states. Unlike the imitative agent, however, once it chooses a state to imitate it will continue to move towards that state even if required to pass through states of lower fitness or previously occupied states. In addition, although it uses the same visibility parameter as the imitative agent, it chooses the maximum fitness agent within its visibility range regardless of distance instead of choosing the closest. As a consequence, it is able to move off a local peak if a higher fitness goal becomes available. The algorithm employed for each move is as follows:
A. Identify all agents within the visibility range and choose the highest fitness agent. B. If an agent is found in the visible range whose fitness is higher than the current fitness and is higher than the fitness of the current goal (if one exists), make that agent's state the new current goal. C. If a current goal exists, randomly chose an attribute from the current goal that is different from that of the current state and move to the associated adjacent state. D. If no current goal is established, act like a random agent for the current move.
The rationale behind the goal-setting agent is twofold. First, it provides insights into the consequences of requiring a strict hill climbing algorithm for the first three agent types. Second, and more importantly, goal-setting is widely viewed as one of the best tools available for increasing individual effectiveness (Locke, 2004) . Furthermore, making progress towards a goal can be an important source of utility (Gill, 2008) . Utility, in turn, provides the individual with an estimate of fitness (Gill, 2010) . Given this relationship, it would be realistic to expect that an agent could rapidly transit through states of low fitness without experiencing diminished utility. For example, many people enjoy the mountain climbing experience despite the minute-to-minute discomfort associated with the actual climb; they know that they are moving towards the summit (the goal). These same individuals might never even consider taking the stairs up to their high rise office despite the fact that the accompanying state of exhaustion might be similar for the two activities.
Model Parameters
Another factor influencing model design was the need to limit the number of parameters to be tested. A common problem with simulation research is that values for many parameters need to be established in order to run the simulation. Frequently, sensible choices for these parameters are not readily available, leading to the need for constant guessing or interminable sensitivity analysis. The model presented is parsimonious in its parameters, limiting itself to five of interest for each of the two landscape structures:
1. N: the number of attributes 2. K: the level of interaction (ruggedness) 3. Visibility: Ranging from 1 to N 4. Number of agents on the landscape 5. Type of agent
Model Dependent Variables
In assessing the effectiveness of the different agent types, several different outcome measures were considered. These were collected after all agents had reached peaks for a particular simulation trial:
1. Average fitness across the landscape: Since, by design, a trial would not end until every agent was on a peak, this measure was an indicator of how effective the informing strategy was at ensuring that agents reached high fitness peaks, as opposed to lower peaks. 2. Average cumulative fitness across the landscape: This variable was intended to measure an agent's average fitness from the starting position until the simulation trial terminated. It was included so that the cost of allowing the goal-setting agent to move to lower fitness states in pursuit of a goal could be assessed against the other three strategies, which involved pure hill-climbing. 3. Average percent of peaks occupied: This was a measure of spread. A low value would suggest that a lot of high fitness peaks could have been missed during the search process. 4. Average percentage of peaks above median peak fitness: The measure-which was expected to be correlated with the average fitness measure-was also intended to reflect if a particular strategy was good at preferentially selecting high peaks. 5. Number of steps required to complete the run: A measure of a strategy's effectiveness in quickly locating a peak.
With the design in mind, we now turn to a brief description of the research method.
Research Method
The research method began with the development of a software application capable of implementing the model. The details of that application are presented in Appendix C.
After testing the simulation application, a "base case" run was established, performed for both NK landscapes and cluster landscapes. This run consisted of the following parameter settings:
1. N: 10 2. K: 6 3. Visibility: 2 4. Number of agents on the landscape: 50
The N setting was consistent with other social science NK simulations (e.g., Levinthal, 1997) and was reflective of the fact that N itself tends to be less important than its value relative to K. Moreover, earlier research using other values, such as 8, 12 and 16 (e.g., Gill & Sincich, 2008) had not observed significant sensitivity. The K setting was chosen so that it would be in the transition range between orderly and chaotic behavior. This transition tends to occur around the point where K=N/2 for cluster landscapes (Kauffman, 1995, p. 57) and Kauffman argues that complex systems naturally tend to gravitate to that transition range. The visibility was set to the lowest interesting value (at V=1, goal-setting agent behavior is identical to imitative agent behavior, so V=2 provided a better base case). Finally, Population=50 was chosen to ensure that the landscape (which has 2 10 or 1024 states) did not begin overly populated.
Sensitivity analysis was then performed by beginning with the base case then making the following adjustments:
• Varying K stepwise from 0 to N-1 (its full range)
• Varying visibility stepwise from 1 to N (its full range)
• Testing populations of 25 and 100. Higher population tests appeared to be unnecessary based upon the results observed.
For each set of parameters, 100 separate trials were conducted for each agent type. For each trial, the simulation set up the same landscape and initial agent positions for each of the four agent types. After each trial, results were recorded for each of the following outcome measures: 
Results
The results for the base case are presented in Table 2 . Comparison of NK and cluster results suggests that the landscape structure did not exert a material qualitative impact on the base case results. Percent peaks above the median correlated with average fitness and percent peaks occupied was negatively correlated, both of which were expected results (since the only way to increase average fitness is to cluster on higher peaks). For the three remaining fitness indicators, observed differences in the sample means for average fitness, steps and cumulative fitness were statistically significant (or nearly so) between agent types at thresholds below what appeared to be material. This suggested that 100 trials were more than sufficient to pick up material differences in agent performance. For these three key indicators, the differences that were statistically significant and material existed only between goal and random/imitator/expert (for average fitness), and between goal/imitator and random/expert (for number of steps and for cumulative fitness). In the latter case, the homophilic agents both outperformed the expert and control agents by a wide margin. 
Sensitivity Analysis
The sensitivity analysis results for average fitness, number of steps and cumulative average fitness are presented graphically in the figures that follow. (Because percent peaks occupied and percent peaks above median tracked average fitness as previously described, they have been omitted.) Figures 1a and 1b show the results of varying K across its full range. Figures 2a and 2b show the results of varying visibility across its full range. Figures 3a and 3b show the results of halving and doubling the number of agents on each landscape. In each set of figures, the (a) case provides results for the NK landscape and the (b) case provides results for the cluster landscape. Looking at the qualitative behavior of the result patterns, the most evident outcomes are as follows:
• Ruggedness (see Figures 1a and 1b) : A number of interesting phenomena are observed as ruggedness increases across both landscapes: o For low values of K (<=3), expert, imitator and goal-setting agents all outperform the control agent with respect to the number of steps by a similar and significant margin. As K increases, expert agent performance deteriorates until it reaches a level that is roughly equivalent to no advice at all (i.e., the control group) by the time K=6 (NK) and K=8 (cluster). Imitator agent performance deteriorates somewhat less, but does diverge from the best performer (goal-setting). o Average fitness attained is essentially the same for all groups but the goal-setting agents at all levels of ruggedness for the NK landscape. For the cluster landscape, the goal-setting agent outperforms the other agents after K=0. The margin first increases, then decreases. A similar pattern exists for the NK landscape (it appears less pronounced in the graph because the Y-axis encompasses a larger range). o The cumulative fitness of the expert agent deteriorates relative to the other agents as ruggedness increases for both landscapes.
• Visibility (see Figures 2a and 2b ): Control and expert performance are unaffected by visibility as a matter of design. Imitator and goal-setting agents track together on number of steps and cumulative fitness, both doing substantially better than the control and expert agents. Interestingly, the lowest visibility level (only adjacent states can be viewed), all four agents are similar with respect to the average fitness ultimately attained. As visibility increases to 3 or 4, however, goal-setting performance diverges dramatically from the rest of the pack. Beyond visibility of 3 or 4, however, few additional gains appear to be made, meaning that being able to look at very distant agents does not seem to confer a material advantage in the end-state reached for either landscape type. For number of steps and cumulative fitness, incremental benefits from additional visibility drop even faster.
• Number of Agents (see Figure 3) : As the number of agents on the landscape increases, both types of homophilic agents make modest gains in the number of steps and cumulative fitness. Expert agents are relatively flat with respect to average and cumulative fitness, increasing slightly with respect to the number of steps. This can be explained in terms of the increased likelihood of "unlucky" agents that happen to take a long time to reach and stabilize on peaks owing to poor random guessing. To the extent a trend exists, it is probably not material.
In summary, the two homophilic agents-the imitator and the goal-setting agent-generally outperform the other two types of agents as soon as significant complexity is present in the environment. This is generally true for speed of achieving a peak (steps), for the average fitness of peaks attained, and for the fitness accumulated over the course of the simulation. On the surface, these results seem to provide a compelling case for homophily in informing-along with a rather surprising indictment of "expertise". The extent to which these results offer useful insights, as opposed to being artificial outcomes of the simulation artifact, is now discussed. 
Discussion
The results just presented have a number of implications that warrant further consideration. In addition, there would seem to be two major issues that need to be examined since they could easily be viewed as a threat to the external validity of the findings:
• How realistic is the "expert" agent portrayal used in the simulation?
• To what extent is the exceptional performance of the goal-setting agent likely to generalize to a real world setting?
These three topics are now discussed.
Implications of the Findings
As previously stated in the results section, there is little ambiguity with respect to interpreting the findings of the simulation model: the two types of agents that were informed primarily through observing nearby agents-in other words, the homophilic agents-outperformed the expert and control agents in every rugged environment and on three measures reported: average fitness, speed to achieve peak fitness (steps), and cumulative fitness over the course of the run.
There are some additional implications of these findings that deserve some attention. One of these involves an evolutionary argument. Specifically, evolutionary economists argue that utility (the function that guides our decision making) must inevitably come to represent an individual's estimate-of-fitness through the process of natural section (Gandolfi, Gandolfi, & Barsh, 2002, p. 97) . Whatever other benefits might accrue from homophily, the simulations show that it can be an effective information gathering strategy in environments that exhibit a particular type of complexity (ruggedness). If such environments are routinely encountered by a species, it would therefore represent a beneficial survival trait for individuals to move naturally closer to each other-either consciously or unconsciously-thereby enhancing the information value of observing neighbors. In the real world, there are many more than the 10 attributes used in the simulation. Thus, the safest strategy would be to group with individuals having the same uncontrollable attributes (e.g., age, ethnicity), then to mimic as many other attributes as possible so as to get the maximum likelihood that a neighboring agent's high fitness search outcomes-in the present or at some future date-will be replicable. In such a world, social contagion and a conscious preference for homophily would be manifestations of the same underlying evolutionary imperative.
The nature of decomposability also suggests that a particular cluster of fitness attributes can be "nearly decomposable"-the term used by Herbert Simon (1981) -from other attributes. Agents who recognize a particular decomposition of fitness should be motivated to establish social groupings built around homophily across those clustered attributes. At the same time, they should be motivated to participate in other social groupings based upon different attribute clusters. This would provide an information gathering explanation for the "small world" phenomenon frequently observed in sociology (e.g., Watts, 2003) . With respect to these small worlds, it has further been noted that the number of agents in a cluster often follow a power law distribution. Such distributions tend to occur when the attraction exerted by a particular cluster grows as agents join the cluster, i.e., "the rich get richer" (Barabasi, 2003; Gill, 2010) . The fact that the rate of information gathering potential improves as agents join a cluster-since it provides more opportunities to observe agents experimenting with nearby states-could represent part of the rationale for that increasing attraction.
There is some empirical evidence that information gathering and experimentation can be accelerated when clusters of self-similar agents grow. The growth of cities has been described as an economic process in which self-sufficiency was replaced by specialization (Ridley, 2010 It would be foolish to discount the other economic factors that provide benefits from locating in a self-similar cluster, such as the ready availability of a workforce with suitable skills. Nevertheless, it is not necessary that idea generation be co-located with production. The fact that ideas, and not just products, emerge from these clusters supports a view that clustering may provide significant search benefits, accelerating the pace of discovery.
Validity of Expertise Model
The analysis presented in Figures 1 through 3 does not paint a very flattering portrait of expertise. In only one of the cases (K=0) tested did the "expert" agent outperform the remaining agents at a statistically significant level; even then, it did so by a margin sufficiently narrow as to be almost immaterial. In many of the cases, expert advice proved little more beneficial than no advice at all.
One obvious criticism that can be leveled against the research method employed in this paper is that the technique used to simulate "expertise" was chosen largely as a matter of convenience (i.e., it was available as an external Excel function that could called from the simulation, as noted in Appendix C) rather than being the best possible analytical technique. It is quite valid to argue that other statistical techniques, such as robust regression (e.g., Starbuck, 2006) and approaches more suitable to limited dependent and independent variables (e.g., Maddala, 1983) , might have offered slightly more "expert" recommendations. In addition, a number of statistical techniques exist, such as structural equation modeling (e.g., Raykov & Marcoulides, 2006) , that are intended to tease out more sophisticated relationships between variables. What is common to all these techniques, however, are (a) the assumption that variable impacts are decomposable unless specific interaction terms are added by the analyst, something that is usually done sparingly, and (b) the ultimate goal of using the results for hypothesis testing. Thus, in practice, the findings of these refined approaches tend to mirror standard regression results reasonably closely.
Furthermore, we should recognize that the regression approach employed did not fail under the conditions for which it was designed. In fact, the "expert" agent did quite well when it came to the decomposable case and, of course, that is the underlying landscape for which multiple regression algorithm is intended. It is also fair to note that in a "real world" setting, the benefits of regression analysis are likely to be even greater. Regression and other hypothesis testing techniques are intended to assess and provide an estimate of the error associated with observations. In the simulation as conducted, however, there was no error. Every time a particular combination of attributes was encountered, precisely the same fitness value was the result. Homophilic techniques, such as imitation and goal-setting could easily take false steps as a result of observational error in assessing the fitness of neighbors. The "expert" technique employed would, instead, attempt to correct for such error and alert the expert when significance could not be detected.
Given that the simulation's "expert" toolbox is only designed for low K landscapes, perhaps we should not be too concerned that it fails dramatically as landscapes move into the complex (K≈N/2) or chaotic (K≈N-1) ranges. That is probably a sensible attitude provided that experts always recognize ruggedness when it is encountered. There is a serious problem, however:
Ruggedness does not necessarily advertise its presence.
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To justify this assertion, imagine an ideal world where our tools fully recognize the landscape structures from which observations are drawn. In such a world, where landscape ruggedness is present the tool would identify those variables that contribute to fitness in a decomposable way and would indicate zero significance for those variables that contribute only or mainly through complex interactions. Expert advice regarding the "proper" setting for individual attributes would then be limited to decomposable variables. No harm done and fitness should be reached more quickly since trial and error would not be required for those variables.
The problem is that prior research has suggested that the world we face is not so ideal. To the contrary, when significance testing or multiple regression is performed on observations drawn from complex or chaotic fitness landscapes, illusory significance values are frequently encountered (Gill & Sincich, 2008) . The situation becomes particularly acute as entities migrate towards peaks-making it a particular concern for fitness landscapes, where such migration is to be expected-and occurs for the complex (K≈N/2) and chaotic (K≈N-1) ranges. In other words, a landscape can appear to be decomposable when, in fact, it is not.
A significant limitation of that earlier (Gill & Sincich, 2008 ) study-performed using spreadsheets to implement the simulation-was that it only tested one hill climbing strategy (each agent always chose the best available neighbor in moving towards fitness) and did not simulate general NK landscapes. The present study therefore offered an opportunity to extend and replicate the earlier findings using a different landscape structure and different agent behaviors.
To perform this replication, a special interface was designed that allowed the step-by-step progress on an individual run to be displayed. An example of the information gathered is illustrated in Figure 4 , showing a fairly typical single simulation for an NK landscape with N=10, K=6 and 100 control agents. What is immediately evident is that as agents migrate to peaks, a substantial number of attributes immediately exhibit significance (3 after just 1 step). By the time the agents were fully distributed across the peaks (this particular trial produced 49 peaks, of which 42 were ultimately occupied), 4 attributes were deemed significant at the p<0.05 level and a respectable cross-sectional r-squared of 0.49 had been achieved (N.B. it is not unusual to see r-square values as high as 0.90 on trials with the same parameters). Well before peaks have been attained, however, significances appear and disappear, indicating that the significance values are highly unstable. To further illustrate this, a landscape with the same characteristics as the landscape in Figure  4 was replicated using the same seed for 10 trials, meaning that only the initial placement of agents varied. The results are shown in Table 3 . The significance count-after just one stepranged from 0 to 4. These results qualitatively replicate the earlier findings (i.e., Gill & Sincich, 2008) , which argued that the observed significances were illusory with respect to the underlying landscape since they depend so heavily on the positioning of agents. The danger here is that significance testing results as (apparently) strong as those encountered along the way in Figure 4 could easily mislead a researcher into assuming that the underlying landscape was decomposable.
Is it plausible to speculate that a "real world" researcher might erroneously assume decomposability as just suggested? One way of considering the question is to examine the guidance we are given on research methodology. For example, Anol Bhattacherjee's (2011) elegant open access textbook on social science research methods covers research design and methods, both qualitative and quantitative. Throughout the book, decomposable problems are largely assumed-a fact underscored by its emphasis on hypothesis testing, the nature of the block models/theories presented as illustrations and the quantitative methods described. In two places, however, the book sensibly cautions the reader about interactions (e.g., "it is not meaningful to interpret main effects if interaction effects are significant, " Bhattacherjee, 2011, p. 89) . Unfortunately, we are not told how to identify if interactions are present or what the consequences of these effects will be. In particular, we are not warned that these effects can, at moderate levels of ruggedness, lead to patterns of sig-
nificance that resemble what a decomposable landscape might produce (Figure 4 ) and that such patterns will, most likely, fail to replicate if subsequent random samples are taken (Table 3 ).
Figure 4:
Step-by-step presentation of results for a simulation with N=10, K=6 and 100 control agents. The "Significant Variables" column shows the number of regression coefficients for which p<0.05.
To bring this particular topic to a close, it is worth noting that a number of arguments have been advanced as to why we might expect certain landscapes to be rugged, most notably those typically studied by business (Gill, 2010) and education (Gill & Jones, 2010) researchers. Although it is certainly possible that the artificiality of the "expert" agent in the simulation contributed to its poor performance, it is likewise possible that its failure reflects an intrinsic weakness in empirical methods grounded in statistical significance hypothesis testing; methods routinely employed in the social sciences. The earlier-mentioned widespread failure of experts in predicting the behavior of complex environments supports the view that the failure of expertise observed in the present study-albeit somewhat artificially constructed-is not entirely farfetched. 
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The Primacy of Goal-setting
Another surprising aspect of the simulation was how well goal-setting agents performed relative to other types of agents. In some respects, this difference was actually understated as a consequence of how the simulation was constructed. Of particular note, each agent type could examine an adjacent state's fitness without actually occupying that state. That meant that each unsuccessful search-i.e., where the state that was being tested had lower fitness than the state occupiedtook place at a cost of 1 step and without temporary loss of fitness. A plausible alternative algorithm would have required the agent to move to the lower fitness state in order to ascertain its fitness then, in the following pass, step back to the original state-at a cumulative cost of 2 steps and reduced cumulative fitness. Table 4 presents summary results using the modified 2-step algorithm just described with base case parameters. Compared with Table 2 , the revised approach leads to increased steps and significantly reduces cumulative fitness for all agent types. The effect, however, is substantially less pronounced for goal-setting agents, since those agents perform such local testing only where no higher fitness goal can be established within the specified visibility range. Thus, requiring each agent to visit a state in order to test its fitness actually widens the advantage of goal-setting agents over agents of the other types. One reasonable criticism that can be made about goal-setting agent behavior is that when high visibility levels are specified it ceases to be homophilic since an agent can select distant agents rather than being limited to nearby ones. Indeed, when we set visibility to its maximum (the number of attributes in the landscape) we can be guaranteed that all goal-setting agents will ultimately end up on the same peak: the highest fitness state encountered by any agent over the course of its search. There are two counter arguments that can be made in response. First, even with limited visibilities consistent with homophily, goal-setting agents outperform all other agent types.
The second argument is more subtle. It is evident that the marginal cumulative fitness and step advantages of visibility drop quickly after values of about 3 (Figures 2a and 2b ). For the 10 attribute landscape, at a distance of 3 about 17% of all other states (175/1023) are visible to our agent. Returning to our earlier evolutionary arguments, if we assume that achieving additional visibility is likely to involve considerable energy expenditure on the part of an agent (who must locate more distant agents), we may expect the marginal costs of achieving additional visibility to exceed the marginal benefits at relatively short visibility distances. Once again, we see how homophily emerges as a beneficial trait for entities routinely encountering rugged landscapes.
Another implication of the goal-setting agent findings relates to the nature of expertise provided. Obviously, one of the problems facing the expert-advised agents as modeled in the simulation is that they are getting advice in the form of hypothesis tests on the effect of individual attributes. Since rugged landscapes are not structured that way, the expert constrained to describe the world in this manner is at an obvious disadvantage (see the previous section for the argument as why "real world" social scientists may be similarly constrained, thereby exhibiting a form of "trained incapacity," Gill, 2010) . There are, however, many other forms in which expertise could be accumulated and expressed. Many would not be subject to limitations presented here.
As an example, a particularly powerful manner in which experts could acquire and convey their findings is in the form of "best practice" descriptions that present a story describing all the attributes of a particular high fitness case. Where expertise is provided in this form, it could become the basis of goal-setting as a substitute for direct observation by the client agent. Here, once again, empirical evidence offers some support. Cognitive scientists have also observed that our minds are "exquisitely tuned to understand and remember stories" (Willingham, 2009, p. 51) . Perhaps the story's benefits in a complex environment guided that evolution. In business environments, at any rate, the "story" has proven to be a particularly resonant form of communication (e.g., Akerlof & Shiller, 2009; Heath & Heath, 2007; Gill, 2010) . In fact, the most practitionerfocused of the business research journals, the Harvard Business Review, uses stories as its preferred form (Rynes, Giluk, & Brown, 2007, p. 999 ).
Limitations and Directions for Future Research
It has been asserted that all models are wrong, but that they may nevertheless be useful (Sterman, 2002) . With respect to computer simulations of the type described in the present paper, this observation is particularly true. In designing the model described, the decision was made to keep the model as simple as possible; that is obviously a limitation. At the same time, the flexibility provided by the simulation tool also offers us the means of working around many of these limitations; these variations represent a direction for future research. Thus, limitations and directions are discussed in tandem, organized according to:
• Landscape structures (Table 5) , • Agent behaviors (Table 6) , and • Population dynamics (Table 7) .
Landscape Structures
The simulation described in the present paper employed a static NK-landscape or a static NK cluster landscape with fitness distributed according to a uniform fitness distribution. The limitations imposed by these design decisions and how they might be addressed in future simulations are presented in Table 5 . In describing complexity, Herbert Simon (1981) pointed out that artificial systems tend to evolve such that they consist of nearly decomposable subsystems. NK landscapes exhibit decomposability between clusters, but at a very superficial level. Multi-layer landscapes-along the lines of neural networks-would likely be required to simulate such systems. Uniform fitness distribution is highly unlikely in real world.
Simulate landscapes where fitness is distributed according to power laws.
Power law distributions, such as the 80-20 rule, are commonly seen in fitness landscapes (Gill, 2010) . Some criteria, such as "number of steps to achieve peaks" would be unaffected by this distribution, since they depend only on the ordinal value of fitness. Average fitness, on the other hand, would be hugely impacted by whether or not a very high fitness peak has been located by agents. As landscape ruggedness grows, this would likely tend to place a greater premium on strategies-including the simple "control" strategy-that visit more states before stabilizing. Fitness is static for the landscape, making it unrepresentative of dynamic environments Provide mechanisms for simulating continuous and stepchanges to fitness Real world environments change. The changes experienced may be gradual but they may be experienced as jolts (Gill, 2010) . Any realistic landscape model needs to include the potential for both types of change. The challenge here is coming up with a plausible change model that does not force agents to behave in a particular way. State fitness is path independent and all states are achievable, eliminating the challenge of path finding.
Build in the ability to establish "illegal" states or states that only certain adjacent states can access. Make some states irreversible once entered.
In describing the complexity of a task, the ruggedness and unfamiliarity of state fitness captured in the model present an incomplete model of fitness. At least one further dimension, involving the challenge of determining a path between a particular state and a particular goal, needs to be included (Gill & Murphy, 2011) . This particular modification would likely exert greatest impact on goal-setting agents.
Agent Behaviors
Limitations and possible modifications of agent behaviors are presented in Table 6 . Add an uncertainty component to fitness.
In the real world, agents must estimate state fitness using internal functions such as utility (Gill, 2010) .
Agents always seek optimum fitness and do not consider the cost of search.
Create rules by which agents stop searching once acceptable fitness is achieved. Include a cost for transitions between states.
A good example of a rule that might be established to end search is satisficing (Simon, 1955) . A more realistic approach to search would also take into account costs as well as possible benefits. This may require a "time horizon" parameter. Agents can modify all attributes that contribute to fitness.
Provide a mechanism for establishing attributes that individual agents cannot modify.
Some attributes that may impact an agent's fitness, such as age and ethnicity, are not normally under the agent's control. When these attributes participate in interactive clusters, agents may find themselves searching profoundly different landscapes. "Expert" agents are mechanical
Create alternative types of expertise.
Empirically mapping attributes to fitness makes for unimaginative experts. Other forms of expertise, such as knowledge of specific cases or underlying fitness structure could make for more competitive experts.
Population Behaviors
In the existing model, it is assumed that each run is populated by agents of the same type, that the fitness of a state is unaffected by the agents that occupy it, and that the main impact of agents on other agents is through the provision of information. Some limitations of, and possible modifications to, these assumptions are presented in Table 7 . Allow agents of different types to populate the environment.
It is well established in the diffusion literature that individual agents behave differently. For example, an agent might be an innovator, an early adopter, a late adopter, or a laggard (Rogers, 2003) . Such heterogeneous populations might well lead to more effective informing, a fact that simulations could verify. A similar diversity is likely to exist with respect to visibility, with some agents connecting to a vastly larger collection of agents than others (Gladwell, 2000) . Fitness of state is unaffected by the number of agents occupying it.
Create some states where fitness is reduced and increased by occupancy.
A state whose fitness is derived from supplying a particularly resource is likely to see fitness falling as more agents occupy it. On the other hand, states or clusters exhibiting network effects (e.g., adoption of a particular communications medium) are likely to see large increases as agents occupying the state increase. Agents report the fitness of the state they occupy with complete accuracy.
Add uncertainty to agent reports of fitness and, potentially, the possibility that agents will misreport their fitness.
Even if an agent has perfect knowledge of the fitness of a particular state, there is no guarantee that it will be in the agent's capability or best interest to convey that fitness accurately to neighbors. Moreover, particularly where the fitness of a particular state is influenced by occupancy, real world agents may have an incentive to overreport or underreport their fitness. Agents do not share historical path information with other agents.
Particularly in fitness landscapes where all states are not accessible, the ability to share history with other agents might prove beneficial.
Real world informing processes not only convey information about where to go but also how to get there. The popularity of certain types of books, such as biographies and "how to" books underscores this fact.
Next Steps
As is invariably the case with simulations, the challenge presented by the dozen possible enhancements to the present model just proposed (Tables 4-6) is that they each involve incorporating more parameters and more specific assumptions into simulation. As a practical matter, considering the impact of all these modifications-and the many other changes than could be envisioned-would require a time consuming research program. To assess whether the benefits of such an undertaking would justify the effort it would require, we need to turn to the conclusions and consider what this exercise has already taught us.
Conclusions
When an agent seeks to be informed about the environment, the decision of where to look for information is a critical one. In the study presented in this paper, that agent has three choices:
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• The environment itself: The agent can directly test possible alternatives and determine their relative fitness.
• An expert: The agent can consult an expert whose knowledge-expressed as a series of simple hypotheses about the impact of each attribute on fitness-is derived from surveying the fitness of all the agents on the landscape.
• Nearby agents: The agent can look at nearby agents and determine if their fitness warrants moving towards their attribute values.
What the present study shows, quite convincingly, is that as the underlying complexity (ruggedness) of the environment (landscape) grows, nearby agents-when available-become a better informing source than either the expert or the environment itself. The simulation also demonstrates that the benefits of looking at far-away agents versus nearby agents drops off quite quickly as similarity decreases. Simply stated, the results make the case that homophily can be an effective informing strategy.
Many of the limitations of the simulation approach employed are described in the previous section and need not be repeated here. What is particularly interesting about these results, however, is the degree to which behaviors consistent with the simulation are observed in real world settings. Experts in many fields lament about the failure of their ideas to diffuse to practice. These findings show why we might have evolved to be suspicious of such expertise in a complex world. Homophily is widespread. This is consistent with an agent seeking to benefit from the informing advantage of being surrounded by other agents facing similar or identical environments. Social contagion breeds more perfect homogeneity. Paradoxically, this would hold true for traits generally considered as non-beneficial as well those considered beneficial. If an individual is close to a number of obese people, then he or she may need to become obese in order to achieve the maximum informing value from observing their experiences. It is possible that in a very rugged world, where a single misstep can lead to an agent's demise, that the information gathering benefits flowing from homophily may, on balance, exceed the cost of adopting traits that-on the surface-seem to reduce fitness. In such a world, the internal utility function that we use to compare the estimated fitness of our choices could easily evolve to favor conscious and unconscious imitation.
There is, of course, a price to be paid for informing through homophily. In such a world, fashions, fads and information cascades are inevitable. By encouraging us to cluster with others around a small number of peaks, it limits our willingness to strike out and explore other peaks. That can have serious consequences in terms of the overall fitness of the population. A single shock in a highly clustered world, such as the blight that led to the Irish potato famine, can be disastrous. Furthermore, fitness is often distributed according to a power law, meaning that a few choice spots are much higher than their surroundings would suggest. If we do not discover these peaks, the overall fitness of the population suffers. For this reason, we might expect an evolutionary stable strategy (ESS) to emerge whereby a small but relatively stable proportion of the population develops a trait in which the drive to explore and innovate-thereby expanding the range of known peaks available-exceeds the impulse of homophily. Diffusion studies (e.g., Rogers, 2003) suggest that precisely this type of diversity exists.
It would be both imprudent and incorrect to assert that the present study concludes that homophily leads to more effective informing than expertise. To begin with, the findings hold only for rugged landscapes; if the environment is such that attributes contribute to fitness independent of each other, it makes sense to go for expertise every time! Similarly, the findings only apply to a particular type of expertise; in fields such as medicine, experts are already well aware of the fragility of findings derived purely from sampling large populations of individuals and discount it heavily. There is also no reason to believe that expertise derived from knowledge of best practices or from a detailed understanding of the underlying mechanisms driving the structure of the land-scape will be similarly fragile. In applied social science fields such as business and education, however, the landscapes being studied can be rugged (Gill, 2010; Gill & Jones, 2010) and studies that rely heavily on significance testing of observational data sprout like noxious weeds in the literature. As researchers in these fields, we should therefore not be surprised when practice fails to embrace our findings with the enthusiasm that we had eagerly anticipated.
Appendix A Construction of NK Landscapes
The NK landscape, developed by evolutionary biologist Stuart Kauffman and described most fully in his book Origins of Order (Kauffman, 1993) is the artifact commonly used to simulate and investigate the properties of rugged fitness landscapes. This appendix summarizes its conceptual basis and construction.
Fitness Landscapes
As described in the body of the paper, the general fitness landscape maps a set of attributes, a 1 ,…,a N to a value that roughly corresponds to the desirability of the combination. It its most general form, this can be expressed as:
In a biological setting, the "fitness" value might refer to an entity's likelihood of surviving to the next generation. In other settings, it might reflect some other outcome, such as the value of a firm. What is common to all fitness landscapes, however, is the notion that-over time-entities will attempt to migrate from combinations of low fitness towards combinations of higher fitness. In genetics, attribute changes occur through processes such as mutation and swapping that occurs through sexual reproduction. In settings where the entity is an intelligent agent, changes may occur through decision making.
In the most general fitness landscape, each attribute a i affecting fitness may take on multiple discrete values or may be continuous. Similarly, there are no restrictions placed on the shape of the fitness function. Landscapes this general, however, have few general properties that can be used as a basis for further investigation.
NK Landscape
The NK landscape is an attempt to enforce some structure on the general fitness landscape drawing upon Kauffman's insights into the interactions that typically seem to take place between genes. Since these specific interactions are beyond the scope of the present paper, we turn directly to the structure of the model. The NK landscape model was intended to be parsimonious with respect to parameters and tunable with respect to ruggedness, which is essentially synonymous with complexity. The landscape is formed by first assuming that there are N attributes, each of which is binary (0,1) in nature. For each attribute, a dominant fitness function is defined that depends on the attribute value itself plus the value of K additional attributes, i.e., An important property of NK landscapes is the presence or absence of multiple peaks. A peak is defined as a state where modifying the value of any single attribute produces a decline in fitness. Peaks are important because most schemes for increasing fitness involve changing one attribute at a time. Thus, entities guided by fitness in their search strategy tend to find peaks "sticky". Where multiple peaks exist on a landscape, it is therefore possible for entities to become stuck on local peaks whose fitness is far lower than that of the landscape's maximum peak.
The values of K can vary from 0 (no interactions) to N-1 (every attribute interacts with every other attribute). These two end points can be simplified. Assuming w 1 , w 2 , …, w N are the weights assigned to each fitness function, the K=0 case can be written as a simple linear combination of weighted attribute values: w 1 a 1 + w 2 a 2 + … + w N a N Since an arbitrary constant could be added without impacting the ordinal value of fitness, this type of landscape has the same type of structure used in multiple regression models. It should also be evident that this landscape has a single peak, since a best value (0 or 1) can be determined for each a i depending upon whether w i is positive or negative.
At the extreme where K=N-1, it should be evident that each fitness function f 1 , …, f N has the same set of arguments a 1 ,…,a N , and therefore there is no reason not to combine them into a single function with random values assigned to each of the 2 N attribute combinations. It is also possible to estimate the number of peaks in such a landscape. Since the each combination has a value assigned randomly, each element has a 1/(N+1) probability of being a fitness peak. This is based upon the fact that the total number of adjacent states is N, and 1 additional state (the value itself) must also be considered. There are, however, 2 N possible combinations in the landscape. Thus, the number of peaks can be estimated by the formula:
In the states between 0 and N-1, no simple formula for estimating the number of peaks and other properties has been reported. As a consequence, much of Kauffman's (1993 Kauffman's ( , 1995 work has involved simulating these landscapes to examine their properties. What becomes qualitatively clear from these simulations is that:
• As K approaches N, the number of peaks increases • As K approaches N, the peaks become more uniformly distributed across the landscape Thus, we can expect that the most successful search strategies may vary considerably depending upon the K value.
NK Landscape Variations
Many possible variations on the NK landscape are possible and have been used in research. Since they have not been employed in the present paper, they are sketched out only briefly here, with an eye towards possible extensions of the work in the future. Kauffman (1993 Kauffman ( , 1995 introduces the idea of co-evolving NK landscapes. In this model, the fitness landscape for one species has some attributes that depend upon the population of one or more different species. As a consequence, if the populations of those other species changes (as a consequence of migrating to a different fitness state), the fitness landscape of the original species may become altered-in some cases radically. Such coupled systems can reach a stable state or could remain in a constant state of change depending on the nature of the landscapes and the cou-Gill plings between them. This type of landscape could therefore be employed to study a dynamic, rather than a static, model of fitness.
An NK variation that is somewhat more general than the original model has also been proposed (Altenberg, 1995 (Altenberg, , 1997 Frenken, 2006) . In Kauffman's model, the number of individual functions that contribute top fitness (i.e., f 1 , …, f N ) is constrained to be the same as the number of attributes. There is, however, no obvious conceptual reason for this 1:1 relationship between functions and attributes. Instead, it is proposed that the functions should refer to however many specific characteristics are known to affect fitness, while the functions should map attributes to these characteristics. To use cooking as an example, if our tongue responds to 5 sensations-Wikipedia refers to them as sweet, bitter, umami (savory), sour, and salty-we might choose to map ingredients (attributes) to these values, rather than having a separate function for each ingredient. This also opens up the possibility of multi-layer landscapes.
Another NK variation involves forcing decomposability between the various functions f 1 , …, f N by limiting the variables each function includes. For example, suppose we partition the landscape at some middle value P, where both P>K and N-P>K. We can then specify the following:
For functions f 1 , …, f P , only values a 1 …a P may be used as arguments For functions f 1+P , …, f N , only values a 1+P …a N may be used as arguments By making this separation, we can then treat the process of maximizing fitness for a 1 ,…,a P as an independent problem from that of maximizing fitness for a 1+P ,…,a N . This would simplify our search process (see Appendix B) and would allow us to incorporate any knowledge we have regarding the decomposability of a specific landscape into our simulation.
Naturally, extensions to the NK landscape such as the ones described come with the price tag of added parameters to be explored. Before asserting the generalizability of any simulation findings, however, it would make sense to explore behaviors on as many different structures as possible.
Appendix B Construction and Behaviors of NK Cluster Landscapes
The NK cluster landscape, used as an alternative to the NK landscape to provide a contrasting mechanism for simulating increasing ruggedness, was also inspired by Kauffman (1995) , although it is not clear that it was ever used for research purposes. It creates the simplest possible landscape based upon decomposable clusters that consist of either interacting sets of variables or individual variables. In this appendix, we briefly explore its construction and some of its key behaviors.
Constructing an NK Cluster Landscape
NK landscapes, generally speaking, define a mapping between binary (0 or 1) attributes and fitness, although non-binary attributes can also be supported. The number of attributes is specified by the attribute N. In addition, there are K interrelationships, with possible values ranging from 0 to N-1. Whereas the NK landscape (see Appendix A) implements these relationships through a series of N functions, each having K+1 variable arguments, the cluster landscape simply breaks the top level fitness function into one or more separate functions, each of which has one or more arguments. The functions are decomposable, since no attribute is allowed to appear in more than one function. One way to establish how the fitness function decomposes is through a process that Kauffman (1995) likens to that of connecting buttons with threads, illustrated in Figure A2 .1. As more and more threads are attached between buttons, clusters of multiple buttons begin to emerge. As an illustration, in Figure A2 .1 the clusters are 7, 8, 1-2, 3-4-5-6, and 9-10. These clusters are important because they define the structure of the fitness function. For example, if we refer the value of each attribute (button) as v 1 … v 10 , then the figure would imply a fitness function of the form:
Furthermore, since each v can only take on two values, f C an f D can be replaced with simple coefficients. To simulate relationships, the same approach Kauffman (1993) used for NK landscapes can be applied: random numbers are generated to simulate the fitness of each combination in a cluster. Thus, the clusters associated with f A and f E would each have 4 associated values randomly assigned (for the 0-0, 0-1, 1-0 and 1-1 combinations of the associated attributes and f B would 16 combinations (for the 0-0-0-0, 0-0-0-1, … , 1-1-1-0, 1-1-1-1 combinations) . It should be readily evident that as cluster size grows, so does the number of combinations-with 2 X combinations for clusters of size X.
Omitting any "thread" that connects a button to a cluster it is already connected to, it should be apparent that when K (number of threads) reaches N-1, every button belongs to the same large cluster. At that point, landscape fitness can be simulated by assigning a random number to all 2 N possible combinations in the landscape, making it the same as the N,N-1 case for the regular NK landscape. This is the "maximally rugged" or chaotic landscape. On the other hand, when K=0, then we have a fully decomposable landscape, which also happens to be the same as the NK landscape case.
By running simulations on the computer, Kauffman (1995, p. 57) shows that as the number of threads approaches a value just under N/2, we start to see maximum cluster size increasing dramatically as additional threads are added. This makes sense; where the network is loosely connected, it will be dominated by two button connections. Once reaching a certain size, however, a single large cluster will start to form and the likelihood that new connections will join buttons to that particular cluster will become increasingly high. Kauffman attributes particular significance to this region, which he describes as the boundary between chaos and order.
Peaks in a Cluster Landscape
Because of the simple construction of a cluster landscape, it is relatively easy to estimate the number of fitness peaks. Suppose, for example, that a cluster has M elements. That implies that any individual element has M adjacent neighbors, plus itself-meaning it must be the largest of M+1 elements. Since the NK cluster model described assigns cluster values randomly, the number of peaks can be estimated by the same formula used for chaotic NK landscapes (see Appendix A), i.e.,
M /(M+1)
This can be demonstrated for the 2-way link, where the formula produces an estimate of 4/3. Assume that we rank-order fitness (e.g., 1 is highest and 4 is lowest). Then, two distinct peaks exist only where the two highest values are at opposite corners (i.e., 1,1 and 0,0 or 0,1 and 1,0). As illustrated in Figure A2 .2, this occurs for only 8 of the 24 possible orderings of fitness meet this criterion, meaning the average number of peaks is (16*1 + 8*2)/24, or 4/3.
Depending upon how a cluster landscape is constructed, the estimated number of peaks can vary considerable. Suppose that K < N/2 (the point at which some large clusters necessarily begin form). Then, in the case where the landscape consists of nothing but two way links, then the number of peaks will be given by the formula: On the other hand, if all K elements happen to be connected as one large cluster, the number of peaks would be:
To get a sense of how these two relate to each other, we can make some gross simplifying approximations, namely:
(4/3) 2 ≈ 2, meaning (4/3) K ≈ 2 K/2 2 K+1 /(K+2) ≈ 2 K Thus, the minimum number of peaks is roughly equal to the square root of the maximum number of peaks for a given K. For K << N/2, our best estimate is probably our lower bound. As K approaches N/2, our best estimate will rapidly move from the minimum to the maximum value. For N/2 << K ≤ N-1, our best estimate becomes the upper bound.
Search in a Cluster Landscape
The number of peaks in the landscape is important because peaks-by their very nature-tend to be sticky in the face of incremental adaptation. The impact of NK landscape ruggedness on search, however, can be even greater. Recalling that each cluster is simulated randomly in an NK landscape, the only way to determine the peak value in a cluster is to examine each element. Consider, then, a 100,0 landscape (completely decomposable). In this case, we would need to incrementally test each attribute's impact of fitness independently, requiring 100 tests.
Now consider a 100,20 landscape. If that landscape consisted of 20 two-attribute pairs (each having 4 possible combinations, as per the grids in Figure A2 .2), the total number of tests would be: This difference in search is substantially higher than the difference in the estimated number of peaks, which is:
(4/3) 20 ≈ 315 and 2 21 /22 ≈ 95,000
To conclude, it is also important to note that the type of efficient search and peak identification computed here would be available only where knowledge of how the fitness landscape decomposes is available. Lacking such knowledge of how variables are clustered, systematic search is likely to be nearly impossible for fitness landscapes impacted by many attributes. It therefore follows that such knowledge of landscape structure is quite likely the most valuable type of information to have when attempting to predict the likely cost of search.
Comparison of Cluster Peaks to NK Landscape Peaks
For comparison purposes, the number of actual peaks (averaged over 100 runs) for NK and cluster landscapes as K varies from 0 to 9 is shown in Figure A2 .3. o Expert-guided agents always exhaust all expert recommendations before trying available states that have not been recommended.
o Imitator agents always try to match the behavior of the nearest higher fitness agent before trying other available states.
o Goal-setting agents always move to a state that moves them one attribute closer to the selected goal. The attribute changed is selected randomly from the list of attributes that differ between the goal and the agent. In the event no higher fitness goal is visible, it reverts to control agent behavior.
• The only circumstance under which any agent will stop testing is when all adjacent states have been tested.
Population
Populations of agents were assumed to be homogeneous and the number of agents was controlled by parameter. Other key assumptions:
• Agents were randomly placed on the landscape, with attributes determined by the bits in their numeric position (see description of landscape assumptions).
• Regression analysis used to develop expert recommendations was performed using an Interop call to the LINEST function in Microsoft Excel. Coefficients with a significance value < 0.05 were identified, as were attributes that were the same across the landscapewhich starts happening quickly in decomposable landscapes (K=0).
• For the imitator and goal-setting populations, an insertion sort-ordered by diminishing fitness-was used to identify suitable neighbors.
o For goal-setting agents, the first value higher fitness encountered that was within the visibility range was established as the goal.
o For imitator agents, the search of the sorted list continued until the closest higher fitness neighbor was determined (i.e., an agent with a distance of 1 differing attribute would be chosen in preference to a higher fitness agent with 2 differing attributes).
• The simulation halts when all agents in the population are located on peaks-even if some individual agents have not yet verified that the state they occupy is a peak. This could potentially lead to a number of cycling steps near the end of the 2-step run (with some agents testing off peak while others return to their peak). That is why the base case used agents who remained in place while testing, moving only when higher fitness was encountered.
Interface
The interface of the simulation makes heavy use of the .NET DataGridView control supplied with Visual C#. A variety of different types of runs can be made with the software:
• Landcape features: Allows values such as number of peaks to be determined for simulated landscapes of a particular type (NK or cluster) and NK combination. These can be averaged over a specified number of runs.
• Single pass steps: Performs a single run with the specified type of landscape and agent, performing a regression analysis on each step (see Figure A3 .1)
• Single agent type runs: Performs a specified number of trials on a particular landscape and agent, providing the results of each run and the average values.
• Key variables: Performs a specified number of trials on all four agents, using the same specified landscape (randomly generated for each run) across agents.
• Full simulation: Performs a "key variables" run starting with the base case (specified values for N, K, number of runs and number agents) then varying:
o K from 0 to N-1 o Visibility from 1 to N o Number of agents-testing the original number divided by two and times two.
The results of these simulations could then be pasted into MS-Excel spreadsheets to produce the graphs and tables used in the paper. 
