Particle Tracks and Energy Deposition 4.1 Introduction
This section is a brief outline of the physical processes which affect the spatial distribution of energy deposition by ionizing particles. The important types of processes will be discussed and illustrated with typical examples. The description will be oriented toward track structure in biological materials and will deal mostly with electrons and fast ions.
It is useful to consider the energy expended in producing ionizations and excitations in gases. It is well known that W values are approximately twice the ionization potential of most atoms. This means that roughly equal amounts of energy must go into ionization and excitation. A significant fraction of the ionization in a charged particle track is produced not by the primary, but by secondary and higher particles. For example, consider a 1.5 Me V proton. At this energy, about 20% of the energy transferred in ionizing collisions is expended in overcoming the binding energy of the electrons. About 60% of the energy appears as kinetic energy of first-generation electrons and the remaining 20% is transferred as excitation and recoil energy (Wilson, 1972) . The 60% of the total transferred to delta rays appears in part as kinetic energy of tertiary and higher order electrons that can, in turn, ionize. When protons of this energy traverse water vapour, about 650 ion pairs are formed per JLg mm -2 of proton track; about 370 of these are produced by secondary electrons and 280 are produced by the proton itself. 3 Although the types of energy-transfer processes are the same for all charged particles, the energy transferred depends largely on the particle velocity. Since the velocity of an electron is much greater than that of other charged particles at the same energy, separate discussions for electrons are required at some points.
A review of the physical processes involved in the interaction of charged particles with matter constitutes the first part of this chapter. Possible descriptions and approximations to charged particle tracks are dealt with in the second part. Both calculations and measurements of the spatial distribution of energy deposition are discussed. Methods of summarizing the results of trackstructure determination, both as distribution of distance between energy transfer points and as energy deposited within a specified volume are outlined. Finally, the relationship between linear energy transfer and lineal energy is described and it is shown where linear energy transfer can be applied and where its limitations must be considered. 11 4.2 Energy Transfer by Charged Particles
Energy Transfer Interactions
The primary processes responsible for the transfer of energy from fast charged particles to matter are ionization and excitation. Bremsstrahlung is important for electrons and for heavier particles at relativistic energies. The production of energetic electrons, characteristic x rays and lower energy photons, contributes to the transport of energy away from the trajectory of the particle. In most situations, the majority of the energy transfer interactions occur between electrons and the medium. This is true even for positively charged primary particles because of the large kinetic energy of some of the delta rays produced by the primary particle. In the following, energy transfer will be considered first for heavy charged particles and then for electrons.
Ionization and Excitation by Ions-An inelastic collision between a charged particle and an atom results in either excitation of the atom or in ionization which usually leaves the atom in an excited state. A full description of the energy transfer in ionization interactions by charged particles requires at least triply differential cross sections, giving the probability of the interaction as a function of the angle through which the particle is scattered, the angle of the ejected electron, and the energy lost by the scattered particle. All of this information is needed to calculate rigorously the energy deposition patterns of charged particles. However, useful estimates can be made with the input of only doubly (electron angle and energy loss) or singly (energy loss) differential cross sections. Most of the experimental information available, and the tests of theory, are based on cross sections differential in angle of the ejected electron and its energy. This differs from the energy loss by the scattered particle because of the electron binding energy and the recoil energy of the atom. These cross sections can be calculated from a basic knowledge of collision processes. A variety of methods can be used depending on the accuracy needed and the velocity of the projectile, but one comprehensive method exists. Figure 4 .1 shows a typical electron emission spectrum for protons bombarding a hydrocarbon. In this spectrum, the cross section has been multiplied by the emitted electron energy so that equal areas under the line represent equal energies transferred to electrons. The four major features of this spectrum will be discussed separately.
The high energy peak, labeled "binary collisions", results from relatively close collisions between the projectile and a single electron (Rudd and Macek, 1972) . The simplest assumption to describe this type of collision is that the target electron is free and there is a simple two-body collision. This Rutherford model results in cross section (]",...., 1/ AE2, where AE is the mean primary particle energy loss. This simple approach produces a good first estimate of the distribution of energy loss events when the projectile energy is large compared with the binding energies of the electrons in the target. Such a classical approach can he extended to include the orbital velocity of the electron (Garcia, 1969) and, when orbital velocity distributions obtained from quantum mechanical hydrogenic wave functions are used (Rudd and Macek, 1972) , very good agreement can be obtained, as illustrated in Fig. 4 .2. The Born approximation is the most widely applied quantum mechanical approach to this problem. It requires that the energy transferred is small compared to the kinetic energy of the projectile so that only first order terms in the interaction energy are needed. This approach has been developed by Mott and Massey (1965, Chapter 19) and by others. It provides cross sections in good agreement with doubly differential measurements, for example for protons of over 0.3 Me V on helium at all electron emission angles, and for all proton energies at intermediate and back angles (Manson et al. 1975) .
The second major feature in Fig. 4 .1 is the large impact parameter, which results in soft collisions, i.e., collisions where the projectile interacts with the electronic structure of the atom as a whole. These collisions Comparison of experimental and theoretical cross sections for electron production in collisions of protons with helium (after Rudd and Macek, 1972) . [The Thomas-Gerjuoy-Vriens method is cited, for example in Rudd et ai. (19n).] result in excitations and ionizations where the electron has little kinetic energy. For sufficiently large projectile velocity, the cross section for this type of event can be determined from optical oscillator strength data (Kim, 1975) .
Only relatively slow particles, for example, protons below 5 Me V, produce the third feature: the continuum charge transfer mechanism, CCT, in which atomic electrons become associated with the continuum state of the projectile. This mechanism adds additional ionizations resulting in electrons whose velocities approximately equal the projectile's velocity, traveling in nearly the same direction as the primary particle.
These three processes: binary encounter collisions, large impact parameter collisions, and charge exchange, account for the energy lost by the primary particle in ionization. However, there is an additional component in the spectra of electrons produced in these collisions. These are the Auger and other low energy electrons produced by the de-excitation of atoms with inner shell ionizations.
Immediately after ejection of an inner shell electron, the resulting electron vacancy is filled by an electron from one of the higher shells or subshells followed by the emission of x rays, Auger electrons, or Coster-Kronig electrons. Auger and Coster-Kronig are electrons ejected as a result of radiationless electron transitions: In the Auger transition, a vacancy in the shell X is filled by the transition of an electron from a higher shell Y, followed by the ejection of an electron from a higher shell Z. The shell Z is identical to or higher than the shell Y. In the Coster-Kronig transition, a vacancy in the subshell Xi is filled by the transition of an electron from a higher subshell Xj of the same major shell X, followed by the ejection of an electron from the same or a higher major shell. Thus, Auger and Coster-Kronig transitions increase the number of charges of the atom by one. If these transitions occur between inner shells, the number of inner shell vacancies is also increased by one. Therefore, successive radiationless transitions can lead to highly ionized atomic states and a cascade of emitted electrons. The sum of the energy of all emitted fluorescence x rays, Auger and Coster-Kronig electrons is equal to the binding energy EB of the initially ejected electron.
The fluorescence yield "'xi' of ~the atomic subshell i of the major shell X is defined as the probability that a vacancy in that subsheil is filled through a radiative transition, i.e., an electron transition followed by the emission of a photon. In general, the fluorescence yield increases with increasing atomic number and decreases with increasing atomic shell number. Since the fluorescence yield from the L-shell is smaller than 1% for elements with atomic numbers Z 5 30, only the K-shell fluorescence yield WK is considered in this report. A collection of theoretical and experimental data of fluorescent yield, WK, is shown in Fig. 4 .3 for atomic numbers between 10 and BO. The K-shell fluorescence yield of the elements C, N, and 0 is smaller than 1%. The total fluorescence yields of higher shells is generally less than 20% of WK. Tabulations and analytical approximations of WK are reviewed in Bambynek et al. (1972 ( ), in Craseman (1975 , and in Krause (1979) .
The Auger yield, axio is the probability that the i th subshell Xi of shell X is filled through a non-radiative transition by an electron from a higher shell, and the Coster-Kronig yield, tXij, is the probability that a vacancy in the subshell Xi is filled through a non-radiative transition from a higher subshell Xj. Thus, the sum of 
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all transition probabilities to the subshell Xi is unity. The different Auger and Coster-Kronig transition probabilities have been reviewed by Burhop and Assad (1972) , Parilis (1969) , Bambynek et al. (1972), and Craseman (1975) . On the' basis of measurements with noble gases, Carlson et al. (1966) estimated the total average ionization as the result of a sudden vacancy in the K, L, and M-shells of isolated atoms as a function of the atomic number between 1 and 100. These estimations are shown in Figure 4 .4. More electrons may be emitted when the atoms are chemically bound (Charlton et at., 1978; Charlton and Booz, 1981) . The angular distribution of ejected electrons is relatively complex. Figure 4 .5 gives a typical three dimensional plot of energy vs. cross section illustrating the electron energies and initial angles which are most significant in terms of energy deposition for 1.0 MeV protons bombarding nitrogen (Toburen, 1971) . The Auger electrons are emitted isotropically at energies characteristic of the ionized molecule. The direct binary collision electrons dominate the spectra at small angles but they are very infrequent at back angles. The soft collision electrons occur at all angles but represent relatively little energy. Fig. 4 .6 summarizes this type of data in terms of the energy carried away from the collision by the ejected electron as a function of its initial angle. These complex spectra are difficult to utilize directiy, but empirical formulas which closely simulate them have been developed by Wilson to facilitate their use in calculations (Wilson, 1978) . Scaling rules developed by Wilson and Toburen (1981) are useful to calculate ejected electron yields and angular distributions for various target molecules.
Energy loss by excitation of atomic and molecular states can be evaluated if the complete description of
.,/ ...;:: the oscillator strengths of the target is known. These can be obtained from optical measurements and essentially provide information on the probability of a given transition occuring in the target molecule. Methods: have been developed (Gerhart, 1975; Eggarter, 1975; Fano and Cooper, 1968) to determine if values obtained with different experimental methods are in agreement. Using methods developed by Kim (1975) , oscillator strength data can also be used to guide extrapolation of secondary electron spectra from experimentally determined regions to those where experiments are im-practicaL Ionization and Excitation by Electrons-In some limited cases, specifically for hydrogen and helium, it has been possible to develop a detailed description of the energy loss process for electrons based on quantum wave functions (Gerhart, 1975) . However, in most cases, theoretical details of the energy transfer by electrons are difficult to obtain due to insufficient data on optical oscillator strengths. On the other hand, there are results of several measurements available (see, for example, Trajmar, 1980) . Measurements of the doubly-differential cross section for electron production by electrons on atomic and molecular targets have been made by Beaty and coworkers (Beaty, 1975; Opal et at., 1972) and
by Kollerbaur and Combecher (1981) . Again, rather complex structure is found ( Fig. 4.7) , in fairly good agreement with theory at high enough energies (Kim, 1975) . The loss of energy by electrons passing through organic materials is extremely complex due to the large number of different interactions resulting in energy losses of a few electron volts. Some measurements have been made (Geiger and SchrOder, 1968; Isaacson et al., 1973) and the results illustrated in Figure 4 .8 are typ-icaL Phase Effects-Most of the experimental work on energytransfer events is carried out on gas phase targets and most dose measurements are with gas phase detectors, but most systems to which the results are applied are solids or liquids. The bulk properties of some solids are known to be responsible for additional energy loss processes (Dennis and Powers, 1978) . For example, collective excitations called plasmons are known to transport energy in metals. No theory exists which adequately predicts production of such multiple electron effects in biologically relevant materials, and such energy transfer processes are not currently measurable. However, some indirect evidence is available in the form
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ex: Cross section for secondary electron production in collisions between 500 eV electrons and water molecules. "Angle" specifies the emission angle of the secondary electron with respect to the primary (Opal et al., 1972) . of measurements of range and stopping power (Haque and Geary, 1978; Palmer and Akhavan-Rezayat, 1978; and Thwaites and Watt, 1978) . These references indicate that there are collective effects which may lower ADENINE ENERGY LOSS; AE leV Fig. 4 .8. Experimentally determined characteristic valence-shell energy loss spectra for 17.5 keY electrons passing through 50 nm of adenine (supported on 2 nm carbon film). The numerical value of the relative frequency has been reduced by a factor of 100 for energy losses below 2 e V in order to be able to show the structure at small energy losses (after Isaacson et aI., 1973). stopping power in liquids up to 30% over a limited energy span and, correspondingly, may increase the range of charged particles by a few percent. Measurements made by Heller et al. (1974) of the optical properties of water indicate that collective electronic excitations may be responsible for an energy loss peak at 21 eV. Calculations by Ritchie et al. (1978) including this and other differences between optical data for water and vapor, suggest that the mean excitation energy (see next section) is 15% higher in the liquid.
Approximations to Energy Transfer
Ions-For many purposes, the details of individual energy transfer events are not important. Instead, an approximation to the average energy lost by the ionizing particle is satisfactory. The most convenient approach is to calculate the collision stopping power, the mean rate of energy loss by the primary particle in interactions with orbital electrons, using the quantum mechanical formula derived by Bethe (Bethe, 1933; ICRU 1978a) .
In this formulation, the cross sections discussed previouslyare included in the mean excitation energy, I, and the shell corrections, 'Z(CJZ). The mean excitation energy can, in principle, be determined from the oscillator strengths, Ii, and corresponding excitation energies, Eh through Z InI = ~i Ii lnEi, but it is usually determined experimentally for one type of projectile and applied to others. The shell correction accounts for the effect of the electron orbital velocity on the energy loss. For values of stopping power, one can refer to Anderson and Ziegler (1977) but a brief table has been included in Appendix C.
If the numerical value of the ion energy in Me V is below 1/2Z~, ions can alternately capture and lose orbital electrons. The ion then cannot be considered to have a constant charge, and a "root mean square (rms)" charge state, which is a function of velocity, is usually assumed. In a first approximation, a plot of (1/Z~)S will be the same for all ions whose velocity is large enough that they are completely stripped of orbital electrons. Thus, such a curve for protons can be considered a "universal" curve, and departures from it at small velocities can be attributed to an effective rms number of electronic charges qZe. The parameter q is defined empirically by the relation (4.2) and can be estimated from Fig. 4.9 (Northcliffe and Schilling, 1970) . At very low velocities, energy loss by ionization becomes ineffective because the ion is essentially neutral in charge; thus energy loss occurs primarily through collisions with the nuclei of target atoms. For this reason, the stopping power in this region is referred to as "nuclear stopping". The relative contributions of "electronic" and "nuclear" stopping power are shown in Fig. 4 .9, in which the electronic part of the stopping power is shown by dashed lines, and the sum by solid lines. For details see Lindhard et al. (1963) .
Very fast particles (whose kinetic energy approaches that of the rest energy) are subject to the screening effect of polarized nearby atoms which reduces the electric field of the charged particle as seen at distant atoms. This reduces the stopping power of the charged particle (Stemheimer, 1952 (Stemheimer, , 1956 ). This effect is the result of the Lorentz contraction of the electric field of a moving charge which makes interactions with distant atoms increasingly important with increasing particle velocity. Because the effect is important only at high velocities, this correction is seldom relevant for the protons or heavier particles of interest here.
It is frequently assumed that energy is transferred from energetic particles to the medium in a continuous fashion, completely ignoring the discrete nature of the individual energy transfer interactions. This continuous-slowing-down approximation (csda) is generally satisfactory when relatively long ion path lengths, representing a significant fraction of the particle's energy, are involved. In such cases, for example, in calculating particle range or in determining macroscopic dose, the total number of ionizations is large and the radial extent of the track is small compared with the length of track being considered.
The concept of the range of a charged particle, the average path length in which a particle of specified initial energy is stopped, is quite simple and can be determined as
where Rl is an estimated residual range for particles of energy E h which is added to the range calculated over the energy span (E 1 to E) for which the stopping power is valid. In practice, it is often not this csda range that is measurable or useful in estimating distances for energy deposition. Rather, the scattering of the particle results in an indirect path and a correspondingly shorter projected range (thickness of material penetrated in the direction ofthe initial beam). Table 4 .1 gives the csda range of protons in standard ICRU tissue. It also shows the corresponding maximum energies of delta rays.
In situations where the radial extent of the track cannot be ignored but the detailed track structure is not available, linear energy transfer, Lt., can be a useful concept. This is a specification of the mean energy lost by the primary particle through direct interactions and by generating secondary electrons with less than a specified energy, Li Thus, it is approximately the energy deposited per unit track length within some limited distance from the path of the primary particle (see Section 4.5). Often the symbol L"" which is synonymous with collision stopping power, is used to describe charged particle tracks without considering the radial extent. Electrons-Following the theoretical derivation of Bethe (1933) and Sternheimer (1952 Sternheimer ( , 1954 Sternheimer ( , 1956 and Sternheimer and Peierls (1971) , the collision mass stopping power can be calculated using the equation (Berger and Seltzer, 1964) :
where J is the density correction and F( Ie) = 1 -fJ2 + ! r;/8 -(2 Ie + 1) In21/( Ie + 1)2.
(4.4)
The density correction, J, is of importance for relativistic particles. For electrons in condensed phase it is significant above 0.5 MeV. The phenomenon responsible for the correction is the density or polarization effect. Calculations of electron collision stopping powers of various elements, compounds and mixtures have been performed by Berger and Seltzer (1964) and Seltzer and Berger (1982) . The unrestricted collision mass stopping power for methane-based tissue equivalent gas at normal pressure and for solid material of the same composition are approximately related by (S/ P)aolid = 1 -0.0511nE (S/p)gas (4.5) for 1 ~ E ~ 40 (Lindborg, 1976) . Here E is the numerical value of the electron energy, E, when measured in MeV. The correction is the same for the restricted collision mass stopping power.
Energy transfer by electrons of initial energy Eo frequently results in additional electrons capable of ionizing additional atoms. Using the methods of transport theory (Harder, 1970) and of Monte Carlo calculation (Paretzke, 1976) it was shown that the mean number of electrons with initial energy greater than E is approximately proportional to l/E for E less than O.lEo. Above O.lEo the mean number of second and higher-generation electrons falls abruptly.
Corrections to Continuous Slowing Down
An improvement over the continuous-slowing-down approximation can be made by employing certain corrections to estimate the variability resulting from the discrete nature ofthe energy-loss process. Corrections are commonly applied for several phenomena, including the effects of the straggling in energy loss or particle range and the statistical variation in the number of ionizations produced by a specified energy loss.
Variations in the number of collisions and energy transferred in these collisions are responsible for the readily observable straggling in charged particle ranges and for variations of energy loss in a segment of the particle's path. For thin absorbers (those in which the energy loss is an insignificant fraction of the energy) the variance of the energy loss, ~E' divided by the mean energy loss, !lE, is independent of the absorber thickness. This ratio is a function of the absorbing material and can be determined either from the free-electron model (Kellerer, 1968b) or from the cross section as a function of energy loss in single collisions (Wilson, et al., 1975) . Typical results for this ratio are shown in where Emu = 2mc 2 /P/(1 -/P) is the maximum electron energy possible and I is the mean excitation potential. The dashed line is for electrons and was obtained using the Mott cross section (Kim, 1975) . Fig. 4.11 shows that values obtained from the electron model (lines) are in good agreement with experimental results for various gases. If the free-electron model is assumed and if the shell corrections to the stopping power as well as rela- tivistic effects are neglected, thEm the variance of the energy loss, a2~, divided by the square of the ion charge, Ze, and the absorber thickness, s, and density, p, is a material constant (Booz, 1977) :
where Z and Ar are the atomic number and the relative atomic mass of the material. For example, for standard ICRU tissue with Z/Ar = 0.55 and for a path length increment sp expressed in units ofmg/cm2, the standard deviation of energy loss is 1T/1E = 9.29V/i" keY. For thicker absorbers, the energy loss straggling can be found using the method developed by Vavilov (1957) . The methods mentioned above are applicable for heavy charged particles (protons and other nuclei). Electrons are scattered through much larger angles in collisions with other electrons and thus follow much less. straight paths as they lose energy. Thus, path length differences dominate over energy loss variation in the determination of electron range and the spatial distribution of energy loss. Because of this, transport equations (see, for example, Rossi and Roesch, 1962; Harder, 1970) are the only practical methods other than Monte Carlo track calculations to estimate the distribution of electron energy loss. Electron transport problems are usually solved by distinguishing between energy loss Srdoc, 1979 Srdoc, 1979 Srdoc, 1979 Srdoc, 1979 Neumann, 1981 and scattering components and treating them separately.
The mean number of ion pairs, J, produced as a charged particle loses energy can be determined as the quotient of that energy loss and the mean energy expended per ion pair for a specific combination of medium and particle. The mean energy expended per ion pair, W, has been reviewed in ICRU Report 31 (ICRU, 1979b) .
The variance of the number of ion pairs, (J -J) 2, is related to the energy loss in individual interactions and, as was first pointed out by Fano (1947), is frequently less than J, the value which would be predicted if J were the Poisson random variable. Since adequate cross section data to calculate the number of ions are not generally available, the Fano factor, F, defined by (J -J) 2 = FJ, is often evaluated experimentally. Experimental values for hydrogen and noble gases are in generally good agreement with approximate calculations (Alkhazov et at., 1967) and more rigorous calculation in the limited cases where the input information is available (Herring and Merzbacher, 1957) . Experimental values for some gases used in microdosimetry are given in Table 4 .2. The variation of the Fano factor with electron energy can be seen in the results of calculations of the energy loss of electrons in water vapor made by Paretzke and Berger (1978) shown in Fig. 4.13 . An analytical treatment of this fluctuation was published by Inokuti (1980).
Energy Deposition
In the previous section, the processes by which a charged particle loses energy have been outlined. This section will concentrate on various descriptions, both theoretical and experimental, of the spatial distribution of energy deposition in matter.
If energy deposition is estimated from the stopping power and the continuous-slowing-down approximation, even with corrections for straggling, one is assuming that energy is deposited only along the geometric path of the a Core radius is the radius of the region where energy transfers are dominated by sub-ionizing collisions by the primary particle. b The radius of the outer cylinder is equal to the range of the most energetic delta rays.
particle 4 • Actually, the spatial distribution of energy deposition is known to have radial extent, a result of the non-zero range of secondary electrons. For many purposes, it is adequate to consider the primary-particle track as two coaxial cylindrical volumes centered on the geometric path of the particle. The energy deposition is then assumed to be uniform within each of these cylinders or to vary radially. This is justified because a significant fraction of the energy is transferred by secondary electrons (delta-rays) and because the ions they produce are distributed more or less randomly within a volume defined by the maximum range of the delta rays. The radius of the outer cylinder, equal to the range of the maximum energy electrons produced, is a function only of the incident particle velocity and is not dependent on its charge or mass. The remainder of the energy is transferred to a very small inner cylinder often called the track core. The core of the track is sometimes defined as the region where energy transfer is dominated by sub-ionizing (glancing) collisions by the primary particle, in which case its radius is a function of primary particle velocity (Chatterjee and Schaefer, 1976) . Alternatively, the core can be defined as the region including energy transfers by delta rays with energy up to some arbitrary cut-off, say 100 eV, in which case its radius is constant, in this example, about 5 nm. These track models are generally used to relate directly charged-particle velocity to biological or chemical effect (Katz et at., 1971; Chatterjee and Magee, 1978) , but this approach can also be helpful in visualizing the impor-4 In this report, this approach will be called "straight-line approximation" (sIa). Unless specified otherwise, sla will denote the most simple straight-line approximation, i.e., without correction for straggling.
tance of delta rays in energy deposition in sites of various sizes. Table 4 .3 gives values for the radius of the core and outer cylinder of heavy charged particle tracks as a function of particle velocity when the core is defined as the region dominated by sub-ionizing collisions.
Experimental Determination of Radial Distribution
Although there is no experimental method to determine the spatial coordinates of individual transfer points, some useful information can be obtained by directly measuring the radial distribution of energy deposition. Two approaches have been taken: one makes integral measurements of the number of ion pairs produced within a cylindrical volume surrounding the. track, and the other measures ionization in a small test volume as a function of its distance from the track.
Theoretical investigations (Chatterjee and Schaefer, 1976; Butts and Katz, 1967; Baum et al., 1974) have led to the conclusion that outside the core radius the mean energy imparted to a small volume in the vicinity of a fast track is inversely proportional to the square of the radial distance from the track. Experimental determinations are in good agreement with that conclusion (Wingate and Baum, 1976; Menzel and Booz, 1976; Mills and Rossi, 1980) . However, for large radial distances, the experiments clearly show the deviation from that law due to the finite range of the delta-rays. Fig. 4 .14 shows the radial distribution of deposited energy around high energy proton tracks (Kellerer, 1971a) derived from experimental data of Wingate and Baum (1976) . The same effect can be seen somewhat differently in the results of test volume measurements made by Glass and Roesch (1972) and by Gross and Rodgers (1972) . The results in Fig. 4.15 show that it is relatively rare for a proton to deposit measurable energy in a O.25-lLm diameter site centered O.251Lm from the track, but when it occurs, the energy imparted is typically about 10% of what would have been deposited if the particle passed through the center of the site. Proportional counters I:: were also used by Menzel and Booz (1976) to obtain information on the increasing relative fluctuation of energy deposition of protons and deuterons with increasing radial distance.
Structured Tracks
A complete description of the track of an electron or other charged particle would include the spatial coordinates of every interaction with the medium, the characteristics (energy, excited state etc.) of the projectile after the collision, the characteristics of the target after the collision, and the energy, direction and other characteristics of any ejected secondary particles. This would be a very great deal of information, but not all of it can be obtained with currently available cross-section
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data, nor is it needed for most purposes. The only method of calculating individual tracks which retains the inherent stochasticity is the Monte Carlo method. Its success derives, in part, from the large body of interaction cross-section data which has become available in the last twenty years.
To utilize the Monte Carlo method for calculating track structures, as many as possible of the relevant cross sections must be catalogued or expressed in analytical form, and allowance should be made for the effects of those cross sections which are not included explicitly. For practical reasons, some limits have to be set on the detail which will be included in a given calculation. For example, Berger (1970) developed a program to study energy deposition by electrons. The tracks to be sampled were divided into a large number of short segments, and the energy loss and angular deflection in each segment was sampled from pertinent theoretical multiple scattering distributions. Monte Carlo techniques were used for elastic collisions and inelastic collisions resulting in secondary electrons with more than 200 eV. Later, Paretzke (1974) began the development of an electron transport code incorporating all known electron ionization and excitation cross sections for water vapor. Unknown cross sections and energy-loss processes with energy less than the electronic excitation threshold for the H 2 0 molecule (approximately 6 e V) were included in an approximate fashion. Also, in order to avoid calculating very large numbers of elastic interactions at the end of the track, a lower limit to the particle energy was set. When the particle reaches that limit all of its remaining energy is considered to be lost at that point. Similar codes have been developed by Terrissol et at. (1978) and Hamm et al. (1976) for electrons in liquid water.
The number of interactions which must be calculated to follow a 10 ke V electron until it stops is large, but can be handled by modern computers in a reasonable time. The number of interactions involved in a heavy ion track is much larger, and consequently only short segments of positive ion tracks have been calculated. Typical examples of the results of computer-track simulation are shown in Figure 4 .16.
The results of track simulation calculations can he used directly to determine the property being studied (for example, energy imparted in sites of a specified size) or it can be catalogued in some computer-compatible format (e.g., magnetic tape) and can be used repeatedly as the input to programs which summarize the data in various ways. Typically, the equivalent of eight to ten floating point numbers are used to describe each interaction. They include the coordinates of each interaction, the type of interaction, the direction of the secondary produced, the energy of the secondary. and the status of the target atom after the interaction. This type of description for 1000 samples of a 2 pm section of a 1 MeV proton track required approximately 3 X 10 7 words of computer storage.
Proximity Function
As stated in the preceding section, the complete accounting of the energy transfers which make up a charged particle track is very detailed and unavoidably lengthy. It is generally necessary to condense this information and summarize it in some way in order to use it in an analysis of radiation effect mechanisms. In the course of this summarization, some information is unavoidably lost. It is not yet established which aspects of the track structure can be safely ignored when making comparisons with radiation effects, but one set of simplifications has been proposed and used by derming the proximity function (Kellerer and Chmelevsky, 1975b) . The first simplification is to ignore the details of an interaction that causes energy transfer and con-sider only the energy deposits, i.e., the amount of energy deposited at the different transfer points. The next simplification is to average the energy deposited within spheres centered at randomly chosen transfer points. This results in a description of the energy deposited within a certain distance of a transfer point. The integral distribution of the energy deposited, T(x), is a function of radius and is known as the proximity function. When the initial distribution of energy deposited, fit occurring at tranSfer points, ~, is known for many particle tracks, T(x) can be calculated (see Eq. 2.1). In determining T(x), only correlated transfer points, i.e., those belonging to the same associated particle tracks are counted. The transfer point at the center of the sphere is included in the energy deposited and the averaging is done in a way which gives each transfer point a weight proportional to its energy transfer. The differential proximity function t(x) is so defined that t(x)dx is the mean energy imparted to a spherical shell of radius x and thickness dx centered at a randomly chosen transfer point of a randomly chosen track. If a further simplification is made so that the only energy transfer events are those producing ion pairs and the energy transferred per ion pair formed is taken to be W, then t (x) is proportional to the density of distances between all pairs of transfer points related to ions. Thus, the proximity function reflects the spatial relations of energy transfer. It is convenient to separate the proximity function into a sum of terms ta(x) and tdx). The function to(x) is the proximity function of delta rays and only includes terms for points located in the same delta-ray track. It therefore depends only on the velocity of the primary particle (which determines the energy spectrum of delta rays). tL is the remainder of the proximity function. For fast ions of the same velocity, the function tdx) is proportional to the collision stopping power, tdx) = Leoh(x). The functionh(x) includes only inter-delta-ray pairs of transfer points, but is independent of the structure of the delta-ray tracks and depends only on the average radial distribution of energy around the particle track. Formally, t(x) = t6(X) + tdx); T(x) = T 6 (x) + Tdx), (4.8) where tdx) = L .. h(x); Tdx) = L""H(x). Thus, T(x) of h6avy ions with the same velocity differ only by the factor Leo in the term LeoH(x) . Figure 4 .17 illustrates this and indicates the range of distances over which the delta-ray component dominates in T(x) . The solid lines give T(x) for the indicated ions while the dashed line gives L .. H (x) for the protons. Thus. To(x) dominates for distances up to almost 20 nm for 8.4 ke V / Ilm protons but to only about 1 nm for 34 ke V / Ilm alpha particles.
The concept of the proximity function can be ex- Fig. 4 .17. Total proximity functions T(x) for specified ions (solid lines), T6(X) (dotted line) for all ions at this velocity, and L~H(x) for protons (dashed lines) (Chmelevsky, 1976), tended to include statistically independent particle tracks so that it becomes a function of dose, To(x) (Kellerer and Chmelevsky, 1975b) . This function separates into T(x) which is independent of dose and a term which is proportional to dose, D, and independent of radiation quality
To(x) = T(x) + (4/3)'1rX 3 pD, (4.10) where p is the density of the medium. This separation is illustrated for electrons in Figure 4 .18 which shows the relative importance of clustering of energy along an electron track in comparison to the accumulation of RADIUS; It/Ml Fig. 4.18 . Comparison of inter-and intra-track terms on the clustering of energy deposition for electrons. The line labelled T(x) is the intra-track component. The other lines show the inter-track terms with absorbed dose as a parameter (after Chmelevsky, 1976), 4.4 Energy DeposItion In SII.. • • • 23 energy from successive tracks.. At low doses. nearly all the energy deposited in any small volume is from the same track. However, at 10 Gy the intertrack component exceeds the mean energy deposited by a single track for any site greater than 140 nm in radius. The radius at which the intertrack and intratrack components are equal decreases for increasing dose.
Energy Deposition in Sites
It has long been noted that many radiobiological effects are dependent upon the spatial distribution of energy deposition. Within the limits of their validity, simulated charged particle tracks present a complete description of the spatial pattern of energy deposition in the form of the aggregate of transfer points and their transfer energies. In principle, they could, therefore. be the bIJ.sis of various radiobiological analyses. In practice, however, it is necessary to reduce the great complexity of the information to manageable form. The description in terms of the proximity function has been outlined in the previous section. This section will deal with the concept of energy deposition in sensitive sites.
Energy Deposition in Homogeneous Sites
The approach of conventional microdosimetry is to simplify the description of the spatial distribution of energy deposition by summing all of the energy imparted within a specified volume. The simplest estimate of energy deposited in a site is obtained if the track is assumed to be homogeneous. i.e., a straight line along which energy is deposited continuously at a rate determined by the collision stopping power. The shapes of the microdoslmetric distributions resulting from this assumption are discussed in Section 7.
When simulated charged particle tracks have been calculated, the results can be used in several different ways to determine the energy deposition in a bounded site. The problem is principally that of sorting very many numbers, and the most appropriate method may be different for different geometries. One approach is to establish the equations for the boundaries of the volume and simply sum the energy deposited in all the interactions with coordinates inside those boundaries. This sorting process can be made more efficient by scoring in several volumes simultaneously, and by using the same set of simulated tracks repeatedly, provided one avoids biased sampling. This method has been used for example, by Wilson et al. (1978) to investigate the energy imparted in cylindrical sites when protons pass outside the site, and by Blohm and Harder (1978) to investigate energy deposited in slabs and spheres by electrons. An alternative method utilizes the proximity function t (x) described in Section 4.3.3 and a distance function s(x) which describes the volume of interest and is so defined that s (x) dx is equal to the expected volume of the site that is contained in a spherical shell of radius x and thickness dx centered at a point chosen in the site. As stated in Section 2, it can be shown that for a sphere of radius r, the distance function s (x) is equal to:
This formula can be found in works on geometrical probability (Kendall and Moran, 1963) , and has also been linked to chord-length distributions (Kellerer, 1971b) .
With the function s (x) one' obtains the relation:
where m stands for the mass of the reference volume (m = In Ps (x) dx), and 1 is the mean chord length (Chmelevskyand Kellerer, 1977) .
The equation applies to a site of arbitrary shape and it permits a straightforward derivation of the quantities YD or ZD from the proximity function. It is only necessary to calculate T(x) once, from an appropriate set of simulated tracks, f6r each radiation field.
Both direct scoring in the volume and use of the proximity function require careful consideration of the amount of simulated track to be used. Tracks are made up of many types of interactions and some rare ones (such as those due to Auger electrons), in the case of charged particles, may contribute a significant fraction of the dose. Enough simulated tracks must be included to obtain the desired statistical accuracy for these rare events.
Energy Deposition in Inhomogeneous Sites
The methods of summarizing energy deposition data described in the preceding section were developed to simulate a sensitive site with a clearly defined boundary and a constant sensitivity within that boundary. It is unlikely that real biological systems are as simple. The proximity function and simulated tracks both provide mechanisms for evaluating energy deposition in arbitrarily complex volumes which may even consist of unjoined segments; for example, Blohm and Harder (1978) have investigated the occurrence of events in pairs of cylinders simulating strands of DNA. In order to use t(x), the appropriate s(x) for the site has to be found, and Eq. 4.12 gives the dose-mean energy imparted. Further, if the discussion is extended beyond the deposition of energy to include the probability, p, that a radiation product will interact with other products, effects which do not involve a constant probability as a function of distance between energy transfer can be accommodated. This can be done by expressing p as (Kellerer and Rossi, 1978) So
where c is a constant and g(x) is a distance-dependent interaction probability. The function g(x), which is a function of the distance between initial products of the radiation, expresses the probability of the interaction and is thus a characteristic of the assumed biological and chemical processes. Tbis formulation assumes that the production of the initial product is a stochastic process whose probability is the same at all transfer points and is independent of distance to other transfer points (see Section 8.3).
Limits of Applicability of Linear Energy Transfer
As pointed out in Section 4.2.2, the quantity linear energy transfer (L Il ) was developed (ICRU, 1970a) to serve as an approximate description of energy transfer by charged particles. A great deal of biological work on the relative effectiveness of various radiations has been formulated in terms of Leo which is commonly abbreviated as L and the quality factor Q, used in radiation protection (ICRU, 1980) has been defined in terms of However, there are often serious limitations to the use of linear energy transfer for the specification of differences between radiations. There are several reasons for these limitations. Firstly, particles with different charges and different velocities can have the same L. However, it is the particle velocity which determines the energy distribution of delta rays and, in many cases, this delta-ray distribution is a major factor in the spatial distribution of energy. (This is illustrated in terms of T(x) for ions in Figure 4 .17). Secondly, L does not take into account the length of the track relative to a finite target structure. Thirdly, L does not consider the random nature of energy loss along the track, i.e., the clustering of energy deposition. Consequently, L, which is dermed as an average over a large number of primary interactions, cannot, alone, express energy deposition in a small volume where the mean number of interactions is of the order of one or less.
The effects of these limitations and the ranges of energies and particles over which they are important have not yet been investigated completely. However, some aspects of these limitations have been illustrated in terms of their effect on energy deposition in 0.1-to lO-pm diameter sites relative to what would be predicted based only on L (Kellerer and Chmelevsky, 1975a). Such a comparison is, of course, dependent on the size of site; hence site diameter is treated as a variable. Regions of site diameter and particle energy in which the energy deposition of individual events is influenced strongly by (R) range, (8) straggling. and (0) delta rays. In the remaining region (region II) the energy deposition is approximately proportional to L~ (Kellerer and Chmelevsky, 1975a). Part a-protons, part b--alpha particles, part c"":'oxygen ions, and part d-electrons.
The limited range of charged particles influences the energy deposition in site in two ways; L may change significantly along the path through the site, and the track may begin or end in the site. The combined effect of these two factors on the energy deposited in the site is less than 15% if R > 6d, where R is the particle range and d is the site diameter (Kellerer and Chmelevsky, 1975a) . Figure 4 .19a illustrates this and additional features to be discussed. In the region labelled I, R is less than 6d and is a significant factor in determining the energy deposition in the site.
Energy-loss straggling (Section 4.2.3) can result in variations in energy deposition that exceed those resulting from the track-length distribution in a site. The free-electron model provides a satisfactory approximation for the purpose of this comparison and indicates that for site size and proton energies in regions IV and III of Fig. 4.19a the variance due to straggling exceeds that due to path-length variations.
The transfer of energy by delta rays is considered to be important when over 10% of the energy is deposited at greater distances than the site radius, region IV (see for instance Fig. 4.14) . The maximum ranges can be obtained from Table 4 .3. Figure 4 .19a then illustrates the range of site sizes and proton energies where factors in addition to L 00 must be considered in order to estimate adequately the energy deposition. For intermediate energies, region II, L"" is the dominant factor, but for large sites and low energies, region I, the limited particle range results in a reduction of energy deposited in the site. For larger particle energies, regions III and IV, energy loss straggling produces greater variance in energy deposition than does the chord-length distribution. Finally, in region IV, the transport of energy by delta rays entering and leaving the site is significant and reduces the mean energy deposited in an event. For site sizes much smaller than those covered in Figure 4 .19, less than roughly 1 to 10 nm for protons, the probability of producing an ionization in a site is less than one, and if only effects of ionization are being considered, the cross section for ionization can be used to determine the probability of energy deposition in the site.
The regions in which factors other than L .. are important can be determined for other ions from the fact that stopping power increases with the square of the effective charge of an ion (~ff)' the range changes by the atomic weight of the particle divided by the charge squared (A/Z;rr), and the delta ray spectrum depends only on the particle velocity. Thus, if the plot is made in terms of projectile velocity, or kinetic energy per atomic mass unit, the delta ray dominated region is unchanged. The region in which particle range is important is shifted by A/Z;Cf in site diameter and the region in which straggling is important is reduced by a factor of Z;cc in site diameter. These principles are illustrated in Figure 4 .19b and c for alpha particles and oxygen ions.
A similar analysis for electrons is shown in Figure  4 .19d. The same criterion, R ~ 6d, was used in estimating the region in which range is important. The effects of straggling were calculated using Mott cross sections (Mott, 1930) (see Figure 4 .10). This results in straggling being important in regions II and above of the figure. The region in which track structure (delta-ray distribution) is important has been estimated by comparison with ions which have the same maximum delta-ray energy. This plot indicates that there is no region of electron energies and site sizes in which L"" alone gives an adequate description of the energy deposited in an event.
