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Abstract—The combination of positron emission tomography
(PET) and magnetic resonance imaging (MRI) offers unique
possibilities. In this paper we aim to exploit the high spa-
tial resolution of MRI to enhance the reconstruction of si-
multaneously acquired PET data. We propose a new prior
to incorporate structural side information into a maximum a
posteriori reconstruction. The new prior combines the strengths
of previously proposed priors for the same problem: it is very
efficient in guiding the reconstruction at edges available from the
side information and it reduces locally to edge-preserving total
variation in the degenerate case when no structural information
is available. In addition, this prior is segmentation-free, convex
and no a priori assumptions are made on the correlation of
edge directions of the PET and MRI images. We present results
for a simulated brain phantom and for real data acquired by
the Siemens Biograph mMR R© for a hardware phantom and
a clinical scan. The results from simulations show that the
new prior has a better trade-off between enhancing common
anatomical boundaries and preserving unique features than
several other priors. Moreover, it has a better mean absolute bias-
to-mean standard deviation trade-off and yields reconstructions
with superior relative `2-error and structural similarity index.
These findings are underpinned by the real data results from
a hardware phantom and a clinical patient confirming that
the new prior is capable of promoting well-defined anatomical
boundaries.
Index Terms—parallel level sets, total variation, anatomical
prior, positron emission tomography, magnetic resonance imaging
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POSITRON EMISSION tomography (PET) allows moni-toring with high sensitivity the distribution of a biologi-
cally important molecule and therefore to provide unique in-
formation for clinical applications; however, PET intrinsically
suffers from low spatial resolution which, due to the partial
volume effect, may prevent it from being quantitative [1]–[5].
High spatial resolution is one of the key strengths of magnetic
resonance imaging (MRI) and is often available either from a
separate scan with the help of registration [1]–[3], [6] or from
a combined PET-MRI scanner that can simultaneously image
function and structure [7]–[11].
The anatomical MRI information can be used to correct for
the partial volume effect either post reconstruction [1]–[3],
[5] or within the reconstruction [12]–[14]. Over the last two
decades many priors have been proposed to utilize anatomical
side information into the reconstruction of a low resolution
modality [6], [15]–[30]. The proposed methods for this task
often rely on a segmentation of the anatomical image [6], [15],
are a heuristic modification of a minimization procedure [16],
[17], [20] or minimize a non-convex functional [18], [21]–[24],
[29], [30]. In all cases there is a compromise on stability,
robustness and/or theoretical justification.
There have been priors proposed that do not rely on a
segmentation and are convex [25], [26], [28], but these lack
other desirable properties. It is important that a prior that
incorporates anatomical information respects the information
content in the functional image. As such, it is desirable that the
prior reduces locally to an edge-preserved denoising scheme,
such as total variation, if no a priori edge information is avail-
able; which is not the case for [26], [28]. Moreover, functional
and anatomical images from PET and MRI might share many
edges, but in general we cannot expect that the intensities
change in the same way: at the edge of an anatomical region
the MRI contrast might increase while the tracer uptake in
PET might decrease or vice versa. This feature, although very
important to combine images of arbitrary intensities, is not
part of the model proposed in [25]. In this paper we combine
the strengths of [25], [26] and propose a prior that does not
rely on a segmentation, is convex, preserves the edges of
unique features and does not rely on any assumptions on the
intensities of the two images.
A. Contributions
The contributions in this paper are threefold. First, we
propose a new prior to incorporate structural information
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into the reconstruction that has all the desired properties we
outlined above and we prove its convexity. Second, we apply
other priors that have been used for other applications to the
setting of PET-MRI. Finally, we compare five different priors
in the setting of PET-MRI on synthetic phantom data, real
phantom data and clinical patient data.
B. Set-Up
We consider PET data y as a random variable modelled as
a Poisson process [31] with expectation
Ey = Au+ r, (1)
where u : Ω→ [0,∞) denotes the PET image, A denotes the
PET forward operator that includes scanner geometry, detector
normalization and attenuation, and r denotes a background
term needed to correct for scatter and randoms.
Based on this model, we perform image reconstruction via
minimization of an objective function [32]
u] ∈ argmin
u≥0
{
L(Au+ r, y) + αR(u)
}
, (2)
where
L(Au+ r, y) :=
∑
i
(Au+ r)i − yi log[(Au+ r)i] (3)
measures the distance of the estimated data Au + r to the
acquired data y. The data fit L is (up to an additive constant
independent of u) the negative logarithm of the Poisson dis-
tribution which naturally calls for a non-negativity constraint
on the image values u(x) for x ∈ Ω.
The prior R introduces a priori knowledge of the solution
we seek. The regularization parameter α allows the balancing
of information that comes from the data with our a priori belief
about the solution u]. A popular prior is the (smooth) total
variation [33]
TV(u) :=
∫
Ω
(
β2 + |∇u(x)|2
)1/2
dx, β > 0 (4)
as it leads to edge-preserved denoising. Here β is introduced
to render (4) differentiable; it is sometimes considered a scale
parameter on the values of |∇u(x)| below which edges are
considered to be noise. We will return to a discussion of this
parameter later.
In the context of PET-MRI, we have structural knowl-
edge on the solution given by an anatomical MRI image
v : Ω→ [0,∞); we seek an extension of (4) which allows us
to incorporate this a priori edge information. We will denote
a regularization term that depends on an associate image by
R(u|v). Moreover, we call the extra information about the
structure side information which provides prior information
about the PET image we seek aside the actual acquired data.
II. METHODS
A. Asymmetric Parallel Level Sets
To simplify the notation, we introduce the spatially varying
gradient field
ξ(x) := ∇v(x)/|∇v(x)|η (5)
with the regularized norm |x|η := (|x|2 + η2)1/2, η > 0. The
parameter η plays a similar role to β in (4) in that it scales
down the influence of ∇v when edges merely represent noise.
At any location x, the vector field ξ(x) points in the direction
of the gradient ∇v(x) but it is normalized such that
0 ≤ |ξ(x)| ≤ 1 (6)
where the lower bound is obtained if ∇v = 0 and the upper
bound is obtained asymptotically as |∇v| → ∞.
Motivated by the findings in [34]–[37] we can measure how
structurally similar an image u is locally to another image v
by comparing ∇u to the gradient field ξ by
0 ≤
(
|∇u(x)|2 − 〈∇u(x), ξ(x)〉2
)1/2
≤ |∇u(x)|, (7)
where 〈x, y〉 := ∑i xiyi denotes the Euclidean inner product.
The upper bound is obtained when there is no structural
side information, i.e., ∇v(x) = 0, and the lower bound
(asymptotically for |ξ(x)| → 1) when ∇u(x) is aligned to
ξ(x) in the sense that there exists a λ(x) ∈ R such that
∇u(x) = λ(x)ξ(x). Note that for the case when ∇u = 0, the
gradient vector is aligned to any other vector ξ by allowing
the parameter λ to be zero.
We derive a global prior by integrating this local measure
of similarity over the entire domain
R(u|v) =
∫
Ω
(
|∇u(x)|2 − 〈∇u(x), ξ(x)〉2
)1/2
dx. (8)
From the local properties it follows directly that this prior is
non-negative and zero if and only if ∇u is aligned to ξ almost
everywhere. As the gradient ∇u is perpendicular to the level
sets of u, and ξ is perpendicular to the level sets of v, we
refer to this measure of similarity of structures as the method
of parallel level sets.
This prior has all the desired properties: it is convex in u,
cf., [37] or proposition 1 in the appendix, it does not depend
on a segmented MRI image and in the degenerate case when
the MRI image is flat, i.e., ∇v(x) = 0, it reduces to the total
variation of the PET image. Moreover, it is independent of the
sign and scale of ∇v and therefore can be applied to images
of arbitrary intensities.
Similar to the case of total variation above, we introduce a
smoothing parameter β > 0
P(u|v) :=
∫
Ω
(
β2 + |∇u(x)|2 − 〈∇u(x), ξ(x)〉2
)1/2
dx (9)
that allows us to employ smooth minimization methods. The
extension to the non-smooth case, i.e., β = 0, will be the
subject of future work.
B. Other Methods to Incorporate Anatomical Information
We will benchmark our prior against previously proposed
convex and segmentation-free priors [19], [25], [26], [28],
[38], [39]. While some of these have been proposed for the
very same application [19], [25], [28], others have been pro-
posed for similar tasks in other applications such as geophysics
[38] and colour imaging [39], other modalities like electrical
impedance tomography (EIT) combined with computer as-
sisted tomography [26] or joint PET-MRI reconstruction [35].
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TABLE I
SUMMARY OF ANATOMICAL PRIORS. THE LAST CATEGORY ONLY APPLIES
FOR METHODS THAT ARE ORIENTATION DEPENDENT. P IS THE ONLY
PRIOR THAT FULFILS ALL OF THE FOUR CRITERIA. † PROPOSED
TVJ B D K P†
reduces to total variation 3 7 3 7 3
edge location dependent 3 3 3 3 3
edge orientation dependent 7 7 3 3 3
allows negative edge correlation - - 7 3 3
1) Kaipio et al.: Kaipio et al. proposed to incorporate a
priori knowledge by the prior
K(u|v) := 1
2
∫
Ω
|∇u(x)|2 − 〈∇u(x), ξ(x)〉2 dx (10)
where ξ is defined as in (5) [26]. The original formulation
is a little different but it is equivalent to (10) with a slightly
different normalization, cf., [37] for details. This prior has
most of the desired properties but, as can be readily seen, it
reduces to a quadratic functional in the degenerate case ξ → 0,
rather than to total variation. This prior has been proposed
originally in the EIT context and we apply it to the PET-MRI
setting for the first time.
2) Kazantsev et al.: Motivated by the LOT model [40]
and the Bregman distance for total variation [41], it has been
proposed [25] to formulate the prior knowledge as
D(u|v) :=
∫
Ω
(
β2 + |∇u(x)|2
)1/2
− 〈∇u(x), ξ(x)〉dx, (11)
where again a smoothing parameter is used to make the
problem differentiable. This model fixes the problem of Kaipio
et al. that features in u that are not present in v are
penalized quadratically, and therefore allows edges in these
areas. However, it penalizes the deviation of ∇u and ξ in a
way so that vectors with opposite orientations are penalized
even more than orthogonal vectors.
3) Bowsher’s Prior: It has been proposed by Bowsher et
al. to define a prior on neighbouring voxels by
B(u|v) := 1
2
∑
i
∑
j∈N(i)
ωi,j(v)(u(i)− u(j))2. (12)
The weights ωi,j(v) are chosen such that the k most similar
neighbours in the anatomical image have a positive weight
depending on the spatial distance of voxel i to voxel j and
zero otherwise. As it might happen that u(i)−u(j) is weighted
differently than u(j) − u(i) we use a symmetrized version
where the weights ωi,j(v) and ωj,i(v) are averaged.
4) Joint Total Variation: The last prior we benchmark
against is joint total variation
TVJ (u|v) :=
∫
Ω
(
β2 + |∇u(x)|2 + γ|∇v(x)|2
)1/2
dx (13)
where a parameter γ > 0 is used to adjust the scale of the side
information. It has been first proposed as an extension of total
variation to RGB colour imaging [39] and has subsequently
been used for joint reconstruction in geophysics [38] and
joint reconstruction of PET-MRI [35]. In contrast to P,K
and D, joint total variation only makes use of the magnitude
of the gradient of the side information thereby neglecting
possibly valuable information. Recently a similar prior has
been proposed to incorporate anatomical information into PET
reconstruction [19].
An overview of the different methods with some key prop-
erties is given in table I. Not all of the methods reduce to total
variation in the degenerated case when no side information is
available. While all of the methods depend on the location of
the edges, only D, K and P depend on the edge orientation.
However, D does not allow edges to be negatively correlated.
This means for example that if there is a “jump up” in the
side information, then a “jump down” in the image to be
reconstructed is strongly penalized. P is the only prior that
fulfils all of the desired criteria.
III. NUMERICAL SET-UP
A. Algorithm, Projections and Parameters
1) Algorithm: In order to fairly compare all the different
priors, we use the same method to minimize (2) with the
different choices of priors discussed in the last sections. To
be more precise, we use L-BFGS-B [42], [43] where the non-
negativity constraint is implemented by projecting the iterates
onto the non-negative quadrant. L-BFGS-B is a Quasi-Newton
method that approximates the inverse of the Hessian with first
order information. In all cases, we run L-BFGS-B for 2000
iterations. Implementation is in MATLAB R©.
As this paper focuses on priors rather than optimization
algorithms we do not compare or investigate other algorithms.
We plan to investigate optimization algorithms for this appli-
cation more closely, particularly for the non-smooth case when
β = 0.
2) Projections: All the data in this paper correspond to the
geometry of one direct plane of the Siemens Biograph mMR R©,
cf., [44] for scanner specifications, fixed at a given axial
position and formed by summing six or five (depending on
the axial position) direct and cross sinograms in the scanner’s
native axial compression of span-11. The PET forward and
adjoint operators for this geometry are taken from STIR
(Software for Tomographic Image Reconstruction) [45] that
has been interfaced to MATLAB R©. In all cases we model the
loss of resolution by a Gaussian blur of full width at half
maximum (FWHM) of 4mm × 4mm in image space prior to
projection and after backprojection.
3) Parameters: We tested several regularization parameters
α for all methods and show a few of these results, cf., the
model (2). The parameter η for D,K and P has been chosen
in [10−3, 10−2] which is around 0.1%-1% of the maximal
gradient magnitude of the side information. The similar pa-
rameter γ for TVJ has been chosen in [1, 5] which leads
to gradients of similar magnitude in both images. For the
TV-like priors, we smoothed the norm by β = 10−4 which
is approximately 0.01% of the expected maximal gradient
intensity of the PET image. For B, 4 neighbours from a 3× 3
neighbourhood were chosen. For comparison, we also ran
maximum likelihood expectation maximization (MLEM) [46]
for up to 500 iterations and smoothed the final iterate with a
Gaussian filter with FWHM of 4 mm × 4 mm.
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Fig. 1. MRI side information and PET data for a) software phantom, b)
hardware phantom and c) clinical patient data. For the software phantom also
the PET ground truth (high resolution, low resolution) and regions of interest
(grey matter, white matter, lesions) are shown.
B. Phantoms
1) Software Phantom: The first test case is a software phan-
tom, cf., figure 1a, which is based on an MRI image obtained
from BrainWeb [47] and converted into a continuous spline
phantom [48]. To simulate finite voxel sizes, we sampled the
phantom on a resolution of 1140 × 1140 (0.25 mm × 0.25
mm) and then averaged over 4×4 regions to get ground truth
images of size 285× 285 (1 mm × 1 mm). Different regions
in the brain such as grey matter, white matter, cerebrospinal
fluid, cold lesion and hot lesions are then assigned a constant
intensity reflecting an expected FDG uptake. The constant
uptake in the regions has been modelled as 0.44, 0.11, 0.06,
0.28, 1, respectively. The noise level is set to 500k counts
with another 500k counts contributing to the background. The
randoms have been modelled spatially constant and the scatter
smoothly varying, resembling the shape of the x-ray transform
of the ground truth. In addition, known attenuation from a
simulated CT is modelled as well. The regions of interests
were set to be all pixels which contain at least 50% of a
certain type (e.g., grey matter).
2) Hardware Phantom: For the second test case, shown
in figure 1b, a 6.4 litre cylindrical phantom was used for
PET and MRI data acquisitions. The diameter and height
of the phantom were 20.4 and 18.6 cm, respectively, with
additional six inserts of the same size and diameter of 2.5
cm. One of the inserts was solid (made of Teflon). In order
to obtain a good quality MRI signal, a solution of copper
sulphate and sodium chloride was used in ratios of 4 g and
1 g, respectively, per one litre of water. This solution was
further mixed with PET radiotracer, 18F-FDG, with varying
radioactivity concentrations between the background and the
inserts. The data was acquired on a Siemens Biograph mMR R©
hybrid PET-MRI scanner. For computational efficiency only
the events detected in one direct compressed sinogram in span-
11 were used. The sinogram corresponds to an axial position
of 6.6 cm from the scanner’s isocentre, directly covering
the phantom’s inserts. The sinogram plane was formed by
summing six cross and uncompressed sinograms. The scatter
and random events were estimated using the off-line version
of the Siemens Healthcare reconstruction software.
3) Clinical Data: The clinical data are from a 34 year
old, male epilepsy patient. The dataset is composed of a T1-
weighted MRI, a UTE-based µ-map and list mode FDG-PET
data. The T1-weighted MRI (3.0 T, TE: 2.63 ms, TR: 1700 ms,
TI 900 ms, flip angle: 9◦, voxel size: 0.53 × 0.53 × 1.1 mm),
UTE-based µ-maps (voxel size: 1.56 × 1.56 × 1.56 mm) and
PET list mode data (radiopharmaceutical: FDG) were acquired
on a Siemens Biograph mMR R© hybrid PET-MRI scanner; 250
MBq of FDG were administered half an hour before the 15 min
PET acquisition. The MRI was co-registered to the PET image
and then resampled using Vinci software [49] to account for
motion between the MR and PET acquisitions. A slice of the
MRI and the PET data acquired in one compressed sinogram
in span-11 corresponding to one direct detection plane are
shown in figure 1c.
IV. RESULTS
A. Results for Software Phantom
1) Choice of Regularization Parameter: We will first in-
vestigate the choice of the regularization parameter α for the
different methods. For MLEM the number of iterations can be
seen as a regularization parameter. For noisy data the iterations
exhibit a semi-convergence property such that we yield better
results by early termination of the procedure [50]. To find
a suitable choice we vary the regularization parameter and
evaluate the result in terms of relative `2-error and structural
similarity (SSIM) index [51], cf., figure 2. The optimal choice
based on the relative `2-error over the whole phantom is
marked in all four plots. We can see that for this choice of
regularization parameter K and P perform best over the whole
phantom for both quality measures (top row) and for grey
matter (bottom left). However, this choice of regularization
yields for K a suboptimal solution in the right hot lesion in
terms of the relative `2-error, cf., right hand side of figure 2.
This can also be seen in figure 3 and close-ups in figure 4
showing images for “optimal” regularization.
2) Perfect versus Imperfect Side Information: Next, we
compare reconstructions with perfect side information (namely
the PET ground truth image) versus imperfect side information
which is a reconstructed MRI image from noisy measurements,
cf., figure 5. First of all, it should be noted that for perfect
side information TVJ and B result in larger errors compared to
K,D and P . When the side information is changed to the more
realistic MRI image, it can be seen that D, in contrast to the
other four methods, is not able to reconstruct the grey matter-
to-white matter boundary as the side information is falsely
informing that the activity should increase while in fact the
activity decreases.
3) Bias-versus-Standard Deviation Trade-Off: For N =
50 independent noise instances, we reconstruct PET im-
ages un, n = 1, . . . , N and estimate with the mean E :=
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Fig. 2. Quantitative results for the software phantom with the amount of regularization (number of iterations for MLEM) on the horizontal axis. The optimal
parameters are chosen based on the relative `2-error over the whole phantom (far left) and the results for this choice are marked solid in all four plots and
shown in figure 3. Also shown (second left) the SSIM (structural similarity index) for the whole phantom. “Too low” and “too high” regularization, cf., figure
3, are marked with lighter shading. K and P perform best for the whole phantom and grey matter. Moreover, for this choice of regularization B and K
perform worse for the right hot lesion than the other methods which all perform similarly. †proposed method
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Fig. 3. Effect of regularization parameter (number of iterations for MLEM) on the results for the software phantom with MRI as side information. The
choice is “optimal” with respect to the `2-norm between the reconstruction and the ground truth. The images correspond to the markers in figure 2. For the
“optimal” choice of regularization, both K and P result in well-defined anatomical boundaries. †proposed method
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Fig. 4. Close-up of the lesions of the results with “optimal” chosen regularization parameter from figure 3. It can be seen that both K and P result in
well-defined anatomical boundaries. Moreover, P shows clearly defined lesions.
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1
N
∑N
n=1 un the bias and standard deviation (SD) as
bias := E− u∗, SD :=
(
1
N − 1
N∑
n=1
(E− un)2
)1/2
. (14)
Here u∗ denotes the PET ground truth that has been used
for this simulation, cf., figure 1. The mean absolute value
of these estimates over four regions of interest are shown
in figure 6 as a curve with respect to the regularization
parameter/number of iterations. As it can be clearly seen,
P closely followed by K has the best bias-versus-standard
deviation trade-off for the whole phantom, grey matter and
white matter. In the lesions, which are not present in MRI, all
methods perform equally well. The “optimal” regularization
parameter in terms of the expected mean squared error over
the whole phantom is marked in all four plots. It can be seen
that all methods have roughly the same standard deviation for
the whole phantom, grey matter and white matter but P has
always the smallest bias. In addition, while the methods that
reduce to total variation (TV,TVJ ,D,P) have a similar bias
and standard deviation in the right hot lesion, the two methods
that reduce to a quadratic functional (B,K) have a slightly
smaller standard deviation but larger bias in this region.
The bias and standard deviation for the regularization pa-
rameter with the smallest expected mean squared error are
plotted as images in figure 7 with a line profile in figure 8. As
it can be seen, P and K both have a smaller bias than the other
five methods. In addition, we can clearly see again the bias of
D at the grey matter-to-white matter interface. Moreover, the
methods that reduce to total variation in absence of structural
prior information TV,TVJ ,D and P have a more spatially
localized standard deviation. In contrast, the standard deviation
of B appears more spatially constant. Furthermore, we observe
that the two small regions of higher activity at the right of the
PET image are reconstructed with the least bias for P but
have a higher standard deviation when compared for instance
to TV. This effect is related to Bregman iterations that have
been shown to decrease the systematic bias of total variation
regularized reconstruction [41].
B. Results for Hardware Phantom
The results for the hardware phantom are shown in figure
9 with close-ups in figure 10 and line profiles in figure 11.
Figure 9 shows the results for all methods with a level of
regularization chosen to balance data fitting accuracy and noise
propagation. In order to minimize subjectivity, we also show
images with lower and higher level of regularization. We
would like to highlight three aspects that also correspond to
the close-ups in figure 10. First of all, the hot insert that is not
visible in the side information is, as expected, reconstructed
well by the methods that reduce to total variation while the
other methods tend to over-smooth this feature. Second, at the
hot insert at the bottom right we can see the same effect as
at the grey matter-to-white matter interface of the software
phantom: the prior D disfavours negatively correlated edges
which results in a wide corona around the insert. Third, at
the left edge of the phantom we can see that the intensity of
the MRI phantom fades away. While it changes the smoothing
behaviour of TVJ ,B and K, it does not significantly affect D
and P . Finally, the line plots in figure 11 show that especially
P results in clear, well-defined edges.
Note in figure 9, the sphere that appears in the PET
reconstructions that are reconstructed with the MRI side
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Fig. 6. Mean absolute bias-versus-mean standard deviation trade-off in different regions of interest. K and P have the best trade-off for the whole phantom,
grey matter and white matter as their curves lie “underneath” the other curves but all methods have similar curves for the lesions (far right). Moreover, the
solution that has the smallest expected mean squared error for the whole phantom (distance from the origin in the far left plot) is marked in all four graphs.
It can be seen that these solutions have all roughly the same standard deviation for the whole phantom, grey matter and white matter but P has always the
smallest bias. In addition, the “optimal” solution for K has a larger bias for the hot lesions.
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Fig. 7. Bias and standard deviation for software phantom for the regularization parameter that minimizes the expected mean squared error. K and P visually
have the smallest bias with all methods appear to have a similar standard deviation. D shows a large bias at the grey matter-to-white matter interface.
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Fig. 8. Line profiles of bias and standard deviation for the software phantom,
cf., figure 7. The line segment is marked in the image at the top right and a
scaled version of the MRI serves as a reference about anatomical structure. All
methods have spatially varying bias and standard deviation. While the methods
that reduce to a quadratic prior, i.e., B and K, have a relatively flat standard
deviation, the standard deviation of the other three methods (which reduce to
total variation in the absence of anatomical information) are relatively peaked.
information is not an artefact. It is clearly visible in the MLEM
reconstruction with six times the number of counts. Thus, this
sphere is not an artefact but shows that by using anatomical
priors it is possible to detect an object with a very low contrast.
C. Results for Clinical Data
The results from the clinical patient data are shown in
figure 12 with close-ups in figure 13. Although, we cannot
say which result is the “best” we can make two observations.
First, the resulting images for both K and P have well-defined
anatomical boundaries with K superior in the level of detail.
Second, as in the software phantom, D struggles to reconstruct
the grey matter-to-white matter interface which appears very
different compared to all other methods. The line profiles,
shown in figure 14, confirm these observations. In addition,
it can be seen that P results in a sharper hot spot than all
other methods. However, no ground truth is available for this
data.
V. DISCUSSION
In this section we discuss prospects and limitations of
anatomical priors.
1) Side Information: The results of this paper confirm that
incorporating anatomical information can be very beneficial,
for instance for recovering very low contrast features as in
figure 9. However, to be useful, the reconstructed PET images
have to be robust to errors in the anatomical information.
Most priors (including the proposed P) are insensitive to
inhomogeneities in the MRI images, cf., figure 9.
The methodology relies on the registration of the two data
sets which is intrinsically the case in the simultaneous PET-
MRI set-up. However, even in this scenario we may encounter
a slight misregistration—e.g., due to motion and distortions—
which might introduce artefacts into the reconstruction. The
sensitivity of anatomical priors in general, and the proposed
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Fig. 9. Reconstructions of hardware phantom with MRI as side information for a varying amount of regularization. See caption of figure 10 for details.
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Fig. 10. Close-ups on inserts of the results for medium regularization (middle row) shown in figure 9. As it can be seen from the top row, TVJ ,D and P
do not smear out the hot insert that is not present in the side information. Method D does not allow negative gradient correlation and therefore introduces a
corona around the inserts, cf., middle and bottom row. Both D and P reconstruct the left hand side of the phantom well despite the smooth variation in the
side information (bottom row).
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Fig. 11. Line segments of hardware phantom reconstructions for medium regularization shown in cf., figure 9 over several inserts and the edge of the
phantom. The line segments are marked in the image at the right hand side. D and P yield the sharpest results without over-smoothing the insert not present
in the side information (second left).
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Fig. 12. Reconstructions of clinical patient data for a varying amount of regularization. It can be seen that both K and P result in image with well-defined
anatomical boundaries. Moreover, D fails to reconstruct the grey matter-to-white matter boundary due to the negative correlation of the edge in PET and
MRI. †proposed method
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Fig. 13. Close-ups of results in figure 12 for medium regularization. Both K and P lead to well-defined structures. While K shows a higher level of detail
in the grey matter, P shows a slightly sharper hot spot (see also figure 14 for the latter observation).
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Fig. 14. Line segments of clinical data reconstructions for medium regularization, cf., figure 12. The line segments are marked in the image on the right.
Both K and P yield similar results with sharp edges. In addition, P results in a well-defined hot spot (far left). The profiles of D do not match the profiles
of the other methods apart from the edge of the brain (far right).
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method in particular, to such misregistration is out of the scope
of this work but might be addressed in future research.
2) Parameters: This method has three important parameters
that have to be chosen: The regularization parameters α, the
edge parameter η and the smoothing parameter β. While we
only show results for the selection of the regularization pa-
rameter α we briefly discuss our experience with the selection
of the other two. First, the smoothing parameter β is related
to the gradient magnitude that shall be preserved and can be
chosen either from an unregularized MLEM reconstruction
or based on previous reconstructions. We have found that
the reconstructed images are not very sensitive to changes
in this parameter up to at least a factor of ten. The edge
parameter η should depend on the edge strength distribution
of the anatomical image and defines which edges shall or shall
not be encouraged in the PET image. The sensitivity to this
parameter depends on the quality of the anatomical image as
a small η can also encourage edges that are due to noise or
other artefacts. Therefore, the scale of η is expected to be more
important for images with less well-defined edges.
As with all methods or algorithms we need to choose
values of parameters that will influence the reconstructed
image quality. In this paper we have chosen to optimize the
parameters with respect to an objective and easily computable
quality measure but it is important to note that “optimality” is
very much application dependent and might need to involve
humans that analyse the images. Therefore, all results should
be interpreted with care and a different parameter selection
might be needed depending on the task.
3) Extension to 3D: All experiments in this paper have
been carried out in two dimensions to save computation
time. The extension to the three dimensional case might need
more efficient algorithms that exploit all the structure of the
problem. However, the mathematical basis is valid in arbitrary
dimensions and there is no reason why this methodology
should not translate to three dimensions. This will be the
subject of future work.
VI. CONCLUSION
In this paper we proposed a new prior to incorporate
structural side information into reconstruction and showed its
application for the case of anatomical information from MRI
incorporated into the reconstruction of PET. The proposed
prior combines the strength of other previously published
priors and has the advantage that it is convex, segmentation-
free and edge-preserving in the degenerated case. The prior
makes use of directional information from the anatomical
side image and encourages images with aligned gradients or
parallel level sets. Moreover, we introduced another prior that
encourages parallel level sets—which reduces to a quadratic
prior—to this particular application. Results from a simulated
phantom, a hardware phantom and clinical data show that en-
couraging parallel level sets is very suitable for this application
as it promotes well-defined edges and allows negative edge
correlation. The proposed modification to combine the ideas of
parallel level sets with total variation allows one to reconstruct
distinct objects that are not present in the anatomical side
information. The results for the software phantom show that
the proposed prior is superior to the other tested priors in terms
of several quality measures.
APPENDIX
The convexity of the proposed prior follows from arguments
in [37]. We will state the proof for this special case here for
completeness.
Proposition 1. The prior P defined in (9) is convex.
Proof: We will prove that at any location x ∈ Ω it holds
|∇u(x)|2 − 〈∇u(x), ξ(x)〉2 = |Bξ(x)∇u(x)|2 (15)
with Bξ(x) being a matrix which is independent of u. There-
fore, the prior can be written as
P(u|v) =
∫
Ω
(
β2 + |Bξ(x)∇u(x)|2
)1/2
dx.
The convexity of P then follows from the convexity of y 7→√
1 + |By|2 with a matrix B independent of y.
To prove (15), let Bξ := I − cξξT with c := (1 +√
1− |ξ|2)−1, where the spatial dependence on x has been
omitted for readability. The latter is well-defined as |ξ| ≤ 1.
We notice that c solves 2c− c2|ξ|2 = 1 such that
|Bξ∇u|2 = |∇u− c〈∇u, ξ〉ξ|2
= |∇u|2 − 2〈∇u, c〈∇u, ξ〉ξ〉+ |c〈∇u, ξ〉ξ|2
= |∇u|2 − (2c− c2|ξ|2)〈∇u, ξ〉2
= |∇u|2 − 〈∇u, ξ〉2.
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