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Abstract
We consider first-passage percolation on the d dimensional cubic lattice for
d ≥ 2; that is, we assign independently to each edge e a nonnegative random weight
te with a common distribution and consider the induced random graph distance (the
passage time), T (x, y). It is known that for each x ∈ Zd, µ(x) = limn T (0, nx)/n ex-
ists and that 0 ≤ ET (0, x)−µ(x) ≤ C‖x‖1/21 log ‖x‖1 under the condition Eeαte <∞
for some α > 0. By combining tools from concentration of measure with Alexan-
der’s methods, we show how such bounds can be extended to te’s with distributions
that have only low moments. For such edge-weights, we obtain an improved bound
C(‖x‖1 log ‖x‖1)1/2 and bounds on the rate of convergence to the limit shape.
1 Introduction
1.1 The model
Let d ≥ 2. Denote the set of nearest-neighbor edges of Zd by Ed, and let (te)e∈Ed be
a collection of non-negative random variables indexed by Ed. For x, y ∈ Zd, define the
passage time
τ(x, y) = inf
γ:x→y
τ(γ) ,
where τ(γ) =
∑
e∈γ te and γ is any lattice path from x to y.
We will assume that P, the distribution of (te), is a product measure satisfying the
following conditions:
(A1) EY 2 <∞, where Y is the minimum of d i.i.d. copies of te.
(A2) P(te = 0) < pc, where pc is the threshold for d-dimensional bond percolation.
We now comment on assumptions (A1) and (A2). From Lemma 3.1 of [9], (A1) guarantees
that Eτ(0, y)4−η < ∞ for all η > 0 and y ∈ Zd. Conversely, it is sufficient for (A1) that
Et
(2+ǫ)/d
e is finite for some ǫ > 0. On the other hand, (A2) ensures that
P(∃ a geodesic from x to y) = 1 for all x, y ∈ Zd , (1.1)
1
where a geodesic is a path γ from x to y that has τ(γ) = τ(x, y). Under assumptions
(A1) and (A2), equation (1.13) and Theorem 1.15 of [13] show that there exists a norm
µ(·) on Rd, which is called the time constant, such that for x ∈ Zd, P- almost surely,
lim
n→∞
1
n
τ(0, nx) = lim
n→∞
1
n
Eτ(0, nx) = inf
n≥1
1
n
Eτ(0, nx) = µ(x). (1.2)
If (A1) is replaced by the condition that the minimum of 2d i.i.d. copies of te has finite
d-th moment, then the shape theorem holds; that is, for all ǫ > 0, with probability one,
(1− ǫ)B0 ⊂ B(t)
t
⊂ (1 + ǫ)B0 for all large t , (1.3)
where
B(t) :=
{
x+ h; x ∈ Zd, τ(0, x) ≤ t, h ∈
[
−1
2
,
1
2
]d}
and B0 := {x ∈ Rd;µ(x) ≤ 1}, the limit shape.
1.2 Main results
Set T = τ(0, x). Our results below consist of (a) a bound on the deviation of ET from µ
under (A1) and (A2) and (b) outer bounds on the rate of convergence to the limit shape
under these same conditions and inner bounds under stronger conditions. These should
be compared to the results of Alexander [3], who proved the first two with log in place
of
√
log under exponential moments for te.
Proposition 1.1. Assume (A1) and (A2). There exists C1 such that for all x ∈ Zd with
‖x‖1 > 1,
µ(x) ≤ ET ≤ µ(x) + C1(‖x‖1 log ‖x‖1)1/2.
Proof. This result follows by directly combining the Gaussian concentration inequality
we derive below in Theorem 2.1 with Alexander’s method of approximation of subadditive
functions [3]. Our final bound is slightly better than the one given by Alexander in [3]
because he used only an exponential concentration inequality. The interested reader can
see the arXiv version of this paper [12] (version 1).
Theorem 1.2. Assume (A1) and (A2). There exists C2 such that with probability one,
B(t)
t
⊂ {1 + C2t−1/2(log t)1/2}B0 for all large t . (1.4)
If Etαe <∞ for some α > 1 + 1/d, then there is C3 such that with probability one,
{
1− C3t−1/2(log t)4
}
B0 ⊂ B(t)
t
for all large t . (1.5)
The proof of Theorem 1.2 will be given in Section 3.
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1.3 Relation to previous works
The question we address here is to determine the minimal moment condition for te that
will guarantee that the passage time τ(0, x) is bounded by µ(x)+O(‖x‖a1) for some a < 1;
that is, that the deviation from the norm µ(·) is sub-linear by a power of ‖x‖1. This line
of work began with Cox and Durrett [9], who found optimal conditions for existence of
a shape theorem. They showed that if Z is the minimum of 2d i.i.d. random variables
distributed as te, then for each x ∈ Zd,
EZ <∞⇔ τ(0, nx)/n converges a.s.
Furthermore
EZd <∞⇔ the shape theorem (1.3) holds .
These conditions do not address the convergence rate, and it is conceivable that the rate
gets worse as the weight distribution gets closer to violating the above conditions.
The behavior τ(0, x) = µ(x) + O(‖x‖a1) is important because it allows a good ap-
proximation of τ by µ, and this is often useful when one knows information about the
asymptotic shape. For example, if x/µ(x) is an exposed point on the boundary of the
limit shape, then one can show that geodesics from 0 to nx stay within Euclidean distance
o(n) of the straight line connecting 0 and nx for all large n. However this is only possible
if the error exponent a < 1. Similar geodesic concentration was needed, for example, in
the log n lower bound for the variance for the passage time in d = 2 for certain atomic
distributions [5, Proposition 2]. In that work, exponential moments were assumed for te
precisely to guarantee that a < 1 (and this was relaxed in [15]).
All work on the convergence rate until recently has assumed exponential moments:
Eeαte <∞ for some α > 0. Under this condition and (A2), Alexander [3] showed in 1997,
building on work of Kesten [14], that with probability one, for all large t,
(1− Ct−1/2 log t)B0 ⊂ B(t)/t ⊂ (1 + Ct−1/2 log t)B0 .
The proof of this result combined Kesten’s exponential concentration inequality for
τ(0, x), along with Alexander’s bound on Eτ(0, x) − µ(x) and direction-independent es-
timates: there exists C such that for all large x ∈ Zd,
Eτ(0, x)− µ(x) ≤ C‖x‖1/21 log ‖x‖1. (1.6)
The reason these theorems were unattainable under weaker moment conditions is the lack
of available concentration inequalities for the passage time τ(0, x).
Zhang [19] was one of the first to establish forms of concentration and rate of conver-
gence for τ(0, nx)/n under only existence of m moments for te. He obtained estimates for
central moments for τ(0, x) and a bound for the left side of (1.6), but only for x = ne1,
a multiple of the first coordinate vector, under the condition Et1+ηe <∞ for some η > 0.
The central moment bound was improved by Chatterjee-Dey in [8, Proposition 5.1] by
removing logarithmic factors under the same moment assumption. These works do not
imply polynomial rates of convergence for the shape theorem because the bound of Zhang
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on the difference Eτ(0, x)− µ(x) is only valid in the coordinate directions (due to use of
a reflection argument), and direction-independent estimates are needed.
The first bounds for the left side of (1.6) without an exponential moment assumption
are due to Kubota [15, Theorem 1.2], who showed that if Etαe < ∞ for some α > 1 and
(A2) holds, then one has a bound for the left side of (1.6) of C‖x‖1−1/(6d+12)1 (log ‖x‖1)1/3.
The present work grew out of attempts to improve this inequality. Our Proposition 1.1
does so both in the moment assumption and in the rate of convergence. We only require
(2/d) + ǫ moments for te (note that this exponent approaches 0 as d → ∞), whereas
Kubota needed 1 + ǫ. Our proofs rely on a concentration inequality which is derived
under low moments using a block tensorization procedure (see Lemma 2.7).
From our inequality for (1.6), we conclude a strong rate of convergence in the shape
theorem under low moments. In Theorem 1.2, we decrease Alexander’s outer bound of
the shape to t−1/2(log t)1/2 with only assumptions (A1) and (A2). For the inner bound
of the shape, we obtain a rate of t−1/2(log t)4 under existence of α moments for some
α > 1 + 1/d and (A2). Here the low moment condition of te plays a big role, since high
edge-weights will prevent certain vertices from entering B(t). The condition on α above
comes from optimizing large-deviation bounds from recent work of Ahlberg [1].
Remark 1.3. After this work was completed, [11] obtained sub-diffusive concentration
inequalities for τ(0, x), extending work of Bena¨ım-Rossignol [6] to general distributions.
They proved, in particular, if Et2e(log te)+ <∞ for d ≥ 2, then
P
(
τ(0, x) < Eτ(0, x)− λ
√
‖x‖1
log ‖x‖1
)
≤ e−cλ for ‖x‖1 > 1, λ ≥ 0 . (1.7)
(1.7) may be used in Alexander’s method to obtain our Proposition 1.1, but with a worse
moment condition. One may ask if it can be used to prove a sub-gaussian bound Eτ(0, x) ≤
µ(x)+o(
√‖x‖1), as in the case of directed polymers [4], but no such theorem exists in an
undirected model. The main complication arises from the extra logarithmic factor coming
from Alexander’s method, which negates the gain in the scale from (1.7).
2 Concentration inequality
Our first task will be to prove the following lower-tail concentration result.
Theorem 2.1. Assume (A1) and (A2). There exists C1 > 0 such that
P
(
T − ET ≤ −t
√
‖x‖1
)
≤ e−C1t2 for t ≥ 0, x ∈ Zd . (2.1)
This theorem extends Talagrand’s [18, Theorem 8.2.3] concentration inequality, which
states that (2.1) holds under assumptions (A2) and Et2e < ∞. To derive Theorem 2.1,
we use the entropy method of Bucheron-Lugosi-Massart (see [7] for an introduction).
Definition 2.2. If X is a non-negative random variable with EX <∞ then the entropy
of X is defined as Ent X = EX logX − EX logEX.
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Theorem 2.1 is a straightforward consequence of the following bound using the Herbst
argument (see [7, p. 122]).
Theorem 2.3. Assume (A1) and (A2). There exist C2, C3 > 0 such that
Ent eλT ≤ C2‖x‖1λ2EeλT for − C3 ≤ λ ≤ 0, x ∈ Zd .
Theorem 2.3 will be proved in Section 2.3.
2.1 Properties of entropy
We begin with some basic results on entropy. This material is taken from [10, Section 2],
though it appears in various places, including [7]. There is a variational characterization
of entropy [16, Section 5.2] that we will use.
Proposition 2.4. We have the formula Ent X = sup
{
EXZ : EeZ ≤ 1}.
This characterization is typically used in the form: for any random variable W ,
EXW ≤ Ent X + EX logEeW . (2.2)
The second fact we need is a tensorization for entropy. For an edge e, write EnteX
for the entropy of X considered as a function of only te (with all other weights fixed).
Proposition 2.5. If X ∈ L2 is a measurable function of (te) then
Ent X ≤
∑
e
EEnte X .
2.2 Application of Boucheron-Lugosi-Massart
We say that e ∈ Ed is pivotal for T if e is in the intersection of all geodesics of T . A
pivotal edge has the property that increasing its weight, while leaving all other weights
unchanged, can change T (and no other edges have this property). Let Piv(0, x) be the
set of all pivotal edges for T . Our first bound toward Theorem 2.3 is the next proposition.
Proposition 2.6. There exists a constant C4 such that
Ent eλT ≤ C4λ2E
[
eλT#Piv(0, x)
]
for λ ≤ 0.
Given a nonempty subset S of Ed, denote by tS a configuration (te)e∈S restricted to the
edges in S. Let {e1, e2, . . .} be an enumeration of Ed. Then, for each ei, deterministically
choose one of its endpoints xi and consider the box Bi := {v ∈ Zd; ‖v − xi‖∞ ≤ 1}. In
addition, let Si be the edges between nearest-neighbor points of Bi:
Si :=
{{u, v} ∈ Ed : ‖u− xi‖∞ ≤ 1 and ‖v − xi‖∞ ≤ 1}.
Furthermore, set f(x) := x log x and note that f is convex on [0,∞) (with f(0) = 0).
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Lemma 2.7. We have
Ent eλT ≤
∞∑
i=1
EEntSi e
λT , (2.3)
where EntSi e
λT is the entropy of eλT considered as a function of only tSi.
Proof. For each i ≥ 1,
EEnteie
λT =
∫∫
f(eλT ) P(dtei) P(dteci )−
∫
f
(∫
eλT P(dtei)
)
P(dtec
i
) .
Here the measure P(dtec
i
) represents the joint distribution of the edge-weights outside ei.
Since f is convex, Jensen’s inequality shows that this is bounded above by∫∫
f(eλT ) P(dtSi) P(dtSci )−
∫
f
(∫
eλT P(dtSi)
)
P(dtSc
i
) = EEntSi e
λT
Therefore Proposition 2.5 implies that Ent eλT ≤∑∞i=1 EEntei eλT ≤∑∞i=1 EEntSi eλT .
Let Ti be the variable T when the weights in Si are replaced by independent copies,
and let E′Si be an average over the variables in Si and their independent copies. The
following lemma is nearly identical to [7, Theorem 6.15], so we omit the proof.
Lemma 2.8. We have for λ ≤ 0 and i ≥ 1,
EntSie
λT ≤ λ2E′Si
[
eλT (Ti − T )2+
]
. (2.4)
Now we are in a position to prove Proposition 2.6.
Proof of Proposition 2.6. Lemmata 2.7 and 2.8 imply that
Ent eλT ≤ λ2
∞∑
i=1
E
[
E
′
Si
[
eλT (Ti − T )2+
]]
. (2.5)
To estimate the right side, we first show that
(Ti − T )+ = (Ti − T )+1{Piv(0,x)∩Si 6=∅}((te)). (2.6)
We show that if Ti > T , then 1{Piv(0,x)∩Si 6=∅}((te)) = 1. So suppose that Piv(0, x) does
not intersect Si in (te); we must show that (Ti − T )+ = 0. Under this assumption, there
is a geodesic γ in (te) from 0 to x such that γ does not contain edges in Si, so in the
configuration (t′e), which equals (te) off Si and equals the independent weights on Si, the
passage time of γ is the same as in (te). This means that T ≥ Ti and (2.6) follows.
We next show that
(Ti − T )+ ≤
∑
{u,v}∈Si
Ti(u, v), (2.7)
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where Ti(u, v) is the minimal passage time among all paths from u to v with edges in Si
in the configuration (t′e). For {u, v} ∈ Si, let Gi(u, v) be a path with edges in Si from
u to v with passage time in (t′e) equal to Ti(u, v). Let γ be a (vertex self-avoiding) path
from 0 to x with passage time in (te) equal to T . Such a path exists by removing loops
from a geodesic from 0 to x. Define γ′ by replacing each of its edges {u, v} ∈ Si by the
path Gi(u, v). Then, the passage time of γ
′ in the configuration (t′e) is bounded above by
T +
∑
{u,v}∈γ∩Si
Ti(u, v) ≤ T +
∑
{u,v}∈Si
Ti(u, v), and this shows (2.7).
By (2.5), (2.6) and (2.7),
Ent eλT ≤ λ2
∞∑
i=1
E
[
E
′
Si
[
eλT
( ∑
{u,v}∈Si
Ti(u, v)
)2
1{Piv(0,x)∩Si 6=∅}((te))
]]
≤ λ2E
( ∑
{u,v}∈S1
T1(u, v)
)2
E
[
eλTC4#Piv(0, x)
]
.
for some constant C4. Note that, since EY
2 <∞ and there are at least d (edge) disjoint
paths between u and v with edges in S1, the argument of Cox-Durrett [9, Lemma 3.1]
implies that ET1(u, v)
2 <∞ for all {u, v} ∈ S1. Hence, Proposition 2.6 follows.
2.3 Proof of Theorem 2.3
To prove Theorem 2.3, we first show that there exist C5 and C6 such that for λ ∈ (−C5, 0),
E
[
eλT#Piv(0, x)
] ≤ C6‖x‖1EeλT . (2.8)
For the proof of (2.8), for c > 0 to be determined later, we divide the left side of (2.8)
into the following two parts:
E
[
eλT#Piv(0, x)
] ≤ cE [eλTT ]+ E [eλT#Piv(0, x)1{cT<#Piv(0,x)}] . (2.9)
Note that T is an increasing function of (te) whereas e
λT is decreasing (since λ ≤ 0), so
the Chebyshev association inequality [7, Theorem 2.14] gives
E
[
eλTT
] ≤ EeλTET ≤M‖x‖1EeλT , (2.10)
where M := Eτ(0, e1). Therefore, the first term of (2.9) is harmless, and we are left to
deal with the second term. To this end, we give the following proposition.
Proposition 2.9. Assume (A2). We can choose c > 0 such that for some α,C7 > 0,
Eeαφx ≤ C7 for all x ,
where φx = #Piv(0, x)1{cT<#Piv(0,x)}.
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Proof. We will use a result of Kesten [13, Proposition 5.8], which says that if P(te =
0) < pc then there exist a, C8, C9 > 0 such that for all m ∈ N,
P
(∃ self-avoiding γ starting at 0 with #γ ≥ m but τ(γ) < am) ≤ C8e−C9m . (2.11)
Let Am be the event that there is a self-avoiding path γ starting at 0 with #γ = m
but τ(γ) < a#γ. Am implies the event in the left side in (2.11), so for all m ≥ 0,
P(Am) ≤ C8e−C9m. Denote by A′n the event that there is a self-avoiding path γ starting
at 0 with #γ ≥ n but τ(γ) < a#γ. Then, there is a constant C10 such that for n ≥ 0,
P(A′n) ≤
∞∑
m=n
P(Am) ≤
∞∑
m=n
C8e
−C9m ≤ C10e−C9n,
which implies that P(φx ≥ n) ≤ P({φx ≥ n} ∩ (A′n)c) + C10e−C9n. On the event {φx ≥
n} ∩ (A′n)c for n ≥ 1, we have cT < #Piv(0, x) and #Piv(0, x) ≥ n, so that, letting π be
a (self-avoiding) geodesic from 0 to x, one has #π ≥ #Piv(0, x) ≥ n, so
T = τ(π) ≥ a#π ≥ a#Piv(0, x) > acT.
With these observations, if we choose c := a−1, then P({φx ≥ n} ∩ (A′n)c) is equal to
zero. This means that P(φx ≥ n) ≤ C10e−C9n, and therefore, by taking α := C9/2,
Eeαφx ≤ C10
∑∞
m=1 e
−C9m/2 <∞, which proves the proposition.
Return to the second term of (2.9). For the constant c chosen in the proposition
above, (2.2) implies that the second term of (2.9) is bounded above by
α−1(Ent eλT + EeλT logEeαφx) ≤ α−1(Ent eλT + (logC7)EeλT ) .
We put this back in (2.9) along with (2.10) for
E
[
eλT#Piv(0, x)
] ≤ α−1Ent eλT + (cM‖x‖1 + α−1 logC7)EeλT .
Placing this together with (2.10) in (2.9) shows (2.8). To finish the proof of Theorem 2.3,
combine (2.8) with Proposition 2.6 for(
1− C4λ
2
α
)
Ent eλT ≤ C4λ2
(
cM‖x‖1 + logC7
α
)
EeλT .
If −
√
α
2C4
< λ < 0, then one obtains the bound in Theorem 2.3.
3 Proof of Theorem 1.2
We first show (1.4) following the strategy of the proof of Theorem 3.1 of [3, p.48]. The
main difference here is the exponent on the log in (3.1) and that Theorem 2.1 replaces
Eq. (3.7) in [3].
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Proof of (1.4) in Theorem 1.2. We start by showing that there exists a constant C1
such that with probability one,
B(n) ∩ Zd ⊂ {n+ C1(n logn)1/2}B0 (3.1)
for all large n. For C > 0 and n ∈ N, let A+n (C) be the event that there exists yn ∈
B(n) ∩ Zd such that yn 6∈ {n + C(n log n)1/2}B0. At first, assume that A+n (C) occurs.
Then τ(0, yn) ≤ n and Eτ(0, yn) ≥ µ(yn) > n + C(n logn)1/2, so that
τ(0, yn)− Eτ(0, yn) ≤ n− µ(yn) < −C(n log n)1/2. (3.2)
In the case µ(yn) ≤ 2n, since µ(·) is a norm on Rd, (3.2) yields a constant C2 such that
τ(0, yn)− Eτ(0, yn) < −CC2(‖yn‖1 log ‖yn‖1)1/2.
In the case µ(yn) > 2n, by the first inequality in (3.2),
τ(0, yn)− Eτ(0, yn) ≤ −µ(yn)/2 < −CC3(‖yn‖1 log ‖yn‖1)1/2
for some constant C3. With these observations, on the event lim infn→∞A
+
n (C),
lim inf
y→∞
τ(0, y)− Eτ(0, y)
(‖y‖1 log ‖y‖1)1/2 ≤ −CC4 (3.3)
where C4 := C2 ∧ C3. On the other hand, Theorem 2.1 gives C5 such that for x ∈ Zd,
P
(
τ(0, x)− Eτ(0, x) ≤ −CC4
2
(‖x‖1 log ‖x‖1)1/2
)
≤ ‖x‖−C2C24C5/41 .
Choose C := (8d)1/2/(C4C
1/2
5 ). By Borel–Cantelli, almost surely, τ(0, x) − Eτ(0, x) >
−CC4
2
(‖x‖1 log ‖x‖1)1/2 for all large x ∈ Zd. This together with (3.3) implies (3.1).
To show (1.4), note that [−1/2, 1/2]d ⊂ (⌈t⌉ log⌈t⌉)1/2B0 for sufficiently large t. Since
B(t) is increasing in t, (3.1) implies that with probability one, for all large t,
B(t)
t
⊂ ⌈t⌉
t
B(⌈t⌉)
⌈t⌉ ⊂
(
1 +
1
t
){
1 + (C1 + 1)⌈t⌉−1/2(log⌈t⌉)1/2
}
B0,
and therefore (1.4) follows.
Next we show (1.5). We will use a result of Zhang [19, Theorem 2]. For any two
subsets A and B of Zd, define τ(A,B) as the minimal passage time of a path from a
vertex in A to one in B. If Etαe < ∞ for some α > 1, then for k ≥ 1, [19, Theorem 2]
gives C6 and C7 (which may depend on k) such that for all ℓ1-unit vectors ξ ∈ Rd,
P
(∣∣τ(Dm(0), Dm(mξ))− Eτ(Dm(0), Dm(mξ))∣∣ ≥ m1/2(logm)4) ≤ C6m−k, (3.4)
where Dm(v) := v + [−C7(logm)2, C7(logm)2]d for v ∈ Zd.
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Proof of (1.5) in Theorem 1.2. Assume that Etαe <∞ for some α > 1 + 1/d. Let
B0(n) := n
{
1− Cn−1/2(log n)4}B0 ∩ Zd for n ≥ 1,
where C is a constant to be chosen later. By the same argument as in the last paragraph
of the above proof, it suffices to prove that with probability one,
B0(n) ⊂ B(n) (3.5)
for all large n ∈ N. A union bound gives
P(B0(n) 6⊂ B(n) for some n ≥ 1) ≤
∑
n≥1
∑
v∈B0(n)
P(τ(0, v) > n).
We would like to show this sum is finite. Then Borel–Cantelli will finish the proof.
First we show that there exists C8 > 0 such that∑
n≥1
∑
‖v‖1≤C8n
P(τ(0, v) > n) <∞ . (3.6)
For this, we use [1, Theorem 4]. Let Z be the minimum of 2d i.i.d. copies of te.
Lemma 3.1 (Ahlberg). Assume that EZβ < ∞ for some β > 0. For every ǫ > 0 and
q ≥ 1 there exists M = M(β, ǫ, q) such that for every z ∈ Zd and s ≥ ‖z‖1,
P(τ(0, z)− µ(z) > ǫs) ≤MP(Z ≥ s/M) + M
sq
.
We will use this lemma with ǫ = 1 and q = d+ 2. It will also be used later in (3.13)
with q = 2d+ 3. Since µ(·) is a norm on Rd, one can take a constant C9 ≥ 1 satisfying
C−19 ‖v‖1 ≤ µ(v) ≤ C9‖v‖1 for all v ∈ Rd . (3.7)
If ‖v‖1 ≤ C−19 n/2, then {τ(0, v) > n} ⊂ {τ(0, v)− µ(v) > n/2}. Lemma 3.1 thus implies
that for all v ∈ Zd with ‖v‖1 ≤ C−19 n/2,
P(τ(0, v) > n) ≤MP(Z ≥ n/(2M)) + M
(n/2)d+2
.
By choosing C8 = C
−1
9 /2 there is a constant C10 such that∑
‖v‖1≤C8n
P(τ(0, v) > n) ≤ C10nd
[
P(Z ≥ n/(2M)) + 1
nd+2
]
,
and the left side of (3.6) is bounded by C10
∑
n≥1 n
d
P(Z ≥ n/(2M)) + C10
∑
n≥1 n
−2.
This is finite so long as EZd+1 < ∞. To see why this holds, use Markov’s inequality:
P(Z ≥ λ) = [P(te ≥ λ)]2d ≤ (Et
α
e )
2d
λ2αd
, so there is C11 such that
EZβ ≤ 1 + C11
∫ ∞
1
xβ−1−2αd dx <∞ whenever β < 2αd .
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Because α > 1 + 1/d, we obtain
EZ2d+2+δ <∞ for some δ > 0 , (3.8)
and so (3.6) holds.
We move on to show that∑
n≥1
∑
‖v‖1>C8n
v∈B0(n)
P(τ(0, v) > n) <∞ . (3.9)
Given a nonzero v ∈ B0(n), we set ξ := v/‖v‖1 and m := ‖v‖1. To shorten the notation,
denote τm := τ(Dm(0), Dm(mξ)). Note that
τm ≤ τ(0, v) ≤ τm + Jm(0) + Jm(mξ) , (3.10)
where for w ∈ Zd, Jm(w) = max{τ(z1, z2) : z1, z2 ∈ Dm(w)}. Because v ∈ B0(n),
n ≥ µ(ξ)m + Cn1/2(logn)4, and for some C12 independent of v,m, n ≥ µ(ξ)m +
C12Cm
1/2(logm)4. The second inequality of (3.10) and Proposition 1.1 give C13 with
P(τ(0, v) > n) ≤ P(τm + Jm(0) + Jm(mξ) > µ(ξ)m+ C12Cm1/2(logm)4)
≤ P(τm + Jm(0) + Jm(mξ)
> Eτ(0, v)− C13(m logm)1/2 + C12Cm1/2(logm)4).
Due to the first inequality of (3.10), this is bounded by
P(τm − Eτm + Jm(0) + Jm(mξ) > −C13(m logm)1/2 + C12Cm1/2(logm)4)
≤ P(τm − Eτm > (C12C/2)m1/2(logm)4 − C13(m logm)1/2)
+ P
(
Jm(0) + Jm(mξ) > (C12C/2)m
1/2(logm)4
)
.
(3.11)
For C ≥ 2C13/(C12(log 2)7/2) + 2, by (3.4) the second to last term is bounded above by
max
v∈B0(n)
‖v‖1>C8n
P(τm − Eτm > (C12C/2)m1/2(logm)4 − C13(m logm)1/2) ≤ C14n−(d+2) . (3.12)
for some constant C14. As for the other term, write λm = (C12C/2)m
1/2(logm)4 and
estimate using subadditivity
P(Jm(0) + Jm(mξ) > λm) ≤ 4
∑
w∈Dm(0)
P(τ(0, w) ≥ λm/4)
≤ 4#Dm(0) max
w∈Dm(0)
P(τ(0, w) ≥ λm/4) .
We apply Lemma 3.1 with ǫ = 1 and q = 2d+3. If C is large enough, then λm/4 ≥ 2µ(w)
for all w ∈ Dm(0). This gives P(τ(0, w) ≥ λm/4) ≤ P(τ(0, w) − µ(w) ≥ λm/8). Again
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increasing C, so that λm/8 ≥ maxw∈Dm(0) ‖w‖1 for all m, use Lemma 3.1 with s = λm8 ≥
‖w‖1 for
P(τ(0, w) ≥ λm/4) ≤MP(Z ≥ λm/(8M)) + M
(λm/8)2d+3
. (3.13)
This shows that there are constants C15 and C16 such that
max
v∈B0(n)
‖v‖1>C8n
P(Jm(0) + Jm(mξ) > λm) ≤ C15nδ/2
[
P(Z ≥ C16
√
n) + n−(d+3/2)
]
,
where δ ∈ (0, 1) is from (3.8) is used to bound #Dm(0). Combining this with (3.12) and
placing them into (3.11) implies∑
n≥1
∑
‖v‖1>C8n
v∈B0(n)
P(τ(0, v) > n) ≤
∑
n≥1
C17n
d+δ/2
[
P(Z ≥ C16
√
n) + n−(d+3/2)
]
for some constant C17. Because δ < 1, this sum converges if and only if
∑
n≥1 n
d+δ/2
P(Z ≥
C16
√
n) does, which is the same as
∑
n≥1 n
d+δ/2
P(Z2 ≥ C216n) <∞. Because EZ2d+2+δ <
∞ from (3.8), we are done.
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