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Resumen
Sean (V, a (u, v)) , (H, (u, v)) espacios de Hilbert con inmersión Ve H densa
y compacta. Consideramos el problema abstracto siguiente
{ Bu" + M (1 ulo , IU/li) Au = fu (O) = Uo ; ul (O) = U1 en VI
donde B : H -t H es un operador lineal simétrico y positivo; (Wo, lulo) ,(W1, lul1)
son espacios de Banach. M es una función real a dos variables de clase el y no
negativa. En el trabajo se demuestra existencia local y unicidad de solución del
problema (*).
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1. Introducción
Sean (V,a (u, v)), (H, (u, v)) , espacios de Hilbert, V e H , la inmersión de V en H es
densa y compacta. Sea A, el operador definido por la terna {V, H, a (u, v)} . Entonces, A es
un operador no-acotado, auto-adjunto y positivo de H, con espectro discreto. Asimismo para
todo a E IR , el operador AD<esta bien definido. En este contexto V = D (A 1/2)
El modelo abstracto
{ u" +M (1 A D<un A/Ju = fu (O) = Uo ; u' (O) = U1 (1.1 )
considera como casos particulares los siguientes problemas:
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Sea n un abierto de JRn con frontera regular r ; Q el cilindro n x ]O,T[ O < T < 00con
frontera lateral I: = r x ]0, T] . La ecuación diferencial parcial no-lineal
{
P (x) Utt + (1 + Jn 1 \7u 12 dx) ( - ~ u) = f (t) en Q
u = O en I:
u (O) = Uo ; Ut (O) = U1 en n
es un modelo generalizado de la ecuación de Kirchhoff estudiado en [8], planteada para
estudiar las vibraciones de pequeña amplitud, de una cuerda fija en sus extremos y cuando
la dependencia de la tensión no puede dejarse de lado en el modelo.
Asimismo el problema mixto
(1.2)
{
P (x) Ut t + (1 + Jn 1 u 12 dx) ( - ~ u) = f (t) en Q
u=O ffi I:
u (O) = Uo ; u¡ (O) = U1 en n
Es una generalización de un problema estudiado por Carrier en [2].
En [18] Pohozaev , trata el sistema
(1.3)
{ ~:u+~~:~m~(~+In~~:~~2~xd6mU~f:~ ~
u (O) = Uo; u (O) = U1 en n
Obsérvese que si V = HJ (n) , H = L2 (n) , A = -~ , ex= 1/2, {J = 1 , estamos
en la Ecuación de Kirchhoff [10] ; si ex = O, {J = 1 , es el modelo de Carrier [2] ; si V =
Hü (n) , H = L2 (n) , A = -~ ; ex = m/2, (J = m , es el modelo de Pohozaev. En los
casos señalados M (8) = 1+ 82 .
Con relación a esta formulación, se plantea entre otros problemas, el estudio de la ecuación
(1.1) para el caso en que la función no-lineal M sea no-negativa (caso degenerado). La
existencia y unicidad de soluciones locales para el caso degenerado de la ecuación de Kirchhoff
ex = 1/2 Y {J = 1 , son obtenidas por ejemplo en Ebihara -.Medeiros -Milla [5], asumiendo
que M E el y que 1M' (8) 81 ::; a M (8) , donde la constante a es positiva. En [4] Crippa
trata un caso bastante general suponiendo que la función M E el ([O, (0)) , M (O) = O Y
V /j ~ O, !~~M (8) ~ O , demostrando que existe una única solución local débil al problema
de Cauchy asociado a (1.1). En relación al modelo de Kirchoff- Carrier (1.3), se tiene las
referencias [3] y [7], Y donde la función no-lineal M es de clase el y estrictamente positiva.
En [3], se obtiene soluciones globales con datos analíticos "suficientemente pequeños" . En [7],
se obtiene solución local, pero en una clase mayor de datos iniciales. Para el caso degenerado
se tiene la referencia [5] donde M es de clase el y verifica cierta condición de crecimiento
polinomial.
Una generalización del modelo (1.3) se da en la ecuación
(1.4)
K u" (t) +M (IBu (t) n Au (t) = f (t) (1.5)
donde K Y B son operadores que conmutan con el operador A y cumplen ciertos requisitos
técnicos.
2
Por ejemplo, para tratar el caso
{
~ ~) OUtt+ (1 + Jn I u IP dx) (- ~ u) = f (t) :~ ~
u (O) = Uo ; Ut (O) = Ul en n
Se tiene la referencia [6], donde se obtiene solución local para el modelo abstracto
(1.6)
{
Bu" +M (1u I~) Au = f
en V'
u (O) = Uo =1= O ; u' (O) = U1
Donde V es un espacio de Hilbert, con dual V' y A, B : V -t V' son operadores lineales
simétricos con (Av, v) 2: O , (Bu, u) > O, u =1= O . W es un espacio de Banach con V e W
con inmersión contínua ; {3 es un número real, (3 2: 1 Y M (~) , una función no negativa y
regular en una vecindad de luolw .
Otra manera de tratar unificadamente los sistemas (1.1), (1.4) Y (1.7), es considerar el
modelo
(1.7)
(1.8)
donde la función no-lineal M (8, r) es no- negativa y de clase el en las dos variables.
En la referencia [7] Izaguirre - Carcía demuestran la existencia de solución para el caso
a = 1/2 ; {3 = O ; 'Y = 1 , Y en la referencia [6] de Izaguirré-Fuentes-Milla, se demuestra
la existencia de solución para un caso más general, que en otros trabajos del autor a ser
publicados. Una extensión natural de los casos tratados es considerar la ecuación
u" + M (1 Aaul2 , IA,6UI12) A"Yu = f
en V'
u (O) = Uo
u' (O) = U1
En la referencia [12] Long trata la ecuación de onda no lineal, con condiciones de frontera
mixtas, según el siguiente modelo
(1.9)
Utt +M (lul2 , lV'uI2) (-~u) = f (t) en Q
u=O en l:
Bu l:
(1.10)
Bu + hu = O en
u(O) = Uo ; udO) = U1 en n
donde n es la bola abierta unitaria en dimensión N=l,2 .
Una natural generalización de estos problemas es considerar el caso
Bu" +M( lulo, lu/ln Au = f , en Vi u (O) = Uo ; u' (O) = U1 (1.11)
Donde lulo' lul1 son las normas en espacios de Banach convenientes.
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2. Descomposición Espectral del Operador T
Sean (V, a (u, v)) , (H, (u, v)) espacios de Hilbert reales con inmersión V e H densa y
compacta.
Sea b : H x H ---7 IR , una forma bilineal , simétrica (luego continua) y positiva ,esto es :
b(u,v)=b(v,u) u.o c H
b (u, u) < O , u =1= O
(2.1)
(2.2)
Entonces (H, b (u, v)) es un espacio pre- Hilbert . Sea ( tt,b (u, v)) su completación que es
un espacio de Hilbert . Observemos que b (u, v) = b (iu, iv) , vu, v E H , donde i :H ---7 iI
es el operador de~inmersión que es lineal, isométrico de rango denso.
Entonces V e H , con inmersión densa continua y compacta. Sea S el operador lineal,
autoadjunto determinado por la terna {V, iI, a (u, v)} .Se tiene que: S: D (S) e V ---7 iI es
biyectivo, con operador inverso S-l : iI ---7 D (S) compacto, D (S) es denso en V y en iI .
Además se verifica la relación
b(Su,iv) = a(u,v) ,u E D(S), v E V (2.3)
Observación 1. El espacio iI es isomorfo al espacio dual fuerte H' de (H,b(u, v)) H Y
la inmersión i :H ---7 H' puede ser identificada con B : H ---7 H'.
De acuerdo a la Teoria Espectral para operadores autoadjuntos y compactos, existe una suce-
sión ortonormal { Wk } de autovectores de S-l , para los cuales la correspondiente sucesión de
autovalores {¡'¿k} converge a cero y los autovectores forman una base para Rg (S-l) = D (A).
Entonces tenemos que existe una base numerable (Wk)k>l de V y una sucesión creciente de
números positivos (Ak) k2:1 tales que: -
vvEV;j=l,2, . (2.4)
(2.5)
SWj = AjWj ; j = 1,2, ... (2.6)
Según la Teoría Espectral para a E IR , podemos definir la potencia So. , con dominio
D (SO'.) = {u; 2::1A~a lb (u, Wv)12 < 00 }
Sr-u = 2::1A~b(u,wv) ui; vu E D(sa)
(u,v)a = 2::1A~ab(u,wv) b(v,wv)
Iu I! = ISClU12= 2::1 A~CIb (u, Wv)12
se tiene que (D (SCI) , (u, V)CI) es un espacio de Hilbert y sí a < f3 la inmersión de
D (S.6) e D (SCI) es compacta Va, f3 E IR .
(2.7)
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3. Problema Lineal
Sea T > O. Consideremos el problema de hallar solución para el sistema
{
Bu" (t) +M (t) Au (t) = Bf (t)
u (O) = Uo ; u' (O) = U1
en V'
Trabajando formalmente, sea v E V . Entonces
b (u" (t) , v) +M (t) a (u (t) , v) = b (f (t) , v)
Por (2.3)
b (iu" (t), iv) +M (t) b (8u (t), iv) = b (if (t), iv)
Entonces desde que iv es denso en fI , el sistema es equivalente con
{u" (t) +M (t) S u (t) = f (t) u (O) = Uo ; u' (O) = U1
en H'
3.1. Problema (Solución Global)
Sea T > O Y
'l/J E el ([O, T]) , 'l/J (t) 2: mo > O 'ti s E [O, T]
'l/J E Loo (O, T) ; I'l/J IUX)(O,T) S MI .
Teorema 1. Sea a E ~ Y 'l/J que verifica las condiciones (3.3) y (3.4) .
Uo E D (8a+1)
U1 E D (S(2a+1)/2)
f E Loo (O, T; D (8(2a+1)/2))
Entonces existe una única solución u del problema (3.1) tal que:
u E Loo (O,T;D (8a+1))
u' E ir (O, T; D (S(2a+1)/2))
u" E Loo (O, T; D (sa) )
u" + 'l/J (t) Su = f en VX) (O,T; D (8a))
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(3.1)
(3.2)
(3.3)
(3.4)
(3.5)
(3.6)
(3.7)
(3.8)
(3.9)
(3.10)
(3.11)
La solución satisface el siguiente estimado de energía:
(3.12)
donde
Co = IS(2a+l)/2UlI
2 + 'l/J (O) Isa+1Uol2 + T IfI~OO(0,T;D(S(2Q+l)/2))
Cl = mín {1,mo}
C2 = Max {1,Mo}
Demostración. Sea Vm = [Wl, W2, , wml e V . Luego Vm es un sub espacio de
V de dimensión finita m, e invariante bajo la acción del operador Sk
Sea entonces
m
um(t)=Lgim(t)Wi E Vm (3.13)
i=l
Donde las funciones gim, son determinadas por la solución del siguiente sistema de ecua-
ciones diferenciales ordinarias lineales
{
b(u':n(t),Wj) + ~(t) a(um(t),Wj) = a(f(t),wj)
u.; (O) = UOm ; um (O) = Ulm
v j = 1,2, .... ,m (3.14)
Por la selección de la base especial, el sistema es equivalente con el sistema lineal de
ecuaciones diferenciales ordinarias
{
gJm (t) + 'l/J (t) I::=l Ak gkm (t) = b (f (t) , Wj) = fj (t)
gjm(O) = b(uo,wj)=aj
gjm(O) = b(Ul,Wj)=bj
j = 1, 2 m.
(3.15)
El sistema de ecuaciones diferenciales lineales (3.15), admite una única solución en un
intervalo [O,tm) , de donde seguimos la existencia de las soluciones aproximadas Um para
m 2:: 1 . Seguidamente debemos obtener estimados a priori para la sucesión {um} { um } de
modo que podamos prolongarlas a un intervalo uniforme de existencia .
3.2. Estimado a Priori 1
Por linealidad la igualdad en (3.14) se verifica para todo v E Vm. Entonces haciendo
v = S2a+2U~ (t) , obtenemos
6
Luego
Ahora integrando en esta desigualdad obtenemos
T (t) = Isa+l/2u~ (t)12 + mo Isa+lum (t)12
::; 1 sa+l/2u~ (t) 12 + '1/; (t) Isa+lUm (t) 12
::;J~Isa+1/2f (s)12 ds + J~Isa+1/2u~ (s)12 ds + Isa+I/2u~ (O) 12
+'1/;(O) Isa+IUm (0)12 + MI J~Isa+Ium (s)12 ds
< 1UI 1~+1/2 + u; Iuo 1~+1+ T Ifl~oo(0,T;D(Sc>+1/2)) + J~Isa+I/2u~ (s)12 ds
+Ml J~Isa+1um (s)12 ds
::;Co + C2 J~T (s) ds
Aplicando el lema de Gronwall obtenemos
Isa+1/2u:r, (t)12 + Isa+IUm (t)12 < ~: eé2t/C¡ = DoeD1t (3.19)
luego
(Um) es acotada en Loo (O,T; D (sa+1))
(u:r,) es acotada en u= (O, T; D (sa+1/2)) (3.20)
3.3. Estimado a Priori 2
Multiplicando en la ecuación aproximada por Wj y luego sumando, obtenemos
m m mL (U~ (t), Wj) Wj + '1/; (t) L (SUm (t), Wj) Wj = L (f (t) ,Wj) Wj (3.22)
j=l j=l j=l
Entonces por definición de la proyección se obtiene
U~ (t) = -'1/; (t) SUm (t) + Pmf (t) =
= -'1/; (t) SUm (t) + i-; (t) (3.23)
Luego
(U~) es acotada en t» (O,T; D (sa)) (3.24)
y
(3.25)
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4. Convergencia de las Soluciones Aproximadas
Para tratar la convergencia de las soluciones aproximadas utilizamos el siguiente
Lema 2. Sean X, Y, Z espacios de Banach tales que X e Y ~ Z , con inmersiones
continuas y la inmersión X e Y es compacta. Sea
w = {u E LP (O, T; X) ; u' E Lq (O, T; Z) }
donde u' denota la derivada generalizada de u : [O,T] -----+ X , sobre (O,T) . Entonces
Si P = 00, s > 1 entonces W ~ e ([O, T] ; Z) es compacta. (4,1)
Si 1:::; P < 00, q = 1 entonces W ~ LP (O,T; Y) es compacta. (4.2)
Demostración. ( Ver J. Simon [20] ).
Entonces, por los estimados 1,2 , tenemos que:
(um) es acotada en Loo (O, T; D (sa+1))
(u~) esacotadaen LOO(O,T;D(Sa+1/2))
(u~) esacotadaen LOO(O,T;sa)
(4.3)
(4.4)
(4.5)
Luego , existe una subsucesión de (um) que continuamos denotando de la misma forma
tal que:
d su Loo (O, T', D (sa+1))Um -----+ u e 1 - * en
u~-----+u' debil en L2(O,T;D(sa+1/2))
u~-----+u" debil- * en LOO(O,T;D(sa))
(4.6)
(4.7)
(4.8)
Por las inmersiones continuas y compactas: D (Aa+1) e D (A(2a+1)/2) e D (Aa) , y el
Lema 2 , existe una adecuada subsucesión de (Um ) que continuamos denotando de la misma
forma, tal que:
m->oo
Um ----t U fuerte en eO ([O, T]; D (S(2a+1)/2)) e eO ([O, T]; Wo)
, m-+oo ,um ----t U
(4.9)
(4.10)
De (4.9), (4.10) Y procediendo de forma estándar obtenemos que la función u es solución
del problema (3.1) y verifica
u" + 7/J (t) Su (t) = f (t) en ir (O,T; D (sa)) (4.11)
Para demostrar que la solución u verifica el estimado de energía (3.12), probaremos
primero que :
um (t) -----+ u (t) debil en D (sa+1) V t E [O, T] (4.12)
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u~ (t) -+ u' (t) debil en D (S(2a+1)/2) V t E [O,T]
u':n (t) -+ u" (t) debil en D (sa) V t E [O, T]
Sea v E Vk ; m ~ k . Tenemos
(4.13)
(4.14)
(sa+1Um(t) ,sa+1v) = (S(2a+1)/2um(t) ,S(4a+3)/4V) -+ (S(2a+1)/2U(t) ,S(4a+3)/4v) =
= (sa+1u (t) ,sa+1v)
(4.15)
Observación: Por (4.10)
< IS(2a+1)/2Um (t) - S(2a+1)/2u (t) IIS(4a+3)/4v I
~O
Análogamente
(S(2a+1)/2U~ (t) ,S(2a+1)/2v) = (S(4a+1)/4u~ (t) ,S(4a+3)/4v) -+ (S(4a+1)/4u' (t) ,S(4a+3)/4v) =
= (s(2a+1)/2u' (t), S(2a+1)/2v)
(4.17)
Asimismo
(sau':n (t) ,saVk) = -M (t) (sa+1um (t), SCiVk) + (SCi1m (t), SCiVk) =
= -'ljJ (t) (sa+1um (t) ,saVk) + (fm (t) ,S2aVk)
= -'ljJ (t) (sa+1um (t) ,saVk) + (f (t) ,S2aVk) -+
-'ljJ (t) (sa+1u (t) ,saVk) + (sa 1(t) ,saVk) = (sau", saVk)
(4.18)
Luego por el Estimado 1 , (4.16), (4.17) Y (4.18) , obtenemos que
Isau" (t)12 + IS(2a+1)/2u' (t)12 + Isa+1u(t)12 ~
< ,;~oo{Isau':n (t)12 + IS(2a+1)/2u~ (t)12 + Isa+1um (t)12} (4.19)
< 2MJ DoeD1 t + 2d~ 111~+ DoeD1 t
5. Unicidad
Sean u , z dos soluciones de (3.1) ; y= z . Entonces
y E VXJ(0,T;D(sa+1))
y' E i= (O, T; D (S(2a+1)/2))
y" E L2(0,T;D(sa))
(5.1)
(5.2)
(5.3)
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y (O)= O; y' (O)= o (5.4)
y satisface la ecuación
y" + 'I/J (t) Ay = O en L2 (O, T; D (SO)) (5.5)
Componiendo con w = 2y' (t) E D (SO) en esta ecuación, obtenemos
:t {I SOy' (t) 12+ 'I/J (t) IS(2a+1)/2y (t) 12} = 'I/J' (t) IS(2a+1)/2y (t) 12 ::; MI IS(2a+1)/2y (t) 12
(5.6)
integrando de Oa t y teniendo en cuenta que y (O)= y' (O)= Ose obtiene
r¡(t) = ISOy'(t)12+moIS(2a+1)/2y(t)12::; e ltr¡(s)ds
y por el lema de Gronwall
(5.7)
SOy' (t) = S(2a+1)/2y (t) = O '\j t E [O, T] (5.8)
Luego u = z.
6. Problema no Lineal (Solución Local)
En esta parte demostraremos la existencia de solución local del problema no-lineal.
u" + M (1u (t) lo, lu'ln Su = f ; en Loo (O,To; D (sa)) (6.1)
u (O) = Uo ; u' (O) = U1 (6.2)
donde Wo, W1 son espacios de Banach, reales, reflexivos, tales que sus correspondientes
espacios duales Wü , Wt son estrictamente convexos.
D (S(20+1)/2) e Wo. (6.3)
(6.4)
Entonces de (6.3) y de la teoría de los operadores máximo monótonos, obtenemos las
siguientes propiedades del operador de dualidad.
Teorema 2. Si W es un espacio de Banach , real reflexivo tal que su espacio dual W* ,
es estrictamente convexo. Entonces la aplicación de dualidad J : W -t W* es simple
valuada , semicontinua , máximo monótona, acotada, coercitiva y
IJulw* = lulw
La norma u -t I u Iw es G-diferenciable sobre W - {O}Y si 'I/J (u) = I u Iw , entonces
10
'!j;'(u) = ~
lulw
Vu=j=O
La función u -7 I u I~ es G-diferenciable sobre W y si ip (u) = I u I~ , entonces
rp'(u)=2Ju
7. Hipótesis sobre la Función M
H-1 M E C1 ([O,T] x [O,T] ; ]R+) , donde T es un número real positivo.
H-2 M (O,O)= O .; y
H-3 Si s > O, entonces M (s, r) > O , Vr ~ O ..
8. Definición de Constantes
Aqui definimos diversas constantes que aparecen en esta parte del trabajo.
Para datos iniciales O=1=uo, U1, f convenientes, consideramos:
C-1
C-2
C-3
C-4
O -< mo = M (Iuo~w ,O)
Co = IS(2a+1)/2ulI
2 + M (Iuolw) Isa+1uol2 + Ifl~()()(0,T;D(A(2"+l)/2))
C: = mín {1,mo}
D-fQ0- C1
Consideremos las constantes de inmersión
C-5
C-6
C-7
C-8
C-9
I v lo ::; do I sa+lv I
I v lo < dI I S(2a+l)/2v I
Ivll ::; d21Savl
Ivl
l
::; d3 I S(2a+1)/2V I
I S" v 1
1
::; d4 I S(2a+1)/2V I
VvE D (sa+1)
VVE D (S(2a+1)/2)
V v E D (sa)
V v E D (S(2a+1)/2)
V v E D (S(2a+l)/2)
Desde la hipótesis (R.3) podemos considerar:
C-10
C-11
C-12
C-13
C-14
C-15
C-16
C-17
Mo = Sup {M (s, r) / (s.r) E [O,doK] x [O,diK2]}
MI = Sup {Ms (s, r) / (s.r) E [O, doK] x [O, diK2]}
M2 = Sup {Mr (s, r) / (s.r) E [O, doK] x [O, diK2]}
C2 = Max {1,Mo}
D ~1 = C1
O -< K2 = Do (2M;fe + dD ::; 1
0-< T* = ~
2d2K
To = mín {T, T*, ~1 }
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Consideremos el siguiente conjunto
G _ { v E Loo (O, To; D (sa+l)) / v' E Loo (O, To; D (S2a+l/2)), v" E L2 (O, To; D (sa)) }
- V (O) = Uo -::J O ; 1 s-« (t) 12 + 1 S(2a+l)/2V' (t) 12 + Isa+l v (t) 12 :s; K2 V t E [O.To]
Lema 1 . Sí v E G y '!jJ(t) = M ( Iv (t) Iw) , entonces
O<mo:S;'!jJ(t) V t E [O, T*] (8.1)
(8.2)
Demostración. Sea v E G, entonces
De esta desigualdad obtenemos:
IUo lo - d2 K t = I v (O) lo - d2 K t < Iv (t) lo
Luego
V t E [O, T*]
Por la hipótesis H-2
'!jJ(t) = M (1 v (t)lo, Iv' (t)ln ~ M e u~lw, O) = mo >- O
lo que demuestra (8.1).
Debemos ahora obtener estimados para '!jJ' (t) . Tenemos por la regla de la cadena, que
'!jJ' (t) = M, (Iv (t)lo, Iv' (t)li) / ~o(~W,v' (t)) +\ o WOXWo
= 2Mr (Iv (t)lo, Iv' (t)li) (J1v' (t) ,v" (t))WiXWl
Entonces
1'!jJ' (t) I:S; MI Iv' (t)lo + 2M2 Iv' (t)ll Iv" (t)ll :s;
:s; M1d1 IS(2a+l)/2v' (t) 1 + 2M2d2d3Isa+l/2v' (t) Ilsav" (t) I < M1d1 + 2M2d2d3 = M4
Teorema 2. Sean v E G ,
(8.3)
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U1 E D (S(2a+1)/2)
f E L2 (O, To;D (S(2a+1)/2))
Entonces, existe una única solución u E G del problema
(8.4)
(8.5)
u" + M (1 v (t) lo, Iv' (t)li) Su = f en Loo (O,To;D (sa)) (8.6)
u (O) = Uo ; u' (O) = U1 (8.7)
Demostración: Procediendo como en la demostración del Teorema 1 , haciendo T = To
, 'IjJ (t) = M (1 v (t) lo, Iv' (t)I~) y utilizando el Lema 1, se obtiene que para todo v E G ,
existe una única función u , tal que:
u E Loo (O, To;D (sa+1))
u' E Loo (O, To;D (S(2a+1)j2))
u" E L2 (O, To;D (sa) )
(8.8)
(8.9)
(8.10)
u" + 'IjJ (t) Au = f (8.11)
y además satisface el siguiente estimado de energía
(8.12)
Luego u E G .
Teorema 3. Sean uo, U1,f , datos iniciales que satisfacen las condiciones del Teorema 2.
Entonces existe una única solución u E G del problema (8.6)-(8.7).
Demostración. La idea es resolver una sucesión de problemas de la forma
M( Izp_d t) Iw) Azp = f
zp (O) = Uo ; z~ (O) = U1
donde Z2 es la única solución del problema
en L2 (O,To; D (sa))
p?2
(8.13)
(8.14)
(8.15)
(8.16)
Desde el Teorema 2, podemos definir una función S : G ---+ G tal que S Zp-1 = zp , P ? 3
donde zp es la única solución del problema (8.13)-(8.14).
Demostraremos la convergencia
M( IZp-1 (t) lo' 1Z~_1 (t) 11) SZp p~ M( I z (t) lo, I z' (t) 11) Sz
débil en t= (O,To;D (sa))
En primer lugar probaremos que
(8.17)
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en eO ([O, Tol) (8.18)
En efecto;
desde que la sucesión (Zp) >2 e G ,obtenemos que existe una funciónp-
Zp ---7 Z debil * en VXJ (O,To; D (SO+l))
Z~---7Z' debil * en V>O(0,To;D(S(20+1)/2))
z; ---7 z" debil en L2 (O,To; D (sa))
además por el Lema 2
(8.19)
(8.20)
(8.21)
Zp-1 ~ Z en e ([O,Tol ; D (S(20+1)/2)) e e ([O,Tol ; Wo) (8.22)
Z~_l ~ z' en e ([O,Tol ; D (sa)) e e ([O, Tol ;W1) (8.23)
Luego, haciendo
Np (t) = M (IZp-1 (t)lo' IZp-1 (t)I~) N (t) = M (Iz (t)lo' [z (t)ID (8.24)
IJoT (Np (t) SZp (t) - N (t) Sz (t) ,v (t))a I dt ~ IJoT (Np (t) SZp (t) - N (t) SZp (t), v (t))a I dt
+ IJoT (N (t) Spz (t) - N (t) Sz (t), v (t))a I dt
(8.25)
desde que la función N E e ([O, Tol) y es acotada, Nv E L1 (O, To, D (sa)) . Luego por
IJoT (Np (t ) S zp (t) - N (t) Szp (t) , v (t)) a I dt ~ JoT 1Np (t) - N (t) 11 s=1Zp(t) 11 saV (t) 1 dt ~
~ SUp INp (t) - N (t)llsa+1zpl JoT Isa (t)1 dt ~ e sup INp (t) - N (t)1 p~ °
tE [O,Tol tE[O,Tol
lo que demuestra (8.18). Luego
Z" +M (Iz (t)lo , Iz' (t)I~) Sz = f en V>O (O,T; D (sa)) (8.27)
Procediendo como en la demostración del Teorema 1, se prueba que :
Zp (t) ---7 z(t) debil en D (Sa+1) V t E [O,Tol
z~ (t) ---7 z' (t) debil en D (S(2a+1)/2) V t E [O,Tol
z; (t) ---7 z" (t) debil en D (sa) V t E [O,Tol
(8.28)
(8.29)
(8.30)
Entonces
Isaz" (t)12 + Isa+1/2z' (t)12 + ISa+1Z (t)12 ~
~ p~,! {lsazp(t)12+ IS(2a+1)/2z~(t)12 + Isa+1zp(t)12} ~ K2
por lo tanto Z E G .
(8.31)
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9. Unicidad
Sean u , z dos soluciones del problema (8.6), (8.7) y Y = u - z, Entonces se verifica que
y E u= (O, To; D (sa+1))
y'E Loo (O,To; D (S20+1/2))
y" E u= (O, To; D (sa))
y(O) y'(O) °
y satisface la ecuación
y" + M (1 u lo, lu'ln Sy = (M (1 u lo, lu'ln - M (1 Z lo, Iz'ln) Sz en L2 (O,To; D (sa))
Componiendo con w (t) = 2y' (t) en esta ecuación y teniendo en cuenta que
1M (Iz (t)lo' Iz' (t)11) - M (Iu (t)lo' lu' (t)11) I < C Iy (t) lo+ C1 Iy' (t)11 (9.1)
obtenemos
1t { 1say' (t) 12+ 'Ij; (t) IS(2a+1)/2y (t) 12} < e; 1y (t)lo I saZ (t) Ilsay' (t) 1+
+C1 I y' (t)111 saZ (t) Ilsay' (t) I
+'Ij;' (t) 1 S(2a+1)/2y (t) 12
< C2 1S(2a+1)/2y (t) lisa y' (t) I +C31Say' (t)12
+C4 1 S(2a+1)/2y (t) 1
2
< C 1 say' (t) 12 +C IS(2a+1)/2y (t) 12
donde e representa diversas constantes que no dependen de t. Integrando de ° a t y
teniendo en cuenta que y (O)= y' (O)= ° obtenemos
(9.2)
y por el lema de Gronwall say' (t) = S(2a+1)/2y (t) = ° V t E [O,Tol . Luego u = z,
10. Aplicaciones
1. Sea n e ~n un abierto regular. Consideremos: p : n -t ~+ , continua, positiva en
casi todo punto y acotada superiormente digamos O< p (x) ::; P1
2n
1 < p < , si n ~ 3 , y 1 < p < 00 ,si ti = 1, 2
n-2
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M (8, r) = a + bs" + cr, q ~ 1, a ~ O, b >-- O; e ~ O.
Au = -f::..u , Bu = pu,
Entonces existe una única solución del problema
{
p~x2 S:~+ (a + ': l'Vu (x, t) IPdx + e Jiu' ("" t)I' dx) (-ñu) = f
u (O) = Uo; u (O) = Ul
en Q
en r
en : n
2. Sea M (8) = N (82) Y J : W ~ W* el operador de dualidad sobre W . Consideramos
el problema
{ u" + N (1 u 1~) Au = fu (O) = Uo ; u' (O) = Ul
En este caso si ip (u) = lul~ , entonces <p' (u) = 2J (u) , 'l/u E W , lo que facilita los
cálculos desde que no requiere que u i= O .
En el caso que W sea un espacio de Hilbert <p' (u) = 2 Ju , donde J es el operador de
Riesz , (Ju, v/w*xw = (u, v)w ; 'l/u, v E W .
Como casos particulares de la aplicación 2, para W = V = D (Al/2) , tenemos el
problema abstracto de Kirchhoff
{ u" + N (1 Al/2U 12) Au = fu (O) = Uo ; u' (O) = Ul
formulado por Lions J.L. en [9]. Si W = H , se tiene el problema de Carrier abstracto
{ u" + N (1 u 1~) A u = fu (O) = Uo ; u' (O) = Ul
Una adecuada generalización de las aplicaciones (1) y (2) es considerar W = D (kl<) para
obtener
{ u" + N (1 Aau n Au = fu (O) = Uo ; u' (O) = Ul
conocido como el modelo abstracto de Kirchhoff-Carrier.
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