Abstract. Differential Evolution is a popular powerful optimization algorithm for continuous problems. Part of its efficiency comes from the availability of several mutation strategies that can (and must) be chosen in a problem-dependent way. However, such flexibility also makes DE difficult to be automatically used in a new context. F-AUC-Bandit is a comparison-based Adaptive Operator Selection method that has been proposed in the GA framework. It is used here for the on-line control of DE mutation strategy, thus preserving DE invariance w.r.t. monotonous transformations of the objective function. The approach is comparatively assessed on the BBOB test suite, demonstrating significant improvement on baseline and other Adaptive Strategy Selection approaches, while presenting a very low sensitivity to hyper-parameter setting.
Introduction
Differential Evolution (DE) uses the weighted difference between two or more parent solutions to generate offspring [19] . DE has been successfully applied to many real-world applications [17] thanks to its simplicity and high flexibility. This flexibility is mostly provided by the number of different mutation strategies that can be used for the offspring generation. However, this flexibility is also a limitation to its wide dissemination, as the user needs to choose the mutation strategy for every new problem -and the efficiency of the algorithm is highly sensitive to this choice.
Such choice is usually done by following the user's intuition, or by using an off-line tuning procedure aimed at identifying the best strategy for the problem at hand. Besides being computationally expensive, off-line tuning however generally delivers sub-optimal performances, as the appropriate strategy depends on the stage of the optimization process: exploration-like strategies should be more frequently used in the early stages while priority should be given to exploitation when approaching the optimum.
For this reason, the present paper focuses on on-line tuning, aimed at selecting the strategy for the next offspring generation on the basis of the current results of the strategies (i.e., the quality of the recent offspring they generated). Such on-line selection, referred to as Adaptive Strategy Selection (AdapSS ), is similar in spirit to Adaptive Operator Selection (AOS ) in the GA framework. A brief review of some AdapSS /AOS techniques is presented in Section 2, focusing on the ones used in the experiments and compared to the proposed approach.
Another important feature of DE (and many other bio-inspired algorithms) is that it is comparison-based, and thus invariant to monotonous transformations of the fitness function. Such invariance property significantly increases the robustness of the approach; in particular it implies that no fitness scaling is ever required when dealing with a new application. Unfortunately, this invariance is generally lost when adding mechanisms like AOS. Fitness-based Area-UnderCurve -Bandit (F-AUC-Bandit ) is a recently introduced AOS that only uses the ranks of the most recent offspring to assess the strategy credit, combining an Area Under the ROC Curve (AUC ) measure [3] and a Multi-Armed Bandit algorithm [9] . It is here ported to the AdapSS context, preserving the invariance properties of DE, while implementing on-line operator choice. For the sake of completeness, F-AUC-Bandit is briefly described in Section 3.
The F-AUC-Bandit AdapSS approach is experimentally validated on the BBOB-2010 noiseless benchmarking suite [11] . Extensive comparative results are reported in Section 4, considering baseline strategies (uni-strategies and random selection) as well as three adaptive schemes: Adaptive Pursuit (AP ) [20] and Dynamic Multi-Armed Bandit (DMAB ) [4] , both being here assessed for the first time in the continuous domain, and PM-AdapSS-DE, another technique recently proposed and analyzed in the context of Adaptive Strategy Selection within DE [10] . Finally, Section 5 concludes the paper, summarizing the presented results and pointing out possible directions for future work.
Adaptive Strategy Selection
Adaptive Strategy Selection performs on-line selection of the mutation strategy for the generation of each new offspring, based on the recent known performance of each of the available strategies. The AdapSS paradigm requires two ingredients: the Credit Assignment scheme assesses the performance of a given strategy, translating the fitness of the newly generated offspring into a numerical credit; the Strategy Selection method rules how to choose a given strategy among all available ones, based on their (continuously updated) credit. This paradigm closely parallels that of Adaptive Operator Selection in the Genetic Algorithms community [20, 4] . A brief review of some approaches previously proposed on both communities is presented in this section, without aiming at exhaustivity.
Credit Assignment
Different approaches for Credit Assignment have been proposed, differing mainly on three aspects: (i) how the impact of the strategy application should be measured; (ii) how to assign credit based on these impact assessments; and finally, (iii) to which strategy the credit should be assigned to.
The most common impact measure of a strategy application is the fitness improvement brought by the newly generated offspring, when compared to its inria-00493005, version 2 -12 Sep 2010 parent [7] , to the current median [14] or to the best individual [5] in the population. In [10] , a relative fitness improvement is used, taking into account the difference of the fitness of the offspring with that of its parent, and normalizing it by the ratio between its fitness and the best one in the current population.
These rewards are then transformed into a credit to be assigned to the strategy, thus updating its empirical quality estimate. This quality estimate is in turn used by the Strategy Selection for the selection of the next strategy. Such credit might be the instantaneous reward, i.e., received after the last application; the average of the rewards received over a few recent applications; or the extreme (or maximum) reward recently received by the strategy [6] . The number of recent applications considered for the latter two is usually a user-defined parameter, referred to as W (size of the sliding window) in the following.
Finally, some authors [5, 14] have proposed to assign credit to the strategies that were used to generate the ancestors of the current individual, by means of a bucket brigade scheme. However, most works, including the present one, only assign the reward to the strategy used to generate the newborn offspring.
Strategy Selection
The Strategy Selection schemes select the next strategy between the available ones based on their known empirical quality, which is updated by the Credit Assignment mechanism after each application. The main difference between the proposed methods lies in how they use such empirical estimates to select the strategy to be applied. Two types of schemes are distinguished.
The probability-based methods Probability Matching (PM ) and Adaptive Pursuit (AP ) [20] calculate an application probability for each strategy, and use roulette wheel to select the next strategy. Both methods set a lower bound on the probabilities to preserve some exploration. PM sets each probability proportionally to the empirical quality of the strategy; AP implements a winner-takes-all scheme, quickly increasing the probability of the current best strategy.
The bandit-based methods Multi-Armed Bandit (MAB ) and Dynamic MAB (DMAB ) [4, 7] deterministically choose the strategy to be applied based on (a variant of) the Upper Confidence Bound (UCB ) algorithm [1] :
whereq i,t denotes the empirical quality of the i-th option (exploitation term), n i,t the number of times it has been selected so far (the right term corresponding to the exploration term), and C is a user-defined constant (hyper-parameter) controlling the balance between Exploration and Exploitation. Bandit algorithms have been proven to optimally solve the Exploration vs. Exploitation (EvE) dilemma, albeit in a stationary context. While an AdapSS method indeed faces an EvE dilemma (the algorithm should exploit as much as possible the current best mutation strategy, while maintaining some exploration inria-00493005, version 2 -12 Sep 2010 4Álvaro Fialho, Raymond Ros, Marc Schoenauer, and Michèle Sebag of the other strategies in case one of them becomes more efficient at a later stage of the optimization), it is a dynamic one: the performances of the strategies vary as the search advances. In order to better cope with these dynamics, the DMAB proposes the restart of the MAB process whenever a change in the reward distribution is detected by means of the Page-Hinkley statistical test [16] .
3 Comparison-based Adaptive Strategy Selection:
Fitness-based AUC Bandit
Although alleviating the user from the need of selecting which strategies should be applied to the problem at hand, and doing so in an on-line manner, each of the presented Strategy Selection methods involves some hyper-parameters that need to be tuned as well. Furthermore, the common use of fitness improvements as reward makes these hyper-parameters highly problem-dependent, as the range of fitness values varies widely from one problem to another -as well as in the course of an optimization run. A natural way to improve the Strategy Selection robustness w.r.t. fitness scaling is to preserve the comparison-based invariance property, that DE shares with many other bio-inspired optimization algorithms (ES, tournament-based GAs, PSO). For this reason, the paper focuses on the Fitness-based Area-Under-Curve -Bandit (F-AUC-Bandit ), a fully comparisonbased AdapSS recently proposed in the context of GAs [9] . The Area Under the ROC Curve (AUC ) is a criterion originally used in Signal Processing and later adopted in Machine Learning to compare binary classifiers, with the property of being robust with respect to class imbalance [3] . The Receiving Operator Curve (ROC ) depicts how the true positive rate varies with the false positive rate. This indicator is adapted to the comparisonbased assessment of strategies/operators as follows. Let us consider the list of the offspring generated in a given time window, and let the list be ranked after the offspring fitness. The Receiving Operator Curve associated to a given strategy s is drawn by scanning the ordered list, starting from the origin: a vertical segment is drawn when the current offspring has been generated by s, a horizontal segment is drawn otherwise, and a diagonal one is drawn in case of ties (Fig. 1 , reproduced from [9] ). The credit associated to strategy s finally is the area under this curve.
While all rank positions have same weight in the above AUC calculation (as in Fig. 1 for the sake of clarity), i.e., all horizontal and vertical segments have same length, it makes sense to give more weight to the top ranked offspring. Algorithmically, a decay factor D is used as follows. Let W denote the size of the time window storing the list of recently generated offspring, let r be a rank position, the length of the current fragment (its weight in the AUC calculation) is set to D r (W − r), with D ∈ ]0, 1]. The smaller D, the faster the decay, i.e., the more skewed the credit assignment is.
This Credit Assignment scheme is coupled with a bandit-based Strategy Selection using Equation (1), whereq i,t is the AUC credit and n i,t is the number of times the i-th strategy has been applied in the current window. Note that, in the original MAB algorithm for AdapSS [4] ,q is defined as the average over all Fig. 1 . Computing the AUC reward (reproduced from [9] ) associated to strategy 1. Only two operators are considered; the list of the generated offspring is sorted by fitness value; replacing each offspring by the index of the generating strategy gives (1 2
recent credits assigned to the given strategy. However, the AUC indicator also provides an empirical statistics over the last W offspring, reflecting the up-todate performance of the given strategy w.r.t. the others.; it is thus directly used as the exploitation term in the MAB formula.
Experimental Results
This section reports on the evaluation of the F-AUC-Bandit approach coupled with standard DE, comparatively to single-strategies and other AdapSS schemes.
Experimental Setting
The goal of the experiments is to assess the comparative performances of the AdapSS schemes when coupled with standard Differential Evolution [19] , the only difference regarding the strategy selection. DE is governed by three parameters N P , F and CR, respectively denoting the population size, the mutation scaling factor and the crossover rate. It must be emphasized that our goal is not to compete with state-of-the-art continuous optimizers; for this reason, no specific effort was put on tuning the DE parameters depending on the problem at hand. Population size N P is set to 10 × d, where d denotes the dimension of the search space; mutation scaling factor F is set to .5; crossover rate CR is set to 1, enforcing DE invariance w.r.t. rotation and stressing the impact of the mutation strategy. Along the same lines, four mutation strategies were chosen, retaining the same as in [10] for the sake of comparative evaluation: where x i is the current (or target) individual, x best is the current best one, and x r1 , x r2 , x r3 , x r4 and x r5 are individuals uniformly drawn in the population.
A first range of experiments considers DE using a single mutation strategy, and a uniform selection of the mutation strategy. A second range of experiments considers the adaptive schemes introduced in section 2. The PM-AdapSS-DE [10] uses the Probability Matching (PM ) method coupled with the average relative fitness improvement gathered during the current generation. Adaptive Pursuit (AP ) [20] and Dynamic MAB (DMAB ) [4] use as credit assignment the extreme fitness value over a window of size W , as it was found to be the best one in earlier extensive experiments (albeit in a different context) [6, 7] .
For the sake of a fair empirical comparison, the parameters of the adaptive schemes, referred to as hyper-parameters, have been tuned using a racing technique; due to space limitations, the reader is referred to [10, 20, 4] for a detailed description of the hyper-parameters mentioned in the following.
The comparative validation thus shows the peak performance of each scheme, where the best hyper-parameter configuration has been determined by means of 3 F-Race [2] . The hyper-parameter tuning considers the performance of each hyper-parameter over all functions for a given dimension within the benchmark suite; the first elimination round happens after one run over all functions, and it goes on until achieving 10 runs or pruning all configurations but one.
Following this methodology, the hyper-parameters of F-AUC-Bandit are varied as follows. The scaling factor C is varied in {{1, 5}.10 {−2≤i≤1} , 100}; the window size W in {50, 100, 500}; the decay factor D is set to .5, giving much more weight to the top-ranked rewards (although in a smoother way than the extreme value based reward mechanism [6] ). The best configuration determined by the racing procedure over the benchmark suite, which will be used in all reported results, is: C = .5, D = .5, W = 50.
Along the same lines, the hyper-parameters of PM-AdapSS-DE are varied as follows: minimal probability p min ∈ {0, .05, .1, .2}, adaptation rate α ∈ {.1, .3, .6, .9}. Same values are tried for AP, with the additional learning rate β varied in {.1, .3, .6, .9}. The DMAB hyper-parameters are varied as follows: scaling factor C ∈ {{1, 5}.10 {−2≤i≤1} , 100}, and change-detection threshold γ ∈ {Range(C), 1000}. The window size W , involved in AP and DMAB is varied in {50, 100, 500}. Ultimately, the best PM-AdapSS-DE configuration is p min = 0 and α = .6; the best AP configuration is p min = .2, α = .3, β = .3, W = 100; the best DMAB configuration is C = 100, γ = .1, and W = 50.
Experiments are conducted using the BBOB-2010 noiseless testbed [12] , including 24 single-objective functions from 5 different classes. They are performed following the default guidelines, 15 trials per function [11] , with the maximum number of function evaluations being fixed at 10 5 × d. The BBOB-2010 experimental set-up uses as performance measurement the Expected Running Time (ERT), defined as follows: given a target function value, ERT is the empirical expected number of function evaluations for attaining a fitness value below the target, i.e., the ratio of the number of function evaluations for reaching the target value over successful trials, plus the maximum number of evaluations for unsuccessful trials, divided by the number of successful trials. Only the results over the separable, moderate and ill-conditioned function classes are reported here, for none of the considered schemes was able to perform well on the multi-modal and weak-structure ones with the given budget. Due to space constraints, the presented results are restricted to dimension d = 20, referring the reader to [8] for a comprehensive presentation including dimension 5, all function classes, and exhaustive pair-wise statistical comparisons between F-AUC-Bandit and the other schemes. The results are summarized in Fig. 2 , being complemented by Table 1 .
Comparative results
F-AUC-Bandit is firstly compared with non-adaptive schemes referred to as DE1..DE4, and Uniform-DE, respectively using the single mutation strategy 1..4, and a uniformly selected mutation strategy. DE4 shows unable to solve any of the functions in dimension d = 20, and it is thus discarded in the following (although being occasionally used by the adaptive schemes). All other non-adaptive schemes achieve the target value on all trials for the ill-conditioned functions, and on 60% of the trials for the separable ones, failing on the multi-modal ones. For the moderate functions, both F-AUC-Bandit and DE3 are able to achieve 100% of success, while DE1 and DE2 respectively get 98% and 75% success.
Compared with DE1, F-AUC-Bandit shows to be around 3 times faster on the 3 analyzed function classes. DE2 is around 20 times slower than F-AUCBandit on around 65%, 50% and 80% of the trials, respectively, for the separable, moderate and ill-conditioned function classes. DE3 is the best one out of the single strategies, performing 10 times faster than DE2; overall, it is around 2 times slower than F-AUC-Bandit.
F-AUC-Bandit shows to be around 1.5 times faster than Uniform-DE in around 80% of the trials; the difference is statistically significant for most functions (referring the reader to the pair-wise statistical comparisons presented in [8] ). This difference seems to be moderate, relatively to the price to pay for an adaptive scheme. It might thus be observed that the uniform strategy considers here a small number of strategies, most of which perform well: DE1 and DE3 perform quite well; although much slower, DE2 still reaches the target; the only inefficient strategy is DE4. In the general case however, the performance of the strategies is unknown; the performance of the above strategies was assessed through extensive experiments. The use of an Adaptive Strategy Selection scheme is thus relevant in the general case.
The last series of experiments deals with the previously proposed AdapSS schemes, PM-AdapSS-DE [10] , AP [20] and DMAB [4] , the two latter schemes being fed by extreme rewards [6] . Compared with AP, F-AUC-Bandit is around 1.5 times faster on around 90% of the trials on the three function classes. It also shows to be around 3 times faster than DMAB on half of the trials, being at least around 1.5 times faster on all trials. PM-AdapSS-DE shows to be the best out of the three other adaptive schemes, which is attributed to the use of a relative instead of a raw reward. F-AUC-Bandit is around 1.5 times faster than PM-AdapSS-DE on around 25% of the trials on the separable, and 40% for the moderate functions, with an even smaller performance gain on the ill-conditioned ones, although still being faster on around 75% of the functions. This performance improvement of the F-AUC-Bandit w.r.t. the others is attributed mostly to: (i) the use of a comparison-based Credit Assignment, which is robust to all the very different situations tackled within this benchmark suite, while efficiently following the changes in the qualities of the strategies (the reduction of the AUC for one operator, by definition, results in the augmentation of the AUC for one of the others); and to (ii) the use of a bandit-based Strategy Selection, which has already shown to be very efficient in the GA context [6, 7] .
Conclusion and Perspectives
F-AUC-Bandit, an Adaptive Operator Selection scheme that has been recently proposed within the GA framework [9] , is fully comparison-based. Thus, when used within a comparison-based algorithm, the invariance w.r.t monotonous transformations of the fitness is preserved. F-AUC-Bandit has been used here to select between mutation strategies within a Differential Evolution (DE) algorithm. Such combination has been assessed on a set of single-objective continuous problems, defined in the BBOB-2010 [11] noiseless benchmark: F-AUC-Bandit + DE was empirically compared with naive DE schemes, as well as with 3 other adaptive schemes from the literature, PM-AdapSS-DE [10] , AP [20] , and DMAB [4] . In terms of expected running time to achieve a given function target value, F-AUC-Bandit +DE was found to outperform the other techniques.
Furthermore, F-AUC-Bandit was found to be very robust w.r.t. the tuning of its hyper-parameter -the same setting was found by the racing procedure for all dimensions and all function classes. However, the robustness of such tuning needs to be further assessed, as was done in the GA framework [9] .
Nevertheless, the main goal of this work has been reached -validate the F-AUC-Bandit approach in a different context than the one it had been designed for originally. However, though much improved over the results of all naive strategies used within DE, the best results of the F-AUC-Bandit +DE algorithm remains below those of state-of-the-art optimizers [13] . But the DE algorithms to which F-AUC-Bandit has been applied here only use the basic DE techniques, and several improvements have been recently proposed, e.g., adding adaptive parameter control for F and CR [18] . The applicability of F-AUC-Bandit in DE framework opens the path for fruitful research using the numerous recent DE variants.
Another further work is to address the multi-modality issue: all tested algorithms fail on multi-modal functions (40% of the separable class -see Table 1 ). On-going work is concerned with preserving the comparison-based property in the framework of the rewards proposed in [15] to tackle multi-modality.
