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Abstrat. We study the logi of omparative onept similarity CSL
introdued by Sheremet, Tishkovsky, Wolter and Zakharyashev to ap-
ture a form of qualitative similarity omparison. In this logi we an
formulate assertions of the form " objets A are more similar to B than
to C". The semantis of this logi is dened by strutures equipped with
distane funtions evaluating the similarity degree of objets. We on-
sider here the partiular ase of the semantis indued by minspaes, the
latter being distane spaes where the minimum of a set of distanes
always exists. It turns out that the semantis over arbitrary minspaes
an be equivalently speied in terms of preferential strutures, typial of
onditional logis. We rst give a diret axiomatisation of this logi over
Minspaes. We next dene a deision proedure in the form of a tableaux
alulus. Both the alulus and the axiomatisation take advantage of the
reformulation of the semantis in terms of preferential strutures.
1 Introdution
The logis of omparative onept similarity CSL have been proposed by Sheremet,
Tishkovsky, Wolter et Zakharyashev in [8℄ to apture a form of qualitative om-
parison between onept instanes. In these logis we an express assertions or
judgments of the form: "Renault Clio is more similar to Peugeot 207 than to
WW Golf". These logis may nd an appliation in ontology languages, whose
logial base is provided by Desription Logis (DL), allowing onept denitions
based on proximity/similarity measures. For instane [8℄, the olor "Reddish "
may be dened as a olor whih is more similar to a prototypial "`Red"' than
to any other olor (in some olor model as RGB). The aim is to dispose of a
language in whih logial lassiation provided by standard DL is integrated
with lassiation mehanisms based on alulation of proximity measures. The
latter is typial for instane of domains like bio-informatis or linguistis. In a
series of papers [8, 10, 5, 9℄ the authors proposes several languages omprising ab-
solute similarity measures and omparative similarity operator(s). In this paper
we onsider a logi CSL obtained by adding to a propositional language just one
binary modal onnetive ⇔ expressing omparative similarity. In this language
the above examples an be enoded (using a desription logi notation) by:
(1)Reddish ≡ {Red}⇔ {Green, . . . , black}
(2) Clio ⊑ (Peugeot207⇔ Golf)
In a more general setting, the language might ontain several ⇔Feature where
eah Feature orresponds to a spei distane funtion dFeature measuring
the similarity of objets with respet to one Feature (size, prie, power, taste,
olor...). In our setting a KB about ars may ollet assertions of the form (2)
and others, say:
(3) Clio ⊑ (Golf ⇔ Ferrari430)
(4) Clio ⊑ (Peugeot207⇔MaseratiQP )
together with some general axioms for lassifying ars:
Peugeot207 ⊑ Citycar
SportLuxuryCar ≡MaseratiQP ⊔ Ferrari430
Comparative similarity assertions suh as (2)(4) might not neessarily be the
fruit of an objetive numerial alulation of similarity measures, but they ould
be determined just by the (integration of) subjetive opinions of agents, answer-
ing, for instane, to questions like: "Is Clio more similar to Golf or to Ferrari
430?"'. In any ase, the logi CSL allows one to perform some kind of reasoning,
for instane the following onlusions will be supported:
Clio ⊑ (Peugeot207⇔ Ferrari430)
Clio ⊑ (Citycar ⇔ SportLuxuryCar)
and also Clio ⊑ (Citycar ⇔ SportLuxuryCar ⊓ 4Wheels).
The semantis of CSL is dened in terms of distane spaes, that is to say
strutures equipped by a distane funtion d, whose properties may vary aord-
ing to the logi under onsideration. In this setting, the evaluation of A ⇔ B
an be informally stated as follows: x ∈ A ⇔ B i d(x,A) < d(x,B) meaning
that the objet x is an instane of the onept A⇔ B (i.e. it belongs to things
that are more similar to A than to B) if x is stritly loser to A-objets than to
B-objets aording to distane funtion d, where the distane of an objet to
a set of objets is dened as the inmum of the distanes to eah objet in the
set.
In [8, 10, 5, 9℄, the authors have investigated the logi CSL with respet to
dierent lasses of distane models, see [10℄ for a survey of results about de-
idability, omplexity, expressivity, and axiomatisation. Remarkably it is shown
that CSL is undeidable over subspaes of the reals. Moreover CSL over arbi-
trary distane spaes an be seen as a fragment, indeed a powerful one (inluding
for instane the logi S4u of topologial spaes), of a general logi for spatial
reasoning omprising dierent modal operators dened by (bounded) quantied
distane expressions.
The authors have pointed out that in ase the distane spaes are assumed to
be minspaes, that is spaes where the inmum of a set of distanes is atually
their minimum, the logi CSL is naturally related to some onditional logis.
The semantis of the latter is often expressed in terms of preferential strutures,
that is to say possible-world strutures equipped by a family of strit partial
(pre)-orders ≺x indexed on objets/worlds [6, 11℄. The intended meaning of the
relation y ≺x z is namely that x is more similar to y than to z. It is not hard
to see that the semantis over minspaes is equivalent to the semantis over
preferential strutures satisfying the well-known priniple of Limit Assumption
aording to whih the set of minimal elements of a non-empty set always exists.
The minspae property entails the restrition to spaes where the distane
funtion is disrete. This requirement does not seem inompatible with the pur-
pose of representing qualitative similarity omparisons, whereas it might not be
reasonable for appliations of CSL to spatial reasoning.
In this paper we ontribute to the study of CSL over minspaes. We rst
show (unsurprisingly) that the semantis of CSL on minspaes an be equiva-
lently restated in terms of preferential models satisfying some additional on-
ditions, namely modularity, entering, and limit assumption. We then give a
diret axiomatization of this logi. This problem was not onsidered in detail
in [10℄. In that paper an axiomatization of CSL over arbitrary distane models
is proposed, but it makes use of an additional operator. Our axiomatisation is
simpler and only employs ⇔. Next, we dene a tableaux alulus for heking
satisability of CSL formulas. Our tableaux proedure makes use of labelled for-
mulas and pseudo-modalities indexed on worlds x, similarly to the aluli for
onditional logis dened in [2, 3℄. Termination is assured by suitable bloking
onditions. To the best of our knowledge our alulus provides the rst known
pratially-implementable deision proedure for CSL logi.
2 The logi of Comparative Conept Similarity CSL
The language LCSL of CSL is generated from a set of propositional variables Vi
by ordinary propositional onnetives plus⇔: A,B ::= Vi | ¬A | A⊓B | A⇔ B.
The semantis of CSL introdued in [8℄ makes use of distane spaes in order
to represent the similarity degree between objets. A distane spae is a pair
(∆, d) where ∆ is a non-empty set, and d : ∆×∆→ R≥0 is a distane funtion
satisfying the following ondition:
(ID) ∀x, y ∈ ∆, d(x, y) = 0 i x = y
Two further properties are usually onsidered: symmetry and triangle inequality.
We briey disuss them below.
The distane between an objet w and a non-empty subset X of ∆ is dened
by d(w,X) = inf{d(w, x) | x ∈ X}. If X = ∅, then d(w,X) = ∞. If for every
objet w and for every (non-empty) subset X we have the following property
(MIN) inf {d(w, x) | x ∈ X} = min {d(w, x) | x ∈ X} ,
we will say that (∆, d) is a minspae.
We next dene CSL-distane models as Kripke models based on distane
spaes:
Denition 1 (CSL-distane model). A CSL-distane model is a triple M =
(∆, d, .M) where:
 ∆ is a non-empty set of objets.
 d is a distane on ∆M (so that (∆, d) is a distane spae).
 .M : Vp → 2∆ is the evaluation funtion whih assigns to eah propositional
variable Vi a set V
M
i ⊆ ∆. We further stipulate:
⊥M = ∅ (¬C)M = ∆− CM (C ⊓D)M = CM ∩DM
(C ⇔ D)M =
{
w ∈ ∆
∣
∣d(w,CM) < d(w,DM)
}
.
If (∆, d) is a minspae, M is alled a CSL-distane minspae model (or
simply a minspae model). We say that a formula A is valid in a model M if
AM = ∆. We say that a formula A is valid if A is valid in every CSL-distane
model.
As mentioned above, the distane funtion might be required to satisfy the
further onditions of symmetry (SYM) (d(x, y) = d(y, x)) and triangular in-
equality (TR) (d(x, z) ≤ d(x, y) + d(y, z)). It turns out that CSL annot distin-
guish between minspae models whih satisfy (TR) from models whih do not.
In ontrast [8℄, CSL has enough expressive power in order to distinguish between
symmetri and non-symmetri minspae models. As a rst step, we onentrate
here on the general non-symmetri ase, leaving the interesting symmetri ase
to further researh.
CSL is a logi of pure qualitative omparisons. This motivates an alternative
semantis where the distane funtion is replaed by a family of omparisons
relations, one for eah objet. We all this semantis preferential semantis,
similarly to the semantis of onditional logis [7, 6℄. Preferential strutures are
equipped by a family of strit pre-orders. We may interpret this relations as
expressing a omparative similarity between objets. For three objets, x ≺w y
states that w is more similar to x than to y.
The preferential semantis in itself is more general than distane model se-
mantis. However, if we assume the additional onditions of the denition 2, it
turns out that these two are equivalent (theorem 4).
Denition 2. We will say that a preferential relation ≺w over ∆:
(i) is modular i ∀x, y, z ∈ ∆, (x ≺w y)→ (z ≺w y ∨ x ≺w z).
(ii) is entered i ∀x ∈ ∆, x = w ∨ w ≺w x.
(iii) satises the Limit Assumption i ∀X ⊆ ∆, X 6= ∅ → min≺w(X) 6= ∅.
3
where min≺w(X) = {y ∈ X | ∀z ∈ ∆(z ≺w y → z /∈ X)}.
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We note that the Limit Assumption implies that the preferential relation is asym-
metri. On the other hand, on a nite set, asymmetry implies Limit Assumption.
Modularity and asymmetry imply that this relation is also transitive and irreexive.
Modularity is strongly related to the fat that the preferential relations repre-
sents distane omparisons. This is the key property to enfore the equivalene
with distane models. Centering states that w is the unique minimal element
for its preferential relation ≺w, and an be seen as the preferential ounterpart
of (ID). The Limit Assumption states that eah non-empty set has at least one
minimal element wrt. a preferential relation (i.e it does not ontain an innitely
desending hain), and orresponds to (MIN).
Denition 3 (CSL-preferential model). A CSL-preferential model is a triple
M = (∆, (≺w)w∈∆, .M) where:
 ∆M is a non-empty set of objets (or possible worlds).
 (≺w)w∈∆ is a family of preferential relation, eah one being modular, en-
tered, and satisfying the limit assumption.
 .M is the evaluation funtion dened as in denition 1, exept for ⇔:
(A⇔ B)M =
{
w ∈ ∆
∣
∣∃x ∈ AM suh that ∀y ∈ BM, x ≺w y
}
Validity is dened as in denition 1.
We now show the equivalene between preferential models and distane minspae
models. We say that a CSL-preferential model I and a CSL-distane minspae
model J are equivalent i they are based on the same set ∆, and for all formulas
A ∈ LCSL, AI = AJ .
Theorem 4 (Equivalene between CSL-preferential models and CSL-
distane models).
1. For eah CSL-distane minspae model, there is an equivalent CSL-preferential
model.
2. For eah CSL-preferential model, there is an equivalent CSL-distane minspae
model.
Proof. 1. ([8℄): given I = (∆I , d, .I) a CSL-distane minspae model, just de-
ne a preferential model J by stipulating x ≺w y i d(w, x) < d(w, y),
and for all propositional variable Vi, V
J
i = V
I
i . It is to hek that ≺w is
modular, entered, and satises the limit assumption, and that I and J are
equivalent.
2. Sine the relation ≺w is modular, we an assume that there exists a ranking
funtion rw : ∆→ R
≥0
suh that x ≺w y i rw(x) < rw(y). Therefore, given
a CSL-preferential model J = (∆J , (≺w)w∈∆J , .
J ), we an dene a CSL-
distane minspae model I = (∆J , d, .J ), where the distane funtion d is
dened as follow: if w = x then d(w, x) = 0, and d(w, x) = rw(x) otherwise.
We an easily hek that (i) I is a minspae beause of the limit assumption,
and that (ii) I and J are equivalent; this is proved by indution on the
omplexity of formulas.
We have mentioned the relation with onditional logis. These logis, orig-
inally introdued by Lewis and Stalnaker [6, 11℄, ontain a onnetive A > B
whose reading is approximatively "`if A were true then B would also be true"'
4
.
The idea is that a world/state x veries A > B if B holds in all states y that
are most similar to x that is:
x ∈ A > BM i min≺x(A
M) ⊆ BM
The two onnetives ⇔ are interdenable as shown in [8℄:
A > B ≡ (A⇔ (A ∧ ¬B)) ∨ ¬(A⇔ ⊥)
A⇔ B ≡ ((A ∨B) > A) ∧ (A > ¬B) ∧ ¬(A > ⊥)
By means of this equivalene, an (indiret) axiomatization of⇔ an be obtained:
just take an axiomatization of the suitable onditional logi (well known) and
add the denition above. On the other hand an axiomatisation of CSL over ar-
bitrary distane models is presented in [10℄, however it makes use of an extended
language, as we omment below. Moreover, the ase of minspaes has not been
studied in details. Our axiomatisation is ontained in g. 1. The axioms (1) and
(1) ¬(A⇔ B) ⊔ ¬(B ⇔ A) (2) (A⇔ B) → (A⇔ C) ⊔ (C ⇔ B)
(3) A ⊓ ¬B → (A⇔ B) (4) (A⇔ B) → ¬B
(5) (A⇔ B) ⊓ (A⇔ C) → (A⇔ (B ⊔ C)) (6) (A⇔ ⊥) → ¬(¬(A⇔ ⊥)⇔ ⊥)
(Mon)
⊢ (A→ B)
⊢ (A⇔ C) → (B ⇔ C) (Taut) Classial tautologies and rules.
Fig. 1. CSMS axioms.
(2) apture respetively the asymmetry and modularity of the preferene rela-
tions, whereas (3) and (4) enode entering and the minspae property. By (5),
we obtain that⇔ distributes over disjuntion on the seond argument, sine the
opposite diretion is derivable. The axiom (6) is similar to axiom (33) of the ax-
iomatization in [10℄, it says that the modality ♦A ≡ A⇔ ⊥ has the properties of
S5. Finally, the rule (Mon) states the monotoniity of ⇔ in the rst argument,
a dual rule stating the anti-monotoniity in the seond argument is derivable as
well.
The axiomatisation of CSL provided in [10℄ for arbitrary distane spaes
makes use of the operator ◦RA that, referring to preferential models, selets
4
To this regard, in alternative to the onept/subset interpretation mentioned so far,
the formula A ⇔ B may perhaps be read as "`A is (stritly) more plausible than
B"'. This interpretation may intuitively explain the relation with the onditional
operator.
elements x for whih min≺x(A) is non-empty. As observed in [10℄, an axioma-
tization of CSL over minspaes an then be obtained by just adding the axiom
◦RA ↔ (A ⇔ ⊥). However our axiomatization is signiantly simpler (almost
one half of the axioms).
We an show that our axiomatization is sound and omplete with respet to
the preferential semantis, whene wrt minspae models (by theorem 4).
Theorem 5. A formula is derivable in CSMS i it is valid in every CSL-
preferential model.
The following theorems and inferene rule are derivable from the axioms:
T1 A→ (A⇔ ⊥) by (3)
T2 ¬(A⇔ A) by (1)
T3 ¬(A⇔ ⊤) by (2)
T4 ((A⇔ ⊥)⇔ ⊥)→ (A⇔ ⊥) by T1 and (6)
T5 (A⇔ B) ⊓ (B ⇔ C)→ (A⇔ C) by (1) and (4)
T6 ∀n > 0, ⊢ (A⇔ B1)⊓. . .⊓(A⇔ Bn)→ (A⇔ (B1⊔. . .⊔Bn)) by indution
over n and (5)
T7 ∀n > 0, ⊢ (A ⇔ B1) ⊓ . . . ⊓ (A ⇔ Bn) → ((A ⊓ ¬B1 ⊓ . . . ⊓ ¬Bn) ⇔
(B1 ⊔ . . . ⊔Bn))
R1 If ⊢ (A→ B) then ⊢ (C ⇔ B)→ (C ⇔ A) by (1) and RM
Theorem (T1) orresponds to the T -axiom A→ ♦A; axiom (6) is the S5 axiom
(Eulidean) ♦A→ ♦A. Hene making use of (2) and (6) we an derive the S4
axiom (T4).
We an show that our axiomatisation is sound and omplete with respet to the
preferential semantis introdued above.
Theorem 6 (Soundness of CSMS). If a formula is derivable in CSMS, then
it is CSMS-valid.
Theorem 7 (Completeness of CSMS). If a formula is CSMS−valid, then
it is derivable in CSMS.
Soundness is straightforward. We show that every axiom is CSL-valid.
The ompleteness is shown by the onstrution of a anonial model. We dene
onsistent and maximal onsistent formula sets in the usual way:
Denition 8.
 A set of formulas Γ is alled inonsistent with respet to CSMS i there is
a nite subset of Γ , {A1, . . . An} suh that ⊢CSMS ¬A1 ⊔¬A2 ⊔ . . .¬An. Γ
is alled onsistent if Γ is not inonsistent. If an (in)onsistent Γ ontains
only one formula A, we say that A is (in)onsistent.
 A set of formulas Γ is alled maximal onsistent i it is onsistent and if
for any formula A not in Γ , Γ ∪ {A} is inonsistent.
We will use properties of maximal onsistent sets, the proofs of whih an be
found in most textbooks of logi. In partiular:
Lemma 9. Every onsistent set of formulas is ontained in a maximal onsis-
tent set of formulas.
Lemma 10. Let w be a maximal onsistent set of formulas and A, B formulas
in LCSL. Then w has the following properties:
1. If ⊢CSMS A→ B and A ∈ w, then B ∈ w
2. If from A ∈ w we infer B ∈ w, then A→ B ∈ w.
3. A ⊓B ∈ w i A ∈ w and B ∈ w
4. A 6∈ w i ¬A ∈ w
Let U be the set of all maximal onsistent sets.
Denition 11. Let x, y be maximal onsistent formula sets and A,B be LCSL-
formulas. We dene
1 R(x, y) i ∀A ∈ LCSL if A ∈ y then (A⇔ ⊥) ∈ x
2 wA = {¬B | (A⇔ B) ∈ w}
Property 12. R is an equivalene relation.
Proof. 1 R is reexive by T 1
2 R is transitive by T 4
3 R is symmetri by axiom (6)
For x ∈ U , we note x˜ the equivalene lass of x with respet to R.
The following properties hold for wA:
Lemma 13. 1. If {A} is onsistent, then wA ∪ {A} is onsistent.
2. (A⇔ B) ∈ w i ∀x if wA ⊆ x then ¬B ∈ x.
3. wA ⊆ w
4. If {A} is onsistent and (A ⇔ ⊥) ∈ w then ∃z ∈ ∆ suh that A ∈ z and
wA ⊆ z
Proof. 1. Suppose that wA∪{A} is inonsistent. Then there are formulas ¬B1, . . .¬Bn ∈
wA suh that ⊢CSMS B1 ⊔ · · · ⊔Bn ⊔ ¬A. We an then derive
(i) ⊢CSMS A→ B1 ⊔ · · · ⊔Bn
(ii) ⊢CSMS (A⇔ (B1 ⊔ · · · ⊔Bn))→ (A⇔ A) from (i) by R1
(iii) ⊢CSMS ¬((A⇔ B1)⊓ · · · ⊓ (A⇔ Bn)) (from (ii) by T2 and axiom (5)
Contradition with the onsisteny of w sine all (A⇔ Bi) ∈ w.
2. ⇒ immediately by denition of wA
⇐ We rst show that wA ∪ {B} is inonsistent. Suppose that this is not
the ase. Then there is z ∈ U and wA ∪ {B} ⊆ z. Hene ¬B ∈ z, from the
preondition. But B ∈ z, ontraditing the onsisteny of z. Sine wA ∪ {B}
is inonsistent, there are formulas ¬B1, . . .¬Bn ∈ wA and ⊢CSMS ¬B1 ⊓
· · · ⊓ ¬Bn → ¬B. We an then derive
(i) ⊢CSMS B → B1 ⊔ · · · ⊔Bn
(ii) ⊢CSMS (A⇔ (B1 ⊔ · · · ⊔Bn)→ (A⇔ B) from (i) by R1
(iii) ⊢CSMS ((A⇔ B1) ⊓ (A⇔ B1) · · · ⊓ (A⇔ Bn))→ (A⇔ B) from (ii)
by (T6)
Sine (A⇔ Bi) ∈ w, we onlude (A⇔ B) ∈ w
3. immediate by axiom (2).
4. By 1, we have that wA∪{A} is onsistent, hene is is ontained in a maximal
onsistent formula set z ∈ U by lemma 9. We show then that wA is ontained
in a set x ∈ ∆ We show that for all x ∈ U , if wA ⊆ x and (A ⇔ ⊥) ∈ w,
then R(w, x). We have ∀C ∈ w, (C ⇔ ⊥) ∈ w, beause of the reexivity of R.
By axiom (4) we have (A ⇔ ⊥) → (A ⇔ ¬(C ⇔ ⊥)) ⊔ (¬(C ⇔ ⊥) ⇔ ⊥).
By axiom (6), we obtain (¬(C ⇔ ⊥) ⇔ ⊥) 6∈ w, sine (C ⇔ ⊥) ∈ w.
Hene (A ⇔ ¬(C ⇔ ⊥)) ∈ w. This entails (C ⇔ ⊥) ∈ wA and therefore
(C ⇔ ⊥) ∈ x. This means that we have R(w, x). Hene we have x ∈ ∆ and
wA ⊆ x.
We now are in a position to dene the anonial model.
Denition 14 (Canonial Model). Sine C is not derivable in CSMS, ¬C
is onsistent, and so there is a maximal onsistent set z ∈ U suh that ¬C ∈ z.
We dene the anonial model MC = (∆, (≺w)w∈∆, .MC ) as follows:
 ∆ = z˜.
 x ≺w y i there exists a formula B ∈ y suh that for all formulas A ∈ x,
(A⇔ B) ∈ w.
 VMCi = {x ∈ ∆ | Vi ∈ x}, for all propositional variables Vi.
For A ∈ LCSL, we dene the set of objets in ∆ ontaining A by ‖A‖ = {z |
A ∈ z ∩∆}.
Lemma 15. For eah w ∈ ∆, ≺w is entered and modular.
Proof. 1 ≺w is entered. Let be x 6= y. Then there is (i) B ∈ y and B 6∈ x,
i.e. ¬B ∈ x. Let be any LCSL-formula A with A ∈ x. Then A ⊓ ¬B ∈ x
from whih follows that (ii)(A⇔ B) ∈ x by axiom (3). From (i) and (ii) we
obtain x ≺x y.
2 ≺w is modular. Let be x ≺w y and suppose there is u ∈ ∆ suh that x 6≺w u
and u 6≺w y. We get then:
(i) ∃B ∈ y suh that ∀A ∈ x, (A⇔ B) ∈ w
(ii) ∀C ∈ u ∃A′ ∈ x suh that ¬(A′ ⇔ C) ∈ w and
(iii) ∀B′ ∈ y ∃C′ ∈ u suh that ¬(C′ ⇔ B′) ∈ w
Then we have (A′ ⇔ B) ∈ w from (1), ¬(A′ ⇔ C′) ∈ w from (ii) and
¬(C′ ⇔ B) ∈ w from (iii). By axiom (1) and (ii), we get (C ⇔ A′) ∈ w
and by transitivity (T5) and (i), we obtain (C′ ⇔ B) ∈ w whih ontradits
the onsisteny of w.
Subsequently, we show a weak variant of the limit assumption for sets of objets
satisfying a formula.
Lemma 16. If ‖A‖ 6= ∅ then min≺w(‖A‖) 6= ∅.
Proof. Let be ‖A‖ 6= ∅. Then wA ∪ {A} is onsistent by lemma 13.1. Therefore
there is a maximal onsistent set z ∈ U suh that wA ∪ {A} ⊆ z. We show that
z ∈ min≺w(‖A‖). Suppose for the ontrary that there is y ∈ A
Mc
and y ≺w z.
By denition of anonial model, this means that ∃C ∈ z suh that ∀B ∈ y,
(B ⇔ C) ∈ w. Sine A ∈ y, we have (A ⇔ C) ∈ w, hene ¬C ∈ wA, whih
entails ¬C ∈ z ontraditing the onsisteny of z.
It is not hard to see that a formula A is valid wrt. the weak variant of the
limit assumption i it is valid wrt. the strong variant.
Lemma 17. ‖A‖ = AMc
Proof. The proof is by indution on the onstrution of formulas.
For atomi Vi it follows from the model denition. For lassial formulas the
proof is standard.
"⇒": Let be F ∈ w, F = (A ⇔ B). wA is onsistent by lemma 13, 3. Let be
x ∈ ∆, suh that wA ∈ x (13, 4). By axiom (4), we have ((A⇔ C) ⊔ (C ⇔
B) ∈ w for any C ∈ x. By lemma 13, 2, we have then (A⇔ C) 6∈ w, hene
¬(A ⇔ C) ∈ w from whih we get (C ⇔ B) ∈ w ∀C ∈ x. By the denition
of ≺w we have then if for all y ∈ ∆, if B ∈ y then x ≺w y. This means that
w ∈ (A⇔ B)MC
"⇐": Let be w ∈ (A⇔ B)MC . Then AMC 6= ∅. By indution hypothesis , A ∈ x
for all x ∈ AMC . Then A is onsistent and sine (w, x) ∈ R, (A⇔ ⊥) ∈ w.
By lemma 10.1, and axiom (4), we have
(i)(A⇔ B) ⊔ (B ⇔ ⊥) ∈ w
By lemma 13.4, there is z ∈ ∆ suh that wA ⊆ z. We onsider two ases:
(a) BMC = ∅. If B is inonsistent, we have trivially (A ⇔ B) ∈ w, by
(A⇔ ⊥) ∈ w and (RM), R1. If B is not inonsistent, we observe that
(ii)¬(B ⇔ ⊥) ∈ w
if not, by lemma 13.4, there would be z′ ∈ ∆ with B ∈ z′, i.e. z′ ∈ B by
indution hypothesis whih is impossible sine BMC = ∅. We onlude
(A⇔ B) ∈ w by (i).
(b) BMC 6= ∅, sine B is onsistent, there is z′ ∈ ∆ suh that wB ⊆ z′ and
B ∈ z′. By w ∈ (A ⇔ B)MC we have z ≺w z′ (z is minimal for ≺w in
‖A‖). This means that there is C ∈ z′ suh that for all D ∈ z, (D ⇔
C) ∈ w. Sine A ∈ z, we have (A ⇔ C) ∈ w from whih we obtain
(A ⇔ B) ⊔ (B ⇔ C) ∈ w. But we have ¬(B ⇔ C) ∈ w by lemma 13.2,
from whih we obtain (A⇔ B) ∈ w.
By virtue of theorem 4, we obtain:
Corollary 18. CSMS is sound and omplete wrt. the CSMS-distane min-
models.
3 A Tableaux Calulus
In this setion, we present a tableau alulus for CSL, this alulus provides
a deision proedure for this logi. We identify a tableau with a set of sets of
formulas Γ1, . . . , Γn. Eah Γi is alled a tableau set
5
. Our alulus will make use
of labels to represent objets of the domain. Let us onsider formulas (A ⇔ B)
and ¬(A⇔ B) under preferential semantis. We have:
w ∈ (A⇔ B)M i ∃x(x ∈ AM ∧ ∀z(z ∈ BM → x ≺w z))
In minspae models, the right part is equivalent to:
w ∈ (A⇔ B)M i ∃u ∈ AM and ∀y(y ∈ BM → ∃x(x ∈ AM ∧ x ≺w y))
We now introdue a pseudo-modality w indexed on objets:
x ∈ (wA)
M
i ∀y(y ≺w x→ y ∈ A
M)
Its meaning is that x ∈ (wA)
M
i A holds in all worlds preferred to x with
respet to ≺w. Observe that we have then the equivalene:
Claim 1. w ∈ (A⇔ B)M i AM 6= ∅ and ∀y(y /∈ BM or y ∈ (¬w¬A)M).
This equivalene will be used to deompose ⇔-formulas in an analyti way.
The tableau rules make also use of a universal modality  (and its negation).
The language of tableaux omprises the following kind of formulas: x : A, x :
(¬)¬A, x : (¬)y¬A, x <y z, where x, y, z are labels and A is a CSL-formula.
The meaning of x : A is the obvious one: x ∈ AM. The reading of the rules is
the following: we apply a rule
Γ [E1, . . . , Ek]
Γ1 | . . . | Γn
to a tableau set Γ if eah formula Ek is in Γ . We then replae Γ with any tableau
set Γ1, . . . , Γn. As usual, we let Γ,A stand for for Γ ∪ {A}, where A is a tableau
formula. The tableaux rules are shown in gure Figure 2.
Let us omment on the rules whih are not immediately obvious. The rule
for (T⇔) enodes diretly the semantis by virtue of laim 1. However in the
negative ase the rule is split in two: if x satises ¬(A⇔ B), either A is empty,
or there must be an y ∈ B suh that there is no z ≺x y satisfying A; if x
satises B then x itself fullls this ondition, i.e. we ould take y = x, sine x
is ≺x-minimal (by entering). On the other hand, if x does not satises B, then
x annot satisfy A either (otherwise x would satisfy A ⇔ B) and there must
be an y as desribed above. This ase analysis with respet to x is performed
by the (F1⇔) rule, whereas the reation y for the latter ase is performed by
(F2⇔). We have a similar situation for the (Fx) rule: let z satisfy ¬x¬A,
5
A tableau set orresponds to a branh in a tableau-as-tree representation.
(T⊓)
Γ [x : A ⊓B]
Γ, x : A, x : B
(F⊓)
Γ [x : ¬(A ⊓B)]
Γ, x : ¬A | Γ, x : ¬B
(NEG)
Γ [x : ¬¬A]
Γ, x : A
(F1⇔)
Γ [x : ¬(A⇔ B)]
Γ, x : ¬A | Γ, x : B | Γ, x : ¬A, x : ¬B
(T ⇔)(∗)
Γ [x : A⇔ B]
Γ, x : ¬¬A, y : ¬B | Γ, y : B, y : ¬x¬A
(F2⇔)(∗∗)
Γ [x : ¬(A⇔ B), x : ¬A, x : ¬B]
Γ, y : B, y : x¬A
(F1x)
Γ [z : ¬x¬A]
Γ, x : ¬A | Γ, x : A
(Tx)(∗)
Γ [z : x¬A, y <x z]
Γ, y : ¬A, y : x¬A
(F2x)(∗∗)
Γ [z : ¬x¬A, x : ¬A]
Γ, y <x z, y : A, y : x¬A
(T)(∗)
Γ [x : ¬A]
Γ, y : ¬A, y : ¬A
(F)(∗∗)
Γ [x : ¬¬A]
Γ, y : A
(Mod)(∗)
Γ [z <x u]
Γ, z <x y | Γ, y <x u
(Cent)(∗ ∗ ∗)
Γ
Γ, x <x y | Γ [x/y]
(*) y is a label ourring in Γ . (**) y is a new label not ourring in Γ . (***) x and y
are two distint labels ourring in Γ .
Fig. 2. Tableau rules for CSL.
then there must be an y ≺x z satisfying A; but if x satises A we an take
x = y, sine x ≺x z (by entering). If x does not satisfy A then we must reate
a suitable y and this is the task of the (F2x) rule. Observe that the rule does
not simply reate a y ≺x z satisfying A but it reates a minimal one. The rule is
similar to the (F) rule in modal logi GL (Gödel-Löb modal logi of arithmeti
provability) [1℄ and it is enfored by the Limit Assumption. This formulation
of the rules for (F⇔) and for (Fx) prevents the unneessary reation of new
objets whenever the existene of the objets required by the rules is assured
by entering. The rule (Cent) is of a speial kind: it has no premises (ie. it an
always be applied) and generates two tableau sets: one with Γ ∪{x <x y}, where
x and y are two distint labels ourring in Γ ), and one where we replae x by
y in Γ , i.e. where we identify the two labels.
Denition 19 (Closed set, losed tableau). A tableau set Γ is losed if one
of the three following onditions hold: (i) x : A ∈ Γ and x : ¬A ∈ Γ , for any
formula A, or x : ⊥ ∈ Γ . (ii) y <x z and z <x y are in Γ . (iii) x : ¬xA ∈ Γ .
A CSL-tableau is losed if every tableau set is losed.
In order to prove soundness and ompleteness of the tableaux rules, we in-
trodue the notion of satisability of a tableau set by a model.
Given a tableau set Γ , we denote by LabΓ the set of labels ourring in Γ .
{x : A, x : ¬B, x : ¬(A⇔ A)}
{x : A, x : ¬B, x : ¬(A⇔ A)
x : ¬A}
(F1⇔)
{x : A, x : ¬B, x : ¬(A⇔ A)
x : ¬A
x : ¬A}
losed by def 6-(i)
(T)
{x : A, x : ¬B, x : ¬(A⇔ A)
x : B}
losed by def 6-(i)
(F1⇔)
{x : A, x : ¬B, x : ¬(A⇔ A)
x : ¬A}
losed by def 6-(i)
(F1⇔)
Fig. 3. An example of tableau: provability of A ⊓ ¬B → (A⇔ B).
Denition 20 (CSL-mapping, satisable tableau set). LetM = (∆M, (≺w
)w∈∆M , .
M) be a preferential model, and Γ a tableau set. A CSL-mapping from
Γ to M is a funtion f : LabΓ −→ ∆M satisfying the following ondition:
for every y <x z ∈ Γ, we have f(y) ≺f(x) f(z) in M.
Given a tableau set Γ , a CSL-preferential model M, and a CSL-mapping f
from Γ toM, we say that Γ is satisable under f inM if x : A ∈ Γ implies f(x) ∈
AM. A tableau set Γ is satisable if it is satisable in some CSL-preferential
model M under some CSL-mapping f . A CSL-tableau is satisable if at least
one of its sets is satisable.
We an show that our tableau alulus is sound and omplete with respet to
the preferential semantis, whene with respet to minspae models (by theorem
4).
Theorem 21 (Soundness of the alulus). A formula A ∈ LCSL is satis-
able wrt. preferential semantis then any tableau started by x : A is open.
The proof of the soundness is standard: we show that rule appliation pre-
serves satisability.
Proof (Soundness of the Tableau System). Let Γ be a tableau set satisable in
a CSL-model M = 〈∆, (≺w)w∈∆, .M〉 under a CSL-mapping f . We prove that
if we apply one of the tableau rules to Γ , at least one of the new tableau sets
generated by it is satisable. Moreover, a satisable set annot be losed.
 The ases of (T⊓), (F⊓), (Tx), (T) and (F) are easy and left to the
reader. Soundness of (F1x) is trivial (it's a ut-like rule), as (Mod) and
(Cent) whih ame from the modularity and entering property of the pref-
erential relation ≺w.
 (T ⇔). Let x : (A ⇔ B) ∈ Γ . For any label y ∈ LabΓ , the appliation of
this rule to Γ will generate two tableau sets:
Γ1 = Γ ∪ {y : ¬¬A, y : ¬B}
Γ2 = Γ ∪ {y : B, y : ¬x¬A}.
where y ∈ LabΓ . As Γ is satisable in M under f , we have that f(x) ∈
(A⇔ B)M. By laim 1, for all y ∈ LabΓ we have f(y) ∈ (¬¬A)M (as AM
annot be empty) and f(y) ∈ (B → ¬x¬A)M. We then have two ases:
• either f(y) ∈ (¬B)M, and then Γ1 is satisable.
• or f(y) ∈ BM and then f(y) ∈ (¬x¬A)M. Γ2 is then satisable.
 (F1⇔). Let x : ¬(A⇔ B) ∈ Γ . The rule will generate three tableau sets:
Γ1 = Γ ∪ {x : ¬A}
Γ2 = Γ ∪ {x : B}
Γ3 = Γ ∪ {x : ¬A, x : ¬B}
As Γ is satisable in M under f , we have f(x) ∈ ¬(A⇔ B)M. By laim 1,
we have that f(x) ∈ (¬A)M or ∃y(y ∈ BM and y ∈ (x¬A)M).
If f(x) ∈ (¬A)M, then Γ1 is satisable. If not, we have two ases:
• either f(x) ∈ BM, and thus Γ2 is satisable.
• either f(x) ∈ (¬B)M, and then there is some objet y′ ∈ ∆ suh
that y′ ∈ BM and y′ ∈ (x¬A)M, so that y′ 6= f(x). Sine the re-
lation ≺x satises the entering property, we have x ≺x y′. And from
y′ ∈ (x¬A)M, we an dedue that f(x) ∈ (¬A)M, thus making Γ3
satisable.
 (F2⇔). This rule will generate the following set:
Γ1 = Γ ∪ {y : x¬A, y : B}
where y /∈ LabΓ . As shown in the proof for (F1⇔), sine x : ¬(A⇔ B), x :
¬A, x : ¬B belong to Γ and Γ satisable in M by f , we have that there
exists some y′ ∈ ∆ suh that y′ ∈ (B ⊓ x¬A)M. We onstrut a CSL-
mapping f ′ by taking ∀u 6= y, f ′(u) = f(u); and f ′(y) = y′. It's then easy
to show that f ′ is a CSL-mapping, and that Γ1 is satisable in M under f ′.
 (F2x). Let z : ¬x¬A, x : ¬A. This rule will generate the following tableau
set:
Γ1 = Γ ∪ {y <x z, y : A, y : x¬A}.
where y /∈ LabΓ . Sine Γ is satisable in M under f , we have that f(z) ∈
(¬x¬A)M. Therefore we have that ∃y′ ∈ ∆ suh that y′ ∈ AM and y′ ≺x
f(z). We then let
y′′ ∈ min
≺x
{y′ | y′ ∈ ∆ ∧ y′ ∈ AM ∧ y′ ≺x f(z)}.
As ≺x satises the limit assumption, y′′ exists, and it's easy to see that
y′′ ∈ (x¬A)M (if not it would not be minimal). As y /∈ LabΓ , we dene
a new CSL-mapping f ′ by taking ∀u 6= y, f ′(u) = f(u), and f(y) = y′′.
It's then easy to hek that f ′ is indeed a CSL-mapping, and that Γ1 is
satisable in M under f ′.
Finally, we show that if Γ is satisable, then Γ is open. Suppose it is not.
Then if Γ is losed by def. 19-(i) or (ii), we immediately nd a ontradition.
Suppose that Γ is losed by ondition (iii), then x : ¬x¬A in Γ for some
formula x : ¬x¬A. Sine Γ is satisable, we would have that there is y ∈ ∆
suh that y ≺f(x) f(x), obtaining a ontradition (by entering and asymmetry).
In order to show ompleteness, we need the following denition:
Denition 22 (Saturated tableau set). We say that a tableau set Γ is sat-
urated if:
(T⊓) If x : A ⊓B ∈ Γ then x : A ∈ Γ and x : B ∈ Γ .
(F⊓) If x : ¬(A ⊔B) ∈ Γ then x : ¬A ∈ Γ or x : ¬B ∈ Γ .
(NEG) If x : ¬¬A ∈ Γ then x : A ∈ Γ .
(T ⇔) If x : (A ⇔ B) ∈ Γ then for all y ∈ LabΓ , either y : ¬B ∈ Γ and
¬¬A ∈ Γ , or y : B and y : ¬x¬A are in Γ .
(F ⇔) If x : ¬(A ⇔ B) ∈ Γ then either (i) x : ¬A ∈ Γ , or (ii) x : B ∈ Γ , or
(iii) x : ¬A and x : ¬B are in Γ and there exists y ∈ LabΓ suh that y : B
and y : x¬A are in Γ .
(Tx) If z : x¬A ∈ Γ and y <x z ∈ Γ , then y : ¬A and y : x¬A are in Γ .
(Fx) If z : ¬x¬A ∈ Γ , then either (i) x : A ∈ Γ , or (ii) x : ¬A ∈ Γ and
there exists y ∈ LabΓ suh that y <x z, y : A and y : x¬A are in Γ .
(T) If x : ¬A ∈ Γ , then for all y ∈ LabΓ , y : ¬A and y : ¬A are in Γ .
(F) If x : ¬¬A ∈ Γ , then there is y ∈ LabΓ suh as y : A ∈ Γ .
(Cent) For all x, y ∈ LabΓ suh that x 6= y, x <x y is ∈ Γ .
(Mod) If y <x z ∈ Γ , then for all labels u ∈ WΓ , either u <x z ∈ Γ , or
y <x u ∈ Γ .
We say that Γ is saturated wrt. a rule R if Γ satises the orresponding satura-
tion ondition for R of above denition.
The following lemma shows that the preferene relations <x satises the
Limit Assumption for an open tableau set.
Lemma 23. Let Γ be an open tableau set ontaining only a nite number of
positive ⇔-formulas x : A0 ⇔ B0, x : A1 ⇔ B1, x : A2 ⇔ B2, . . . , x :
An−1 ⇔ Bn−1. Then Γ does not ontain any innite desending hain of labels
y1 <x y0, y2 <x y1, . . . , yi+1 <x yi, . . . .
Proof. By absurdity, let Γ ontain a desending hain of labels . . . , yi+1 <x yi <x
. . . <x y1 <x y0. This hain may only be generated by suessive appliations
of (T ⇔) and (F2x) to formulas x : Ai ⇔ Bi for 0 ≤ i < n. Γ then ontains
the following formulas for 0 ≤ i < n: yi : ¬x¬Ai, yi+1 <x yi, yi+1 : Ai,
yi+1 : x¬Ai.
Here (T ⇔) has been applied to every formula x : Ai ⇔ Bi one and
with parameter yi previously (and newly) generated by (F2x) from yi−1 :
¬x¬Ai−1. The only way to make the hain longer is by applying (T ⇔) a
seond time to one of the positive ⇔-formulas labelled x on Γ . Let this formula
be x : Ak ⇔ Bk where 0 ≤ k < n. Then Γ ontains further yn+1 : Ak (together
with yn : ¬x¬Ak, yn+1 <x yn, yn+1 : x¬Ak).
By the modularity rule, we get yn+1 <x yk+1. Moreover, Γ ontains also
yk+1 : x¬Ak, from whih we obtain by (Tx) yn+1 : ¬Ak so that Γ is losed.
Theorem 24. If Γ is an open and saturated tableau set, then Γ is satisable.
(Proof): Given an open tableau set Γ , we dene a anonial model MΓ =
〈∆, (≺w)w∈∆, .MΓ 〉 as follows:
 ∆ = LabΓ and y ≺x z i y <y z ∈ Γ .
 For all propositional variables Vi ∈ Vp, V
MΓ
i = {x | x : Vi ∈ Γ}
MΓ is indeed a CSL-model, as eah preferential relation is entered, modular,
and satises the limit assumption. The rst two ame from the rules (Cent) and
(Mod), and we have the latter by lemma 23.
We now show that Γ is satisable inMΓ under the trivial identity mapping,
i.e for all formula C ∈ LCSL: (i) if x : C ∈ Γ , then x ∈ CMΓ . (ii) if x : ¬C ∈ Γ ,
then x ∈ (¬C)MΓ .
Proof. We reason by indution on the omplexity cp(C) of a formula C, where
we suppose that cp((¬)¬A), cp((¬)x¬A) < cp(A⇔ B).
 if C = Vi, C ∈ Vp, x′ ∈ CMΓ by the denition of MΓ .
 if C is a lassial formula, the proof is standard.
 if C = (A ⇔ B): sine Γ is saturated, for every y ∈ LabΓ we have either
x : ¬¬A ∈ Γ and y : ¬B ∈ Γ , or y : B ∈ Γ and y : ¬x¬A ∈ Γ . By
indution hypothesis , in the rst ase we get AMΓ 6= ∅ and y /∈ BMΓ , and
in the seond we have that y ∈ (¬x¬A)MΓ whih also entails AMΓ 6= ∅.
Thus, by laim 1, we have x ∈ (A⇔ B)MΓ .
 if C = ¬(A⇔ B): by the saturation onditions, we have 3 ases.
(a) x : ¬A ∈ Γ . By appliation of the rule (T), for all label y, y : ¬A ∈ Γ .
By our indution hypothesis, AMΓ = ∅, and so x ∈ (¬(A⇔ B))MΓ .
(b) x : B ∈ Γ . By indution hypothesis , x ∈ BMΓ , and so x ∈ (¬(A ⇔
B))MΓ by axiom (4).
() x : ¬A, x : ¬B are in Γ , and there is a label y suh that y : B, y : x¬A
are in Γ . By indution hypothesis, we have y ∈ BMΓ and y ∈ (x¬A)MΓ ,
so that by laim 1, we have x ∈ (¬(A⇔ B))MΓ
 if C = y¬A, by saturation we have: for all z, if z <x∈ Γ then z : ¬A ∈ Γ
and z : y¬A ∈ Γ . Then by indution hypothesis , we have that for all z, if
z ≺y x then z ∈ (¬A)MΓ whih means that x ∈ (y¬A)MΓ
 if C = ¬y¬A, by saturation we have either y : A ∈ Γ or y : ¬A ∈
Γ . In the rst ase, sine ≺y satises entering we have y ≺y x, and by
indution hypothesis , y ∈ AMΓ . Thus x ∈ (¬y¬A)MΓ . In the seond
ase, by saturation there is z ∈ LabΓ suh that z <y x ∈ Γ , z : A ∈ Γ .
By indution hypothesis and the denition of ≺y, we onlude that x ∈
(¬y¬A)
MΓ
.
4 Termination of the Tableau Calulus
The alulus presented above an lead to non-terminating omputations due to
the interplay between the rules whih generate new labels (the dynami rules
(F2 ⇔), (F) and (Fx)) and the stati rule (T ⇔) whih generates for-
mula ¬xA to whih (Fx) may again be applied. Our alulus an be made
terminating by dening a systemati proedure for applying the rules and by
introduing appropriate bloking onditions. The systemati proedure simply
presribes to apply stati rules as far as possible before applying dynami rules.
To prevent the generation of an innite tableau set, we put some restritions on
the rule's appliations. The restritions on all rules exept (F2⇔) and (F2x)
are easy and prevent redundant appliations of the rules. We all the restritions
on (F2⇔) and (F2x) bloking onditions in analogy with standard onditions
for getting termination in modal and desription logis tableaux; they prevent
the generation of innitely many labels by performing a kind of loop-heking.
To this aim, we rst dene a total ordering ⊏ on the labels of a tableau
set suh that x ⊏ y for all labels x that are already in the tableau when y is
introdued. If x ⊏ y, we will say that x is older than y.
We dene Box+Γ,x,y as the set of positive boxed formulas indexed by x labelled
by y whih are in Γ : Box+Γ,x,y = {x¬A | y : x¬A ∈ Γ} and ΠΓ (x) as the set
of non boxed formulas labelled by x: ΠΓ (x) = {A | A ∈ LCSL and x : A ∈ Γ}.
Denition 25. (Stati and dynami rules) We all dynami the following rules:
(F2⇔), (F2x) and (F). We all stati all the other rules.
(Rules restritions)
1. Do not apply a stati rule to Γ if at least one of the onsequenes is already
in it.
2. Do not apply the rule (F2⇔) to a x : ¬(A⇔ B), x : ¬A, x : ¬B
(a) if there exists some label y in Γ suh that y : B and y : x¬A are in Γ .
(b) if there exists some label u suh that u ⊏ x and ΠΓ (x) ⊆ ΠΓ (u).
3. Do not apply the rule (F2x) to a z : ¬x¬A, x : ¬A
(a) if there exists some label y in Γ suh that y <x z, y : A and y : x¬A
are in Γ .
(b) if there exists some label u in Γ suh that u ⊏ x and ΠΓ (x) ⊆ ΠΓ (u).
() if there exists some label v in Γ suh that v ⊏ z and v : ¬x¬A ∈ Γ and
Box+Γ,x,z ⊆ Box
+
Γ,x,v.
4. Do not apply the rule (F) to a x : ¬¬A in Γ if there exists some label y
suh that y : A is in Γ .
(Systemati proedure) (1) Apply stati rules as far as possible. (2) Apply a
(non bloked) dynami rule to some formula labelled x only if no dynami rule
is appliable to a formula labelled y, suh that y ⊏ x.
We prove that a tableau initialized with a CSL-formula always terminates
provided it is expanded aording to Denition 25.
Theorem 26. Let Γ be obtained from {x : A}, where A is a CSL-formula, by
applying an arbitrary sequene of rules respeting denition 25. Then Γ is nite.
Proof. Suppose by absurdity that Γ is not nite. Sine the stati rules (and also
the (F) rule) may only add a nite of number of formulas for eah label, Γ
must ontain an innite number of labels generated by the dynami rules, either
(F2⇔) or (F2) (or both).
Let Γ ontain innitely many labels introdued by (F2⇔). Sine the num-
ber of negative ⇔ formulas is nite, there must be one formula, say ¬(B ⇔
C), suh that for an innite sequene of labels x1, . . . , xi, . . ., xi : ¬(B ⇔
C) ∈ Γ . By bloking ondition (2b) we then have that for every i, ΠΓ (xi) 6⊆
ΠΓ (x1), . . . , ΠΓ (xi) 6⊆ ΠΓ (xi−1). But this is impossible sine eah ΠΓ (xi) is
nite (namely bounded by O(|A|)) and the rules are non-dereasing wrt. ΠΓ (xi)
(an appliation of a rule an never remove formulas from ΠΓ (xi)).
Let now Γ ontain innitely many labels introdued by (F2). That is to
say, Γ ontains xi : ¬yi¬B for innitely many xi and yi. If all yi are distint,
Γ must ontain in partiular innitely many formulas x : ¬yi for a xed x.
The reason is that xi : ¬yi¬B may only be introdued by applying (T⇔), thus
there must be innitely many yi : B ⇔ C ∈ Γ . By the systemati proedure, the
rule (T ⇔) has been applied to a label x for every yi : B ⇔ C ∈ Γ generating
x : ¬yi¬B for all yi. But then we an nd a ontradition with respet to
bloking ondition (3b) as in the previous ase, sine for eah i we would have
ΠΓ (yi) 6⊆ ΠΓ (y1), . . . , ΠΓ (yi) 6⊆ ΠΓ (yi−1) . We an onlude that Γ annot
ontain xi : ¬yi¬B, for innitely many distint yi and distint xi. We are
left with the ase Γ ontains xi : ¬y¬B for a xed y and innitely many xi.
In this ase, by bloking ondition (3), we have that for eah i, Box+Γ,y,xi 6⊆
Box+Γ,y,x1, . . . ,Box
+
Γ,y,xi
6⊆ Box+Γ,xi−1 . But again this is impossible given the fat
that eah Box+Γ,y,xi is nite (bounded by O(|A|)) and that the rules are non-
dereasing wrt. the sets Box+Γ .
To prove ompleteness, we will onsider tableau sets saturated under blok-
ing. A tableau set Γ is saturated under bloking i (a) it is build aording to
Denition 25 (b) No further rules an be applied to it. It is easy to see that if Γ
is saturated under bloking, it satises all the saturation onditions in Denition
22 exept possibly for onditions (F ⇔).(iii) and (Fx).(ii).
By the termination theorem, we get that any tableau set generated from an
initial set ontaining just a CSL formula, will be either losed or saturated under
bloking in a nite number of steps.
We now show that an open tableau set saturated under bloking an be
extended to an open saturated tableau set, that is satisfying all onditions of
denition 22. By means of theorem 21 we obtain the ompleteness of the termi-
nating proedure.
Theorem 27. If Γ is saturated and open under bloking, then there exists an
open and saturated set Γ ∗ suh that for all A ∈ LCSL, if x : A ∈ Γ then A ∈ Γ ∗.
Let Γ be an open and saturated set under bloking. We will onstrut the
set Γ ∗ from Γ in three steps. First, we onsider formulas z : ¬x¬A whih are
bloked by ondition 3 (and not by 3b). We onstrut a set Γ1 from Γ whih
satises the saturation ondition (Fx) wrt. these formulas.
Step 1. For eah formula z : ¬x¬A ∈ Γ for whih ondition (Fx) is not
fullled and that is bloked only by ondition 3, we onsider the oldest label
u that bloks the formula. Therefore, the formula u : ¬x¬A is in Γ and it is
not bloked by ondition 3
6
. Sine z : ¬x¬A is not bloked by ondition 3b,
u : ¬x¬A is not bloked for this ondition either, and thus the rule (F2x)
has been applied to it. Hene there exists a label y suh that y : A, y : x¬A
and y <x u are in Γ . We then add y <x z to Γ . We all Γ1 the resulting set.
Claim 2. (I) Γ1 is saturated, exept for (Mod) and the formulas x : ¬(A⇔ B)
and z : ¬x¬A respetively bloked by ondition 2b and 3b. (II) It is open.
The step 2 will now build a set Γ2 saturated wrt. (Mod) from Γ1.
Step 2. For eah y <x z ∈ Γ , if Box
+
Γ,x,z ⊂ Box
+
Γ,x,y, then for eah z0 suh that
Box+Γ,x,z0 = Box
+
Γ,x,z we add y <x z0 to Γ1. We all Γ2 the resulting set.
Claim 3. (I) Γ2 is saturated exept for the formulas x : ¬(A ⇔ B) and z :
¬x¬A respetively bloked by ondition 2b and 3b. (II) It is open.
We will now onsider the formulas bloked by onditions 2b and 3b, and
nally build a set Γ3 saturated wrt. all rules from Γ2.
Step 3. For eah label x suh that there is a formula x : ¬(A ⇔ B) ∈ Γ or
z : ¬x¬A ∈ Γ respetively bloked by ondition 2b or 3b, we let u be the oldest
label whih aused the bloking. We then onstrut the set Γ3 by the following
proedure:
1. we remove from Γ2 eah relation <x, and all formulas v : ¬x¬A and v :
x¬A (v ∈ LabΓ ).
2. For all label z ∈ LabΓ suh that z 6= x, we add x <x z.
3. For all labels z, v ∈ LabΓ suh that z 6= x, if v <u z ∈ Γ2, then we add
v <x z.
4. For eah v : u¬A ∈ Γ , if A ∈ ΠΓ (x) we then add v : x¬A.
5. For eah v : ¬u¬A ∈ Γ suh that v 6= x, we add v : ¬u¬A
6. For eah formula A ∈ ΠΓ (x), we add x : xA.
Claim 4. (I) Γ3 is saturated wrt. all rules. (II) It is open.
We then let Γ ∗ = Γ3. It is easy to see that for all formulas A ∈ LCSL, if
x : A ∈ Γ then x : A ∈ Γ ∗, as none of these formulas are removed by the
onstrution of Γ ∗.
We now prove the preedent laims.
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If it was, let v older than u the label whih auses the bloking. Then v will also blok
u : ¬x¬A, ontradition, as u is by hypothesis the oldest label bloking z : ¬x¬A.
Claim 5. 1. If y <x z ∈ Γ , then Box
+
Γ,x,z ⊆ Box
+
Γ,x,y.
2. If y <x z is in Γ1, then Box
+
Γ,x,z ⊆ Box
+
Γ,x,y.
3. If z : ¬x¬A is bloked by ondition 3 and if u is the oldest label (aording
to ⊏) bloking it, then u : ¬x¬A is not bloked by ondition 3.
4. If z : ¬x¬A and x : ¬(A⇔ B) are bloked by ondition 3b or 2b, and if u
is the oldest label bloking it, then u annot be bloked by ondition 3b nor
2b.
Proof. 1. Trivial, sine Γ is saturated wrt. (Tx).
2. If y <x z ∈ Γ , we are in the preedent ase. If not, then y <x z was
added by step 1. Thus there is a formula z : ¬x¬A bloked by ondition
3. Let u be the oldest label bloking it. We then have, by denition of
bloking ondition 3, Box+Γ,x,z ⊆ Box
+
Γ,x,u. We also have, by denition of
step 1, that y <x u ∈ Γ . Thus, as shown in part 1 of this lemma, we have
Box+Γ,x,u ⊆ Box
+
Γ,x,y. We an now onlude that Box
+
Γ,x,z ⊆ Box
+
Γ,x,y.
3. Suppose that u is the oldest label bloking z : ¬x¬A, and that u : ¬x¬A
is bloked by v. By denition of the bloking ondition, we have that v ⊏
u ⊏ z, and Box+Γ,x,z ⊆ Box
+
Γ,x,u ⊆ Box
+
Γ,x,v. Then we have that v also bloks
z : ¬x¬A: ontradition, as u should be, by hypothesis, the oldest label
bloking this formula.
4. Suppose that u bloks z : ¬x¬A or x : ¬(A ⇔ B) by ondition 3b or
2b. Then we have u ⊏ x and Π(x) ⊆ Π(u). Now suppose that there is a
formula u : ¬(A ⇔ B) or w : ¬u¬A (w ∈ LabΓ ) bloked by ondition 2b
or 3b by a label v. Then v ⊏ u and Π(u) ⊆ Π(v). Sine we have v ⊏ x and
Π(x) ⊆ Π(v), we would have that v also bloks x: ontradition, as u is by
hypothesis the oldest label bloking it.
Proof (Claim 2-(I)). As Γ is saturated under bloking, and Γ ⊆ Γ1, we only
have to hek that the formulas z : ¬x¬A whih were bloked by ondition 3
(and not by 3b) satisfy the saturation ondition (Fx). As we add a preferential
relation y <x z, we also need to hek the saturation wrt. to (Tx).
 (F2x): Let z : ¬x¬A bloked by ondition 3b (and only by this ondition).
By onstrution, there is a label y suh that y : A, y : ¬A and y <x z are
in Γ1, so the formula z : ¬x¬A satises the saturation ondition.
 (Tx): Let z : x¬C and v <x z in Γ1. We have two ases: (1) v <x z is
already in Γ , and as Γ is saturated wrt. (Tx), the saturation ondition
holds in Γ1. (2) v <x z was not in Γ , and so that v <x z was added by
onstrution of Γ1. By laim 5-2, we obtain Box
+
Γ,x,z ⊆ Box
+
Γ,x,v and the
proof is trivial.
Proof (Claim 2-(II)). Sine Γ1 is obtained by adding only preferential formulas
to Γ , and Γ is open, we only have to hek losure ondition (ii).
Suppose that Γ1 is losed by denition 19-(ii): y <x z and z <x y are in
Γ1. Then we have 3 ases: (1) y <x z and z <x y are in Γ : ontradition, Γ is
open. (2) z <x y is in Γ , but y <x z is not. Therefore y <x z has been added
by onstrution of Γ1, and so by laim 5-2 we have Box
+
Γ,x,z ⊆ Box
+
Γ,x,y. Sine
z <x y is in Γ we have by laim 5-1 Box
+
Γ,x,y ⊆ Box
+
Γ,x,z (*). Thus we have:
Box+Γ,x,z = Box
+
Γ,x,y. By denition of Γ1, we also have that y : x¬A is in Γ . By
the inlusion (*), we have that z : x¬A must also be in Γ . But z : ¬x¬A ∈ Γ :
ontradition, Γ is open. The ase where y <x z is in Γ but z <x y is not is
symmetri. (3) Neither y <x z nor z <x y are in Γ . Both formulas has been
added by onstrution of Γ1. Thus there are some y : ¬x¬A and z : ¬x¬B
in Γ bloked by ondition 3. By onstrution of Γ1, if y <x z and z <x y
were added, then we must have y : x¬B and z : x¬A in Γ . Using laim 5-2,
if y <x z and z <x y are in Γ1, then we must have Box
+
Γ,x,z ⊆ Box
+
Γ,x,y and
Box+Γ,x,y ⊆ Box
+
Γ,x,z. Thus Box
+
Γ,x,z = Box
+
Γ,x,y. Thus we have z : x¬B and
y : x¬A also in Γ : ontradition, Γ is open.
Proof (Claim 3-(I)). We have to hek saturation wrt. (Mod) and (Tx). With
regards to (Mod), let u <x z ∈ Γ2. We have several ases: (1) y <x z ∈ Γ :
trivial, Γ being saturated wrt. (Mod).
(2) y <x z ∈ Γ1 but not in Γ , y <x z must have been added by onstrution
of Γ1. Let u ∈ LabΓ , we have two ases: (2a) either u <x z or y <x u are in
Γ1: the saturation ondition is then satised. (2b) neither u <x z nor y <x u
are in Γ1. By onstrution of Γ1, we have that there is z : ¬x¬A ∈ Γ whih is
bloked by v : ¬x¬A by ondition 2b, and we have that y : x¬A and y <x v
are in Γ . We also have Box+Γ,x,z ⊆ Box
+
Γ,x,y (laim 5-2). Sine x¬A ∈ Box
+
Γ,x,y
but not in Box+Γ,x,z (Γ1 would be losed), we have that Box
+
Γ,x,z ⊂ Box
+
Γ,x,y.
As y <x v is in Γ , (Mod) has been applied to it with u so either y <x u or
u <x v are in Γ . The rst ase annot our by our hypothesis, so we have that
u <x v is in Γ . (Mod) had also been applied to it with z, so either u <x z
is in Γ , or z <x v is in Γ . The rst ase being not possible by hypothesis, we
have z <x v ∈ Γ , and so Box
+
Γ,x,v ⊆ Box
+
Γ,x,z (by laim 5-1). As v bloks z
by ondition 3, we also have Box+Γ,x,z ⊆ Box
+
Γ,x,v (by denition of bloking
ondition). So Box+Γ,x,v = Box
+
Γ,x,z, and by denition of Γ2, as u <x v ∈ Γ ,
u <x z is in Γ2.
(3) y <x z ∈ Γ2 but not in Γ1. So y <x z has been added by onstrution of
Γ2. We then have that there is some y <x v in Γ suh that Box
+
Γ,x,v = Box
+
Γ,x,z.
Then for all u ∈ LabΓ , we have two ases: (3a) Either u <x z or y <x u are in
Γ1: this ase is easy. (3b) Neither u <x z nor y <x u are in Γ1. As y <x v ∈ Γ ,
(Mod) had been applied to it with u: so either y <x u or u <x v are in Γ . The
rst ase is impossible by hypothesis, so u <x v is in Γ . As Box
+
Γ,x,v = Box
+
Γ,x,z
and by onstrution of Γ2, u <x z is then in Γ2.
As step 2 add some preferential relations y <x z, we have to hek the
saturation wrt. (Tx). By denition of Step 2, if y <x z was added in Γ2, we
have Box+Γ,x,z ⊆ Box
+
Γ,x,y, and thus the saturation ondition easily follows.
Proof (Claim 3-(II)). The ase of the losures onditions (i) and (iii) are trivial
(as Γ1 is open, and as step 2 only adds preferential formulas). We now onsider
the ase of the losure ondition (ii).
Suppose that y <x z and z <x y are in Γ2. Then we have several ases:
(1) both formulas are in Γ1: ontradition with the fat that Γ1 is open.
(2) z <x y ∈ Γ1 but y <x z is not. Then z <x y have been added by on-
strution of Γ2. So there is a label v suh that y <x v ∈ Γ , Box
+
Γ,x,v = Box
+
Γ,x,z,
and Box+Γ,x,v ⊂ Box
+
Γ,x,y. As z <x y ∈ Γ1, we also have that Box
+
Γ,x,y ⊆ Box
+
Γ,x,z
(laim laim 5-2), and so Box+Γ,x,y ⊆ Box
+
Γ,x,v, whih leads to a ontradition.
(3) neither z <x y nor y <x z are in Γ1. Both formulas have been added by
onstrution of Γ2. So there are some labels v and w suh that z <x v and y <x w
are in Γ . Furthermore, we have Box+Γ,x,v ⊂ Box
+
Γ,x,z, Box
+
Γ,x,w ⊂ Box
+
Γ,x,y, and
Box+Γ,x,v = Box
+
Γ,x,y Box
+
Γ,x,w = Box
+
Γ,x,z. So we an onlude that Box
+
Γ,x,y ⊂
Box+Γ,x,z and Box
+
Γ,x,z ⊂ Box
+
Γ,x,y: we get a ontradition.
Proof (Claim 4-(I)).
 (T⊓), (N⊓) and (NEG): trivial, as Γ2 was saturated with respet to those
rules, and onsidering the fat that for all A ∈ LCSL, if x : A ∈ Γ2 then
x : A ∈ Γ3.
 (F1⇔): trivial, as Γ2 is saturated with respet to this rule and the formulas
added by it are not removed in the onstrution of Γ3.
 (T ⇔): if x : (A ⇔ B) is in Γ3, then it must be in Γ2. If x is not bloked,
it's easy, as Γ2 is saturated wrt. this rule, so either x : ¬¬A, y : ¬B or
y : B, y : ¬x¬A must be in Γ3.
Otherwise, if x is bloked by ondition 2b or 3b, let z be the oldest label
bloking it. For eah label y in Γ3 we have two ases: either y : ¬B ∈ Γ3
or y : B ∈ Γ3. The rst ase is easy, y : ¬B must have been in Γ2, and by
saturation, y : ¬¬A too. As this formula annot be removed between Γ2
and Γ3, we have the saturation. In the seond ase, y : B must have been in
Γ2. We have, as x is bloked by z, ΠΓ (x) ⊆ ΠΓ (z), and so z : (A⇔ B) is in
Γ2. Sine Γ2 is saturated wrt. (T ⇔) and y : B ∈ Γ2, and as z is not bloked
by ondition 2b or 3b (by laim 5-4), we have y : ¬z¬A ∈ Γ2. By denition
of Γ3, we then have y : ¬x¬A ∈ Γ3. So Γ3 is saturated wrt. to (T ⇔).
 (F2 ⇔): Let x be bloked by ondition 2b or 3b (the ase where x is non
bloked is trivial), and let z be the oldest label bloking it. As ΠΓ (x) ⊆
ΠΓ (z), z : ¬(A⇔ B), z : ¬A, z : ¬B must be in Γ2. As z is not bloked (by
laim 5-4), (F2 ⇔) must have been applied to it. So there exists a label u
suh that u : B, u : z¬A are in Γ2. By onstrution of Γ3, we have that
u : x¬A is in Γ3, making it saturated wrt. (F2⇔).
 (F1x): if x is not bloked by ondition 2b or 3b, it is trivial. Otherwise,
let v be the oldest label bloking x. As z : ¬x¬A is in Γ3, z : ¬v¬A must
be in Γ2 (by onstrution of Γ3). As v is not bloked (by laim 5-4), (F1x)
must have been applied to z : ¬v¬A from whih we obtain the onlusion.
 (Tx): if x is not bloked by 2b or 3b, the proof is easy. Otherwise, let v be
the oldest label bloking it. As z : x¬A and y <x z are in Γ3, z : v¬A
and y <v z are in Γ2 (and note that x : ¬A must be in Γ2 too). As v is not
bloked (by laim 5-4), the rule (Tx) have been applied to these formulas,
and so y : ¬A and y : v¬A are in Γ2, and so in Γ3.
 (F2x): if x is not bloked by onditions 2b or 3b, the proof is easy. Oth-
erwise, let v be the oldest label bloking it. As z : ¬x¬A and x : ¬A are
in Γ3, z : ¬v¬A and x : ¬A must be in Γ2. Moreover, as v is not bloked
(by laim 5-4), the rule (F2x) has been applied to these formulas. So there
exists a label u suh that u <v z, u : A and u : v¬A are in Γ2. And so, by
denition of Γ3, u <x z, u : A and u : x¬A are also in Γ3.
 (T) and (F): trivial.
 (Mod): if x is not bloked by onditions 2b or 3b, the relation <x was already
saturated in Γ2, and not modied in Γ3. If x is bloked (by ondition 2b or
3b), let v be the oldest label bloking it. As v is not bloked, the relation <v
is saturated for (Mod) in Γ2. Let z <x u ∈ Γ3. Note that, by denition of
Γ3, u 6= x. If z = x, for all labels y 6= x have x <x y by onstrution of γ3.
If z 6= x, then for all y we have two ases: (a) y = x: then we have x <x u
by onstrution of Γ3. (b) y 6= x: then z <v u must have been in Γ2. As Γ2
is saturated and v not bloked, either y <v u or z <v y are in Γ2, and so
either y <x u or u <x z are in Γ3 by onstrution.
By denition of step 3, if y = x or z = x, at least one of these formula is not
in Γ3, ontraditing our hypothesis.
 (Cent): easy, either by saturation of Γ2 if x is not bloked by 2b or 3b, or
by onstrution of Γ3 in the other ase.
Proof (Claim 4-(II)). None of the losure onditions ould our in Γ3:
 Suppose that x : C and x : ¬C are in Γ3. If C ∈ LCSL, then x : C and x : ¬C
must be in Γ2: ontradition beause Γ2 is open.
If C = z¬A, then two ases:
(a) z is not bloked by ondition 2b or 3b. Then x : z¬A and z : ¬z¬A
are in Γ2 whih leads to a ontradition as Γ2 is open.
(b) z is bloked by ondition 2b or 3b. Let v be the oldest label bloking it.
Then, by onstrution of Γ3, z : v¬A and z : ¬v¬A are in Γ2: ontradi-
tion as Γ2 is open.
 Suppose that y <x z and z <x y are in Γ3. If x is not bloked by ondition
2b or 3b, both formulas are in Γ2, whih leads to a ontradition. If x is
bloked by ondition 2b or 3b, let v be the oldest label bloking it. Suppose
that y 6= x 6= y. Then, by onstrution of Γ3, z <v y and y <v z are in Γ2:
ontradition.
 Suppose that x : ¬x¬A. This formula annot have been added by step 3
(by denition of this step), so it must have been in Γ2 (and then x must be
not bloked by ondition 2b or 3b): ontradition, as Γ2 is open.
The tableaux proedure desribed in this setion gives a deision proedure
for CSL. To estimate its omplexity, let the length of A, the initial formula, be n.
It is not hard to see that any tableau set saturated under bloking may ontain
at most O(2n) labels. As matter of fat by the bloking onditions no more
than O(2n) labels an be introdued by dynami rules F2⇔ and F2x. Thus a
saturated set under bloking will ontain most O(2n) tableau formulas. We an
hene devise a non deterministi proedure that guesses an open tableau set in
O(2n) steps. This shows that our tableau alulus gives a NEXPTIME deision
proedure for CSL. In light of the results ontained in [8℄ our proedure is not
optimal, sine it is shown that this logi is EXPTIME omplete. We will study
possible optimization (based for instane on ahing tehniques) in subsequent
work.
5 Conlusion
In this paper, we have studied the logi CSL over minspaes, and we have ob-
tained two main results: rst we have provided a diret, sound and omplete
axiomatisation of this logi. Furthermore, we have dened a tableau alulus,
whih gives a deision proedure for this logi.
In [4℄, a tableau algorithm is proposed to handle logis for metri spaes
omprising distane quantiers of the form ∃<aA and alike, where a is positive
integer (together with an interior and a losure operator). As observed in [10℄,
the operator ⇔ an be dened in a related logi that allows quantiation on
the parameters in distane quantiers. The methods proposed in [4℄ make use
of an elegant relational translation to handle distane quantiers with xed
parameters. However, it is not lear if they an be adapted to handle also the
onept similarity operator.
There are a number of issues to explore in future researh. The deision pro-
edure outlined in the previous setion is not guaranteed to have an optimal
omplexity, so that we an onsider how to improve our alulus in order to
math this upper bound. Another issue is the extension of our results to sym-
metri minspaes, and possibly to other lasses of models. Finally, sine one
original motivation of CSL is to reason about onept similarity in ontologies,
and partiularly in desription logis, we plan to study further its integration
with signiant languages of this family.
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