Significance testing is widely used and often criticized. The Task Force on Statistical Inference (TFSI; Wilkinson & TFSI, 1999) addressed the use of significance testing and made recommendations that were incorporated in the fifth edition of the APA publication manual (APA, 2001). They emphasized the interpretation of significance testing and the importance of reporting confidence intervals and effect sizes. We examined whether 286
Introduction
The statistical technique used most often in the behavioural sciences is also one of the most controversial: the so-called null hypothesis significance test (hereafter called significance testing). Although significance testing has its defenders (e.g., Mulaik, Raju & Harshman, 1997) , it has for decades been heavily criticized (e.g., Bakan, 1966; Batanero, 2000; Cohen, 1994; Cortina & Dunlap, 1997; Falk & Greenbaum, 1995; Harlow, Mulaik & Steiger, 1997; Lecoutre, Poitevineau & Lecoutre, 2003; Rozeboom, 1960; Schmidt, 1996; Vacha-Haase, 2001 ). Problems associated with significance testing include: an increased risk of the socalled publication bias (e.g., Bakan), failing to take into account that there are a priori reasons for believing that the commonly tested null hypothesis of "no effect" is false (Bakan), and the crucial problem that the significance test "does not tell us what we want to know" (Cohen, p. 997) .
In this study, we focus on yet another problem. Namely, that significance testing encourages a binary way of interpreting results (Rosnow & Rosenthal, 1989) and even suggests the absence of uncertainty with regards to statistical inference. Many researchers seem to rely on the outcome of the significance test as a binary indicator of importance or even effect size, and few are capable of interpreting the p-value correctly (Oakes, 1986) . Researchers might thus erroneously interpret the significance of an outcome as indicating the importance of an effect. However, as we all once learned, the statistical significance of an effect (i.e., rejecting the null hypothesis) does not mean that the effect is important. Moreover, lack of statistical significance (i.e., failing to reject the null hypothesis) means only that no clear evidence for rejecting the null hypothesis is available, and does not imply that the null hypothesis represents the true state of the world. For these reasons, it has been argued that binary interpretations can compromise the correct interpretation of a given study (Rosnow & Rosenthal) , and, according to some, even the progress of science in general (Schmidt,1996) .
Because significance testing implies categorisation of experimental outcomes, situations might arise in which it is difficult to resolve controversies about whether a particular effect exists or not. Rossi (1997) illustrated this with an example of a meta-analysis conducted on the phenomenon of spontaneous recovery of verbal learning. The meta-analysis of 39 studies included 47 experiments, of which 20 reported significant results and 27 did not. Based on the number of significant outcomes only, it is hard to judge whether spontaneous recovery exists or not. However, the meta-analysis -including measures of effect size-showed a relatively large overall effect.
When only the outcomes of significance tests or relative p-values (i.e., whether a p-value meets an arbitrary cut-off such as p < .05) are reported, the ratio scale of the exact p-value is reduced to only two categories, resulting in the loss of information. Moreover, giving only a relative p-value does not give information about the degree of uncertainty.
The illusion of certainty created by the use of significance testing (Gigerenzer, 2004) may be overcome by adding measures of uncertainty to the analysis of experimental outcomes. Specifically, confidence intervals (hereafter referred to as CIs) explicitly convey the uncertainty of an estimate.
It is an open question whether the on-going debate about the value of significance testing has led to changes in scientific practice (Finch, Cumming & Thomason, 2001 ). This debate did, however, lead to the formation of the Task Force on Statistical Inference (TFSI; Wilkinson & TFSI, 1999) . The goals of the TFSI were to elucidate some of the controversial issues surrounding application of statistics in psychology, including significance testing and its alternatives. The TFSI's recommendations were partly incorporated in the fifth edition of the APA publication manual (Finch, Thomason & Cumming, 2002) . The TFSI suggestions explicitly state that dichotomous accept-reject decisions are undesirable, and that interval estimates, such as CIs, and effect size should be given for every principal outcome. As far as CIs are concerned, the guidelines state that "because confidence intervals combine information on location and precision, and can often be directly used to infer significance levels, they are, in general, the best reporting strategy" (p. 22), and are "therefore strongly recommended" (p. 22).
Nevertheless, most researchers think of significance testing as the method for presenting their results. For example, in a study of 150 articles from the Journal of Applied Psychology Finch et al. (2001) found that 97% of the articles contained at least one significance test. According to Masson and Loftus (2003) , practicing scientists rely almost reflexively on the logic and methods associated with significance testing. Despite all the criticism, and despite the recommendations of the TFSI, significance testing seems to remain "the cornerstone of statistical analysis in social science research" (Tryon, 2001, p. 371) .
Although the focus of the significance testing debate has centred on the theoretical arguments for or against it, some research has focused on the interpretation of significance testing outcomes in practice (e.g., Lecoutre, Poitevineau & Lecoutre, 2003; Oakes, 1986; Rosenthal & Gaito, 1963; Weisburd, Lum & Yang, 2003) . For example, Finch et al. (2001) focused on misconceptions about significance testing as revealed in published reports.
In particular, they examined the way in which p-values were reported and the differences between how statistically significant and non-significant outcomes were reported with respect to the guidelines suggested by the TFSI (Wilkinson & TFSI, 1999) . Very little influence of the suggestions of the TFSI was found, presumably because too little time had passed since the publication of the report. We reviewed articles submitted both before and after publication of the fifth edition of the APA publication manual to determine whether (1) statistical significance was equated with certainty, (2) statistically nonsignificant effects were reported as non-existent or negligible, (3) p-values were reported in the manner prescribed by the APA, (4) CIs were reported, and (5) effect sizes were reported.
Method

Materials
All 266 "brief reports" from Psychonomic Bulletin & Review (hereafter referred to as PB&R), Volumes 9, 10 and 11 (2002, 2003 & 2004) , were included. In 259 of these 4-6 page articles, significance testing was one of the main techniques used to analyse the data. The seven articles without a significance test were excluded from our analyses. In all, 101 of the analysed articles were submitted before the publication of the APA manual, and 158 were submitted after its publication. We also examined 20 articles from 1994 and 1995 from PB&R to provide an earlier baseline. PB&R was chosen for its breadth and its relatively high impact factor (1.9 in 2004). Although all of the papers we examined came from PB&R, the journal's quality and breadth is such that both the style and content of articles published there are likely to be representative of articles by researchers in a wide range of subdisciplines of psychology, and, thus, the articles studied here can be considered a sample from the population of psychology articles. Of the recent articles, 93 % (242) reported both statistically significant and statistically non-significant test results; 17 articles reported statistically significant test results only. These findings are consistent with our view that significance testing is still prevalent in psychonomic science.
Given that it is likely that more interpretation errors are made in less prominent journals than in prominent journals such as PB&R, the CIs in the Results and Discussion section can be considered as a conservative estimate of the proportion of interpretation errors in those less prominent journals.
Checklist
A 12-item checklist was developed for recording ways of reporting significance testing. Items fell into five categories, described below. Items were scored "1" if at least one occurrence was found in the article and "0" otherwise.
Reporting statistical significance as certainty. Concluding that a statistically significant test result implies with certainty that the effect is present in the population is incorrect because it ignores the possibility of a Type I error. Statements such as "we demonstrated that A influences B", "we showed that A is larger than B" and "given this result, we know that there is an effect" were considered errors of this type, whereas statements such as "this suggests that there is an effect" and "there probably is an effect", were not considered incorrect. Very general phrases such as "Group A scored higher than Group B" are ambiguous and could arguably be interpreted as referring to the sample. Thus, they were not counted as reporting statistical significance as certainty, whereas phrases such as "men score higher than women" were.
Reporting that there is no effect or a negligibly small effect. It is a serious mistake to interpret a statistically non-significant effect as proof of the absence of an effect in the population. Phrases such as "there is no effect", "there was no evidence for" (combined with an effect in the expected direction), "the non-existence of the effect", "no effect was found", "are equally affected", "there was no main effect", "A and B did not differ" or "the significance test reveals that there is no difference" were taken as evidence of this mistake. It is also incorrect to consider an effect negligibly small when this is based only on the outcome of a significance test. Therefore, we also coded whether a statistically non-significant effect was described as a negligibly small effect. We considered this the case when statements like "there is hardly an effect", "the effect is negligible" or "the almost absent effect" were used without relating this to a CI, a standardised effect size or an unstandardised effect size with a measure of variability.
Reporting exact versus relative p-values.
According to the APA publication manual, exact p-values should always be reported, except when appearing in large tables of correlations or complex tables of path coefficients. We coded use of relative p-values (defined as p smaller or larger than a fixed value, e.g., p < .05 or p > .10) and also use of exact pvalues for both statistically significant and statistically non-significant results. We also checked whether effects were reported as statistically significant or non-significant without mentioning a p-value. We did not require the term "statistically" to be used to record this item.
Reporting confidence intervals. Reporting a point estimate or significance test result without presenting a CI runs counter to APA guidelines. We coded use of CIs including visual representations and numerical reports of an interval with an associated confidence level. We also coded whether some other visually represented measure of error was provided such as a standard error or standard deviation.
Reporting effect size. Reporting p-values alone does not make it possible to draw conclusions about the magnitude of the effect in the population. For that purpose, an effect size based on the sample should be reported. We used a broad as well as a narrow criterion to check for the mentioning of effect sizes. The broad criteria included standardised and unstandardised effect sizes including sample means. The narrow criteria included only standardised effect sizes.
Procedure
All 259 articles were coded by the first author; 16 articles (6%) were cross-coded by the second author. In total, 192 binary items were crosscoded. For 98% of those items, the coding was identical. Although the items differed in their complexity as far as scoring was concerned, the proportion of agreement indicates that there was little disagreement between both authors. The four instances of disagreement were on the "accepting the null hypothesis" item, in which the first author apparently required stronger evidence. To be more conservative, we used his codes. We also investigated the change in reporting practices from before and after the publication of the fifth edition of the APA publication manual.
Analysis
Columns 4 and 5 of Table 2 .1 give the percentage of articles using each practice before and after June 2001.
To make inferences about the change in reporting practice, we used linear logistic regression to predict occurrence of a given reporting practice from submission time (measured in years relative to June 2001). The results of a logistic regression are best interpreted in terms of the odds of an event occurring, that is, the probability of the event occurring over the probability of it not doing so. Specifically, we used linear logistic regression to estimate the relation between the submission time and the odds of the specific reporting practices being used. For simplicity, we report the weight for the odds, that is, the factor by which the odds change each year. For example, if the weight for the odds of reporting significance as certainty is 0.5, this means that the odds halve from one year to the next. If the weight is 1, it means that the odds do not change from year to year. If the weight is 2, the odds double over a year. We refer to the weight for the odds estimated by linear logistic regression as the estimated annual change in odds factor. The proportions of papers using a practice before and after the publication of the APA publication manual (columns 4 and 5 in Table 2 .1) also can be used for the interpretation of the odds.
Results and Discussion
Reporting Significance as Certainty. In total, 19% (CI: 14%, 24%) of the articles contained at least one phrase in which authors indicated their certainty of an effect in the population. The proportion of such statements dropped from 24% before to 16% after publication of the APA publication manual. The estimated annual change in odds factor was 0.83. This trend is in a "progressive" direction, but note that for the interpretation of the estimated change in odds factors, CIs (see Table 2 .1) should be taken into account, and it can be seen that these are generally rather wide.
Reporting that There is no Effect or that the Effect is Negligibly
Small. We found the serious mistake of accepting the null hypothesis and claiming no effect in 60% (CI: 53%, 66%) of the articles which reported statistically non-significant results. This percentage was found both before and after the publication of the fifth APA publication manual.
There was a claim of no effect or a claim of a negligible effect without sufficient statistical evidence for the negligibility of the effect in 63% (CI: 57%, 69%) of the articles. This percentage dropped from 67%
(before the publication of the fifth APA publication manual) to 61% (after the publication of the fifth APA publication manual), giving an estimated annual change in odds factor of 0.88. (CI: -13%, 0%), for submissions before (88%) and after (84%) the new APA publication manual.
Reporting Exact Versus
We also checked whether the reporting of exact and relative p-values and the reporting of a result without a p-value differed for statistically significant and statistically non-significant results. Articles in which no statistically non-significant results were reported were excluded from this analysis.
Clear differences were found between the way in which statistically significant and non-significant results were reported, as can be seen in Table 2 .1, these may be due to the relatively small sample size used for the 1994 and 1995 articles. It seems safe to conclude that there have not been radical changes in reporting practices in the past decade. This finding supports our general view that if there are any long-term changes in the first place, those changes are not large. Cases of misinterpretation and insufficient information abounded in the studied articles, with more than half the articles claiming a null-effect.
General Discussion
Moreover, APA guidelines as published in 2001 were not followed consistently: Although some measure of effect size was found in a large majority of the articles, exact p-values were not consistently reported and
CIs were found in only a small minority of the articles.
At least one claim of certainty or importance on the basis of a statistically significant outcome was found in 19% of the articles. We suspect that this number underestimates the proportion of researchers who view statistical significance as indicating importance or who interpret a statistically significant effect as a proven population effect. Frequently used statements such as "the significance test showed that the placebo group scored higher than the treatment group" at least suggest that this conclusion will also hold in the population. Such ambiguous cases were not counted, so our estimate of reporting significance as certainty or importance is probably an underestimation. Both claiming certainty on the basis of a significant finding (Rosnow & Rosenthal, 1989) and accepting the null hypothesis suggest binary thinking on the part of the researcher. Our results, especially for statistically non-significant results, are consistent with the idea that significance testing encourages binary thinking.
Despite the fact that APA guidelines prescribe the reporting of exact p-values, we found many instances of relative p-values or no p-values at all.
The pattern of reporting p-values (exact, relative or not at all) varied markedly according to whether statistical significance was achieved. Such a pattern is consistent with our view that significance testing is accompanied by binary thinking. "Successes" (rejecting the null hypothesis) are reported relative to the standard for success (rather than more precisely) and p-values associated with "failures" (failure to reject the null hypothesis) are not deemed interesting enough to be reported.
Although highly recommended by the APA, CIs are far from being generally used as a standard way of presenting results. We did see an increase in the use of measures of uncertainty in general, but the frequencies were too small to warrant general conclusions. An explanation for the infrequent use of CIs could be that changes in the way researchers report their data are usually slow, so it may be premature to state that the APA publication manual will have no influence as far as the frequency of use of CIs is concerned.
In the introduction we stated that binary thinking could impede the progress of science in general, that significance testing can be regarded as encouraging binary thinking, and that following APA guidelines should lead to a decrease of binary thinking. Our results show that the new guidelines are not yet followed on a large scale, although some small trends toward improvement can be discerned. Diminishing the occurrence of binary thinking in science -which we think essential-will likely be a difficult and time-consuming process.
