In this paper, we present the general exact solutions of such coupled system of matrix fractional differential equations for diagonal unknown matrices in Caputo sense by using vector extraction operators and Hadamard product. Some illustrated examples are also given to show our new approach.
Introduction
Fractional calculus attracted the attention of researchers because of its application in physics as the nonlinear oscillation of earthquake can be modeled with fractional derivatives [1] , and the fluid-dynamic traffic model with fractional derivatives [2] can eliminate the deficiency arising from the assumption of continuum traffic flow. Based on experimental data fractional, partial differential equations for seepage flow in porous media are suggested in [3] , and differential equations with fractional order have recently proved to be valuable tools to the modeling of many physical phenomena [4] . A review of some applications of fractional derivatives in continuum and statistical mechanics is given by Mainardi [5] . The analytic results on the existence and uniqueness of
Basic Results and Preliminaries
In this section, we recall some basic results and definitions associated to Hadamard product, Mittage-Leffler function and Caputo fractional derivative that will be used to get our results later. .Then the Hadamard product of A and B is defined by [19] - [26] . A M ∈ are defined, respectively, for 0 p > by [18] .
Note that the Mittage-Leffler matrix function of m A M ∈ can be represented by using spectral decomposition method by [18] .
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Definition 2.6. The Caputo fractional derivative of ( ) f x with order 0 p > , 1 , n p n n − < < ∈ , is defined by [18] - [20] . 
Main Results
In this section, we present the general exact solutions of the coupled and uncoupled system of fractional differential equations for diagonal unknown matrices by using the using vector extraction operators and Hadamard product. Lemma 3.1. Let n A M ∈ be a given scalar matrix, ,1 n c M ∈ be a given scalar vector, ( )
given vector function and ( ) ,1 n y x M ∈ be an unknown vector function to be solved. Then the exact solution of the following non-homogenous linear fractional system of order 0 1 p < < is given by [18] - [20] .
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Proof. By using (2-3), then (3.5) can be represented by:
Now by letting ( )
, ,
. Then (3.7) can be written as:
Hence by using Lemma 3.1 and simple computations, then we get the solution as in (3-6). Below we will discuss some important special cases of the general system as in Theorem 3.3. 
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Proof. By multiplying the second equation in (3-9) by 1 AD − , we get: 
Now, by using ( ) . Vecd of (3.12), then we get the following equivalent system:
Now by using (3-6), then the solution of (3.13) is given by: 
Now we deal with ( )
Similarly, 
Now from (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) , (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) and (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) , we get 
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are given by:
Proof. The proof is straightforward by applying Theorem 3.4 by letting ( ) n A B C D I = = = = and by using the following fact:
Illustrated Examples
In the section, we give some illustrated examples to show our new approach as discussed in above section. Example 4.1. Consider the following matrix linear fractional differential equation:
and ( ) Y x is diagonal matrix. Then the exact solution of (4-1) by applying Theorem 3.2 is given by: 
Now the exact solution of (4-3) by applying Theorem 3.2 is given by: 
