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Abstract
In this paper we propose a new approach to language modeling based on dynamic Bayesian networks. The principle idea of our approach
is to find the dependence relations between variables that represent different linguistic units (word, class, concept, ...) that constitutes a
language model. In the context of this paper the linguistic units that we consider are syntactic classes and words. Our approach should
not be considered as a model combination technique. Rather, it is an original and coherent methodology that processes words and classes
in the same model. We attempt to identify and model the dependence of words and classes on their linguistic context. Our ultimate
goal is to devise an automatic mechanism that extracts the best dependence relations between a word and its context, i.e., lexical and
syntactic. Preliminary results are very encouraging, in particular the model in which a word depends not only on previous word but also
on syntactic classes of two previous words. This model outperforms the bi-gram model.
1. Introduction
The role of a statistical language model is to model dif-
ferent linguistic events in a language. This is achieved by
assigning a probability to each word sequence hwt (where
h represent the history of word wt). These probabilities are
estimated using a Markov chain of some fixed order ( usu-
ally 1 or 2 ). n-grams formulated as Markov chains are the
most widely used language models. Based on the observa-
tion that certain words have similar behavior, one can think
of clustering words into classes and construct n-class mod-
els to substitute or complement n-grams. This approach
is used to reduce model complexity, improve generaliza-
tion property, handle missing data and introduce high level
linguistic information (syntactic, semantic etc.). Different
complementary linguistic information sources can be ex-
ploited using simple linear ombination (Jelinek and Mercer,
1980) or maximum entropy (Rosenfeld, 1994) techniques.
As it will become clear in the following sections, n-
gram and n-class models are actually particular cases of
dynamic Bayesian networks (DBN). In this paper we pro-
pose to use the DBN formalism in order to achieve a bet-
ter exploitation of each linguistic unit considered in model-
ing. We develop a unifying approach that processes each
of these units in one model and construct new language
models with improved performance. The principle of our
approach is to construct DBNs in which a variable (word,
class or any other linguistic unit) may depend on a set of
context variables. These dependence links between linguis-
tic units can be determined automatically or manually. Our
ultimate goal is to propose an automatic scheme to learn
the optimal DBN structure from a training corpus. With
this goal in mind, in this paper we investigate the feasibil-
ity of our approach by first testing models for which the
structure is specified manually. The advantage of our ap-
proach with respect to linear interpolation is that, instead of
using a weighted average of models constructed over words
and classes separately, our approach integrates all linguistic
units in one model without any distinction between classes
and words. Compared to the maximum entropy principle,
we can say that our approach yields models that are much
easier to interpret.
2. Dynamic Bayesian networks
Our approach is based on the framework of dynamic
Bayesian networks (DBNs) which is a generalization of
Bayesian networks (BNs) to dynamic processes. Briefly,
the Bayesian networks formalism consists of associating
a directed acyclic graph to the joint probability distri-
bution (JPD) P (X) of a set of random variables X =
{X1, ..., Xn}. The nodes of this graph represent the ran-
dom variables, while the arrows encode the conditional
independences (CI) which (are supposed to) exist in the
JPD. A BN is completely defined by a graph structure S
and the numerical parametrization Θ of the conditional
probabilities of the variables given their parents. Indeed,
the JPD can be expressed in a factored way as P (X) =∏n
i=1 P (Xi|Πi), where Πi denotes the parents of Xi in S.
A DBN encodes the joint probability distribution of a
time evolving set X [t] = {X1[t], . . . , Xn[t]} of variables.
If we consider T time slices of variables, the DBN can be
considered as a (static) BN with T ×n variables. Using the
factorization property of BNs, the joint probability density
of XT1 = {X [1], . . . , X [T ]} is written as:






where Πit denotes the parents of Xi[t]. In the BNs liter-
ature, DBNs are defined using the assumption that X [t] is
Markovian (Friedman et al., 1998). In this paper, we re-
lax this hypothesis to allow non-Markov processes and we
consider that the process X [t] satisfies:
P (Xi[t]|X
t+τf
1 ) = P (Xi[t]|X [t−τp], . . . , X [t+τf ]) (2)
for some integers τp and τf . Graphically, the above as-
sumption states that a variable at time t can have parents in
the interval [t−τp, t+τf ] (see (Deviren and Daoudi, 2001)
for details).
From this perspective, it is obvious that classical lan-
guage models can be represented as DBNs. Indeed, n-gram
models assume that the probability of a word sequence is
factorized over the conditional probabilities of each word
in the sequence given its recent history of n−1 words. That
is, if W is the word vocabulary and wT1 = w1...wT ∈ W
T
is a word sequence, one assumes that:
P (wT1 ) =
T∏
t=1
P (wt|wt−1, . . . , wt−n+1) (3)
Thus, if Wt is a discrete random variable taking its val-
ues in W for every t, n-grams can be represented as the
DBN shown in Fig. 1-(a) (for n = 3, i.e., trigram) which
is a Markov chain of order n. Class-based approaches
represent the history on word classes rather than words.
That is, if C = {l1, ..., lm} is the set of class labels and
cT1 = c1...cT ∈ C
T is an observed class sequence, one
assumes that:





P (wt|ct)P (ct|ct−1, . . . , ct−n+1). (4)
Thus, if Ct is a discrete random variable taking its values
in C for every t, n-class models can be represented as the






Ct−2 Ct−1 Ct+1 Ct+2
Wt+2Wt+1Wt−1
(b) bi-class
Figure 1: tri-gram and bi-class models
3. DBNs for language modeling
n-gram and n-class models are the most commonly used
language models in state-of-the-art speech recognition sys-
tems. It has been shown that n-gram models are very ef-
ficient when they are trained on a sufficiently informative
corpus. The principle inconvenience of these models is that
they are computationally very demanding given that they
require |W |n probabilities to be estimated, where n is the
model order. Despite the “cut-off” techniques that reduce
the complexity, these models remain extremely complex.
On the other hand n-class models are less complex since
the number of classes is generally much smaller than the
vocabulary size. They also have better generalization prop-
erties. Nevertheless, they are less accurate and their per-
plexity is higher. For this reason they are generally com-
bined with n-grams. In such circumstances the realization
of a language model is performed first by specifying the
model order (n) and then the two models ( n-gram and n-
class) are trained individually using maximum likelihood
criteria. The last step is either a linear combination of these
models or an integration of their respective characteristics
in a single architecture using maximum entropy techniques.
This approach yields quite interesting results, however if
we want to better exploit the lexical and syntactic infor-
mation, a solution would be to consider them in a unique
model that is trained within a single procedure.
The DBN formalism provides a theoretical and compu-
tational framework to achieve our goal. Our principle idea
is to impose no a priori hypothesis on the way a language
should be represented but to consider all available data
(words, classes, ...) as observations of the dynamic sys-
tem {Wt, Ct}. Our goal then is to find the model that has
the best description (in terms of perplexity) of these obser-
vations. In this way, we let data dictate what influences the
pronunciation of a word. In Bayesian networks terminol-
ogy this is the structure learning problem: find the graph
structure (and its numerical parameterization) that explains
the data at ‘’best”. In BN literature there are algorithms that
attempt to solve this (difficult) problem (Heckerman, 1995),
their performances depend on the application. Our objec-
tive in this paper is not to use these algorithms (note that our
ultimate goal is to develop a structure learning algorithm
that is well adapted to language modeling). Our objective
is rather to check whether our approach could effectively
overcome classical n-gram and n-class models. Therefore
we consider a rich set of graph structures that could be plau-
sible for language modeling. We evaluate several DBNs in
this set on a concrete application and compare them to n-
gram and n-class models.
3.1. Proposed set of structures
In order to define a set of DBN structures plausible for
language modeling, we need to specify CI assertions that
are linguistically informative and easy to interpret. We also
want n-gram and n-class models to be included in this set
in order to be able to exploit their linguistic properties. To
do so we start by relaxing the CI assumptions of n-class
models. We assume that a word does not only depend on
its class but also on the classes of words in a limited past
and/or future context. To incorporate the properties of n-
grams we authorize the dependence of the word to its lexi-
cal history. And finally we consider that a class may not
only depend on its history but also on the current word
and/or other words in a limited past and/or future context.
Figure 2 shows an example of a DBN in the set of struc-
tures we consider. In this model each word depends on the
previous, present and future class and each class depends
on previous class.
The joint probability for a specific model is expressed
as:





P (wt|πwt)P (ct|πct) (5)
where πwt (resp. πct) is a realization of the parents ΠWt
(resp. ΠCt ) of Wt (resp. Ct). The numerical parameteriza-
tion of the model is given by conditional probability tables









Figure 2: An example DBN structure.
note, for Xt ∈ {Wt, Ct}, by:
θx,j,k = P (Xt = j|ΠXt = k). (6)
These parameters are estimated using maximum likelihood





where Nx,j,k is the number of realizations of Xt =
j, ΠXt = k. The classical “smoothing” techniques are still
applicable to these models.
4. Experiments and evaluation
The training and test corpus are extracted from Le
monde newspaper. We use 22M words for training and a
test corpus of 2M words. The vocabulary consists of the
most frequent 5000 words. The training corpus has been
labeled automatically by a set of 200 syntactic classes set
by hand (Smaı̈li et al., 1999). All models used in the ex-
periments are smoothed using absolute discounting method
(Ney et al., 1994)
Table 1 shows perplexity results of 14 different
Bayesian network language models. The models DBN1,
DBN2 and DBN3 correspond to bi-gram, bi-class and tri-
class models respectively. In order to achieve our objective
to find the best model we set the bi-class model as baseline
and extend it incrementally by incorporating additional lex-
ical and/or syntactic context. We also introduce the concept
of right context of a word. DBN6 is a typical example of
this case that integrates not only the left class context of a
word but also its right syntactic context. We obtain a 16.6%
improvement with respect to DBN4 that proves the impor-
tance of right context. It is true that linguistically this is
not a surprising result. On the other hand, it is difficult to
realize the use of right context in speech recognition, but
this could be achieved with a multi-pass decoding scheme.
DBN5, on the other hand, shows that left context is quite
important. That is why its removal reduces the results by
7.8%. A significant perplexity reduction is observed if a
word not only depends on its syntactic but also lexical con-
text. Indeed, DBN11 yields an improvement of 24.6% with
respect to DBN4. This results confirms that lexical history
is indispensable and that syntactic history provides a signif-
icant improvement.
Pushing forwards this strategy, we achieve a model that
is not only much better than the bi-class but also better than
the bi-gram. Indeed, the model DBN14 that is shown in
Fig. 3, reduces the perplexity by 57.9% with respect to
Table 1: Training is performed on 11 months of “Le Monde
87”. Perplexity is computed using 1 month containing more
than 1M words.
DBN structure (or JPD) Perplexity
DBN1
∏
t P (wt|wt−1) 65.24
DBN2
∏
t P (wt|ct)P (ct|ct−1) 151.31
DBN3
∏
t P (wt|ct)P (ct|ct−1ct−2) 130.00
DBN4
∏
t P (wt|ct, ct−1)P (ct|ct−1) 113.13
DBN5
∏
t P (wt|ct, ct+1)P (ct|ct−1) 121.98
DBN6
∏
t P (wt|ct−1, ct, ct+1)P (ct|ct−1) 94.35
DBN7
∏
t P (wt|ct, ct−1)P (ct|ct−1, ct−2) 97.19
DBN8
∏
t P (wt|ct, ct+1)P (ct|ct−1, ct−2) 104.8
DBN9
∏
t P (wt|ct−1, ct, ct+1)P (ct|ct−1, ct−2) 81.06
DBN10
∏
t P (wt|wt−1, ct−1, ct, ct+1)P (ct|ct−1) 78.00
DBN11
∏
t P (wt|wt−1, ct)P (ct|ct−1) 85.20
DBN12
∏
t P (wt|wt−1, ct)P (ct|ct−1, ct−2) 73.20
DBN13
∏
t P (wt|wt−1, ct−1)P (ct|wt) 70.86
DBN14
∏




Ct−2 Ct−1 Ct+1 Ct+2
Wt+2Wt+1Wt
Figure 3: DBN structure that yields smaller perplexity w.r.t.
bi-gram.
DBN2 and 2.4% with respect to DBN1 (bi-gram). This new
approach outperforms the classical bi-gram. These results
show that our approach leads indeed to a new category of
language models that are able to achieve better performance
than classical ones.
5. Conclusion and perspectives
We presented a new approach for language model con-
struction based on dynamic Bayesian networks formalism.
This approach has several advantages with respect to clas-
sical techniques. First of all, it infers the best model for
language from training data in such a way that the result-
ing model is the best explanation of the corpus and it is not
constrained by a priori assumptions. Another advantage is
that all linguistic units considered in modeling are handled
in one procedure. Hence the resulting models are consis-
tent and easy to interpret. In this paper we tested different
DBN structures in order to evaluate the potential of our ap-
proach. The results are promising and further detailed ex-
periments are necessary to obtain better performance. On
the other hand our main objective is to develop an algorithm
that infer automatically the best DBN for the language un-
der consideration from training data. This will be the main
direction of our future work.
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