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1. Introduction
Let X1, . . . , Xn be sample of i.i.d.r.v’s having c.d.f. F ∈ ℑ where ℑ is set of all c.d.f.’s of
random variables taking values into interval [0, 1].
Define c.d.f. F0(x) = x for x ∈ [0, 1].
We test hypothesis
H0 : F = F0, (1.1)
versus sets of alternatives defined in terms of
distribution functions
Hn : F ∈ Υn, Υn ⊂ ℑ (1.2)
or densities p(x) = 1 + f(x) = dF (x)d x
H1n : f ∈ Ψn, Ψn ⊂ L∞(0, 1). (1.3)
Here L∞(0, 1) is Banach space of functions h(x), x ∈ [0, 1], with the norm ‖h‖∞ =
supx∈(0,1) |h(x)|.
Denote Fˆn empirical c.d.f. of sample X1, . . . , Xn.
On the set ℑ of distribution functions define functional
T (F ) = max
x∈[0,1]
|F (x) − F0(x)|
∗The research has been supported by RFFI Grant 20-01-00273.
1
imsart-bj ver. 2014/10/16 file: kolmeng.tex date: May 27, 2020
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Then T (Fˆn) is Kolmogorov test statistics.
We explore necessary and sufficient conditions on nonparametric sets of alternatives
Υn ( Ψn respectively), under which Kolmogorov test is uniformly consistent. We call
such sequences of sets of alternatives uniformly consistent.
Consistency and relative efficiency of Kolmogorov test was explored mainly fo para-
metric sets of alternatives [2, 3, 8, 11, 19]. If sets of alternatives are Besov bodies in Besov
space Bs2∞ with deleted ”small ball” in L2(0, 1), Ingster [9] showed uniform consistency
of Kolmogorov test.
In first part of paper (see [6]), for nonparametric test statistics Tn(Fˆn) having quadratic
structure we show that separation of their normalized distances en inf {Tn(F ) : F ∈
Υn } > c > 0 from zero is necessary and sufficient condition of uniform consistency of
sets of alternatives Υn. Here functional Tn can depend on sample size n. Normalizing
constants en →∞ as n→∞ are defined in a special way.
This statement has been proved in [5, 6] for nonparametric test statistics of
Cramer- von Mises tests;
chi-squared test with number of cells increasing with growing sample size;
tests generated quadratic forms of estimators of Fourier coefficients of signal in problem
of signal detection in Gaussian white noise;
tests generated L2 –norms of kernel estimators.
We could not prove similar statement for Kolmogorov test. Kolmogorov test is con-
sistent [14] for sequences of alternatives Hn : F = Fn, if n
1/2T (Fn) → ∞ as n → ∞,
and inconsistent if n1/2T (Fn) → 0 as n → ∞. At the same time Kolmogorov test is
inconsistent (asymptotically unbiased) [14, 18, 17] for sets of alternatives
Υn(0, 1, d) = {F : n1/2T (F ) > d, F ∈ ℑ}
with d > 0.
In paper we show uniform consistency of Kolmogorov test on sets of alternatives
Υn(e1, e2, d) = {F : n1/2 max
e1≤x≤e2
|F (x)− F0(x)| > d, F ∈ ℑ1},
for arbitrary choice of e1, e2, 0 < e1 < e2 < 1 and d > 0. Here ℑ1 is subset of all
continuous strictly increasing distribution functions in ℑ.
After that we explore consistency problem if nonparametric sets of alternatives are
defined in terms of densities (1.3).
Since L∞(0, 1) is separable, problem of uniform consistency of Kolmogorov test on
sets of alternatives Ψn is reduced to the problem of consistency of all sequences of simple
alternatives fn ∈ Ψn. Sequence of sets of alternatives Ψn is uniformly consistent, if and
only if, sets Ψn do not contain inconsistent sequence of simple alternatives fn. In other
words, sequence of sets of alternatives Ψn is uniformly consistent, if and only if, all
sequences of simple alternatives fn ∈ Ψn are consistent.
Thus uniform consistency of sets of alternatives defined in terms of densities can be
explored in the framework of consistency of sequence of simple alternatives.
To explore consistency problem for sequences of simple alternatives we answer on the
following three questions ii. - iv., posed in [6].
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Fix r, 0 < r ≤ 1/2. Suppose sets of alternatives are the following
Vn = {f : ‖f‖∞ > cn−r, f ∈ U},
where U is center-symmetric convex set, U ⊂ L∞(0, 1).
ii. How to set largest set U such that Kolmogorov test is uniformly consistent on sets
of alternatives Vn ?
Such largest sets U we call maxisets. Exact definition of maxisets is provided in sub-
section 2.2.
For 0 < r < 1/2, we show (see Theorem 4.3) that maxisets are Besov bodies in Besov
space Bs∞,∞ with s =
2r
1−2r . This implies r =
s
2+2s . Asymptotically minimax tests for
Besov bodies in Besov space Bs∞,∞ has been found in [15].
If r = 1/2, we could not find sets satisfying all the requirements of the definition of
maxisets. However, we show that sets of functions with a finite fixed number of nonzero
Fourier coefficients whose absolute values do not exceed a certain constant satisfy a
number of such requirements. In further statements of this section for r = 1/2, and
therefore in the corresponding theorems, the maxisets can be replaced with such sets.
iii. How to describe all consistent and inconsistent sequences of simple alternatives
having fixed rate of convergence to hypothesis in L∞ – norm.
We explore this problem as problem of testing simple hypothesis
H¯0 : f(x) = 0, x ∈ [0, 1] (1.4)
versus sequence of simple alternatives
H¯n : f = fn, cn
−r ≤ ‖fn‖∞ ≤ Cn−r, 0 < r ≤ 1/2, (1.5)
where 0 < c < C <∞.
In Theorem 4.5 we show that functions fn, cn
−r ≤ ‖fn‖∞ ≤ Cn−r, of any consistent
sequence of alternatives admit representation as sums of functions f1n, cn
−r ≤ ‖f1n‖∞ ≤
Cn−r, belonging to some maxiset and functions fn−f1n having the same signs of Fourier
coefficients as functions f1n in wavelet basis defined below. Moreover, for any ε > 0 there
are maxiset and functions f1n, cn
−r ≤ ‖f1n‖∞ ≤ Cn−r, from maxiset such that difference
of type II error probabilities for alternatives fn and f1n does not exceed ε and functions
fn, f1n, fn−f1n have the same signs in Fourier coefficients in wavelet basis defined below.
iv. What can we say about properties of consistent and inconsistent sequences of
alternatives having fixed rate of convergence to hypothesis?
These properties for Kolmogorov test are akin to properties of nonparametric test
statistics having quadratic structure [6]. Type II error probabilities of alternatives formed
by sums of functions of consistent and inconsistent sequences of simple alternatives have
the same asymptotic as type II error probabilities of consistent sequence (see Theo-
rem 4.6). We find analytic characterization of consistent sequences of alternatives fn,
cn−r < ‖fn‖∞ < Cn−r such that these sequences do not contain as additive component
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inconsistent sequence of alternatives having the same rate of convergence to hypothesis.
We explore properties of such sequences. We call such sequences of alternatives pure
consistent sequences.
As mentioned, we show that maxisets for Kolmogorov test are Besov bodies in Besov
space Bs∞,∞.
Define Besov bodies in the following form
B
s
∞,∞(P0) =
{
f : f =
∞∑
k=1
2k∑
j=1
θkjφkj , sup
k
2(s+1/2)k sup
1≤j≤2k
|θkj | ≤ P0, θkj ∈ R1
}
,
where φkj(x) = φ(2
kx−j) is wavelet basis and P0 > 0. We suppose that mother wavelet φ
has smoothness more than [s]+1 and has bounded support (a1, a2), moreover
∫ a2
a1
xφ(x+
c) dx = 0, c = (a1 + a2)/2. Here m = [s] denote whole part of s.
Note (see [10]) that, for non-integer s with m = [s], Besov space Bs∞,∞ is set of
functions f such, that there exist d
mf(x)
dxm for all x ∈ (0, 1) with m = [s] and d
mf(x)
dxm
satisfies Hoelder conditions with order s − m. If s is whole, then functions ds−1f(x)dxs−1
belong to Zigmund class.
Paper is organized as follows. In section 2 main definition are provided. In section
3 we state Theorems about uniform consistency of sets of alternatives defined in terms
of distribution functions. In section 4; for 0 < r < 1/2, Theorems about consistency of
alternatives defined in terms of densities are provided. Similar results for r = 1/2 are
provided in section 5. Proof of Theorems one can find in Appendix.
We use letters c and C as a generic notation for positive constants. For any two
sequences of positive real numbers an and bn, an ≍ bn implies c < an/bn < C for all
n and an = o(bn), an = O(bn) imply an/bn → 0 as n → ∞ and an < Cbn for all n
respectively.
2. Main definitions
2.1. Consistency
We begin with problem of testing hypothesis on distribution function (1.1) versus alter-
natives (1.2).
For Kolmogorov test Kn = Kn(X1, . . . , Xn) denote α(Kn) its type I error probability
and β((Kn, F ) its type II error probability for alternative F ∈ ℑ.
For set of alternatives Υ, Υ ⊂ ℑ, denote
β(Kn,Υ) = sup
F∈Υ
β(Kn, F ).
We say that sequence of sets of alternatives Υn is uniformly consistent for type I error
probability α, 0 < α < 1, if, for Kolmogorov test Kn, α(Kn) = α+ o(1) as n→∞, there
holds
lim sup
n→∞
β(Kn,Υn) < 1− α.
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In what follows, we shall call such sequences of sets of alternatives Υn α-uniformly
consistent. If sequence of sets of alternatives Υn is α-uniformly consistent for all α,
0 < α < 1, we say that sequence of sets of alternatives Υn is uniformly consistent.
For problem of testing hypothesis on density (1.4) versus alternatives (1.5) we also
implement the notation β(Kn, fn) for type II error probability of alternative fn.
We say that sequence of simple alternatives fn is α-consistent, 0 < α < 1, if for tests
Kn, α(Kn) = α+ o(1) as n→∞, we have
lim sup
n→∞
β(Kn, fn) < 1− α.
If sequence of simple alternatives fn is α-consistent for all 0 < α < 1, then we say that
this sequence is consistent. If sequence of simple alternatives fn is not α-consistent for
all α, 0 < α < 1, then we say that this sequence is inconsistent.
For sequences of simple alternatives Fn ∈ ℑ we shall implement the same terminology
.
2.2. Definition of maxiset and maxispace
We explore problem of hypothesis testing on density (1.4) versus alternatives (1.5).
Functions arising in reasoning should be densities. To guarantee this property we
introduce the following condition.
A. For sequence of functions fn =
∑∞
j=1
∑2j
i=1 θnjiφji there is l0, such that for any l > l0
functions
1 +
l∑
k=1
2k∑
j=1
θnkjφkj , 1 +
∞∑
k=l
2k∑
j=1
θnkjφkj
are densities.
If all fn = f for all n, we say that function f satisfies A.
Let Ξ, Ξ ⊂ L∞(0, 1), be Banach space with norm ‖ · ‖Ξ. Denote U = {f : ‖f‖Ξ ≤
r, f ∈ Ξ} ball in Ξ having radius r > 0.
Definition of maxiset U and maxispace Ξ is akin to [6]. The definition is provided in
terms of L∞-norm.
Define subspaces Πk, 1 ≤ k <∞, by induction.
Put d1 = max{‖f‖∞, f ∈ U}. Define function e1 ∈ U such that ‖e1‖∞ = d1. Denote
Π1 linear subspace generated e1.
For i = 2, 3, . . ., denote di = max{ρ(f,Πi−1), f ∈ U}, where ρ(f,Πi−1) = min{‖f −
g‖∞, g ∈ Πi−1}. Define function ei ∈ U such that ρ(ei,Πi−1) = di. Denote Πi linear
subspace generated functions e1, . . . , ei.
For any function f ∈ L∞(0, 1) denote di(f) = inf{ ‖f−g‖∞ , g ∈ Πi }. Define function
fΠi ∈ Πi such that ‖f − fΠi‖∞ = di(f). Put f˜i = f − fΠi .
Ball U is maxiset for test statistics T of Kolmogorov test and functional space Ξ is
maxispace, if following two conditions are satisfied:
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i. any subsequence of simple alternatives fnj ∈ U , cn−rj < ‖fnj‖∞ < Cn−rj , nj → ∞
as j →∞, is consistent.
ii. for any f ∈ L∞(0, 1), f /∈ Ξ, and f satisfies A, there are sequences in, jin , in →∞,
jin → ∞ as n → ∞ such that cj−rin < ‖f˜in‖∞ < Cj−rin and subsequence of alternatives
f˜in is inconsistent for subsequence of samples X1, . . . , Xjin .
3. Consistency of alternatives defined in terms of
distribution functions
Theorem 3.1. For each a > 0 there is α0 = α(a), 0 < α0 < 1, such that sets of
alternatives Υn(0, 1, a) ⊂ ℑ are α-uniformly consistent for α0 < α < 1
Theorem 3.2. Sequence of alternatives Fn is inconsistent, if and only if, there holds
lim
n→∞
√
nT (Fn) = 0.
Theorems 3.1 and 3.2 follows easily from Dvoretzky-Kiefer-Wolfowitz inequality (see
(14.7), Ch 14.2, [14] and also [4], [7], [16]) and proof is omitted. Sufficiency statement of
Theorem 3.2 are provided in [14], Ch. 14.2, Th. 14.2.3 and [7].
Theorem 3.3. For any a > 0 and b, d, 0 < b < d < 1, sequence of sets of alternatives
ℑn(b, d, a) is uniformly consistent.
Let Fn ∈ ℑ be sequence of alternatives such that we have
c < lim
n→∞
√
nT (Fn) < C,
and let there exist such sequences of constants e1n > 0, e1n → 0 and e2n < 1, e2n → 1,
that we have
lim
n→∞
√
n max
e1<x<e2
|Fn(x)− F0(x) | = 0.
Then, by Dvoretzky-Kiefer-Wolfowitz inequality (see (14.7), Ch. 14.2, [14] and [4]) there
exist α0, 0 < α0 < 1, such that for Kolmogorov tests Kn, α(Kn) > α0, n > n0(α0), there
holds
lim sup
n→∞
β(Kn, Fn) < 1− α.
At the same time as shows Massey example (see [16] and also Ch. 14, [14]) there exist α1,
0 < α1 < 1, such that for Kolmogorov tests Kn, α(Kn) < α1, n > n0(α0), there holds
lim sup
n→∞
β(Kn, Fn) = 1− α.
Theorem 3.4 given below is a version of Theorem 3 in [2] (see also Th. 1 Ch.4.2 [19]).
Proof of Theorem 3.4 is akin to proof of Theorem 1, Ch.4.2, [19] and is omitted.
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Theorem 3.4. Let Fn(t), t ∈ [0, 1] be sequence of alternatives such that
√
nT (Fn) < C.
Let functions Fn be continuous and strictly increasing. Then there is probability space such
that on this probability space, for independent identically distributed random variables
X1, . . . , Xn, having c.d.f.’s Fn, and Brownian bridges Un(t), t ∈ [0, 1], there holds
lim
n→∞
P ( sup
t∈[0,1]
|√n(Fˆn(t)− Fn(t))− Un(t)| > δ) = 0
for any δ > 0.
4. Consistency of alternatives defined in terms of
densities, 0 < r < 1/2
We explore problem of testing hypothesis on density (1.4) versus simple alternatives
(1.5).
Denote kn = [(1/2− r) log n]
Introduce the following assumption.
G. For any ε > 0 there is integer cε, such that, for all n > n0(ε, cε) there holds
n1/2T (Fncε) < ε,
where
Fncε(x) = x+
kn−cε∑
j=1
2j∑
i=1
θnjiψji(x), x ∈ [0, 1].
Here ψji(x) =
∫ x
0 φji(t) d t, x ∈ (0, 1).
If G does not valid, then consistency of Kolmogorov test holds for a faster rate of
convergence of sequence of alternatives to hypothesis.
Theorem 4.1. Assume G. There is α0, 0 < α0 < 1, such that sequence of alternatives
fn =
∑∞
j=1
∑2j
i=1 θnjiφji, ‖fn‖∞ ≍ n−r is α-consistent for α0 < α < 1, if and only
if, there is sequences jn, jn − kn = O(1) and in, 1 ≤ in ≤ 2jn , such that there holds
|θnjnin | > cn−1/4−r/2.
Sequence of alternatives fn is consistent, if and only if, there are e1, e2, 0 < e1 < e2 <
1, such that e1 < in2
−jn < e2 for all n > n0(e1, e2). Here jn − kn = O(1) as n→∞.
Theorem 4.2 can be considered as a corollary of Theorem 4.1.
Theorem 4.2. Sequence of alternatives fn =
∑∞
j=1
∑2j
i=1 θnjiφji, ‖fn‖∞ ≍ n−r, is
inconsistent if there is sequence jn, jn − kn →∞, such that |θnjnin | = o(n−1/4−r/2) for
all sequences ln ≤ jn and 1 ≤ in ≤ 2ln .
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Theorem 4.3. Besov bodies Bs∞,∞(P0) are maxisets for Kolmogorov test. Here s =
2r
1−2r , P0 > 0.
We say that functions f1 =
∑∞
j=1
∑2j
i=1 θ1jiφji and f2 =
∑∞
j=1
∑2j
i=1 θ2jiφji have the
same orientation if θ1jiθ2ji ≥ 0 for all 1 ≤ j <∞ and 1 ≤ i ≤ 2j.
Theorem 4.4. Assume G. Then sequence of alternatives is α-consistent for some 0 <
α < 1, if and only if, there are maxisets Bs∞,∞(P0) and sequence of functions f1n ∈
B
s
∞,∞(P0), ‖f1n‖∞ ≍ n−r, such that functions fn, f1n and fn − f1n have the same
orientation.
Let we have two sequences of functions f1n ∈ Bs∞,∞(P0), ‖f1n‖∞ ≍ n−r and f2n,
‖f2n‖∞ ≍ n−r such that 1 + f1n and 1 + f2n are densities, f1n, f2n have the same
orientation for all n > n0 > 0 and satisfy G. Then, by Theorem 4.4, there is α, 0 < α < 1
such that sequence of alternatives (f1n + f2n)/2 is α–consistent.
Theorem 4.5. Assume A and G. Let sequence of alternatives fn, cn
−r < ‖fn‖∞ <
Cn−r, be α -consistent for some 0 < α < 1. Let A and G hold. Then, for any ε > 0,
there is maxiset Bs∞,∞(P0) and sequence f1n ∈ Bs∞,∞(P0), ‖f1n‖∞ ≍ n−r, such that
i. functions fn, f1n and fn − f1n have the same orientation,
ii. for Kolmogorov tests Kn, α(Kn) = α+ o(1), there is n0(ε) such that there hold:
|β(Kn, fn)− β(Kn, f1n)| < ε (4.1)
and
β(Kn, fn − f1n) < ε (4.2)
for all n > n0(ε).
Theorem 4.6. Let sequence of alternatives Fn be α–consistent for some 0 < α < 1 and
sequence of alternatives F1n be inconsistent. Let functions Fn + F1n − F0 be distribution
functions. Let Fn and Fn+F1n−F0 be strongly increasing and continuous. Then we have
lim
n→∞
|β(Kn, Fn)− β(Kn, Fn + F1n − F0)| = 0, (4.3)
where α(Kn) = α+ o(1), 0 < α < 1.
We say that α- consistent sequence of alternatives fn =
∑∞
j=1
∑2j
i=1 θnjiφji, cn
−r <
‖fn‖∞ < Cn−r, is purely α–consistent, if there does not exist inconsistent subsequence
alternatives f1nl =
∑∞
k=1
∑2k
j=1 θ1nljiφkj , ‖f1nl‖∞ ≍ n−rl such that, for all 1 ≤ j < ∞
and 1 ≤ i ≤ 2j, there holds (θnlji − θ1nlji)θnlji > 0, if |θnlji| > 0, and θ1nlji = 0 if
θnlji = 0.
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Theorem 4.7. Assume G. Sequence of alternatives fn, cn
−r ≤ ‖fn‖∞ ≤ Cn−r, is
purely α-consistent for some 0 < α < 1, if and only if, for any ε > 0 there is C1 = C1(ε),
such that there holds
sup
|j|>C1kn
|θnj | ≤ εn−r (4.4)
for all n > n0(ε).
Theorem 4.8. Assume A and G. Sequence of alternatives fn, cn
−r ≤ ‖fn‖∞ ≤ Cn−r,
is purely α-consistent, if and only if, for any ε > 0 there is maxiset Bs∞∞(P0) and
sequence of functions f1n ∈ Bs∞∞(P0) such that functions fn, f1n, fn − f1n have the
same orientation and ‖fn − f1n‖∞ ≤ εn−r.
5. Consistency of alternatives defined in terms of
densities, r = 1/2
We explore problem of hypothesis testing on density (1.4), (1.5) with r = 12 .
Theorem 5.1. Sequence of alternatives fn =
∑∞
j=1
∑2j
i=1 θnjiφji, ‖fn‖∞ ≍ n−1/2 is
α-consistent, α0 < α < 1, if and only if, there are C, c and sequences jn ≤ C, in,
1 ≤ in ≤ 2jn , such that n1/2|θnjnin | > c.
This sequence of alternatives fn is consistent, if and only if, we can point out addition-
ally constants e1, e2, 0 < e1 < e2 < 1, such that e1 < in2
−jn < e2 for all n > n0(e1, e2).
Thus problem of consistency for alternatives approaching with hypothesis with rate
n−1/2 is reduced to finite parametric problem of testing hypothesis such that sets of
alternatives of this problem contains most informative part of orthogonal expansions of
alternatives fn.
Proof of Theorem 5.1 is akin to proof of Theorem 4.1 and is omitted.
Theorem 5.2 given below shows that, for this setup, the linear space
Ξ =
{
f : f =
m∑
j=1
2j∑
i=1
θjiφji, θji ∈ R1,m = 1, 2, . . .
}
satisfies ii in definition of maxisets in previous setup.
Sets
U(m,P0) =
{
f : f =
m∑
j=1
2j∑
i=1
θjiφji, ‖f‖∞ < P0, θji ∈ R1
}
.
satisfies i. in definition of maxisets of previous setup.
Theorem 5.2 given below is akin to Theorem 4.3.
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Theorem 5.2. If there are m and P0 > 0 such that fn ∈ U(m,P0), ‖fn‖∞ ≍ n−1/2,
then sequence of alternatives fn is consistent.
Let f =
∑∞
j=1
∑2j
i=1 θjiφji /∈ Ξ and f satisfy A. Then there are sequence mn →∞ and
subsequence lmn → ∞ as n → ∞ such that, for functions flmn =
∑∞
j=mn
∑2j
i=1 θjiφji,
there hold ‖flmn‖∞ ≍ l
−1/2
mn as n→∞ and subsequence of alternatives flmn is inconsis-
tent for subsequence of samples X1, . . . , Xlmn .
Theorem 5.3. Let r = 1/2 and assumption G is omitted. Then statements of Theorems
4.4 and 4.5 hold if maxisets Bs∞,∞(P0) are replaced with sets U(m.P0).
Proof of Theorem 5.3 is akin to proof of Theorems 4.4 and 4.5 and is omitted.
6. Appendix
6.1. Proof of Theorem 3.3
We begin with auxillary Theorem 6.1.
Let ξ be Gaussian random vector in Hilbert space H with E[ξ] = 0 and covariance
operator R. Suppose that the kernel of operator R is zero.
For u,v ∈ H, denote < u ,v > inner product of u and v in H and denote ‖u‖ norm
of u ∈ H.
We say that set V ⊂ H is center – symmetric if u ∈ V implies −u ∈ V .
Theorem 6.1. Let U be center-symmetric bounded convex set in H. Let v ∈ H be
admissible shift, that is, there is u ∈ H such that v = R1/2u. Let 0 < P(ξ ∈ U) < 1.
Then there holds the following.
i. Function q(b) = P (ξ ∈ b v + U ) is decreasing function of b, b > 0.
ii. Let v1 ∈ H and there is u1 ∈ H such that v1 = R1/2u1 and < u,u1 >≥ 0. Then
we have
P (ξ ∈ b v + v1 + U ) ≤ P (η ∈ b v + U ). (6.1)
Proof. We begin with proof of i. Let e1, e2, . . . be orthonormal basis in H, generated
eigenvectors of operator R, that is, Rei = λi ei, λi ≥ λi+1, 1 ≤ i <∞. Let ξi =< ξ, ei >.
Without loss of generality we can suppose that λ1 = 1.
Suppose that v is not finite linear combination of vectors ei, 1 ≤ i < ∞. Otherwise
proof differs a minor change of indices. Suppose also ‖u‖ = 1.
Denote Γ1 liner subspace generated by u.
For i, 1 ≤ i < ∞, denote Γi+1 linear subspace generated vectors u, e1, . . . , ei. Let
t1, t2, . . . be orthonormal vectors in H such that t1, . . . , ti is basis in Γi, 1 ≤ i <∞, and
u = t1.
Denote u =
∑∞
j=1 ujej .
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Denote sj = ej − uju, 1 ≤ j ≤ ∞. Vector u is orthogonal each sj , 1 ≤ j ≤ ∞.
Define linear operator S : H→ H such that Su = u, Ssj = tj+1, 1 ≤ j <∞.
By (2.11) and (2.13) in [21], we have
ti+1 =
( ri
ri−1
)1/2[
si + uir
−1
i−1
i−1∑
j=1
ujsj
]
,
where ri = 1−
∑i
j=1 b
2
j , 1 ≤ i <∞.
Denote ζ1 =
∑∞
i=1 λ
−1/2
i uiξi and denote ζi+1 = λ
−1/2
i ξi − ui
∑∞
j=1 λ
−1/2
j ujξj , i =
1, 2, . . ..
Since Eζ21 = 1 we have Eζ
2
i+1 <∞ for i = 1, 2, . . ..
Therefore we can define independent Gaussian random variables
ωi+1 =
( ri
ri−1
)1/2[
ζi+1 + uir
−1
i−1
i−1∑
j=1
ujζj+1
]
for i = 1, 2, . . .. Denote ω1 = ζ1.
Define linear operator G : H → H such that Gw = ∑∞i=1 λ1/2i witi for each w =
{wi}i=1∞ ∈ H.
Define linear operator A : H0 → H such that Aw = GSR−1/2w for each w ∈ Γi,
i = 1, 2, . . .. Here H0 = R
1/2
H.
Denote η =
∑∞
i=1 λ
1/2
i ωiti.
Define set V = A (U ∩H0).
We have
g(b) = P (η ∈ bt1 + V ).
Denote Λ subspace orthogonal to t1. Denote W projection of V onto Λ.
For each w ∈ W define set D(w) = {s : s = at1 +w, s ∈ V, a ∈ R1 }.
For each w ∈ W denote a(w) = sup{a : at1 + w ∈ D(w)} and a1(w) = inf{a :
at1 +w ∈ D(w)}.
Denote µ0 Gaussian measure of random vector ζ =
∑∞
i=2 ηiti, having values in Λ.
Then, for any δ > 0, we have
P (η ∈ (b + δ) t1 + V ) − P (η ∈ b t1 + V )
=
1√
2π
∫
W
dµ0(w)
( ∫ b+a(w)+δ
b+a(w)
exp{−t2/2} d t
−
∫ b+a1(w)+δ
b+a1(w)
exp{−t2/2} d t
)
.
= J.
(6.2)
Since set V is center-symmetric, then a2(w) = −a1(−w) for all w ∈W .
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Therefore we have
J =
1√
2π
∫
W
dµ0(w)
( ∫ b+a(w)+δ
b+a(w)
exp{−t2/2} d t
−
∫ b−a(w)+δ
b−a(w)
exp{−t2/2 } d t
)
≤ 0.
(6.3)
Now we prove ii.. We can write v1 = at1 + w, where w orthogonal to t1. Thus, by
i. it suffices to prove ii. only if a = 0.
After replacing random variable ξ by η = Aξ, (6.1) will have the following form
P ( η ∈ bt1 + u1 + V ) ≤ P ( η ∈ bt1 + V ), (6.4)
where u1 = Av1 orthogonal to t1.
For each a ∈ R1 denote V (a) = {w : w = s − at1 :< t1, s >= a, s ∈ V }. Note
that sets V (a) are convex and center–symmetric.
Denote r = sup{< w, t1 > : w ∈ V }.
We have
P (η ∈ b t1 + u1 + V ) = 1√
2π
∫ r
−r
exp{−(s− b)2/2} d s
∫
V (s)+u1
dµ0. (6.5)
and
P (η ∈ b t1 + V ) = 1√
2π
∫ r
−r
exp{−(s− b)2/2} d s
∫
V (s)
dµ0. (6.6)
By Andersen Theorem [1], we have
∫
V (s)+u1
dµ0 ≤
∫
V (s)
dµ0.
Hence, by (6.5) and (6.6), we get (6.1).
Lemma 6.1. Let function G : [0, 1]→ R1 be such that dG(t)dt ∈ L2(0, 1). Then, for any
λ > 0, for any constants c and any a, b, 0 < a < b < 1, there is constant c1, such that,
if there is point s ∈ (a, b) such that G(s) ≥ c, then there holds
P ( max
t∈(0,1)
|b(t)| < λ ) > P ( max
t∈(0,1)
|b(t) +G(t)| < λ ) + c1. (6.7)
Proof. Suppose G(s) = c. Define function hs : [0, 1] → R1 such that hs(t) = ct/s if
0 < t < s, and hs(t) = c+ c
s−t
1−s if s < t ≤ 1.
Then hs(t) is admissible shift for Brownian bridge and
∫ 1
0
(dG(t)
dt
− dhs(t)
dt
)dhs(t)
dt
d t = 0.
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Hence, by Theorem 6.1 ii., we have
P ( max
t∈(0,1)
|b(t) +G(t)| < λ ) ≤ P ( max
t∈(0,1)
|b(t) + hs(t)| < λ ). (6.8)
Let us show, that
q(s) = P ( max
t∈(0,1)
|b(t) + hs(t)| < λ )−P ( max
t∈(0,1)
|b(t)| < λ )
is continuous function of s ∈ (a, b).
Since Brownian bridge is Markov process, we can write
P ( max
t∈(0,1)
|b(t) + hs(t)| < λ )
=
1√
2πs(1− s)
∫ λ−c
−λ−c
exp
{
− y
2
2s(1− s)
}
P ( max
t∈(0,s)
|b(t) + ct/s| < λ | b(s) = y)
× P
(
max
t∈(s,1)
|b(t) + c s− t
1− s | < λ | b(s) = y
)
d y
.
= I(s).
(6.9)
Distribution of Brownian bridge b(t) onto (0, s) given b(s) = c coincide with distribution
of
√
sb(t/s)+ct/s (see [8], p.220). By explicit formula forP (−c2t−c3 < b(t) < c2t+c3, t ∈
(0, 1) ) (see [8], Problem 15, p.246), we get the continuity of P (maxt∈(0,s) |b(t) + ct/s| <
λ | b(s) = y). Similar reasoning can be implemented for the second probability under the
sign of integral. That implies continuity of function q(s).
Using previous argument and statement of Problem 15, p.246 in [8], we get
P
(
max
t∈(0,s)
∣∣∣∣ b(t) + c ts
∣∣∣∣ < λ | b(s) = y
)
= P ( max
t∈(0,1)
| √sb(t) + (y + c)t | < λ )
= 1− 2
∞∑
m=1
(exp{−2 (2m− 1)2s−1(λ(λ − y)− λ c)} − exp{−8m2s−1(λ(λ− y)− λ c)}
< P ( max
t∈(0,s)
| b(t) | < λ | b(s) = y)
= 1− 2
∞∑
m=1
(exp{−2 (2m− 1)2s−1λ(λ − y)} − exp{−8m2s−1(λ(λ − y)}.
(6.10)
The multiplier
P
(
max
t∈(s,1)
∣∣∣∣ b(t) + c s− t1− s
∣∣∣∣ < λ | b(s) = y
)
< P ( max
t∈(s,1)
| b(t) | < λ | b(s) = y) (6.11)
is estimated similarly.
By (6.9) - (6.11), proof of q(s) > 0 is reduced to comparison of
1√
2πs(1− s)
∫ λ−c
−λ−c
exp
{
− y
2
2s(1− s)
}
P ( max
t∈(0,s)
|b(t)| < λ | b(s) = y)
× P
(
max
t∈(s,1)
|b(t)| < λ | b(s) = y
)
d y
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and
P ( max
t∈(0,1)
|b(t)| < λ )
=
1√
2πs(1− s)
∫ λ
−λ
exp
{
− y
2
2s(1− s)
}
P ( max
t∈(0,s)
|b(t)| < λ | b(s) = y)
× P
(
max
t∈(s,1)
|b(t)| < λ | b(s) = y
)
d y.
This comparison is based on the same reasoning as in (6.2), (6.3) and is omitted.
Since q(s) > 0 for all s ∈ [a, b] then, by continuity of function q(s), we get Lemma
6.1.
Lemma 6.2. Lemma 6.1 holds if condition
dG(t)
dt ∈ L2(0, 1) is replaced with the re-
quirement of continuity of function G.
By Jackson Theorem (Th. 13.6, [22]) for any continuous periodic function G : [0, 1]→
[−1, 1] there exist approximation by trigonometric series
Sk(G, t) =
k∑
j=−k
βj exp{2πit}, t ∈ [0, 1], (6.12)
such that there holds
sup
t∈[0,1]
|G(t)− Sk(G, t) | ≤ Cω
(2π
k
)
, (6.13)
where C does not depends on k, and
ω(δ) = sup
|s−t|<δ
|G(t)−G(s)|, δ > 0. (6.14)
Function G is continuous on compact and therefore is uniformly continuous. Therefore
for any ǫ > 0, there is k = k(G, ǫ), such that there holds
sup
t∈(0,1)
|G(t)− Sk(G, t) | < ǫ. (6.15)
Therefore we have
P ( max
t∈(0,1)
|b(t) +G(t)| < λ )
≤ P ( max
t∈(0,1)
|b(t) + Sk(t, G)| < λ+ ǫ )
≤ P ( max
t∈(0,1)
|b(t) + hs(t)| < λ+ ǫ ).
(6.16)
Thus the problem is reduced to the problem of continuity on λ the following function
sup
a≤s≤b
P ( max
t∈(0,1)
|b(t) + hs(t)| < λ ), (6.17)
that follows from analytic formulas (6.9) and (6.10) for probability under the sign of
supremum in (6.17). This formula is provided in proof of Lemma 6.1.
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6.2. Proof of Theorems on uniform consistency of sets of
alternatives defined in terms of densities
Denote ψ(x) =
∫ x
0 φ(t)d t, 0 ≤ x ≤ 1.
Lemma 6.3. There is no sequence of functions
fn =
∞∑
j=2
2j∑
i=1
θnjiφji, ‖fn‖ < C,
such that there holds
lim
n→∞
sup
0≤x≤1
|ψ(x)− Fn(x)| = 0, (6.18)
where Fn(x) =
∫ x
0 fn(t) d t.
Proof. Denote Π linear subspace of functions
f =
∞∑
j=2
2j∑
i=1
θjiφji.
in L2(0, 1). Subspace Π is closed subspace of L2(0, 1).
Define bounded operator
Af(x) =
∫ x
0
f(s) d s, f ∈ L2(0, 1).
Then AΠ is closed subspace of L2(0, 1).
Therefore ψ = Aφ /∈ AΠ and
inf
φ∈Π
‖ψ −Aφ‖2 > 0.
Denote mn = [log2 n].
Proof of Theorem 4.1. By G and Lemma 6.3, it suffices to prove Theorem 4.1 for
sequence of functions
fn =
∞∑
j=kn−C1
2j∑
i=1
θnkjiψji.
Note that ‖ψj1‖∞ = c2−j/2 and ‖φj1‖∞ = c2j/2, 1 ≤ j <∞.
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Since ‖fn‖∞ < C0n−r, implementing Lemma 6.3, we get that, for any δ > 0, there is
C1, such that functions F˜nδ =
∑∞
j=kn+C1
∑2j
i=1 θnkjiψji satisfy the following
n1/2‖ F˜nδ ‖∞ < C2n1/22−kn−C1‖fn‖∞
≤ C3n1/2−r2−kn−C1 ≤ C32−C1 ≤ δ.
(6.19)
Therefore, by Theorem 3.3, there are C and C1 such that, for functions Fnδ =
∑kn+C
j=kn−C1
∑2j
i=1 θnjiψji,
there holds
‖Fnδ ‖∞ ≍ n−1/2. (6.20)
For any point x ∈ [0, 1] there is only finite number of indices j, kn − c ≤ j ≤ kn +C and
l, 1 ≤ l ≤ 2j , such that θnjlφjl(x) 6= 0. Hence by Lemma 6.3 and ‖ψj1‖∞ ≍ 2−j/2, we
get first statement Theorem 4.1.
Suppose e1 < ln2
−jn < e2 does not hold. Then there is subsequence nt →∞ as t→∞
such that lnt2
−jnt → 0 or lnt2−jnt → 1 as t→∞. In this case, for subsequence nt Massey
[18] example works, and we get that there is type I error probability α, 0 ≤ α ≤ 1, such
that, for subsequence of Kolmogorov tests Knt , α(Knt) = α+ o(1), there holds
lim
t→∞
β(Knt , fnt) = 1− α.
Proof of Theorem 4.3. We begin with proof of i. in definition of maxisets.
Let j > kn + C1. Then we get
|θnji| ≤ P02−si−j/2 ≤ C2−skn−j/2−sC1 = C 2− 2r1−2r kn2−j/2−C1s = C n−r2−j/2−C1s.
(6.21)
Therefore for any δ > 0 there is C1 such that ‖fnδ‖∞ < δn−r where
fnδ =
∞∑
j=kn+C1
2j∑
i=1
θnkjiφji.
Hence there is C such that ‖f¯nC‖∞ > C2n−r where
f¯nC =
kn+C∑
j=kn−c
2j∑
i=1
θnkjiφji.
By Lemma 6.3, this implies that there is sequences jn, kn − c < jn < kn + C and
1 ≤ in ≤ 2jn such that |θnjnin | > C3n−r2−jn/2 = Cn−1/4−r/2. By Theorem 4.1 this
implies consistency of sequence fn.
It remains to verify ii. in definition of maxisets. Suppose opposite. Let, for function
f =
∑∞
j=1
∑2j
i=1 θjiφji we can point out sequences jt →∞ as t→∞ and lt, 1 ≤ lt ≤ 2jt ,
such that there holds
2jt(s+1/2)|θjtlt | = Ct, (6.22)
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where Ct →∞ as t→∞.
Denote ct = log2 Ct.
We put ηntji = 0 for 1 ≤ j ≤ jt, 1 ≤ i ≤ 2jt and ηntji = θji for j > jt, 1 ≤ i ≤ 2jt .
Define subsequence of alternatives fnt =
∑∞
j=1
∑2j
i=1 ηntjiφji. Here nt satisfies ‖ fnt ‖∞ ≍
n−rt .
Then, by Lemma 6.3, we get
‖ fnt ‖∞ ≍ 2jt/2|θjtlt | ≍ 2−mtr ≍ n−rt , (6.23)
where mt = [log2 nt].
By (6.22) and (6.23), we get
−mt r = jt/2− jt (s+ 1/2)r + ct (6.24)
To verify ii., by inequality of Dvoretzky, Kiefer, Wolfowitz [4], it suffices to show that
there holds
2mt/22−jt/2θjtlt = o(1) (6.25)
By (6.22), we get
2mt/22−jt/2θjtlt ≍ 2mt/2Ct2−jt(s+1) (6.26)
Hence, using (6.24) and s− s/(2r) + 1 = 0, we get
2mt/2Ct2
−jt(s+1) ≍ C1−1/(2r)t 2−lt(s−s/(2r)+1) ≍ C1−1/(2r)t = o(1). (6.27)
This implies inconsistency of sequence of alternatives fnt .
Proof of Theorem 4.4. First statement of Theorem 4.4 is easily deduced from Lemma
6.4 given below.
Lemma 6.4. Let fn =
∑kn+c
j=1
∑2j
i=1 θjiφji, ‖fn‖∞ ≍ n−r. There is P0 such that fn ∈
B
s
∞∞(P0).
Proof. Using ‖fn‖∞ ≍ n−r and implementing 6.3 we get
|θnji| ≤ Cn−r2−j/2 = C2− 2r1−2r kn2−j/2 = C2−s kn2−j/2 ≤ 2−sj−j/2.
For proof of first statement of Theorem 4.4 it suffices to put
f1n =
kn+C∑
j=1
2j∑
i=1
θnjiφji,
with constant C defined in Theorem 4.1. By Lemma 6.4, we get f1n ∈ Bs∞∞(P0). By
Theorem 4.1, there are jn and in with kn − c < jn < kn + C and 1 ≤ in ≤ 2jn , such
that |θnjnin | ≍ n−r2−jn/2. Therefore, by Lemma 6.3, ‖f1n‖∞ ≍ n−r. By Lemma 6.4 this
implies first statement of Theorem 4.4.
Second statement of Theorem 4.4 is easily deduced from proof of i. in Theorem 4.3.
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Lemma 6.5. Let h1(t) and h2(t), t ∈ (a, b), 0 < a < b < 1 be two bounded real
functions. Suppose
max
a<t<b
|h1(t)− h2(t)| < δ, δ > 0. (6.28)
Then, for any c, there holds
|P ( max
a<t<b
|b(t) + h1(t)| < c)−P ( max
a<t<b
|b(t) + h2(t)| < c)| ≤ C δ, (6.29)
where C does not depend on h1 h2.
Proof. By (6.28)we get h1(t)− δ < h2(t) < h1(t) + δ for a < t < b. Therefore, for proof
of (6.29) it suffices to show
P ( max
a<t<b
|b(t) + h1(t)| < c+ δ)−P ( max
a<t<b
|b(t) + h1(t)| < c)
≤ Φ
( δ
a
)
− Φ
(
− δ
a
)
+Φ
( δ
1− b
)
− Φ
(
− δ
1− b
)
.
(6.30)
Define function h(t) =
√
d− d2t/d for 0 < t < d and h(t) = √d− d2t/d 1−t1−d for d ≤ t < 1,
where a < d < b.
Then Brownian bridge can be written in the following form: b(t) = ζ(t)+ ξh(t), where
Gaussian random process ζ(t) does not depend on random variable ξ, E[ξ] = 0 and
E[ξ2] = 1.
Denote µη probability measure of random process η(t) = ζ(t) + h1(t). Then right
hand-side of (6.29) equals
∫
dµη(P ( max
a<t<b
|η(t) + ξh(t) + h1(t)| < c+ δ)−P ( max
a<t<b
|η(t) + ξh(t) + h1(t)| < c)).
(6.31)
Thus it suffices to prove that for any bounded real function S : (a, b)→ R1 there holds
P ( max
a<t<b
|S(t) + ξh(t)| < c+ δ)−P ( max
a<t<b
|S(t) + h(t)| < c) ≤ C δ, (6.32)
where C does not depends on S.
We prove slightly more simple statement for function h(t) = t, t ∈ (0, 1). In our case
reasoning are more cumbersome.
We can write (6.32) in the following form
P
(
− min
a<t<b
{c+ δ
t
+
S(t)
t
}
< ξ < min
a<t<b
{c+ δ
t
+
S(t)
t
})
−P
(
− min
a<t<b
{c
t
+
S(t)
t
}
< ξ < min
a<t<b
{c
t
+
S(t)
t
})
≤ Φ
(
δ
a
)
− Φ
(
− δ
a
)
.
(6.33)
Hence, using (6.31), (6.33), we get (6.29).
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Proof of Theorem 4.5. Reasoning are based on Lemma 6.5. Denote
f¯nC =
kn+C∑
j=1
2j∑
i=1
θjiφji
and f˜nC = fn − f¯nC .
Define function F¯nC such that
dF¯nC(x)
d x = 1+f¯nC(x), x ∈ [0, 1] and F¯nC(1) = 1. Denote
F˜nC = Fn − F¯nC + F0.
By Lemma 6.4, for any C, there is P0 such that f¯nC ∈ Bs∞∞(P0). By Theorem 4.1
and Lemma 6.3, there is C such that ‖f¯nC‖ ≍ n−r. This implies i.
By (6.19), for any δ > 0 we can choose C such that n1/2T (F˜nC) < δ. By Lemma 6.5,
this implies i. and ii.
If sequence F1n is inconsistent, then, by Theorem 3.2, n
1/2T (F1n) → 0 as n → ∞.
Hence, by Lemma 6.5, we get Theorem 4.6.
Theorem 4.7 are easily deduced from Theorem 4.2 and proof is omitted.
Theorem 4.8 follows from Lemma 6.4 and Theorem 4.7.
6.3. Proof of Theorem 5.2
We prove only second statement of Theorem 5.2.
Let mn →∞ be such a sequence that there is
|θmnimn | > (1− δ)max{|θji| : j ≥ mn, 1 ≤ i ≤ 2j}
with 0 < δ < 1/2.
Define subsequence l
−1/2
mn ≍ 2mn |θmnimn |.
Define subsequence of functions flmn =
∑∞
j=lmn
∑2j
i=1 θnjiφji.
Denote Flmn (x) = x+
∫ x
0
flmn (t) d t, x ∈ [0, 1].
Then, by Lemma 6.3, there holds
max
x∈(0.1)
|Flmn (x)− F0(x) | ≍ 2−mn l−1/2mn = o(l−1/2mn ).
By Theorem 3.2, this implies inconsistency of subsequence of alternatives Flmn .
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