Abstract. Given a nite set of points sampled from a curve, we want to reconstruct the ordering of the points along the curve. Every ordering of the sample points can be de ned by a polygon through these points. We show that for simple, regular curves Traveling Salesman Paths give the correct polygonal reconstruction, provided the points are sampled densely enough. In this case the polygonal reconstruction is part of the Delaunay Triangulation of the sample points. We use this observation to design an e cient algorithm for the reconstruction problem.
Introduction
Reconstruction of an object from an unorganized set of sample points is a fundamental problem in many areas of science. Here we address the problem to reconstruct a curve in arbitrary dimension via a nite set of sample points.
Following Amenta et al. 2] , we state the curve reconstruction problem as follows Given a curve in R d and a nite set of sample points S . A polygonal reconstruction P(S) of from S is a graph that connects all points adjacent along .
Thus an algorithm for curve reconstruction should reconstruct the order of the sample points along . That seem to be a natural claim because the main geometric characteristics of curves, length and total curvature, are de ned via a limit over inscribed polygons 1] . The polygonal reconstruction is the inscribed polygon through the sample points. For dense samplings the length and the total curvature of the polygonal reconstruction approximate the length and the total curvature of . This is no longer true if one considers polygons, as in Attali 3] , that are only near to in the Hausdor or Fr echet metric. Given the sample points and no other information the polygonal reconstruction is in general the best way to estimate the length and the total curvature of .
Of course there is no algorithm that can reconstruct any curve from any set of samples. We have to introduce restrictions on and S. All known algorithms demand dense sampling. That is, these algorithms guarantee to compute a polygonal reconstruction, if they do it at all, only for su ciently dense samples. The most common restrictions on are that is a smooth, simple (closed), plane curve.
The plane version of the curve reconstruction problem attracted some attention in recent years. O'Rourke et al. 10] published the rst heuristic for this problem. Later on many algorithms and geometric graphs were designed to solve the reconstruction problem. But only very recently two algorithms were found which provably connect the sample points in the right order, provided the points were sampled densely enough: The algorithmof Bernadini and Bajaj 5] is based on -shapes, a geometric structure introduced by Edelsbrunner 7] to model the shape of point sets. Amenta et al. 2] showed that the crust, a geometric graph de ned in their article, and a -skeleton, another geometric graph introduced by Kirkpatrick and Radke 8] , solve the reconstruction problem for plane curves. For some applications it is also interesting to reconstruct curves in higher dimension. An example is given by iso-line extraction in data from numerical solutions of partial di erential equations. Furthermore the construction of Bezier or B-Spline curves through a set of sample points needs an ordering of these points. Such an ordering is induced by the ordering along the polygonal reconstruction. We show that Traveling Salesman Paths and Minimum Spanning Trees solve the reconstruction problem for regular curves in arbitrary dimension, provided the points are sampled densely enough. This might seems obvious, but there are quite well behaved curves for which this is not true. That is interesting from a theoretical point of view, because in 1930 Menger 9] suggested to base the geometry of curves and surfaces on minimum area triangulations.
We have implemented our reconstruction algorithm, an algorithm for the computation of Minimum Spanning Trees and a factor-2-approximation algorithm 6] for the Traveling Salesman Problem based on Minimum Spanning Trees. It turned out that the approximation algorithm is not suitable for the curve reconstruction problem. These implementations can be found as a JAVA applet (a JAVA 1.1 capable browser is needed) at http://www.inf.ethz.ch/personal/giesen/.
This article is organized as follows: First, we give the de nitions of regularity and samples. Second, we show that Traveling Salesman Paths and MinimumSpanning Trees solve the reconstruction problem. Third, we present a simple and e cient algorithm that also solves the reconstruction problem. This algorithm is better suited for practical purposes, where in general no guarantee is given that the points are sampled densely enough. The proof of correctness for this algorithm uses the same techniques as used for the Traveling Salesman result. Finally, we discuss how to estimate the necessary sampling density.
2 One-Manifolds, Regularity and Samples
We want to consider regular embeddings of compact one-manifolds in arbitrary dimension. The restriction on embeddings of compact one-manifolds is equivalent to the restriction on simple (closed) curves, because every simple curve is homeomorphic to either an interval or the unit circle. The First we want to specify our regularity assumptions. The following de nition of regularity depends only on the image of and is equivalent to the de nition of regularity used in di erential geometry.
De nition 1. Let , which is regular in p 2 . Let (p n ); (q n ) and (r n ) be sequences of points from , that converge to p, such that p n < q n < r n for all n 2 N in an order locally around p along . Then the sequence of angles ( n ) converges to , where n is the angle at q n of the triangle with corner points p n ; q n and r n .
Proof. Since is homeomorphic the sequences ( ?1 (p n )); ( ?1 (q n )) and ( ?1 (r n )) converge to ?1 (p). Thus by our de nition of regularity asymptotically the three secants convfp n ; q n g; convfq n ; r n g and convfp n ; r n g have to point in the direction of the tangent t(p). That is, lim n!1 n = .
u t
Second we want to clarify the notion of a sample S, give a notion of a local order of a sample and introduce a measure "(S) for the density of a sample. is the arc connecting p i and p j in the orientation along . We write i j if we want to include the possibility that i = j. u t By closing in a simple manner we get an example where P(S) 6 = TST(S) for arbitrarily dense samples. Note 2. For every " > 0 there exists a sample S of c with "(S i ) < " such that P(S) has an edge that is not a Delaunay edge. Both embeddings c and have nite length. Thus recti ability, which implies di erentiability almost everywhere, is not su cient for the Traveling Salesman path to solve the reconstruction for arbitrarily dense samples. Even worser in this example the polygonal reconstruction is not part of the Delaunay Triangulation of the sample points for arbitrarily dense samples. Our contribution is to prove that regularity is su cient. For these proofs we need three lemmas, which we show at rst. We always set p Proof. Assume the contrary. Then we nd c > 0 and p n ; q n 2 S n , such that ?1 (p n ) and ?1 (q n ) are adjacent along M 1 and jp n ? q n j > 2c. By the compactness of M 1 we can assume that (p n ) converges to p 2 and (q n ) converges to q 2 , otherwise we choose an appropriate subsequence.
On we nd a point r between p and q along with jr ? pj c and jr ? qj c. For every n 2 N we nd r n 2 S n with jr ? r n j < "(S n ). Thus the sequence (r n ) converges to r, which is impossible for an embedding. Proof. Assume the contrary. Then there exists a sequence (S n ) of samples with lim n!1 "(S n ) = 0 and p i n ; p k n 2 S n such that k i ? 1 and jp i n ? p i?1 n j jp i n ? p k n j or k i + 1 and jp i n ? p i+1 n j jp i n ? p k n j : By choosing a subsequence we can always assume that for all n 2 N one of the above possibilities holds. Without loss of generality assume that this is the rst one. Since is compact, we can also assume by choosing a subsequence that (p i n ) converges to p 2 . From Lemma 2 we get Thus n has to be smaller or equal than 2 , but that is a contradiction to Lemma 1. Proof. The proof is similar to the proof of Lemma 3. u t Now we are ready to prove the theorems for embeddings of 0; 1]. The proof for the Traveling Salesman Path and for the Minimum Spanning Tree are done at once, because we show that asymptotically the Minimum Spanning Tree of the sample points is a unique path, which of course is a Traveling Salesman Path. Theorem 1. Let be a regular embedding of 0; 1]. Then there exists an " > 0 such that MST(S) = TSP(S) = P(S) for all samples S of with "(S) < ". In particular MST(S) and TSP(S) are unique, if "(S) < ". Proof. We are done if we can show that there exists an " > 0 such that the polygonal reconstruction P(S n ) is a Minimum Spanning Tree on the points S and that there is only one Minimum Spanning Tree for all samples S of ( 0; 1]) with "(S) < ". Assume the contrary. Then there exists a sequence (S n ) of samples S n = fp 1 n ; : : :; p jSnj n g with lim n!1 "(S n ) = 0 and MST(S n ) 6 = P(S n ). That means, P(S n ) has to contain an edge e n = convfp i n ; p i+1 n g with e n = 2 MST(S n ). Adding e n to MST(S n )
induces a cycle on MST(S n ). All edges in this cycle di erent from e n have to be of smaller or equal length than e n , because of the minimality property of Minimum Spanning Trees. Hence there is an edge e 0 n = convfp k n ; p l n g 6 = e n in this cycle with k i; i + 1 l and jp k n ? p l n j jp i n ? p i+1 n j. Lemma 4 tells us that there exists N 2 N with 1. jp i n ? p l n j jp k n ? p l n j for all n N. That means jp i n ? p l n j jp i n ? p i+1 n j for all n N. 2. jp k n ? p i+1 n j jp k n ? p l n j for all n N. That means jp k n ? p i+1 n j jp i n ? p i+1 n j for all n N.
That is a contradiction to Lemma 3.
Edges of an Euclidean Minimum Spanning Tree are always edges in a Delaunay Triangulation 7] . Thus the edges of the polygonal reconstruction asymptotically also have to be Delaunay edges.
The proof for embeddings of S 1 is slightly more complicated. We can use Minimum Spanning Trees only indirectly for the proof.
Lemma 5. Let be a regular embedding of S 1 . Then there exists an " > 0 such that MST(S) P(S) for all samples S of with "(S) < ".
Proof. Assume the contrary. Then there exists a sequence (S n ) of samples S n = fp 1 n ; : : :; p jSnj n g with "(S n ) ! 0 as n ! 1 and MST(S n ) with MST(S n ) 6 P(S n ). Denote by E n the set of edges of P(S n ), by E 0 n the set of edges of MST(S n ) and R = E n ? (E 0 n \ E n ) and M = E 0 n ? (E 0 n \ E n ): From our assumption we have M 6 = ;. Choose convfp k n ; p l n g 2 M with k l. Then there exists convfp i n ; p i+1 n g 2 R with k i; i + 1 l, because otherwise MST(S n ) has to contain a cycle, which contradicts the de nition of a tree. Assume jp i n ?p i+1 n j < jp k n ?p l n j. Removing the edge convfp k n ; p l n g from MST(S n ) decomposes MST(S n ) in two connected components. Both p i n and p i+1 n have to belong to the same component, because otherwise we get a shorter Minimum Spanning Tree by replacing convfp k n ; p l n g by convfp i n ; p i+1 n g in MST(S n ). Without loss of generality we can assume that convfp k n ; p i n g connects the two components, because p k n and p l n have to belong to di erent components. Lemma 4 tells us that for su ciently large n, we have jp k n ? p i n j < jp k n ? p l n j. That means, we get a shorter Minimum Spanning Tree by replacing convfp k n ; p l n g by convfp k n ; p i n g in MST(S n ), which is a contradiction.
Hence we can assume by choosing an appropriate subsequence that jp k n ? p l n j jp i n ; p i+1 n j for all n 2 N. Lemma 4 tells us that there exists N 2 N with 1. jp i n ? p l n j jp k n ? p l n j for all n N. That means jp i n ? p l n j jp i n ? p i+1 n j for all n N. 2. jp k n ? p i+1 n j jp k n ? p l n j for all n N. That means jp k n ? p i+1 n j jp i n ? p i+1 n j for all n N.
That is a contradiction to Lemma 3. u t
Again asymptotically a Minimum Spanning Tree of the sample points has to be a path, which consists of Delaunay edges. By adding the edge that connects the start-and the endpoint of this path we get the polygonal reconstruction. We claim that this last edge is also an Delaunay edge. To show this we use the notions of Lemma 5 and the empty ball criterion 7] for Delaunay edges.
The endpoints of MST(S n ) have to be p i n and p i+1 n for some index i 2 f1; : : :; jS n jg. Assume that the open balls B n with diameter jp i+1 n ? p i n j and fp i+1 n ; p i n g boundary(B n ) \ S n are not empty for all n 2 N. Then there has to exist p k n 2 S n with k i or k i + 1 and jp i+1 n ? p k n j; jp i n ? p k n j jp i+1 n ? p i n j:
That contradicts Lemma 3. Thus asymptotically all the balls B n have to be empty and all edges of the polygonal reconstruction have to be Delaunay edges.
Theorem 2. Let be a regular embedding of S 1 . Then there exists an " > 0 such that TST(S) = P(S) for all samples S of with "(S) < ". Especially TST(S) is unique, if "(S) < ". Proof. We do the proof by contradiction. Assume that there exists a sequence (S n ) of samples S n = fp 1 n ; : : :; p jSnj n g with "(S n ) ! 0 as n ! 1 and TST(S n ) 6 = P(S n ). Using Lemma 5 and choosing an appropriate subsequence we can assume that MST(S n ) P(S n ) for all n 2 N.
Removing the largest edge of TST(S n ) from TST(S n ) gives us a path through the sample points S n . This path cannot be a MinimumSpanning Tree, because otherwise TST(S n ) = P(S n ). Furthermore this edge has to be shorter than the edge e n = convfp i n ; p i+1 n g which connects the endpoints of MST(S n ). For all n 2 N we consider two cases, there exists an edge e 0 n = convfp k n ; p l n g in TST(S n ) with k i; i + 1 l or such an edge does not exist. By choosing a subsequence we can assume that only one of these possibilities holds for all n 2 N. Assume that this is the rst one. By construction e n is larger than all edges of TST(S n ). In particular e n is larger than e 0 n , i.e. jp k n ? p l n j jp i n ? p i+1 n j: Lemma 4 tells us that there exists N 2 N with 1. jp i n ? p l n j jp k n ? p l n j for all n N. That means jp i n ? p l n j jp i n ? p i+1 n j for all n N. 2. jp k n ? p i+1 n j jp k n ? p l n j for all n N. That means jp k n ? p i+1 n j jp i n ? p i+1 n j for all n N.
That is a contradiction to Lemma 3. Next we consider the second case. That is, e 0 n does not exist for all n 2 N. We split all TST(S n ) in two paths P 1 (S n ) and P 2 (S n ), with endpoints p i n and p i+1 n .
The idea is to show that both paths alone approximate and especially the length of if e 0 n does not exist. We need three facts from di erential geometry. First, regular embeddings have nite length 1]. Second an inequality which follows directly from the de nition of length limsup length(TST(S n )) length( ):
And third an inequality which can be derived from a theorem of Menger 9 ] (here we omit the technical proof) liminf length(P i (S n ) length( ); i = 1; 2: On the other hand we have limsup length(TST(S n )) = limsup length(P 1 (S n )) + length(P 2 (S n )) liminf length(P 1 (S n )) + liminf length(P 2 (S n )) 2 length( ): That is also a contradiction. u t
Algorithms for Polygonal Reconstruction
We are looking for an e cient algorithm which always computes a simple polygon or a collection of simple polygons through the sample points. Minimum Spanning Trees can be computed e ciently,
Here we describe an e cient algorithm which always computes a path or a tour. The output of this algorithm need not be a simple, but later we will discuss a variant which always computes a collection of simple polygons. We start with the description of the basis algorithm, because it is easier to analyze. The algorithm holds in every iteration of its main loop a path until all sample Proof. We look at the construction of A(S). In the rst step we connect an arbitrarily chosen p i to one of its nearest neighbors. From Lemma 3 we know that this neighbor has to be one of p i?1 ; p i+1 if "(S) is su ciently small. Hence p i is connected to p i?1 or p i+1 for su ciently small "(S).
In the second step we connect one of the endpoints of the polygon with vertex set V = fv u t
Since we start the algorithm in an arbitrary sample point it is natural to ask whether we can start in all sample points simultaneously. This leads to a variant of Algorithm 1 which does not hold just one path but a collection of vertex distinct paths in every iteration of its main loop. 2. Connect two paths P i ; P j 2 P if there exist two endpoints, one of each path, such that these endpoints are nearest neighbors* of each other. That is, the set P of paths is updated as follows P := P ? fP i ; P j g fP i P j g 3. Repeat step 2 as long as connections are possible.
4. For every path in P connect its endpoints, if these endpoints are adjacent via a Delaunay edge. * A nearest neighbor of an endpoint p of a path is another endpoint of a di erent path which has the shortest distance to p among all such endpoints.
This algorithm also computes the polygonal reconstruction for su ciently dense sampling. From our earlier considerations we can restrict the search for nearest neighbors in step 2 to points adjacent via a Delaunay edge. The output of Algorithm 2 is then always a subset of the edges of the Delaunay Triangulation and its running time is bounded by the time we need to compute the Delaunay Triangulation, which is O(jSj dd=2e ) resp. O(jSj log(jSj)) if d = 2, where d is the dimension of the embedding space. The output need not consist of exactly one component, in general it is a collection of simple polygons which can be open or closed. Hence Algorithm 2 can serve as a basis for heuristics which solve the reconstruction problem for non-connected simple curves. Branching points remain di cult to handle. It seems that the best starting point for heuristics which solve the reconstruction problem with branching points is a Minimum Spanning Tree.
Good Samples
So far we have shown existence proofs. In this section we want to characterize a class of samples for which our theorems holds. We give a checkable condition for samples to be good. The scaling with (1+ ) prevents problems with degenerate samples, where two or more sample points exist which all have the same distance to one and the same sample point.
Good samples ful ll the properties stated in our key Lemmas 3 and 4. In the proofs of our theorems we construct contradictions to these Lemmas. Thus for regular embeddings of 0; 1] and good samples S we have P(S) = TSP(S) = MST(S) = A(S) and for regular embeddings of S 1 and good samples S we have P(S) = TST(S) = A(S).
Finally we want to show that good samples exist and that samples that contain a good sample as a subset are good samples itself. Assume the contrary. Then there exists p 2 such that for all n 2 N there exists 0 < r n < 1 n with B rn (p) \ is not homeomorphic to (0; 1). Thus we can nd p n ; p 0 n 2 B 1=n (p) \ with p p n p 0 n (or p 0 n p n p, what can be handled in a similar way) and jp 0 n ?pj < jp n ?pj. Look at the triangle with corner points p; p n and p 0 n . From the law of cosines together with jp 0 n ? pj < jp n ? pj, we nd that the angle at p n has to be smaller or equal than 2 . By construction (p n ) and (p 0 n ) converge to p, but that is a contradiction to Lemma 1. Thus inequality (1) 
