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Resumen
La llegada de la Web 2.0 ha supuesto una auténtica revolución dentro del mundo empre-
sarial. Las empresas que mejor se han adaptado a este nuevo sistema se han convertido en
las empresas de referencia en la actualidad. Y es que la Web 2.0 ha sido toda una revolución,
ya que ha proporcionado un mayor contacto entre empresa y clientes mejorando la relación
entre éstos. Una de las grandes ventajas que puede aprovechar una empresa de la Web 2.0 son
las opiniones que comparten los consumidores sobre marcas y productos, las cuales marcarán
las tendencias del mercado.
Sin embargo, la Web 2.0 ha ampliado varios problemas que una empresa debe solventar.
La facilidad de acceso a la información que proporciona la Web ha propiciado un aumento
en los casos de plagio entre empresas. Las empresas deben protegerse ante aquellas empresas
desleales que aprovechan las ideas de otros para atribuirse un mérito ajeno.
En este trabajo describimos el estado del arte de la detección automática del plagio.
Además, presentamos unos experimentos realizados con una herramienta para detección de
plagio disponible en la Web con la que una empresa puede protegerse ante infracciones en
su propiedad intelectual. Demostraremos con estos experimentos la dificultad que entraña
para una empresa protegerse del plagio con las herramientas disponibles actualmente lo que
acentúa la necesidad de estudiar nuevos métodos automáticos para la protección del plagio
para las empresas.
A continuación y siguiendo con la ĺınea de estudiar las posibilidades que tiene una em-
presa en la Web 2.0, describimos el estado del arte del análisis de opiniones. A continuación
proponemos un algoritmo para el análisis de opiniones y la posterior intercambio de infor-
mación entre empresas. Para comprobar la eficacia de dicho algoritmo presentamos unos
experimentos en el dominio del turismo.

Abstract
The advent of Web 2.0 has brought a revolution in the business world. Enterprise that have
adapted to this new system, have become the leading enterprises today. Web 2.0 has been a
revolution, as it provided greater contact between enterprise and customers by improving the
relationship between them. One of the great advantages that a enterprise can take advantage
of Web 2.0 are the opinions shared by consumers about brands and products, which will set
the market trends.
However, Web 2.0 has expanded several problems that a enterprise must solve. The Web
has provided ease of access to information, but this has increased cases of plagiarism among
enterprises. Enterprises must protect their ideas of the unfair business, which take advantage
of the ideas of others to ascribe merit of others.
In this work, we describe the state of the art of automatic plagiarism detection. We also
present some experiments with a plagiarism detection tool available on the Web with which a
enterprise can protect its intellectual property. These experiments demonstrate the difficulty
for a enterprise to protect its intellectual property with currently available tools which stresses
the need to explore new approaches to automatic plagiarism detection.
Then, following the line of studying the possibilities for a Web 2.0 enterprise, we describe
the state of the art of opinion mining. Here we propose an algorithm for the analysis of
opinions and the subsequent exchange of information between enterprises. To verify the
effectiveness of the algorithm we present some experiments in the domain of tourism.
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Índice de cuadros XIII
1. Introducción 1
1.1. Descripción del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Plagio en las empresas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1. Plagio de ideas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2. Plagio de opiniones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
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2.1. Estado del arte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
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2.1.4. Prevención en pérdida de datos . . . . . . . . . . . . . . . . . . . . . 20
2.2. Herramientas disponibles para un empresa . . . . . . . . . . . . . . . . . . . 21
VIII ÍNDICE GENERAL
2.2.1. Turnitin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2. WCopyFind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.3. Ferret . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.4. iThenticate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.5. Plagiarism Checker . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.6. DOC Cop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.7. Pl@giarism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.8. CopyCatch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.9. EVE2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.10. MyDropBox . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3. Evaluación en la competición PAN 29
3.1. Descripción del corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2. Descripción de la tarea de detección con referencia . . . . . . . . . . . . . . . 30
3.3. Medidas de evaluación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4. Discusión de los resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4. Análisis de opiniones con ontoloǵıas 35
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4.2. Análisis de opiniones basado en ontoloǵıas . . . . . . . . . . . . . . . . . . . 41
4.3. Análisis de opiniones v́ıa fusión de ontoloǵıas . . . . . . . . . . . . . . . . . . 44
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6.2. Cómo beneficiarse de las ventajas de la Web 2.0 . . . . . . . . . . . . . . . . 64
Bibliograf́ıa 67
A. Resultados de los experimentos de fusión de ontoloǵıas 79
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4.8. Arquitectura de la plataforma S-Match . . . . . . . . . . . . . . . . . . . . . 49
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Con la llegada de la Web 2.0 las empresas han tenido que amoldarse a las nuevas tec-
noloǵıas. Las empresas han visto como gracias a la Web 2.0, las relaciones con los clientes han
mejorado mucho, ya que el contacto con estos es mucho más directo. Sin embargo, aunque la
Web 2.0 ha aportado grandes ventajas, también se han visto algunas desventajas.
En este trabajo hemos tenido la intención de abordar algunos de los problemas con los que
se enfrenta una empresa moderna: la protección ante el plagio y la recopilación de información
a través de las opiniones de los consumidores realizadas en la Web 2.0.
1.1. Descripción del problema
Las empresas son conocedoras de que el éxito empresarial está estrechamente relacionado
en ofrecer al consumidor productos y servicios que sean de su agrado y, por otro lado, in-
troducir novedades dentro de las tendencias del mercado. Es decir que, tanto los productos
y servicios ofertados como las novedades introducidas han de cumplir varios factores: deben
de cubrir las necesidades de los consumidores, tienen que estar dentro de las tendencias del
mercado, y sobretodo deben ser del agrado de los consumidores.
Es por esto que no resulta extraño que entre las caracteŕısticas de las empresas con alto
crecimiento se encuentren la implementación de nuevas tecnoloǵıas y elementos referentes
al marketing como la identificación de mercados para el producto o desarrollo de productos
para clientes existentes, el desarrollo de nuevos mercados, la ampliación de la base de clientes
y la aplicación de una estrategia competitiva de diferenciación de producto con enfoque en
el mercado [103]. En [112], Storey reafirma esta idea y destaca como una de las necesidades
para el crecimiento de las empresas, entre otras, la innovación de productos.
Actualmente, las empresas que han apostado por el marketing en los medios sociales,
como blogs y redes sociales, son las que mayores ventajas han conseguido en un mercado
competitivo, y cada vez más exigente. No obstante, no todos los aspectos de los medios
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sociales son positivos. Si por una parte, los medios sociales permiten a las empresas tener un
mayor contacto con el consumidor informándole de sus productos, sus servicios, sus ideas,
aśı como sus novedades; por otro lado, esta información no sólo esta al alcance de la mano para
los consumidores, sino que también es visible para las empresas competidoras. Por desgracia,
existen empresas que utilizan dicha información de forma muy poco ortodoxa, puesto que la
utilizan para sus propios fines, es decir, copian productos, servicios e incluso ideas de otras
empresas. Por este motivo, las empresas están obligadas a protegerse de aquellas empresas
que infringen la propiedad intelectual ajena.
Sin embargo, las ventajas que aportan los medio digitales a las empresas son mucho
mayores que las desventajas. Sumando a la ventaja anteriormente comentada en la que las
empresas tienen un contacto más estrecho con los consumidores, existe otro punto a su favor
no menos importante: los consumidores comparten a través de los medios sociales sus opi-
niones sobre productos y marcas. Conseguir analizar estas opiniones es de vital importancia
para el éxito de una empresa. Esto es debido a que las empresas se enfrentan con un duro
problema para conseguir que los productos se ajusten a las necesidades y los gustos de los
consumidores. Por tanto, las opiniones que comparten los consumidores en las redes sociales,
tanto de los productos propios como de los productos de los competidores, puede ser de
infinita ayuda para mejorar los productos adaptándolos a las tendencias del mercado.
1.2. Plagio en las empresas
Internet representa uno de los mayores avances en la historia en materia de comunicación.
Gracias a ella se puede acceder de forma inmediata a una gran cantidad de información, sin
importar las distancias. Sin embargo, la facilidad al acceso a la información, ha incrementado
el número de casos en los que se comete plagio. Si bien es cierto que el problema del plagio
es tan antiguo como la misma historia (ya en el siglo V a.C. en un certamen de poeśıa, varios
concursantes presentaron como propias, viejas obras existentes en la biblioteca de Alejandŕıa
y que, descubiertos, se les sancionó como ladrones [48]), Internet ha abierto definitivamente
las puertas de par en par. La gran cantidad de información y la facilidad de acceso a ella,
es una tentación demasiado grande para poder resistirse ante una falta de inspiración; según
Janett [34]:
El escritor novato frecuentemente se bloquea frente a una hoja en blanco y
se siente tan inseguro que en ocasiones, por facilismo o por ignorancia, toma
sin ningún reparo como propias, ideas, frases o párrafos de un documento y se
atribuye la autoŕıa del mismo.
El plagio se ha convertido, tras la aparición de las redes sociales, en uno de los mayores
problemas de la sociedad. Existe la falsa idea de que se puede utilizar con total libertad el
material que se publica en la Web por el hecho de ser esta red de dominio público [79]. Sin
embargo, la definición de plagio no es ambigua y no deja lugar a dudas:
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Se entiende como plagio la apropiación, presentación y utilización de material
intelectual ajeno, sin el debido reconocimiento de su fuente original. Constituye,
por lo tanto, un acto fraudulento, en el cual existe presunción de intencionalidad,
en el sentido de hacer parecer un determinado conocimiento, labor o trabajo, co-
mo producto propio; y de desconocer la participación de otros en su generación,
aplicación o en su perfeccionamiento [97].
Por tanto, el ánimo de engañar subyace en la acción de plagio con propósitos que van
desde la simple intención de un estudiante de obtener una buena calificación en un trabajo,
pasando por la exaltación personal o encumbramiento personal de un cient́ıfico, o incluso, para
obtener un desproporcionado lucro o prestigio dentro del mundo empresarial. En definitiva,
el plagio es un acto deleznable porque no sólo conlleva el robo de una idea o trabajo, sino
que ésta no puede separarse del esfuerzo y mérito del autor original. Y es que la correcta
atribución de autoŕıa corresponde al esfuerzo, al mérito y a las capacidades de quien generó la
información o el conocimiento y, en tal asignación, que sólo debe alcanzar a las personas que
la merecen [1].
Si bien es cierto que a nivel académico es donde mayor incremento de números de plagio
se ha producido (según un estudio de Kloda y Nicholson, uno de cada tres estudiantes cana-
dienses afirman haber cometido alguna vez plagio [57]), no sólo se limita a este ámbito. Todo
lo contrario, el plagio es frecuente en todas las áreas imaginables:
Académico: “El rector de la Universidad de Chile reconoce que el decano de derecho,
Roberto Nahum, plagió la tesis de un alumno”1
Literario: “Carmen Gómez Ojea estudia denunciar por plagio al último Premio Nadal”2
Poĺıtico: “El partido de Calderón en México copia un anuncio del PSOE”3
Cient́ıfico: “La revista Research Policy se ha visto obligada a retirar de su hemeroteca
un trabajo del año 1993 firmado por un profesor alemán, Hans Werner Gottinger. El
estudio se parećıa sospechosamente a otro del Journal of Business datado en 1980”4
E incluso el plagio afecta al mundo empresarial. Y es que, aunque la Web ha aportado
grandes ventajas a las empresas, como un contacto mayor con el consumidor, también tiene su
parte negativa. Internet está produciendo un aumento en conductas de competencia desleal.
Aśı, se dan casos de confusión o imitación, como la creación de dominios similares a otros
más conocidos. Por ejemplo, el dominio microsf.com buscaba el parecido con microsoft.com
[79]; o el plagio de páginas Web.
1http://www.infinita.cl/ (Radio Infinita, 2009)
2http://www.elcomerciodigital.com/ (El comercio digital, 2008)
3http://www.elpais.com/ (El Páıs, 2009)
4http://www.elmundo.es (El Mundo, 2007)
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Es por esta razón que las empresas deben de buscar un modo de proteger su información
para que los competidores no utilicen su información de forma incorrecta. Pero, debido a la
expansión de la Web 2.0 es imposible analizar manualmente todos los sitios web en busca
de posibles plagios. Por este motivo, las empresas se han visto en la necesidad de buscar
métodos automáticos capaces de desempeñar dicha labor. Estos métodos deberán señalar
los documentos sospechosos a un profesional de la propiedad intelectual el cual decidirá si
se trata de un caso de plagio, puesto que el plagio es un juicio académico que no puede
ser medido por una máquina [30]. De esta forma, el número de sitios a analizar disminuye
drásticamente y la empresa se siente más protegida ante la competencia desleal.
1.2.1. Plagio de ideas
Como ya hemos comentado, Internet se ha convertido en el medio de comunicación más
utilizado por las empresas para acercarse al consumidor. Las empresas crean páginas web
donde introducen información propia de la empresa, publicitan sus productos y sus servicios,
sus nuevas herramientas, sus ideas originales, sus logros, sus metas, sus principios, etc... Con
estas páginas las empresas pretenden estar más en contacto con los consumidores y conseguir
que los usuarios descubran los productos ofertados y las novedades ofrecidas.
Sin embargo, la información en Internet es visible para todos, no sólo para los consumido-
res sino también para las empresas competidoras. Cuando una empresa lanza una herramienta
nueva, introduce una funcionalidad original, cambia el formato de la web, tanto consumidores
como competidores lo descubren en pocas horas o d́ıas.
Si una empresa quiere estar en primera ĺınea de salida, debe de estar atento a sus com-
petidores, es decir, comparar los productos de unos y otros, descubrir las novedades, el efecto
que tienen estas novedades en los consumidores. De esta forma poder mejorar los productos o
herramientas que ofrece el resto de empresas. Pero no todas las empresas son leales, sino que
existen empresas que utilizan la información que introducen otras empresas en sus páginas
web para copiar las ideas de éstas.
Un ejemplo (véase la figura 5.1) lo protagoniza la empresa “MVS Technologies”, la cual
plagia en su total extensión y letra por letra las ideas y servicios que ofrece la empresa
“Asesoria Informática”5.
Otras empresas, en cambio, copian las páginas de otras empresas modificando el contenido,
incluso llegando a inventarse instituciones que no existen. Un ejemplo es la empresa de Lima
“Peru Creative”, que copió los casos de éxito de la empresa valenciana “Adding Technology”,
la cual colabora con la Generalitat Valenciana (véase la figura 1.2). El resultado del plagio fue
bastante penoso, ya que se inventó una Generalitat Limana, y por si fuera poco se olvidó de
cambiar el logotipo de la Generalitat Valenciana6.
Incluso hay empresas que copian las campañas de publicidad. Por ejemplo, la empresa
5http://www.consultoriainformatica.net/
6http://www.levante-emv.com/ (Levante-EMV, 2007)
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Figura 1.1: Ejemplo de plagio de ideas
Figura 1.2: Ejemplo de plagio de casos de éxitos
“Corbeta Marketing y Compañ́ıa” (véase la figura 1.3) plagió textualmente la campaña en
Google, haciendo uso incluso del mismo slogan Navegue con Expertos de la empresa “WEB-
SEO.CL”. En este caso se descubrió el plagio porque aparećıan las dos empresas anunciadas
una detrás de la otra con el mismo texto y agregándole solamente su dirección web, hecho
que se ha prestado para que los clientes de la empresa plagiada piensen que esta empresa era
su filial7.
Hay incluso empresas que plagian información correspondiente a los servicios que ofrecen
otras. Por ejemplo, la empresa “Buquebus” demandó a “Pluna” por plagiar su proyecto de
vuelos regionales8.
Estos son un pequeño ejemplo de la gran cantidad de ataques a la propiedad intelectual. Es
por esto que las empresas se sienten indefensas ante el ataque a sus ideas y sus innovaciones.
Por eso las empresas deben de protegerse ante cualquier intento de plagio por parte de
competidoras. En este trabajo, mostraremos diferentes herramientas que una empresa puede




Figura 1.3: Ejemplo de plagio de campañas de publicidad
1.2.2. Plagio de opiniones
El plagio no solamente afecta a las empresas sino también a los consumidores. Las opi-
niones de éstos se ven gravemente afectadas con casos de plagio. Y, como ahora cualquiera
puede publicar de forma gratuita y sencilla, el plagio empieza a alcanzar proporciones ver-
daderamente alarmantes.
En ocasiones alguien publica alguna nota en un blog como slashdot.com, posteriormente
otro la copia para publicarla en barrapunto.com. Otro tanto ocurre en las blogs particulares;
por ejemplo, alguien publica alguna opinión en su blog particular y posteriormente otro
bloguero la publica en su blog también particular sin introducir ninguna referencia a la opinión
original. Casos como estos son muy frecuentes en el mundo de las redes sociales.
Una de las principales causas es que las redes sociales miden su éxito en función del
número de páginas visitadas o de la cantidad de amigos que se genere. Es decir, que el deseo
de fabricar contenidos para atraer la atención de la gente se ha vuelto tan fuerte, que la
tentación de copiar se ha vuelto irresistible.
A esto hay que sumarle que el relativo anonimato que nos proporcionan los blogs nos
hace sentir seguros, ya que puede verse como un forma de protección para no ser descubierto.
Además, esto puede conllevar un beneficio económico, puesto que cuantas más visitas se
consiguen, mayores serán los beneficios por publicidad.
1.2.3. Prevención de pérdida de datos
Toda empresa corre un constante peligro debido a la existencia de personas ajenas a la
información, conocidas como piratas informáticos o hackers, que buscan tener acceso a la
red empresarial para modificar, copiar o borrar datos. Los administradores de sistemas están
horas, e incluso varios d́ıas, volviendo a cargar o reconfigurando sistemas comprometidos, con
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el objetivo de recuperar la confianza en la integridad del sistema [79].
El resultado de una pérdida de datos es la atención negativa de los medios, la reducción
de la confianza de los clientes y socios, una reducción de valor de la empresa, el daño a
la reputación, pérdida de competitividad y posibles cargos criminales. Proteger los datos
sensibles es crucial para la mayoŕıa de las organizaciones donde la propiedad intelectual y la
información confidencial está relacionada con el valor monetario de la empresa.
Tomar conciencia del valor de la información corporativa fue el objetivo de la IV Jornada
Internacional de ISMS Forum Spain9 (asociación española para el fomento de la seguridad
de la información) en Sevilla, donde se reunieron los CIO (Chief Information Officer o ĺıder
de las tecnoloǵıas de la información) de empresas españolas, que debatieron junto a expertos
internaciones los últimos desarrollos en tecnoloǵıas DLP (Data Leak Prevention o Prevención
de Pérdidas de datos). En esta Jornada, Rustem Khayretdinov, vicepresidente de ventas
de Infowatch10 y un firme convencido que en el futuro todo el mercado de la seguridad
estará enfocado a la protección de datos, comentó:
...la pérdida de la información significa un lastre para la competitividad...
Toda poĺıtica de seguridad y protección de datos debe comenzar por entender y
determinar la información que se debe proteger, de qué manera y de quién. A
partir de este punto se debe decidir los cambios en los procesos de negocio para
gestionarlos adecuadamente.
Y es que la información que posee una empresa es uno de los principales activos a proteger.
Se han propuesto varias técnicas para proteger la información de ataques externos. Una de
estas técnicas es utilizar los métodos para detección automática de plagio para prevenir estos
ataques a la red informática y aśı poder evitar la pérdida de datos. Estos trabajos tratan
a las entradas al sistema como datos secuenciales. Las secuencias de śımbolos discretos son
una de las representaciones de datos fundamentales en informática. Una gran cantidad de
aplicaciones dependen de análisis de datos secuenciales, desde motores de búsqueda, hasta
las herramientas de vigilancia de redes y los programas antivirus [96]. De esta forma pueden
encontrar patrones en las cargas útiles de paquetes de red de las entradas al sistema, y
aśı pueden identificar aquellas entradas sospechosas de ser ataques al sistema.
1.3. Análisis de opiniones
Para una empresa tanto la cantidad como la calidad de información no tiene precio. El
principal objetivo de la información es la de apoyar a la toma de decisiones, puesto que
con ella se tendrán más bases sustentables para poder decidir cuáles son los pasos a seguir y
qué rumbo hay que tomar para lograr los objetivos que se planificaron; es más, gracias a la in-




futuro de la organización. Es por ello que en una empresa se le debe de poner una atención
sumamente especial a la información que se genera cada d́ıa, la adecuada interpretación de
ésta establecerá los cimientos necesarios para consolidarse como una empresa de éxito en el
mercado y se obtendrá una mayor oportunidad de crecimiento y expansión de mercado. La
información le permitirá identificar cuáles son las fortalezas con las que cuenta y cuáles las
debilidades y sectores vulnerables que presenta como organización. Teniendo en cuenta estos
datos podrá tener una planificación más alcanzable y factible, ya que podrá identificar donde
tiene que aumentar los esfuerzos y qué parte de la empresa necesita mayor atención [13].
Asó como comentamos en el apartado anterior una de las clases de información más im-
portante para una empresa es la opinión de los consumidores, las cuales marcan las tendencias
del mercado. Con este propósito muchas empresas gastan enormes cantidades de dinero en
encuestas de satisfacción del cliente, para obtener sus opiniones sobre los productos o servi-
cios ofertados. Pero en muchos casos estas encuestas no son eficaces, tanto por la dificultad
de conseguir un número elevado de encuestados como por la dificultad de conseguir encuestas
eficaces [84]. Por este motivo, las empresas tienen la obligación de encontrar otros medios
para conseguir dicha información.
Actualmente los avances tecnológicos han generado un ritmo acelerado de cambio en el
marketing, tanto en la oferta de productos como en los canales de comunicación [45]. Y es
que las empresas han visto en las redes sociales una oportunidad inmejorable para obtener
información de primera mano de los consumidores y, por tanto, un medio en el que comienza
a centrarse el marketing de las empresas. Este hecho se ve reflejado en que investigadores de
las ciencias empresariales están comenzado a centrarse en las redes sociales digitales como
tema de investigación actual, e incluso se comienzan a celebrar congresos enfocados a esta
área, como por ejemplo el Global Marketing Conference 2010 (Tokio, Japón)11 con ponencias
especializadas en publicidad interactiva, en el fenómeno de “boca a oreja” (Word of Mouth),
en los contenidos generados por los usuarios y Mobile Marketing [98]. Algunos de estos
estudios realizados en el ámbito de las redes sociales digitales y su importancia para el
marketing de las empresas son:
El trabajo de Harris y Rae [38] busca determinar el poder de las redes sociales digitales
en la construcción de reputación de marca y relaciones con los clientes, en pequeñas y
medianas empresas.
Zhang y Watts [129] investigan en qué medida el concepto de comunidades de práctica
se puede aplicar a las comunidades online y explora cómo las organizaciones pueden uti-
lizar mejor las estructuras sociales digitales para la práctica de gestión del conocimiento.
En el trabajo de Jansen et al. [50] se investiga el microblogging como una forma de
“boca a oreja” para el intercambio de opiniones de los consumidores con respecto a las
marcas.
11http://www.kamsconference.org/
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Y es que analizando las compras y los servicios contratados que se efectúan en la actua-
lidad, se observa que una gran mayoŕıa de éstos no están condicionados por las sugerencias
de las campañas de publicidad y los trucos del marketing, sino por los comentarios que otros
consumidores han escrito en los múltiples foros virtuales (públicos y privados) que hoy ofrece
la Web 2.0 [81]. Con la explosión de la Web 2.0, plataformas como blogs, foros de discusión,
redes sociales, y varios otros tipos de medios de comunicación sociales, los consumidores
tienen a su disposición un lugar donde compartir sus experiencias con las diferentes marcas
y donde poder dar sus opiniones, positivas o negativas sobre cualquier producto o servicio.
Las empresas principales empiezan a darse cuenta que estos comentarios de los consumidores
pueden manejar la enorme influencia en la formación de las opiniones de otros consumidores
y, en última instancia, su lealtad a la marca, sus decisiones de compra.
Las empresas que deseen crecer (o llegado el caso, sobrevivir) deben de responder a las
perspicacias de los consumidores, y es por todo esto que tienen la obligación de analizar
los medios de comunicación sociales, para obtener la información adecuada para modificar
sus mensajes de marketing, modificar el desarrollo de los productos, mejorar los servicios,
etc [127] y de este modo acercarse al consumidor. Las redes sociales jugarán un rol clave
en el futuro del ejercicio del marketing, porque pueden ayudar a reemplazar el disgusto del
cliente por la fidelización. Las empresas que prosperarán serán las que de forma proactiva
se identifiquen y hagan uso de este nuevo mundo, porque consideran el cambio como una
oportunidad más que como una amenaza que hay que evitar a toda costa [38].
Y es que gracias a la Web 2.0 gana peso la opinión del ciudadano frente a las marcas y
sus técnicas comerciales más tradicionales. Según un estudio, realizado por la compañ́ıa de
software Six Apart12, el 75 % de los encuestados reconoćıan que sus decisiones de compra
están directamente influenciadas por lo que leen en blogs, foros y el resto de medios de
comunicación sociales [81]. Según el Instituto Nacional de Estad́ıstica (INE13), el 80 % de los
internautas reconoce que acude a la red para informarse sobre productos, marcas y servicios.
En otro estudio reciente realizado en febrero de 2009 por la Asociación para la Investigación
de Medios de Comunicación (AIMC14), el 75.5 % de internautas españoles admite haberse
documentado en internet durante el último año, como paso previo a formalizar una compra de
productos o servicios, bien sea para realizar dicha adquisición de manera online o de manera
offline.
Ante esta situación las empresas se preguntan qué es lo que lleva a los consumidores a fiarse
de la opinión de un tercero al cual no conocen y desconf́ıan de la marca que les acompañó toda
la vida. Los sociólogos Vı́ctor Gil y Felipe Moreno en [33] responden a este interrogante
aduciendo a la competencia entre las empresas y al colaborismo entre los consumidores:
La clave está en que, mientras las marcas compiten entre śı, los consumidores
colaboramos entre nosotros. La Web 2.0 invita a una nueva forma de comuni-





la transparencia. Son otros códigos y otro nivel de confianza... Nos hemos con-
vertido en consumidores sofisticados... Tantos años de publicidad han terminado
convirtiéndonos en expertos en marketing y, de paso, en unos desconfiados ante
las marcas.
Dadas estas circunstancias, los responsable del marketing de las empresas tienen la obli-
gación de supervisar en los medios de comunicación sociales las opiniones relacionadas con
sus productos y servicios, e incluso las opiniones de los consumidores de los productos de las
empresas competidoras. Sin embargo, en lo últimos años se ha producido una explosión en
la Web 2.0 sin precedentes, ocasionando que la supervisión manual de las opiniones de los
consumidores se convierta en un trabajo completamente irrealizable. La empresa especializa-
da en blogs Technorati15 estima que 75,000 nuevos blogs son creados diariamente, con 1.2
millones de nuevos comentarios cada d́ıa en las que el consumidor comenta sobre productos y
servicios [53]. Por este motivo, en los últimos años están tomando protagonismo aplicaciones
de búsqueda de opiniones sobre productos, marcas y personas, como son: Social Mention16,
Same Point 17, Flock 18 y User Voice 19.
Aunque estas aplicaciones son capaces de encontrar las opiniones generadas por los con-
sumidores en las redes sociales sobre productos y marcas, las empresas se ven en la necesidad
de aunar esfuerzos por encontrar un método automático que sea capaz de analizar dichas
opiniones e identificar su orientación semántica. Es decir, un método para identificar si las
opiniones de los consumidores sobre los productos o servicios son positivas o negativas [115].
1.3.1. Basado en ontoloǵıas
Sin embargo, una opinión generalmente positiva sobre algún producto concreto, no sig-
nifica que el titular de la opinión exponga opiniones positivas sobre todos los aspectos o
caracteŕısticas del objeto. Del mismo modo, una opinión negativa no significa que el opinante
no esté conforme con todos los aspectos del producto o servicio. En un documento de opi-
nión, tales como una opinión del cliente sobre un producto o servicio, el titular de la opinión
describe tanto aspectos positivos como negativos del objeto, aunque el sentimiento general
del objeto puede ser positivo o negativo.
Como se ha comentado anteriormente, las empresas están interesadas en conocer la opi-
nión general de un producto o servicio ofrecido; no obstante, también están interesadas en
conocer qué conceptos pueden mejorarse o reforzarse. Por ejemplo, una empresa de turismo
que ofrece un viaje a Milán, con el hotel Noches en Milán incluido, y entradas a una ópera en
la Scala di Milano; es lógico pensar que la empresa estará interesada en conocer si el viaje es






1.3. ANÁLISIS DE OPINIONES 11
El hotel “Noches en Milán” no nos ha gustado nada, era desastroso y muy ruidoso,
no lo recomiendo a nadie; pero la ópera en la Scala di Milano era una maravilla
En esta opinión, que puede calificarse como una opinión generalmente negativa, aparecen
dos polaridades diferentes: el concepto hotel tiene una polaridad negativa; pero por otro
lado, el concepto ópera tiene una polaridad positiva. Si la empresa sólo analiza la orientación
semántica general de la opinión, pierde la información de que al opinante le ha gustado las
entradas ofrecidas para la ópera. En el caso que la mayoŕıa tengan la misma opinión, la
empresa podŕıa dejar de ofrecer el viaje a Milán. Sin embargo, esta empresa perdeŕıa una
oportunidad de negocio, puesto que estudiando las orientaciones semánticas de los conceptos
sobre los que se opinan, podŕıa descubrir que lo que no gusta a los clientes es el hotel y no
el viaje. Tal vez, cambiando de hotel ofrecido en el viaje, mejore las opiniones de los clientes
sobre el viaje.
Por tanto, analizar no sólo la polaridad general de una opinión es importante, sino que
también lo es analizar la polaridad de cada concepto calificado en las opiniones. Esto ayu-
dará a una empresa a mejorar el producto o servicio según los gustos de los clientes.
Para poder analizar la polaridad de los conceptos que se opinan en los documentos evalua-
tivos, las empresas pueden aprovecharse de las ontoloǵıas que poseen. Las empresas disponen
de ontoloǵıas en las que están representados todos los aspectos de los productos y servicios
que ofrece. A partir de las ontoloǵıas se facilitaŕıa la extracción de las opiniones sobre cada
concepto.
Volviendo al ejemplo anterior, si la empresa de turismo posee una ontoloǵıa con un con-
cepto hotel y otro concepto ópera, podŕıa extraer los adjetivos asociados a cada concepto y
a partir de éstos calcular la polaridad de cada uno de los conceptos.
1.3.2. Vı́a fusión de ontoloǵıas
La capacidad de los humanos para tener diferentes puntos de vista de un mismo concepto
no tiene ĺımites. Por ello, no es de extrañar que diferentes analistas, desarrolladores e inge-
nieros del conocimiento tengan diferentes conceptos de la realidad sobre un mismo dominio.
Esta es la principal causa de que un dominio pueda tener múltiples ontoloǵıas completa-
mente diferentes. Unas estarán más detalladas, otras estarán enfocadas a una parte concreta
del dominio, etc... Por tanto, es lógico deducir que dos empresas dedicadas al mismo dominio
posean diferentes ontoloǵıas.
Sin embargo, dado el coste de conseguir la opinión de los consumidores, puede que varias
empresas decidan compartir e intercambiar la información que poseen sobre las opiniones de
los consumidores, o incluso, llegado el caso extremo en el que dos empresas se fusionen, no
se quiere perder ningún dato de los análisis de opiniones que han realizado cada una de las
empresas con anterioridad. En estos casos, se debe de encontrar algún método que sea capaz
de poder analizar automáticamente las opiniones de los clientes y además que sea compatible
con las diferentes ontoloǵıas.
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Esta posibilidad de intercambio de información de opiniones no se ha estudiado anterior-
mente. En este trabajo proponemos un algoritmo que incluye dentro del análisis de opiniones,
una fusión de ontoloǵıas. La fusión de ontoloǵıas nos facilitará poder obtener las polaridades
de cada concepto de cada una de las ontoloǵıas de las empresas participantes. Esto es posible
ya que la fusión de ontoloǵıas nos devolverá una alineación entre cada concepto de las dos
ontoloǵıas de las empresas con lo que podremos relacionarlos y aśı obtener la polaridad de
dichos conceptos.
Para comprobar la eficacia del algoritmo hemos realizado un estudio sobre el análisis de
opiniones v́ıa fusión de ontoloǵıas dentro del dominio del turismo. Para ello nos ponemos en
la piel de dos empresas dedicadas al turismo las cuales analizarán opiniones de consumidores
sobre conceptos de dicho dominio. Posteriormente, realizaremos una simulación en la que
dichas empresas deciden compartir la información.
1.4. Estructura de la tesis
Este documento está organizado del siguiente modo:
En el Caṕıtulo 2 exponemos el estado del arte del campo de la detección automática del
plagio. Además expondremos algunas de las herramientas disponibles que las empresas
pueden utilizar para protegerse contra las infracciones de la propiedad intelectual.
En el Caṕıtulo 3 describimos la competición PAN’09 en la cual hemos participado para
comprobar la eficacia de la herramienta WCopyFind.
En el Caṕıtulo 4 introducimos el estado del arte de la mineŕıa de opiniones. Debido
a que en nuestro algoritmo introducimos una fase de fusión de ontoloǵıas, también se
hará una introducción al estado del arte de dicha disciplina.
En el Caṕıtulo 5 describimos los experimentos que hemos realizado para la evaluación
del algoritmo propuesto. En este caṕıtulo también describimos los experimentos que
hemos realizado para la selección de un método de fusión de ontoloǵıas eficaz.
En el Caṕıtulo 6 exponemos las conclusiones a las que hemos llegado en este trabajo y
las ĺıneas a seguir en un futuro.
Caṕıtulo 2
Detección automática de plagio
Tras el cambio que ha producido en la sociedad los medios digitales, las empresas cada
vez son más vulnerables a ser v́ıctimas de casos de plagio. Esto es debido por dos razones
principales: porque existe la falsa idea de que se puede utilizar con total libertad el material
que se publica en la Web por el hecho de ser de dominio público [79] y, porque debido a la
enorme cantidad de información en la Web se puede llegar a creer que existe una probabilidad
muy pequeña de que pueda ser descubierto.
Lo que diferencia una empresa de otra son sus ideas, sus productos, sus éxitos anteriores,
etc. Si una empresa competidora le plagia tanto ideas como productos, la empresa plagiada
pierde aquello que la diferencia del resto, por lo que pierde a su vez la ventaja que le pro-
porcionarán dichas ideas. Es por eso que las empresas están obligadas a protegerse contra
cualquier ataque a sus propiedades intelectuales.
En este caṕıtulo repasaremos el estado del arte de la disciplina de la detección automática
de plagio. Además introduciremos algunas de las herramientas disponibles que una empresa
puede utilizar para detección automática de plagio.
2.1. Estado del arte
Los diferentes métodos que existen actualmente en la disciplina de detección automática
de plagio se pueden agrupar en tres diferentes grupos: análisis intŕınseco de plagio, detección
del plagio con referencia y detección del plagio translingüe. Además de estos tres grupos
existen algunos investigadores que han visto interesante utilizar la detección automática de
plagio para usos de prevención de pérdida de datos. Más concretamente para ataques por
parte de intrusos en redes informáticas. En esta sección introduciremos cada uno de los tres
grupos de métodos, aśı como las investigaciones realizadas para prevención de pérdidas de
datos en sistemas informáticos.
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2.1.1. Análisis intŕınseco del plagio
La mayor dificultad que encontramos cuando queremos descubrir si un documento es
plagio de algún otro, es poder comparar dicho documento sospechoso con todos los docu-
mentos disponibles. Es más, podemos afirmar que dicha comparación es una tarea imposible
de realizar. Además, en ocasiones no se tiene un conjunto de documentos sospechosos contra
los cuales comparar. Por eso, algunos investigadores han comenzado a estudiar métodos au-
tomáticos de detectar el plagio sin referencia. Este tipo de estudios se llama análisis intŕınseco
del plagio.
En [108], Stein y Meyer zu Eissen definen el problema del análisis intŕınseco del plagio de
la siguiente manera:
Dado un documento d, supuestamente escrito por un autor, y queremos iden-
tificar los fragmentos en d que se derivan de otro autor y que no estén citados
adecuadamente. El análisis intŕınseco del plagio es un problema de clasificación
de una sola clase. La propiedad del problema más destacada de esta clasificación
es que la información de una sola clase está disponible. Esta clase se llama la
clase de destino, todos los demás objetos están comprendidos en la clase de los
llamados valores at́ıpicos. En el contexto del análisis intŕınseco del plagio todos
los documentos, o partes del documento del pretendido autor, forman la clase de
destino, y todos los documentos, o partes del documento de otro autor arbitrario,
constituyen la clase at́ıpica. Hay que destacar que el documento d es la única
fuente para formular un modelo de estilo de escritura para los objetos de la clase
objetivo, mientras que la formulación de este modelo se ve dificultado en la me-
dida en que d es un plagio. También hay que destacar que los documentos en la
clase de valores at́ıpicos son tan abundantes que ni una muestra representativa,
ni la formulación de un modelo de estilo de escritura de esta clase es posible.
El análisis intŕınseco del plagio es una disciplina joven que fue introducida por los mismos
autores, Stein y Meyer zu Eissen en [107]. Los principios básicos del análisis intŕınseco del
plagio son [16]:
cada autor tiene su propio estilo de escritura;
el estilo de escritura de cada autor debeŕıa seguir siendo coherente en todo el texto;
las caracteŕısticas de un estilo es dif́ıcil de manipular y de imitar, haciendo destacar el
fragmento del trabajo plagiado.
El estilo de escritura de un autor incluye diferentes caracteŕısticas como la riqueza en el
vocabulario, la longitud oracional o el número de palabras de paro. El análisis de estas medi-
das permite a los investigadores plasmar el estilo de escritura en números reales [11]. Aunque
el análisis intŕınseco de plagio sea una disciplina joven, cuantificar el estilo de escritura es
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una ĺınea de investigación abierta desde la década de 1940 [126, 29]. Varios métodos han sido
propuestos para medir las caracteŕısticas del estilo de escritura, como:
Métodos para medir la riqueza de vocabulario:
• En [44], Honore propuso la función R, la cual mide la variedad de vocabulario en





donde N es la longitud del texto, V es el número de diferentes palabras del texto
y V1 es el número de diferentes palabras que aparecen una sola vez en el tex-
to. Está función nos indica que, cuantas más palabras tenga el texto que no se
repiten, mayor riqueza de vocabulario tendrá el texto. Es más, si todas las palabras
aparecieran una sola vez (es decir, si V1 = V ), la función R tendeŕıa al infinito [43].
• En [126], Yule ideó la función K, una medida de la riqueza de vocabulario basado
en el supuesto de que la aparición de una palabra dada se basa en el azar y puede








donde N es la longitud del texto y Vi es el número de diferentes palabras que
aparecen i veces en el texto.
• En [102], Sichel propuso un modelo teórico para las distribuciones de vocabulario.
La distribución de Sichel calcula cual es la probabilidad de que cualquier tipo de
palabra aparezca exactamente r veces en un texto de longitud N , y se define como:
θ(r|N) = 2α/π)
1/2 expα
exp[α{1− (1− θ)1/2}]− 1
(1/2αθ)r
r!
Kr−1/2(α) (r = 1, 2, ...,∞) (2.3)
donde α > 0, 0 < θ < 1 y Kr−1/2(α) es la función de Bessel [63] modificada de
segunda especie de orden r − 1/2 y argumento α.
Métodos para medir la complejidad y comprensibilidad del texto:
• En [29], Flesch propone la Prueba de Legibilidad de Flesch (Flesch Reading Ease),
para medir la complejidad de un documento. Se define como:






donde N es el número de palabras del documento, F es el número de frases y S el
número total de śılabas. Flesch Reading Ease otorga al texto un valor real, el cual
cuanto más elevado sea el resultado, más fácil será comprender el documento. Por
ejemplo, un resultado entre 60 y 70 el documento es fácilmente comprensible para
personas mayores de 15 años.
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• En [106], Meyer zu Eissen y Stein propusieron el cálculo del promedio de clases de
palabras basado en la frecuencia. En este método cada palabra w ∈ D es asignada
a una clase C(w), la cual se asigna según la frecuencia de la palabra f(w), de la
siguiente manera:
C(w) = blog2(f(w∗)/f(w))c (2.5)
donde w∗ denota la palabra más frecuente en D. La clase asociada a w∗ es C0.
Métodos para determinar los requisitos espećıficos del lector que son necesarios para
comprender un texto, como la graduación:
• En [55], Kincaid y sus colaboradores presentan Flesch-Kincaid Grade Level que








donde N es el número de palabras del documento, F es el número de frases y S
el número total de śılabas. El resultado es un número que se corresponde con un
nivel de graduado.
• En [14], Dale y Chall proponen la fórmula de legibilidad de Dale-Chall (Dale-Chall
Readability Formula). Dicha fórmula se expresa como:
RFDC = 0.1579α + 0.0496β + 3.6365 (2.7)
donde α es el porcentaje de palabras dif́ıciles y β es la media de la longitud de las
frases.
Para comprobar que un texto o un fragmento de texto es plagio, no es suficiente calcu-
lar dichas caracteŕısticas para todo el documento. En [107] proponen el cálculo de diversas
caracteŕısticas considerando el documento sospechoso completo, y posteriormente proponen
realizar los mismos cálculos para cada fragmento del documento. Una vez realizados todos
los cálculos, comparan los resultados para comprobar si sufren grandes variaciones, las cuales
indicarán que dichos fragmentos son candidatos a ser plagio.
En [109] comprueban la robustez de las medidas de la riqueza de vocabulario, tales como
la función K de Yule, la función R de Honore, y el promedio de clases de palabras basado en
la frecuencia. Los resultados demostraron que únicamente se puede afirmar que es estable el
promedio de clases de palabras basado en la frecuencia, ya que proporciona resultados fiables
incluso en fragmentos cortos.
En [105] el autor propone la utilización de una función de cambio de estilo basado en una
apropiada medida de disimilitud originalmente propuesta para la identificación del autor.
Además, proponen un conjunto de reglas heuŕısticas que intentan detectar los documentos
plagiados libremente y pasajes plagiados, aśı como para reducir el efecto de cambios irrele-
vantes de estilo en los documentos. Con este método, Stamatatos, ganó la primera edición de
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la competición de plagio (1st International Competition on Plagiarism Detection1 (PAN’09)),
en la tarea de análisis intŕınseco de plagio.
Sin embargo, debemos hacer notar que el análisis intŕınseco del plagio no demuestran que
los fragmentos son plagios, puesto que este análisis es incapaz de indicar los textos originales.
Esto se debe principalmente a que en los cálculos no se hace ningún tipo de comparación con
textos originales [5]. El objetivo del análisis intŕınseco del plagio es indicar algún fragmento
del texto en el que se produzca un cambio de estilo de escritura, caracteŕıstica que podŕıa
implicar un caso de plagio.
2.1.2. Detección del plagio con referencia
La detección del plagio con referencia se basa en la comparación de un conjunto de docu-
mentos sospechosos de ser plagiados con un conjunto de documentos originales. La detección
del plagio con referencia busca fragmentos que pueden estar duplicados en otros documen-
tos. Estos fragmentos pueden ser párrafos, un conjunto de frases o un conjunto de palabras.
Una vez se localiza los posibles fragmentos duplicados será un humano quien decida si los
fragmentos son realmente fragmentos plagiados.
Una posible solución a este problema es comparar cada pasaje de un documento sospe-
choso con cada pasaje de cada documento en el corpus de referencia. Los tiempos de ejecución
serán obviamente prohibitivos [83]. Además a medida que aumentamos el corpus de referen-
cia mayor será el tiempo de ejecución. Existen estudios que intentan reducir el espacio de
búsqueda, como en [7], donde los autores proponen la reducción del espacio de búsqueda en
base a la distancia de Kullback-Leibler.
Hasta la actualidad existen una gran variedad de diferentes métodos para la detección
del plagio con referencia. Existen diferentes puntos de vista para decidir que unidad de
comparación es la más adecuada. Para decidir cual es la mejor unidad de comparación,
hay que tener en cuenta diferentes factores, como que cuanto más grande sea la unidad de
comparación menor es la probabilidad de señalar fragmentos sospechosos de documentos no
relacionados. Por ejemplo, dos documentos independientes pueden ambos tener una frase
como “en esta investigación el autor nos presenta” como parte de un párrafo. Si la unidad de
comparación es un párrafo, probablemente no se detectarán como un fragmento sospechoso
de plagio, mientras que si se detectaŕıa si la unidad de comparación es una frase, cuando
en realidad no lo es. Por tanto, cuanto mayor es la unidad de comparación, la precisión
aumentará.
Por otro lado, también debemos tener en cuenta que cuanto mayor sea la unidad de
comparación mayor es la probabilidad de no detectar documentos realmente plagiados. Por
ejemplo, consideremos dos documentos que comparten 5 o 6 frases. Si la unidad de compara-
ción es un párrafo, probablemente no se detectarán como un fragmento sospechoso de plagio
cuando en realidad śı lo es, mientras que śı se detectaŕıa si la unidad de comparación es una
1http://pan.webis.de/
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frase. Por tanto, cuanto mayor es la unidad de comparación, la cobertura disminuirá.
Con independencia de la unidad de comparación utilizada, todos los métodos de detección
de plagio necesitan una medida de similitud para comparar los fragmentos de textos corres-
pondientes a la unidad de comparación. La mayoŕıa de las medidas de similitud utilizadas en
la detección de plagio se basan en la estimación de la cantidad de configuraciones comunes
de las palabras. Se diferencian por las sub-cadenas que lo forman (n-gramas, subsecuencias,
etc) o por las palabras utilizadas en las comparaciones (solamente las palabras que forman
los fragmentos de texto, o incluyendo sinónimos de WordNet, etc.) [37].
En [69], Lyon et al. proponen el uso de trigramas para medir la similitud entre los textos.
Los autores basan su elección en el hecho de que el número de trigramas comunes en dos textos
independientes debeŕıa ser bajo (incluso si los textos pertenecen al mismo tema), debido a
la distribución Zipf [132] de las palabras. Barron y Rosso en [6] coinciden con Lyon y sus
colaboradores. En este estudio, los autores realizaron una comparación entre la frecuencia de
n-gramas comunes entre diferentes documentos demostrando que la probabilidad de encontrar
n-gramas comunes en diferentes documentos decrece conforme se incrementa n. La tabla 2.1
muestra los resultados obtenidos en este estudio. Además, Barron y Rosso muestran que
bigramas y trigramas son las mejores unidades de comparación para la detección automática
de plagio. Finalmente concluyeron que con bigramas se mejora el recall y con trigramas se
obtiene mejor precisión.
Documentos 2-gramas 3-gramas 4-gramas
2 0.1125 0.0574 0.0312
3 0.0302 0.0093 0.0027
4 0.0166 0.0031 0.0004
Tabla 2.1: n-gramas comunes en diferentes documentos
También existen trabajos que no utilizan los n-gramas como unidad de medida de com-
paración. Por ejemplo, Shivakumar y Garcia-Molina en [101] propusieron SCAM uno de los
primeros trabajos enfocados a nivel de documento. Los autores argumentan que si dos docu-
mentos tienen frecuencias similares de ocurrencia de un grupo de palabras, es probable que
se traten de diferentes versiones de un mismo documento [5].
Kang et al. en [52] presentaron PPChecker, el cual está basado en una medida de similitud
que tiene en cuenta los sinónimos de las palabras de los documentos sospechosos, obtenidos a
través de WordNet. Esta solución intenta corregir el cambio de redacción producido cuando
el autor de plagio modifica las palabras de los documentos originales por sinónimos. Para
Kang y sus colaboradores el proceso de comparación debe hacerse a nivel de sentencia [5].
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2.1.3. Detección del plagio translingüe
Algo muy común cuando se comete plagio, es la traducción de un idioma a otro idioma sin
indicar como referencia el documento origen. Cuando esto ocurre, los sistemas mencionados
anteriormente no son capaces de detectarlo. Para detectar automáticamente este tipo de
plagio se debe tener otro enfoque diferente.
Probablemente los primeros trabajos dedicados al minado de texto translingüe sean el es-
tudio de Resnik [89] y el de Chen y Nie [49]. Ambos trabajos realizaban primero un sistema
de mineŕıa de Internet para extraer textos paralelos en diferentes idiomas. Estos sistemas se
basaban en motores de búsqueda convencionales para encontrar páginas en las que aparećıa
el texto “versión en Inglés” y “versión en Francesa” en etiquetas de hiper-v́ınculos en HTML.
Como resultado consiguieron, para cada sitio web, un pequeño número de diferentes traduc-
ciones. Aunque estos documentos no se pod́ıan considerar como plagio, śı que fueron útiles
en la fase de entrenamiento.
Resnik [89] aplicó una herramienta de identificación de idiomas y utilizó caracteŕısticas
estructurales para alinear los dos textos. Posteriormente, para identificar si un texto era
traducción de otro utilizó el criterio de longitud de la cadena de los fragmentos alineados, es
decir, un fragmento alineado era traducción de otro si teńıan una longitud similar.
Chen y Nie [49] utilizaban las caracteŕısticas de texto como la URL, el tamaño, la fecha,
el idioma y un conjunto de caracteres para determinar si los documentos eran traducciones
de otro. Con este sistema obtuvieron en sus experimentos una precisión del 95 % para pares
de documentos de Inglés-Francés y del 90 % para Inglés-Chino.
Pouliquen y sus colaboradores [94] diseñaron un sistema de trabajo que pod́ıa identificar
a las traducciones y otros documentos muy similares entre un gran número de candidatos,
al representar el contenido de los documentos con un vector de términos a partir del tesauro
Eurovoc2, para posteriormente medir la similitud semántica entre los vectores. En las pruebas
realizadas en el estudio, obtuvieron una precisión del 96 % en un espacio de búsqueda de 820
documentos.
En [92] los autores proponen un método basado en tres fases principales. La primera fase
consiste en dado un documento sospechosos d y un corpus referencia C en diferentes idiomas,
recuperar un subconjuntos de documentos candidatos de C, los cuales podŕıan ser fuentes
de fragmentos plagiados del documento d. El siguiente paso, se realiza un análisis semántico
entre las secciones de d y cada documento ci ∈ C. Por último, se analizan las secciones
similares buscando alguna cita adecuada, lo cual los eliminaŕıa del posibles plagios.
Un estudio más reciente de Barron et. al [8] se basó en el uso de un diccionario estad́ıstico-
bilingüe basado en el modelo IBM-1. Este diccionario se creó a partir de un corpus paralelo que
conteńıa fragmentos originales escritos en un idioma y versiones plagiadas de estos fragmentos
escritos en otro idioma. El objetivo del trabajo era crear un sistema capaz de detectar el plagio
multilingüe con respecto a un autor determinado.
2http://europa.eu/eurovoc/
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En [128] Ceska y sus colaboradores describen MLPlag, el cual es un método para la
detección de plagio en un entorno multilingüe. Este método se basa en el análisis de las
posiciones de palabra. Utiliza el diccionario de sinónimos EuroWordNet3 que transforma
las palabras de forma independiente del lenguaje. Esto permite identificar los documentos
plagiados a partir de fuentes escritas en otras lenguas. También se incorporaron técnicas para
identificar la sustitución de palabras por sinónimos.
En la primera edición de la competición de detección automática del PAN realizado en
2009, ninguno de los equipos participantes consiguió detectar casos de plagio translingüe.
Esto es un claro ejemplo de la dificultad que conlleva esta tarea.
2.1.4. Prevención en pérdida de datos
Es de rigor destacar que en la actualidad existe una gran conexión entre la investigación
dentro de la disciplina del procesamiento del lenguaje natural (NLP) y la investigación en
prevención de pérdida de datos. En los últimos años, los estudios en seguridad de redes
informáticas empezaron a abordar el problema de la detección automática de ataques des-
conocidos en el instante que alcanzan al sistema objetivo. Estos ataques tratan de explotar
la semántica de la comunicación de red entre el cliente y el servidor de aplicaciones, a fin
de obtener acceso a través del ordenador atacado o por lo menos para evitar que se trabaje
normalmente. El proceso de comunicación definidos por los protocolos de la capa de apli-
cación (por ejemplo HTTP, FTP, RPC o IMAP) también puede ser considerada como una
comunicación basada en texto en una lengua artificial [37].
El análisis de la carga útil tratando los datos como secuencias de bytes ha sido estudiado
por diversos autores. Wang y Stolfo [120] presentaron PAYL un detector automático de
intrusiones, basado en aprendizaje no supervisado. En primer lugar, PAYL calcula durante
una fase de entrenamiento un perfil de distribución de frecuencias de bytes y su desviación
estándar de la carga que fluye de un solo host a un puerto. A continuación, durante la fase
de detección PAYL calcula la similitud de los nuevos datos respecto del perfil pre-calculado
utilizando la distancia Mahalanobis [73]. El detector compara esta medida con un umbral y
genera una alerta cuando la distancia de una nueva entrada supera este umbral.
Más tarde, Wang et. al diseñaron Anagrama [119], que es un detector de anomaĺıas de
contenido que modela una mixtura de orden superior de n-gramas (n > 1) diseñado para
detectar anomaĺıas y “sospechosas” cargas útiles de paquetes de red.
Gracias a que las investigaciones en detección en seguridad en redes se están centrado
en la aplicación de métodos de aprendizaje automático más avanzados, la generalización de
la extracción y la representación de las caracteŕısticas ha aumentado mucho la flexibilidad
de la definición de medidas de similitud entre datos secuenciales, dentro de un contexto
de seguridad. El trabajo de Rieck y Laskov [96] presenta una forma eficaz de combinar
caracteŕısticas extráıdas de las secuencias de bytes, por ejemplo, palabras, n-gramas con un
3http://www.illc.uva.nl/EuroWordNet/
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valor n arbitrario o secuencias contiguas, para una amplia gama de medidas de similitud
lineales y no lineales.
2.2. Herramientas disponibles para un empresa
Actualmente, hay disponibles herramientas de detección automática de plagio que una
empresa puede utilizar para protegerse. Todas estas herramientas utilizan métodos con refe-
rencias. A continuación, exponemos algunas de las herramientas disponibles más conocidas:
2.2.1. Turnitin
Turnitin4 es una herramienta de pago para detectar automáticamente documentos sospe-
chosos de cometer plagio que fue desarrollada por el Dr. John Barrie de la Universidad de
Berkeley, California, y es utilizado por más de 50 universidades de todo el mundo [2].
Turnitin está dirigido hacia el área académica. Esta herramienta permite a los profe-
sores verificar que los trabajos de los estudiantes tienen la citación adecuada o comprobar
que no se comete plagio mediante la comparación con una bases de datos que se actualiza
continuamente. Al finalizar el proceso Turnitin presenta un informe con los resultados el
cual proporciona a los instructores la oportunidad de enseñar a sus alumnos los métodos
adecuados de citación, aśı como salvaguardar la integridad académica de sus estudiantes [2].
En 2004, un grupo de universidades australianas decidieron realizar unos experimentos
para explorar las percepciones de los profesores de la utilidad y aplicabilidad de Turnitin en
las aulas terciarias. Para la realización de los experimentos eligieron a 2.000 estudiantes y
siete profesores, los cuales fueron ubicados en los cuatro campus de la Universidad de la Costa
Sur (SCU) y los siete profesores ejerćıan en los programas universitarios de cinco facultades
diferentes: Artes, Negocios, Derecho, Educación, Ciencia y Tecnoloǵıa. Este estudio puso de
relieve las ventajas de usar software de detección de plagio, como Turnitin. Mientras que
algunos consideraron que era beneficioso para la detección de coincidencia en documentos
de texto, y que ahorraba tiempo. Otros temı́an que podŕıa ser utilizado como medio de
castigar a los alumnos dentro de la poĺıtica y que el problema subyacente de plagio sigue sin
resolverse. Finalmente, se consideró que Turnitin podŕıa desempeñar una función muy útil
para concienciar a los estudiantes en el problema del plagio como una cuestión de integridad
académica [114].
4http://www.turnitin.com/
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2.2.2. WCopyFind
WCopyFind5 es un software desarrollado por Bloomfield de la Universidad de Virginia
(2004). WCopyFind detecta plagio realizando una búsqueda a través de la comparación de
n-gramas. El tamaño de los n-gramas es proporcionado por el usuario, aunque Bloomfield
sugiere hexagramas como tamaño ideal. En la figura 2.1 muestra la interfaz de la herramienta
WCopyFind.
Figura 2.1: Interfaz de la herramienta WCopyFind
Debido a que WCopyFind utiliza como unidades de comparación n-gramas para detectar
plagio, el idioma de los textos no es importante siempre y cuando los documentos comparados
estén escritos en el mismo idioma. Hay que destacar que este sistema no puede encontrar el
plagio en documentos no introducidos en él, ya que es un sistema de detección de plagio
con referencia. Por lo que no se puede buscar plagio en textos de ninguna fuente externa,
a menos que incluya esa fuente externa en los documentos que le asigne WCopyFind. Es
decir, que funciona en datos puramente locales, no puede buscar en la Web o en Internet
para encontrar los documentos correspondientes. Si el usuario tiene sospechas que una fuente
externa, ha cometido plagio, debe crear un documento local que contenga dicho texto e incluir
este documento en la colección de documentos de WCopyFind.
Para determinar la eficacia de WCopyfind el autor realizó unos experimentos, donde
600 trabajos de los estudiantes de un curso sobre el impacto social de la tecnoloǵıa de la
información fueron revisados en busca de posibles plagios. Los trabajos teńıan entre 500
y 2000 palabras. El sistema demostró ser computacionalmente muy eficiente y tardó poco
tiempo en marcar cinco casos que requeŕıan un examen más detallado [22].
5http://plagiarism.phys.virginia.edu/
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2.2.3. Ferret
Ferret6 es una herramienta para detectar plagio desarrollada por la Universidad de Hert-
fordshire [70]. Éste analiza documentos proporcionados por el usuario de diferentes formatos,
como son PDF, Word y RDF. Además ofrece una interfaz muy sencilla e intuitiva al usuario.
Ferret detecta plagio en varias lenguas, tanto en lenguaje natural como lenguajes de progra-
mación. Además el algoritmo utilizado tiene unos costes, tanto temporal como computacional,
lineales [74].
Ferret trabaja con la extracción de trigramas, obteniendo una medida de similitud que se
basa en el porcentaje de trigramas comunes que existe entre un par de documentos [74], es
decir, si A es el conjunto de trigramas que pertenece al documento 1, y B es el conjunto de
trigramas que pertenece al documento 2, entonces:
Similitud =
Número de trigramas comunes





En definitiva, Ferret es una herramienta de escritorio para detectar plagio, lo que significa
que tiene que ser rápido e interactivo. Tiene que ser rápido, porque un ser humano está a la
espera de los resultados; y tiene que ser interactivo, porque el factor humano está disponible,
además de ser apropiado [75], ya que en última instancia la decisión de si es o no plagio debe
ser tomada por profesionales.
2.2.4. iThenticate
iThenticate7 es un servicio de detección de plagio para el mercado corporativo, siendo
una extensión de iParadigms. El servicio fue lanzado en 2004, como resultado de la demanda
del mercado. La Organización Mundial de la Salud fue la primera en adoptar iThenticate,
pero el grupo de usuarios ha crecido para incluir organizaciones en muchos sectores, tales co-
mo editoriales, medios de comunicación, centros de investigación, agencias gubernamentales,
instituciones financieras y firmas legales.
iThenticate ofrece tres servicios principales: prevención del plagio basado en la Web y
verificación de contenido; protección de la propiedad intelectual, comparando su contenido
a su extensa base de datos, y prevención contra la apropiación indebida; y comparación de
documento-a-documento para la búsqueda de concordancia de textos.
El servicio presenta un informe de similitud que muestra las coincidencias del documento
presentado con los documentos de la base de datos de iThenticate. Los informes de similitud
incluyen:
Comparaciones directas de palabras coincidentes de documentos relacionados;
6http://homepages.feis.herts.ac.uk/∼pdgroup/
7http://www.ithenticate.com/
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Reconocimiento de patrones coincidentes de ambos documentos;
Capacidad para ver todas las palabras plagiadas subyacentes que han sido oscurecidas
por la superposición de plagios;
Opción de volver a enviar el informe de similitud para incluir todos los datos actuales
en la base de datos;
Opción de crear una base de datos de documentos de espećıficas organizaciones para
generar una base de datos interna para informes de similitud.
2.2.5. Plagiarism Checker
Plagiarism Checker8 es una aplicación web creada por el Departamento de Educación
de la Universidad de Maryland. Esta aplicación detecta textos sospechosos de ser plagio. El
funcionamiento es sencillo, hay que copiar el texto del cual sospechamos, introducirlo en la
caja de texto, y comprobar si encuentra algo similar o igual por la red. En la figura 2.2 su
puede ver la interfaz de Plagiarism Checker.
Figura 2.2: Interfaz de Plagiarism Checker
El servicio es totalmente gratuito, no requiere registro, y es bastante rápido. Plagiarism
Checker utiliza la API de Google9 para buscar los posibles textos copiados, con lo que tenemos
la seguridad de que si existe algo en la red, lo encontrará.
8http://www.dustball.com/cs/plagiarism.checker/
9http://www.google.com/
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2.2.6. DOC Cop
DOC Cop10 es una herramienta libre de licencia y gratuita. Se trata de un proceso que
proporciona resultados aceptables. Es mucho mejor en la comprobación de plagio entre los
documentos presentados que para la comprobación de la presencia de material plagiado proce-
dente de Internet. Si bien es gratuita, existen mejores soluciones disponibles [99].
Escanea documentos de MS Word unos contra otros en busca de similitudes. Cuando son
menos de 10 documentos el ĺımite es de 250.000 palabras por cada documento, en caso con-
trario el ĺımite es de 12.000 palabras. La respuesta se env́ıa por correo electrónico destacando
los fragmentos de texto donde se sospecha que pueden contener plagio.
2.2.7. Pl@giarism
Pl@giarism11 es una herramienta gratuita y semi-automática desarrollada por la Univer-
sidad de Maastricht (Bélgica). La Facultad de Leyes de la Universidad de Maastricht utilizan
esta herramienta para la detección de plagio en los ensayos de los estudiantes.
Pl@giarism es un simple programa para Windows que automatiza el proceso de deter-
minar la similitud entre pares de documentos comparando trigramas. La herramienta busca
en documentos locales o en un servidor con formato MS-Word, docuemtos web residentes.
Pl@giarism devuelve un base de datos en MS-Access con tablas indicando varias empare-
jamientos entre documentos con sus respectivos porcentajes de similitud. En la figura 2.3
se puede ver el informe de resultados que muestra la herramienta Pl@agiarism. Como se
observa se puede seleccionar todos las similitudes con todos los documentos o seleccionar los
documentos a comparar.
2.2.8. CopyCatch
CopyCatch12 es una herramienta para detección automática de plagio diseñada por CFL
Software. Este herramienta está diseñada para encontrar similitudes entre documentos uti-
lizando documentos completos, oraciones o frases. CopyCatch necesita la introducción de los
documentos electrónicos para realizar la búsqueda de posible plagio. Los algoritmos se basan
principalmente en el uso de herramientas del lenguaje natural más que en modelos estad́ısti-
cos o matemáticos. Además, es posible utilizarlo en varios idiomas. Sus algoritmos se basan
en comparaciones que se encuentran por debajo del nivel de similitud de sentencia y están
diseñados para ser capaces de identificar la similitud incluso cuando hay cambios en el orden
de las palabras, inserciones o eliminaciones.
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Figura 2.3: Informe de resultados de Pl@giarism
CopyCatch Gold: utilizado por profesores universitarios para supervisar el trabajo del
estudiante.
CopyCatch Investigator: es un conjunto de algoritmos diseñados para usuarios a gran
escala; normalmente se adaptan con fines espećıficos, desde las interfaces visuales hasta
los sistemas de control automatizados que se ejecutan en potentes ordenadores con
multiprocesadores.
CopyCatch Analyst: es un conjunto de programas que en conjunto ofrecen detallados
análisis numéricos, estad́ısticos, frases y vocabulario de los textos.
CopyCatch Campus: fue desarrollado en cooperación con la Open University, que hab́ıa
decidido utilizar CopyCatch Gold, pero necesitaba ampliar sus capacidades para mane-
jar cursos de miles de personas y automatizar todo el proceso.
CopyCatch Citereader: lee los documentos y puede reconocer citas debidamente refe-
renciadas en éstos. En caso contrario, el usuario obtiene una indicación de las frases
que valdŕıa la pena buscar la fuente.
CopyCatch Summariser: es un sistema automático que realiza resúmenes. Utiliza un
enfoque diseñado para producir un resumen de una extensión y contenido espećıfico,
que puede ser variado por el usuario.
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2.2.9. EVE2
EVE213 (Essay Verification Engine) es un herramienta desarrollada por Canexus. EVE2 es
una herramienta muy potente que permite a los profesores y maestros en todos los niveles del
sistema educativo para determinar si los estudiantes han plagiado material de la World Wide
Web. EVE2 acepta ensayos en texto plano, en formato Microsoft Word o Corel Word Perfect
y devuelve enlaces a páginas desde las que puede un estudiante haber plagiado. EVE2 ha
sido desarrollado para ser lo suficientemente potente como para encontrar material plagiado
llevando a cabo un gran número de búsquedas en Internet.
Sin embargo, Dreher en [22] realizó un experimento para localizar posibles textos plagiados
en 16 páginas que conteńıan unas 7.300 palabras de una tesis de master. EVE2 tardó alrededor
de 20 minutos para completar la tarea. Finalmente, Dreher argumenta que esta herramienta
era tan lenta que sólo se podŕıa verificar algunos art́ıculos cuidadosamente seleccionados [22].
2.2.10. MyDropBox
MyDropBox14 es un servicio “online” que facilita la detección del plagio para administra-
dores, profesores y estudiantes. Los informes generados están bien estructurados y codificados
por color para facilitar la vinculación de texto de nuevo a las fuentes de Internet [99]. Entre
otras funcionalidades tiene:
Producción de los informes de la originalidad en relación con:
• Fuentes de Internet: MSN Search Index proporcionado por Microsoft Corporation
y contiene más de 8 millones de documentos actualizados continuamente;
• Base de datos de los documentos presentados anteriormente;





Evaluación en la competición PAN
Aśı como comentamos en la introducción, la Web 2.0 ha suspuesto una revolución en
el mundo empresarial mejorando las relaciones entre empresas y clientes. Sin embargo, la
facilidad de acceso a la información que proporciona la Web ha aumentado la competencia
desleal entre empresas, plagiando sus ideas, productos o servicios. Además, si sumamos que
gracias a la gran cantidad de información que circula por la Web, las empresas desleales se
sienten seguras ante la dificultad de ser descubiertas, comprenderemos como es posible que
algunas empresas utilicen el plagio como práctica habitual.
Cuando a una empresa le copian sus ideas, sus productos, sus principios, sus servicios o
sus novedades, pierde el distintivo que la diferencia del resto de empresas. Es decir, aquello
por lo que ha estado trabajando durante cierto tiempo, puede que incluso años, se pierda
porque no ha tenido la previsión de proteger su propiedad intelectual. Por este motivo las
empresas están obligadas a protegerse.
Aśı como describimos en el caṕıtulo anterior, actualmente, existen herramientas disponibles
que pueden utilizar las empresas para detectar automáticamente plagio. Una de estas her-
ramientas es WCopyFind, que ya hemos mencionado anteriormente en el Caṕıtulo 2 Sección
2.2. Para comprobar la eficacia de esta herramienta hemos participado en la competición 1st
International Competition on Plagiarism Detection (PAN’09).
En este caṕıtulo hablaremos de experimentos realizados en la participación de la competi-
ción PAN’09. El caṕıtulo esta organizado como sigue: en la Sección 3.1 describimos el corpus
utilizado en los experimentos, en la Sección 3.2 describimos cual es la tarea que deb́ıamos
realizar en la competición, en la Sección 3.3 comentamos las diferentes medidas para verificar
la eficacia de las herramientas y en la Sección 3.4 discutimos los resultados obtenidos en los
experimentos.
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3.1. Descripción del corpus
Para los experimentos, hemos utilizado el corpus que proporcionaban en la competición de
PAN’09. Este corpus estaba formado principalmente por documentos en inglés, en los cuales
se pueden encontrar cualquier tipo de plagio, desde copias exactas de fragmentos hasta frag-
mentos traducidos desde el alemán o el castellano. Este corpus fue generado automáticamente
por los responsables de la competición utilizando una aplicación que introdućıa fragmentos
plagiados en documentos de una forma aleatoria.
Esta aplicación escoǵıa un texto y decid́ıa si iba a introducir algún fragmento plagiado o
no, de qué documentos plagiar, cuántos pasajes se plagiaban, y qué tipo de plagio y longitud
se trataba. También decid́ıa si el fragmento plagiado seŕıa traducido desde otro idioma. Los
fragmentos plagiados se realizaban mediante una secuencia aleatoria de operaciones de textos
en las que se incluye la eliminación de palabras, la inserción de palabras de una fuente externa,
copia exacta, o la sustitución de palabras por sinónimos, antónimos, hiperónimos o hipónimos.
Los fragmentos plagiados traducidos se creaban a partir de traducción automática.
Este corpus se encontraba en formato plano codificado con UTF-8. Los documentos se
encontraban divididos en dos carpetas diferentes, en una se encontraban los documentos
sospechosos de ser plagios y en la otra se encontraban los documentos originales.
En total dispońıamos de 7.214 documentos sospechosos, los cuales pod́ıan ser plagios
de uno o más documentos originales, o no contener ningún fragmento plagiado. Por otro
lado, exist́ıan otros 7.215 documentos originales. El tamaño de los documentos, tanto en los
sospechosos como en los originales, variaban entre textos cortos y documentos largos. De
esta forma se pod́ıa comprobar la eficacia de un detector de plagio, ya que no se restringe la
búsqueda en textos cortos o largos.
3.2. Descripción de la tarea de detección con referencia
La competición PAN’09 estaba formada por dos tareas diferentes: una consist́ıa en la
detección de plagio con referencia y la otra consist́ıa en el análisis intŕınseco del plagio. Como
nuestro objetivo era investigar la eficacia de las herramientas disponibles que una empresa
tendŕıa a su alcance para poder detectar casos de plagio, como es la herramienta WCopyFind.
Como la herramienta WCopyFind sólo es capaz de detectar plagio con referencias, hemos
participado en la primera tarea de la competición.
La tarea consist́ıa en dado un conjunto de documentos sospechosos y un conjunto de
documentos originales, encontrar todos los pasajes de texto en los documentos sospechosos
que han sido plagiados y los pasajes de texto correspondiente en los documentos originales.
Una vez detectados los fragmentos plagiados de un texto, se deb́ıa de incluir en un
fichero XML todos los fragmentos plagiados, especificando los siguientes datos: la posición del
carácter en el documento sospechoso donde comienza el fragmento, la longitud en caracteres
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del fragmento en el documento sospechoso, el nombre del fichero original, la posición del
carácter en el documento original donde comienza el fragmento y la longitud en caracteres
del fragmento en el documento original. A continuación mostramos el formato del fichero
XML:
<document reference="..."> <!-- ’reference’ refers to the analysed suspicious document -->
<feature name="detected-plagiarism" <!-- plagiarism which was detected in an external analysis -->
this_offset="5" <!-- the char offset within the suspicious document -->
this_length="1000" <!-- the number of chars beginning at the offset -->
source_reference="..." <!-- reference to the source document -->
source_offset="100" <!-- the char offset within the source document -->
source_length="1000" <!-- the number of chars beginning at the offset -->
/>
... <!-- more external analysis results in this suspicious document -->
<feature name="detected-plagiarism" <!-- plagiarism which was detected in an intrinsic analysis -->
this_offset="5" <!-- just like above but excluding the "source"-attributes -->
this_length="1000"
/>
... <!-- more intrinsic analysis results in this suspicious document -->
</document>
3.3. Medidas de evaluación
Para la medición del éxito de la herramienta de detección de plagio teńıamos en cuenta la
precisión, el recall y la granularidad en la detección de los pasajes plagiados en el corpus. En
todas las ecuaciones para el cálculo del éxito de la herramienta, hay que tener en cuenta la
siguiente notación: s denota un fragmento plagiado del conjunto S de todos los fragmentos
plagiados; r que denota la detección del conjunto R de todas las detecciones; SR indica el
subconjunto de S para los que existen detecciones en R; |s|, |r| representan la longitud en
caracteres de s, r y |S|, |R|, |SR| denotan los tamaños de los conjuntos respectivos. Las
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donde F es la medida harmónica (F-measure) de recall y precisión, es decir:
F =
w ∗ precision ∗ recall
precision+ recall
(3.5)
3.4. Discusión de los resultados
La herramienta WCopyFind realiza la comparación a partir de n-gramas. Sin embargo,
la herramienta permite seleccionar el tamaño de los n-gramas. Por tanto, antes de participar
en la competición hemos realizado varios experimentos con el corpus de entrenamiento para
decidir qué tamaño era el más indicado. Debemos señalar que el corpus de entrenamiento
teńıa las mismas caracteŕısticas que el corpus de la competición.
En estas pruebas hemos decidido experimentar con tetragramas, pentagramas y hexagra-
mas. Para decidir qué tamaño era el más indicado para la tares, hemos tenido en cuenta la
medida de F-measure. En la tabla 3.1 mostramos los resultados obtenidos en cada una de las
pruebas:
n-grama Precisión Recall F-measure
4 0,0020 0,4103 0,0041
5 0,0801 0,3601 0,1310
6 0,0924 0,3423 0,1455
Tabla 3.1: Resultados en la fase de entrenamiento
En la tabla 3.1 podemos destacar varios puntos interesantes. Por un lado hay que destacar
que, contrariamente a otras tareas de ingenieŕıa del lenguaje, la medida de precisión es inferior
a la medida de recall. Esto se debe principalmente al tamaño del corpus, que está formado
por una gran cantidad de documentos, de modo que existe una probabilidad muy alta de
que se encuentre un fragmento de un documento sospechoso similar entre los documentos
originales, sin ser un fragmento plagiado.
Estas pruebas nos han confirmado un rasgo caracteŕıstico de la tarea de la detección del
plagio con referencia. Analizando la tabla 3.1 se observa que cuánto más pequeño el tamaño de
n-gramas, menor es la precisión. Esto se debe porque cuando los n-gramas son muy pequeños
es más probable que encuentre algún fragmento similar en cualquier otro documento.
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Software Precision Recall F-measure Granularidad Total
Encoplot 0,7418 0,6585 0,6976 1,0038 0,6957
WCopyFind 0,0136 0,4586 0,0265 1,0068 0,0264
Ferret 0,0290 0,6048 0,0553 6,7780 0,0187
Tabla 3.2: Resultados obtenidos en la competición PAN’09
Sin embargo, sucede todo lo contrario con la medida de recall, es decir, cuánto más
pequeño son los n-gramas es mayor el recall. Este hecho puede explicarse por el mismo
motivo que con los resultados en la medida de precisión, es decir, cuánto más pequeños son
los n-gramas, hay una mayor probabilidad de encontrar fragmentos similares en el documento
plagiado, y será mucho más probable encontrar los fragmentos plagiados en realidad.
Después de completar las pruebas en la fase de entrenamiento, hemos tomado la decisión
de que el mejor tamaño para los n-gramas es de hexagramas, ya que es el que mejor resultado
hemos obtenido en la medida de F-measure. Además, coincide con el tamaño que asesora al
desarrollador de la aplicación de la herramienta WCopyFind. Sin embargo, difiere con la
conclusión a la que llegaron Lyon y sus colaboradores en [69] o Barrón y Rosso en [6], ya que
ambos estudios sugieren que trigramas son la medida idónea.
Una vez decidido el tamaño idóneo de los n-gramas, hemos realizado los experimentos
para la competición. La tabla 3.2 muestra los resultados que hemos obtenido con el corpus
de la competición con la herramienta WCopyFind [118]. También muestra los resultados
obtenidos por el grupo formado por Malcolm, Lane y Rainer [75], que utilizó la herramienta
de Ferret [93].
Observando los resultados, podemos comprobar que para ambas herramientas, los resul-
tados no son buenos. Queremos hacer hincapié en que los resultados de la medida de precisión
son muy bajos. Como ya hemos discutido, esto se debe principalmente al tamaño del espacio
de búsqueda.
Otra de las causas que afectan al bajo rendimiento en la competición de WCopyFind, es
que esta herramienta no puede encontrar plagio cuando hay traducciones a idiomas diferentes
al del documento original. Otro factor desfavorable añadido que tiene WCopyFind es que
tampoco tiene en cuenta la modificación de palabras, como pueden ser sinónimos, antónimos,
hiperónimos o hipónimos.
Otro aspecto a destacar es el tiempo de ejecución de WCopyFind. En la competición,
hemos comparado cada documento sospechoso con todos los documentos originales, por tanto
el número total de comparaciones que ha realizado la herramienta ha sido de: 7.214 x 7.215
= 52.049.010. Además, el tamaño de los ficheros variaba entre 1 KB y 2,5 MB, es decir,
exist́ıan ficheros muy extensos provocando que la comparación fuera muy lenta. La duración
total de todo el análisis del corpus ha sido de tres semanas repartiendo el trabajo en dos
computadoras diferentes. Es decir, un tiempo excesivo.
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Sin embargo, una empresa no puede permitirse el lujo de tener dos computadoras ex-
clusivamente para detectar plagio. Además, debemos indicar que aunque 52 millones de
comparaciones parece un número muy alto, en realidad no son nada en comparación con la
cantidad de documentos que discurren por la Web.
Por tanto las pruebas realizadas con las herramientas disponibles para la detección de
plagio, como WCopyFind y Ferret, indican tanto por los resultados obtenidos, aśı como por
el tiempo de ejecución, que no son una buena opción para que las empresas los utilicen
para comprobar que sus documentos no han sido plagiados por otras empresas, puesto que la
cantidad de documentos que existen hoy por hoy en la Web es tan enorme que con la precisión
de estas herramientas devolveŕıan tal cantidad de documentos sospechosos de cometer plagio,
que una persona no podŕıa analizarlos para verificar el plagio.
Esto nos muestra la dificultad que tiene hoy en d́ıa las empresas para proteger su propiedad
intelectual. Es por esto que es necesario el desarrollo de métodos ad-hoc de detección aut-
moática de plagio para que las empresas puedan proteger su propiedad intelectual.
Caṕıtulo 4
Análisis de opiniones con ontoloǵıas
El análisis de opiniones (o mineŕıa de opiniones) es una técnica de procesamiento de
lenguaje natural que identifica la orientación semántica de una opinión. Una opinión sobre
un objeto puede tener diferentes polaridades: positiva, negativa y neutra. Por ejemplo, en
una opinión de un hotel puede describirse como maravilloso, mientras que en otra opinión
el mismo hotel puede describirse como desastroso; el primer término tiene una connotación
positiva y el segundo, en cambio una connotación negativa.
Es decir que, dado un conjunto de documentos de textos evaluativos D que contienen
opiniones (o sentimientos) acerca de un objeto, la mineŕıa de opiniones tiene como objetivo
extraer las caracteŕısticas y los componentes del objeto que han sido objeto de comenta-
rios en cada documento d ∈ D y determinar si los comentarios son positivos, negativos o
neutrales [67].
En la actualidad la Web 2.0 ha propiciado un nuevo concepto de trabajo centrado en las
opiniones de los consumidores. Una de las nuevas tendencias de las empresas es investigar
métodos automáticos capaces de detectar opiniones plagiadas en los blogs. Esto es debido a
que la relevancia de un blog se mide a partir de las visitas y de la cantidad de opiniones que
se generan en ellas, por tanto, al aumentar las opiniones generadas en una blog, aumenta su
relevancia (o influencia), y esto puede traducirse con beneficios publicitarios.
Sin embargo, no existe en la actualidad un corpus para el análisis del plagio de opiniones,
debido a eso hemos decidido investigar la integración (legal) de análisis de opiniones v́ıa fusión
de ontoloǵıas. Otro campo de interés para las empresas en la actualidad es la integración de
análisis de opiniones. Esto se debe a que analizar las opiniones de los consumidores generadas
en los blogs supone obtener información de primera mano sobre las virtudes y defectos de los
productos de la empresa, aśı como las tendencias del mercado. No obstante, analizar toda la
información de la Web 2.0 es una tarea irrealizable, es por ello que actualmente las empresas
tienen mucho interés en poder compartir e intercambiar entre ellas la información del análisis
de opiniones.
El caṕıtulo está organizado de la siguiente manera: en la sección 4.1 describimos el estado
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del arte del análisis de opiniones, en la sección 4.2 describimos los trabajos enfocados al análi-
sis de opiniones basados en ontoloǵıas y en la sección 4.3 exponemos el algoritmo propuesto
para el análisis de opiniones v́ıa fusión de ontoloǵıas, además en esta sección describimos
el estado del arte de la disciplina de fusión de ontoloǵıas, ya que el algoritmo propuesto
incluimos una fase de fusión de ontoloǵıas.
4.1. Estado del arte
La obra clásica por antonomasia dedicada a la medición del significado emotivo o afectivo
en los textos es la Teoŕıa de Diferenciación Semántica de Charles Osgood [88]. Osgood y sus
colaboradores definen el significado emotivo como:
El significado emotivo es un aspecto estrictamente psicológico: los estados cog-
nitivos del lenguaje humano de los usuarios que son condiciones necesarias a
priori para la codificación selectiva de los signos léxicos y condición necesaria a
posteriori en la descodificación selectiva de signos en los mensajes1.
La Teoŕıa de Diferenciación Semántica consiste en utilizar varios pares de adjetivos bipo-
lares para ampliar las respuestas de sujetos a palabras, frases cortas, o textos. Es decir, a
diferentes personas se les pidió que calificaran el significado de éstos en diferentes escalas;
tales como: activo/pasivo, bueno/malo, optimista/pesimista, positivo/negativo, fuerte/débil,
serio/gracioso, y feo/bonito.
Cada par de adjetivos bipolares es un factor en la Teoŕıa de Diferenciación Semántica.
Como resultado, la Teoŕıa de Diferenciación Semántica puede hacer frente a todo un gran
número de aspectos del significado afectivo. Es lógico preguntarse si cada uno de estos fac-
tores es igualmente importante. Osgood et al. [88] utilizaron el análisis factorial en extensas
pruebas emṕıricas para investigar dicha cuestión, obteniendo una sorprendente respuesta
puesto que la mayoŕıa de la variación de los datos podŕıa explicarse por tres factores princi-
pales. Estos tres factores del significado afectivo o emocional son el factor de evaluación (por
ejemplo, bueno/malo, bonito/feo, bueno/cruel y honesto/deshonesto), el factor de potencia
(por ejemplo, fuerte/débil, grande/pequeño y pesado/ligero), y el factor de actividad (por
ejemplo, activo/pasivo, rápido/lento y fŕıo/calor). Entre estos tres factores, el factor de eva-
luación tiene la mayor importancia relativa. El análisis de opiniones está orientado al factor
de evaluación [116].
Los trabajos realizados hasta la actualidad sobre análisis de opiniones se pueden dividir
básicamente en dos enfoques: estudios basados en diccionarios y basados en corpus. En los
apartados siguientes explicamos cada uno de estos enfoques.
1Para más información ver [88], página 318
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Figura 4.1: Representación gráfica de SentiWordNet
4.1.1. Basados en diccionarios
Los métodos basados en diccionarios utilizan tesauros para clasificar la orientación semánti-
ca de textos evaluativos. Uno de los recursos más representativos de este grupo de estudios es
SentiWordNet2 [24] el cual es un recurso léxico en el cual cada synset de WordNet3 está aso-
ciado con tres puntuaciones numéricas: Obj(s), Pos(s) y Neg(s), correspondientes al valor
como palabra objectiva, positiva y negativa. En la figura 4.1 se puede ver una representación
gráfica de SentiWordNet. Otro recurso representativo es WordNet-Affect4 [113] el cual es
una jerarqúıa adicional de etiquetas de dominio afectivo, las cuales representan los conceptos
afectivos más comentados.
Sin embargo, ni SentiWordNet ni WordNet-Affect son los primeros recursos léxicos gene-
rados. En la década de 1960, Stone y Lasswell comenzaron la construcción de léxicos en el cual
las palabras estaban etiquetadas con afectos. En Laswell Value Dictionary [60], la palabra
admire, por ejemplo, fue etiquetada con un valor positivo dentro de la dimensión de respect.
En este diccionario estaban etiquetadas las palabras con valores binarios dentro de ocho di-
mensiones básicas: wealth (riqueza), power (poder), rectitude (rectitud), respect (respeto),
enlightenment (iluminación), skill (habilidad), affection (afecto) y wellbeing (bienestar). El
trabajo de Stone en el Inquirer General Dictinoary [111] ha continuado hasta nuestros d́ıas5.
Actualmente, el diccionario contiene 1.915 palabras marcadas como generalmente positivas




5En http://www.wjh.harvard.edu/∼inquirer/inqdict.txt se puede encontrar una versión de este diccionario
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para etiquetar las entradas, por ejemplo, pleasure (placer), pain (dolor), feel (sentimiento),
arousal (excitación), emotion (emoción), virtue (virtud) y vice (vicio)6. Por ejemplo, la pa-
labra admire posee entre sus etiquetas positive y pleasure. En ambos diccionarios, todas las
etiquetas son binarias, es decir, las palabras o bien poseen una cualidad, o no.
Wiebe [121] utilizó un conjunto de adjetivos “subjetivos” como semilla y un método de
generación de tesauros [42] para encontrar más adjetivos “subjetivos”. Turney y Littman
[116] han demostrado que es posible descubrir automáticamente palabras cargadas positiva
y negativamente, habida cuenta de catorce semillas de palabras, y utilizando las estad́ısticas
de la asociación de la WWW. El conjunto de palabras positivas eran las semillas: {good, nice,
excellent, positive, fortunate, correct, superior} (bueno, bonito, excelente, positivo, afortuna-
do, correcto, superior) y su conjunto de palabras con carga negativa fueron las semillas: {bad,
nasty, poor, negative, unfortunate, wrong, inferior} (malo, feo, pobre, negativo, desafortuna-
do, mal, inferior). Encontraron que las palabras positivas tienden a asociar más a menudo con
las palabras positivas que con negativas, utilizando un formulario de información mutua [12]
y las estad́ısticas de páginas en las que aparecen las palabras en Altavista7. Por ejemplo,
si uno desea decidir si una palabra como fortuitous es positiva o negativa, entonces se po-
dŕıa enviar solicitudes como “fortuitous NEAR good” y “fortuitous NEAR bad”, mediante el
operador NEAR y la facilidad de búsqueda avanzada de Altavista. Usando este método, se
logró 98,2 % de exactitud con los 334 adjetivos más frecuentes en el conjunto de test de [39].
Finalmente, también llegaron a la conclusión que debeŕıa ser posible ampliar de forma fiable
una lista de palabras marcadas como positivas y negativas, como las que se encuentran en el
lexicón General Inquirer [111].
Además de los estudios de clasificación de la polaridad a nivel de palabras, existen estu-
dios enfocados en realizar una clasificación a nivel de oración para determinar si la frase es
subjetiva u objetiva y/o determinar si la oración pertenece a una opinión positiva o negativa
[54, 122, 123]. Hatzivassiloglou y Wiebe en [40] estudian la clasificación a nivel de frase para
determinar si una frase es objetiva o subjetiva, es decir, si expresa un hecho o una opinión
positiva o negativa. Wiebe y Riloff en [122] distinguen frases subjetivas de objetivas. Kim y
Hovy en [54] proponen un clasificador de orientación semántica de palabras y frases en inglés
utilizando tesauros.
Por otro lado, existen estudios que utilizan glosas como WordNet [28] para buscar sinóni-
mos y antónimos, y de este modo determinar la orientación semántica de las palabras en base
a un conjunto de semillas de palabras. En [46, 54] se proponen dos métodos en los que utilizan
un pequeño conjunto de semillas de palabras para encontrar sus sinónimos y antónimos en
WordNet, y aśı predecir la orientación semántica de los adjetivos. En WordNet, los adjetivos
se organizan en grupos bipolares como se muestra en la figura 4.2, donde comparten la mis-
ma orientación de sus sinónimos y a su vez, tienen la orientación opuesta de sus antónimos.
Para asignar la orientación de un adjetivo, se busca el conjunto de sinónimos del adjetivo
dado, es decir, el synset al que pertenece, y el conjunto de antónimos del adjetivo. Si conoce-
6Para más información véase http://www.wjh.harvard.edu/∼inquirer/homecat.htm
7http://www.altavista.com
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Figura 4.2: Estructura de adjetivos en grupos bipolares en WordNet
mos la orientación de un sinónimo o un antónimo, entonces la orientación del adjetivo dado
podemos establecerlo a partir de éste. Como el grupo de sinónimos de un adjetivo siempre
contiene un sentido que enlaza con la cabeza del grupo de sinónimos, el rango de búsqueda
es bastante grande. Colocando un grupo de semillas de adjetivos con orientaciones conocidas
suficientemente grande, se puede predecir la orientación semántica de todos los adjetivos [62].
4.1.2. Basados en corpus
El objetivo de los métodos basados en corpus es encontrar patrones de co-ocurrencia de
palabras para determinar la orientación semántica de las palabras o frases [39, 115]. En este
sentido se han propuesto varias técnicas para determinar la polaridad de palabras: desde
medidas probabiĺısticas de asociación de palabras [116], aśı como técnicas que explotan la
información sobre relaciones léxicas [51].
A finales de los 90 empezaron a realizarse trabajos que detectaban automáticamente la
polaridad semántica de la información. Hatzivassiloglou y McKeown en [39] demostraron
que, dado un conjunto de adjetivos emotivos, los adjetivos con una orientación positiva tien-
den a ser unidos con adjetivos con una orientación positiva, y los adjetivos negativos con
los negativos, en expresiones como “bueno y honesto” o “malo y engañoso”. En sus expe-
rimentos, decidieron que una serie de adjetivos frecuentes teńıan algún tipo de orientación;
posteriormente, utilizaron las probabilidades de que dos adjetivos apareciesen juntos en un
corpus con el patrón “X y Y ” para decidir si teńıan la misma orientación. Ellos crearon
grafos en los cuales los nodos eran los adjetivos y los enlaces entre nodos mostraban que los
adjetivos aparećıan con el patrón; posteriormente, dividieron este grafo en dos grupos con el
mı́nimo número de enlaces entre los grupos. La clase más grande fue considerada como la
clase formada por los adjetivos con polaridad negativa (ya que en inglés existen más palabras
negativas que palabras positivas). En los experimentos obtuvieron un 92 % de precisión sobre
un conjunto de test de 236 adjetivos que se clasificaron como positivos o negativos.
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Figura 4.3: Diseño del sistema de análisis de sentimientos propuesto por Abbasi et al.
Abbasi et al. [3] propusieron el uso de metodoloǵıas de análisis de sentimientos para la
clasificación de las opiniones realizadas en los foros de la Web 2.0 en varios idiomas (ver figura
4.3). El diseño teńıa dos fases principales: la extracción de un conjunto inicial de caracteŕısti-
cas y, a continuación, la selección de caracteŕısticas. Los experimentos muestran grandes
resultados sobre un corpus de opiniones de peĺıculas. Este método se centra únicamente en
la clasificación a nivel de documento.
Gamon et al. [31] presentaron un prototipo de sistema llamado Pulse, para tareas de
mineŕıa y de orientación semántica de comentarios de clientes. Sin embargo, esta técnica
está limitada al dominio de los productos y depende en gran medida del conjunto de entre-
namiento, aśı que no es de aplicación general para clasificación de opiniones sobre un tema
arbitrario.
Yu et al. en [125] propusieron un método h́ıbrido para combinar HowNet8 [21] y clasifi-
cadores de orientación semántica. Ellos dividieron las opiniones, en palabras y frases carac-
teŕısticas extráıdas de los datos de entrenamiento. Posteriormente, calculan la similitud
semántica de las palabras y frases caracteŕısticas con las palabras marcadas en HowNet,
y adoptan los términos positivos o negativos como caracteŕısticas del clasificador de orien-
tación semántica. Además, se agregan reglas al clasificador para las frases negadas. Si se
encuentra una palabra etiquetada como negación, se cambia la orientación de toda la frase.
Sin embargo, el rendimiento del método no es satisfactorio de acuerdo con los resultados
obtenidos en sus experimentos.
8http://www.keenage.com/
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4.2. Análisis de opiniones basado en ontoloǵıas
Sin embargo, en los estudios enfocados a la clasificación de los textos de opinión tanto
a nivel de documento o como a nivel de frase, no identifican cual es el objeto de la opinión
favorable o desfavorable. Un documento positivo en un objeto no significa que el titular de
la opinión tiene opiniones positivas sobre todos los aspectos o caracteŕısticas del objeto. Del
mismo modo, un documento negativo no significa que el titular de la opinión no le gusta
todo lo relacionado con el objeto. En un documento de opinión, tales como una opinión del
cliente de un producto, el titular de la opinión escribe tanto aspectos positivos como negativos
del objeto, aunque el sentimiento general del objeto puede ser positivo o negativo. Se han
propuesto varios estudios que extraen la opinión de cada concepto del que se opina para
resumir la opinión general [46, 67, 91]. En la mineŕıa de opiniones basado en caracteŕısticas,
las caracteŕısticas en términos generales significa las caracteŕısticas del producto o atributos
y funciones. Las principales tareas en esta técnica son:
Identificar las caracteŕısticas que han sido comentadas;
Identificar si los comentarios son positivos o negativos.
Hu y Liu [46] propusieron un método para resumir la opinión de productos clasificados
según la polaridad de la opinión del mismo. Hu y Liu propusieron la mineŕıa de asociación de
palabras para extraer las caracteŕısticas. A continuación, extráıan los adjetivos de las frases
que contienen al menos una caracteŕıstica extráıda anteriormente. Por último, se genera un
resumen con los pares caracteŕıstica-adjetivo de acuerdo con las caracteŕısticas extráıdas
(véase figura 4.4). Ellos identificaron la orientación semántica de los adjetivos por medio de
los sinónimos y antónimos obtenidos a través de WordNet.
Posteriormente, Liu et al. [67] mostraron un método para realizar resúmenes de las opinio-
nes del estilo gráfico de barras, clasificados por las caracteŕısticas del producto. Este modelo
da una formulación más completa del problema de la mineŕıa de opiniones. En él se identi-
fican las piezas clave de información que deben ser extráıdas, y describe cómo un resumen
estructurado de la opinión puede ser producido a partir de textos no estructurados. Sin em-
bargo, tanto el trabajo de Hu y Liu [46] como el de Liu et al. [67] son dependientes de un
dominio espećıfico.
Popescu y Etzioni [91] propusieron un sistema de extracción de información de dominio
independiente. Identificaron cuatro tareas principales en el análisis de opiniones:
Identificación de las caracteŕısticas del producto;
Identificación de opiniones con respecto a las caracteŕısticas del producto;
Determinación de la polaridad de la opinión;
Clasificación de la opinión según su fuerza.
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Figura 4.4: Diseño del modelo para mineŕıa de opiniones basado en caracteŕısticas de Hu
y Liu
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Figura 4.5: Arquitectura para mineŕıa de opiniones basado en ontoloǵıas de Zhou y Chao-
valit
El modelo de Popescu y Etzioni extrae las caracteŕısticas de los productos utilizando in-
formación mutua (PMI, por sus siglas en inglés). Éste utiliza caracteŕısticas expĺıcitas para
identificar posibles opiniones basadas en la intuición de que una opinión relacionada con una
caracteŕıstica del producto tendrá lugar en sus proximidades del árbol de análisis sintáctico.
Después, de la extracción de la opinión, se utiliza la relajación de etiquetado [47] que es
una técnica de clasificación no supervisada, para eliminar la ambigüedad de la orientación
semántica de las palabras de opinión.
Recientemente se han realizado dos trabajos con el objetivo de calcular la polaridad por
medio de las propiedades de un objeto, pero a diferencia del trabajo de Hu y Liu [67] y del
trabajo de Popescu y Etzioni [91], en estos trabajos se utilizan ontoloǵıas del dominio al
que pertenecen los textos del corpus y, a partir de éstas, se extraen los calificativos de los
conceptos de los productos que aparecen en los textos.
El primer trabajo de ellos es el estudio de Zhou y Chaovalit en [131] (véase figura 4.5).
En dicho estudio el primer paso que se realiza es generar una ontoloǵıa; la generación de esta
ontoloǵıa se realiza manualmente por analistas a partir del corpus que posteriormente se uti-
lizará para los experimentos de mineŕıa de opiniones. Una vez constrúıda la ontoloǵıa, suponen
que dado un concepto c de la ontoloǵıa, el cual está descrito con n propiedades: p1, p2, ..., pn,
y que en un texto t se puede expresar opiniones sobre cualquiera de estas propiedades; por
tanto, de acuerdo con el número de propiedades de c, t puede dividirse en m segmentos










negativo, en caso contrario
(4.1)
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siendo wi ∈ [0, 1] el peso de la propiedad pi y vi ∈ [−1, 1] el valor de la polaridad de la
propiedad pi calculadas por estimación de máxima verosimilitud.
El otro estudio que se ha realizado hasta ahora sobre análisis de opiniones basado en
ontoloǵıas, es el trabajo de Zhao y Li en [130]. En este estudio, se genera una ontoloǵıa
automáticamente a partir del corpus que posteriormente se utilizará para el análisis de opi-
niones. Una vez generada la ontoloǵıa, los autores proponen extraer los calificativos de las
propiedades de los conceptos por medio de la ontoloǵıa, para posteriormente identificar la
polaridad de dichos calificativos utilizando la herramienta SentiWordNet. Una vez extráıdos
los calificativos y calculado sus polaridades, obtienen la orientación semántica del texto a
partir de la jerarqúıa de la ontoloǵıa, para ello calculan la orientación negativa, positiva y



















donde |ch nodewsi | representa la cardinalidad de todos los hijos con la misma opinión. Por
último, escogen como orientación del texto aquella de las tres que es mayor que el resto.
Sin embargo, en los estudios realizados sobre mineŕıa de opiniones, las ontoloǵıas no han
sido utilizadas únicamente para extraer las caracteŕısticas de los productos de los que se
opinan. Dey y Haque [15] proponen un modelo que se centra en la extracción de opiniones
a partir de documentos de texto. Dey y Haque argumentan que la mayoŕıa de las técnicas
existentes de Procesamiento del Lenguaje Natural (NLP, por sus siglas en inglés) asumen
que los datos están limpios y correctos. Pero en general las opiniones expresadas en las redes
sociales, como comentarios de blogs o las opiniones expresadas por escrito, están llenas de
faltas de ortograf́ıa y errores gramaticales al estar escritas de manera informal. Su sistema
propuesto utiliza una ontoloǵıa del dominio para extraer las opiniones de los sitios web
predefinidos que permite opinar en múltiples niveles de granularidad. Ellos proponen un
mecanismo de pre-procesado de texto que explota el conocimiento del dominio para limpiar
el texto. Posteriormente, estos textos “limpios” son procesados por las herramientas de PLN
para obtener la polaridad de las opiniones. Sin embargo, este proceso es iterativo y dif́ıcil de
aplicar.
4.3. Análisis de opiniones v́ıa fusión de ontoloǵıas
Sin embargo, cuando dos empresas tengan la necesidad de compartir información sobre
las opiniones de los productos (o llegado el caso en que dos empresas se fusionen), hay que
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Figura 4.6: Algoritmo para la identificación de la polaridad de conceptos
encontrar una manera para poder analizar las opiniones y posteriormente enviar la informa-
ción a ambas empresas intentando perder lo menos posible de ésta. En los trabajos realizados
hasta la actualidad sobre análisis de opiniones ninguno de ellos ha tenido en cuenta este
factor. Para dicho problema nosotros proponemos un algoritmo de análisis de opiniones via
fusión de ontoloǵıas. Se puede ver un esquema de dicho algoritmo en la figura 4.7. El algo-
ritmo propone que la empresa e1 obtenga la polaridad de los conceptos de su ontoloǵıa O1,
del mismo modo la empresa e2 obtendrá la polaridad de los conceptos de su ontoloǵıa O2.
Para la obtención de la polaridad de los conceptos y propiedades de las ontoloǵıas se
propone los siguientes pasos (se puede ver un esquema en la figura 4.6):
En el primer paso etiquetamos cada una de las palabras de los textos (Part Of Speech
tagger); para este paso hemos utilizado el toolkit GATE9;
Posteriormente, buscamos las frases que contienen algún concepto c de la ontoloǵıa Oi;
para ello buscamos en cada texto los nombres (o grupos de nombres) que coinciden con
un concepto de la ontoloǵıa. Para aquellas frases que no contengan ningún concepto de
la ontoloǵıa, utilizamos WordNet para encontrar sinónimos de los nombres que aparecen
en la frase, que pueden ser sinónimos a su vez, de algún concepto de la ontoloǵıa;
Seguidamente, extraemos de las frases obtenidas en el paso anterior, los adjetivos adya-
centes de cada concepto;
En el siguiente paso obtenemos la polaridad de los adjetivos utilizando SentiWordNet;
Comprobamos que la frase es afirmativa, en caso contrario, invertimos la polaridad que
nos devuelve SentiWordNet;
9http://gate.ac.uk/
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Figura 4.7: Algoritmo para el análisis de opiniones via fusión de ontoloǵıas
Posteriormente se realizará una fusión de ontoloǵıas mediante una ontoloǵıa general u on-
toloǵıa superior O (upper ontology) y a través de ésta, se realizará un cálculo de la orientación









donde c son los conceptos que pertenecen a la ontoloǵıa O, vneg(c) es la polaridad negativa del
concepto c y vpos(c) la polaridad positiva. Por tanto, la orientación semántica de la opinión
(t) se define como:
polaridad(t) =
{
positiva si orien semanpos(t) > orien semanneg(t)
negativa en caso contrario
(4.7)
Hay que destacar, como ya hemos comentado, tanto en el estudio de Zhou y Chaovalit
como en el de Zhao y Li, la ontoloǵıa utilizada se crea a partir del corpus que posteriormente
se utilizará en los experimentos para el análisis de opiniones, por otro lado en nuestro trabajo
utilizamos ontoloǵıas existentes con anterioridad. Nuestra opinión es que esta forma es la más
cercana al problema del mundo real, puesto que las empresas tienen una ontoloǵıa propia.
El primer paso que hemos de hacer para la realización de nuestro algoritmo es encontrar
un método de fusión de ontoloǵıas que sea eficaz.
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4.3.1. Estado del arte
Según Euzenat y Shvaiko [27] un proceso de fusión de ontoloǵıas puede ser visto como
una función f la cual dadas dos ontoloǵıas o y o′, un conjunto de parámetros p y un conjunto
de oráculos y recursos r, devuelve un alinemainto a entre o y o′.
El problema de la fusión entre ontoloǵıas puede ser abordado desde diversos puntos de
vista y este hecho se refleja en la variedad de métodos de fusión que se han propuesto
en la literatura. Muchos de ellos tienen sus ráıces en el problema clásico de la fusión de
esquemas en el área de las bases de datos, tales como Artemis [10], COMA [17], Cupid
[71], Similarity Flooding [80]...; mientras que otros han sido espećıficamente diseñados para
trabajar con ontoloǵıas, como son GLUE [19], QOM [23], OLA [26], S-Match [35], ASCO
[61], PROMPT [87], HCONE-merge [58] y SAMBO [59]. Algunos de estos métodos se basan
en el razonamiento formal de la estructura de las descripciones de la entidad como S-Match y
OLA; otros en cambio, utilizan una combinación de similitud y grafos de razonamiento como
en Similarity Flooding; e incluso otros se basan en algoritmos de aprendizaje automático
como GLUE.
Los diferentes métodos de fusión de ontoloǵıas se pueden dividir en dos grupos [68]:
Métodos basados en cadenas. Estos métodos miden la similitud de ambas entidades
sólamente teniendo en cuenta las cadenas de caracteres que forman su nombre. Entre
estas medidas se encuentran: SMOA [110] mide la similitud de dos cadenas en función de
sus puntos en común en términos de sub-cadenas aśı como de sus diferencias; distancia
de Levensthein [65] mide el número mı́nimo de inserciones, eliminaciones y sustituciones
de caracteres necesarios para transformar una cadena en otra; distancia de n-gramas en
la cual dos cadenas de caracteres son más similares cuanto mayor número de n-gramas
en común tengan.
Métodos basados en lingǘıstica. Estos métodos explotan las técnicas de PLN para
encontrar la similitud entre dos cadenas de caracteres vistos como partes significativas
del texto en lugar de secuencias de caracteres. En estos métodos se utilizan también
recursos lingǘısticos, como tesauros de conocimiento común o de dominio espećıfico,
para fusionar palabras a partir de sinónimos, hipónimos, etc.
A continuación describimos algunas de las herramientas que tienen como objetivo la fusión
de ontoloǵıas:
GLUE [19]: es una versión desarrollada del LSD [18], cuyo objetivo es encontrar semiau-
tomáticamente correspondencias entre esquemas para la integración de datos. GLUE explota
técnicas de aprendizaje automático para encontrar correspondencias semánticas entre los
conceptos almacenados en diferentes ontoloǵıas autónomas [20]. Dadas dos ontoloǵıas distin-
tas, el proceso de detección de correspondencia entre sus conceptos se basa en la medida de
similitud que se define a través de la distribución de probabilidad conjunta. La medida de
similitud entre dos conceptos se calcula como la probabilidad de que una instancia pertenece
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a los dos conceptos. La similitud de dos instancias se basa en las reglas aprendidas por el
sistema y posteriormente, se utiliza para encontrar la similitud entre el concepto y las rela-
ciones. La correspondencia asignada a una entidad se ve influenciada por las caracteŕısticas
de sus vecinos del grafo. Las caracteŕısticas consideradas se agrupan en particiones con el
fin de ser procesadas una sola vez. La probabilidad resultante está compuesta por el análisis
de instancias y similitudes de caracteŕısticas que son revisadas en múltiple ocasiones. En el
conjunto de todas las probabilidades de correspondencia entre los elementos de la ontoloǵıa,
el sistema extrae la correspondencia final mediante la selección de la máxima correspondencia
probable.
OLA [26]: OLA (OWL Lite Alineación) es una herramienta de alineamiento de ontoloǵıas,
la cual tiene como caracteŕısticas:
cubre todas las posibles caracteŕısticas de ontoloǵıas (es decir, terminológicas, estruc-
turales y extensión);
tiene en cuenta las estructuras de colección (listas, conjuntos) y los tiene en considera-
ción durante la fusión;
explica las relaciones recursivas y encuentra el mejor alineamiento a través de itera-
ciones.
OLA tiene como objetivo realizar el proceso automático al nivel máximo posible. Para
fusionar las ontoloǵıas se basa en una comparación uniforme entre las entidades que com-
ponen las ontoloǵıas. Las entidades se dividen en categoŕıas (por ejemplo, clases, objetos,
propiedades, relaciones) y sólo los elementos de la misma categoŕıa se comparan. Las on-
toloǵıas son representadas por medio de un grafo, llamado OL-Graph, donde los nodos re-
presentan las entidades de la ontoloǵıa, mientras que las aristas representan las relaciones,
que son la especialización, la instanciación, la atribución, la restricción y la valoración. La
herramienta OLA asigna una función de similitud espećıfica a cada nodo del grafo. La solu-
ción del sistema se aproxima por medio de un método iterativo que parte de una similitud
local, que se calcula sin tener en cuenta los nodos vecinos de una determinada entidad y, a
continuación se integra con las similitudes vecinas. El proceso tiene una cota superior, ya que
ninguna de las funciones de similitud puede producir un valor mayor que 1.
S-Match [35]: S-Match es un sistema de fusión de esquemas/ontoloǵıas. Se utiliza como
datos de entrada dos estructuras en forma de grafo (por ejemplo, los esquemas de bases de
datos u ontoloǵıas) y devuelve las relaciones semánticas entre los nodos de los grafos, que se
corresponden semánticamente entre śı.
S-Match fue diseñado y desarrollado como una plataforma para la fusión semántica, es
decir, un sistema altamente modular con un núcleo de computación de relaciones semánti-
cas donde los componentes individuales se pueden conectar, desconectar o personalizar. La
arquitectura lógica del sistema se muestra en la figura 4.8.
Los esquemas de entrada (input schemas) están codificados en formato XML interno. El
módulo encargado de introducir los esquemas/ontoloǵıas de entrada se encarga también del
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Figura 4.8: Arquitectura de la plataforma S-Match
preprocesamiento. En particular, se calcula descendentemente para cada etiqueta de un árbol,
el sentido capturado por las etiquetas dadas en un esquema u ontoloǵıa utilizando las técnicas
descritas en [72]. El módulo de preprocesamiento (Preprocessing) tiene acceso al conjunto de
oráculos (Oracles) que proporcionan el conocimiento léxico y del dominio necesario a priori.
La salida del módulo es un árbol enriquecido. Estos árboles enriquecidos se almacenan en
una base de datos interna (PTree) donde se puede navegar, editar y manipular.
El administrador de fusión (match manager) coordina el proceso de fusión con tres libre-
ŕıas extensibles. La primera libreŕıa está compuesta de lo que se denomina en [35], fusiona-
dores de semántica débil a nivel de elemento (weak semantics element level matchers). Estos
realizan manipulaciones de cadenas (por ejemplo, prefijo, análisis de n-gramas, distancia de
edición, tipos de datos, etc) y tratan de adivinar la relación semántica impĺıcita codifica-
da en palabras similares. La segunda libreŕıa está formada por fusionadores de semántica
fuerte a nivel de elemento, llamadas oráculos (Oracle). La tercera libreŕıa está formada por
fusionadores de semántica fuerte a nivel de estructura, llamados SAT solvers.
ASCO [61]: ASCO adopta un algoritmo que identifica los pares de elementos correspon-
dientes de dos ontoloǵıas diferentes. Estos pares pueden ser pares de conceptos (clases) en
las dos ontoloǵıas o pares de relaciones, o incluso parejas de un concepto en una ontoloǵıa y
una relación en la otra ontoloǵıa. El proceso de comparación de ASCO se compone de varias
fases. La fase lingǘıstica aplica técnicas de procesamiento lingǘıstico, y utiliza métricas de
comparación de cadenas, y bases de datos léxicas para calcular la similitud entre dos con-
ceptos o entre dos relaciones. Durante la fase de procesamiento lingǘıstico, ASCO en primer
lugar normaliza los términos, a partir de signos de puntuacion, mayúsculas, śımbolos espe-
ciales, d́ıgitos para tener un conjunto de tokens. Estos tokens son comparados por medidas
de comparación de cadenas como Jaro-Winkler [124], Levenstein [65] o Monger-Elkan [82].
También se integra WordNet para aumentar la precisión y para evitar los problemas de los
conflictos de términos. Las similitudes lingǘısticas calculadas son los datos de entrada para
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la fase estructural. En esta fase, ASCO trata de explotar la estructura de la ontoloǵıa para
modificar o consolidar la similitud de los dos conceptos o las dos relaciones. Las similitudes de
clases o de relaciones son iterativamente transmitidos a sus vecinos en el árbol de la ontoloǵıa
que se construye a partir de la jerarqúıa de clases y la jerarqúıa de las relaciones. Cuando
termina la propagación, si las similitudes entre las clases o las relaciones superan un umbral,
se consideran como similares.
HCONE-merge [58]: Su contribución a la fusión de ontoloǵıas es una forma de alineación
de conceptos especificado en una ontoloǵıa para los sentidos de palabras utilizando Análisis
Semántico Latente (LSA, por sus siglas en inglés). Los humanos están involucrados en el
proceso de fusión en dos etapas: en la captación de la semántica de los términos previstos
por medio de definiciones informales, con el apoyo de Indexación Semántica Latente (LSI,
por sus siglas en inglés), y en el esclarecimiento de las relaciones entre los conceptos en caso
de que tales relaciones no se declaren formalmente. LSI es una técnica de espacio vectorial
para la recuperación de la información y la indexación. Básicamente, para un concepto dado
C, encuentra los sentidos de la palabra lexicalizada por C o sus variaciones buscando en
WordNet, y ampĺıa los sentidos de la palabra por hiponimia. El espacio semántico para C
está formado por una matriz de n ∗ m que comprende los n términos vecinos de mayor
frecuencia de los m sentidos de la palabra. LSA se utiliza para encontrar el mejor sentido
de la palabra asociada con una cadena de consulta usando los términos vecinos de C. Sin
embargo, sólo las subclases y superclases están incluidas en la vecindad del concepto, y las
descripciones del concepto no se consideran en la cadena de consulta.
4.3.2. Ontoloǵıas superiores (upper ontologies)
Una upper ontology, como se define en [90], es una ontoloǵıa independiente del dominio,
que proporciona un marco por el cual distintos sistemas pueden utilizar una base común de
conocimiento y desde el cual se pueden derivar ontoloǵıas de dominio espećıfico. Los conceptos
expresados son destinados a ser fundamentales y universales para garantizar la generalidad
y la expresividad de una amplia gama de dominios [100]. Una upper ontology se caracteriza
a menudo como la representación de conceptos que son básicos para la comprensión humana
del mundo [56]. Por lo tanto, una upper ontology se limita a los conceptos que son genéricos,
abstractos y filosóficos.
Existen varias upper ontologies implementadas, como BFO [36], Cyc [64], DOLCE [32],
GFO [41], PROTON [9], Sowa’s ontology [104] y SUMO [86]. Se puede encontrar una com-
paración de las distintas upper ontologies mencionadas anteriormente en [76].
En nuestros experimentos hemos utilizado SUMO y OpenCyc. En los siguientes sub-
apartados describimos cada una de estas ontoloǵıas generales.
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SUMO
SUMO10 (Suggested Upper Merged Ontology) es una ontoloǵıa creada por Teknowledge
Corporation11 con una amplia contribución de la lista de correo SUO12 (Standard Upper
Ontology), y fue propuesta como documento de iniciación para el Grupo de Trabajo SUO
[86], un grupo de trabajo con colaboradores de los campos de la ingenieŕıa, la filosof́ıa y
ciencias de la información. SUMO es una de las más grandes ontoloǵıas formales públicas
existentes hoy en d́ıa. Cuenta con 20.000 términos y 70.000 axiomas cuando todos los do-
minios son combinados. SUMO está compuesto por una ontoloǵıa de nivel medio (MId-Level
Ontology (MILO)), ontoloǵıas de comunicaciones, páıses y regiones, computación distribuida,
economı́a, finanzas, componentes de ingenieŕıa, geograf́ıa, gobierno, militar, sistema de clasi-
ficación industrial de Norte América, gente, los elementos f́ısicos, cuestiones internacionales,
transporte, aeropuertos mundiales y armas de destrucción masiva.
OpenCyc
El Cyc Knowledge Base13 (KB) es una base de conocimiento multicontextual desarrollada
por Cycorp. Cyc es una representación formalizada de una cantidad enorme de conocimiento
fundamental humano: hechos, reglas básicas, y heuŕısticas para razonar sobre los objetos y
los acontecimientos de la vida cotidiana. Cyc KB consiste en términos y las aserciones que
relacionan los términos.
KB Cyc se divide en varias microteoŕıas, cada una es esencialmente un conjunto de las
aserciones que comparten un juego común de suposiciones; algunas microteoŕıas son enfo-
cadas en un dominio particular de conocimiento, en un nivel particular de detalle, etc.
Actualmente, el KB Cyc contiene casi trescientos mil términos y cerca de tres millones
de aserciones (hechos y reglas) utilizando más de quince mil relaciones. Cyc es un producto
comercial, sin embargo Cycorp dispone de una versión de código abierto OpenCyc14, y una
versión para uso de investigación ResearchCyc15.
4.3.3. Fusión de ontoloǵıas v́ıa upper ontology
Existen estudios enfocados a la fusión de ontoloǵıas mediante la utilización de ontoloǵıas
generales como fondo. El primer trabajo que conocemos es el trabajo de Li [66], en el que
desarrolla la herramienta LOM (Lexicon-based Ontology Mapping Tool). LOM es un pro-
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Teknowledge en 2004. Utiliza cuatro métodos para fusionar los vocabularios de cualquiera
de las dos ontoloǵıas: fusionar todo los términos, fusionar palabras constituyentes, fusionar
synset, y fusionar tipos.
El método para fusionar tipos explota las correspondencias entre los synsets de WordNet
y las ontoloǵıas SUMO y MILO. Al utilizar las correspondencias de SUMO-WordNet, LOM
ayuda a resolver un problema evidente en la fusión de términos, proporcionando una gran
cantidad de sinónimos. LOM etiqueta cualquier sinónimo de un concepto c en la ontoloǵıa o
con el concepto de SUMO, y hace lo mismo con los conceptos de o′. Luego, compara estas
etiquetas.
En [4], Aleksovski y sus colaboradores discuten los experimentos realizados para fusionar
porciones de CRISP16 y MeSH17 utilizando como ontoloǵıa de fondo FMA18. En estos ex-
perimentos, Aleksovski y sus colaboradores demostraron que se obteńıan mejores resultados
en la fusión utilizando FMA como ontoloǵıa de fondo, que realizando la fusión directamente
entre las dos ontoloǵıas.
Sin embargo, en ninguno de estos trabajo se explota el uso de las ontoloǵıas superiores
(upper ontologies). En [78] se describe un trabajo preliminar sobre la fusión de ontoloǵıas
v́ıa ontoloǵıas superiores. En [77] Locoro y sus colaboradores describen un algoritmo para la
fusión de ontoloǵıas v́ıa ontoloǵıas superiores. Este algoritmo consiste en fusionar en paralelo
la ontoloǵıa o con la ontoloǵıa superior u devolviendo una alineación a, y al mismo tiem-
po fusionar la ontoloǵıa o′ con la ontoloǵıa u devolviendo la alineación a′. Posteriormente,
realiza una composición entre las alineaciones devueltas a y a′ obteniendo la alineación fi-
nal a′′. Locoro et al. [68] implementaron dos diferentes métodos para la composición entre
alineaciones:
El método no estructurado: En la etapa de composición entre alineaciones las en-
tradas son: a que corresponde con el alineamiento entre la ontoloǵıa o y la ontoloǵıa
superior u, y a′ que corresponde con el alineamiento entre la ontoloǵıa o′ y u. Si el
concepto c ∈ o y c′ ∈ o′ corresponden al mismo concepto cu ∈ u entonces c y c′ están
relacionados, con una medida de confianza de conf1 ∗ conf2 siendo conf1 la medida
de confianza del concepto c con el concepto cu en el alineamiento a y conf2 la medida
de confianza del concepto c′ con el concepto cu en el alineamiento a
′. En la figura 4.9
puede verse un esquema del método no estructurado.
El método estructurado: En la etapa de composición entre alineaciones las entradas
son: a que corresponde con el alineamiento entre la ontoloǵıa o y la ontoloǵıa superior
u; a′ que corresponde con el alineamiento entre la ontoloǵıa o′ y u; y un factor de
decadencia df . Por tanto el concepto c ∈ o y c′ ∈ o′ están relacionados si:
• los conceptos c y c′ corresponden al mismo concepto cu ∈ u, por tanto están
relacionados con una medida de confianza de conf1 ∗ conf2.
16The Computer Retrieval of Information on Scientific Projects: http://crisp.cit.nih.gov/
17The Medical Subject Headings: http://www.nlm.nih.gov/mesh/
18The Foundation Model of Anatomy ontology: http://sig.biostr.washington.edu/projects/fm/
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Figura 4.9: Esquema para la fusión de ontoloǵıas v́ıa ontoloǵıas superiores con el método
no estructurado
• el concepto c corresponde al concepto cu, c′ corresponde con el concepto c′u, y c′u
es un super-concepto de cu en u (o viceversa), por tanto están relacionados con
una medida de confianza de conf1 ∗ conf2 ∗ df .
• el concepto c corresponde al concepto cu, c′ corresponde con el concepto c′u, y c′u
tiene algún super-concepto en común con cu, por tanto están relacionados con una
medida de confianza de conf1 ∗ conf2 ∗ df 2.
En la figura 4.10 puede verse un esquema del método estructurado.
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La intención de este caṕıtulo es la de analizar los experimentos que hemos realizado
para validar el algoritmo propuesto de análisis de opiniones v́ıa fusión de ontoloǵıas en el
dominio del turismo. Los experimentos se han divido en dos fases diferentes: en la primera
fase hemos realizado un estudio para encontrar el método más idóneo para la etapa de fusión
de ontoloǵıas; y en la segunda fase, hemos realizado los experimentos dedicados a la validación
del algoritmo propuesto de análisis de opiniones v́ıa fusión de ontoloǵıas en el dominio del
turismo.
Este caṕıtulo está organizado de la siguiente manera: en la sección 5.1 comentamos los
experimentos que hemos realizado en la primera fase y en la sección 5.2 analizamos las pruebas
realizadas en la segunda fase.
5.1. Fusión de ontoloǵıas de turismo v́ıa upper ontolo-
gies
Como ya hemos comentado, el algoritmo que hemos propuesto para el análisis de opiniones
v́ıa fusión de ontoloǵıas contiene una fase de fusión de ontoloǵıas, por tanto, el primer paso
era decidir qué técnica de fusión de ontoloǵıas es más idónea para nuestro dominio. Con
este propósito hemos realizado diferentes experimentos en los que hemos analizado técnicas
directas con diferentes medidas de similitud, y técnicas v́ıa upper ontology.
5.1.1. Corpus utilizado
Para la realización de los diferentes experimentos hemos decidido utilizar el turismo como
dominio de las diferentes ontoloǵıas. Hemos utilizado Swoogle1 para la búsqueda de ontoloǵıas
1http://swoogle.umbc.edu/
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del dominio turismo, en el que aparećıan un total de 96 ontoloǵıas. Sin embargo, de los 96
ontoloǵıas no todas cumpĺıan las expectativas, ya que exist́ıan ontoloǵıas repetidas, otras
estaban en diferente idioma al inglés, o pertenećıan a un dominio diferente como puede ser
la economı́a. En la tabla 5.1 aparece detallado este aspecto.
Resultado de la búsqueda 96
Ontoloǵıas no encontradas 29




Tabla 5.1: Detalle de ontoloǵıas encontradas
En definitiva, como se observa en la tabla 5.1, se contaba con un total de cinco ontoloǵıas
diferentes. En la tabla 5.2 mostramos las ontoloǵıas que hemos utilizado junto con la cantidad
de conceptos diferentes que tiene cada una de ellas. Es cierto que en estas ontoloǵıas el número
de conceptos es muy bajo; no obstante, son las únicas ontoloǵıas reales del dominio del turismo







Tabla 5.2: Ontoloǵıas utilizadas en los experimentos
Para las pruebas de los métodos de fusión de ontoloǵıas v́ıa upper ontology hemos utilizado
como ontoloǵıas generales, SUMO y OpenCyc2.
5.1.2. Medidas de evaluación
Para poder medir la eficacia de las diferentes técnicas de fusión de ontoloǵıas, nece-
sitábamos encontrar el alineamiento óptimo entre los conceptos de cada ontoloǵıa. Este alin-
eamiento nos serv́ıa como base para medir el alineamiento que nos devolverá cada experi-
mento. Este alineamiento base no pod́ıa ser creado automáticamente (por razones obvias, ya
que nuestro objetivo es encontrar un método automático capaz de devolver el alineamiento
más próximo a éste), aśı que creamos manualmente un alineamiento entre todos los posibles
pares de ontoloǵıas.
2En el caṕıtulo 4 sección 4.3 describimos ambas ontoloǵıas generales
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Para comprobar la eficacia de los métodos de fusión de ontoloǵıas hemos utilizado las me-
didas de precisión, recall y F-measure. Dado R el alineamiento base, entonces |R| corresponde
al número de alineaciones entre conceptos en el alineamiento R; dado S el alineamiento de-
vuelto por la fusión de ontoloǵıas, entonces |S| corresponde al número de alineaciones entre
conceptos en el alineamiento S; dado SR el conjunto de alineaciones de S que coincide en R,
entonces |SR| corresponde al número de alineaciones entre conceptos en el alineamiento SR.









5.1.3. Discusión de los resultados
En primer lugar hemos realizado los experimentos sobre técnicas de fusión de ontoloǵıas
directas. Para estas pruebas hemos utilizado la API de Euzenat3. La API de Euzenat o Align-
ment API [25] desarrollada por Jérôme Euzenat es una API para la ejecución de alineamien-
tos entre ontoloǵıas. El Alignment API esta implementada en Java y permite la ejecución de
diferentes medidas de distancia entre textos. Para los test hemos utilizado las medidas equal
que compara si el texto es exacto, SMOA (String Metric for Ontology Alignment) [110] y por
último Levenshtein4 [65].
Una vez terminadas todas las pruebas con las técnicas directas, hemos realizado las prue-
bas con las técnicas v́ıa upper ontology. Para ello hemos utilizado la API desarrollada por
Angela Locoro et al [77]. El API está desarrollada en Java y permite la ejecución de méto-
dos estructurados y no estructurados5. En la ejecución primero hemos utilizado la API de
Euzenat entre la upper ontology y cada una de las ontoloǵıas a alinear. Al utilizar la API de
Euzenat nos permit́ıa ejecutar cada una de las funciones de distancia anteriormente citadas,
de este modo pod́ıamos hacer una mejor comparación entre técnicas directas y v́ıa upper
ontology. Una vez realizados los alineamientos de las ontoloǵıas seleccionadas con las upper
ontologies utilizamos el API de Locoro para realizar los alineamientos utilizando el método
estructurado y no estructurado. Este proceso lo hemos realizado para cada una de las dos
upper ontologies, SUMO y OpenCyc.
Una vez terminadas las pruebas hemos colocado los resultados en tablas para poder com-
parar los resultados. Los campos que aparece en la tabla corresponden a: función de distancia
(Distancia), upper ontology utilizada (Upper Onto), método estructurado o no estructurado
(Método), número de alineamientos encontrados (Encontrados), número de alineamientos
3http://alignapi.gforge.inria.fr/
4En el caṕıtulo 4, sección 4.3.1 explicamos en qué consiste el cálculo de estas medidas
5En el caṕıtulo 4, sección 4.3.3 explicamos en qué consiste los métodos estructurados y no estructurados
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correctos (Corrrec), y las tres medidas: precisión (Prec), recall (Rec) y F-measure (F-Meas).
Por último, hemos señalado en la tabla los mejores resultados para cada test en las diferentes
medidas.
En el Apéndice B se muestran los resultados obtenidos en cada test de los experimentos.
Lo primero que llama la atención de los resultados, son aquellos tests donde como medida
de precisión se obtiene un 1 (veáse tablas A.1, A.4, A.5, A.6, A.8 y A.9). Sin embargo,
observando el número de conceptos encontrados podemos ver que son muy pequeños entre 1
y 5 conceptos. Además, estos casos se producen la mayoŕıa de veces utilizando las técnicas via
upper ontology con SUMO y como función de medida de distancia “equal”; como la función
“equal” enlaza conceptos con exactamente el mismo texto, esto nos da a entender que la
upper ontology SUMO tiene pocos términos pertenecientes al turismo.
Siguiendo con el análisis, si observamos los datos podemos ver los siguientes puntos:
Cuando aplicamos la técnica de upper ontology con el método no estructurado obten-
emos una pérdida media de precisión frente a los métodos directos, de alrededor del 1 %
para SUMO y de un 2.5 % para OpenCyc. En recall se produce una pérdida media de
19.5 % para SUMO y de 24.5 % para OpenCyc. Y finalmente, en F-measure se produce
una pérdida media de 26.5 % para SUMO y de 19.9 % para OpenCyc.
Cuando aplicamos la técnica de upper ontology con el método estructurado obtenemos
una pérdida media de precisión frente a los métodos directos, de alrededor del 27 %
para SUMO y de un 45 % para OpenCyc. En recall se produce una pérdida media de
19.5 % para SUMO y de 35.5 % para OpenCyc. Y finalmente, en F-measure se produce
una pérdida media de 26.5 % para SUMO y de 42.3 % para OpenCyc.
Estos datos nos indican que se obtienen mejores resultados con las técnicas directas que
realizando la fusión de ontoloǵıas v́ıa upper ontology. Sin embargo analizando los diferentes
tests podemos sacar otras conclusiones.
En los tests donde las dos ontoloǵıas son muy diferentes aún siendo del mismo dominio,
como es el caso del test 5 (tabla A.5) o el test 9 (tabla A.9), en el que sólo pueden enlazarse
4 términos de cada ontoloǵıa, se observa como en estos casos se obtienen mejores resultados
con los métodos directos, ya que aunque v́ıa upper ontology enlace el mismo número de
términos correctos, alinea más posibles enlaces de los que realmente son. Esto ocurre porque
como las upper ontology son ontoloǵıas mucho mayores que las ontoloǵıas utilizadas para los
experimentos, existe una gran probabilidad de que encuentre términos más semejantes.
Por otro lado, en aquellos tests donde el número de conceptos es un poco más alto como
los tests 6, 7 y 8 (tablas A.6, A.7 y A.8), se nota una mejoŕıa en la medida de precisión
en los métodos v́ıa upper ontology, aunque se continúa obteniendo mejores resultados con
los métodos directos. La causa de que continúe encontrando más alineamientos que en los
métodos directos, continúa siendo la misma, ya que aunque son un poco más grandes la
ontoloǵıas no son lo suficientemente como para compararse a las upper ontologies utilizadas.
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En cambio, en recall se aprecia una notable mejoŕıa, incluso llegando a ser mejor los métodos
v́ıa upper ontology.
Sin embargo, en las pruebas donde aumenta el número de términos de cada ontoloǵıa
como en el test 3 (tabla A.3), es notable una mejora en los métodos utilizando upper ontology
respecto a los métodos directos en cuanto a las medida de precisión y F-measure, y una
mı́nima pérdida en recall. Esta mejoŕıa se nota sobre todo al utilizar OpenCyc como upper
ontology. Esto nos puede dar un indicio de que cuanto mayor son las ontoloǵıas es preferible
utilizar las técnicas v́ıa upper ontology.
Siguiendo con el análsis, si comparamos las dos upper ontologies que hemos utilizado,
SUMO y OpenCyc, se observa que con OpenCyc hay una leve mejora de un 0.82 % y un 0,67 %
en precisión y F-measure respectivamente. En cambio, en la medida de recall se observa un
10,69 % de mejoŕıa utilizando OpenCyc. Por tanto, es lógico pensar que es preferible utilizar
en el dominio del turismo OpenCyc como upper ontology.
Por último, comparando los métodos de v́ıa upper ontology estructurado y no estructura-
do, se observa que con los métodos no estructurados se obtienen una mejora en la precisión
de un 27.1 % en el caso de SUMO y de un 47.44 % en OpenCyc. En la medida de recall se
obtienen exactamente los mismo resultados en los dos métodos salvo en el test 8 (tabla A.8),
donde con OpenCyc se obtiene una leve mejoŕıa utilizando los métodos no estructurados. Por
último, en F-measure se obtiene una mejora con los métodos no estructurados de un 16.30 %
utilizando SUMO y de un 32.5 % en OpenCyc.
Hay que destacar también, que en el caso de los métodos estructurados y no estructurados
el tamaño de las ontoloǵıas no importa, es decir, siempre se obtienen mejores resultados
utilizando los métodos no estructurados.
Estos datos nos podŕıan indicar que se obtienen mejores resultados con las técnicas direc-
tas que realizando la fusión de ontoloǵıas v́ıa upper ontology. Sin embargo, en los diferentes
experimentos se ha comprobado que conforme aumenta el número de términos de cada on-
toloǵıa, es notable una mejora en los métodos utilizando upper ontology respecto a los métodos
directos en cuanto a las medida de precisión y F-measure, y una mı́nima pérdida en recall.
Esta mejoŕıa se nota sobre todo al utilizar OpenCyc como upper ontology. Este hecho se
puede comprobar en la tabla A.3. Esto nos puede dar un indicio de que cuanto mayor son
las ontoloǵıas es preferible utilizar las técnicas v́ıa upper ontology.
En definitiva, analizando los resultados obtenidos, hemos decidido que la técnica para la
fase de fusión de ontoloǵıas sea la fusión de ontoloǵıas v́ıa upper ontology con el método no
estructurado y utilizando OpenCyc como ontoloǵıa general.
5.2. Análisis de opiniones v́ıa fusión de ontoloǵıas
Una vez decidido la técnica para la fusión de ontoloǵıas, hemos realizado los experimentos
para el análisis de opiniones v́ıa fusión de ontoloǵıas. En los experimentos hemos intentado
60 5. EVALUACIÓN
simular como actuaŕıan dos empresas dedicadas al dominio del turismo para obtener infor-
mación sobre algunos de los productos ofertados.
Con este propósito, primero hemos realizado un proceso de análisis de opiniones sobre
el corpus con dos diferentes ontoloǵıas del dominio del turismo. Posteriormente, suponemos
que las empresas desean intercambiar información, compartirla, o en el caso extremo en que
dos empresas se fusionen, por tanto realizarán un proceso de fusión de ontoloǵıas.
5.2.1. Corpus utilizado
Para la realización de los experimentos hemos creado un corpus formado por 3.000 textos
cortos de opiniones, de los cuales 1.500 eran opiniones positivas y 1.500 negativas6. Puesto
que nuestros experimentos se centran en el análisis de opiniones de productos o servicios,
realizadas en redes sociales tales como blogs, hemos utilizado la página web de TripAdvisor7
para extraer opiniones relacionadas sobre conceptos del dominio del turismo como hoteles,
restaurantes y ciudades. Estos textos son de tamaño reducido, siendo el tamaño máximo de
7 KB.
Una ventaja que nos aportaba TripAdvisor, es que en este blog los usuarios no sólo
escriben sus opiniones sino que además puntúan el producto entre “Excelente”, “Muy bueno”,
“Regular”, “Malo” y “Pobre”. A partir de esta puntuación hemos etiquetado los textos, es
decir, como textos positivos hemos utilizado las opiniones calificadas como “Excelente” y
“Muy Bueno”, y para los textos negativos, aquellas con calificaciones “Malo” y “Horrible”.
De esta forma no teńıamos que analizar las opiniones manualmente para clasificar el valor de
la orientación semántica de cada una de ellas.
Por último, señalar que para la realización de las pruebas hemos utilizado como ontoloǵıas
“ETP-Tourism” y “qallme-tourism”, ya que son las ontoloǵıas con mayor número de concep-
tos de todas las disponibles.
5.2.2. Medidas de evaluación
El análisis de opiniones consiste en una tarea de clasificación de la orientación semántica
de la opinión en dos clases: positiva o negativa. Por tanto, para medir la eficacia de nuestro
algoritmo hemos tenido en cuenta el porcentaje de aciertos en la clasificación de las diferentes
clases.
6En http://users.dsic.upv.es/grupos/nle/?file=kop4.php se puede obtener el corpus
7http://www.tripadvisor.com
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Ontoloǵıa Num. Adj. Adj. + Vb Adj. + Adv. Adj. + Vb. + Adv.
ETP Tourism 1.500 72,41 % 72,16 % 69,47 % 68,93 %
qallme-tourism 1.500 70,92 % 71,2 % 68,21 % 67,93 %
Ontology matching 3.000 71,13 % 71,56 % 68,88 % 68,63 %
Tabla 5.3: Resultados obtenidos dividiendo el corpus
5.2.3. Discusión de los resultados
En los experimentos hemos realizado distintas pruebas utilizando, en cada uno de éstas,
diferentes palabras para el cálculo de la polaridad para comprobar si además de los adjetivos
(ya que son las palabras utilizadas para calificar los conceptos, además de ser los adjetivos las
palabras más utilizadas en la mayoŕıa de trabajos realizados hasta la fecha), pod́ıa mejorarse
los resultados añadiendo palabras de otra categoŕıa, como por ejemplo, verbos. Las posibil-
idades en las que hemos experimentado son: solo adjetivos (Adj.), adjetivos y verbos (Adj.
+ Vb.), adjetivos y adverbios (Adj. + Adv.) y adjetivos, verbos y adverbios (Adj. + Vb. +
Adv.).
Para poder medir mejor la eficacia del algoritmo propuesto, hemos realizado dos diferentes
experimentos: en el primer experimento hemos separado el corpus para cada una de las dos
empresas, con la intención de simular que ocurriŕıa si dos empresas analizan diferentes textos
antes de compartir la información sobre el análisis de opiniones; y en el segundo, hemos
utilizado el corpus completo para las dos ontoloǵıas, simulando que dos empresas analizan
anteriormente los mismos textos.
En la tabla 5.3 se muestran los resultados obtenidos en los experimentos dividiendo el
corpus en dos. Un dato destacable es que tras realizar el proceso de fusión de ontoloǵıas se
obtienen siempre resultados muy cercanos a los resultados obtenidos con los obtenidos por
separado en cada ontoloǵıa, es más, aunque los resultados son un poco inferiores comparándo-
lo con los resultados obtenidos con la ontoloǵıa ETP-Tourism, son un poco superiores que
con la ontoloǵıa qallme-tourism.
Los resultados del segundo experimento en el que utilizamos el corpus completo en las
pruebas con cada ontoloǵıa, se muestra en la tabla 5.4. Como se observa en la tabla, el
resultado tras realizar el proceso de fusión de ontoloǵıas es muy similar al obtenido en el
experimento anterior. Estos resultados nos dan a entender que al realizar el proceso de fusión
de ontoloǵıas no se pierden datos referentes al proceso de análisis de opiniones realizado con
antelación.
Por otra parte, como se comprueba, tanto en la tabla 5.3 como en la tabla 5.4, incluyendo
los verbos a los adjetivos (Adj. + Vb.) para calcular la polaridad se obtiene una leve mejora
con respecto a calcular la polaridad únicamente a través de los adjetivos (Adj.). También
se observa que con esta opción (Adj. + Vb.), los resultados individuales en cada una de
las ontoloǵıas, son inferiores que utilizando la opción de únicamente adjetivos (Adj.). Sin
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Ontoloǵıa Num. Adj. Adj. + Vb Adj. + Adv. Adj. + Vb. + Adv.
ETP Tourism 3.000 72,2 % 71,56 % 69,56 % 69,06 %
qallme-tourism 3.000 71,2 % 71,03 % 68,13 % 68,33 %
Ontology matching 3.000 71,33 % 71,53 % 68,93 % 68,86 %
Tabla 5.4: Resultados obtenidos con el corpus completo
Figura 5.1: Resultados de mineŕıa de polaridad
embargo, tras la fusión de ontoloǵıas se obtiene un resultado superior con la opción de
adjetivos y verbos.
En la figura 5.1 se muestra una comparación entre los resultados obtenidos con cada una
de las opciones que hemos experimentado. También hemos incluido una representación de
los resultados separando las opiniones positivas de las opiniones negativas. Como se observa,
utilizando los adjetivos más verbos para calcular la polaridad se observa que hay una leve
mejoŕıa de 0.2 puntos. Pero también hay que destacar que con esta misma opción la diferencia
entre el porcetaje de aciertos con las opiniones positivas y el porcentaje de aciertos con las
opiniones negativas, es menor que en el resto de opciones.
Una interesante observación que se desprende de los resultados de los experimentos y que
se ve reflejado en la figura 5.1 es la diferencia de porcentajes de aciertos que existe cuando
examinamos únicamente las opiniones positivas frente a cuando examinamos las opiniones
negativas. Analizando los textos que componen nuestro corpus hemos observado que las per-
sonas cuando estamos en desacuerdo con algún producto o servicio tenemos cierta tendencia
a utilizar la irońıa y el sarcasmo [117, 95]. Ésto provoca que al extraer los adjetivos para
obtener la orientación semántica, éstos tendrán la polaridad cambiada, llevando a clasificar
los textos con la polaridad incorrecta. Pero este hecho, aunque es mucho más frecuente en
opiniones negativas, también se utiliza pero con menor medida en opiniones positivas.
Caṕıtulo 6
Conclusiones
Las nuevas tecnoloǵıas han evolucionado de una forma incréıble en los últimos años. Hace
poco véıamos en las peĺıculas, agentes secretos con teléfonos móviles y nos réıamos de la
imaginación de los guionistas de Hollywood. Sin embargo, como dice el dicho “la realidad
supera la ficción”; y es que actualmente los móviles han avanzado tanto que ya no sólo sirven
para hablar con los conocidos, sino que se pueden comunicar a través de las redes sociales de
la Web 2.0. Es más la tecnoloǵıa ha avanzado tanto que hoy en d́ıa es muy común encontrar
a un particular en un bar con un laptop diseñando algo en Photoshop o Autocad, o editando
algún comentario de alguna red social como Facebook o MySpace.
Nos encontramos en la era de la Web 2.0, la era en la que las empresas deben aprovechar
al máximo las oportunidades que ofrece Internet. Según un estudio de la Fundación de la
Innovación Bankinter, la Web 2.0 es una web participativa, inteligente y eficaz, por ello las
empresas debeŕıan ofrecer un flujo de conocimiento ilimitado que ahorrará tiempo al usuario,
consiguiendo nuevas oportunidades de negocio [85].
Este flujo de información es donde se encuentran tanto las mayores ventajas como desven-
tajas que aporta la Web 2.0. Una de las principales preocupaciones de las empresas es la
seguridad de la propiedad intelectual, aśı como la seguridad de los datos confidenciales. No
obstante, analizar el flujo de información de los usuarios, los cuales hacen pública su incon-
formidad o lealtad a determinados productos o servicios siendo compartida dicha información
con el resto de usuarios, permite a las empresas responder públicamente aportando informa-
ción a sus clientes y modificando sus productos o servicios según la tendencia del mercado.
En este trabajo hemos analizado estos puntos y hemos llegado a las siguientes conclusiones.
6.1. Cómo protegerse de las desventajas de la Web 2.0
Con la llegada de la Web 2.0 se ha producido un aumento en el número de plagios entre
empresas. Esto tiene dos principales explicaciones: la facilidad de acceso a la información que
proporciona la Web 2.0 y la cantidad de información, la cual proporciona cierta seguridad al
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que comete plagio por la dificultad de ser descubierto.
Sin embargo, plagiar no solamente es copiar un producto o servicio, sino que conlleva el
robo del mérito, del prestigio y de cierta parte de la identidad de la empresa. Una empresa
debe proteger su material intelectual, pues su mayor éxito en el mercado es su propia iden-
tidad, aquellos productos o servicios que la diferencian del resto de empresas y por lo que es
conocida.
En este trabajo hemos tratado de ponernos en la piel de una empresa y en su necesidad
de detectar los casos de plagio de sus campañas de marketing, sus ideas, etc publicadas en la
Web. La idea era investigar la eficacia de las herramientas disponibles, como WCopyFind, que
una empresa tiene a su alcance para poder detectar casos de plagio. Los pobres resultados que
obtuvimos con la herramienta WCopyFind en la competición PAN de detección de plagio,
aśı como los que se obtieveron con el sistema Ferret, nos han demuestrado la necesidad de
desarrollar métodos ad hoc de detección automática de plagio para las empresas.
En este trabajo hemos comprobado que a diferencia de la mayoŕıa de las áreas del Lenguaje
Natural, en la detección automática de plagio, la precisión es menor que el recall. Esto se
debe a que es muy probable encontrar fragmentos similares entre los dos documentos, aunque
estos no sean fragmentos plagiados. Para un trabajo futuro, seŕıa interesante la búsqueda de
un enfoque automático para reducir el espacio de búsqueda antes de realizar la búsqueda
basándose en la comparación entre los n-gramas. En [7], los autores propone la reducción del
espacio de búsqueda en la base de la distancia de Kullback-Leibler.
Hay que destacar la importancia de proteger los datos confidenciales de una empresa.
Defenderse de intrusos dentro del sistema es una de las prioridades de los encargados de los
departamentos de informática de las empresas. Actualmente, existen estudios que proponen
utilizar los métodos de detección automática de plagio para la detección de intrusos en
el sistema de red [120, 119, 96]. La idea es buscar patrones en los datos de la carga útil
tratando los datos como secuencias de bytes. No obstante, es una idea muy reciente que
necesita madurar.
Otra ĺınea de investigación muy reciente es la detección de plagio de opiniones1. El plagio
de opiniones se produce muy frecuentemente en la Web, puesto que la influencia de un blog
se mide entre otras cosas a partir del número de opiniones vertidas en él. Incrementar el
número de opiniones plagiando opiniones de otros blogs, puede aumentar la influencia de un
blog, con lo que se obtendŕıa un beneficio publicitario. Actualmente, las empresas buscan
métodos automáticos de detección de plagio de opiniones.
6.2. Cómo beneficiarse de las ventajas de la Web 2.0
Como ya hemos comentado, la Web 2.0 nos aporta un flujo entre empresa y consumidores,
el cual aporta un mayor contacto entre la entidad y el cliente. Pero más importante aún, la
1http://kdd.di.unito.it/DyNak2010/
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Web 2.0 aporta un flujo entre consumidores. Este último flujo puede ser el que más datos
aporte a una empresa, puesto que si una empresa sabe como tratar dichos datos tendrá in-
formación de primera mano sobre las tendencias de los consumidores.
Sin embargo, la Web 2.0 se ha convertido en una inmensa red de información la cual
es imposible de analizar todos los datos que aparecen en ella. Por eso es conveniente que
empresas compartan dicha información para obtener un beneficio mutuo. En este trabajo
hemos propuesto un algoritmo capaz de analizar las opiniones de los consumidores realizadas
en las redes sociales y, compartir y/o intercambiar este análisis a partir de una fusión de
ontoloǵıas.
Sin embargo, se ha demostrado la dificultad que entraña la tarea de analizar las opiniones
en la Web 2.0 de los usuarios de blogs a través de una ontoloǵıa, principalmente cuando
esta ontoloǵıa esta preestablecida. En estudios anteriores como [130] y [131], las ontoloǵıas
en cambio se generaban a partir del corpus con lo que facilitaba la búsqueda de concep-
tos. Sin embargo, creemos que nuestros experimentos están más próximos al problema del
mundo real, puesto que las empresas ya poseen de antemano una ontoloǵıa del dominio. No
obstante, hemos comprobado como al realizar el proceso de fusión de ontoloǵıas no se pierde
prácticamente ningún dato de los anteriormente calculados por el análisis de opiniones.
En cuanto a la fusión de ontoloǵıas, hemos comprobado que en el dominio del turismo,
con pequeñas ontoloǵıas los métodos directos son preferibles frente a los métodos via upper
ontology. Sin embargo, conforme aumenta el tamaño de las ontoloǵıas el proceso se invierte
mejorando los resultados con los métodos upper ontology. Por otro lado, hemos comprobado
que los métodos no estructurados de las técnicas via uper ontology obtienen mejores resul-
tados en precisión y F-measure. Finalmente, con respecto a los resultados obtenidos con las
upper ontology, hemos llegado a la conclusión que utilizando OpenCyc se obtienen mejores
resultados en el dominio del turismo que con SUMO.
Por último, hemos comprobado que en las opiniones negativas, los consumidores suelen
introducir frases irónicas, provocando que la detención de la polaridad de estos textos sea
más dificultosa. Un aspecto interesante a tener en cuenta en futuros trabajos seŕıa introducir
algún método automático para detectar la irońıa y el sarcasmo. Esto nos ayudaŕıa a poder
clasificar correctamente la polaridad, ya que si utilizamos el sarcasmo podemos invertir la
polaridad de sus palabras. Detectar automáticamente el sarcasmo seŕıa efectivo sobre todo
para mejorar el porcentaje de aciertos en las opiniones negativas.
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Apéndice A











Manual None None 16 16 1.00 1.00 1.00
equal None None 16 6 0.38 0.38 0.38
SMOA None None 43 10 0.23 0.63 0.34
Levenshtein None None 39 10 0.26 0.63 0.36
equal SUMO NoStruct 2 2 1.00 0.13 0.22
SMOA SUMO NoStruct 83 10 0.12 0.63 0.20
Levenshtein SUMO NoStruct 14 5 0.36 0.31 0.33
equal SUMO Struct 3 2 0.67 0.13 0.21
SMOA SUMO Struct 94 10 0.11 0.63 0.18
Levenshtein SUMO Struct 17 5 0.29 0.31 0.30
equal OpenCyc NoStruct 3 2 0.67 0.13 0.21
SMOA OpenCyc NoStruct 54 9 0.17 0.56 0.26
Levenshtein OpenCyc NoStruct 12 6 0.50 0.38 0.43
equal OpenCyc Struct 10 2 0.20 0.13 0.15
SMOA OpenCyc Struct 78 9 0.12 0.56 0.19
Levenshtein OpenCyc Struct 29 6 0.21 0.38 0.27
Tabla A.1: Fusión de ETP-Tourism y L Tour
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Manual None None 35 35 1.00 1.00 1.00
equal None None 18 15 0.83 0.43 0.57
SMOA None None 29 17 0.59 0.49 0.53
Levenshtein None None 18 15 0.83 0.43 0.57
equal SUMO NoStruct 9 7 0.78 0.20 0.32
SMOA SUMO NoStruct 89 16 0.18 0.46 0.26
Levenshtein SUMO NoStruct 37 15 0.41 0.43 0.42
equal SUMO Struct 14 7 0.50 0.20 0.29
SMOA SUMO Struct 133 16 0.12 0.46 0.20
Levenshtein SUMO Struct 52 15 0.29 0.43 0.34
equal OpenCyc NoStruct 10 6 0.60 0.17 0.27
SMOA OpenCyc NoStruct 37 16 0.43 0.46 0.44
Levenshtein OpenCyc NoStruct 26 17 0.65 0.49 0.56
equal OpenCyc Struct 27 6 0.22 0.17 0.19
SMOA OpenCyc Struct 145 16 0.11 0.46 0.18
Levenshtein OpenCyc Struct 59 17 0.29 0.49 0.36










Manual None None 98 98 1.00 1.00 1.00
equal None None 195 80 0.41 0.82 0.55
SMOA None None 221 84 0.38 0.86 0.52
Levenshtein None None 205 82 0.40 0.84 0.54
equal SUMO NoStruct 18 14 0.78 0.14 0.24
SMOA SUMO NoStruct 415 83 0.20 0.85 0.32
Levenshtein SUMO NoStruct 264 74 0.28 0.76 0.41
equal SUMO Struct 20 14 0.70 0.14 0.24
SMOA SUMO Struct 461 83 0.18 0.85 0.30
Levenshtein SUMO Struct 264 74 0.28 0.76 0.41
equal OpenCyc NoStruct 38 16 0.42 0.16 0.24
SMOA OpenCyc NoStruct 143 80 0.56 0.82 0.67
Levenshtein OpenCyc NoStruct 122 78 0.64 0.80 0.71
equal OpenCyc Struct 53 16 0.30 0.16 0.21
SMOA OpenCyc Struct 200 80 0.40 0.82 0.54
Levenshtein OpenCyc Struct 144 78 0.54 0.80 0.64











Manual None None 26 26 1.00 1.00 1.00
equal None None 15 12 0.80 0.46 0.59
SMOA None None 17 13 0.76 0.50 0.60
Levenshtein None None 17 13 0.76 0.50 0.60
equal SUMO NoStruct 7 7 1.00 0.27 0.42
SMOA SUMO NoStruct 34 13 0.38 0.50 0.43
Levenshtein SUMO NoStruct 21 13 0.62 0.50 0.55
equal SUMO Struct 13 7 0.54 0.27 0.36
SMOA SUMO Struct 62 13 0.21 0.50 0.30
Levenshtein SUMO Struct 30 13 0.43 0.50 0.46
equal OpenCyc NoStruct 7 5 0.71 0.19 0.30
SMOA OpenCyc NoStruct 26 14 0.54 0.54 0.54
Levenshtein OpenCyc NoStruct 15 12 0.80 0.46 0.59
equal OpenCyc Struct 17 5 0.29 0.19 0.23
SMOA OpenCyc Struct 70 14 0.20 0.54 0.29
Levenshtein OpenCyc Struct 36 12 0.33 0.46 0.39










Manual None None 4 4 1.00 1.00 1.00
equal None None 1 1 1.00 0.25 0.40
SMOA None None 2 1 0.50 0.25 0.33
Levenshtein None None 1 1 1.00 0.25 0.40
equal SUMO NoStruct 1 1 1.00 0.25 0.40
SMOA SUMO NoStruct 13 2 0.15 0.50 0.24
Levenshtein SUMO NoStruct 1 1 1.00 0.25 0.40
equal SUMO Struct 2 1 0.50 0.25 0.33
SMOA SUMO Struct 17 2 0.12 0.50 0.19
Levenshtein SUMO Struct 2 1 0.50 0.25 0.33
equal OpenCyc NoStruct 0 0 0.00 0.00 0.00
SMOA OpenCyc NoStruct 5 2 0.40 0.50 0.44
Levenshtein OpenCyc NoStruct 1 1 1.00 0.25 0.40
equal OpenCyc Struct 0 0 0.00 0.00 0.00
SMOA OpenCyc Struct 18 2 0.11 0.50 0.17
Levenshtein OpenCyc Struct 7 1 0.14 0.25 0.18
Tabla A.5: Fusión de Tourism-ProtegeExportOWL y L Tour
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Manual None None 18 18 1.00 1.00 1.00
equal None None 18 7 0.39 0.39 0.39
SMOA None None 80 12 0.15 0.67 0.24
Levenshtein None None 43 10 0.23 0.56 0.32
equal SUMO NoStruct 2 2 1.00 0.11 0.20
SMOA SUMO NoStruct 92 12 0.13 0.67 0.22
Levenshtein SUMO NoStruct 9 4 0.44 0.22 0.30
equal SUMO Struct 2 2 1.00 0.11 0.20
SMOA SUMO Struct 92 12 0.13 0.67 0.22
Levenshtein SUMO Struct 10 4 0.40 0.22 0.29
equal OpenCyc NoStruct 3 2 0.67 0.11 0.19
SMOA OpenCyc NoStruct 92 11 0.12 0.61 0.20
Levenshtein OpenCyc NoStruct 2 6 0.38 0.33 0.35
equal OpenCyc Struct 6 2 0.33 0.11 0.17
SMOA OpenCyc Struct 100 11 0.11 0.61 0.18
Levenshtein OpenCyc Struct 20 6 0.30 0.33 0.32










Manual None None 26 26 1.00 1.00 1.00
equal None None 13 11 0.85 0.42 0.56
SMOA None None 13 11 0.85 0.42 0.56
Levenshtein None None 13 11 0.85 0.42 0.56
equal SUMO NoStruct 7 6 0.86 0.23 0.36
SMOA SUMO NoStruct 39 11 0.28 0.42 0.34
Levenshtein SUMO NoStruct 29 10 0.34 0.38 0.36
equal SUMO Struct 10 6 0.60 0.23 0.33
SMOA SUMO Struct 55 11 0.20 0.42 0.27
Levenshtein SUMO Struct 42 10 0.24 0.38 0.30
equal OpenCyc NoStruct 6 3 0.50 0.12 0.19
SMOA OpenCyc NoStruct 27 11 0.41 0.42 0.42
Levenshtein OpenCyc NoStruct 15 11 0.73 0.42 0.54
equal OpenCyc Struct 16 3 0.19 0.12 0.14
SMOA OpenCyc Struct 100 11 0.11 0.42 0.18
Levenshtein OpenCyc Struct 35 11 0.31 0.42 0.36











Manual None None 22 22 1.00 1.00 1.00
equal None None 12 7 0.58 0.32 0.41
SMOA None None 15 8 0.53 0.36 0.43
Levenshtein None None 15 8 0.53 0.36 0.43
equal SUMO NoStruct 5 5 1.00 0.23 0.37
SMOA SUMO NoStruct 16 8 0.50 0.36 0.42
Levenshtein SUMO NoStruct 17 8 0.47 0.36 0.41
equal SUMO Struct 9 5 0.56 0.23 0.32
SMOA SUMO Struct 33 8 0.24 0.36 0.29
Levenshtein SUMO Struct 24 8 0.33 0.36 0.35
equal OpenCyc NoStruct 4 1 0.25 0.05 0.08
SMOA OpenCyc NoStruct 16 8 0.50 0.36 0.42
Levenshtein OpenCyc NoStruct 13 7 0.54 0.32 0.40
equal OpenCyc Struct 9 1 0.11 0.05 0.06
SMOA OpenCyc Struct 37 9 0.24 0.41 0.30
Levenshtein OpenCyc Struct 25 7 0.28 0.32 0.30










Manual None None 4 4 1.00 1.00 1.00
equal None None 2 2 1.00 0.50 0.67
SMOA None None 7 3 0.43 0.75 0.55
Levenshtein None None 3 2 0.67 0.50 0.57
equal SUMO NoStruct 0 0 0.00 0.00 0.00
SMOA SUMO NoStruct 5 2 0.40 0.50 0.44
Levenshtein SUMO NoStruct 2 2 1.00 0.50 0.67
equal SUMO Struct 0 0 0.00 0.00 0.00
SMOA SUMO Struct 9 2 0.22 0.50 0.31
Levenshtein SUMO Struct 4 2 0.50 0.50 0.50
equal OpenCyc NoStruct 1 1 1.00 0.25 0.40
SMOA OpenCyc NoStruct 9 2 0.22 0.50 0.31
Levenshtein OpenCyc NoStruct 2 2 1.00 0.50 0.67
equal OpenCyc Struct 1 1 1.00 0.25 0.40
SMOA OpenCyc Struct 15 2 0.13 0.50 0.21
Levenshtein OpenCyc Struct 2 2 1.00 0.50 0.67
Tabla A.9: Fusión de TravelOntology y L Tour
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Manual None None 17 17 1.00 1.00 1.00
equal None None 9 8 0.89 0.47 0.62
SMOA None None 13 10 0.77 0.59 0.67
Levenshtein None None 11 9 0.82 0.53 0.64
equal SUMO NoStruct 9 7 0.78 0.41 0.54
SMOA SUMO NoStruct 25 9 0.36 0.53 0.43
Levenshtein SUMO NoStruct 15 8 0.53 0.47 0.50
equal SUMO Struct 15 7 0.47 0.41 0.44
SMOA SUMO Struct 35 9 0.26 0.53 0.35
Levenshtein SUMO Struct 20 8 0.40 0.47 0.43
equal OpenCyc NoStruct 6 4 0.67 0.24 0.35
SMOA OpenCyc NoStruct 17 10 0.59 0.59 0.59
Levenshtein OpenCyc NoStruct 14 9 0.64 0.53 0.58
equal OpenCyc Struct 13 4 0.31 0.24 0.27
SMOA OpenCyc Struct 40 10 0.25 0.59 0.35
Levenshtein OpenCyc Struct 27 9 0.33 0.53 0.41
Tabla A.10: Fusión de TravelOntology y Tourism-ProtegeExportOWL
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