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We use a relationship between response and correlation function in nonequilibrium systems
to establish a connection between the heat production and the deviations from the equilibrium
fluctuation-dissipation theorem. This scheme extends the Harada-Sasa formulation [Phys. Rev.
Lett. 95, 130602 (2005)], obtained for Langevin equations in steady states, as it also holds for tran-
sient regimes and for discrete jump processes involving small entropic changes. Moreover, a general
formulation includes two times and the new concepts of two-time work, kinetic energy, and of a
two-time heat exchange that can be related to a nonequilibrium “effective temperature”. Numerical
simulations of a chain of anharmonic oscillators and of a model for a molecular motor driven by
ATP hydrolysis illustrate these points.
PACS numbers: 05.70.Ln,05.40.-a,02.50.-r
For systems in equilibrium, the response R to a small
external perturbation is related to the correlation func-
tion C of spontaneous fluctuations. This property is de-
scribed by the fluctuation-dissipation theorem (FDT). In
the last two decades, many efforts have been devoted to
the study and the understanding of deviations from FDT
in nonequilibrium systems [1–4]. These studies can be
substantially split in two research lines: i) establishing
a connection between deviations from FDT and thermo-
dynamic properties; ii) searching for general relations in-
cluding R and C that hold also out of equilibrium.
Along the first line there is the definition of an effec-
tive temperature in nonequilibrium systems, based on the
formula of the equilibrium FDT and coinciding with the
temperature T of the thermal bath if the FDT holds [5].
The concept of effective temperature has been introduced
in a variety of systems including aging or driven sys-
tems and quantum quenches [6]. More recently Harada
and Sasa (HS) have derived a relation between the aver-
age rate of energy dissipation J and deviations from the
FDT [7–9], for systems described by a Langevin equa-
tion with white noise (see also the extension to colored
noise [10]). Indicating with C the velocity correlation
function and with R the change of velocity caused by a
constant external force, the HS relation reads
〈J〉 = γ
∫
∞
−∞
[C˜(ω)− 2T R˜S(ω)]
dω
2π
, (1)
where 〈. . . 〉 denotes an average over trajectories. The
friction coefficient γ is related to the typical inverse time
of energy dissipation. Quantities in Fourier space are de-
noted with a tilde, and R˜S(ω) is the transform of the sym-
metric part RS(t) of the response function (i.e. the real
part of the transform). The advantage of this approach is
that correlation functions and response functions of fluc-
tuating observables are often more easily accessible in ex-
periments and one can thus utilize deviations from FDT
to indirectly infer the rate of energy dissipation (see also
a recent alternative [11]). For example, it was utilized to
study optically driven colloidal systems [12] and the en-
ergetics of a model for molecular motor [13]. Although it
was originally obtained for nonequilibrium steady states,
the formula (1) was also used in the microrheology of a
particle trapped in a relaxing lattice [14].
Concerning the research line (ii), many expressions of
R in terms of quantities of the unperturbed dynamics
have been proposed in the last years for a wide range
of nonequilibrium systems (see for example [15–19] and
references in [1–4]). In this letter we will focus on the
following generalized FDT (GFDT) [16, 18]. Indicating
with R = ∂〈Z(t2)〉/∂h(t1)|h=0 the response of an observ-
able Z to an external perturbation h coupled with the
observable Y , and fixing t2 ≥ t1, the GFDT reads
2TR(t1, t2) =
∂〈Z(t2)Y (t1)〉
∂t1
− 〈Z(t2)B(t1)〉 (2)
where the observable B satisfies the relation
〈B(t2)Z(t1)〉 =
∂〈Y (t2)Z(t1)〉
∂t2
(3)
for any Z. This GFDT holds for systems described
by Markovian dynamics, under quite general assump-
tions [16, 18].
In this Letter we present a connection between the
GFDT (2) and the HS relation (1). More precisely we
prove that a relation between heat flux, response func-
tion, and velocity correlation holds a) not only for steady
states but in general transients; b) for general discrete
variables evolving according to jump processes, such as
particle collisions or the positions in a discrete space; c)
2not only on average but also for suitably defined fluc-
tuating parts of C, R and J . Our framework includes
novel quantities: a “two-time” generalized heat, a “two-
time” kinetic energy and a “retarded-anticipated” work.
The GFDT allows one to find a connection between these
“two-time” observables and eventually to support the
definition of an effective temperature from FDT devia-
tions in systems where timescales corresponding to dif-
ferent degrees of freedom are well-separated.
We consider a system of N particles and indicate with
xi(t),vi(t) the position and velocity of the i-th particle
at time t and with mi its mass. Each particle is affected
by a force fi(t) that is the sum of internal and external
interactions and that can be non-conservative. We first
develop an approach where time is discretized with fixed
time step τ and the local velocity vi(t) can be updated
to a new value v′i(t) with a stochastic evolution charac-
terized by transition rates Ω(vi(t) → v
′
i(t)), while posi-
tions follow deterministically xi(t + τ) = xi(t) + v
′
i(t)τ .
Such approach can reproduce Langevin inertial dynam-
ics. Later we will shift the attention to discrete-state
systems where positions change stochastically and veloc-
ities are subordinate variables. Within this formalism
time derivatives are discrete: τ∂vi(t)/∂t = δvi(t) and
τ∂xi(t)/∂t = δxi(t). To simplify the notation hereafter
we restrict to a one-dimensional motion and we drop the
particle index, the generalization to more variables being
trivial for quantities with uncorrelated fluctuations.
A “two-time” kinetic energy and an elementary
retarded-anticipated work [20] during τ are defined as
Kˆ(t1, t2) ≡
m
2
v(t2)v(t1) (4)
δWˆ (t1, t2) ≡
1
2
τ [f(t2)v(t1) + v(t2)f(t1)] . (5)
The notation Xˆ(t) is useful to explicitly indicate fluctu-
ating quantities, namely X(t) = 〈Xˆ(t)〉 (however, posi-
tions and velocities are always meant to be fluctuating).
In the t2 → t1 limit, Kˆ and Wˆ coincide with the standard
definition of kinetic energy and work. Moreover, for an
isolated system not coupled with a thermal reservoir —
where f(t) = m δv(t)/τ — it is easy to show that they
satisfy a Work-Energy theorem for arbitrary t2 and t1,
δWˆ (t1, t2) =
m
2
[δv(t2)v(t1) + v(t2)δv(t1)] = dKˆ(t1, t2).
(6)
It is therefore natural to define the “two-time heat ex-
change” (from the reservoir to the system) as
δQˆ(t1, t2) ≡ dKˆ(t1, t2)− δWˆ (t1, t2). (7)
The two-time kinetic energy is trivially proportional to
the velocity-velocity fluctuations, namely Cˆ(t1, t2) ≡
v(t2)v(t1). Notice that our definition of heat is related
to Eq. (59) of Ref. [8] (written for Langevin equations
at stationarity), and in the limit of equal times it has
the structure of the heat defined in stochastic energet-
ics [21]. One can express δWˆ in terms of the velocity
correlation function Cˆ(t1, t2) and of a “fluctuating” re-
sponse function Rˆ(t1, t2) of the velocity v(t2) to an exter-
nal force switched on during the microscopic time interval
[t1, t1 + τ ] (see below).
Observing that the external force h(t1) perturbs the
system energy by a factor h(t1)v(t1)τ , the response
function R(t1, t2) can be immediately obtained putting
Z(t2) = v(t2) and Y (t1) = v(t1)τ in Eqs (2,3), which for
discrete time dynamics read
2TR(t1, t2) = 〈v(t2)δv(t1)〉 −
〈
v(t2)Bˆ(t1)
〉
(8)〈
Bˆ(t2)v(t1)
〉
= 〈δv(t2)v(t1)〉. (9)
The next step is to express Bˆ in terms of system proper-
ties. For simplicity, in this derivation we allow variations
of v → v′ = v± ǫ. Since velocities evolve with jumps, we
have [16, 18]
Bˆ(t) = ǫτ [Ω(v → v + ǫ)− Ω(v → v − ǫ)] (10)
and, assuming local equilibrium, transition rates Ω(v →
v′) embody the property of local (or generalized) detailed
balance [22, 23],
Ω(v → v + ǫ) = α(ǫ)e[dS(v+ǫ)−dS(v)]/2, (11)
where dS(v+ ǫ)−dS(v) is the additional entropy change
in the environment caused by the velocity jump and α(ǫ)
is a symmetric function of ǫ fixing the jump rates. For
systems in contact with a single heat bath with β = 1/T
(setting the Boltzmann constant kB = 1), the entropy
change should take the form dS(t) = −β δQˆ(t, t) with
the heat transferred defined in Eq. (7) leading to
dS(v + ǫ)− dS(v) = −βǫ[mv − fτ ]. (12)
With this equation, and assuming that ζ ≡ βmǫ2 ≪ 1
one expands the exponential in Eq. (11) to find Bˆ(t) =
−α(ǫ)ζτ [v(t) − τmf(t)]. Therefore fixing the jump rates
such that α(ǫ)ζτ = 1 one obtains
Bˆ(t) = −v(t) +
τ
m
f(t). (13)
The master-equation with transition rates (11), in the
limit of ǫ → 0, may be set up to converge to a Fokker-
Planck equation with drift term given by Eq. (13) and
diffusion coefficient D = γTm2 [24, 25]. In this limit the
friction coefficient becomes γ ≡ m/τ .
The insertion of Eq. (13) in (8,9) leads to
an interesting physical structure of the FDT,
2TR(t1, t2) = 〈v(t2)dΦ(t1)〉 − 〈v(t2)dΨ(t1)〉, in which
a time-antisymmetric dissipative term dΦ(t1) = v(t1),
coming from Eq. (13), is associated with the well known
concept of entropy production [4, 18], here in excess
3due to the perturbation. The time-symmetric term
dΨ(t1) = τf(t1)/m − δv(t1) = −abath(t1)τ in this case
is related to the acceleration abath generated by the
thermal bath in the time interval τ . See for instance
Refs. [4, 26–28] for recent discussions on time-symmetric
observables.
To conclude our argument, the final step is to combine
terms of the FDT in a form enjoying the invariance of the
generalized heat exchange δQˆ(t1, t2) for swaps of t1 with
t2. We define a fluctuating response function Rˆ(t1, t2) ≡
[v(t2)δv(t1)− v(t2)Bˆ(t1)]/(2T ), whose statistical average
satisfies (8), and we consider its symmetric part
RˆS(t1, t2) ≡ [Rˆ(t1, t2) + Rˆ(t2, t1)]/2 = (14)
=
v(t2)δv(t1) + δv(t2)v(t1)− v(t2)Bˆ(t1)− Bˆ(t2)v(t1)
4T
.
Its average is RS(t1, t2) =
1
2R(t1, t2) for t2 > t1 because
R(t2, t1) = 0 for causality. From Eq. (7) and by using
Eq. (13) in (14) one obtains
δQˆ(t1, t2) = m
[
2T RˆS(t1, t2)− Cˆ(t1, t2)
]
, (15)
valid for any single trajectory. Its average over trajecto-
ries yields a two-time generalized HS relation,
J(t1, t2) = γ [2TRS(t1, t2)− C(t1, t2)] , (16)
including a generalized heat production rate J(t1, t2) =
δQ(t1, t2)/τ . Eq. (16) expresses heat production in terms
of deviations from the equilibrium FDT TR(t1, t2) =
C(t1, t2). This relation can be directly derived by time-
reversing Eq. (9) and using the result in (8) to keep only
the terms with velocities. Therefore, J(t1, t2) is identi-
cally null in equilibrium. Notice that the HS relation (1),
or its generalization Eq. (58) of Ref. [8], are readily re-
covered by assuming a steady state (such that two-time
quantities are function only of the time differences t2−t1)
and taking the Fourier transformation of Eq. (16) [29].
Eq. (16) can be obtained also for the overdamped
regimes [8]. Now positions change stochastically accord-
ing to a master equation, with jumps x(t+ τ) = x(t)±λ,
and the external force h(t1) perturbs the system energy
by a factor h(t1)δx(t1). Setting Z(t2) = δx(t2)/τ and
Y (t1) = x(t1) in Eqs (2,3), one has
2TR(t1, t2) =
〈
δx(t2)
τ
δx(t1)
τ
〉
−
〈
δx(t2)
τ
Bˆ(t1)
〉
(17)
with
〈
Bˆ(t)
〉
= 〈δx(t)〉/τ . Since the kinetic energy is null,
one has δQˆ(t1, t2) = δWˆ (t1, t2) from Eq. (7). Eq. (11)
now becomes
Ω(x→ x′ = x± λ) = αe[S(x
′)−S(x)]/2, (18)
with S(x′) − S(x) = −β δQˆ = ∓βf(x)λ. Assuming
βλQˆ ≪ 1, one obtains Bˆ(t) = αβλ2f [x(t)] = f [x(t)]/γ
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FIG. 1. (Color online) A schematic of transition rates for the
molecular motor corresponding to model (ii). Thick arrows
indicate configurations with σ up or down.
with 1/γ = αβλ2, and using Eq. (8) one recovers the HS
relation (16) [30].
In this context one can broaden the view by consider-
ing variables x that are not positions, e.g. they can be
chemical levels. The limit of applicability of the previ-
ous formulas is given by the constraint βλQˆ ≪ 1. If it
is not satisfied, the replacement of terms ∼ exp(S) with
1 + S in the equations for B is not justified. Hence, the
formalism we have developed works for systems evolving
with discrete jumps, provided that these jumps do not
change the environment’s entropy substantially.
Eq. (15) may support the definition of an effective tem-
perature as Teff(t1, t2) =
C(t1,t2)
2RS(t1,t2)
[5]. From this defini-
tion and from Eq. (15), averaging over trajectories one
may write δQ(t1, t2) = 2mRS(t1, t2)[T − Teff(t1, t2)], to
emphasize that the heat flux depends on the difference
between the local (in time and space) temperature Teff
and the bath temperature. In the limit t2 → t1 we have
mR(t1, t2)→ 1 (or 2mRS(t1, t2)→ 1), hence
δQ(t1, t1) =
[
T −m〈v(t1)
2〉
]
. (19)
We illustrate the above results in two sim-
plified systems: i) a chain of coupled non-
linear oscillators with Hamiltonian H =
1
2
∑N
i=0
(
mv2i +A1 (xi+1 − xi)
2
+ 23A2 (xi+1 − xi)
4
)
,
with fixed boundary conditions v0 = vN+1 = x0 =
xN+1 = 0 where velocities evolve according to the
Metropolis algorithm; ii) a model for a molecular
motor driven by ATP hydrolysis introduced in [31].
In the latter model the evolution corresponds to an
overdamped dynamics in two dimensions with tran-
sition rates for a jump δx = 0,±1 and δy = 0,±1,
along the x and y direction respectively, given by
Ω(δx, δy, σ) = αΘ(δx, δy, σ)eKδxσ+
ε
2
σ+∆µ
2
∆y. Here
σ = ±1 indicates the states b and a of [31], respectively,
and Θ(δx, δy, σ) is a kinetic constraint that confines
trajectories along the paths represented in Fig. 1. We
set the parameter ε, corresponding to heat exchange by
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FIG. 2. (Color online) The average heat exchange in (a)
model (i) and (b) model (ii). Black circles are direct estimates
obtained from Eq. (7) (107 data). The red continuous line is
the estimate obtained by averaging Eq. (15). Blue crosses
indicate the values of t1 used in the next figure.
thermal activation, to zero and define δx′ = σδx. This
choice allows us to decouple the variables fluctuations,
and in this case the evolution simply corresponds to dis-
crete jumps in the x′ − y plane, with kinetic constraints,
under the action of an external force with components
~f = (K,∆µ/2) and γ = 1. As a consequence, Eq. (16)
is still recovered by simply generalizing the above
arguments to a two dimensional evolution.
In Fig. 2 we plot the average value of the equal-time
heat-exchange δQ(t, t) for both models. In model (i) the
temperature T , massm, and ζ are fixed, time is measured
in unit of Monte Carlo steps multiplied by ζ and energy is
measured in units of the temperature T . We show results
for a system with N = 32, T = 100, m = 10, ζ = 5 ·10−4,
A1 = 800 and A2 = 80. In model (ii) we set K = 0.05,
∆µ = 0.2 and ζλ = 1 with initial position x = 0, y = 0
and σ = −1. Other parameters or initial conditions yield
similar results. In both cases δQ(t, t) is a non-monotonic
function of time with both positive and negative values
and relaxing to a the equilibrium value δQ(t, t) = 0 for
t > tst ≃ 5 in model (i) and to a stationary asymptotic
value δQ∞ smaller than zero in model (ii) with tst ≃ 200.
We wish to stress that Eq. (16) is verified for both models
in the whole temporal range.
In the upper panels of Fig. 3 we plot δQ(t1, t2) as func-
tion of t2 − t1 for different values of t1 corresponding to
blue crosses in Fig 1. We observe that for model (i) (panel
a) δQ(t1, t2) is a non monotonic function with positive
and negative values that converges to zero asymptoti-
cally (t2 − t1 ≫ 1). Recalling the relationship between
δQ(t1, t2) and Teff, this figure indicates that the effective
temperature oscillates around the bath temperature T .
The amplitude of the fluctutaions are controlled by the
initial value of δQ(t1, t1). In particular when t1 > tst,
equilibrium is reached and δQ(t1, t2) = 0 in the whole
temporal range. This is confirmed by the lower panel
(panel c) where we plot the response function R(t1, t2)
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FIG. 3. (Color online) The upper panels show the generalized
heat vs. time, calculated with Eq. (15) for (a) model (i) and
(b) model (ii). The lower panels show the parametric plot of
the response function vs. correlation function (both rescaled
by 1/C(t1, t1)) for (c) model (i) and (d) model (ii). The diag-
onal (black line) represents the equilibrium FDT in the form
TR = C.
versus the two-time correlation function C(t1, t2) for dif-
ferent values of t1. The equilibrium condition, corre-
sponding to a straight line with slope 1, is recovered for
t > tst. Furthermore, larger values of |δQ(t1, t1)| also cor-
respond to larger deviations from the equilibrium FDT.
Also for model (ii) δQ(t1, t2) presents both positive and
negative values (Fig. 3b) with amplitudes controlled by
the initial value δQ(t1, t1). A fundamental difference be-
tween the two models can be observed at large times.
Indeed, for t2− t1 ≫ 1, δQ(t1, t2) converges to a t1 inde-
pendent asymptotic model δQ∞ < 0. In particular, for
t1 > tst a costant heat-flux δQ(t1, t2) is observed for all
values of t2 indicating a stationary non-equilibrium con-
dition. This is confirmed by the parametric plot TR vs
C (lower panel) indicating that curves reach a stationary
asymptotic master curve, different from the equilibrium
FDT, with Teff > T .
In conclusion, deriving a generalized Harada-Sasa for-
mula (16) from a nonequilibrium FDT we have evidenced
its validity for transient regimes and for systems evolving
with jumps involving small entropy changes. This justi-
fies the use of the HS relation in the framework of aging
systems, as recently done with experimental results [14].
Moreover, Eq. (16) includes two times rather than one,
and can thus be used to define a generalized heat ex-
change and an effective temperature in terms of quan-
tities that are experimentally accessible. It should be
interesting to study the existence of similar relationships
in processes with memory [10, 32], where the Markov
hypothesis is violated, and in the presence of non-linear
contributions in the external field [33].
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