Abstract. Satellite hyperspectral imaging deals with heterogenous images containing different texture areas. Filter banks are frequently used to characterize textures in the image performing pixel classification. This filters are designed using different scales and orientations in order to cover all areas in the frequential domain. This work is aimed at studying the influence of the different scales used in the analysis, comparing texture analysis theory with hyperspectral imaging necessities. To pursue this, Gabor filters over complex planes and opponent features are taken into account and also compared in the feature extraction process.
Filter banks and feature extraction
Applying a filter over an image band provides a response for each pixel. If a filter bank is applied, a pixel can be characterized by means of the responses generated by all filters. It is possible to apply a filter in the space domain by a convolution or in the frequency domain by a product. In both cases, the response is the corresponding part of the original pixel value which responds to the filter applied [12] .
When using filter banks, they are generally designed considering a dyadic tessellation of the frequency domain, that is, each frequency band (scale) considered is double the size of the previous one. It should not be ignored that this tessellation of the frequency domain thoroughly analyzes low frequencies giving less importance to medium and higher frequencies. Because the purpose of this work is to study the importance of texture in the pixel classification task, an alternative constant tessellation (given the same width to all frequency bands) is proposed in order to ensure an equal analysis of all frequencies.
Gabor filters
Gabor filters consist essentially of sine and cosine functions modulated by a Gaussian envelope that achieve optimal joint localization in space and frequency. They can be defined by eq. (1) and (2) where m is the index for the scale, n for the orientation and u m is the central frequency of the scale.
If symmetrical filters are considered only the real part must be taken into account.
Gabor filters over complex planes
Texture analysis in multi-channel images has been generally faced as a multi-dimensional extension of techniques designed for mono-channel images. In this way, images are decomposed into separated channels and the same feature extraction process is performed over each channel. This fails in capturing the interchannel properties of a multi-channel image.
To describe the inter-channel properties of textures we propose features obtained using Gabor filters over complex planes. This means that instead of using each spectral band individually, we take advantage of the complex definition and introduce the data of two spectral bands into one complex band, one as the real part and the other one as the imaginary part. In this way we involve pairs of bands in each characterization process, as it happens for the opponent features. As a result, for a cluster of spectral bands, we will consider all possible complex bands (pairs of bands). The Gabor filter bank will be applied over all complex bands as shown in eq. 3, where I i (x, y) is the i th spectral band.
The feature vector for each pixel in the image is composed of the response for that pixel to all filters in the filter bank, that is:
The size of the feature vector varies with the number of complex bands. For each complex band, one feature is obtained for each filter applied what means that there will be as many features as filters for each complex band and as many complex bands as combinations without order nor repetition may be done with two bands in the cluster B. The total number of features is given by eq. 5 where M stands for the number of scales and N for the number of orientations.
Opponent features
Opponent features combine spatial information across spectral bands at different scales and are related to processes in human vision [3] . They are computed from Gabor filters as the difference of outputs of two different filters. The combination among filters are made for all pair of spectral bands i, j with i = j and |m − m | ≤ 1:
In this case, the feature vector for a pixel is the set of all opponent features for all spectral bands.
Hence, the size of the opponent feature vector also depends on the number of bands, scales, and orientations:
Note that, in this case, the number of features is considerably increased.
Experimental setup
The hyperspectral image database 92AV3C image has been used in the pixel classification experiments. It was provided by the Airborne Visible Infrared Imaging Spectrometer (AVIRIS) [13] . The 20-m GSD data was acquired over the Indian Pine Test Site in Northwestern Indiana in 1992. From the original 220 AVIRIS spectral bands our band selection method provides us with ten clusters of bands which are sets of bands that are intended to maximize the information provided [7] . The first cluster contains just one bands, the second contains two bands, and so on. The experimental activity was held using two filter banks. For the first one, six dyadic scales (the maximum starting from width one and covering all the image) and four orientations were used. For the second one, eight constant frequency bands and four orientations were considered. It has been introduced certain degree of overlapping as recommended in [2] . Gaussian distributions are designed to overlap each other when achieving a value of 0.5.
For each of the scales a classification experiment was held using only the features provided for that scale. In addition, an analysis of the combination of adjacent scales have been performed. In order to study the importance of low frequencies an ascendent joining was performed, characterizing pixels with the data provided by joined ascendent scales. Similarly, the study of the high frequencies was carried out by a descendant joining. Also for medium frequencies, central scales are considered initially and adjacent lower and higher scales are joined gradually.
The pixels in the image database are divided in twenty non overlapping sets keeping the a priori probability of each class. Therefore, no redundancies are introduced and each set is a representative set of the bigger original one. Ten classification attempts were carried out for each experiment with the k-nearest neighbor algorithm with k = 3 and the mean of the error rates of these attempts was taken as the final performance of the classifier. Each classification attempt uses one of these sets for training and another as test set. Therefore, each set was never used twice in the same experiment. Figure 1 shows the percentages of correct pixel classification obtained for the experiments that used the dyadic filter bank. Figure 2 shows similar results when the constant filter bank was used.
Evaluation of the results
As it can be observed from both figures, when the characterization processes included all scales, the filter bank using the dyadic tessellation outperforms the constant one. It seems clear that the better the low frequencies are analyzed the better the pixels are characterized. This means that, for this sort of images, the texture information, although still helps in the characterization process, is significantly lower than the information contained in the low frequencies. It can be seen that no scale can ever outperform the classification rates achieved by scale one which achieve up to 81% by itself. In general, the more detail is obtained from low frequencies the best the image is characterized.
For the dyadic tessellation, although scales two and three do not outperform scale one when characterizing independently (Fig. 1a-b) , their performance is considerably high. Because the first scales cover a very small part of the frequency domain, the characterization joining scales 1, 2 and 3 improve the pixel classification rates (Fig. 1c-d) . In a nutshell, when all (six) scales are used, the classification rates are better than the ones obtained using just the first scale. However, it is worse than the results obtained for the first three scales although having a double number of features. The descendent and central joinings (Figs. 1e-f and 1g-h) clearly show that the performance increases significantly as features derived from lower frequencies are considered.
Regarding the filter bank, using a constant tessellation (Fig. 2) , the first scale is the only one containing discriminant information. This first scale is wide enough in this case to include the information of several scales of the dyadic tessellation. It is very clear from the graphs that the features derived from other scales do not help the characterization processes as the classification rates always decrease. It can be noticed that the best classification rates obtained for the dyadic tessellation is over 84% but is only about 77% for the constant tessellation.
Last but not least, the comparison between the feature extraction methods suggest that opponent features perform similarly to Gabor filters over complex planes. It seems that Gabor features provide better results when using a very small number of spectral bands whereas opponent features provide slightly higher classification rates when more spectral bands are used. Nevertheless, on the whole, the characterization with opponent features requires a larger number of features than Gabor filters, which may worsen performance if a large number of spectral bands is to be considered.
Briefly, spatial analysis between pixels improves hyperspectral satellite images characterization [11] but the nature of this kind of images, which are heterogeneous due to being composed of different homogeneous areas, made low frequencies very important for the characterization task, while texture information may help the process, but not significantly. Furthermore, including much more information but the provided by the low frequency analysis may even decrease the performance because of the so call Hughes phenomenon [5] .
Conclusions
An analysis of the contribution of each scale to the characterization of hyperspectral images has been performed. As it is known in the texture analysis field, medium and high frequencies play an essential role in texture characterization. However, satellite images cannot be considered as pure texture images since the homogeneity of the different areas in the image is more important than the texture these areas may content. A thoroughly analysis of the contribution of each independent scale and the group composed by low, medium or high frequencies has been carried out. It has been shown that a detailed analysis of low frequencies helps the characterization improving performance. Also a few scales could be considered in the feature extraction process providing by themselves very high classification rates with a few number of features. The comparison between Gabor filters over complex plains and opponent features has shown that the classification rates obtained are almost identical in both cases. The main difference is the number of features required in each case, being much larger for the opponent features.
