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Abstract—In this paper, we formulate newly a hierarchical con-
vex optimization for multiclass SVM achieving maximum pair-
wise margins with least empirical hinge-loss. This optimization
problem is a most faithful as well as robust multiclass extension
of an NP-hard hierarchical optimization appeared for the first
time in the seminal paper by C. Cortes and V. Vapnik almost
25 years ago. By extending the very recent fixed point theoretic
idea [Yamada-Yamagishi 2019] with the generalized hinge loss
function [Crammer-Singer 2001], we show that the hybrid steepest
descent method [Yamada 2001] in the computational fixed point
theory is applicable to this much more complex hierarchical
convex optimization problem.
Index Terms—Support vector machine, multiclass classifica-
tion, hierarchical convex optimization, proximal splitting opera-
tor, hybrid steepest descent method.
I. INTRODUCTION
For the classical two-group classification problem, the soft-
margin hyperplane (or the soft-margin SVM) was introduced
in the seminal paper [1, Sec.3] by C. Cortes and V. Vapnik
as the solution of a naive convex relaxation of a certain NP-
hard optimization problem (called, in this paper, Cortes-Vapnik
problem)1. The Cortes-Vapnik problem has a hierarchical
structure, for finding a special hyperplane (or linear classi-
fier) with maximum margin among all hyperplanes achieving
minimum number of misclassified training samples2, where we
observe not only (i) the number of misclassified samples as the
1st stage optimization criterion, but also (ii) the margin as the
2nd stage optimization criterion for the special hyperplane.
The solution of Cortes-Vapnik problem is clearly an ideal
extension of the optimal separating hyperplane [2, 3] (one of
the most monumental landmarks in the history of pattern
recognition), well-defined only for linearly separable training
data but achieving maximum margin without misclassified
samples, to the general case where the training data is possibly
linearly nonseparable.
For the advancement of pattern recognition and its applica-
tions, it is important to establish a reliable computational algo-
1In this paper, for simplicity, we focus on the linear SVM because the
nonlinear SVM (and its extensions for multiclass classification) exploiting the
so-called Kernel trick can be viewed as an instance of the linear classifiers in
the Reproducing Kernel Hilbert Spaces (RKHS).
2Since minimizing the number of misclassified training samples is known
to be NP-hard, [1, Sec.3] proposes to minimize instead φ(w, b) defined as
the sum of deviations of training errors. This idea was certainly a step ahead
of the nowadays standard computational techniques known as the ℓ1 based
convex relaxations in the sparsity aware data sciences.
rithm for approximating as faithfully as possible the solution
of the Cortes-Vapnik problem. We believe that such a most
faithful approximation of the solution of the Cortes-Vapnik
problem can be achieved by solving the hierarchical convex
relaxation [4, 16.4.2] which is formulated with replacement
of only the 1st stage optimization criterion in the Cortes-
Vapnik problem by the sum of deviations of training errors
while keeping its hierarchical structure. However the reliable
numerical solution of the hierarchical convex relaxation of the
Cortes-Vapnik problem had not been available until [4] since
[1, Sec.3] employed a naive convex relaxation3:
minimize
(w,b)∈RN×R
ψ(w, b) + Cφ(w, b), (1)
with a tuning parameter C > 0, just for minimizing the
weighted sum of ψ(w, b) and φ(w, b), and put the compu-
tational difficulty, caused by the hierarchical structure, in the
hand of the delicate tuning parameter C 4. Very recently,
by applying the hybrid steepest descent method [5] in the
computational fixed point theory to special nonexpansive oper-
ators designed through the art of proximal splitting in convex
analysis, [4] succeeded in establishing a reliable numerical
algorithm to solve the hierarchical convex relaxation of the
Cortes-Vapnik problem for the binary classification.
Various extensions of the native convex relaxation, in (1)
of the Cortes-Vapnik problem, to be applicable to multiclass
classification, have also been reported by many researchers
(see, e.g.,[6–11]). Such extensions include combination ap-
proaches and direct approaches. The combination approach
applies the binary soft-margin SVM to multiple independent
binary classification problems defined for each pair of disjoint
sets of classes in the original multiclass problem [6, 7]. Since
the combination approaches cannot capture the correlations
between the different classes [8], the direct approach has
been formulated, as a single convex optimization problem, by
3The function φ(w, b) can be expressed with a hinge loss function.
The squared margin of the linear classifier with (w, b) is given by
2−1ψ−1(w, b) = 1
‖w‖2
.
4Note that the suggestion, in [1, Sec.3], of using a sufficiently large C
does not provide us with any practical computational strategy in general case
where the target is linearly nonseparable data. This is because in principle we
can not judge whether the minimization of the sum of deviations of training
errors is achieved or not before convergence of any iterative solver for convex
optimization with finite weight. See also Remark 1(a) for the awkwardness
in the formulation (1) of the soft-margin SVM.
extending in various ways [3, 8–11] the cost functions ψ(w, b)
and φ(w, b) in (1). However, as pointed out in [11], the
existing extensions especially for the margin function have not
yet succeeded in robustifying fairly for every pair of classes
in the multiclass problem. Moreover, the hierarchical convex
relaxation [4] of the Cortes-Vapnik problem has never been
extended to the multiclass problem.
In this paper, for an ideal multiclass extension of SVM, we
newly formulate a hierarchical convex optimization problem
for finding a special multiclass linear classifier with maximum
pairwise margins among all multiclass linear classifiers achiev-
ing minimum sum of deviations for linearly nonseparable data
where the criterion in the 2nd stage optimization is designed to
robustify fairly for every pair of classes through maximization
of the least one among all pairwise margins. Moreover, by ex-
tending the fixed point theoretic characterization in [4, 16.4.2]
with the generalized hinge loss function [8], we show that the
hybrid steepest descent method is applicable to this much more
complex hierarchical convex optimization problem. Numerical
experiments demonstrate that the proposed classifier achieves
larger smallest pairwise margin, with least empirical hinge
loss, than the existing multiclass extensions of binary SVM.
II. PRELIMINARIES
A. Multiclass Support Vector Machine
We consider a multiclass classification with a given training
dataset:
D := {(xi, yi) ∈ R
N × IK | i = 1, 2, . . . ,M} (2)
Dj := {xi ∈ R
N | (xi, j) ∈ D} (j ∈ IK), (3)
where yi ∈ IK := {1, 2, . . . ,K} stands for the label assigned
to xi. The multiclass linear classifier is a mapping:
Lp : R
N → IK : x 7→ min
(
arg max
j∈IK
w
⊤
j x+ bj
)
(4)
defined with p := (wj , bj)j∈IK ∈ R
(N+1)K . In this paper,
the dataset D is said to be linearly separable by a multiclass
machine if there exists p ∈ R(N+1)K satisfying
(∀i ∈ {1, 2, . . . ,M}) arg max
j∈IK
w
⊤
j xi + bj = {yi}. (5)
To design suitable p for a not necessarily separable dataset
D, many extensions [8, 11, 12] of the binary support vector
machine (SVM) [1, 3] have been proposed for the task of
multiclass classification.
In the following, along a geometrical point of view found
in [4], we introduce a criterion, used in [8, 12] to optimize
p. This criterion can be interpreted as a convex relaxation of
the number of misclassified samples by the linear classifier
Lpwith tunable margins.
To extend naturally the binary SVM for multiclass classifier
Lp, we follow the strategy of the binary SVM. By the
definition of argmax, the classifier Lp can be built from the
binary classifiers for every pair (r, s) ∈ IK × IK , s.t. r 6= s:
L(p,r,s) : R
N → {r, s} : x 7→
 r if ω
⊤
rsx+ βrs > 0,
s if ω⊤rsx+ βrs ≤ 0,
(6)
where ωrs := wr −ws and βrs := br − bs (Note: L(p,r,s) =
L(p,s,r) holds for all r 6= s). Note that if D is linearly
separable, there also exists infinitely many p ∈ R(N+1)K
satisfying for every pair of r, s ∈ IK × IK , s.t. r 6= s
Dr ⊂ Π
[1,∞)
(p,r,s) := {x ∈ R
N | ω⊤rsx+ βrs ≥ 1}
Ds ⊂ Π
(−∞,−1]
(p,r,s) := {x ∈ R
N | ω⊤rsx+ βrs ≤ −1}.
}
(7)
The closed half-spacesΠ
[1,∞)
(p,r,s) andΠ
(−∞,−1]
(p,r,s) are main players
in the following consideration on Lp even for not linearly
separable data D. In this paper, the pairwise margin of L(p,r,s)
in (6) is defined by
dist
(
Π
[1,∞)
(p,r,s),Π
0
(p,r,s)
)
=
1
‖ωrs‖
(
=
1
‖wr −ws‖
)
, (8)
where ‖ · ‖ stands for the Euclidean norm in RN and
dist
(
Π
[1,∞)
(p,r,s),Π
0
(p,r,s)
)
stands for the distance between the
closed half-space and the decision hyperplane. By using the
distance between x ∈ RN and Π
[1,∞)
(p,r,s) given by
d
(
x,Π
[1,∞)
(p,r,s)
)
=
{
1−(ω⊤rsx+βrs)
‖ωrs‖
if x /∈ Π
[1,∞)
(p,r,s),
0 otherwise,
(9)
we deduce
ΦD(p) :=
M∑
i=1
δ˜p(i) (10)
=
M∑
i=1
max
{
0, max
s∈IK\{yi}
[1− (ω⊤yisxi + βyis)]
}
, (11)
where
δ˜p(i) := max
s∈IK\{yi}
‖ωyis‖d
(
xi,Π
[1,∞)
(p,yi,s)
)
. (12)
The right hand side of (11) called as (generalized) hinge loss
function [12–14] introduced originally in [8]. For each i ∈
{1, 2, . . . ,M}, we see that
δ˜p(i) > 0⇔ (∃s ∈ IK \ {yi}) xi /∈ Π
[1,∞)
(p,yi,s)
(13)
and therefore the hinge loss function in (11) can be seen as a
convex relaxation of
Ep(D):=
∣∣∣{i ∈ {1, . . . ,M} ∣∣∣∃s ∈ IK\{yi},xi ∈ Π(−∞,1)(p,yi,s)}∣∣∣
which is desired to be minimized because it is the total number
of misclassified samples xi together with samples xi likely to
be misclassified, by Lp, satisfying
xi ∈ Π
(−∞,1)
(p,yi,s)
:= {x ∈ RN | ω⊤yisx+ βyis < 1}. (14)
Among all p ∈ R(N+1)K of the same Ep(D), in or-
der to achieve higher generalization performance, it is
preferred to choose p achieving larger pairwise margin
dist
(
Π
[1,∞)
(p,r,s),Π
0
(p,r,s)
)
for every pair (r, s) ∈ IK ×
IK , s.t. , r 6= s because, for unknown x satisfying Lp(x) =
r, the risk for misclassification Lp(x+ ǫ) = s is desired to
be suppressed even after being contaminated by noise ǫ.
For such a purpose, [8] proposed for general training dataset
D in (2) the following design of multiclass linear classifier:
minimize
p∈R(N+1)K
1
2
∑
r,s∈IK (r<s)
‖wr −ws‖
2 + CΦD(p), (15)
with a tuning parameter C > 0 under the simplified assump-
tion bj = 0 (j ∈ IK).
Remark 1. (a) The solution of (15) is clearly a direct
extension of the binary soft-margin SVM [1] which
has been utilized widely as a standard binary-linear
classifier. As seen in [1], the binary soft-margin SVM is
the solution of a naive convex relaxation of a certain NP-
hard hierarchical optimization (Cortes-Vapnik problem)
[1] by the complete loss of any hierarchical structure
(see also [4]). However, this naive convex relaxation has
no guarantee to reproduce the original SVM [3] estab-
lished specially for linearly separable training dataset.
To overcome this awkwardness, a novel hierarchical
convex relaxation has been established in [4].
(b) Certainly, for the robustness against noise, the risk of
misclassification by the multiclass linear classifier is
desired to be suppressed for every pair of different
classes. However in the existing extensions [8, 12] of
the binary soft-margin SVM [1], only the average of
the squared inverse of all pairwise margins has been
suppressed (see (15)) but any special care for the most
risky pair has not been taken strategically.
Motivated by these facts, we will present a practical hi-
erarchical formulation to extend the SVM for multiclass
classification in Section III. In the following, we will give key
mathematical tools for the hierarchical convex optimization.
B. Hierarchical Convex Optimization with Proximal Splitting
Operator
Let H be a real Hilbert space. For a nonexpansive operator
T : H → H, i.e., ‖T (x)− T (y)‖H ≤ ‖x− y‖H (∀x, y ∈ H),
the set of all fixed points of T , denoted by Fix(T ) := {x ∈
H | T (x) = x}, is known to be a closed convex set. If
Ti : H → H (i = 1, 2, . . . ,m) are averaged nonexpansive with
∩mi=1Fix(Ti) 6= ∅, Tm◦Tm−1◦· · ·◦T1 is also averaged nonex-
pansive and Fix(Tm◦Tm−1◦· · ·◦T1) = ∩
m
i=1Fix(Ti) (See [15,
Sec.4.5] for averaged nonexpansive operators). Moreover, if a
nonexpansive operator T with Fix(T ) 6= ∅ and the gradient
∇Θ : H → H of an L-smooth convex functionΘ : H→ R are
computable, we can minimize Θ over Fix(T ) by the Hybrid
Steepest Descent Method (HSDM) [4, 5]:
zn+1 = T (zn)− λn+1∇Θ(T (zn)) (16)
with a slowly vanishing sequence (λn)n≥1 ⊂ [0,∞), under
reasonable conditions (see, e.g., [4, 5, 16, 17] for the technical
detail of the method).
The proximal splitting operators, developed in the art of
proximal splitting techniques, are nonexpansive operators de-
signed with the so-called proximity operator5 as their com-
putable building blocks. Proximal splitting operators are useful
to characterize S⋆ := arg min(f+g)(X ) 6= ∅ for proximable
f, g ∈ Γ0(X ) in terms of their fixed-point sets.
Example 1 (DRS operator [4, 18])). Let f, g ∈ Γ0(X ) and
arg min(f + g)(X ) 6= ∅. Then the DRS operator
TDRS := (2proxf − Id) ◦ (2proxg − Id), (17)
where Id stands for the identity operator, is nonexpansive and
satisfies
proxg(Fix(TDRS)) = arg min(f + g)(X ). (18)
As introduced in [4, 17], plugging the proximal splitting
operators into the hybrid steepest descent method has a great
deal of potential in various applications of the hierarchical
convex optimization:
minimize Ψ(x⋆)
subject to x ∈ S⋆ := arg min
x∈X
Φ(x) 6= ∅,
}
(19)
where Ψ,Φ ∈ Γ0(X ).
III. ROBUST HIERARCHICAL CONVEX MULTICLASS SVM
A. Problem Formulation for rHC-mSVM
We propose Robust Hierarchical Convex multiclass SVM
(rHC-mSVM) for multiclass classification as the solution of
the following hierarchical convex optimization problem.
Definition 1 (Robust Hierarchical Convex multiclass SVM).
For a given training dataset D in (2) and ΦD in (10)-(12),
assume S⋆ := arg minΦD(R
(N+1)K) 6= ∅. Then, the rHC-
mSVM is defined as a solution, say p⋆⋆ ∈ S⋆, of
minimize max
r,s∈IK (r<s)
‖w⋆r −w
⋆
s‖(=: Ψ(p
⋆))
subject to p⋆ := (w⋆j , b
⋆
j )j∈IK ∈ S⋆.
}
(20)
Remark 2. (a) Unlike the existing formulation (15), Prob-
lem (20) has a hierarchical structure where the criterion
for the first stage optimization is (generalized) hinge
loss function ΦD . As seen from (13), if D is linearly
separable, every p⋆ ∈ S⋆ achieves ΦD(p
⋆) = 0 and
Ep⋆(D) = 0. In particular for K = 2, since Ψ(p
⋆)
becomes the inverse of the margin of the binary classifier
introduced in [3], the solution of (20) can be seen as a
multiclass extension of [4, Sec. 16.4.2] and therefore
a natural extension of [3] to general dataset D not
necessarily linearly separable. On the other hand, even
5For ϕ ∈ Γ0(X ), i.e., ϕ is a proper lower semicontinuous convex function
defined on a real Hilbert space X , the proximity operator of ϕ is defined
as proxϕ : X → X : x 7→ arg min
y∈X
[
ϕ(y) + 1
2
‖y − x‖2X
]
. For a closed
convex set C ⊂ X , the proximity operator of ιC : X → (−∞,∞] :
x 7→
{
0 if x ∈ C,
∞ otherwise,
is given by the metric projection: PC : X → X :
x 7→ arg min
y∈C
‖x − y‖X . If proxϕ is available as a computable operator,
ϕ ∈ Γ0(X ) is said to be proximable.
if K = 2 and D is linearly separable, the solution of
(15) cannot reproduce, in general, the binary classifier
in [3].
(b) To the best of the authors’ knowledge, Problem (20)
presents the first design strategy of the multiclass lin-
ear classifier which maximizes all pairwise margins
uniformly, i.e., maximizes the pairwise margin for the
most risky pair, while achieving the least hinge loss for
general training dataset D (see Remark 1(b)).
B. Fixed-point characterization of S⋆
To obtain a fixed-point characterization of S⋆ in (20)
with computable TDRS operator in (17), we use a convenient
expression (see [12])
ΦD(p) =
M∑
i=1
hi(AD,ip) (21)
in terms of proximable functions
hi : R
K → R : (ξ1, . . . , ξK) 7→ max
j∈IK
{r
(j)
D,i + ξj}, (22)
where
r
(j)
D,i :=
{
0 if j = yi,
1 otherwise,
(23)
and AD,i : H1 := R
(N+1)K → RK is defined for p :=
(wj , bj)j∈IK as
AD,i((wj , bj)j∈IK ) :=
(
(wyi −wj)
⊤
xi + (byi − bj)
)
j∈IK
.
To design TDRS with proxhi (i = 1, 2, . . . ,M) as its com-
putable building blocks, we translate a minimization of ΦD
in (20) into a minimization of sum of f ∈ Γ0(X ) and
g ∈ Γ0(X ), where X := H1 ×H2 := H1 × R
KM , f : X →
(−∞,∞] : (p,u) := (p, (u1, . . . ,uM )) 7→
∑M
i=1 hi(ui) and
g : X → (−∞,∞] : (p,u) 7→ ιN (AˇD)(p,u) with the null
space of AˇD : X → R
KM : (p,u) 7→ (AD,ip)
M
i=1 − u. Since
proximity operators of f and g are available6 as{
proxf (p,u) = (p, (proxh1(u1), . . . , proxhM (uM )));
proxg(p,u) = PN (AˇD)(p,u),
we obtain, from (17) and (18),
S⋆ = Q [arg min(f + g)(X )]
= QPN (AˇD)(Fix(TDRS)) (24)
with computable TDRS and Q : X → R
(N+1)K : (p,u) 7→ p.
C. How can we achieve rHC-mSVM ?
Next theorem presents a translation of Definition 1 into a
smooth convex optimization over a fixed-point set. By apply-
ing the HSDM (16) to this translated problem, we propose an
iterative algorithm to solve Problem (20).
Theorem 1. Let H3 := R
K(K−1)N
2 and H := H1 × H2 ×
H3×R be the Hilbert space where the standard inner product
6PN (AˇD)
is computable as a linear operator.
and norm are defined. Choose Υ, ̺1 ∈ R++ large enough to
satisfy ‖xi‖ ≤ Υ (i = 1, 2, . . . ,M) and arg minΨ(S⋆) ∩
B¯H1(0, ̺1) 6= ∅ in Definition 1. Define a bounded closed
convex set B := [×3i=1B¯Hi(0, ̺i)] × [−̺4, ̺4] ⊂ H, where
̺2 := 2̺1
√
KM(Υ2 + 1), ̺3 := ̺1K(K−1) and ̺4 := 2̺1.
(a) p⋄ ∈ arg minΨ(S⋆) (in Def. 1), where (p
⋄,u⋄,ω⋄, t⋄) ∈
H is a solution of
minimize Θ(p,u,ω, t) := t subject to
(p,u,ω, t) ∈ [Fix(TDRS)×H3 × R] ∩B
∩
⋂
r,s∈IK (r<s)
(Er,s ∩ Lr,s) ,

(25)
where TDRS is defined in (24), Er,s := {(p,u,ω, t) ∈ H |
‖ωrs‖ ≤ t}, and Lr,s := {(p,u,ω, t) ∈ H | ωrs =
Ωr,sPN (AˇD)(p,u)} for ω = (ωr′s′)r′<s′ ∈ H3 with Ω(r,s) :
H1 ×H2 → R
N : (p,u) := ((wj , bj)j∈IK ,u) 7→ wr − ws.
(b) Define for α ∈ (0, 1)
T := PB ◦ T˜DRSα◦PEK−1,K ◦ · · · ◦ PE1,2
◦ PLK−1,K ◦ · · · ◦ PL1,2 , (26)
where T˜DRSα : H → H : (p,u,ω, t) 7→ ((1 − α)(p,u) +
αTDRS(p,u),ω, t). Then T is a computable averaged nonex-
pansive operator with
Fix(T ) = [Fix(TDRS)×H3 × R] ∩B
∩
⋂
r,s∈IK (r<s)
(Er,s ∩ Lr,s) (27)
(Note: See [19] for an explicit expression of PEr,s in (26)).
(c) By using Θ in (25) and T in (26), the sequence zn :=
(pn,un,ωn, tn) ∈ H (n = 0, 1, 2 . . . ), generated with any
z0 ∈ H by the HSDM (16), satisfies
lim
n→∞
min
z⋄∈S⋄
H
‖zn − z
⋄‖H = 0;
lim
n→∞
min
p⋆⋆∈arg minΨ(S⋆)∩B¯H1(0,̺1)
‖pn − p
⋆⋆‖H1 = 0,
where S⋄H := {z ∈ H | z is a solution of (25)}.
IV. NUMERICAL EXPERIMENTS
In our experiment, we applied the naive convex relax-
ation in (15) and the proposed hierarchical formulation in
(20) to the Iris dataset used in [20]. This data D has 150
labeled sample points, which are divided into three classes
I3 := {1(setosa), 2(versicolor), 3(virginica)}, i.e., D =
{((xSLi , x
SW
i , x
PL
i , x
PW
i ), yi) ∈ R
4 × I3 | i = 1, . . . , 150},
where xSLi , x
SW
i , x
PL
i and x
SL
i stand respectively for sepal
length, sepal width, petal length, and petal width. We chose
Isep, Insep ⊂ {1, . . . , 150} (|Isep| = |Insep| = 75), to make
Dsep = {((x
SW
i , x
PW
i ), yi) ∈ R
2×I3 | i ∈ Isep} linearly sep-
arable and Dnsep = {((x
SL
i , x
SW
i ), yi) ∈ R
2 × I3 | i ∈ Insep}
linearly non-separable.
To see the performance of the linear classifier as the solution
of (15), we applied a Forward-Backward based Primal-Dual
method [12, 21, 22] with C = 210 to Dsep and Dnsep.
Fig. 1. Experiment for separable dataset Dsep
Fig. 2. Experiment for non-separable dataset Dnsep
To see the performance of the linear classifier as the solution
of (20), we applied the proposed algorithmic solution in
Theorem 1(c) to Dsep and Dnsep.
For each linear classifier p = pNCR by (15) and p = prHC by
(20), the three decision boundaries Π0(p,r,s)(r < s) are drawn
with solid lines in Fig. 1 for Dsep and in Fig. 2 for Dnsep. The
boundaries of Π
[1,∞)
(p,r,s)(r 6= s) are drawn with dashed lines in
Fig. 1 for Dsep and Fig. 2 for Dnsep.
In Fig. 1, we observe that both linear classifiers achieve
EpNCR(Dsep) = EprHC(Dsep) = 0 with smallest pairwise margins
dist
(
Π
[1,∞)
(pNCR,2,3)
,Π0(pNCR,2,3)
)
= 0.0467 and
dist
(
Π
[1,∞)
(prHC,2,3)
,Π0(prHC,2,3)
)
= 0.0681 (Note: The solutions
pNCR of (15) with C = 2
8 and 29 result respectively in
EpNCR(Dsep) = 3 and 1).
In Fig.2, we observe that both linear classifiers achieve
EpNCR(Dnsep) = 16 and EprHC(Dnsep) = 7 with smallest pairwise
margins dist
(
Π
[1,∞)
(pNCR,1,3)
,Π0(pNCR,1,3)
)
= 0.0503 and
dist
(
Π
[1,∞)
(prHC,1,3)
,Π0(prHC,1,3)
)
= 0.0702.
These experiments demonstrate that the desired features in
Remark 2 are achieved by the proposed algorithm in Theorem
1(c). We also observed the difficulty in parameter tuning for
(15).
V. CONCLUSION
We proposed the Robust Hierarchical Convex multiclass
SVM and an iterative algorithm to realize this classifier.
Numerical experiments demonstrate that the proposed multi-
class classifier achieves larger smallest pairwise margin, even
with smaller number of misclassified training samples, than a
multiclass classifier [Crammer-Singer 2001] which has been
known as a most natural multiclass extension of the soft-
margin SVM.
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