-9 -Spherical harmonic moments are well-suited for capturing anisotropy at any scale in the flux of cosmic rays. An unambiguous measurement of the full set of spherical harmonic coefficients requires full-sky coverage. This can be achieved by combining data from observatories located in both the northern and southern hemispheres. To this end, a joint analysis using data recorded at the Telescope Array and the Pierre Auger Observatory above 10 19 eV is presented in this work. The resulting multipolar expansion of the flux of cosmic rays allows us to perform a series of anisotropy searches, and in particular to report on the angular power spectrum of cosmic rays above 10 19 eV. No significant deviation from isotropic expectations is found throughout the analyses performed. Upper limits on the amplitudes of the dipole and quadrupole moments are derived as a function of the direction in the sky, varying between 7% and 13% for the dipole and between 7% and 10% for a symmetric quadrupole.
Spherical harmonic moments are well-suited for capturing anisotropy at any scale in the flux of cosmic rays. An unambiguous measurement of the full set of spherical harmonic coefficients requires full-sky coverage. This can be achieved by combining data from observatories located in both the northern and southern hemispheres. To this end, a joint analysis using data recorded at the Telescope Array and the Pierre Auger Observatory above 10 19 eV is presented in this work. The resulting multipolar expansion of the flux of cosmic rays allows us to perform a series of anisotropy searches, and in particular to report on the angular power spectrum of cosmic rays above 10 19 eV. No significant deviation from isotropic expectations is found throughout the analyses performed. Upper limits on the amplitudes of the dipole and quadrupole moments are derived as a function of the direction in the sky, varying between 7% and 13% for the dipole and between 7% and 10% for a symmetric quadrupole.
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Introduction
The large-scale distribution of arrival directions of cosmic rays is an important observable in attempts to understand their origin. This is because this observable is closely connected to both their source distribution and propagation. Due to scattering in magnetic fields, the anisotropy imprinted upon the distribution of arrival directions is mainly expected at large scales up to the highest energies. Large-scale patterns with anisotropy contrast at the level of 10 −4 to 10 −3 have been reported by several experiments for energies below 10 15 eV where the high flux of cosmic rays allows the collection of a large number of events (Amenomori et al. 2005; Guillian et al. 2007; Aglietta et al. 2009; Abdo et al. 2009; Abbasi et al. 2010 Abbasi et al. , 2011 Abbasi et al. , 2012 Aartsen et al. 2013 ). For energies above a few 10 15 eV, the decrease of the flux with energy makes it challenging to collect the necessary statistics required to reveal amplitudes down to 10 −3 or 10 −2 . Upper limits at the level of a few percents have been obtained at ≃ 10 16 eV (Curcio et al. 2013) and ≃ 10 18 eV (The Pierre Auger Collaboration 2011a, 2012).
The anisotropy of any angular distribution on the sphere is encoded in the corresponding set of spherical harmonic moments a ℓm . Although not predictable in a quantitative way at present, large-scale anisotropies might be expected from various mechanisms of propagation of cosmic rays. A non-zero dipole moment is naturally expected from propagation models leading to a cosmic ray density gradient embedding the observer. Even in the absence of a density gradient, a measurable dipole moment might result from the motion of the Earth or of the massive objects in the neighborhood of the Milky-Way relative to a possibly stationary cosmic-ray rest frame (Compton & Getting 1935; Kachelriess & Serpico 2006; Harari et al. 2010) . On the other hand, excesses along a plane, for instance the super-Galactic one, would be detectable as a prominent quadrupole. The dipole and the quadrupole moments are thus of special interest, but an access to the full set of multipoles is relevant to characterize departures from isotropy at all scales. However, since cosmic ray observatories at ground level have only a partial-sky coverage, the recovering of these multipoles turns out to be nearly impossible without explicit assumptions on the shape of the underlying angular distribu-tion (Sommers 2001). Indeed, for an angular distribution described by a multipolar expansion bounded to some degree ℓ, the multipole coefficients can only be estimated within a resolution degraded exponentially with ℓ (Billoir & Deligny 2008) . In most cases, given the available statistics, only the dipole and the quadrupole moments can be estimated with a relevant resolution under the assumption that the flux of cosmic rays is purely dipolar or purely dipolar and quadrupolar, respectively. Evading such hypotheses and thus measuring the multipoles to any order in an unambiguous way requires full-sky coverage. At present, full-sky coverage can only be achieved through the meta-analysis of data recorded at observatories located in both hemispheres.
The Telescope Array and the Pierre Auger Observatory are the two largest experiments ever built to study ultra-high energy cosmic rays in each hemisphere. The aim of the joint analysis reported in this article is to search for anisotropy with full-sky coverage by combining the data of the two experiments. The data sets used for this search are described in section 2 together with some properties and performances of the experiments relevant for this study. Special emphasis is given to the control of the event counting rate with time and local angles as well as to the respective exposures to each direction of the sky. To facilitate this first joint analysis, the energy threshold used in this report, 10 19 eV, is chosen to guarantee that both observatories operate with full detection efficiency for any of the events selected in each data set. Above this energy, the respective exposure functions follow purely geometric expectations.
The analysis method to estimate the spherical harmonic moments a ℓm is presented in section 3, together with its statistical performance. The main challenge in combining the data sets is to account adequately for the relative exposures of both experiments. The empirical approach adopted here is shown in section 4 to meet the challenge. Results of the estimated multipole coefficients are then presented and illustrated in several ways in section 5, with, in particular, reports for the first time of a significance full-sky map of the overdensities and underdensities and of the angular power spectrum above 10 19 eV. Several cross-checks against systematic effects are presented in section 6, showing the robustness of the analyses. Finally, the results are discussed in section 7, together with some prospects for future joint analyses. The data set used in this study consists of events recorded by the surface detector array from 1 January 2004 up to 31 December 2012 with zenith angles up to 60 • . Optimal angular and energy reconstructions are ensured by requiring that all six neighbors of the water-Cherenkov detector with the highest signal were active at the time each event was recorded (The Pierre Auger Collaboration 2010). Based on this condition, the angular resolution is of about ≃1 • (Bonifazi et al. 2009 ); while the energy resolution above 10 19 eV amounts about to 10% (The Pierre Auger Collaboration 2008) with a systematic uncertainty on the absolute energy scale of 14% (Verzi et al. 2013) . The full efficiency of the surface detector array is reached above 3×10 18 eV (The Pierre Auger Collaboration 2010). With a corresponding total exposure of 31 440 km 2 sr yr, the total number of events above 10 19 eV is 8259.
The Telescope Array
The Telescope Array, which has been fully operational since March 2008, is located in the Northern hemisphere in Utah, USA (mean latitude +39.3 • ). It consists of 507 scintillator detectors covering an area of approximately 700 km 2 (Abu-Zayyad et al. 2012a) overlooked on dark nights by 38 fluorescence telescopes located at three sites (Tokuno et al. 2012; Abu-Zayyad et al. 2012b) . The scintillator detector array allows the detection of cosmic rays with high duty cycle by sampling at the ground level the lateral distribution of the showers induced in the atmosphere. On the other hand, the fluorescence detectors are used to sample the longitudinal profiles of the showers, allowing a calorimetric measurement of the energy, as with the Auger Observatory. The subset of events detected simultaneously by both detection techniques is then used to rescale the energy of the events recorded by the scintillator detector array to the calorimetric estimate provided by the fluorescence detectors (Abu-Zayyad et al. 2013a ).
The data set provided for the present study by the Telescope Array consists of events recorded between 11 May 2008 and 3 May 2013 with zenith angles smaller than 55 • . The selection of the events is based on both fiducial and quality criteria. Each event must include at least five scintillator detectors (counters), and the counter with the largest signal must be surrounded by four working counters that are its nearest neighbors, excluding diagonal separation, on a 1200 m grid. Both the timing and the lateral distribution fits of the signals must have χ 2 /ndf value less than 4. The angular uncertainty estimated by the timing fit must be less than 5 • , and the fractional uncertainty in the shower size estimated by the lateral distribution fit must be less than 25%. Based on these criteria, the energy above which the surface scintillator array operates with full efficiency is ≃8×10 18 eV. The energy resolution is better than 20% above 10 19 eV with a systematic uncertainty on the absolute energy scale of 21% (Abu-Zayyad et al. 2013b) . The total exposure is 6040 km 2 sr yr, for a total number of events above 10 19 eV amounting to 2130.
Control of the Event Rate
The control of the event rate is of critical importance. The magnitude of the spurious pattern imprinted in the arrival directions by any effect of experimental origin must be kept under control. This is essential if this magnitude is larger than the fluctuations on the anisotropy parameters intrinsic to the available statistics.
The instantaneous exposure of each experiment is not constant in time due to the construction phase of the observatories and to unavoidable dead times of detectors (e.g. failures of electronics, power supply, communication system, ...). This translates into modulations of the event rates even for an isotropic flux. However, these dead times concern only a few detectors and are randomly distributed over operation time, so that once averaged over several years of data taking, the relative modulations of both exposure functions in local sidereal time turn out to be not larger than a few per thousand. The impact for anisotropy searches is thus expected to be negligible given the small statistics available.
In terms of local angles, the event counting rate is controlled by the relationship between the measured shower size and zenith angle used to estimate the energy by accounting for the attenuation of the showers in the atmosphere. For an isotropic flux and full efficiency, the distribution in zenith angles dN/dθ of a surface detector array is expected to be proportional to sin θ cos θ for solid angle and geometry reasons, so that the distribution in dN/d sin 2 θ is expected to be uniform. Note that this distribution is quasi-invariant to largescale anisotropies (The Pierre Auger Collaboration 2012), so that requiring the distributions dN/d sin 2 θ to be uniform constitutes a well-suited tool to control the event counting rate. Both distributions are shown in figure 1 to be indeed uniform above 10 19 eV within statistical uncertainties.
Due to the steepness of the energy spectrum, the event counting rate can also be largely distorted by systematic changes of the energy estimate with time and/or local angles. The two main effects acting in this way, namely the atmospheric and geomagnetic effects, are by default accounted for in large-scale anisotropy searches reported by the Auger collaboration (The Pierre Auger Collaboration 2008 , 2011b . This is necessary given the available statistics around 10 18 eV. However, above 10 19 eV, the impact of these effects is marginal given the reduced statistics. The fact that the same treatment is not implemented in the data set provided by the Telescope Array has no impact on the accuracy of the anisotropy measurements presented in this report, as is shown below. Changes of atmospheric conditions are known to modulate the event rate as a function of time. This is because the development of an extensive air shower is sensitive to the atmospheric pressure and air density in a way which influences the measurement of the shower size at a fixed distance from the core, and consequently the measurement of the energy. To avoid the undesired variations of the event rate induced by these effects, the observed shower size has to be related to the one that would have been measured at some fixed reference values of pressure and density. Such a procedure is implemented to produce the data set recorded at the Pierre Auger Observatory (The Pierre Auger Collaboration 2008).
Assuming there is no variation of the cosmic-ray flux over a time scale of few years, the fact that the time windows of the data sets provided by the two observatories are different has no impact on the anisotropy searches presented in this report, given that more than three years of data are considered in each set separately. With at least three years of data taking indeed, the event rate variation at the solar time scale decouples from the one at the sidereal time scale, so that any significant modulation of the event rate of experimental origin, primarily visible at the solar time scale, would not impact significantly the event rate at the sidereal time scale (Billoir & Letessier-Selvon 2008) .
Although there is no shower size correction for weather effects in the data set of the Telescope Array, it is worth noting, however, that the natural time scale at which the modulation of the event rate operates is the solar one. This means that over whole years of data taking as in the present analysis, such a modulation is expected to be partially compensated at the sidereal time scale, as just emphasized. The size of the residual effect, together with the level of the sideband effect induced by a seasonal modulation of the daily counting rate, can be checked empirically by evaluating the amplitude of the first harmonics for fictitious right ascension angles calculated by dilating the time of the events in a way that a solar day lasts about four minutes longer (Farley & Storey 1954) . The corresponding time scale is called the anti-sidereal one. A first harmonic amplitude standing out from the background noise at such an unphysical time scale would be indicative of important spurious effects of instrumental origin in the measurement of the first harmonic coefficients at the sidereal time scale. The measured values are shown in figure 2 for each experiment, together with the respective Rayleigh distributions expected from statistical fluctuations. The amplitudes are seen to be compatible with that expected from the Rayleigh distributions. This provides support that the counting rate is not affected by spurious modulations of instrumental origin at the Pierre Auger Observatory -as expected from the corrections of the signal sizes -and at the Telescope Array as well.
Moreover, since we aim at characterizing the arrival directions in both right ascension and declination angles, it is also important to control the event rate in terms of local angles. The geomagnetic field turns out to influence shower developments and shower size estimations at a fixed energy due to the broadening of the spatial distribution of particles in the direction of the Lorentz force. The strength of the resulting modulation of the event rate depends on the angle between the incoming direction of each event and the direction of the transverse component of the geomagnetic field. The event rate is thus distorted independently of time as a function of local zenith and azimuth angles, and thus as a function of the declination. To eliminate these distortions, the data set recorded at the Pierre Auger Observatory is produced by relating the shower size of each event to the one that would have been observed in the absence of the geomagnetic field (The Pierre Auger Collaboration 2011b). However, the impact of these corrections is shown in section 6 to be marginal given the limited statistics above 10 19 eV. That the same kind of corrections are not carried out on the data set provided by the Telescope Array is thus unimportant for the present study. This is further reinforced by the fact that geomagnetic effects are expected to be more important for a water-Cherenkov detector array which is more sensitive to muonic signal than for a scintillator one as measurements are made up to larger zenith angles.
Directional Exposures
The directional exposure ω(n) provides the effective time-integrated collecting area for a flux from each direction of the sky. The small variations of the exposure in sidereal time translate into small variations of the directional exposure in right ascension. However, given the small size of these variations, the relative modulations of the respective directional exposure functions in right ascension turn out to be less than few 10 −3 . Given that the limited statistics currently available above 10 19 eV cannot allow an estimation of each a ℓm coefficient with a precision better than few percent, the non-uniformities of both ω TA and ω Auger in right ascension can be neglected. Both functions are consequently considered to depend only on the declination hereafter. 
where λ i is the latitude of the considered experiment, the parameter α m is given by
with ξ ≡ (cos θ max − sin λ i sin δ)/ cos λ i cos δ, and the normalization factors A i chosen such that the integration of each ω i function over 4π matches the (total) exposure of the corresponding experiment. The directional exposure functions ω i (δ) of each experiment are shown in figure 3 . Given the respective latitudes of both observatories and with the maximum zenith angle used here, overall, it is clearly seen that full-sky coverage is indeed achieved when summing both functions. Also, and it will be important in the following, it is interesting to note that a common band of declination, namely −15 • ≤ δ ≤ 25 • , is covered by both experiments.
In principle, the combined directional exposure of the two experiments should be simply the sum of the individual ones. However, individual exposures have here to be re-weighted by some empirical factor b due to the unavoidable uncertainty in the relative exposures of the experiments:
Written in this way, b is a dimensionless parameter of order unity. In practice, only an estimationb of the factor b can be obtained, so that only an estimation of the directional exposureω(n) ≡ ω(n;b) can be achieved through equation (3). The procedure used for obtainingb from the joint data set is described in section 4. In addition, although the techniques for assigning energies to events are nearly the same, there are differences as to how the primary energies are derived at the Telescope Array and the Pierre Auger Observatory. Currently, systematic uncertainties in the energy scale of both experiments amount to about 21% and 14% respectively (Abu-Zayyad et al. 2013b; Verzi et al. 2013) . This encompasses the adopted fluorescence yield, the uncertainties for the absolute calibration of the fluorescence telescopes, the influence of the atmosphere transmission used in the reconstruction, the uncertainties in the shower reconstruction, and the uncertainties in the correction factor for the missing energy. Uncovering and understanding the sources of systematic uncertainties in the relative energy scale is beyond the scope of this report and will be addressed elsewhere. However, such a potential shift in energy leads to different counting rates above some fixed energy threshold, which induces fake anisotropies. Formally, these fake anisotropies are similar to the ones resulting from a shift in the relative exposures of the experiments 1 . The parameter b can thus be viewed as an effective correction which absorbs any kind of systematic uncertainties in the relative exposures, whatever the sources of these uncertainties. This empirical factor is arbitrarily chosen to re-weight the directional exposure of the Pierre Auger Observatory relatively to the one of the Telescope Array.
Estimation of Spherical Harmonic Coefficients
The observed angular distribution of cosmic rays, dN/dΩ, can be naturally modeled as the sum of Dirac functions on the surface of the unit sphere whose arguments are the arrival directions {n 1 , . . . , n N } of the events,
Throughout this section, arrival directions are expressed in the equatorial coordinate system (declination δ and right ascension α) since this is the most natural one tied to the Earth in describing the directional exposure of any experiment. The random sample {n 1 , . . . , n N } results from a Poisson process whose average is the flux of cosmic rays Φ(n) coupled to the directional exposure ω(n) of the considered experiment,
As for any angular distribution on the unit sphere, the flux of cosmic ray Φ(n) can be decomposed in terms of a multipolar expansion onto the spherical harmonics Y ℓm (n),
Any anisotropy fingerprint is encoded in the multipoles a ℓm . Non-zero amplitudes in the ℓ modes contribute in variations of the flux on an angular scale ≃1/ℓ radians. The rest of this section is dedicated to the definition of an estimatorā ℓm of the multipolar coefficients and to the derivation of the statistical properties of this estimator.
With full-sky but non-uniform coverage, the customary recipe for decoupling directional exposure effects from anisotropy ones consists in weighting the observed angular distribution by the inverse of the relative directional exposure function (Sommers 2001)
The relative directional exposureω r is a dimensionless function normalized to unity at its maximum. When the function ω (or ω r ) is known from a single experiment, the averaged angular distribution dÑ /dΩ is, from equation (5), identified with the flux of cosmic rays Φ(n) times the total exposure of the experiment. In turn, when combining the exposure of the two experiments, the relationship between dÑ /dΩ and Φ(n) is no longer so straightforward due to the finite resolution in estimating the parameter b introduced in equation (3). To first order, it can be expressed as
For an unbiased estimator of b with a resolution 2 not larger than ≃10%, the relative differences between 1/ω r (n) and 1/ω r (n) are actually not larger than 10 −3 in such a way that dÑ/dΩ can still be identified to Φ(n) times the total exposure to a very good approximation. Consequently, theā ℓm coefficients recovered, defined asā
provide unbiased estimators of the underlying a ℓm multipoles since the relationship ā ℓm = a ℓm can be established by propagating equation (8) into ā ℓm .
Using the estimators defined in equation (9), the expected resolution σ ℓm on each a ℓm multipole can be inferred from the second moment of dÑ/dΩ accordingly to Poisson statistics,
Once propagated into the covariance matrix of the estimatedā ℓm coefficients, equation (10) allows the determination of σ ℓm in the case of relatively small {a ℓm } ℓ≥1 coefficients compared to a 00 . Using as above (11)). the fact that 1/ω r (n) can be accurately replaced by 1/ω r (n), the resolution parameters σ ℓm read
If b was known with perfect accuracy, the second term in equation (11) would vanish, and the resolution of the a ℓm coefficients would be driven by Poisson fluctuations only as in the case of a single experiment. But, having at one's disposal an estimation of b only, the second term reflects the effect of the uncertainty in the relative exposures of the two experiments. For a directional exposure independent of the right ascension, the azimuthal dependences of the spherical harmonics can be factorized from the whole solid angle integrations so that the whole term is non-zero only for m = 0. Its influence is illustrated in figure 4 , where the ratio between the total expression of σ ℓ0 and the partial one, ignoring this second term inside the square root, is plotted as a function of the multipole ℓ for different resolution values on b. While this ratio amounts to ≃1.5 for ℓ = 1 and σ(b)/b = 3.5%, it falls to ≃1.1 for ℓ = 2 and then tends to 1 for higher multipole values. Consequently, in accordance with naive expectations, the uncertainty in the b factor mainly impacts the resolution in the dipole coefficient a 10 while it has a small influence on the quadrupole coefficient a 20 and a marginal one on higher order moments {a ℓ0 } ℓ≥3 .
The Joint-Analysis Method and its Performances
A band of declinations around the equatorial plane is exposed to the fields of view of both experiments, namely for declinations between −15 • and 25 • . This overlapping region can be used for designing an empirical procedure to get a relevant estimate of the parameter b. The basic starting point is the following. For an isotropic flux, the fluxes measured independently by both experiments in the common band would have to be identical. The commonly covered declination band could thus be used for cross-calibrating empirically the fluxes of the experiments and for delivering an overall unbiased estimate of the parameter b. Since the shapes of the exposure functions are not identical in the overlapping region (see figure 3) , the observed fluxes are not expected to be identical in case of anisotropies. For small anisotropies however, this guiding idea can nevertheless be implemented in an iterative algorithm delivering finally estimates of the parameter b and of the multipole coefficients at the same time.
Let us consider a joint data set with all events detected in excess of some energy threshold. The way the individual energy scales are chosen to select a common threshold, be it by using nominal energies or any cross-calibration procedure, does not matter at this stage. For anisotropies which do not vary suddenly with energy, only a reasonable starting point is required to guarantee that the anisotropy search pertains to events with energies in excess of roughly the same energy threshold for both experiments. Then, considering as a first approximation the flux Φ(n) as isotropic, the overlapping region ∆Ω can be utilized to derive a first estimateb (0) of the b factor by forcing the fluxes of both experiments to be identical in this particular region. This can be easily achieved in practice, by taking the ratio of the ∆N TA and ∆N Auger events observed in the overlapping region ∆Ω weighted by the ratio of nominal exposures,
Then, insertingb (0) intoω, 'zero-order'ā (0) ℓm coefficients can be obtained. This set of coefficients is only a rough estimation, due to the limiting assumption on the flux (isotropy).
On the other hand, the expected number of events in the common band for each observatory, ∆n exp TA and ∆n exp Auger , can be expressed from the underlying flux Φ(n) and the true value of b as
From equations (13), and from the set ofā b and the set of a ℓm coefficients can be constructed as
where ∆N TA and ∆N Auger as derived in the first step are used to estimate ∆n Whether this iterative procedure finally delivers unbiased estimations of the set of a ℓm coefficients with a resolution obeying equation (11) can be tested by Monte-Carlo simulations. 10 000 mock samples are used here, with a number of events similar to the one of the actual joint data set and with ingredients corresponding to the actual figures in terms of total and directional exposures. Under these realistic conditions, the resolution obtained on the b parameter is found to be ≃3.9%. The distributions of the reconstructed loworderā 10 andā 20 multipole coefficients, which are a priori the most challenging to recover, are shown in figure 5 after k = 10 iterations in the case of an underlying isotropic flux of cosmic rays. The reconstructed histograms are observed to be well-described by Gaussian functions centered on zero and with a dispersion following indeed equation (11).
With exactly the same ingredients, the simulations can be used to test the procedure with an underlying anisotropic flux of cosmic rays, chosen here such that Φ(n) ∝ 1 + 0.1 Y 10 (n) + 0.1 Y 20 (n). Results of the Monte-Carlo simulations are shown in figure 6 for the specific a 10 and a 20 coefficients. Again, the reconstructed histograms are observed to be well described by Gaussian functions with parameters following the expectations.
Note that in practice, all results presented here are found to be stable as soon as the number of iterations is k = 4.
Formally, the implementation of the cross-calibration procedure is not limited to the choice of the whole overlapping declination band for the integration range ∆Ω in previous equations. The choice of the whole common band turns out to be, however, optimal in terms of resolution in b. A restriction of the common declination band to, for instance, [−10 • , 10 • ] would lead to a resolution in b of ≃5%; while the use of the whole sky would not bring any improvement for resolving better b. In next sections, the cross-calibration procedure is thus applied to the joint data set by using the whole overlapping region for ∆Ω.
Joint Data Analysis
All analyses reported in this section are based on a joint data set consisting of events with energies in excess of roughly 10 19 eV in terms of the energy scale used at the Telescope Array by evaluating in the Auger data set the energy threshold which guarantees equal fluxes for both experiments. We are thus left here with 2130 events (795 in the common band) above 10 19 eV from the Telescope Array and 11 087 (3435 in the common band) above 8.5×10 18 eV from the Pierre Auger Observatory. The arrival directions are shown in figure 7 in equatorial coordinates using the Mollweide projection. Auger data can be seen as the red points in the Southern hemisphere, while Telescope Array ones are shown as the black crosses in the Northern hemisphere.
The methodology presented in the previous section allows us to estimate the multipole coefficients and to perform a rich series of anisotropy searches by taking profit of the great advantage offered by the full-sky coverage. After iterations, the coefficient b is b = 1.011. Choosing to use nominal energies to build the joint data set would lead to a different value for b (0.755) due to the different statistics in the Auger data set (8259 events in total instead of 11 087), but it will be shown in next section that this choice impacts the physics results to only a small extent.
The normalization convention of the multipole moments used hereafter is chosen so that the a ℓm coefficients measure the relative deviation with respect to the whole contribution of the monopole (i.e. the a ℓm coefficients are redefined such that a ℓm → √ 4πa ℓm /a 00 ). Table 1 : First low-order multipolar moments and their uncertainties (in equatorial coordinates).
The dipole, quadrupole and octupole moments as derived from the iterative procedure are reported in table 1 in equatorial coordinates together with their associated uncertainties calculated from equation (11). None of these multipole coefficients stands out as being significantly above the noise level.
The full set of multipole coefficients provides a comprehensive description of the anisotropy patterns that might be present in the data. A significance table for the coefficients up to ℓ = 20, built simply by dividing each estimated coefficient by its corresponding uncertainty, is reported in the left panel of figure 8 . As it can be seen from the contrast scale, significance values between −1 and 1 dominate the picture. Deviations close to −3 and 3 stand at the expected level for isotropy, as shown in the right panel. Hence, overall, the extraction of the multipole coefficients does not provide any evidence for anisotropy.
Flux and Overdensities/Underdensities Sky Maps
To visualise the result of the multipolar expansion, a flux sky map of the joint data set is displayed using the Mollweide projection in the left panel of figure 9 , in km −2 yr −1 sr −1 units. This map is drawn in equatorial coordinates. To exhibit structures at intermediate scales, the expansion is truncated here at ℓ = 4. Relative excesses and deficits are clearly visible on a 15% contrast scale.
To quantify whether some contrasts are statistically compelling or not, a significance sky map of the overdensities/underdensities obtained in circular windows of radius 15 • is shown in the right panel. The choice of the 15 • angular scale is well suited to exhibit structures at scales that can be captured by the set of low-order multipoles up to ℓ = 4. Significances are calculated using the widely used Li and Ma estimator (Li & Ma 1983) , S, which was designed to account for both the fluctuations of the background and of an eventual signal in any angular region searched,
with N on the observed number of events in the angular region searched, and N off the total number of events. The sign of S is chosen positive in case of excesses and negative in case of deficits. On the other hand, since the background estimation is not based here on any on/off procedure but can be instead determined from the integration of the directional exposure in the angular region searched, the α LM parameter expressing the expected ratio of the count numbers between the angular region searched and any background region is taken here as
with f the top-hat filter function at the angular scale of interest. In absence of signal, the variable S is expected to be nearly normally distributed. Hence, for positive (negative) values, S (−S) can be interpreted as the number of standard deviations of any excess (deficit) in the sky.
Overall, overdensities and underdensities obtained in circular windows of radius 15 • are well reproduced by the multipolar expansion. Contrasts are not identical in all regions of the sky due to the nonuniform coverage (high flux values in low-exposed regions can lead to overdensities less significant than lower flux values in higher exposed regions, and vice-versa), but the overall pattern looks similar between the two maps. From the significance contrast scale in the right panel, it is clear that there is no overdensity or underdensity standing above the 3 standard deviation level. The distribution of significances turns out to be compatible with that expected from fluctuations of an isotropic distribution.
Dipole and Quadrupole Moments
As outlined in the introduction, although the full set of spherical harmonic moments is needed to characterise any departure from isotropy at any scale, the dipole and quadrupole moments are of special interest. For that reason, a special emphasis is given here to these low-order moments, in terms of a more traditional and geometric representation than the raw result of the multipole moments.
The dipole moment can be fully characterized by a vector with an amplitude r and the two angles {δ d , α d } of the unit vector d. The quadrupole, on the other hand, can be fully determined by two independent amplitudes {λ + , λ − }, two angles {δ q + , α q + } defining the orientation of a unit vector q + , and one additional angle α q − defining the directions of another unit vector q − in the orthogonal plane to q + . The full description is completed by means of a third unit vector q 0 , orthogonal to both q + and q − , and with a corresponding amplitude such that the traceless condition λ + + λ 0 + λ − = 0 is satisfied. The estimation of the amplitudes and angles of the unit vectors from the estimated spherical harmonic moments is straightforward (see appendix). The parameterisation of the low-order moments of the flux is then written in a convenient and intuitive way as
The values of the estimated amplitudes and angles are given in table 2 with their associated uncertainties. The distributions of amplitudes obtained from statistical fluctuations of simulated isotropic samples are shown in figure 10 . The superimposed arrows, indicating the measured values, are clearly seen to stand within high probable ranges of amplitudes expected from isotropy.
The dipole parameters, namely the amplitude, declination and phase, are observed to be compatible with previous reports from both experiments (The Pierre Auger Collaboration 2011a Tinyakov et al. 2012) . It is worth noting this for the phase α d of the dipole vector d: a consistency of phases in adjacent energy intervals was also pointed out in the Auger data (The Pierre Auger Collaboration 2011a . Given that a consistency of phases is expected to manifest with a smaller number of events than those required for the detection of significant amplitudes, continued scrutiny of future data will provide evidences of whether this phase consistency in both hemispheres is indicative of a real anisotropy or not.
Power Spectrum
The angular power spectrum C ℓ is a coordinate-independent quantity, defined as the average |a ℓm | 2 as a function of ℓ,
In the same way as the multipole coefficients, any significant anisotropy of the angular distribution over scales near 1/ℓ radians would be captured in a non-zero power in the mode ℓ. Although the exhaustive information of the distribution of arrival directions is encoded in the full set of multipole coefficients, the characterisation of any important overall property of the anisotropy is hard to handle in a summary plot from this set of coefficients. Conversely, the angular power spectrum does provide such a summary plot. In addition, it is possible that for some fixed mode numbers ℓ, all individual a ℓm coefficients do not stand above the background noise but meanwhile do so once summed quadratically.
From the set of estimated coefficientsā ℓm , the measured power spectrum is shown in figure 11 . The gray band stands for the RMS of power around the mean values expected from an isotropic distribution, while the solid line stands for the 99% confidence level upper bounds that would result from fluctuations of an isotropic distribution. Overall, no significant deviation from isotropy is found from this study.
Cross-Checks against Systematic Effects
There are uncertainties in choosing the energy scales to be used when building the joint data set, and/or in correcting the energy estimator for instrumental effects, and these propagate into systematic uncertainties in the measured anisotropy parameters. In this section, we choose to use the angular power spectrum as a relevant proxy to probe the size of the systematic effects investigated below.
Even though the cross-calibration of energies can be considered as a reasonable starting point for building the joint data set, it is not a necessary input for the iterative procedure described in section 4. Using instead the nominal energies of each experiment only results in a different balance between the two nominal exposures obtained by requiring equal fluxes in the common band through equation (12) . Then, the final anisotropy parameters necessarily differ, but only slightly. This is evidenced in figure 12 , where the points (and their statistical uncertainties) of the power spectrum obtained previously are shown as the gray bands for each moment ℓ. The power spectrum obtained using nominal energies is shown as the filled circles. The picture is in global agreement, with only few points standing at most one standard deviation away.
As already mentioned in section 2.3, some distortions are imprinted in the event rate as a function of local angles by the influence of the geomagnetic field on the development of the showers. The importance of this effect depends on the weight of the muonic component to the signal size. At the Pierre Auger Observatory, this effect has been shown to induce significant variations of the event rate in declination as soon as the total number of events analyzed is of the order of 30 000 (The Pierre Auger Collaboration 2011b) if the corrections of the energy estimator discussed in section 2.3 are not applied. Given the current statistics above 10 19 eV, the distortions are however expected to be marginal for the specific analysis reported here. This is evidenced by the power spectrum shown as the open squares in figure 12 obtained without applying the corrections to the (cross-calibrated) Auger data set. All points are indeed observed to be within the statistical uncertainties of the estimate shown in figure 11 . Given the smaller statistics available in the data set of the Telescope Array, and given that the size of this geomagnetic effect is expected to be smaller due to the lower weight of the muonic component to the signal size with scintillators compared to waterCherenkov detectors, this provides support that the absence of energy corrections in the data set of the Telescope Array does not impact on the results presented in this report.
Note that the spread of the 99% confidence level line in figure 12 stands for the slightly different statistics which result when using nominal or cross-calibrated energies to select all events above 10 19 eV.
Conclusions
In this work, an entire mapping of the celestial sphere has been presented by combining data sets recorded at the Telescope Array and the Pierre Auger Observatory above 10 19 eV. The unavoidable systematic uncertainty in the relative exposures has been treated by designing a cross-calibration procedure relying on the common region of the sky covered by both experiments. This cross-calibration procedure makes it possible to use the powerful multipolar analysis method for characterising the sky map of ultra-high energy cosmic rays. Throughout the series of anisotropy searches performed, no significant deviation from isotropy could be captured at any angular scale.
From the multipolar coefficient measurements performed in this work, upper limits can be derived for any kind of pattern. The ones obtained at 99% confidence level on the dipole and quadrupole amplitudes are shown in figure 13 as a function of the direction in the sky, in Equatorial coordinates. These upper limits have been obtained by searching for the smallest values of dipole amplitude oriented in each direction d and quadrupole amplitude oriented in each direction q + guaranteeing that the reconstructed amplitudes in simulated data sets are larger or equal to the ones obtained for real data in 99% of the simulations. The different sensitivities for each direction are caused by the different resolutions for each reconstructed multipolar coefficient. Note that the upper limits on the quadrupole amplitude pertain to a symmetric quadrupole only (that is, a quadrupole with amplitudes such that λ − = λ 0 = −λ + /2) to keep the number of studied variables manageable.
For the first time, the upper limits on the dipole amplitude reported in figure 13 do not rely on any assumption on the underlying flux of cosmic rays thanks to the full-sky coverage achieved in this joint study. With partial-sky coverage, similar sensitivity could be obtained in this energy range but assuming a pure dipolar flux (The Pierre Auger Collaboration 2012). In addition, the sensitivity on the quadrupole amplitude (and to higher order multipoles as well) is the best ever obtained thanks, also, to the full-sky coverage.
The cross-calibration procedure designed in this study pertains to any combined data sets from different observatories showing an overlap in their respective directional exposure functions and covering the whole sky once combined. It is conceivable to apply it in an energy range where the detection efficiency is not saturated. Then, future joint studies between the Telescope Array and the Pierre Auger collaborations will allow further characterisation of the arrival direction distributions down to ≃10 18 eV. from arrival directions expressed in equatorial coordinates. The Cartesian components of the dipole vector d are related to the a 1m coefficients through d x = √ 3 a 00 a 11 , d y = √ 3 a 00 a 1−1 , d z = √ 3 a 00 a 10 .
The amplitude d and directions δ d and α d are then obtained by
The quadrupole can be described by a second order tensor Q such that the flux can be expressed as
Q is a traceless and symmetric tensor. Its five independent components are determined from the a 2m by
Q xy = √ 15 a 00 a 2−2 ,
Q yz = − √ 15 a 00 a 2−1 .
The other components are obtained by symmetry and from the traceless condition (that is, Q zz = −Q xx − Q yy ). The amplitudes λ ±,0 are then obtained as the eigenvalues of Q and the vectors q ±,0 as the corresponding eigenvectors.
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