Abstract. We prove that the homology of the mapping class groups of non-orientable surfaces stabilizes with the genus of the surface. Combining our result with recent work of Madsen and Weiss, we obtain that the classifying space of the stable mapping class group of non-orientable surfaces, up to homology isomorphism, is the infinite loop space of a Thom spectrum build from the canonical bundle over the Grassmannians of 2-planes in R n+2 . In particular, we show that the stable rational cohomology is a polynomial algebra on generators in degrees 4i-this is the non-oriented analogue of the Mumford conjecture.
Introduction
The mapping class group of a surface S is the group of components of the space of diffeomorphisms of S. Since the components of the diffeomorphism group are contractible, except in a few cases [4, 5] , the classifying space of the mapping class group classifies surface bundles, and has therefore attracted great interest. The mapping class groups of orientable surfaces have been extensively studied and in particular, it was shown in the 1980's, in a fundamental paper by Harer [10] , that its homology stabilizes with the genus of the surface. Moreover, the stable homology was computed recently [8] , using the breakthrough methods of Madsen and Weiss [19] . A lot less is known about its non-orientable analogue despite its frequent appearance.
In this paper we prove that the homology of the mapping class groups of non-orientable surfaces stabilizes with the genus of the surface and we show that the stable homology is independent of the number of boundary components. Combining our result with the work of Madsen and Weiss, we give a computable homotopical model for the classifying space of the stable non-orientable mapping class group, up to homology isomorphism, build from Grassmannians of 2-planes in R n+2 . In particular, we obtain the non-oriented analogue of the Mumford conjecture, showing that the stable rational cohomology is a polynomial algebra Q[ζ 1 , ζ 2 , . . . ] with ζ i in degree 4i.
We now explain this in more detail. Let S n,r denote a non-orientable surface of genus n with r boundary components, that is S n,r is a connected sum of n copies of RP 2 with r discs removed. The mapping class group of S n,r is the group M n,r = π 0 Diff(S n,r rel ∂), the group of components of the diffeomorphisms of the surface which fix its boundary pointwise.
When r ≥ 1, there is a stabilization map α : M n,r → M n+1,r obtained by gluing a punctured Möbius band (or a twice punctured RP 2 ) to the surface and extending the diffeomorphisms by the identity on the added part. Similarly, there is a map β : M n,r → M n,r+1 obtained by gluing a pair of pants to the surface. Gluing a disc moreover defines a map δ : M n,r → M n,r−1 , which gives a left inverse to β when r ≥ 2.
Theorem A (Stability Theorem). For any r ≥ 1,
(1) α i : H i (M n,r ; Z) → H i (M n+1,r ; Z) is surjective when n ≥ 4i − 1 and an isomorphism when n ≥ 4i + 2.
(2) β i : H i (M n,r ; Z) → H i (M n,r+1 ; Z) is an isomorphism when n ≥ 4i+2. (3) δ i : H i (M n,1 ; Z) → H i (M n,0 ; Z) is an isomorphism when n ≥ 4i + 4.
The corresponding result for mapping class groups of orientable surfaces was proved in the 1980's by Harer [10] and improved shortly after by Ivanov [14] . They obtain respectively a slope 3 and slope 2 result, where the slope of a stability theorem with a linear bound is the slope of the bound. Our stability theorem is with slope 4. Note that an orientable genus corresponds to two non-orientable ones in the sense that (# g T 2 ) # RP 2 ∼ = # 2g+1 RP 2 where T 2 denotes the torus. Hence our slope 4 corresponds to an orientable slope 2, the best result known in that case. We prove our stability theorem using the action of the mapping class groups on complexes of arcs and circles in the surfaces. Two new phenomena occur in non-orientable surfaces: -embedded circles can be 1-sided or 2-sided, and we define here a corresponding notion for arcs; -arcs and circles may have orientable or non-orientable complement. The main ingredient in proving Theorem A is the high connectivity of appropriate complexes of circles and 1-sided arcs. We define 1-sided arcs in any surface, orientable or not, equipped with a set of oriented points in its boundary. When a surface is orientable, the complex of all 1-sided arcs corresponds precisely to the complex of arcs between two sets of points used by Harer in [10] . It turns out that there is a gap in Harer's proof of the connectivity of this complex, which we correct here. (This is our Theorem 2.3, correcting [10, Thm. 1.6] , which is used in [14, Thm. 2.12] so that both Harer and Ivanov rely on it for their stability result.) Our proof of (1) and (2) in Theorem A is logically independent of [10] and [14] ; we replace the train tracks in Harer's paper, and the Morse theory in Ivanov's, by a simple surgery technique of Hatcher [11] . We rely however on [14] for the connectivity of the complex of all circles in a surface to prove the last part of Theorem A.
Let S → E p → B be a non-oriented surface bundle. The vertical tangent bundle of E is the 2-plane bundle T p E → E which associates to each point of E the tangent plane to the surface it lies in. This plane bundle has a first Pontrjagin class p 1 ∈ H 4 (E). The powers of this class transferred down to B define a family of classes ζ 1 , ζ 2 , ... ∈ H * (B) with ζ i in degree 4i. The classes ζ i are the non-oriented analogues of the Mumford-MoritaMiller classes [20, 21, 22] : When the surface bundle is orientable, the vertical tangent bundle has an Euler class e ∈ H 2 (E) which in turn produces a family of classes κ 1 , κ 2 , ... ∈ H * (B) with κ i in degree 2i. By construction, κ 2i = ζ i when both classes are defined.
The Mumford conjecture, as proved recently by Madsen and Weiss [19] , says that the stable rational homology of the mapping class groups of orientable surfaces is the polynomial algebra Q[κ 1 , κ 2 , . . . ]. Madsen and Weiss actually prove a stronger result, using the reinterpretation of the classes [18] , which we now describe. Embedding E in B × R n+2 for some large n and collapsing everything outside a tubular neighborhood gives a map, the so-called Thom-Pontrjagin map, S n+2 ∧ B → T h(N p E) to the Thom space of the vertical normal bundle of E. Classifying this bundle gives a further map into T h(U ⊥ n ), the Thom space of the orthogonal bundle to the tautological bundle over the Grassmannian Gr(2, n + 2) of 2-planes in R n+2 (or the Grassmannian of oriented planes if the bundle was oriented). The spaces T h(U ⊥ n ) form a spectrum which we denote G −2 , and G + −2 = CP ∞ −1 in the oriented case. Applying the construction to the universal surface bundle gives a map
. The rational cohomology of Ω ∞ G −2 and Ω ∞ G + −2 are easily seen to be polynomial algebras, in the zeta and kappa classes respectively.
Except in a few low genus cases, the components of the diffeomorphism group Diff(S) of a surface S (orientable or not) are contractible [4, 5] , so that BDiff(S n,r ) ≃ BM n,r when n+r is large enough, and similarly for orientable surfaces. The main result of [19] is that the analogue of the above map ψ in the oriented case induces an isomorphism between the homology of the stable mapping class group of orientable surfaces and the homology of Ω ∞ G + −2 . This result relies on Harer's stability theorem. Forgetting orientations in [19] and replacing Harer's result by our Theorem A yields our second main theorem. (We actually use the new simpler approach to the Madsen-Weiss theorem via cobordism categories [9] .) Let M ∞ denote the stable non-orientable mapping class group, that is M ∞ = colim n→∞ M n,1 . Its homology is the stable homology of the nonorientable mapping class groups in the sense that H i (M n,r ) ∼ = H i (M ∞ ) when n ≥ 4i + 2 if r ≥ 1, or n ≥ 4i + 4 when r = 0 by Theorem A.
Theorem B (Stable Homology). The map ψ induces an isomorphism
Here Ω ∞ 0 G −2 denotes the 0th component of Ω ∞ G −2 . Let Q denote the functor Ω ∞ Σ ∞ = colim n→∞ Ω n Σ n and Q 0 its 0th component. Looking away from 2 or rationally, the right hand side in Theorem B simplifies further:
The homology of Q 0 (BO(2) + ) is known in the sense that Q 0 (BO(2) + ) ≃ Q 0 (S 0 ) × Q(BO(2)) and the homology H * (Q(X); F p ) is an explicitly described algebra over H * (X; F p ) for any prime p [3, 2] . There is a fibration sequence of infinite loop spaces
where RP ∞ −1 = G −1 is the spectrum with nth space the Thom space of the orthogonal bundle to the canonical bundle over Gr(1, n). The homology of Ω ∞ RP ∞ −1 is 2-torsion. The homology of Ω ∞ 0 G −2 can then be calculated using this fibration sequence as well as an analogous fibration sequence for Ω ∞ RP ∞ −1 (see Section 6) . The corresponding calculations in the orientable and spin case were carried out by Galatius [7, 8] .
Earlier calculations of the homology of M n,r are sparse. Low dimensional homology calculations with Z/2-coefficients where obtained by Zaw in [25] for small genus and number of boundary components. Korkmaz calculated the first homology group and showed that H 1 (M n,0 ) = Z/2 when n ≥ 7 [17] . This agrees with our result.
Let C 2 denote the (1+1)-cobordism category with objects embedded circles in R ∞ and morphisms the space of embedded (non-oriented) cobordisms between such circles. The morphism space between two sets of circles has the homotopy type of the disjoint union of the classifying spaces of the diffeomorphism groups of the cobordisms between the circles. Using Theorem A, we show that Ω BC 2 is homology equivalent to Z × BM ∞ . This is a non-oriented version of Tillmann's theorem [23] . It says that the stable non-orientable mapping class group governs the homotopy type of the loop space of the cobordism category of all non-oriented surfaces. This reflects the fact that the non-orientable surface of arbitrarily high genus is a stable object for non-oriented surfaces in the sense that any surface can be stabilized into a non-orientable one by taking a connected sum with a copy of RP 2 . Theorem B then follows from the main theorem of [9] , which says that BC 2 is a deloop of Ω ∞ G −2 .
Sections 2-4 in the paper give the proof of part (1) and (2) in Theorem A, that is the stability for surfaces with boundary. In Section 2, we prove the high connectivity of the complexes of 1-sided arcs and of arcs between two sets of points. In Section 3, we deduce such high connectivity results for the subcomplexes of arcs with non-orientable connected complement. In Section 4 we give the spectral sequence arguments. We prove (2) in Theorem A by showing that β induces an isomorphism on homology on the stable groups (Theorem 4.6). This is enough by the first part of Theorem A and has the advantage that one only needs to know that a stable complex is contractible, a weaker statement than that of the connectivity of a sequence of complexes tending to infinity. (A similar idea was used in [12] .) Section 5 proves the third part of Theorem A (given as Theorem 5.8) using the complex of circles with non-orientable connected complement. Finally Section 6 describes the stable homology. We first relate the non-oriented (1+1)-cobordism category to the stable non-orientable mapping class group. We then use [9] to prove Theorem B.
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1-sided arcs
In this section, we consider two families of arc complexes: 1-sided arcs, defined below, and arcs from one set of points in the boundary of the surface to another. We use surgery methods from [11] to prove that the complexes are highly connected.
Let S be a surface, orientable or not. By an arc in S, we always mean an embedded arc intersecting ∂S only at its endpoints and doing so transversally. Isotopies of arcs fix their endpoints. We consider arcs with boundary on a fixed set of points ∆ in ∂S. An arc in (S, ∆) is non-trivial if it is not isotopic to an arc of ∂S disjoint from ∆. Let − → ∆ be an oriented set of points in ∂S, i.e. each point of − → ∆ comes with a choice of an orientation of the boundary component of S it lies in. Choosing an orientation for each boundary component of S, we thus have two types of points, those with positive orientation, i.e. the same as the chosen one, and those with negative orientation. If S is orientable, a choice of orientation for S gives a choice of orientation of its boundary components and thus a decomposition − → ∆ = ∆ + ∪ ∆ − , where each subset represents an orientation class of points. We assume that (S, − → ∆) is non-orientable, i.e. that either S is non-orientable, or it has no orientation compatible with the orientations of the points of − → ∆ on its boundary. When S is orientable, this means that ∆ + and ∆ − must both be non-empty. 1-sided arcs as we defined them have the following property: they stay 1-sided after cutting the surface along a disjoint arc. As shown in Figure 1 , this is only true when we keep track of the orientations of the endpoints of the arcs. In fact, a surface can become orientable after cutting along a 1-sided arc but the pair (S, − → ∆) will stay non-orientable. By the above remark, when S is orientable, we have
So F(S, − → ∆) and F(S, ∆ 0 , ∆ 1 ) are two natural generalization of F(S, ∆ 0 , ∆ 1 ) to non-orientable surfaces. We will see that the two complexes are closely related.
Let ∆ ⊂ ∂S be the underlying set of − → ∆ or the union of two disjoint sets ∆ 0 and ∆ 1 . We denote by ∂ ′ S the components of ∂S intersecting ∆ and if r is the number of boundary components of S, r ′ will denote the number of components of ∂ ′ S. The points of − → ∆ (resp. (∆ 0 , ∆ 1 )) subdivide the components of ∂ ′ S into edges. We say that an edge in ∂ ′ S is pure if its endpoints have the same orientation (resp. if its endpoints both belong to ∆ 0 or both to ∆ 1 ). An edge is impure if it is not pure. We say that S has a pure boundary component if ∂ ′ S has a component with only pure edges, i.e. where all the points are of the same type. Note that the number of impure edges is always even. We denote by m the number of pure edges and by l half the number of impure edges. When S is orientable, F(S; ∆ 0 , ∆ 1 ) is the complex BZ(∆, ∆ 0 ) of [10] and the above result is a generalization of Theorem 1.6 in [10] . There is however a gap in the proof: Harer's proof does not treat the case when ∆ 0 and ∆ 1 are two points in a single boundary component. We give a complete and independent proof.
To prove Theorem 2.3, we need the following result: This theorem was originally proved by Harer in [10] for orientable surfaces using Thurston's theory of train tracks. Hatcher reproved the result in [11] using a very simple surgery argument which does not require the surface to be orientable. (Hatcher does not actually consider the case when S is a disc or an annulus with ∆ contained in a single boundary component, but this is easily obtained by induction from the cases r = 1 with q = 4 and r = 2 with q = 2 using an argument of the type used in Lemma 2.7 below.)
We will need Theorem 2.4 in the last part of the argument for proving Theorem 2.3, but we first use the surgery argument of [11] to reduce the problem to a case which can be handled by a link argument.
Lemma 2.5. If S has at least one pure boundary component, then
and let ∂ 0 S be a pure boundary of S. As (S, − → ∆) is non-orientable (resp. ∆ 0 and ∆ 1 are both non-empty), there exists a non-trivial arc I of F with at least one boundary at a point p of ∂ 0 S. We define a deformation retraction of F onto the star of I by doing surgery along I towards p, a process we describe now.
Let σ = I 0 , . . . , I p be a simplex of F not already in the star of I. We can assume that the arcs I 0 , . . . , I p intersect I minimally, so that there is no disc whose boundary is the union of an arc in I and an arc in some I j . Any two such minimal positions for σ are isotopic through minimal positions so that the following process will not depend on the choice of representing arcs for σ. Let P = j t j I j be a point of σ expressed in terms of barycentric coordinates. We think of P as a weighted or thick family of arcs, where I j has thickness t j . The arcs of P cross I with a total thickness θ. For s ∈ [0, 1], define P s the be the weighted family of arcs obtained from P by cutting along I from p through the thickness up to sθ and sliding the newly created ends to p as in Fig. 2 (a). For each arc we surger, we create two new arcs, one of which is in F and the other one, which we discard, is not. To see this in the first case, we consider an arc J intersecting I (see Fig. 2 (b)). As J is 1-sided, its normal bundle can be oriented in a way which is compatible with its endpoints, so that it makes sense to consider the orientation of the normal bundle of J at the intersection with I. Only one of the two arcs obtained by surgering J along I is 1-sided, namely J ′ in the picture. Nontriviality of the resulting arc is insured by the fact that there is no trivial 1-sided arc with a boundary point on ∂ 0 S. (Either its other boundary is on a different boundary, or it is actually 1-sided as an arc in S and hence non-trivial.) For the second case, we just keep the only arc after surgery which still has a boundary in each of ∆ 0 and ∆ 1 . Non-triviality follows from the fact that such an arc goes between different boundary components as one of its endpoints is in ∂ 0 S which is pure.
For any s ∈ [0, 1], P s is a point in a simplex of F and P s defines a path from P to a point in a simplex in the star of I. The key point here is that along the surgery process, when we pass from a simplex I 0 , . . . , I p to a simplex I ′ 0 , . . . , I p , with I ′ 0 the non-trivial arc obtained by surgery along I 0 , these two simplices are faces of a larger simplex of F, namely I ′ 0 , I 0 , . . . , I p . The path lies in this larger simplex. The deformation respects the simplicial structure of F and hence defines a deformation of F onto the star of I which is contractible.
Note that this surgery argument can be applied to many situations, as long as we make sure that surgery along any arc produces at least one nontrivial arc. This is what we will do in the next two lemmas. The last lemma uses a variant of the surgery argument. 
. Consider the arc I of F (drawn for both cases in Fig. 3 ) which cuts a triangle with the impure and the first pure edge as the other sides of the triangle. We do surgery along I towards p, i.e. towards the second pure edge, as in the previous lemma. Any arc J which intersects I minimally but non-trivially is as in Fig. 3 . The surgery replaces J by the arc J ′ in the figure, which cannot be trivial because of the second pure edge. We thus get a deformation of F onto the star of I as in Lemma 2.5.
The following lemma is not strictly necessary for the proof of the theorem, but it will simplify the proof a little bit. Proof. Let F be the original complex (F(S, − → ∆) or F(S, ∆ 0 , ∆ 1 )) and F ′ be the complex with an extra pure edge e between two impure edges. There are two arcs I and J of F ′ (as shown in Fig. 4 ) cutting triangles with e as one of the sides. Note that the link of J is isomorphic to F. If F ′ J denotes the subcomplex of F ′ of simplices not containing J as a vertex, we have
Now F ′ J deformation retracts onto the star of I by a surgery argument along I towards p as J is the only arc that would become trivial after such a surgery. Hence F ′ is a suspension of the link of J , and hence a suspension of F.
For the next lemma, we restrict ourselves to the only case we really need for simplicity. 
Proof. Suppose that S is obtained from S ′ by capping off a boundary com-
We call a vertex I of F ′ special if it cuts an annulus with ∂ 0 S ′ as one of its boundary and with the other boundary consisting of one impure edge of ∂S and a copy of I itself. (See Fig. 5 where I 1 is a special vertex.) Let I 1 , . . . , I d be all the special vertices of F ′ . Note that all the special vertices intersect, and hence
where F ′ sp is the subcomplex of F ′ of simplices not containing the vertices I 2 , . . . , I p .
We define a deformation retraction of F ′ sp onto the star of I 1 as follows. The intersection of a simplex with I 1 is always of the form shown in Fig. 5 . We deform the simplex as in the surgery argument but by passing the arcs one by one over ∂ 0 S ′ instead of surgering them along some arc. The only arcs that would become trivial after such a deformation are the other special vertices as they would separate a trivial disc union an annulus with ∂ 0 S ′ as one of its boundaries, glued along an arc of I 1 . Such an arc needs to have its two endpoints on the same boundary component of S ′ , with the endpoints forming an impure edge. We thus get a deformation retraction of F ′ s onto the star of I. Noting now that the link of a special vertex is isomorphic to F, we have that F ′ is a wedge of suspensions of copies of F and thus is one more connected. [10] . It requires an intricate link argument which we learned from [13] .) As before, let F denote either
Proof of Theorem 2.3. (This part of the argument is missing in
The theorem is obviously true in the cases where we have already shown that F is contractible, i.e. when S has a pure boundary component (Lemma 2.5) or a component with an impure edge followed by at least two pure edges (Lemma 2.6). We will prove the other cases by induction on the lexicographically ordered triple (h, r, q), where the (doubled) genus h ≥ 0, the number of boundaries r ≥ 1 and q = 2l + m ≥ 1 is the cardinality of ∆ (q ≥ 2 in the case F = F(S, ∆ 0 , ∆ 1 )). By Lemmas 2.7, 2.6 and 2.8, it is enough to consider the case when m = 0 and r = r ′ .
So consider a surface S and a set − → ∆ (resp. a pair of sets (∆ 0 , ∆ 1 )) in ∂S with r = r ′ and m = 0. We need to show that F is (2h + 2r + l − 6)-connected. The induction starts with (h, r, q) = (0, 1, 6), where q = 2l as m = 0. It is easy to check that F is non-empty in this case.
Fix now a surface S with its corresponding tuple (h, r, q) and let k ≤ 2h + 2r + l − 6 and f : S k → F be any map. Forgetting the orientation of the points of − → ∆ (resp. taking ∆ = ∆ 0 ∪ ∆ 1 ) gives an inclusion
When A(S, ∆) is contractible, we can extend f to a map of the disc in A(S, ∆). To do this is general, by Theorem 2.4 we need 2h + 2r + l − 6 ≤ 2r + q − 7 when h = 0 and r = 1 (as we assume r ′ = r), which is clear as q = 2l ≥ 6 in this case.
Choose an extensionf of f :
We may assume thatf is simplicial with respect to some triangulation of D k+1 . We want to deform it so that its image lies in F. We do this by induction. Let σ be a bad simplex of D k+1 , i.e. one whose image lies in A(S, ∆)\F so that all the arcs of σ are pure. Cutting S along the arcs of σ, we have in the first case
where each (X i , − → ∆ i ) is non-orientable and each Y j is orientable in a way which is compatible with the points Γ i inherited from − → ∆. (To obtain an orientation of the points of − → ∆ inherited in S\σ, replace each oriented point p by a small oriented interval and pull apart the arcs with boundary at p, so that they have boundary on the oriented arc but do not intersect anymore. In S\σ, we now get small oriented intervals, which we can replace back by oriented points.) In the second case,
ǫ is a non-empty set in ∂S inherited from ∆ ǫ , and Γ j is a subset of either ∆ 0 or ∆ 1 , i.e. the Y j 's have only points of one type.
Let
, where i j : Y j → S is the canonical inclusion -which is not necessarily injective on ∂Y j . Note that each component of Y σ has only points of one type in its boundary. We say that σ is regular if no arc of σ lies inside Y σ . When σ is regular, Y σ is the disjoint union of the Y j 's with the points p ∈ Γ j and p ′ ∈ Γ j ′ identified if they come from the same point of ∆.
Let σ be a regular bad p-simplex of D k+1 maximal with respect to the ordered pair (Y σ , p), where
where In the case when one of the Y j 's has non-zero genus or
is contractible and hence so is J σ . Suppose that all the Y j 's have genus 0 and b j = 1, i.e. Y j is a disc. We want to calculate the connectivity of J σ .
We have χ(S\σ) = χ(S) + p ′ + 1, where p ′ ≤ p is the number of distinct arcs in the image of σ. If X i has genus h i and r i = r ′ i boundaries, the above equation gives
where m i is the number of pure edges in X i and q j = |Γ j |, and
, and hence d ≤ p, as the edges of Y j are arcs of σ, minimum three edges are needed for a non-trivial Y j and the same edge cannot be used for several Y j 's by regularity of s.
So we can modifyf on the star of σ using a mapf * F : ∂σ * D k−p+1 → A(S, ∆), where F : D k−p+1 → J σ is a map restricting tof on the boundary of D k−p+1 which is identified with the link of σ. We are left to show that we have improved the situation this way. The new simplices are of the form τ = α * β with α a proper face of σ and β mapping to J σ . Suppose τ is a regular bad simplex. Then each arc of β is pure and hence in A(Y j , Γ j ) for some j. Thus Y τ ⊂ Y σ . If they are equal, we must have τ = α is a face of σ (by regularity of τ and σ). So (Y τ , dim(τ )) < (Y σ , p) and the result follows by induction.
Better 1-sided arcs
To prove homological stability in the orientable case, one needs to pass to the subcomplexes of non-separating arc systems, that is arc systems σ = I 0 , . . . , I p such that their complement S\σ is connected. This serves the purpose of reducing the number of orbits for the action of the mapping class group on these complexes. When the surface is not orientable, there is one extra phenomenon one needs to avoid, namely arc systems with orientable complement. In this section, we use the results of Section 2 to prove that the complex of 1-sided arcs with connected non-orientable complement is highly connected. We also show that the analogous complex for 1-sided arcs between two points on different boundary components of the surface stabilizes to a contractible complex. One could define G(S, − → ∆) and G(S, ∆ 0 , ∆ 1 ) for an orientable surface to be this complex BX.
We recall the following result proved in the orientable case in [10] . We include a sketch of the argument for convenience, even though it is standard. Proof. We prove the theorem by induction on the triple (h, r, q) where r is the number of components of ∂S and q = |∆ 0 ∪ ∆ 1 | ≥ 2. First note that the theorem is true when h = 0 and r ′ = 1, 2 for any r ≥ r ′ and any q, and more generally that the complex is non-empty whenever r ′ ≥ 2 or h ≥ 1. So suppose that (h, r, q) ≥ (0, 3, 2). In this case, we have h + r ′ − 3 ≤ 2h + r + r ′ + l + m − 6. Indeed, r ≥ 1 and l + m ≥ 1. Moreover we assumed that either r ≥ 3 or h ≥ 1.
Let k ≤ h + r ′ − 3 and consider a map f : S k → BX(S, ∆ 0 , ∆ 1 ). This map can be extended to a mapf :
We call a simplex σ of D k+1 regular bad iff (σ) = I 0 , . . . , I p and each I j separates S\{I 0 , . . . ,Î j , . . . , I p }. Let σ be a regular bad simplex of maximal dimension. Suppose that S\σ = X 1 ⊔ · · · ⊔ X c . By maximality of σ,f restricts to a map
where each ∆ i ǫ is non-empty as the arcs of σ are impure. Each
Using the Euler characteristic, this gives J σ is (h + r ′ − p + c − 5)-connected which is enough as c ≥ 2. We can then modifyf on the star of σ as in the proof of Theorem 2.3. This reduces the number of regular bad simplices of dimension p and the result follows by induction. Proof. Let G denote either G(S, − → ∆) or G(S, ∆ 0 , ∆ 1 ) and F denote F(S, − → ∆) or F(S, ∆ 0 , ∆ 1 ) accordingly. We treat both cases simultaneously. Note first that the result holds when n ≤ 2, and more generally that G is non-empty when n ≥ 1.
So suppose n ≥ 3. We will prove the result by induction on the ordered triple (n, r, q), where r is the number of boundary components of S and q is the order of
A simplex of D k+1 is called bad if it maps to F\G. It is regular bad if f (σ) = I 0 , . . . , I p and each I j either separates S\{I 0 , . . . ,Î j , . . . , I p } or it makes one of its components orientable of non-zero genus.
Let σ be a regular bad simplex of
where G(X i ) in the first case is G(X i , − → ∆ i ) with − → ∆ i the oriented set of points inherited by X i , and 
. Now this is bigger than ⌈ n 2 ⌉ − p − 2 if n is even or s ≤ p, and also when n is odd and s = p + 1 because the connectivity is an integer.
We can then modifyf on the star of σ usingf * F : ∂σ * D k−p+1 → F, where F : D k+1 → J σ is a map which restricts tof on the link of σ which is identified with the boundary of D k−p+1 . The new simplices of D k+1 have the form τ = α * β with α a proper face of σ and β in D k−p+1 . Suppose τ is a regular bad simplex. As simplices of J σ are non-separating, not creating orientable components, we must have τ = α and hence τ is of dimension strictly smaller than p. So we have fewer bad regular simplices of maximal dimension p and the result follows by induction.
Definition 3.4. Let S be a non-orientable surface and
− → ∆ 0 and − → ∆ 1 be two disjoint oriented sets of points in ∂S.
When S is orientable, this corresponds to having four sets of points ∆ 0 , ∆ 1 , ∆ 2 , ∆ 3 in ∂S and considering the complex of arcs between ∆ 0 and ∆ 1 and between ∆ 2 and ∆ 3 . These complexes are highly connected in some cases but it seems hard to show high connectivity in general. For our purpose, it is however enough to prove a weaker statement, namely that the complex with − → ∆ 0 and − → ∆ 1 being single points in different boundary components of S becomes contractible when the genus tends to infinity. Consider − → p 0 ∈ ∂ 0 S and − → p 1 ∈ ∂ 1 S, two oriented points in a non-orientable surface S with at least two boundary components ∂ 0 S, ∂ 1 S. Let α : S n,r → S n+1,r be the map that glues a Möbius band identifying part of its boundary to part of ∂ 0 S, away from − → p 0 (see Fig. 6 ). The map α induces inclusions G(S n,r ; − → p 0 , − → p 1 ) ֒→ G(S n+1,r ; − → p 0 , − → p 1 ). Let
Theorem 3.5. G ∞,r is contractible for any r ≥ 2.
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Proof. Let f : S m → G ∞,r be a map. As the sphere is compact, this map factors through G(S n,r , − → p 0 , − → p 1 ) for some n large. Now G(S n,r , − → p 0 , − → p 1 ) ⊂ G(S n+1,r , p 0 , p 1 ) and we choose n to be large enough so that the latter complex is at least m-connected. This is possible by Theorem 3.3. Hence f extends to a map f ′ : D m+1 → G(S n,r , p 0 , p 1 ) which we can assume is simplicial for some triangulation of the disc. Our goal is to construct from f ′ a map f ′′ : D m+1 → G(S n+2m+4,r , − → p 0 , − → p 1 ) which extends α 2m+4 • f :
For an arc I ∈ G(S n,r , p 0 , p 1 ), there are m+2 canonical lifts to the complex G(S n+2m+4,r , − → p 0 , − → p 1 ) defined as follows: we consider the 2m+4 extra Möbius bands in S n+2m+4,r grouped two by two as in Fig. 7 . For each 0 ≤ j ≤ m + 1, define I j to be the arc which follows I from p 1 to p 0 arriving on the left of I at p 0 then goes through the (2j + 1)st extra Möbius band, and through the (2j + 2)nd if I was already 1-sided, then back to p 0 as in the picture. Note that I, I 0 , . . . , I m is a simplex of G(S n+2m+4,r , p 0 , p 1 ) and of G(S n+2m+4,r , − → p 0 , − → p 1 ) if I was already 1-sided. j is the lift of I j inτ k . As τ 0 is a face of τ k , we must have i k j ≥ j. Similarly, i k j ≤ i l j whenever k < l as τ k is a face of τ l . Hence this forms a ∆ p × ∆ q -subcomplex of G(S n+2m+4,r , − → p 0 , − → p 1 ). If τ 0 , . . . , τ j are in the boundary of D m+1 , modify the definition of f ′′ above by using f (τ 0 ) on the kth row in the table for each 0 ≤ k ≤ j and reversing some inequalities:
The map f ′′ respects the simplicial structure of K and is an extension of f by construction.
spectral sequence argument
In this section, we prove the stability theorem for surfaces with boundaries. We first show that the map α : M n,r → M n+1,r induces an isomorphism in homology in a range, using the action of M n,r on the complex G(S n,r , − → p) of good 1-sided arcs with boundary on a single point p. We then show that the stabilization map β : M n,r → M n,r+1 induces an isomorphism in homology between the stable groups M ∞,r → M ∞,r+1 . For this, we use the action of M n,r+1 on the stable complex G ∞,r+1 . Combining the two results gives the desired stability statement for β.
For the proof of (1) in Theorem A, we use the relative spectral sequence argument which gives at best a slope 3. With a little extra work, one can use the non-relative argument, which can give up to a slope 2. However, that second argument does not improve the bound in our case. The slope 4 comes from the geometry of the complexes we use, namely from the fact that cutting along an arc in a non-orientable surface can reduce the genus by 2 (that is by 1 orientable genus).
4.1.
Stabilization by projective planes. Let S n,r be a non-orientable surface of genus n with r ≥ 1 boundary components, and consider G(S n,r , − → ∆) where − → ∆ = { − → p } is a single point in a boundary component ∂ 0 S of S. The mapping class group M n,r := π 0 Diff(S n,r rel ∂) acts on G(S, − → p). The map α : S n,r → S n+1,r shown in Fig. 6 induces an inclusion of simplicial complexes
which is M n,r -equivariant, where M n,r acts on X n+1 via the map M n,r → M n+1,r also induced by α, extending the diffeomorphisms by the identity on the added Möbius band. Proof. Let σ be a p-simplex of G(S n,r , − → p). By assumption, S\σ is connected and non-orientable. The ordering of the arcs of σ at − → p, combined with their 1-sidedness in S, determines the number of boundary components of S\σ, and hence its genus by Euler characteristic. The ordering of the arcs also determines the boundary pattern, i.e. how the copies of the arcs of σ lie in ∂(S\σ), so that if σ and σ ′ have the same ordering type at − → p, there is a diffeomorphism S\σ → S\σ ′ which takes the jth arc of σ to the τ (j)th arc of σ ′ for some signed permutation τ ∈ Σ p+1 Σ 2 . This proves (b) and (a) follows from the uniqueness of the orderings of one arc.
Cutting along the arcs of σ one by one, the first arc is always 1-sided, so the total number of boundary component, which cannot decrease, can at most increase by p. Hence S\σ has r + j boundary components and genus n − j − p − 1 for some 0 ≤ j ≤ p. Moreover, a diffeomorphism of S which fixes ∂S pointwise and fixes σ, fixes σ pointwise. This proves (c).
If n ≥ 2p+1, all possible orderings of the arcs of a p-simplex are realizable. Indeed, they can be obtained from a surface of genus n − j − p − 1, with j the same constant as above, by doing appropriate boundary identifications, these identifications forming the arcs of a simplex. This is possible precisely when n − j − p − 1 ≥ 0. Thus the orbits of p-simplices for any n ≥ 2p + 1 are in 1-1 correspondence, and α induces such a correspondence.
Theorem 4.2. The map
is surjective when n ≥ 4i − 1 and is an isomorphism when n ≥ 4i + 2.
Proof. We use the relative spectral sequence argument of [24] , which we briefly recall here. (As mentioned in the introduction, the non-relative spectral sequence argument can also be used but does not give a better bound.)
For short, we write M n for M n,r . The map α induces a map of double complexes:
where E * M n is a free resolution of M n andC * (X n ) is the augmented chain complex of X n . We take a level-wise cone of this map to obtain a double complex
and consider the two associated spectral sequences.
The first spectral sequence, taking the homology in the p direction first, has E 1 p,q = 0 when p ≤ ⌈ n 2 ⌉ − 2 by Theorem 3.3. The second spectral sequence thus converges to 0 when p + q ≤ ⌈ n 2 ⌉ − 2. Using Shapiro's lemma, when n ≥ 2p + 1 this second sequence has E 1 -term
where O p , for p ≥ 0, is the set of orbits of p-simplices in X n or X n+1 (which are isomorphic under the assumption), St n (σ) denotes the stabilizer of σ in X n and the inclusion St n (σ) → St n+1 (σ) is induced by α.
We prove the theorem by induction on the degree of the homology. The result is obviously true when i = 0 for any n, r. Suppose it is true for all i < q. We start by showing surjectivity when i = q. So suppose n ≥ 4q − 1.
First consider the boundary map d 1 :
As n ≥ 4q − 1 and q ≥ 1, we have q − 1 ≤ ⌈ n 2 ⌉ − 2 and thus E 1 −1,q must be killed before we reach E ∞ . The sources of differentials to E 1 −1,q are the terms E 1 s,q−s = σ∈Os H q−s (St n+1 (σ), St n (σ)), where 0 ≤ s ≤ q. (We need n ≥ 2s + 1 for the isomorphism between the sets of orbits, and this is satisfied as s ≤ q and q ≥ 1.) When s ≥ 1, by induction we have E 1 s,q−s = 0. Indeed, the stabilizer of an s-simplex St n (σ) ∼ = M n−k,r+k−s−1 where s + 1 ≤ k ≤ 2s + 1. By induction, the map H q−s (St n (σ s )) → H q−s (St n+1 (σ s )) is surjective when n − k ≥ 4(q − s) − 1, which is satisfied if n−2s−1 ≥ 4q−4s−1, i.e. if n ≥ 4q−2s, and we assumed n ≥ 4q − 1 and s ≥ 1. The map H q−s−1 (St n (σ s )) → H q−s−1 (St n+1 (σ s )) is injective when n − k ≥ 4(q − s − 1) + 2 = 4q − 4s − 2, which is a weaker condition. So the relative groups are zero under our assumption and the map d 1 above must be surjective. Now a diagram chase in 4.2. Stabilization with respect to boundaries. For r ≥ 1, let β : M n,r → M n,r+1 be the map induced by gluing a band on ∂ 0 S (see Fig. 9 ). As shown in the figure, β commutes with α : M n,r → M n+1,r , so that it induces a map on the stable groups β : M ∞,r → M ∞,r+1 , where
where − → p 0 and − → p 1 are each single oriented points on different boundary components of S and r ≥ 2. The action of M n,r on G(S n,r ; − → p 0 , − → p 1 ) extends to an action of M ∞,r on G ∞,r . (c) The stabilizer of a p-simplex is isomorphic to M ∞,r−1+k for some 0 ≤ k ≤ p.
Proof. Let σ, σ ′ be two p-simplices of G ∞ . They both lie in G(S n,r ; − → p 0 , − → p 1 ) for some n large. As in Prop. 4.1, the orbits of the action of M n,r on G(S n,r ; − → p 0 , − → p 1 ) correspond to the possible orderings of the arcs, and α induces an isomorphism between these sets of orbits once n is large enough.
The stabilizer of σ for the action of M n,r on G(S n,r ; − → p 0 , − → p 1 ) is isomorphic to M n−k−p,r−1+k for some 0 ≤ k ≤ p. So M ∞,r−1+k is a subgroup of the stabilizer of σ. On the other hand, if g ∈ M ∞,r stabilizes σ, then g is in M m,r for some m large, stabilizing α m−n (σ). Hence g ∈ M m−k−p,r−1+k with the same k as above.
The following proposition follows from [10, Lem.3.3] . Proof. Note that β : M n,r → M n+1,r has a left inverse induced by gluing a disc on one of the new boundary components.
Corollary 4.7. The map β i : H i (M n,r ; Z) −→ H i (M n,r+1 ; Z) is an isomorphism when n ≥ 4i + 2 for any r ≥ 1.
Proof of the corollary. This follows from the commutativity of the following diagram:
where the vertical arrows are isomorphisms by Theorem 4.2 and the bottom one by Theorem 4.6.
Proof of the theorem. The result is true when i = 0. By the lemma, we only need to prove surjectivity. We do this by induction on i, supposing the result is true for all i < q. We use the spectral sequences for the action of M ∞,r+1 on G ∞,r+1 , i.e. for the double complex
The first spectral sequence has E 1 p,q = 0 as G ∞ is contractible (Thm. 3.5), so the second spectral sequence converges to 0. Its
) is the map β q we are interested in. The jth row in the E 1 -term of the spectral sequence computes the homology of G ∞ /M ∞ with local coefficients in
is given by the alternating sum of the p + 1 homomorphisms corresponding to the face maps. Each face of σ p is hσ p−1 for σ p−1 a representative of an orbit of (p − 1)-simplices and h some element of M ∞,r+1 , and the summand of d 1 corresponding to this face is the map c h :
where the bottom map is the identity as it is given by an inner automorphism. By induction, when j < q the vertical maps are isomorphisms and hence the coefficient system is trivial. Using Prop. 4.4, we get that the E 2 -term is trivial below the qth line. So d 1 : E 1 0,q → E 1 −1,q is the only map that can kill E 1 −1,q and hence it must be surjective.
closed surfaces
In this section, we prove the stability theorem for closed surfaces. In a non-orientable surface, there are 4 types of embedded circles: there are 1-sided and 2-sided circles, with orientable or non-orientable complement. (However, 2-sided circles with orientable complement exist only in surfaces of even genus, and 1-sided circles with orientable complement exist only in odd genus surfaces.) We show that the complex of embedded circles with connected, non-orientable complement is highly connected using the connectivity of the complex of all circles given in [13] . Part (3) of Theorem A is then proved by a comparing the spectral sequence for the action of the mapping class group on that complex for a closed surface and for a surface with one boundary component.
We say that an embedded circle is non-degenerate if it does not bound a disc, an annulus or a Möbius band. As for arcs, we need to consider the subcomplexes of curve systems with non-separating non-orientable complement. A very natural complex to consider for a non-orientable surface S is the subcomplex of D(S) of 1-sided arcs. (While 1-sided arcs systems are always non-separating, they can have an orientable complement.) This complex is connected, but we do not know if it is highly connected.
This is [10, Thm.1.1] when S is orientable and the proof in the orientable and non-orientable case is similar to the proof of Theorem 3.2, the difference in connectivity bound coming from the difference between the Euler characteristic of an arc and that of a circle. (This is also essentially part of the proof of Thm. 5.5 below, removing case 1 from the proof.) To remove the simplices with orientable complement, we need to work a little harder.
The proof is analogous to that of Theorem 3.3, except for the fact that, to get a connectivity with slope , we need to treat one case separately (see Lemma 5.6 below). We give a sketch of the whole proof as the bounds are different.
Proof. First note that the result is true when n ≤ 3, and more generally that D(S n,r ) is non-empty whenever n ≥ 1. So suppose n ≥ 4. We prove the result by induction on the ordered pair (n, r). We have D(S n,r ) ⊂ C(S n,r ) and the latter is at least (n − 3)-connected by Theorem 5.5. As ⌈ So in all cases, the connectivity of J σ is big enough to extend the map from Link(σ) ∼ = S m−p to a map from the disc D m−p+1 and we can use this to modifyf on the star of σ, in a way which lowers the number of regular bad simplices of maximal dimension. Proof. We do first the case r = 0, that is S = S 4,0 . We have S\{C} ∼ = F 1,2 , an orientable surface of genus 1 with 2 boundary components. C 0 (S\{C}) is not connected, but the larger complex C(S\{C}) is connected [16, Thm.3 
.2.B].
We exploit this fact to construct a map f ′′ as in the following diagram:
To construct f ′′ from f ′ , we need to modify the map on the separating simplices. If a single circle C 0 is separating in S\{C} ∼ = F 1,2 , we must have F 1,2 \C 0 ∼ = F 1,1 ⊔ F 0,3 , the disjoint union of a genus 1 surface with one boundary component and a pair of pants. The boundaries of the pair of pants are the boundaries coming from C, which we denote C + and C − , and one boundary coming from C 0 . Choose an arc I 0 from C + to C − in the pair of pants (as in Fig. 10 (a) ), which closes up to a 1-sided circle in S. The vertices in the link of C 0 are non-trivial circles in S\{C} disjoint from (or equal to) C 0 . If they are not equal to C 0 , such circles must be non-separating in F 1,1 . We replace all the copies of circles of the type C 0 by the corresponding arc/circle I 0 .
We are left to modify f ′ on separating 1-simplices σ = C 0 , C 1 where C 0 and C 1 are both non-separating (and different). Note that in this case we must have that C + and C − are in different components of F 1,2 \σ. Hence there exists arcs I 0 and I 1 from C + to C − (as in Fig. 10 (b) ) so that I i does not intersect C i and I 0 , I 1 become disjoint 1-sided circles in S. Replace σ We do the case r ≥ 1 by induction. Denote by S ′ the surface obtained from S by gluing a disc on one of its boundary components. This induces a map i : C(S) → C(S ′ ) and g = i • f : D 1 → C(S ′ ) satisfies the assumptions of the lemma. By induction, we can modify g to a map g ′ : D 1 → D(S ′ ) restricting to g on the boundary. We choose a liftĝ : D 1 → D(S), starting at one end of D 1 with the value of f at that vertex. This may not agree with f at the other endpoint. Suppose that C 0 and C ′ 0 are two lifts of a non-separating 2-sided circle of C(S ′ ). They form a simplex C 0 , C ′ 0 of C(S) which separates a pair of pants from a genus 2 non-orientable surface. Hence there exists a disjoint 1-sided circle which can be used to connect C 0 and C ′ 0 in D(S). We concatenate this to the lift of g ′ . 5.1. Spectral sequence argument. Consider the (non-augmented) spectral sequence for the action of M = M n,r on X = D(S n,r ) with
where O p is a set of representatives for the orbits of p-simplices σ p in X and Z σp is the module Z twisted by the orientation of σ p . (The twisting in the coefficients comes from the fact that the stabilizer of a collection of circles does not need to fix the simplex pointwise.) Following ideas of [15] , we prove the theorem by comparing the spectral sequence for a closed surface S to that of a surface with one boundary component.
Let R be a surface of genus n with one boundary component, and let S be the surface obtained from R by gluing a disc on its boundary. If R E 1 pq and S E 1 pq denote the two spectral sequences with S n,r being R and S respectively, gluing a disc induces a map of spectral sequences
pq . For each p, we have min(p + 2, n − p) orbits of p-simplices, parametrized by the number of 1-sided and 2-sided circles in the the simplex, and gluing a discs gives a 1-1 correspondence between the orbits of p-simplices in D(R) and those in D(S). 
Each row gives rise to a Hochschild-Serre spectral sequence with
and
, and similarly for the bottom row.
We have a map of spectral sequences ψ :
, the map ψ will be an isomorphism of spectral sequences in this range for any r, so in particular when r + s ≤ For the surjectivity part, we need moreover the map to be surjective when s ≤ n−2p
4 . Note that the action of St R (σ p ) on the twisted coefficient Z σp is actually trivial, so it can be replaced by Z.
There is a second commutative diagram with exact rows:
where the first k factors in Z p+1 are generated by Dehn twists of the form t C
with C + i and C − i the two boundary components in S\σ p coming from a 2-sided circle C i of σ, and the other factors come from Dehn twists along boundary components coming from 1-sided circles. Also, M(R\σ p ) is isomorphic to M n−p−k−1,p+k+2 and M(S\σ ′ p ) is isomorphic to M n−p−k−1,p+k+1 . We again have a map of Hochschild-Serre spectral sequences R E 2 rs → S E 2 rs from the diagram, where now
We have R E 2 0,s ∼ = → S E 2 0,s for all s because Z p+1 is central in both groups. We know moreover that the sequences converge to isomorphic groups when n − 2p − 2 ≥ 4(r + s)+ 2 by Corollary 4.7 as k ≤ p + 1. (The map, induced by gluing a disc, is the right inverse to gluing a pair of pants in this case.) By [15, Thm. 1.3] (using the universal coefficient theorem for condition (v)), we get an isomorphism R E 2 r,0 → S E 2 r,0 for all r ≤ n−2p− 4 4 which is the condition we needed above for the isomorphism in the lemma. For the surjectivity, we need moreover that H r+s (M(R\σ p )) → H r+s (M(S\σ p )) is surjective when r + s ≤ n−2p−4 4 + 1 and this map is always surjective.
Stable homology
In this section, we describe the stable homology of the non-orientable mapping class groups. We first relate the non-oriented (1+1)-cobordism category to the stable non-orientable mapping class group, using a combinatorial model of this category. We then use the work of Galatius-MadsenTillmann-Weiss which computes the homotopy type of the cobordism category in terms of a Thom spectrum associated to the Grassmannians of 2-planes in R n+2 . Let C 2 denote the (1 + 1)-cobordism 2-category, namely C 2 has objects the natural numbers, where n is thought of as a disjoint union of n circles, 1-morphisms from m to n are cobordisms with m incoming and n outgoing circles, and 2-morphisms are given by isotopy classes of diffeomorphisms of the cobordisms fixing the boundary pointwise. We denote by C 2,b the subcategory where the natural map {1, . . . , n} → π 0 (S) is surjective for any 1-morphism S with n outgoing circles. More precisely, we use the following combinatorial model for C 2,b : fix a pair of pants P , a punctured Möbius band M and a disc D which are respectively 1-morphisms P : 2 → 1,P : 1 → 2, M : 1 → 1 and D : 0 → 1.
The boundary circles of these surfaces are parametrized by [0, 2π[. We also consider the circle C as a 1-morphism from 1 to 1. A 1-morphism in C 2,b from m to n is then a surface build out of P,P , M, D and C by gluing and disjoint union, with the incoming boundary components labeled 1, . . . , m and the outgoing ones labeled 1, . . . , n. (See Fig. 11 for an example.) Isolated circles are labeled on both sides. Note that such a morphism has at most n components. In particular, there is no morphism to 0. The identity morphism from n to n is a disjoint union of n circles with the same labels on both sides. The other labellings of the circles give an inclusion of the symmetric group Σ n in C 2,b (n, n) which acts on other morphisms by permuting the labels. Composition of 1-morphisms is by gluing.
The 2-morphisms are isotopy classes of diffeomorphisms taking one surface to the other, identifying the boundary circles via the identity map according to the labels.
Following the notation of [23] , let BC 2,b denote the category enriched over simplicial sets obtained from C 2,b by taking the classifying spaces (or nerve) of the categories of morphisms, i.e. BC 2,b (m, n) := B(C 2,b (m, n)). As 1-morphisms from k to 1 in C 2,b are connected surfaces with k + 1 boundary components, we have
where Γ g,k+1 denotes the mapping class group of an orientable surface of genus g with k + 1 boundary components with the boundaries fixed pointwise. (As we are only considering surfaces with at least one boundary component here, the diffeomorphisms automatically preserve the orientation.) We denote by BC 2,b the classifying space of the simplicial category BC 2,b .
It is equivalent to work with the space of all diffeomorphisms instead of just isotopy classes as the components of the diffeomorphism groups are contractible except in a few low genus cases [4, 5] and we will let the genus tend to infinity. In particular, the category BC 2 can be replaced in the following theorem by the category of embedded cobordisms described in the introduction. . Let E C 2,b C ∞ = hocolim BC 2,b C ∞ . This is a contractible space, being a colimit of contractible spaces (see [23, Lem. 3.3] ). For every object k, there is a pull-back diagram
For each vertex in v ∈ BC 2,b (m, k), the induced map v * : H * (C ∞ (k), Z) → H * (C ∞ (m), Z) is an isomorphism by Theorem A. Indeed, it is enough to show that each building block P,P , M and D induces an isomorphism in homology. Theorem A implies that P, M and D induce isomorphims. It follows thatP also induces an isomorphism as
It follows from [23, Thm. 3.2] that the above diagram is homology Cartesian, i.e. that the inclusion of the fiber into the homotopy fiber is a homology isomorphism. And the homotopy fiber is Ω BC 2,b as the total space is contractible.
Let G n = Gr(2, n + 2) be the Grassmannian of (non-oriented) 2-planes in R n+2 . Let U n and U ⊥ n denote the tautological bundle over G n and its orthogonal complement, and let T h(U ⊥ n ) denote the Thom space of U ⊥ n , the disc bundle of U ⊥ n with its sphere bundle collapsed to a point. Pulling back U ⊥ n+1 along the inclusion G n ֒→ G n+1 gives a map
) so that the spaces T h(U ⊥ n ) form a spectrum. Following [9] , we denote G −2 the spectrum with (G −2 ) n = T h(U ⊥ n−2 ). Let Ω ∞ G −2 := colim n→∞ Ω n+2 T h(U ⊥ n ) be its associated infinite loop space. The main theorem of [9] , in the (nonoriented) dimension 2 case, says that Combined with our Theorem 6.1, this yields 
where Ω ∞ RP ∞ −1 = Ω ∞ G −1 is the infinite loop space associated to the Thom spectrum obtained as above from the orthogonal bundle to the canonical bundle over the Grassmannian of lines in R n+1 (see [9, Prop. 3 
.1]).
The analogous cofiber sequence of spectra for RP ∞ −1 yields the fibration sequence:
where ∂ is the stable transfer associated with the universal double covering space E Z/2 → BZ/2. As ∂ is an equivalence away from 2, the homology of RP ∞ −1 is 2-torsion, which gives Corollary 6.3. Finally Corollary 6.4 follows from the fact that Ω ∞ Σ ∞ (BO(2) + ) is rationally equivalent to BO.
Recall from [3, 2] that for any space X, the homology of Ω ∞ Σ ∞ X at any prime p is an algebra over the homology of X, generated by the DyerLashof operations. We know the homology of BO(2) [1, 6] and of RP ∞ so that, using the two fibration sequences above, it is possible to compute the homology of Ω ∞ G −2 , and hence that of M ∞ . The analogous computations in the orientable and spin cases were carried out by Galatius in [8, 7] . One can verify as a first step that H 1 (Ω ∞ G −2 ; Z) = π 1 (G −2 ) = Z/2.
