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Let G=(V, A) be a directed, planar graph, let s, t # V, s{t, and let
ca>0 be the capacity of an arc a # A. The problem is to find a maximum
flow from s to t in G subject to these capacities. The best asymptotic
bound known so far is O(n log n } min[- n, 3- n log C]), where n=|V |
and C=a # A ca . We introduce a new algorithm, which requires only
O(n log n) time.  1997 Academic Press
1. INTRODUCTION
Problem. Let G=(V, A) be a directed, planar graph,
embedded in the plane such that no two arcs cross each
other. Let s, t # V, s{t. An (s, t)-flow f is a nonnegative
weighting of all arcs in A such that
:
w : (v, w) # A
f(v, w)= :
w : (w, v) # A
f(w, v)
for all v # V"[s, t] ( flow conservation conditions). The total
value of f is defined to be
:
w : (s, w) # A
fs, w& :
w : (w, s) # A
f (w, s) .
Let (ca)a # A be a positive weighting of all arcs, the capacities.
A flow f is feasible with respect to c, if 0 faca for all a # A
(capacity constraints). The problem is to find an (s, t)-flow
with the maximum total value of all feasible flows.
We introduce an algorithm for this problem, which
requires O(n log n) time, where n=|V |. (Note that |A| # O(n)
for planar graphs; cf. [NC88, Chap. 1.4].) This improves on
the previous time bound by a factor of min[- n, 3- n log C],
where C=a # A ca [JV82, KRRHS93].
This special case of the maximum flow problem arises in
many different contexts, because many ‘‘real-life’’ networks,
such as traffic networks or wide-area communication
networks, are usually planar. See [AMO93] for an
exhaustive survey of the maximum flow problem, the planar
special case, and its applications. Moreover, [NC88]
provides a systematic treatment of planar graphs and algo-
rithms, including flow algorithms.
State of the art. Two special cases of the problem have
greatly promoted the research on planar maximum flows:
the (s, t)-planar case and the undirected case. In the former
case, s and t have a face of G in common; that is, inserting
an additional arc (s, t) does not make G nonplanar. The lat-
ter problem may be reformulated as a special case of the
directed version, namely where (w, v) # A for each (v, w) # A
and c(v, w)=c(w, v) .
The first algorithm for the (s, t)-planar case, the ‘‘upper-
most path algorithm,’’ is due to Berge and requires O(n2)
time [Ber57]. Itai and Shiloach demonstrated that this
algorithm can be implemented so as to run in O(n log n)
time [IS79]. Moreover, they showed how to reduce an
instance of the general planar case to O(n) auxiliary (s, t)-
planar problems, which results in O(n2 log n) time for the
general planar case. In the meantime, this worst-case bound
has already been matched by general maximum flow
solvers, e.g. [ST83, GT88].
Another O(n log n) algorithm for the (s, t)-planar case is
mentioned by Hu [Hu69], which, however, does not com-
pute a maximum flow, but only the total value of such a
flow. More precisely, it determines a minimum (s, t)-cut. An
(s, t)-cut is an arc set whose removal separates s from t in G.
The capacity of a cut is the total sum of the capacities of all
arcs which point from the s-side of the cut to the t-side. The
famous max-flow min-cut theorem states that the minimum
capacity of all (s, t)-cuts equals the total value of a maxi-
mum flow [EFS56, FF56].
The algorithm in [Hu69] reduces the minimum-cut
problem in an (s, t)-planar graph to Dijkstra’s shortest path
problem in the dual graph (cf. [NC88]), where the
minimum cut is represented by one of the shortest paths.
Later on, Hassin observed that this algorithm actually
computes all information necessary to determine a maxi-
mum flow within O(n log n) time. Due to Hassin’s insight,
Frederickson’s O(n - log n) bound for Dijkstra’s shortest
path problem immediately transfers to the (s, t)-planar
maximum flow problem, and so does the linear time bound
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recently achieved by Klein, Rao, Rauch-Henzinger, and
Subramanian [KRRHS93].
Furthermore, Hassin’s insight has promoted the research
on the non-(s, t)-planar case. For the undirected non-(s, t)-
planar case, Reif used this approach to develop an
O(n log2 n) time algorithm, which provides only a minimum
cut. This algorithm decomposes the graph along (s, t)-cuts
in a divide-and-conquer manner such that at least one of
these cuts is minimum. Hassin and Johnson extended this
algorithm to compute a maximum flow in O(n log2 n) time
[HJ85]. Incorporating the linear time planar shortest path
algorithm from [KRRHS93], both algorithms can be
implemented so as to run in O(n log n) time. Johnson and
Venkatesan used this divide-and-conquer approach to con-
struct an O(n - n log n) algorithm for the directed planar
(non-(s, t)-planar) problem [JV82]. This time bound is
worse than in the undirected case, because the length func-
tion for the dual shortest path computations is no longer
nonnegative. Very recently, Klein et al. [KRRHS93] solved
the general single-source shortest path problem in planar
graphs in O(n 3- n log nL) time, where &L is a lower bound
on all negative dual arc lengths. Since the dual arc lengths
are defined to equal the primal capacities, this yields an
O(n log n } 3- n log C) implementation of the maximum flow
algorithm in [JV82], where again C=a # A ca .
New result. In this paper now, we introduce an
O(n log n) algorithm for the general planar case, which thus
improves on the best previous bound by a factor of
min[- n, 3- n log C]. From a very high point of view, this
algorithm may be seen as a generalization of Itai and
Shiloach’s implementation of the uppermost path algo-
rithm. To manage the flow efficiently, the new algorithm
makes use of the dynamic trees data structure developed by
Sleator and Tarjan [ST83].
The uppermost path algorithm does not immediately
apply to non-(s, t)-planar instances, because it heavily relies
on the strong topological properties of the (s, t)-planar case.
The key insight for the new algorithm is that these topologi-
cal properties can be replaced by another topological
property: All cycles in the underlying directed graph are
oriented counterclockwise. This property can be achieved
efficiently. In fact, for a given planar maximum flow
problem, the algorithm by Khuller, Naor, and Klein
[KNK93] constructs an auxiliary instance that is com-
pletely equivalent, but satisfies this property.
This general topological insight has recently led to a
simple and intuitive linear-time algorithm for a special case
of the undirected version: No capacity exceeds a fixed upper
bound, which is not part of the input [Wei94].
Organization of the paper. In Section 2, we will impose
some restrictions on the input instance, which do not lessen
generality. Then, in Section 3, the algorithm will be
explained informally, and a formal description is given as
well (Table 1). The worst case bound O(n log n) will be
apparent from the discussion. Finally, in Section 4, we
will prove correctness. An example is shown in Figs. 18
through 26.
2. ASSUMPTIONS ABOUT INPUT INSTANCES
We assume that G is combinatorially embedded in the
plane. This means that, for each vertex, the list of all inci-
dent edges is sorted according to a fixed geometric em-
bedding. It is well known that a combinatorial embedding
can be found in linear time [HT74]. Moreover, we assume
that G is embedded such that t is incident to the outer face.
See Fig. 18.
As mentioned in the Introduction, we will focus our
attention on the case that all cycles in G run counterclock-
wise.
Assumption 2.1. The underlying graph G contains no
clockwise cycles.
This is justified by the result of Khuller et al. cited in the
Introduction [KNK93]. This algorithm determines a cer-
tain circulation in G, that is, a flow that satisfies the flow
conservation conditions even for s and t. (In other words,
the total value of the flow is zero.) This particular circula-
tion saturates all clockwise cycles, which means that the
residual graph of the circulation contains no clockwise
cycles. It is well known from general flow theory that
solving the maximum flow problem in the residual network
of a circulation is equivalent to solving the original problem.
The algorithm in [KNK93] requires O(n log n) time. We
refer to [KNK93] for further details.
Assumption 2.2. Each arc (v, w) # A belongs to some
simple directed (s, w)-path and to some simple directed
(v, t)-path in G.
To satisfy this assumption, simply remove all arcs that
violate it. None of these arcs will help us solve our problem.
The in-degree and the out-degree of a vertex v # V are the
number of arcs entering and leaving v, respectively. The
degree of v is the sum of its in-degree and its out-degree.
Assumption 2.3. The in-degree of s is zero, and its out-
degree is one, the out-degree of t is zero, and for any vertex
v # V"[s, t], the degree is exactly 3.
See Fig. 18. For this assumption, we modify G as follows.
First we add a new vertex s$ to V and a new arc (s$, s) with
sufficiently large capacity to A. Let s$ replace s. This ensures
the assumption about s. Next we remove all arcs leaving t,
so as to ensure the assumption about t. Then we consider all
vertices v # V"[s, t] with degree 2. By Assumption 2.2, one
arc (u, v) enters v, and one arc (v, w) leaves v. Thus, we
replace (u, v) and (v, w) by (u, w), and the capacity of (u, w)
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FIG. 1. Each vertex v # V"[s, t] with a degree greater than 3 is blown
up to a counterclockwise cycle.
equals the minimum of the capacities of (u, v) and (v, w).
(Parallel arcs are merged afterwards, and their capacities
are added up.) Finally, we ‘‘blow up’’ each vertex
v # V"[s, t] with a degree greater than 3 to a counterclock-
wise cycle as shown in Fig. 1. More formally, let a1 , ..., ak be
the arcs incident to v, that is, leaving v or entering v. In par-
ticular, let a1 Oa2 O } } } Oak Oa1 be the (cyclic) counter-
clockwise order of these arcs around v. Add new vertices,
v1 , ..., vk , to V and new arcs, (v1 , v2), (v2 , v3), ..., (vk&1 , vk),
(vk , v1), to A with sufficient capacity. Then replace v by vi as
the vertex incident to ai , i=1, ..., k, and finally remove v
from V.
Obviously, the modified instance is completely equivalent
to the original one, and Assumptions 2.1 and 2.2 are still
valid after these modifications. Furthermore, the following
fact is valid, too.
Corollary 2.4. G is antisymmetric, that is, for (v, w) # A,
we have (w, v)  A.
To see this, note that, because of Assumption 2.2, any
pair of antiparallel arcs must be incident to two vertices
which are incident to at least one further arc entering and
leaving the vertex, respectively. However, this contradicts
Assumption 2.3.
3. THE ALGORITHM
A formal description of the algorithm is given in Table 1.
We are now going to give an in formal explanation. This is
done in a top-down manner. That is, we start with the most
basic concepts, which are well known and common to many
other algorithms, and refine them step by step so as to intro-
duce the special concepts that constitute this particular
algorithm. Some of these basic concepts are reviewed
systematically to make the paper self-contained and to give
a framework for the introduction of all necessary terminol-
ogy and notation.
Augmenting paths. From a very high point of view, the
algorithm is nothing but the generic augmenting path algo-
rithm first introduced by Ford and Fulkerson [FF56]. This
means the following: We start with the flow uniformly equal
to zero, and then we repeatedly augment the flow along
(s, t)-paths that may contain arcs in the forward and in the
backward directions. Augmenting a flow by $0 along
such an (s, t)-path means that the flow over each forward
arc is increased by $, and that the flow over each backward
arc is decreased by $. This preserves the flow conservation
conditions for all vertices except s and t.
The value $ will always be the minimum of all residual
capacities of arcs on the path. The residual capacity of an arc
a with respect to a flow f is defined as ca& fa if a is a forward
arc of the path, and fa otherwise. Thus, the flow always
remains feasible, and in each augmentation we saturate at
least one arc, which means we set fa=ca for a forward arc
or fa=0 for a backward arc. The case $=0 may actually
occur, namely when at least one arc on the path is already
saturated. Excluding this pathological case would com-
plicate the algorithm and the correctness proof without any
profit.
If $>0, the path is called augmenting. It is well known
from general flow theory that a feasible (s, t)-flow is maxi-
mum if and only if there is no augmenting (s, t)-path
[AM093].
Relation to the uppermost path algorithm. This subsec-
tion is intended to provide some further intuitive insights
into the nature of the algorithm by relating itin
retrospectto the algorithm in [Ber57] for the (s, t)-planar
case (recall Section 1). In fact, when applied to an (s, t)-
planar instance, the new algorithm performs the same
augmentations as the algorithm in [Ber57].
The uppermost path algorithm is a variant on the
augmenting path algorithm, too, and works as follows. Sup-
pose G is drawn in the plane such that the outer face is the
common face of s and t, where s is the rightmost vertex, and
t is the leftmost vertex. Then each (s, t)-path divides the rest
of G into an ‘‘upper’’ part and a ‘‘lower’’ part. In each itera-
tion, the uppermost path algorithm chooses the ‘‘topmost’’
augmenting path with respect to the current flow. This
means that any other augmenting (s, t)-path is disjoint with
the upper part of this particular path. In other words, the
algorithm ‘‘scans’’ the whole graph once from its top to its
bottom, with the augmenting path being the scan line.
The algorithm we are going to introduce scans the graph
in a similar manner. However, unlike in the (s, t)-planar
case, the scan line may run once or more around s and
return to arcs that were scanned at earlier stages of the algo-
rithm. (Recall that t is on the outer face and, hence, s is
somewhere inside G unless G is (s, t)-planar.) In the (s, t)-
planar case, both correctness and efficiency rely on the
strong topological properties of this case. In Section 4, we
will show that Assumption 2.1 is strong enough to replace
these properties.
The crucial invariant for the (s, t)-planar case is that, in
each iteration, the topmost path is actually guaranteed to
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TABLE 1
Formal Description of the Algorithm
exist. Next we are going to relax this invariant in two steps
to obtain the invariant that the correctness proof in
Section 4 relies on.
The first step reformulates this invariant so that it makes
sense even in the non-(s, t)-planar case. For if the graph is
not (s, t)-planar, it makes no sense to speak of ‘‘upper’’ and
‘‘lower.’’ However, it still makes sense to divide the arcs inci-
dent to an (s, t)-path into arcs on its right side and arcs on
its left side, where the path is seen from s to t. Now the cru-
cial fact for the uppermost path algorithm may be for-
mulated using this weaker notion: No other augmenting
(s, t)-path leaves the chosen path via an arc on the right
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side. This extension to the general planar case completes the
first step of the relaxation.
However, the resulting invariant is still stronger than
necessary to prove that the algorithm in [Ber57] is correct.
To see what this means, first recall the following general fact
about flows (cf. [AM093]): Every maximum flow f * can be
obtained from any other flow f (not necessarily maximum)
by a sequence of augmentations along (s, t)-paths and
cycles. Based on this fact, we may reformulate the invariant
obtained in the first step as follows. Let f denote the current
flow at any stage of the algorithm, and let f * be a maximum
flow such that f * can be obtained from f by augmenting the
flow only along (s, t)-paths. Then the condition says that
none of these (s, t)-paths leaves the chosen path via an arc
on the right side. The second step of the relaxation replaces
the arbitrary flow f * by one specific flow f *. This still suf-
fices, because once the uppermost path algorithm finds no
more augmenting path, the sequence of augmenting (s, t)-
paths from the current flow f to f * is empty. In other words,
f is maximum.
The correctness proof in Section 4 relies on the last,
weakest invariant. More precisely, this informal condition is
the intuition behind Invariants 4.1(2) and (3), which are
formulated less intuitively for proof-technical reasons.
The specific flow f * will be explicitly constructed in the
beginning of Section 4.3.
Dynamic trees. To achieve O(n log n) time, Itai and
Shiloach maintain a dynamically changing (s, t)-path,
which is just the topmost augmenting path at every
augmentation step. The general idea is the following. We
maintain an array f with real-valued entries, where the set A
of all arcs is the index range of f. In addition, we maintain
a dynamic (s, t)-path p such that, at any stage, each arc of
p is an arc of A in the forward or backward direction. Each
arc in p is internally assigned a real number. Let a # A. If a
does not currently belong to p (in neither direction), then
f [a] is the current flow value of a. Otherwise f [a] may be
‘‘out of date’’ and is, hence, not reliable. In this case, the flow
value of a is represented instead by the real number
associated with a in p. More precisely, the real number
stored for a is the residual capacity of a with respect to the
current flow. Therefore, augmenting the flow along the
(s, t)-path p amounts to reducing all values associated with
arcs on this path by their common minimum. Whenever an
arc a is removed from p, we update f [a] accordingly: Let
g(a) denote the value currently associated with a in p; then
we set f [a]=ca& g(a) if a was a forward arc of p, and
f [a]= g(a) otherwise.
A single (s, t)-path may be seen as a spanning forest
where each vertex not on this path is a trivial tree. The
dynamic trees data structure generalizes paths in this sense:
In general, this data structure maintains a forest F of
pairwise vertex-disjoint, dynamically changing trees, which
spans all vertices of G. The augmenting (s, t)-path will
always be embedded in one of the trees, and the forest F is
modified after each augmentation in order to bypass a
saturated arc. (The case that at least one saturated arc is not
bypassed is a situation where $=0 in the very next augmen-
tation.) We cannot simply maintain a dynamically changing
path, because the algorithm may visit the same arc several
times, namely whenever the augmenting path has ‘‘surroun-
ded’’ s once again. Therefore, to reduce the complexity
down to O(n log n) in total, we keep an arc in the data struc-
ture after it is removed from the current path, unless it is
provably useless in later iterations. The correctness proof
will show that the dynamic trees data structure is exactly
what we need for our purposes.
Details of dynamic trees. In the following, we review
dynamic trees and introduce simultaneously the terminol-
ogy used in this paper. Each tree in the forest F has a certain
root, and the tree path from any vertex to its root, which
may contain arcs in the forward and in the backward direc-
tions, is an augmenting path. An arc (v, w) belonging to the
forest F is called a forward arc of F, if its direction is towards
the root of its tree (i.e., w is the first vertex on the path from
v to its root), and a backward arc otherwise. Each arc is
assigned a real number. For a vertex v that is not the root
of its tree, the out-going arc of v is the first arc on the tree
path from v to its root. All other tree arcs incident to v are
its in-going arcs. The dynamic trees data structure supports,
among others, the following access methods:
init (V) Establishes a forest with vertex set V and no
arcs.
out (v) Returns the out-going arc of vertex v, provided
v is not a root.
value (v) Returns the real number associated with the
out-going arc of vertex v. Precondition is that v is not a
root.
link (v, w, x). Inserts an arc from v to w and associates,
internally, the real number x with this arc. Precondition
is that v is a root (possibly a singleton), and that v and
w belong to different trees.
cut (v) Removes the out-going arc of v from the forest
and thus makes v a new root. Precondition is that v is
not a root.
root (v) Returns the root of v.
min (v) Returns the vertex on the tree path from v to its
root whose out-going arc has the minimum value. Pre-
condition is that v is no root. In case of a tie, the vertex
closest to the root is returned.
augment (v, $) Augments all values along the path
from v to its root by $. Precondition is that v is not a
root.
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The first method takes O(n) time, and each other method
takes O(log n) time (cf. [ST83, Section 5]). As may be seen
from Table 1, the forest operations bound the rest of the
algorithm. Hence, we notice that a linear number of forest
operations is all we need for O(n log n) total time.
Out-going arcs. Recall that we aim at a linear number of
forest operations in total. This is achieved as follows. For
each vertex v # V"[t], we maintain an integer variable out
going [v]. In that, outgoing [v] # [0, 1, 2, 3] for v # V"
[s, t], and outgoing [s] # [0, 1]. This corresponds to
Assumption 2.3, namely as follows. On the one hand, we
have outgoing [s]=1 if and only if s is not a root, but
linked to its (unique) adjacent vertex. On the other hand,
for v # V"[s, t], Assumptions 2.2 and 2.3 imply that the
situation at v is just one of the two situations depicted in
Fig. 2. So, for i=1, 2, 3, outgoing [v]=i means that avi is
the out-going arc of v in F, and outgoing [v]=0 means
that v is a root in F.
To see that this procedure guarantees a linear number of
forest operations in total, first observe from Table 1 that the
algorithm never increases the value of outgoing [v] for
any v # V"[t]. This observation immediately implies that
each arc is inserted in F and removed from F at most once
in either direction. In other words, the total number of calls
to the cut and the link methods of F is linear. Next observe
that at least one arc is removed from F between any two
subsequent augmentations, namely at least one of the arcs
that have been saturated in the former augmentation.
Hence, the number of augmentations is linear as well, which
gives the desired linear bound on the number of all forest
operations.
In the following, the arcs incident to a vertex are always
denoted as shown in Fig. 2. Since the numbering of all arcs
is clockwise in both situations in Fig. 2, all arcs are
considered in counterclockwise order. This procedure im-
plements the general strategy mentioned above, namely to
scan the graph in a similar manner as in [Ber57].
Active arcs and paths. Let v # V"[t] and consider avi # A
for some i. We say that this arc is active in the direction out
FIG. 2. Assumptions 2.2 and 2.3 imply that the neighborhood of every
vertex v # V"[s, t] looks like one of the two pictures. In this paper, the arcs
incident to a vertex are always denoted as shown in this figure.
of v as long as outgoing [v]i. Let p be a path in G that
may contain forward and backward arcs. Then p is called
active as long as each forward (resp. backward) arc of p is
active in the forward (backward) direction.
The initial forest. The initial forest F is determined by
the initial choices of outgoing [v] for v # V"[t]. We set
outgoing [s]=1 and outgoing [v]=3 for v # V"[s, t]
and insert the corresponding arcs in F. In Section 4.1, we
will prove that the result is a spanning tree rooted at t. In
particular, there is an (s, t)-path in F. Note that each path
in F is trivially augmenting, since it consists solely of
forward arcs and each arc has a strictly positive capacity.
Modifying the forest. After each augmentation, we have
to modify the forest F in order to bypass a saturated arc on
the (unique) (s, t)-path in F. In Section 4.1, we will show
that the modification strategy we are going to introduce
now always maintains the following invariant: In each
augmentation step, the forest F consists of a single ‘‘large’’
tree rooted at t and, possibly, some isolated singleton ver-
tices. The singletons are vertices that we do not need any
longer for a maximum (s, t)-flow. Therefore, the algorithm
may terminate once s becomes a singleton, because while
the current flow is not maximum, s is certainly needed for
augmenting the flow further. Of course, while s is not a
singleton, the forest F always contains an augmenting path
from s to t.
To modify the forest after an augmentation, we
repeatedly select a saturated arc on the (s, t)-path in F (by
forest method min) and perform two actions. First, we
remove the arc from F, which cuts the large tree rooted at
t into two trees. Second, we try to link the new root to the
tree rooted at t. This trial will possibly result in a ‘‘chain
reaction,’’ that is, this simple action may force us to bypass
many other arcs in F in the same manner. For this reason,
the corresponding procedure (named linktotorisolate)
is recursive.
Let a be the saturated arc chosen and let v # V such that
a is the out-going arc of v, a=avoutgoing [v] . After removing
a from F, we decrease outgoing [v] by one. (This opera-
tion is always safe, since we have outgoing [v]>0 at the
beginning of every, possibly recursive, call to linktot
orisolate.) After that, we make a case distinction. If
outgoing [v]=0 afterwards, we cannot root v at t again
without breaking our rule that outgoing [v] is always
nonincreasing. Therefore, v must become a singleton of F in
order to maintain the invariant that all vertices not linked
to t are singletons. However, v may still have some in-going
arcs. To isolate v, we must bypass all these arcs (realized by
procedure isolate in Table 1). This means that we have to
remove each of them from F and call the link-or-isolate pro-
cedure recursively with the other vertices incident to these
arcs. This is all we have to do in the case of outgoing
[v]=0.
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On the other hand, consider the case that out
going [v]>0 after removing a from F and decreasing out
going [v] by one. Then the new arc avoutgoing [v] is a
candidate for linking v to the other incident vertex, say w. If
we decide to choose this candidate, we insert the new arc
avoutgoing [v] in F in the direction from v to w. Otherwise, we
continue with the next candidate arc, if any, which simply
amounts to a recursive call to the link-or-isolate procedure
with v.
Basically, there may be four situations where we do not
simply insert the current candidate arc and go on: First, if
this arc is saturated in the direction out of v; second, if w is
already a singleton in F, that is, outgoing [w]=0. Third,
we definitely must avoid cycles in F in order for the dynamic
trees data structure to work properly. Finally, for technical
reasons, we have to avoid certain situations in F, which we
will call exceptional in what follows. Whenever one of the
first two situations occurs, we reject the current candidate
and proceed with the next candidate arc for v. The last two
cases are not that easy and need some further explanation.
Avoiding cycles in F. We have to test whether or not
inserting avoutgoing [v] in F would produce a cycle in F. This
test is very simple, since v is a root at this moment; the inser-
tion operation would produce a cycle if and only if
v=F .root (w). Note that this test also succeeds in the case
of a ‘‘cycle’’ of length 2, that is, avoutgoing [v] is currently the
out-going arc of w. If inserting avoutgoing [v] produced a
cycle, we do not reject avoutgoing [v] . Instead, we remove the
out-going arc of w and insert avoutgoing [v] to link v to w.
Thus, we have shifted the linkage problem from v to w, and
consequently, we try to root w at t afterwards. This is done
by a recursive call to the link-or-isolate procedure with w.
To give some intuition for this procedure, we must dis-
tinguish between clockwise and counterclockwise cycles. In
Section 4.2, we will prove that the procedure works well if
the cycle to be avoided is counterclockwise (Corollary 4.19)
and that the clockwise case does not occur at all
(Corollary 4.20). So focus attention on a counterclockwise
cycle C (cf. Fig. 3) and consider the arcs incident to C from
outside. Our scan strategy implies that each such arc is non-
active in the direction out of C, except for (possibly) the
unique arc incident to C at v and except for arcs au1 at ver-
tices u such that C enters u via au2 and leaves u via a
u
3 . Such
a vertex u is depicted in Fig. 3 as well.
Recall that t is on the outer face and thus outside C.
Hence, any simple active (s, t)-path p that uses a$ in the
direction out of w leaves C via an arc of the latter kind,
because if p left C via the unique arc of the former kind, p
would not be acyclic. In Section 4.2, we will prove that the
arcs of the latter kind may be disregarded; this is the idea
behind the technical Lemma 4.18. On the other hand, the
general idea of the core of the proof is to show that arcs may
always be disregarded in nonactive directions. Therefore,
FIG. 3. Suppose all arcs of the cycle C except a belong to F in counter-
clockwise direction, and suppose a is currently examined as a candidate for
connecting v to another vertex. This case may actually occur, and in
Section 4.2 it is shown that a$ may be removed without any harm. (In the
figure, only the directions of arcs that actually matter are displayed).
avoiding the cycle C by making a$ nonactive in the direction
out of w is a safe operation. Note that we cannot simply
apply the usual strategy, namely to reject a and to continue
with the next candidate arc for v. In fact, a simple path that
contains a in the direction from v to w may leave C via the
third arc incident to w, and from our scan strategy we can-
not conclude enough information about this particular arc.
However, things are completely different if C is a clock-
wise cycle. This is one of the main reasons for avoiding
exceptional situations, which we discuss next.
Exceptional situations and paths. Let u # V"[s, t] such
that the following situation occurs: u is of the first type in
Fig. 2, au2 is an in-going arc of u in F, and a
u
1 is the out-going
arc of u in F. This situation is henceforth called exceptional,
and a path that contains such a situation is called excep-
tional, too.
In our algorithm, we want to avoid exceptional situations
in F. Whenever we have to decide whether or not to insert
an arc, we immediately reject it, if insertion would raise an
exceptional situation at one of the incident vertices. We
avoid exceptional situations in F to avoid certain traps and
pitfalls into which the algorithm may otherwise run. One of
these traps was mentioned above: clockwise cycles. Figures
4 and 5 demonstrate that clockwise cycles must be avoided
and that avoiding exceptional situations solves this prob-
lem. In fact, after the first augmentation step in Fig. 4, the
arc b is the unique arc saturated in the forward direction.
Bypassing b causes a chain of bypass steps around the face C.
The call to function exceptional1 in the very first call to
the link-or-isolate procedure, which is with u, returns
TRUE. Therefore, the arc from the head of a into u is
replaced in F by the arc into t. As a consequence, the chain
reaction is terminated by inserting (v, w) in F. Now assume
that the exceptional situation at u had not been caught.
Then inserting (v, w) would close a cycle in F, namely C,
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FIG. 4. A simple instance that fulfills all assumptions from Section 2.
The arcs in the initial forest F, which are all forward arcs, are labeled ‘‘+.’’
We assume that b has capacity 1 and that all other arcs have capacity 2.
and thus the algorithm would remove a from F before
inserting (v, w). However, this is an obvious mistake,
because a is necessary to achieve maximality.
Avoiding exceptional situations. In Table 1, the function
exceptional2 obviously avoids any exceptional situation
at w that may be caused by inserting (v, w) in F. (We check
outgoing [w]2 instead of outgoing [w]=1, because
otherwise an exceptional situation would occur at w in the
very next step in the case of outgoing [w]=2.) In prin-
ciple, the function exceptional1 does the same for v,
however, in a less obvious way. Note that an exceptional
situation at v can occur only when the link-or-isolate proce-
dure is called properly recursively. In fact, otherwise av2
could not be an in-going arc of v in a call to
linktotorisolate where outgoing [v] is decreased
FIG. 5. Bypassing b causes a chain reaction around C. In the situation
depicted, (v, w) is currently examined as a candidate for connecting v to
another vertex, and it is assumed that the exceptional situation at u was not
caught. Forward arcs of the current forest F are again labeled ‘‘+,’’ and
backward arcs are labeled ‘‘&.’’
from 2 to 1. We next show that the potential exceptional
situation at v is already caught in the call to
linktotorisolate on the deepest level of the recursion
but one, either by exceptional1 or by step 4c of function
linktotorisolate.
Let w$ be the other vertex incident to av2 . The call on the
deepest level but one was either with w$ or with v. It cannot
have been with w$, because otherwise the call to function
exceptional2 in this call to the link-or-isolate procedure
had prevented the assumed situation at the deepest level of
the recursion by rejecting (w$, v) and continuing with the
next candidate arc for w$. So consider the case that the call
to the link-or-isolate procedure was with v on the deepest
level but one. In this call, outgoing [v] is decreased from
3 to 2. The potential exceptional situation at v was already
caught in this call, namely by function exceptional1 if
f(w$, v)=0, and by step 4c otherwise. In fact, if f(w$, v)>0, the
condition checked in the second ELSEIF clause is true, and
all conditions checked before (incl. the check by function
saturated) are false.
Observe that in Table 1 we apply the procedure to avoid
exceptional situations before the procedure to avoid cycles.
This is a consequence of this discussion. In fact, in a situa-
tion where a clockwise cycle and an exceptional situation
are simultaneously to be avoided, the procedure to avoid
cycles removes the wrong arc from F.
Implementation. An implementation is given in Table 1.
Remember that the input instance is expected to satisfy
Assumptions 2.12.3. For convenience, we assume that the
graph G=(V, A), source s, target t, capacities (ca)a # A , the
resulting flow f, and the forest F are defined globally. To be
systematic, we denote the unique arc leaving s by as1 .
To conclude the informal explanation, we now sum-
marize the result of the discussion.
Theorem 3.1. The algorithm in Table 1 returns a
feasible (s, t)-flow after O(n log n) steps.
4. CORRECTNESS
By Theorem 3.1, we only need to show that the resulting
(s, t)-flow f is actually maximum. We will prove three
invariants, from which maximality is easily concluded. For
convenience, we first define a certain path set in G.
Paths in f $& f. Let f and f $ be two feasible (s, t)-flows
and let p be an (s, t)-path which may contain arcs in the
forward and the backward direction. We say that p is in
f $& f if f $a> fa for each forward arc of p and f $a< fa for each
backward arc of p. Note that, if f and f $ are feasible flows,
then all (s, t)-paths and cycles in f $& f are augmenting with
respect to f. We say that p is in f if p is in f &0; that is, p con-
tains only forward arcs, and all arcs of p have positive flow
values.
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Now we are able to state the three invariants. From
Section 3, Relation to the uppermost path algorithm, re-
member the informal discussion of Invariants 4.1(2) and (3).
Invariant 4.1. Throughout the algorithm, the following
three facts are maintained as invariants:
1. Whenever the condition of the WHILE-loop in the
main routine is evaluated, F consists of one tree rooted at t
and ( possibly) some singletons.
2. Let v # V and let a # A be an arc incident to v which is
non-active in the direction out of v. Every augmenting
(v, t)-path that starts with a is exceptional, unless the current
flow is already maximum.
3. There is a maximum (s, t)-flow f * such that, for the
current flow f at an arbitrary stage, all (s, t)-paths in f *& f
are non-exceptional.
Before proving the invariants, we first show that they
actually suffice to prove that the algorithm is correct.
Corollary 4.2. The algorithm returns a maximum
(s, t)-flow (not necessarily f *).
Proof of Corollary 4.2. Suppose the final flow f is not
maximum. Then there is an (s, t)-path p in f *& f. Clearly,
p is augmenting with respect to f. The first invariant implies
that, on termination, s is a singleton. Therefore, the arc
leaving s is not active in the direction out of s at that final
stage, which means that p is nonactive. If the final flow were
not maximum, the second invariant would imply that p is
exceptional, which contradicts the third invariant. K
Organization of the proof. The three invariants are
proved in the following three subsections, using an induc-
tion on the basic steps of the algorithm, in each case. The
first invariant is proved independently of the latter
invariants. In principle, the second and third invariants are
proved independently of each other, too. However, the
proofs of the induction steps rely on a joint induction
hypothesis, namely that both invariants are valid immedi-
ately before the assumed basic step of the algorithm is
executed.
4.1. Proof of the First Invariant
We will prove the first invariant by induction on the calls
to the access methods cut and link of the forest F. The basis
of the induction is established by the following Lemma 4.3.
Afterwards we will prove the induction itself (Lemma 4.4).
Both lemmas are formulated in a somewhat stronger way
than necessary for proving the first invariant.
Lemma 4.3. The initial forest F is a spanning tree rooted
at t.
Proof. Let A$ denote the set of all arcs in the initial
forest F. Obviously, t is the only vertex with out-degree 0 in
A$, and all other vertices have out-degree 1. Hence, it suf-
fices to show that A$ is acyclic. Suppose for a contradiction
that there is a cycle C in A$. As t is a sink of the initial F, t
does not belong to C. Since t is incident to the outer face, t
does not belong to the interior of C either. In summary, t is
outside C.
By Assumption 2.1, C is a counterclockwise cycle. This
means that t is on the right side of C. Assumption 2.2 implies
that there is an arc (v, w) # A such that v lies on C and w is
on the right side of C. In particular, v is different from t.
Moreover, by Assumption 2.3, s does not belong to C, and
thus v is different from s, too. Hence, v is incident to exactly
three arcs, namely to (v, w) and the two arcs of C incident
to v. However, as (v, w) leaves C on the right side, we have
(v, w)=av3 , which contradicts the fact that a
v
3 is the (only)
arc leaving v that is initially inserted in F. K
Lemma 4.4. At any stage of the algorithm after the call




3. Vertices for which procedure linktotorisolate is
currently being executed (or is going to be executed
immediately afterwards).
Proof. Lemma 4.3 establishes the basis of the induction.
The induction may fail to be maintained only through a call
to the procedure remove. When we call remove in the main
routine or in isolate, we apply linktotorisolate to the
new root in the very next step. And when we call remove
in step 4c of linktotorisolate, we apply linkto
torisolate to the new root in step 4e. Obviously, whenever
a call to linktotorisolate terminates, its argument is
either linked to another vertex or has become a singleton. K
4.2. Proof of the Second Invariant
By induction on the steps of the algorithm after init. Note
that the second invariant is trivially satisfied immediately
after the call to procedure init. So consider the first stage
where the second invariant fails to be maintained. This
means that there is v # V and an arc a # A which is incident
to v and nonactive in the direction out of v, and some non-
exceptional, augmenting (v, t)-path p starts with a.
Assumption 4.5. Throughout the whole subsection, we
assume that v # V and a # A, that a is incident to v and nonac-
tive in the direction out of v, and that p is an augmenting, non-
exceptional (v, t)-path that starts with a.
In principle, two different things may have happened:
Either a has already been nonactive and p becomes augment-
ing at this stage, or p has already been augmenting and a
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becomes nonactive now. We will apply a somewhat finer
case distinction.
Possible cases. 1. The nonactive, nonexceptional (v, t)-
path p, which starts with a, has become augmenting by an
augmentation of the current flow along the (s, t)-path pF in
F with a strictly positive value of $.
(a) The arc a is a forward arc of pF (and, thus, a back-
ward arc of p).
(b) The arc a is a backward arc of pF (and a forward
arc of p).
(c ) The arc a does not belong to pF .
2. The augmenting, nonexceptional (v, t)-path p, which
starts with a, has become nonactive by decreasing the value
outgoing [v], where procedure linktotorisolate is
called with v
(a) from the main routine;
(b) from procedure isolate;
(c ) recursively from linktotorisolate
i. because function saturated returns TRUE;
ii. because outgoing [w]=0;
iii. in step 4a;
iv. in step 4b;
v. because function exceptional2 returns TRUE;
vi. in step 4e, where the detected ‘‘cycle’’ has length
2;
vii. in step 4e, where the detected cycle has length
greater than 2.
Assumption 4.6. We may assume that all arcs of p
except a are active.
Proof. If there is an arc a${a of p nonactive in the first
main case, we may replace a by a$ and p by the subpath of
p starting with a$; and if there is such an arc in the second
main case, the induction hypothesis proves that the subpath
of p starting with a$ (and hence p itself) has become excep-
tional even before. K
In the rest of this subsection, we will handle all cases
separately. Let w denote the vertex of p immediately after a.
Then Assumption 4.6 means that the subpath of p from w to
t is active and augmenting. Clearly, we have w{t, because
an arc incident to t becomes nonactive only if it is saturated,
and afterwards it is touched never again.
One note on the general notation in the sequel: Some of
the lemmas consist of extensive case distinctions. The dif-
ferent cases are labeled Int.Case (internal case), followed by
a combination of digits and the statement defining the case,
respectively (all bold, in fact).
This completes the introduction to this subsection. We
will time and again refer to this introduction, either
explicitly or implicitly.
Main Case 1.
Lemma 4.7. The second invariant is maintained in
Case 1(a).
Proof. In this case, a=(w, v). See Fig. 6. Let a$ be the
immediate successor of a on pF . Then a$ is incident to v, and
a$ is the current out-going arc of v.
Int.Case (1) (a$ leaves v). Let i, j # [1, 2, 3] such that
a=avi and a$=a
v
j . Since a enters v and a$ leaves v, we have
j>i, and since a is nonactive in the direction out of v, we
have i>outgoing [v]. In particular, a$ is nonactive in the
direction out of v, which contradicts the fact that a$ is the
outgoing arc of v.
Int.Case (2) (a$ enters v). Let a" be the third arc inci-
dent to v. By Assumption 2.2, a" leaves v.
Int.Case (2.1) (a" leaves v on the left side of pF). Then
we have a=av2 and a$=a
v
1 , and, hence, pF is exceptional.
However, the algorithm prevents every exceptional path
in F.
Int.Case (2.2) (a" leaves v on the right side of pF).
This means a=av1 and a$=a
v
2 . However, then the fact that
a is nonactive in the direction out of v means outgoing
[v]=0, which again contradicts the fact that a$ is the out-
going arc of v. K
Lemma 4.8. The second invariant is maintained in
Case 1(b).
Proof. In this case, a=(v, w), and a is the current out-
going arc of w in F. Now let a$ be the immediate successor
of a on p. In particular, a$ is incident to w.
FIG. 6. The situation in Lemma 4.7. Since the orientation of a$ is
unknown (and does not matter), it is not indicated by an arrow.
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Int.Case (1) (a$ leaves w). Then a$ is nonactive in the
direction out of w because no arc entering w (such as a) can
become the out-going arc of w unless all arcs leaving w (such
as a$) are nonactive in the direction out of w. This con-
tradicts Assumption 4.6.
Int.Case (2) (a$ enters w).
Int.Case (2.1) (a$ belongs to pF). Let a" be the third
arc incident to w. By Assumption 2.2, a" leaves w. However,
if a" leaves pF on the left side, then pF is exceptional, and if
a" leaves pF on the right side (and, thus, p on the left side),
then p is exceptional. The former case is prevented by the
handling of exceptional paths, and in the latter case, we
have in fact proved maintenance of the second invariant.
Int.Case (2.2) (a$ does not belong to pF). Then a$
enters w either from the left side or from the right side of pF .
In the former case, we have a=aw2 and a$=a
w
1 . Hence, p is
exceptional, and maintenance of the second invariant is
proved. In the latter case, we have a=aw1 , a$=a
w
2 , and out
going [w]=1. Therefore, a$ is nonactive in the direction
out of w. This again contradicts Assumption 4.6. K
Lemma 4.9. The second invariant is maintained in
Case 1(c).
Proof. In any case, p must contain an arc a$ of pF such
that the directions of a$ with respect to p and pF are
opposite, because otherwise p cannot have become augmen-
ting by the last augmentation step. In particular, let a$ be the
first such arc on p and let u # V such that a$ is the out-going
arc of u with respect to p (and thus the in-going arc of u with
respect to pF). See Fig. 7.
Let p$ be the concatenation of the subpath of p from v to
u and the subpath of pF from u to t. Then p$ is nonactive
because of a. Moreover, let f and f $ be the flow immediately
before and after the last augmention along pF , respectively.
Then the subpath of p from v to u is augmenting with respect
to f, because it is by assumption augmenting with respect
FIG. 7. The situation in Lemma 4.9.
to f $, and no flow value along this subpath has changed.
Clearly, the subpath of pF from u to t is augmenting with
respect to f. In summary, p$ is nonactive and augmenting
with respect to f.
We now show that the subpath of p from v to u is excep-
tional, which immediately proves the maintenance of the
second invariant. So assume for a contradiction that this
subpath is nonexceptional. By induction hypothesis, p$ is
exceptional, because p$ is nonactive and augmenting with
respect to f. However, pF is nonexceptional, because all
paths in F are so. Hence, the configuration which makes p$
exceptional must occur at u, since the subpath of p from v to
u is assumed to be nonexceptional. This means that au2
enters u, and that au2 and a
u
1 are the in-going and out-going
arcs of u with respect to p$. See Fig. 7. Hence, pF enters u via
a$=au3 and leaves u via a
u
1 , and p enters u via a
u
2 and leaves
u via au3 . In particular, we currently have outgoing
[u]=1, and a$=au3 is no longer active in the direction out
of u. This contradicts Assumption 4.6. K
Main Case 2 Except Case 2(c)vii. We handle Case 2(c)vii
separately afterwards, because this is by far the most com-
plicated case. Recall the definitions of v, w{t, a, and p from
the beginning of this subsection.
Lemma 4.10. The second invariant is maintained in
Case 2(a).
Proof. In this case, a is saturated in the direction out of
v. This immediately contradicts the choice of p. K
Lemma 4.11. The second invariant is maintained in
Case 2(b).
Proof. Then outgoing [w]=0, and the very next arc
after a on p is nonactive in the direction out of w. This con-
tradicts Assumption 4.6. K
Lemma 4.12. The second invariant is maintained in
Case 2(c)i.
Proof. Then a is saturated in the direction out of v,
which again contradicts the choice of p. K
Lemma 4.13. The second invariant is maintained in
Case 2(c)ii.
Proof. Analogous to Case 2(b). K
Lemma 4.14. The second invariant is maintained in
Case 2(c)iii.
Proof. In this case, v and w have exchanged their roles
in this proof compared with Table 1. Hence, using the nota-
tion introduced in the beginning of Section 4.2, we have
a=(v, w)=awoutgoing [w] and thus outgoing [w]2. Let
i # [1, 2, 3] such that awi is the arc of p next after a. If
i>outgoing [w], this contradicts Assumption 4.6. On the
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other hand, if i<outgoing [w], we have i=1 and
outgoing [w]=2. This contradicts the assumption that p
is nonexceptional. K
Lemma 4.15. The second invariant is maintained in
Case 2(c)iv.
Proof. In this case, we have a=(w, v) and f(w, v)=0. This
contradicts the assumption that p is augmenting. K
Lemma 4.16. The second invariant is maintained in
Case 2(c)v.
Proof. Let i such that awi is the arc of p next after a. Then
we have i=3 or i=1. The former case contradicts Assump-
tion 4.6 and the latter case contradicts the assumption that
p is nonexceptional. K
Lemma 4.17. The second invariant is maintained in
Case 2(c)vi.
Proof. Let i such that a=awi . Since a becomes nonactive
in the direction out of v at the current stage, the call to
linktotorisolate on the deepest level of recursion is with
v. However, in case 2(c)vi, this call is directly recursive. So
consider the call to linktotorisolate on the deepest level
but one. In Case 2(c)vi, the latter call is with w and has
decreased outgoing [w] from i+1 down to i. In par-
ticular, i=1 or i=2.
Int.Case (1) (i=1). The next arc of p after a is one of aw2
and aw3 . However, both arcs are already nonactive in the
direction out of w. This contradicts Assumption 4.6.
Int.Case (2) (i=2). The next arc of p is aw3 or a
w
1 . In the
former case, we obtain the same contradiction as in
Int.Case (1). In the latter case, we make a further case dis-
tinction.
Int.Case (2.1) (a enters w). Then the situation at w
makes p exceptional, which proves maintenance of the
second invariant.
Int.Case (2.2) (a leaves w). Then we still have fa=0,
since the flow of a cannot become positive unless a=awi has
become, even before, the out-going arc of its tail, which is w.
However, no flow has changed so far after outgoing [w]
has been set from i+1 to i. This contradicts the assumption
that p is augmenting. K
Case 2(c)vii. Remember the definitions of v, w, a, and p
from the beginning of Section 4.2. Throughout the remain-
der of this subsection, C denotes the cycle that we prevent
by removing a in the direction from v to w. In that, we
regard C as oriented, namely such that v precedes w
immediately on C. Therefore, a has just become nonactive in
the very last step in the direction conforming to the orienta-
tion of C.
As explained in Section 3, ‘‘Avoiding cycles in F,’’ the
proof consists of two parts. First we prove that the second
invariant is maintained in Case 2(c)vii, if the orientation of
C is counterclockwise. After that, we show that Case 2(c)vii
does not occur at all with a clockwise cycle C, unless the flow
is already maximum. Clearly, once the flow is maximum, the
second invariant is void.
The proof for the counterclockwise case is an easy conse-
quence of the following (not so easy) technical lemma,
which will also be useful for the clockwise case. From
Section 3, Avoiding cycles in F, remember the intuition that
motivated this lemma.
Lemma 4.18. Consider a situation where Case 2(c)vii
occurs with a counterclockwise cycle C involved. Let p$ be a
path in G, which may contain forward and backward arcs,
with the following properties:
1. p$ is nonexceptional and augmenting;
2. p$ starts with a vertex inside C or belonging to C, and
in the latter case, the first arc of p$ belongs to C, too, and is
oriented by p$ conforming to the (counterclockwise) orienta-
tion of C;
3. p$ ends with a vertex outside C.
Then the first arc of p$ outside C is nonactive in the direction
of p$.
Proof. By an extensive case distinction. Throughout this
proof, y # V is the first vertex of p$ which belongs to the
exterior of C, and x # V is the immediate predecessor to y on
p$. Then x belongs to C. Clearly, we have either (x, y) # A or
( y, x) # A, and in either case, we have to show that this arc
is nonactive in the direction out of x. Let a1 and a2 be the
in-going and the out-going arc of x with respect to C. Then
the counterclockwise order of these three arcs around x is
a1 O (x, y)Oa2 Oa1 (resp., a1 O ( y, x)Oa2 Oa1).
Int.Case (1) (x, y) # A.
Int.Case (1.1) (a2 leaves x). Then we have (x, y)=
ax3 , a2=a
x
2 , and outgoing [x]=2. Hence, (x, y) is no
longer active in the direction out of x, which proves the
claim.
Int.Case (1.2) (a2 enters x). Then (x, y) is no longer
active in the direction out of x either, because no arc enter-
ing x (such as a2) becomes the out-going arc of x, unless all
arcs leaving x (such as (x, y)) are nonactive in the direction
out of x, which again proves the claim.
Int.Case (2) (x, y) # A. Since p$ is augmenting, the
current flow over ( y, x) is positive. Thus, there is an (s, t)-
path or cycle, say p", in the current flow which contains
( y, x) (in the forward direction, in fact). The core of the
proof is to investigate how p" may be related to C. As long
as we do not specify p" any further, any statement on the
possible courses of p" tells us whether or not the arcs con-
cerned may carry positive flow, respectively.
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Int.Case (2.1) ( p" may be chosen so as to leave x via
a1). Then a1 leaves x and carries a positive flow. If a2
leaves x, too, we have a2=ax3 and a1=a
x
2 and thus out
going [x]2, because a1 must have been the out-going
arc of its tail even before. Hence, a2 is nonactive in the direc-
tion out of x, which contradicts the assumption that the
algorithm runs into C. On the other hand, if a2 enters x, we
have a2=ax1 and outgoing [x]=1. Therefore, ( y, x) is
nonactive in the direction out of x, which proves the claim.
Int.Case (2.2) ( p" cannot be chosen so as to leave x via
a1). Thus, p" leaves x via a2 . In other words, at x, p" starts
running along C counterclockwise. Then p" may be related
to C in three different ways: p" equals C, or p" enters the
interior of C or the exterior of C next after x.
Int.Case (2.2.1) ( p" can be chosen so as to enter the
interior of C next). See Fig. 8. Let z # V be the vertex of C
where p" stops running along C counterclockwise and
enters the interior of C. Let a3 and a4 be the in-going and the
out-going arc of z with respect to C, and let a5 be the other
arc incident to z. Then a3 and a5 are the in-going and the
out-going arcs of z with respect to p". In particular, a3 enters
z and a5 leaves z. If a4 leaves z, too, we have a4=az3 and
a5=az2 . Furthermore, we have outgoing [z]2, since a5
carries positive flow. However, then a4 is already nonactive,
which contradicts the assumption that the algorithm runs
into C. On the other hand, if a4 enters z, C is exceptional.
Hence, the handling of exceptional situations had prevented
us from running into C during the algorithm. In either case,
we obtain a contradiction.
Int.Case (2.2.2) ( p" cannot be chosen so as to enter
the interior of C next). Then p" either equals C or enters
the exterior of C next after x. Up to now, p" was an arbitrary
(s, t)-pathcycle in the current flow containing ( y, x). In
Int.Case (2.2.2) now, we specify p" further. Namely if p" may
be chosen so as to equal C, that is, all arcs of C are forward
arcs and carry positive flow, we choose p" to be this cycle.
Otherwise, we choose a pathcycle p" that runs as long as
FIG. 8. The situation in Int.Case (2.2.1) in the proof of Corollary 4.19.
possible counterclockwise along C before it leaves C and
enters its exterior. In other words, if u denotes the vertex,
where p" leaves C, then no piece of the flow leaves u via the
out-going arc of u with respect to C, because otherwise we
could extend p" a bit further along C.
Now we turn our attention back to the path p$ assumed
in Lemma 4.18. Note that p$ and p" have ( y, x) in common
and orient this arc differently. Hence, p$ and p" have a vertex
z in common such that z precedes y on p$, y precedes z on
p", and the subpath of p$ from z to y is just the reverse of the
subpath of p" from y to z. (At least z=x will do.) In the
remainder of this proof, z is chosen such that this common
subpath is inclusion-maximal.
By the specific choice of y in the beginning of this proof,
z cannot belong to the exterior of C. Moreover, in
Int.Case (2.2.2), z cannot belong to the interior of C either.
Hence, z belongs to C. In particular, p$ runs along C from
z to y, and in fact clockwise. This is now the point where we
need the second assumption of Lemma 4.18. This assump-
tion simply means that p$ cannot start with z. In other
words, z does have an in-going arc a$ with respect to p$.
Again by the specific choice of y, the subpath of p$ up to z
dogs not meet the exterior of C, and thus a$ belongs to C or
to its interior.
Int.Case (2.2.2.1) (a$ belongs to the interior of
C). See Fig. 9. If a$ enters z, p$ is exceptional, (which con-
tradicts the situation of Lemma 4.18. On the other hand, if
a$ leaves z, the current flow over a$ is positive. However, in
this case, we could alternately define p" so as to leave C at
z and enter its in terior. However, this is impossible in
Int.Case (2.2.2.)
Int.Case (2.2.2.2) (a$ belong to C and z=x). See
Fig. 10. In this case, we have a$=a1 . If a$ enters x, p$ is
exceptional, which contradicts the situation of Lemma 4.18.
On the other hand, if a$ leaves x, the current flow over a$ is
positive, since p$ is augmenting. However, this is impossible
in Int.Case (2.2).
FIG. 9. The situation in Int.Case (2.2.2.1).
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FIG. 10. The situation in Int.Case (2.2.2.2.)
Int.Case (2.2.2.3) (a$ belongs to C and z{x). See
Fig. 11. In particular, p" does not equal C. Since we are in
Int.Case (2.2.2), p" enters the exterior of C at u. More
precisely, a$ is just the out-going arc of z with respect to C.
If a$ enters z, p$ is again exceptional. For the case that a$
leaves z, recall the specific choice of p". Namely p" was
chosen so that no other path runs further along C before
leaving C. However, this implies that the current flow over
a$ is zero, which contradicts the fact that p$ is augmenting in
the situation of Lemma 4.18. K
Corollary 4.19. The second invariant is maintained in
Case 2(c)vii if the cycle involved is a counterclockwise cycle.
Proof. Remember the definitions of v, w, a, and p from
the beginning of Section 4.2. The path p must leave C some-
where after a and enter the exterior of C in order to reach
t finally, because t is on the boundary of G. Moreover, the
arc a with which p starts belongs to C and is oriented by p
conforming to the (counterclockwise) orientation of C. By
assumption, p is nonexceptional and augmenting. In sum-
mary, we may apply Lemma 4.18 and obtain that p contains
a nonactive arc different from a, which contradicts Assump-
tion 4.6. K
FIG. 11. The situation in Int.Case (2.2.2.3).
Because of Corollary 4.19, it remains to show that
Case 2(c)vii does not occur with a clockwise cycle involved
unless the flow is maximum. The outline of the proof is given
in Corollary 4.20; the basis consists of three lemmas, which
relate three different imaginary stages of the algorithm to
each other.
Stage S1 . The first stage where Case 2(c)vii occurs at
all with a clockwise cycle involved.
Stage S2 . The first stage where some arc has positive
flow value and is nonactive in the backward direction.
Stage S3 . The first stage where the current flow is not
acyclic, that is, there is a directed cycle of G such that all arcs
of this cycle carry positive flow.
For two stages S and S$ of the algorithm, SOS$ means
that S precedes S$, and SPS$ means that S precedes or
equals S$. Equipped with this notation, we now summarize
the three parts of the proof for the clockwise case (Lemmas
4.214.23).
1. If S1 occurs and the current flow at S1 is not maxi-
mum, then we have S3 OS1 or S2 OS1 .
2. If S2 occurs and the current flow at S2 is not maxi-
mum, then we have S1 PS2 or S3 OS2 .
3. If S3 occurs and the current flow at S3 is not maxi-
mum, then we have S2 PS3 .
Corollary 4.20. None of the stages S1 , S2 , and S3
occurs unless the current flow is maximum. In particular, the
second invariant is maintained in Case 2(c)vii.
Proof. First assume that S3 occurs before maximality.
Then the second and the third facts together imply
S1 PS2 PS3 . This contradicts the first fact. On the other
hand, assume that S3 does not occur before maximality.
This means that the then-part of the first fact reduces to
S2 OS1 , and the then-part of the second fact, to S1 PS2 .
This immediately proves that S1 and S2 cannot appear
before maximality either. K
Lemma 4.21. If S1 occurs and the current flow at S1 is
not maximum, then we have S3 OS1 or S2 OS1 .
Proof. Let C be the clockwise cycle involved at stage S1 .
Int.Case (1) (C contains only backward arcs). Each
backward arc carries positive flow, because otherwise the
return value TRUE of function saturated had prevented the
algorithm from running into C. This immediately gives
S3 PS1 . Clearly, we have S3 {S1 , because S3 is a stage
immediately after a call to the forest method augment,
whereas S1 occurs somewhere within linktotorisolate.
In summary, this proves S3 OS1 .
Int.Case (2) (C contains at least one forward arc). For
this case, we will show S2 OS1 . To this end, we will
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construct a sequence of nested cycles, C=C0 , C1 , C2 , ... .
That is, the interior of the cycle Ci is a proper subset of the
interior of Ci&1 , respectively. We regard each cycle as being
oriented clockwise. We will show that this sequence ter-
minates only when an arc is detected which does not belong
to C, has positive flow value, and is nonactive in the back-
ward direction. Clearly, this proves S2 PS1 , because a
sequence of nested cycles does terminate. Moreover, an arc
that does not belong to C cannot become nonactive right at
stage S1 , which even proves the desired fact S2 OS1 .
Each cycle Ci will satisfy the following properties (see
Fig. 12):
1. There are two vertices, vi and wi , of Ci such that the
subpath of Ci from vi to wi completely belongs to C, and the
subpath from wi to vi shares only the endvertices with C.
Comment. For i=0, we set vi=wi , and this vertex is
chosen so that both arcs of C incident to v0 leave v0 . In other
words, the in-going arc of v0 with respect to C is a backward
arc of C, and the out-going arc is a forward arc. Since C con-
tains at least one forward arc (Int.Case (2)) and at least one
backward arc (Assumption 2.1), such a choice is always
possible.
2. All arcs of the subpath from wi to vi are forward
arcs of Ci . For i>0, this subpath contains at least one arc.
Comment. For i=0, we impose the convention that the
subpath of C0 from w0 to v0 contains no arcs and that the
subpath from v0 to w0 just equals C0=C.
3. All arcs of the subpath from wi to vi carry positive
flow.
Clearly, by the specific choice of v0 and w0 , C=C0
trivially satisfies all three properties. For an induction on i,
FIG. 12. A possible cycle Ci in Int.Case (2) in the proof of
Lemma 4.21.
we assume that Ci satisfies all three properties for some
i0. By Assumption 2.1, Ci contains at least one backward
arc. In addition, Ci contains at least one forward arc as
well. (For i=0, this is guaranteed by the definition of
Int.Case (2), and for i>0, this follows from the second
property of Ci .) Hence, there is a vertex x of Ci such that
both the in-going arc a$ and the out-going arc a" of x with
respect to Ci enter x. In particular, a$ is a forward arc of Ci ,
and a" is a backward arc. Therefore, the second property of
Ci implies that x belongs to the subpath of Ci from vi to wi ,
and that x{wi .
Int.case (2.1) (x=vi). Then i>0, because the defini-
tions of v0=w0 and x contradict. As C is a clockwise cycle
and a$ points to C from inside, we have a$=avi2 and a"=a
vi
1 .
Therefore, outgoing [vi]=1 at S1 , because S1 is the stage
where the algorithm runs into C. However, this means that
a$ is nonactive in the backward direction. The third
property of Ci implies that a$ is an arc with a positive flow
value, and the first property, that a$ does not belong to C.
The latter means that the stage where a$ has become nonac-
tive in the backward direction has occurred even before S1 .
In summary, this proves S2 OS1 .
Int.Case (2.2) (x{vi). In this case, we construct a
cycle Ci+1 . Note that x is an internal vertex of the subpath
of Ci from vi to wi . Thus, both a$ and a" belong to C as well.
By Assumption 2.2, the third arc incident to x, ax3 , leaves x
and thus points either to the exterior or to the interior of C.
Int.Case (2.2.1) (ax3 points to the exterior of C).
Then we have a$=ax2 and a"=a
x
1 , which means that C is
exceptional. Hence, the handling of exceptional situations
had prevented the algorithm from running into C.
Int.Case (2.2.2) (ax3 points to the interior of C).
Then ax3 points to the interior of Ci as well (see Fig. 13). As
a" is a backward arc of C, a" carries a positive flow, because
otherwise the return value TRUE of function saturated had
prevented the algorithm from running into C. Since ax3 is the
only arc to leave x, ax3 carries positive flow, too. Thus, there
is an (s, t)-path or cycle p$ in the current flow that contains
ax3 . The pathcycle p$ must meet Ci somewhere after x again.
This might be obvious in the case of a cycle, and in the case
of an (s, t)-path, this follows from the fact that t is on the
boundary of G and, hence, outside Ci . Let y be the next ver-
tex of p$ after x which belongs to Ci . Then Ci+1 is defined
to be the cycle formed by the subpath of Ci from y to x and
the subpath of p$ from x to y. Moreover, vi+1 (resp., wi+1)
equals vi (wi) if vi (wi) belongs to Ci+1, and otherwise, vi+1
(wi+1) equals y (x). It is easy to see that this choice of Ci+1 ,
vi+1 , and wi+1 satisfies all three properties stated above,
and that Ci+1 is properly nested in Ci . K
Lemma 4.22. If S2 occurs and the current flow at S2 is
not maximum, then we have S1 PS2 or S3 OS2 .
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FIG. 13. Construction of a cycle Ci+1 from Ci in Int.Case (2.2.2) in the
proof of Lemma 4.21. In the particular situation depicted, vi belongs to
Ci+1 , and wi does not. Hence, vi+1=vi and wi+1=x.
Proof. Let f denote the current flow at S2 and let a~ be
the (unique) arc that has flow value fa~ >0 and is nonactive
in the backward direction at stage S2 . Then either a~ was
already nonactive in the backward direction and is now
assigned a positive flow value, or the flow value of a~ was
positive already and a~ now becomes nonactive in the back-
ward direction.
Int.Case (1) (a~ was already nonactive in the backward
direction and a~ becomes augmenting now). We will show
that this case cannot occur. Let a~ =(v~ , w~ ). Then we have
a~ =aw~1 or a~ =a
w~
2 . At stage S2 , a~ belongs in the forward direc-
tion to the current (s, t)-path pF in F, which implies out
going [w~ ]1. Since in Int.Case (1), a~ is already nonactive
in the direction out of w~ , this yields a~ =aw~2 or a~ =a
w~
3 . In sum-
mary, we know that a~ =aw~2 and outgoing [w~ ]=1. In
other words, pF enters w~ via aw~2 and leaves w~ via a
w~
1 .
However, this is an exceptional situation, which contradicts
the definition of pF , because pF is a path in F.
Int.Case (2) ( fa~ >0 already and now a~ becomes nonactive
in the backward direction). Then a~ =a=(w, v). (Recall the
definitions of a, v, w{t, and p from the beginning of Sec-
tion 4.2.) In Int.Case (2), we are in the Main Case 2 of the
case distinction at the beginning of Section 4.2. We will
handle all minor cases of this main case one after another.
We will show that Lemma 4.22 is valid in Case 2(c)vii, and
that all other cases are impossible.
First note that Case 2(a) does not apply, since an arc with
positive flow value is not saturated in the backward direc-
tion.
Moreover, if Case 2(b) applies, we have outgoing
[w]=0. There are two possibilities: w=s and w # V"[s, t].
If w=s, the unique arc incident to s has become nonactive
in the forward direction even before, because of outgoing
[w]=0, and completely analogously to the proof of
Corollary 4.2, we may conclude from the induction
hypothesis that the current flow is maximum, which
contradicts the situation of Lemma 4.22. On the other hand,
consider the case that w # V"[s, t]. Remember that
a=(w, v) in Int.Case (2). Hence, w is left by an arc with
positive flow value, and as w{s, w is also entered by
another arc with positive flow value. Because of outgoing
[w]=0, the latter arc has become nonactive in the back-
ward direction even before, which contradicts the definition
of stage S3 to be the very first stage where an arc with
positive flow value is nonactive in the backward direction.
Now consider Case 2(c). First note that Case 2(c)i is
completely analogous to Case 2(a), and Case 2(c)ii, to
Case 2(b).
Cases 2(c)iii and 2(c)v do not apply, because in these
cases an arc may be made nonactive only in the forward
direction. On the other hand, Case 2(c)iv does not apply
either, because the arc has zero flow value.
Next consider Case 2(c)vi. The recursive call to procedure
linktotorisolate on the deepest level but one is with
argument w. In this call, a has become the current candidate
for the out-going arc of w. And in the call on the deepest
level, which is with v, a is removed from F in the direction
out of v at stage S2 in order to avoid a ‘‘cycle’’ of length two.
In particular, a has never before been accepted as the out-
going arc of w, and hence, no flow has ever been shipped
from w to v via a. This means that fa=0, because a=(w, v).
However, this contradicts the situation of Int.Case (2).
So, it remains to consider Case 2(c)vii. Suppose for a con-
tradiction that neither S1 PS2 nor S3 OS2 is true. From
S1 P S2 , we conclude that the involved cycle C is oriented
counterclockwise.
Int.Case (2.1) (s is in the interior of C). Let f be the
current flow at stage S2 . Since f is not maximum, there is an
(s, t)-path p$ in f *& f. Then p$ starts with a vertex inside C
and ends with a vertex outside C. By induction hypothesis
(third invariant), p$ is nonexceptional. Thus, the induction
hypothesis (second invariant) further implies that p$ was
active before a was made nonactive in the backward direc-
tion at stage S2 . However, since p$ is clearly augmenting
with respect to f, we may apply Lemma 4.18 and obtain that
some arc different from a belongs to p$ and is nonactive in
the direction of p$. This means that p$ was already nonactive
before stage S2 , a contradiction.
Int.Case (2.2) (s is in the exterior of C). Note that
S2 {S3 , because S3 is a stage immediately after some call to
forest method augment, and in Int.Case (2), S2 is a stage
within procedure linkto-torisolate. Therefore, we even
have S3 P S2 , and thus f is acyclic. Hence, there is a path p$
in f which starts at s and ends with a, because fa>0. Let p"
be the reverse path of p$. Then p" is augmenting with respect
to f and, clearly, nonexceptional because p" contains no
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forward arcs. Moreover, p" starts with a, contains a in
the direction conforming to the (counterclockwise) orienta-
tion of C, and ends with a vertex outside C. Therefore,
Lemma 4.18 yields a nonactive arc a${a of p". However, p"
contains only arcs in the backward direction, and all these
arcs carry positive flow values. In particular, a$ does so.
Clearly, a$ has become nonactive in the backward direction
strictly before a, which contradicts the definition of S2 to be
the very first stage where an arc with positive flow value is
nonactive in the backward direction. K
Lemma 4.23. If S3 occurs and the current flow at S3 is
not maximum, then we have S2 PS3 .
Proof. Clearly, the initial flow is acyclic. So suppose
that, at stage S3 , some augmentation step transforms an
acyclic flow f into a flow f $ which contains a cycle C of G.
Let pF be the (s, t)-path in F at this stage. Then pF contains
at least one arc of C, because otherwise nothing happens
with C. Since t is outside C, pF must finally leave C and enter
its exterior. Let x be the last vertex of pF shared by C, let a1
be the out-going arc of x with respect to pF , and let a2 and
a3 denote the in-going and the out-going arc of x with
respect to C. Then a2 enters x and a3 leaves x, and pF con-
tains either a2 in the forward direction or a3 in the backward
direction. Since C is a counterclockwise cycle (Assump-
tion 2.1) and a1 belongs to the exterior of C (recall t is out-
side C), the counterclockwise ordering of these three arcs
around x is a1 Oa3 Oa2 Oa1 .
Int.Case (1) (a1 leaves x). Then a1=ax3 , a2=a
x
1 , and
a3=ax2 . As pF contains a3 only in the backward direction, if
at all, we have fa3 f $a3>0, which implies outgoing
[x]2. However, this means that a1 is nonactive in the
direction out of x, which contradicts the definition of pF .
Int.Case (2) (a1 enters x). Then ai=axi for i=1, 2, 3. If
pF enters x via a2 , this is prevented by the handling of excep-
tional situations. On the other hand, if pF enters x via a3 ,
then a2 does not belong to pF , which means fa2= f $a2>0. As
a1=ax1 is the out-going arc of x with respect to pF , we have
outgoing [x]=1. Therefore, a2 is nonactive in the direc-
tion out of x, which immediately implies S2 PS3 . K
4.3. Proof of the Third Invariant
We will prove the third invariant constructively; that is,
we will characterize a particular flow f * such that there are
no exceptional (s, t)-paths in f *& f.
Partial order on flows. Let g1 and g2 be two maximum
(s, t)-flows. Then g2& g1 decomposes into cycles. We say
that g2 is more left than g1, if g2& g1 decomposes into coun-
terclockwise cycles only. In other words, to construct g2, we
must augment g1 along a few counterclockwise cycles. The
idea behind this notion is that augmenting a flow g1 along
a clockwise cycle may be seen as rerouting some of the
pathscycles in a decomposition of g1 such that they run a
bit ‘‘more left.’’
Analogously to [KNK93], it can be shown that this par-
tial order is a lattice defined on all maximum (s, t)-flows.
That is, for any two maximum flows g1 and g2, there is a
maximum flow g1, 2 such that g1, 2 is more left (resp., right)
than g1 and g2, and each flow different from g1, 2 that is more
left (right) than g1 and g2 is more left (right) than g1, 2, too.
Definition of f *. Since the relation ‘‘more left’’ defines
a finite lattice on all maximum (s, t)-flows, there is a unique
‘‘leftmost’’ (s, t)-flow among all maximum flows. This is the
flow we define to be f *. In other words, f * is the unique
maximum (s, t)-flow which allows no clockwise augmenting
cycles. Before going on, we show a useful fact about f *.
Lemma 4.24. There is no directed cycle of G in f *.
Proof. Suppose there is a directed cycle C of G in f *.
Then C is an augmenting cycle with respect to f * in reverse
orientation. By Assumption 2.1, C is a counterclockwise
cycle. Therefore, C is augmenting in clockwise orientation,
which contradicts the definition of f *. K
An idea of the proof for the third invariant. Note that the
third invariant is trivially true for the situation immediately
after the call to initialize and that the invariant may fail to
be maintained only through a call to the forest method aug-
ment with a strictly positive value of $. Consequently, we
prove the invariant by an induction on the calls to augment
with $>0.
Throughout this subsection, we assume a situation where
we are about to augment the current flow along some (s, t)-
path pF , and f and f $ denote the flows immediately before and
after this operation, respectively. By induction hypothesis,
the third invariant is valid for f. Suppose for a contradiction
that it is no longer valid for f $. Then there is an exceptional
(and, clearly, augmenting) (s, t)-path p in f *& f $. In par-
ticular, f $ is not maximum.
The idea is to construct, from p, a clockwise augmenting
cycle with respect to f *, which clearly contradicts the defini-
tion of f *.
There is v # V"[s, t] so that av2 enters v, and p enters v via
av2 and leaves v via a
v
1 . Throughout this subsection, v is the
last vertex of p before t, where this exceptional situation
occurs, which makes a path exceptional.
We first define an auxiliary (s, v)-path p~ 1 and an auxiliary
(v, t)-path p~ 2 .
Construction of p~ 2 . We start the construction of p~ 2 at v
and try to reach t via arcs of G. In this search, we pass arcs
only in the forward direction. If more than one arc leaves the
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Construction of p~ 1 . We start the construction of p~ 1 at v,
too, and try to reach s. However, in this search, we pass arcs
only in the backward direction, and even more, we pass only
arcs which carry positive flow with respect to f $. If more
than one arc enters the current vertex w, say, and carries
positive flow, we prefer aw1 to a
w
2 . The reverse trace of the
search defines p~ 1 .
Before using p~ 1 and p~ 2 for the proof of the third invariant,
we show for technical reasons that both paths are well
defined and simple and that their concatenation is a simple
(s, t)-path (Lemmas 4.254.27).
Lemma 4.25. The path p~ 1 is well defined and simple.
Proof. We have to show two things about the search
which constructs p~ 1 : first, that it never gets stuck, that is, the
rules to continue always apply; second, that the search does
not run into a cycle.
So let w{s be the currently leading vertex at an arbitrary
stage of the search. If w=v, the arc aw1 is augmenting in the
backward direction, because p is augmenting. Hence,
f $aw1>0, and a
w
1 is a candidate for leaving w, which we in fact
choose. On the other hand, if w{v, we have reached w via
an arc that leaves w and carries a positive flow. Because of
w{s, there is also an arc that enters w and carries a positive
flow. This arc is again a candidate for leaving w.
It remains to show that the search does not run into a
cycle. However, this is an immediate consequence of
Corollary 4.20, because this cycle would be a directed cycle
of G where all arcs carry positive flow. However, this is
impossible, since by assumption, f $ is not maximum. K
Lemma 4.26. The path p~ 2 is well defined and simple.
Proof. As each vertex except t is left by at least one arc,
the search to construct p~ 2 never gets stuck at an inter-
mediate vertex. So consider the case that the search runs
into a cycle C. Since t is outside C, Assumption 2.2 implies
that there is at least one arc a pointing from some vertex x
of C to the exterior of C. By Assumption 2.1, C is a counter-
clockwise cycle, which means that the exterior of C is its




2 are the arcs
via which we entered and left x during our search. However,
this contradicts our tie-break rule, which prefers ax3 to
ax2 . K
Lemma 4.27. The paths p~ 1 and p~ 2 have no vertex in com-
mon except v.
Proof. Suppose p~ 1 and p~ 2 have a vertex w{v in com-
mon. In particular, let w be the first vertex of p~ 2 after v which
is shared by p~ 1 . Let C denote the cycle formed by the sub-
path of p~ 1 from w to v and the subpath of p~ 2 from v to w.
Then all arcs of C are forward arcs. By the specific choice of
w (and by Lemmas 4.25 and 4.26), C is a simple cycle, and
by Assumption 2.1, C is a counterclockwise cycle of G.
Since p is augmenting, we have f $av1>0, and since a
v
2 enters
v, we have f $av3>0, too. Because of Corollary 4.20, there is no
directed cycle of G in f $. Hence, there is an (s, t)-path p$ in
f $ containing av3 . As t is outside C, p$ must leave C some-
where and enter its exterior (which is the right side of C,
because C is a counterclockwise cycle). In particular, let x
be the first vertex of p$ after v, where p$ leaves C and enters
its exterior. Clearly, x belongs to C.
Int.Case (1) (x belongs to p~ 1). See Fig. 14. Then the sub-
path of p$ from v to x and the subpath of p~ 1 from x to v form
a simple cycle such that all arcs of this cycle are forward arcs
and carry positive flow. This contradicts Corollary 4.20.
Int.Case (2) (x does not belong to p~ 1). See Fig. 15. In
this case, x is an internal vertex of p~ 2 , ax1 and a
x
2 are the in-
going and the out-going arcs of x with respect to C and with
respect to p~ 2 , and ax3 is the out-going arc of x with respect
to p$. However, this contradicts our tie-break rule for the
construction of p~ 2 . K
In the remainder of this subsection, p1 and p2 denote the
subpaths of p from s to v and from v to t.
Lemma 4.28. The path p2 does not leave p~ 1 on the right
side. That is, the following situation is impossible: The paths
p2 and p~ 1 have a vertex x in common with the following
properties. Let a1 , a2 , and a3 be the three arcs incident to x,
and let the clockwise ordering of these arcs around x be
a1 Oa2 Oa3 Oa1 . Then a1 and a2 are the in-going and the
out-going arcs of x with respect to p~ 1 , and a3 is the out-going
arc of x with respect to p2 .
Proof. Suppose for a contradiction that there is such a
vertex x. By construction of p~ 1 , a1 and a2 carry positive
flow, a1 enters x, and a2 leaves x.
Int.Case (1) (a3 leaves x). Then we have ai=axi for
i=1, 2, 3. The fact f $ax2>0 implies outgoing [x]2. In
FIG. 14. The situation in Int.Case (1) in the proof of Lemma 4.27.
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FIG. 15. The situation in Int.Case (2) in the proof of Lemma 4.27.
other words, a3 is nonactive in the direction out of x, that is,
in the direction of p2 . Clearly, a3 was already nonactive in
the direction out of x before the augmentation step for
which we are just proving maintenance of the third
invariant. Therefore, we may apply the induction hypothesis
(second invariant), which yields that the subpath of p2 from
x to t is exceptional. However, this contradicts the specific
choice of v to be the last vertex of p where the exceptional
situation occurs that makes a path exceptional.
Int.Case (2) (a3 enters x). Then we have a3=ax1 ,
a1=ax2 , and a2=a
x
3 . Since p is augmenting and a3 is a back-
ward arc of p, we have f $a3>0. However, the tie-break rule
for the construction of p~ 1 would have preferred a3 to a1 for
leaving x. K
Lemma 4.29. The paths p1 and p~ 2 have a vertex w{v in
common such that the subpath of p1 from w to v and the sub-
path of p~ 2 from v to w form a counterclockwise cycle.
Proof. First note that p2 and p~ 1 have at least one vertex
in common, namely v. So let x denote the first vertex of p2
where p2 leaves p~ 1 . Next note that p2 has at least one vertex
in common with p~ 2 , namely t. So let y be the first vertex of
p2 after x which belongs to p~ 2 . Let C be the cycle formed by
the subpath of p~ 2 from v to y and the reverse of the subpath
of p2 from v to y. By the specific choice of y, C is a simple
cycle.
Int.Case (1) (C is a clockwise cycle). See Fig. 16. Then s
is inside C and av2 is outside C. Therefore, p1 must have at
least one intermediate vertex in common with C in order to
‘‘switch over’’ from the interior of C to its exterior. Let w{v
denote the last vertex of p1 before v which also belongs to C.
Clearly, w does not belong to p2 , because p is a simple path.
Therefore, w belongs to p~ 2 . By the specific choice of w, the
FIG. 16. The situation in Int.Case (1) of Lemma 4.29. The two solid
paths from x to y and from w to v depict the corresponding subpaths of p2
and p1 constructed in the proof, respectively. The dashed paths stand for p~ 1
and p~ 2 . Lemmas 4.254.29 prove that the situation actually looks like this.
cycle formed by the subpath of p1 from w to v and the sub-
path of p~ 2 from v to w is simple, and obviously, it is counter-
clockwise.
Int.Case (2) (C is a counterclockwise cycle). See Fig. 17.
Now s is outside C and av2 is inside C, and again p1 has to
meet C at a vertex of p~ 2 that is different from v. Let w again
denote the last such vertex of p1 . Now the same argumenta-
tion applies as in Int.Case (1). K
Lemma 4.30. The definition of p implies that there is a
clockwise augmenting cycle with respect to f *.
Proof. Since av2 is a forward arc of p, we have f *av2> f $av2
and, hence, f *av2>0. As a
v
3 is the only arc to leave v, we have
f *av3>0, too. Because of Lemma 4.24, there is an (s, t)-path p$
in f * which contains av3 .
Let C be the cycle guaranteed by Lemma 4.29. Then av3
belongs to C, and p$ must leave C somewhere and enter the
FIG. 17. The situation in Int.Case (2) of Lemma 4.29.
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FIG. 18. An instance satisfying Assumptions 2.1 through 2.3. For an
easier survey, the arc (s, u) has capacity 4, the arcs leaving u have capacity
2, and all other arcs have capacity 1. Note that t is located on the outer face.
FIG. 19. The initial forest F. The forest arcs are always bold. An arc is
displayed in dotteddashed style if its flow is zero, otherwise (henceforth)
in solid style. As in Figs. 3 and 5, forward arcs of F are labeled ‘‘+,’’ and
(henceforth) backward arcs are labeled ‘‘&.’’ However, now the labels of
the arcs on the (s, t)-path in F are all doubled.
FIG. 20. After the first augmentation of the flow in the main routine.
FIG. 21. After the first iteration of the loop in the main routine, where
the saturated arc entering t is bypassed.
473MAXIMUM (s, t)-FLOWS
File: 571J 153821 . By:XX . Date:04:12:97 . Time:10:49 LOP8M. V8.0. Page 01:01
Codes: 1862 Signs: 971 . Length: 56 pic 0 pts, 236 mm
FIG. 22. After another four iterations of the loop in the main routine.
In each of these iterations, the flow is augmented by 0. (The unit capacities
make the instance highly degenerate.) The six solid, thin arcs are the
saturated arcs bypassed in the first six iterations, in the order from t
backwards to s.
FIG. 23. After another six iterations. Only the first iteration has
augmented the flow by 1 and all further iterations by 0. Again in each itera-
tion one of the saturated arcs on the former (s, t)-path in F has been
bypassed. Note that two vertices have been isolated in the fourth of these
six iterations, where ‘‘*’’ has been bypassed.
FIG. 24. After another five iterations. Note that the very next iteration
will produce an optimum flow.
FIG. 25. After another iteration. In the very next iteration, we have to
bypass the arc indicated by ‘‘+ ++.’’ This bypass will fail, because after
removing this arc from F, there is no more active (s, t)-path at all.
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FIG. 26. The remainder of the forest after the last bypass trial. This
‘‘chain reaction’’ resulting from the bypass has isolated almost all vertices
from which there is no more augmenting path to t.
exterior of C in order to reach t. Let x be the last vertex of
p$ that belongs to C. Then x belongs to p~ 2 or to p1 , or both.
Int.Case (1) (x belongs to p~ 2). Then p$ leaves C at x on
the right side of p~ 2 . That is, ax1 and a
x
2 are the in-going and
the out-going arc of x with respect to p~ 2 , and ax3 is the out-
going arc of x with respect to p$. However, this contradicts
the tie-break rule in the construction of p~ 2 .
Int.Case (2) (x belongs to p1). Let y be the first vertex of
p$ after v which also belongs to p1 . Then, obviously, the sub-
path p$ from v to y and the subpath of p1 from y to v form
a simple, counterclockwise cycle. This cycle is augmenting
in the reverse (i.e., clockwise) direction with respect to f *.
K
Altogether, we obtain the following result.
Theorem 4.31. The assumption that the third invariant
is not maintained leads to a contradiction to the definition
of f *. In particular, the third invariant and, hence, the
correctness of the algorithm are proved.
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