ABSTRACT Person name disambiguation on the Web (PNDW) consists of grouping the Web pages retrieved by a search engine when a person's name is queried according to the individuals they refer to. This problem is of interest to the research community because Internet users often search for information about people on search engines, and also because people's names are a very ambiguous type of named entity. In addition, the Web domain presents several challenges for natural language processing and information retrieval methods. In this paper, we classify PNDW systems according to their main characteristics: 1) features used to identify different individuals with the same name; 2) mathematical models used to represent the search results; 3) clustering algorithms used to group the Web pages; 4) methods used to address the impact of Web pages from social networking sites; and 5) methods used to deal with the multilingual nature of the Web. Also, we present the data sets most widely used to evaluate PNDW systems. Finally, we analyze the results obtained by the best PNDW systems in the literature.
I. INTRODUCTION
Person name disambiguation has received the interest from Natural Language Processing (NLP), Information Retrieval (IR) and Text Mining (TM) communities due to people names being a very ambiguous type of Named Entities (NEs). Since 2009, the Text Analysis Conferences 1 (TAC) have organized tasks about the entity linking problem, recently renamed as entity discovery and linking. The goal of this problem is to link mentions of an entity in a document to entities in a reference knowledge base, usually Wikipedia, 2 or to detect new entities. In particular, He et al. [1] and Grütze et al. [2] have presented data sets for entity linking exclusively composed of person names. More recently, several works [3] - [5] have focused on author name disambiguation. This problem consists of distinguishing between different researchers who share the same name and assigning their publications in digital libraries correctly. Finally, person name disambiguation has been addressed in the news domain because people are often at the core of the events reported in the articles [6] and news documents are an important source of information for a huge amount of users [7] . This paper focuses on Person Name Disambiguation on the Web (hereafter PNDW) as proposed by the WePS 3 (Web People Search) campaigns [8] - [10] . In this scenario, the goal is to cluster the web pages retrieved by a search engine when looking for a person name according to the individual they refer to. Thus, PNDW can be formulated as a clustering problem where the number of resultant clusters is unknown. This problem differs from entity linking because there is no knowledge base to link the different individuals, and it cannot be compared with author name disambiguation or person name disambiguation in the news because in those scenarios all documents are of the same nature and contain specific structures and features that can not be found in web search results. The Web is a suitable scenario for resolving the ambiguity of person names because Internet users look for people names frequently. For instance, between 11-17% of web queries contain person names [10] and four person names were in the world top 10 of Google Search Trends for 2017. 4 However, the most popular search engines (Google, Yahoo! and Bing) only provide disambiguation tools for celebrities or historical figures by means of the information obtained from their knowledge bases which are used to suggest entities related to the queries. Consequently, users have to look at the retrieved links, selecting and collecting those related to the individual they are interested in. In this situation, users usually refine the queries including additional terms, which could lead to other relevant web pages being overlooked.
The web search scenario has several characteristics that make the disambiguation of person names more difficult. First, web pages deal with different topics due to the heterogeneous nature of the Web. Hoffart et al. [11] claim that the presence of diverse topics in documents increases the difficulty of the disambiguation of Named Entities (NEs). For instance, some web pages related to a particular individual could be professional sites (e.g. corporate web pages), while others may contain personal information (e.g. social profiles, blogs, and so on) and both kinds of web pages share very little common vocabulary. On the other hand, Internet users can access content written in different languages due to the global nature of the Web. For instance, the personal web pages of non-English native speakers are usually written in their native language, while their professional web pages might be written in English. According to a study presented by UNESCO (United Nations Educational, Scientific and Cultural Organization) [12] , more and more web pages are being written in different languages due to the popularization of the Internet in non-English speaking countries. Currently, the presence of multilingualism is considered a challenge in problems related to the recognition and disambiguation of NEs [13] . Figure 1 shows the general structure of a PNDW system. This type of systems is usually composed of two main phases: (i) a search results representation phase; and (ii) a search results grouping phase. During the first phase, the systems apply several preprocessing steps, select suitable features to identify each different individual with the same name and apply a representation model to treat the search results mathematically. The second phase consists of applying a clustering algorithm to group the web pages, so each cluster contains all the search results related to a certain individual. In addition, some PNDW systems also take into account some factors that can be presented in a current search web scenario: social networking platforms and multilingualism. Berendsen [14] concluded that the presence of web pages from social networking sites could have a negative impact on the results and this kind of web pages should be treated in a special way. On the other hand, some systems [15] - [17] propose techniques in order to deal with the presence of multilingualism.
The rest of the paper is organized as follows: (i) Section II presents a classification of PNDW systems taking into account how they have carried out the representation and grouping of search results as well as their treatment of social media web pages and multilingualism; (ii) Section III compares the most widely-used data sets for evaluating PNDW systems taking into account their main characteristics; and (iii) Section IV analyzes the results obtained by the best systems of the state-of-the-art for several corpora. Finally, Section V presents the main conclusions of this work.
II. CLASSIFICATION OF PNDW SYSTEMS
This section presents a classification of PNDW systems taking into account several factors. First, Subsection II-A reviews the preprocessing techniques, features and models used in order to represent the search results. Next, Subsection II-B presents the most popular clustering algorithms employed to group the web pages related to each individual with the same name. Following that, Subsections II-C and II-D review those PNDW systems that take into account the impact of social media web pages and multilingualism, respectively. Finally, Subsection II-E classifies the best PNDW systems of the state-of-the-art taking into account the previous factors. VOLUME 6, 2018 
A. WEB PAGES REPRESENTATION
The first phase carried out by PNDW systems consists of representing the search results in order to treat them automatically in a correct way. This phase is usually composed of the following steps:
• Preprocessing: in this step, the search results are processed from their original format by means of several techniques.
• Feature selection: the main goal of this step is to select suitable features to distinguish different individuals with the same name correctly.
• Representation model: in this step, the search results are represented by means of a certain mathematical model. On the one hand, these models assign a value to each feature representing its importance with respect to the web page it belongs to, or to all the search results retrieved by the search engine. On the other hand, these models allow the comparison of web pages by means of mathematical operations. Following that, we present a detailed summary about how PNDW systems have addressed the previous steps.
1) PREPROCESSING
According to Sedding and Kazakov [18] , preprocessing has the same relevance as selecting a suitable clustering algorithm because the latter one will perform correctly when the input data is generated correctly. The preprocessing carried out by PNDW systems usually consists of the application of different techniques to solve several issues: (i) to extract the plain text from the search results; (ii) to remove noisy information to facilitate the feature selection applied later; and (iii) to reduce the vocabulary for making the disambiguation process lighter in terms of computational cost. The next paragraphs present the most popular preprocessing techniques employed by the PNDW systems.
a: HTML PARSING
PNDW systems extract the plain text of the search results using parsers to remove the HTML code. A correct filtering process in HTML documents is crucial for avoiding noisy information that could impact negatively on the performance of the disambiguation methods [19] . In addition, these parsers are useful for obtaining text included in certain HTML tags with special informative value such as titles, metadata, hyperlinks, text written in bold or italics, and so on.
b: LEXICAL ANALYSIS
PNDW systems usually apply several methods to generate the vocabulary presented in the plain text of the search results. A precise lexical analysis leads to an improvement in the results obtained by disambiguation systems with respect to applying a loose lexical analysis [20] . For instance, in this step some non-alphanumeric characters (e.g. $, *, and so on) are removed under the hypothesis that they do not offer any informative hint when identifying individuals. On the other hand, other special characters are taken into account: the dots (.) are useful for separating the texts into sentences as well as to identify acronyms (e.g. N.A.S.A.), or the symbol @ is used to identify strings corresponding to e-mail addresses.
c: STEMMING AND LEMMATIZATION
The goal of these techniques is to assign a canonical form, called stem and lemma respectively, to those words formed from the same lexeme under the assumption that all of them usually represent the same concept. Stemming is applied without the need for any additional information, while lemmatization is usually employed with a POS tagger. Stemming is the technique used by most PNDW systems (e.g. [21] - [23] ) by means of the Porter algorithm [24] because PNDW has been addressed mainly for the English language. On the other hand, Kozareva et al. [25] and Artiles et al. [26] have used lemmatization. The impact of these techniques in the results is not clear. Balog et al. [27] and Monz and Weerkamp [28] claim that the use of stemming improves the results, but others conclude that it does not lead to significant improvements on the results [26] , [29] .
d: REMOVAL OF STOP WORDS AND RARE TERMS
The elimination of words that occur very frequently (stop words) or rarely is justified because these terms provide a low discriminative capacity in order to relate documents under a certain criterion. In particular, these words are usually noisy information in the Web domain and should be deleted because they usually make the grouping of the documents more difficult [30] . Some PNDW systems use lists of stop words which are longer than usual [31] including terms commonly used in Internet [32] . Following this logic, some disambiguation systems also remove the query person name under the assumption that it appears in all the search results [33] .
2) FEATURE SELECTION
A suitable feature selection is a key aspect for clustering methods to improve their results [34] . PNDW systems have used a wide range of features in order to capture important information about people. We present a classification of these features according to the way they are extracted (see Table 1 ). This step is relevant because PNDW is a real-time scenario and the feature extraction techniques could increase the computational cost of the disambiguation process.
a: LINGUISTIC FEATURES
They are information units that belong to some grammatical category or have some linguistic property. PNDW performance could be affected by the choice of the tool used to extract these features [26] . NEs corresponding to persons (PER), locations (LOC) and organizations (ORG) are widely employed by PNDW systems [35] , although some systems [26] , [36] also used other kinds of entities, for example, temporal ones. However, some of them could lead to worse results as happens with LOC entities [26] , [37] and NEs composed of a single word [22] . On the other hand, other systems have used features which belong to certain grammatical categories or have some linguistic properties. For instance, Chen and Martin [38] assume that noun phrases provide useful information about the individuals, Rao et al. [39] and Xu et al. [40] consider that nouns, adjectives and verbs are the types of words with relevant semantic information. However, these works have not analyzed the impact on the results of using each kind of word separately.
b: NON-LINGUISTIC FEATURES
The state-of-the-art systems have used two policies in order to extract this kind of feature: (i) full feature extraction which takes into account the whole content of the search results [14] , [41] - [43] ; and (ii) local feature extraction, which takes into account those features which occur in the sentences where the target person name appears or, alternatively, features situated close to the target name according to a fixed window size [37] , [40] , [44] , [45] . Some systems [21] , [46] use both policies to represent the search results by means of two separate vectors composed of full and local features respectively. The use of local features has the advantage of providing a smaller representation with respect to full features [26] , [28] , but their recall results are lower and depend on the selection of window size. On the other hand, several systems [22] , [33] , [36] , [46] , [47] have represented the search results by means of their n-grams. These features are sequences of n consecutive words and their use is justified because they are able to capture precise information to identify an individual [36] and topics [22] , because they take into account the order in which the words appear. Finally, Xu et al. [48] have explored the use of k-skip-n-grams, obtaining promising results. These features are combinations of n words allowing skips between them no greater than k, so they could be seen as a generalization of n-grams [49] . The choice of k-skip-n-grams is justified because they are able to capture the context of the words and that is why they have been used in distributional semantic techniques such as word embeddings [50] .
c: WEB FEATURES
We can divide Web features into two classes: (i) textual Web features are fragments of text from snippets or specific HTML tags; and (ii) URL Web features are the URLs of the search results and their hyperlinks. Several disambiguation systems [19] , [21] , [51] , [52] represent each search result as a vector composed of textual Web features in the same way as non-linguistic features. However, Xu et al. [40] and Lefever et al. [53] assign the Web features a higher weight with respect to other features under the assumption that their information is more relevant. Regarding URL Web features, several systems [22] , [41] , [47] group linked search results by checking if the URL of one of them is a hyperlink in the other one, assuming that in that case both of them talk about the same individual. However, others works [23] , [25] , [54] extend this policy by grouping those search results that share one link which is not necessarily the URL of one of them.
d: BIOGRAPHICAL FEATURES
These features are extracted by means of Attribute Extraction (AE) techniques based on the use of lexical patterns [15] , rule-based systems [55] , regular expressions [52] or information provided in gazetteers [39] . The disambiguation systems assume that the coincidence of some of these features implies that two search results talk about the same individual. However, some of them could be used to assume the opposite as happens with middle names [22] . Biographical features are usually used with other kinds of information because their exclusive use leads to low results [56] , as happens with some systems [29] , [51] based on identifying individuals by means of their occupations.
e: EXTERNAL FEATURES
They are features extracted from external sources and used to enrich the representation of the search results. The use of these features implies processing additional documents. WordNet 5 [57] has been employed to enrich the representation with semantic information [51] , [55] , although its use has a negative impact on the results [28] . On the other hand, Xu et al. [40] , Long and Shi [43] , and Dornescu et al. [52] have pointed out that extracting features from Wikipedia entries leads to an improvement in the results. Finally, NurayTuran et al. [22] and Rao et al. [39] conclude that extracting information from web pages obtained by additional queries leads to an improvement in the disambiguation performance.
3) REPRESENTATION MODELS
After the feature selection, the PNDW systems employ representation models with two main objectives: (i) to convert the search results into mathematical objects which can be compared to each other; and (ii) to assign an importance value to each feature which represents its relevance with respect to a certain search result or to the whole collection of documents. Huang and Kuo [58] divided these representation models into five types according to their mathematical background: (i) set-theoretic models; (ii) algebraic models; (iii) probabilistic models; (iv) graph-based models; and (v) hybrid models. Right after, we divide the PNDW systems according to their representation model following this classification.
a: SET-THEORETIC MODELS
These models represent each document as the set of words it contains. The most representative example is the Boolean Model [59] based on set theory and boolean logic. As far as we know, only González et al. [60] use this representation model so that two web pages are grouped when they share a certain number of words. On the other hand, some authors have employed this representation only for certain kinds of features. For instance, Ono et al. [44] use boolean representation for location and person NEs, while Delgado et al. [23] show that this model is suitable for n-grams composed of capitalized words.
b: ALGEBRAIC MODELS
These models use vectors, tuples or matrices to represent the documents and their content. In addition, in these models each feature is usually weighted with a value that represents its importance which is computed by means of a term weighting function. The most common models of this kind are the Vector Space Model (VSM) [61] and Latent Semantic Analysis (LSA) [62] . VSM has been used by most of the best PNDW systems in the state-of-the-art [21] , [37] , [43] , [46] . In particular, the most used term weighting function is TF-IDF (term frequency -inverse document frequency) [63] . However, some authors have explored other methods to assign weights to the features, such as, Mutual Information [15] or the Kullback-Leibler Divergence [29] . On the other hand, Kozareva et al. [25] used LSA obtaining poor results. According to these authors, this is due to web pages containing a variable number of words, so they propose as future work to fix a similar window size to all the documents. More recently, Duque et al. [64] explored the vectorial representation provided by word embeddings built from the skipgram model used in Word2Vec [50] .
c: PROBABILISTIC MODELS
These models compute the importance of each feature by means of probabilities. This is the case of topic modeling techniques such as: Probabilistic Latent Semantic Analysis (pLSA) [65] , Latent Dirichlet Allocation (LDA) [66] , and more recently [67] the Dirichlet process mixtures model (DPMM) [68] . These techniques extract the topics of the documents, so they are also used to group the search results under the assumption that each topic is related to a different individual with the same name. However, Balog et al. [27] , [69] show that approaches based on VSM obtain better results with respect to pLSA, while Kozareva and Ravi [16] conclude that LDA obtains poor results because the number of extracted topics has to be established beforehand. Finally, Xu et al. [40] presented a PNDW system based on the hierarchical co-reference method proposed by Wick et al. [70] . This method generates a hierarchical structure of mentions of the target person name in the search results taking into account the co-occurrence of a wide range of features.
d: GRAPH-BASED MODELS
These models use graphs to represent the whole collection of web pages. Salton et al. [71] were some of the first authors to introduce this kind of representation models. These models fit especially well with the Web domain [72] , but they usually require a greater computational cost because algorithms over graphs are usually NP-hard [73] . As far as we know, only Smirnova et al. [54] proposed several baselines which were completely based on graphs by taking the top related web pages of each search result according to Google. However, these baselines get poor recall results which are improved by combining the graph representation in addition to representing the search results with VSM.
e: HYBRID MODELS
These models represent the search results by combining some of the models explained before. In particular, the most competitive PNDW systems based on hybrid models [22] , [31] , [54] , [74] represent the search results using a graph in addition to VSM. All these are composed of two phases: (i) in the first phase the search results are represented by a graph and the main goal is to obtain initial cohesive clusters; and (ii) in the second phase, these systems represent the search results by means of VSM and the main goal is to obtain the final clusters by means of mixing the initial clusters. These PNDW systems could be divided into two groups according to the nature of the features used to build the graphs. On the one hand, some systems [22] , [31] build the graph and tag its edges by means of features extracted from the content of the search results, usually NEs and biographical features. On the other hand, other systems [54] , [75] , [76] build the graph using external resources. For instance, Iria et al. [75] use the related:URL operator of Google, while Han and Zhao [76] propose a semantic graph representation where the nodes are concepts extracted from Wikipedia and WordNet.
In summary, we can conclude that it is not necessary to use a computationally expensive representation to obtain good results in PNDW. In particular, most of the best systems of the state-of-the-art represent the search results by means of VSM weighting the features with TF-IDF. On the other hand, the systems based on topic extraction techniques obtain poor results. Finally, graph representations are mainly used to obtain initial cohesive clusters, but they do not obtain competitive results by themselves. However, several PNDW systems that use graph-based representations combined with VSM obtain competitive results.
B. CLUSTERING ALGORITHMS
Clustering algorithms are unsupervised methods [30] , [65] used to divide a set of objects into several groups, named clusters, such that: (i) objects belonging to the same cluster are as similar as possible with respect to a certain criterion; and (ii) objects belonging to different clusters are as dissimilar as possible according to that criterion. In particular, Document Clustering (DC) consists of the application of these techniques in textual information and it is widely employed to organize and classify large document collections [77] , under the assumption that two documents are similar when they share related features [78] . Therefore, DC is especially useful in the Web domain because it is able to present a large amount of information easily to Internet users [79] . As PNDW fits in the previous description, it has been addressed as a clustering problem [35] taking into account two special characteristics:
• PNDW needs clustering methods which do not require to know how many clusters they should return, because it is not possible to know in advance the number of different individuals with the same name.
• A search result could talk about different individuals with the same name, so the clusters in PNDW could be overlapped. This means that PNDW is a soft clustering problem, in contrast to hard clustering problems where each object is only in one cluster. For instance, the same web page could mention the two former Presidents of the United States, George H.W. Bush and George W. Bush, as happens in their Wikipedia pages. However, according to Artiles [35] , this situation is rare and it does not really affect to the results. For this reason, most PNDW systems assume the policy one person per document in the same way as the hypothesis one sense per discourse is assumed in the Word Sense Disambiguation problem [80] . Following that, we review the most widely-used clustering algorithms in PNDW. We have excluded the topic modeling techniques pLSA and LDA in this classification because they were mentioned before (see paragraph II-A3).
1) HIERARCHICAL AGGLOMERATIVE CLUSTERING (HAC)
Hierarchical Agglomerative Clustering (hereafter HAC) is the algorithm used by most of the PNDW systems in [14] , [21] , [27] , [38] , [47] , [76] , and [81] offering competitive results [8] - [10] . Initially, this clustering algorithm assumes that there are as many clusters as objects, so each object belongs to its own cluster, named singleton clusters. Next, HAC merges the two most similar clusters in an iterative way until there is an unique cluster which contains all the objects. During this process, HAC creates a hierarchical structure, called dendrogram, that shows the clusters grouped in each iteration and their similarity degree in different levels. In this way, each level of the dendrogram has one cluster less with respect to the previous level. The final clusters are obtained by selecting a certain level of the dendrogram. This selection is usually done in three possible ways:
• Select the dendrogram level with k clusters. In terms of PNDW, this is equivalent assuming that the search results mention k different individuals with the same name. However, this number cannot be estimated in advance, so most PNDW systems based on HAC do not obtain the final clusters this way. Panero et al. [81] , Heyl and Neumann [82] , and Lozano et al. [83] have used this strategy, but they usually obtain poor results because this number is not the same for different person names.
• Unsupervised estimation of the number of clusters. To our knowledge, only the system presented by Iria et al. [75] uses the Caliński-Harabasz criterion [84] .
• Select a similarity threshold value. In this way, HAC returns the clusters with a similarity degree greater than this threshold. Some PNDW systems prefix the threshold value [27] , [41] , [54] , [85] , [86] , while other ones learn the threshold by means of training data [19] , [37] , [46] . This last option has been used by some of the best PNDW methods in [14] , [21] , [27] , and [47] . The main advantage of this method is that it does not need to know the number of clusters in advance. However, it has several disadvantages: (i) it requires enough training data to learn the threshold; (ii) small variations of the threshold value could imply drastic changes in the results [40] , [43] ; and (iii) the optimal threshold value is not the same for different person names [9] . In short, the results of HAC with a similarity threshold are sensitive to the ambiguity degree of the person names. The similarity criteria between clusters are called link policies. All of them are based on the use of similarity measures to compare two different clusters of documents. Strehl et al. [87] and Huang [88] have concluded that similarities based on the Jaccard index [89] and the cosine measure are the most suitable functions for problems involving the clustering of web pages. In particular, the cosine similarity has been the most used in PNDW and it has been shown to be more suitable compared to Jaccard-like ones [90] . On the other hand, the link policies differ on the cohesion degree of the final clusters, which measures the similarity between the objects that belong to the same cluster. Given a similarity measure sim D between documents and two clusters C i and C j , next we explain the most popular link policies, denoted by sim C :
• Single link: the clusters are grouped according to the similarity between the closest documents between different clusters. Formally:
Single link creates low cohesive clusters and generates a phenomenon called chaining which gives rise to obtaining clusters composed of a high number of objects.
• Complete link: the clusters are grouped according to the similarity between the most distant documents between different clusters. Formally:
Complete links creates high cohesive clusters but it is sensitive to outlier values because it takes into account the most distant objects.
• Average group link: the clusters are grouped according to the average similarity between the documents that belong to two different clusters. Formally:
This link policy balances the two previous policies in order to avoid the chaining effect and the impact of outlier values. Balog et al. [27] , Dornescu et al. [52] , and Panero et al. [81] have concluded that single link is the most suitable policy for PNDW after comparing the results obtained by all these link policies. This could be explained because, commonly, there is one individual with more presence in the Internet with respect to their namesakes, which fits with the chaining effect of single link. However, Ikeda et al. [37] use the average group link obtaining competitive results, but their system is especially sensitive to the threshold value used to cut the dendrogram.
According to Manning et al. [91] , the temporal complexity of HAC algorithm is (N 3 ), being N the number of input objects. However, this complexity is lower when using different link policies. For instance, the algorithms SLINK [92] and CLINK [93] apply single and complete policies respectively and their complexity is in (N 2 ). On the other hand, HAC has a complexity in (N 2 log(N )) using the average group [91] , although Day and Edelsbrunner (1984) [94] presented a version in (N 2 ) prefixing the data dimensionality in advance.
2) FLAT CLUSTERING
Flat clustering algorithms compute a partition of the input set of objects without using any structure to relate clusters to each other [91] . These algorithms are usually efficient but present some disadvantages such as indeterministic behavior or the need for prior information. The flat clustering algorithms used by PNDW systems can be classified according to their requirement of providing the number of clusters k:
• Algorithms that require k: several PNDW systems [20] , [25] , [39] , [83] use the algorithm k-means [95] , [96] . In particular, Kozareva et al. [25] fix the value of k for all the person names, while Lan et al. [20] take a random value of k for each person name. However, Rao et al. [39] show that the results obtained by k-means completely depend on the selection of k. On the other hand, the system presented by Lana-Serrano et al. [97] use the algorithm k-medoids [98] . Their method computes k by means of a function that takes into account several properties of clusters annotated from training data. Both algorithms are more efficient than HAC, presenting a cost in (N ), being N the number of input objects. However, the results of all these systems are poor because the number of different individuals for each person name is not the same.
• Algorithms that do not require k: several algorithms of this kind have been used in PNDW to avoid the prior estimation of k, for example, Single Pass Clustering (SPC) [99] or Quality Threshold (QT) [100] . Both algorithms require a similarity threshold learned by training data as well as HAC. Balog et al. [27] compare the use of SPC with respect to pLSA and HAC concluding that SPC improves the results of pLSA but it has worse results than HAC. On the other hand, Romano et al. [45] use QT and obtains better results than algorithms which require k, but it also gets worse results with respect to HAC-based PNDW systems. Finally, Delgado et al. [23] propose a new PNDW clustering algorithm called Adaptive Threshold Clustering (ATC) which obtains results close to those of the best systems for several data sets. ATC is based on the use of an adaptive threshold consisting in a function that computes a similarity threshold for each comparison between documents, whose value depends exclusively on several properties of the compared documents. In this way, ATC does not need training data to learn parameters such as the algorithms HAC, SPC or QT. All these algorithms usually present a greater cost with respect to k-means and k-medoids.
3) GRAPH CLUSTERING
Graph clustering techniques are used by systems which employ this kind of structure to represent the search results.
In particular, some graph-based clustering methods used in PNDW are Random Walks [54] , [75] , Correlation Clustering [22] and extraction methods of connected components or cliques [31] , [52] , with a computational cost which depends on the number of vertices and edges. According to Dornescu et al. [52] , the former methods get better results with respect to methods based on stochastic processes. On the other hand, Manning et al. [91] claim that HAC is related to these methods because it can be seen as a method for extracting connected components over the following graph: (i) each node corresponds to a cluster; and (ii) the edges between two clusters are weighted with their similarity degree. Graph clustering algorithms usually obtain high precision results but low recall values. For this reason, several systems [22] , [31] , [54] are composed of two grouping phases: (i) the first phase uses a graph-based clustering method to obtain initial cohesive clusters; and (ii) the second phase merges the initial clusters to improve the recall results, particularly by means of HAC. This clustering strategy usually obtains competitive results with respect to the best systems of the literature completely based on HAC.
4) FUZZY CLUSTERING
The ant colony algorithm [101] is an optimization method based on several self-organized behavior patterns observed in this kind of insect. Lefever et al. [53] and Venkateshan [102] have used an algorithm called Fuzzy Ants in PNDW. Fuzzy Ants is a modification of the algorithm proposed by Monmarché [103] , which presents a complexity cost in (N 2 ), being N the number of input objects. This version uses fuzzy rules of the form IF-THEN and it has been used in problems involving the clustering of web pages. Fuzzy Ants has several advantages: (i) it does not require the number of clusters to be known in advance; (ii) it computes a similarity threshold to decide when to merge the documents; and (iii) it could return overlapped clusters. However, Lefever et al. [53] conclude that HAC significantly improves the results obtained by Fuzzy Ants and propose combining both methods as future work.
C. TREATMENT OF SOCIAL MEDIA
Search engines usually retrieve web pages from social networking services due to the popularization of this kind of virtual platforms in recent years. This situation is especially common when looking for person names on the Internet due to the huge amount of users of social networks, where people usually talk about their personal affairs. However, researchers were not able to study the impact of these web pages in PNDW because they were discarded for the first PNDW data sets due to their high ambiguity [9] . More recently, Berendsen et al. [104] and Montalvo et al. [105] have presented corpora including this kind of web pages in order to study their role in the problem.
Berendsen [14] shows that the presence of social web pages impacts negatively on the results of methods based on using the HAC algorithm to distinguish different individuals with the same name, concluding that this kind of web pages must be treated in a specific way. In addition, this author proposes the following dual strategy to deal with web pages from social platforms in PNDW: The identification of social web pages is done by checking if the URL of the web page corresponds to a social platform. Next, the algorithm A ns to cluster non-social web pages is HAC using a learned threshold with training data because this algorithm presents good results for PNDW. Regarding social web pages, Berendsen [14] studied several policies to merge these web pages concluding that the best results can be reached under the assumption that each social web page is related to a different individual. Therefore, the algorithm A s does not merge any social web page. Finally, the author proposes two approaches for the mixing algorithm A mix : (i) the first approach simply computes the final clusters as C = C ns ∪ C s , so each social web page is contained in an unitary cluster; and (ii) the second approach is an iterative method that groups each social web page to its most similar non-social cluster such that their similarity degree exceeds an empirical threshold. Results show that the second approach gets slightly better results with respect to the first one.
More recently, Delgado et al. [106] propose two methods to treat separately web pages from social platforms. Their first method is based on deleting specific vocabulary from each social platform. The authors assume that the co-occurrence of these features leads to group incorrectly profiles from the same social platform related to different individuals. On the other hand, the second method assumes that the same individual could have several profiles in different social platforms. Then, this method considers that two different profiles from the same social platform correspond to two different individuals, but it allows the grouping of social web pages from different social platforms. In spite of this assumption, the algorithm used by the authors allows us to group different social web pages from the same platform because it merges documents in a transitive way. Finally, Delgado et al. [106] conclude that their second method obtains slightly better results and it is more efficient because it does not need additional preprocessing steps to remove vocabulary from the social web pages.
D. TREATMENT OF MULTILINGUALISM
The Web contains a huge amount of information written in several languages due to its global nature. Furthermore, the presence of web pages written in different languages has increased in recent years due to the more recent popularization of the Internet in several parts of the world [12] . This fact shows the need for new techniques in order to deal with multilingualism in the Web, which it is currently a challenge for the research community [107] , particularly in problems involving document clustering [13] .
PNDW is an example of the situation described above because search engines are able to retrieve web pages written in different languages when looking for person names. For instance, users commonly use the English language to talk about their professional profile, while they use their native languages to talk about personal affairs. In addition, it is common to find news involving celebrities written in different languages. However, PNDW has been mainly addressed in a monolingual scenario due to the fact that most data sets are composed of web pages written in the same language. Immediately afterwards, we review how the multilingualism has been addressed in PNDW in the state-of-the-art.
Mann and Yarowsky [15] , Kozareva and Ravi [16] , and Chen and Martin [108] have used collections composed of web pages written in several languages. However, these collections assume a monolingual scenario because all the web pages associated to each person name is written in the same language. Mann and Yarowsky [15] proposed distinguishing between individuals with the same name by means of biographical facts like dates and places of birth. To this aim, their system extracts this kind of information using several VOLUME 6, 2018 patterns learned by training with texts written in different languages. In this way, these authors handle a list of patterns for each biographical fact in several languages. However, this method requires a huge amount of training data to obtain the patterns: an independent training data collection for each feature and for each different language. On the other hand, Chen and Martin [108] collected a data set composed of English and Chinese person names in order to study several features to PNDW in both languages. However, these authors did not propose a method to deal with multilingualism. Finally, Kozareva and Ravi [16] used a collection to disambiguate person names, organizations and locations, including documents written in English, Spanish, Romanian and Bulgarian. These authors explore the use of LDA to disambiguate NEs, but they do not propose techniques to address multilingualism in a specific way. However, they conclude that LDA is suitable for the disambiguation of NEs in different languages.
More recently, Montalvo et al. [105] presented a new data set for PNDW called MC4WePS composed of web pages written in different languages. This collection includes web pages retrieved by Google written in different languages associated to the same person name, unlike previous data sets, so it is suitable for studying the impact of multilingualism in PNDW. This corpus was used in the evaluation campaign Multilingual Web Person Name Disambiguation (M-WePNaD). 6 The organizers [109] point out that only Delgado [110] proposed a system that specifically addressed multilingualism. This author presents two approaches: the first one is based on using a machine translation tool, while the second one is a new method called Adaptive Threshold for Multilingual Clustering (ATMC). The former method is a generalization of the algorithm ATC [23] , so it has the same behavior of ATC in the monolingual scenario. ATMC assumes that documents written in different languages are less similar with respect to documents written in the same language because it is less possible that both documents share vocabulary. Then, ATMC compares web pages written in two different languages by means of giving a special role to features written the same in both languages. Delgado [110] concluded that ATMC gets better results with respect to ATC even when translation resources are used, so it is suitable to deal with multilingualism. In addition, ATMC obtains the best results in the campaign M-WePNaD [109] , outperforming the results obtained by several systems based on HAC [81] , k-means [83] or word embeddings [64] . Table 2 presents a classification of the best PNDW systems in the literature. In particular, we show the best three systems of four evaluation campaigns [8] - [10] , [109] in addition to recent systems that take into account the impact of social media and multilingualism. Finally, the table takes into account the following factors:
E. SUMMARY OF PNDW SYSTEMS
• Features: this column indicates the features used by each system taking into account the classification presented in the paragraph II-A2. We use the following symbols: L denotes linguistic features, NL denotes nonlinguistic features, W denotes web features, B denotes biographical features and E denotes external features.
• Representation model: the column Model indicates the representation model used by each system taking into account the classification presented in the paragraph II-A3. We use the following symbols: VSM denotes systems exclusively based on VSM, G+VSM denotes hybrid systems based on graph representation in addition to VSM, Prob. denotes probabilistic models, and Word Emb. denotes word embeddings.
• Clustering algorithm: the column Algorithm indicates the clustering algorithm used by each system. In particular, we mark as HAC the systems which use this algorithm without specifying the link policy to merge clusters, while we mark as HAC-SL and HAC-GAL the systems that use HAC with single link and group average link policies respectively. On the other hand, some systems use an algorithm over graph usually based on extracting connected components (CC) in a first phase and then they use HAC to obtain the final clusters in a second phase. We mark these later systems with CC+HAC. Finally, the system presented by Xu et al. [40] obtains the clusters by means of a probabilistic hierarchical co-reference algorithm called HIER coref proposed by Wick et al. [70] .
• Training: this column indicates if the system requires training data.
• Treatment of social media: the column Social indicates if the system treats web pages from social platforms in a specific way.
• Treatment of multilingualism: the column ML indicates if the system deals specifically with multilingualism. Table 2 summarizes some conclusions mentioned previously:
• PNDW systems represent the web page by means of different kinds of features. The most commonly-used kinds of feature are linguistic (L) and non-linguistic (NL), in particular NEs and words respectively. However, Artiles et al. [26] conclude that NEs do not provide a substantial advantage with respect to the NL features (words and n-grams), and the results are sensitive to the tool used to recognize NEs. In addition, several systems [14] , [27] , [33] which only use NL features get close results with respect to other methods that represent the search results with a wide range of features [40] , [46] . Web features (W ) are also widely used in PNDW, with the links being the most popular ones because they relate search results [23] , [74] . On the other hand, biographical features (B) are used as evidence to detect that two web pages talk about the same individual. Finally, the external features (E) are employed to enrich the web pages' representation with information extracted from sources like Wikipedia [40] , [43] , Wordnet [76] or additional queries in the Web [22] .
• VSM is used by most of the best systems of the state of the art, except the system proposed by Xu et al. [40] based on a probabilistic method. More recent systems [22] , [31] , [54] use VSM in addition to a representation based on graphs. All these methods usually weight the features by means of the TF-IDF scheme and use the cosine similarity to compare the search results.
• HAC is the algorithm which is most commonly used in the literature. In particular, most of these systems use the single link policy (HAC-SL) to merge the clusters because its chaining effect usually fits well with respect to the distribution of the different individuals in the search results. On the other hand, several systems marked with CC+HAC applied two algorithms to obtain the clusters: (i) first, an algorithm over graphs based on extracting connected components to obtain initial cohesive clusters; and (ii) HAC over them in order to obtain the final clusters. This strategy has shown itself to be effective in order to balance precision and recall results [22] , [31] . On the other hand, the algorithm ATC proposed by Delgado et al. [23] also uses this strategy without representing the web pages by means of graphs. First, this method compares the web pages with features that lead to obtaining precise clusters (links and ngrams composed of capitalized words) and later it uses words to compare the clusters in order to improve the recall results. Finally, Xu et al. [40] used a hierarchical co-reference algorithm based on comparing the web pages with a wide range of features.
• Most systems require training data in order to learn the parameters used by their clustering algorithm. For instance, the methods based on HAC learn a similarity threshold for cutting the dendrogram returned by this algorithm. The method presented by Xu et al. [40] does not require it because it uses fixed parameters to decide when two web pages talk about the same individual. Finally, the algorithm ATC [23] does not require any training process because it uses an adaptive threshold, which consists of a function that automatically returns a similarity threshold value depending on several properties of the documents being compared.
• The only systems that treat web pages from social platforms in a special way are the ones proposed by Berendsen [14] and Delgado et al. [106] . This is because the other methods have been evaluated with data sets which contain few social web pages.
• The only system that deals with multilingualism is the one presented by Delgado et al. [17] . This method is a generalization of the algorithm ATC, called ATMC, explained in Subsection II-D.
III. DATA SETS FOR PNDW
This section describes the most widely used data sets for evaluating PNDW systems in the state-of-the-art. These corpora are composed of several person names together with the web pages retrieved by a search engine when looking for them. In addition, these corpora usually contain other information such as, the URLs of the search results, the rank position of the web pages or their snippets generated by the search engine. We also present a comparison between these corpora taking into account several factors. Since the 1990s, different authors have presented several data sets for PNDW [35] . However, some of them are small [15] , [74] , [108] , [112] - [114] or they are biased in some sense, like the corpus presented by Wan et al. [115] mainly composed of person names of celebrities. Later, Artiles [35] proposed a methodology to create data sets for PNDW in order to avoid these problems, based on the collection Web03 presented by Mann [116] . In particular, this work was employed to design the corpora used in the three editions of the WePS evaluation campaigns, which have been used by most researchers to evaluate PNDW systems as standard benchmarks. Several years after, Berendsen et al. [104] presented a new corpus for PNDW based on the WePS ones which includes a high number of web pages from social networks. Finally, Montalvo et al. [105] presented a new corpus for PNDW called MC4WePS composed of web pages written in different languages, which has been used in the M-WePNaD evaluation campaign [109] .
A. WEB PEOPLE SEARCH (WePS) CORPORA
The three Web People Search (WePS) evaluation campaigns provided several data sets to evaluate the performance of PNDW systems: WePS-1, WePS-2 and WePS-3. 7 The corpus WePS-1 [8] is divided into a training data set and a test data, while the corpora WePS-2 [9] and WePS-3 [10] are test data sets. All these corpora are composed of person names together with their respective search results retrieved by Yahoo! written in English. The person names included in the WePS corpora are divided into the following categories:
• Census of the USA: person names randomly selected from the Census of the United States of America.
• Wikipedia: person names randomly selected from a list of biographies in the English Wikipedia.
• Researchers: person names randomly selected from the Program Committee of computer science conferences.
• Attorneys: person names for which at least one person is an attorney.
• Executives: person names for which at least one person is a corporate executive.
• Realtors: person names for which at least one person is a realtor. Table 3 shows the number of person names of each category in the WePS corpora. All these corpora include person names from the Census of the USA, Wikipedia and researchers, but WePS-3 also contains person names of the other categories. The test data sets contain a balanced number of person names with respect to their category, while the training data set of WePS-1 contains a higher number of person names from the Census of the USA corresponding to the corpus Web03 [116] . Finally, the table shows that WePS-3 includes a higher number of person names with respect to the other data sets. 7 Available in http://nlp.uned.es/weps/ (Last access: September 14, 2018) WePS corpora also differ on the number of web pages related to each person name:
• WePS-1 (training): between 2 and 402 web pages per person name.
• WePS-1 (test): around 100 web pages per person name.
• WePS-2: around 150 web pages per person name.
• WePS-3: around 200 web pages per person name.
The annotation of WePS-1 and WePS-2 was discussed by two experts who previously annotated the data set separately. The annotators classified as non-relevant to non-English web pages, web pages from social platforms and search results which do not provide enough information to identify the individual they mention to. So, these web pages were not taken into account in the evaluation, although they were not deleted from the corpus. On the other hand, the annotation process of WePS-3 was different with respect to the previous data sets. The organizers selected two individuals per person name to be annotated, excepting in the case of the researchers group, where only one individual was selected for this aim. Then, the annotators simply identified the search results related to the selected individuals. Thus, the evaluation only takes into account the quality of the clusters related to the annotated individuals in the data set rather than all the individuals.
B. UvA DATA SET Several researchers from the University of Amsterdam (UvA) [104] collected a new data set for PNDW 8 in order to study the role of web pages from social platforms in PNDW, so it contains a huge amount of this kind of web pages with respect to the WePS corpora.
The UvA data set contains 33 Dutch person names together with their respective search results written in Dutch. Each person name has associated a different number of search results between 27 and 164, as happens with the collection Web03 included in the training data sets of WePS-1. The person names were selected from a query log of a Dutch people search engine [117] which retrieves web pages returned by Google, Yahoo! and Bing, so they were not obtained by means of a conventional search engine. In addition, these authors retrieve additional information for instance, the clicks made by the users after looking for the person names and the timestamps of each event. Finally, they selected the person names taking into account the number of users who have looked for them and the number of web pages from social platforms related to them.
The annotation criterion of the UvA data set was similar to the one followed for the collections WePS-1 and WePS-2. The annotators classified as non-relevant those search results which do not mention the person names or those from people search engines that only present a list of links to social profiles of different people with the same name.
C. MULTILINGUAL CORPUS FOR WEB PEOPLE SEARCH (MC4WePS)
Montalvo et al. [105] present a new collection for PNDW called Multilingual Corpus for Web People Search (MC4WePS) available to the scientific community. 9 This data set includes search results related to the same person name and written in different languages. However, in previous multilingual corpora [16] , [107] all the documents associated to a person name are written in the same language. Thus, MC4WePS provides a suitable PNDW scenario in order to study the impact of multilingualism in this problem.
MC4WePS is composed of 100 person names together with around 100 search results for each one, retrieved by Google. The main property of MC4WePS is that it contains web pages written in different languages related to a certain person name. In particular, MC4WePS contains web pages written in 30 different languages, although 96.08% of them are written in English or Spanish. On the other hand, MC4WePS includes documents in different formats (pdf, doc, and so on) unlike previous corpora, because search engines are able to retrieve different types of documents. Finally, MC4WePS also included web pages from social networks due to the popularization of this kind of platforms when this data set was collected.
The annotation of MC4WePS was carried out by several linguists from Universidad Autónoma de Madrid. The selection of the person names was based on several criteria: (i) the ambiguity degree of the person names; (ii) the presence of multilingualism in the search results; and (iii) the presence of intra-cluster multilingualism. With regard to the ambiguity degree, person names were classified in three classes taking into account the annotation of previous corpora: Table 4 shows the distribution of person names in MC4WePS according to these classifications. Table 4 shows that MC4WePS balances the presence of person names according to their ambiguity degree, but it contains a high number of multilingual person names with respect to the monolingual ones. Finally, there are 37 intra-cluster monolingual person names, but 21 of them are monolingual. Thus, only 16 multilingual person names are intra-cluster monolingual and all their clusters contain documents written in the same language. This means that the language of the web pages is not a useful hint in order to identify different individuals.
As mentioned in Subsection II-D, MC4WePS was used to evaluate the performance of the participant systems in the evaluation campaign M-WePNaD [109] . The organizers divided the collection into two data sets: a training data set composed of 65 person names and a test data set composed of the other 35 person names. Both data sets have similar characteristics with respect to the distribution of web pages written in different languages and the presence of social media, although the person names contained in the test data set are slightly more ambiguous on average with respect to the ones included in the training data set. Table 5 summarizes several properties of the data sets described before:
D. SUMMARY
• Column #N shows the number of person names contained in each data set.
• Column #W shows the total number of web pages contained in each data set.
• Column W/N shows the ratio of web pages per person name in each data set. VOLUME 6, 2018 • Column S% shows the percentage of web pages from social platforms in each data set.
• Column MN/ML indicates if the data set is monolingual or multilingual, denoted by MN and ML respectively. Table 5 shows the following:
• Ambiguity degree: the training data set of WePS-1 (WePS-1 training) contains a higher percentage of slightly ambiguous person names. This is because several person names of WePS-1 (training) have a small number of associated search results. The test collection of WePS-1 (WePS-1 test) and the UvA data set contain a higher percentage of very ambiguous person names. This is explained as follows: (i) WePS-1 test: a design decision in order to distinguish this collection with respect to WePS-1 training [35] ; and (ii) UvA: the surnames are some of the most common in the Netherlands [117] . On the other hand, the corpora WePS-2 and MC4WePS present a balanced distribution of person names in terms of ambiguity. Finally, it is not possible to know the ambiguity degree of the person names in the WePS-3 (marked as * in the table) because this collection was partially annotated as explained above.
• Social media: WePS collections include a low percentage of web pages from social networking sites because social platforms were not so popular at the time these data sets were collected. On the other hand, the UvA data set includes a high number of social web pages because the authors included them intentionally in order to study their impact on the problem, although they were not retrieved by a conventional search engine. Finally, MC4WePS contain a higher percentage of social web pages with respect to WePS collections because this corpora was collected recently, but MC4WePS contains a lower percentage of social web pages than the UvA data set because MC4WePS contains real search engine rankings without social web pages included intentionally.
• Multilingualism: MC4WePS is the only data set that includes web pages written in different languages, mainly English and Spanish. WePS collections include web pages written in English, while the UvA data set includes web pages written in Dutch. The differences between these data sets allow us to evaluate PNDW taking into account different factors. WePS corpora are suitable for evaluating the robustness of PNDW systems with respect to the ambiguity degree of the person names. Delgado et al. [23] and Artiles [35] have studied that the results of PNDW methods are sensitive to this factor. On the other hand, the UvA data set is suitable for studying the impact of social media on the problem [104] . Finally, MC4WePS presents the current PNDW scenario taking into account the role of both multilingualism and social media [105] .
IV. EXPERIMENTS AND DISCUSSION
In this section, we analyze the results obtained by the best PNWD systems of the state-of-the-art. First, Subsection IV-A describes several evaluation details. Next, Subsection IV-B shows the results obtained by several systems for the data sets presented in Section III. Finally, Subsection IV-B1 presents a discussion of the results.
A. EVALUATION
First, we describe the evaluation metrics used to measure the performance of PNDW systems. Later, we present several baselines widely used for this problem. Finally, we detail the significance test employed to detect statistical improvements between PNDW systems.
1) EVALUATION METRICS
The performance of PNDW systems has been measured with extrinsic evaluation metrics used in clustering problems for two main reasons: (i) PNDW corpora have associated gold standards annotated by experts; and (ii) PNDW has been formalized as a clustering problem. Amigó et al. [118] study the suitability of several metrics for PNDW depending on whether they satisfy formal constrains. These authors conclude that only B-Cubed metrics proposed by Bagga and Baldwin [119] satisfy these properties. In addition, this work also presents a modification of the B-Cubed metrics which allows the evaluation of overlapping clusters because this situation could happen in PNDW. These metrics have been used in the WePS campaigns [8] - [10] and to evaluate the data sets UvA [14] and MC4WePS [105] . In addition, B-Cubed metrics have also been used to evaluate related problems like cross-document co-reference [120] and person name disambiguation in news [121] .
B-Cubed metrics are B-Cubed precision and B-Cubed recall, which can be formally defined as follows: we denote as 
where:
Note that the computation of BP and BR is based on counting the number of pairs which belong to the same cluster in the gold standard (see equation 6) and the clustering solution (see equation 7) . Both metrics are usually combined by means of the van Rijsbergen F-measure [122] , defined as follows:
In particular, PNDW systems have been evaluated with the metric F 0.5 . This value is computed as the harmonic mean of BP and BR, so it weights both metrics equally. Finally, PNDW systems are ranked by taking the average of their resulting F 0.5 values for all the person names included in a certain data set.
2) BASELINES
Baselines are approaches the results of which are taken as reference when measuring the performance of new proposals with respect to a particular problem. The organizers of WePS evaluation campaigns [8] - [10] proposed the following baselines for PNDW:
• ONE IN ONE: returns each search results as a singleton cluster, so there are as many clusters as input web pages. This baseline usually guarantees the greater value of precision (BP), except if the number of individuals mentioned in the web pages is greater than the number of search results. However, this situation does not occur in any PNDW data set.
• ALL IN ONE: returns a unique cluster containing all the search results. This baseline usually obtains the greater value of recall (BR), except when there are overlap clusters due to a web page talking about several individuals with the same name. In particular, this situation happens in the test data set of WePS-1. These baselines are useful for determining the bias of a PNDW data set with respect to the ambiguity degree of the person names it contains. On the one hand, if the baseline ONE IN ONE gets a higher recall value, it means that the data set mainly contains very ambiguous person names. On the other hand, if the baseline ALL IN ONE gets a higher precision value, it means that the data set mainly contains slightly ambiguous person names.
3) TEST OF SIGNIFICANCE
Tests of significance are used to check that the difference between two samples is not random. In particular, these methods are widely employed to verify if there is a significant difference between the results obtained by two different experiments. Tests of significance can be classified in two types: (i) parametric tests assume that the samples fit a normal distribution; and (ii) non-parametric test do not make any assumption with respect to the distribution of the population.
We compare the results of the PNDW systems by means of the non-parametric Wilcoxon signed-rank test [123] over the F 0.5 values obtained by two PNDW systems for all the person names included in a data set. This test is suitable for comparing samples consisting of paired data where each pair is chosen independently. Therefore, the Wilcoxon test is suitable for PNDW due to the following reasons: (i) we cannot assume that F 0.5 values fit a normal distribution, so we have to select a non-parametric test; and (ii) each value corresponds to a different and independent person name in the collection. In addition, this test has been used in several clustering problems [7] , [124] .
The Wilcoxon test receives two paired samples X = (x 1 , x 2 , . . . , x N ), Y = (y 1 , y 2 , . . . , y N ), where x i and y i are the F 0.5 values obtained by two different PNDW systems for the i-th individual of a certain data set. This test consists of checking the null hypothesis H 0 : µ X = µ Y , which means that both systems obtain similar results for the data set. For this purpose, the test computes the p-value, which quantifies the evidence that H 0 is satisfied. On the other hand, the p-value is compared to a threshold α, so H 0 is rejected if p < α or H 0 is accepted otherwise. In particular, we fix α = 0.05, which means that there is a significant difference between the results of two PNDW systems with a probability of 95%.
B. RESULTS Table 6 shows the results obtained by the baselines explained above and the best PNDW systems included in Table 2 , which summarizes their main characteristics. Note that the table shows at least the three best systems of the evaluation campaigns WePS [8] - [10] and M-WePNaD [109] in addition to the only two systems which have been evaluated with the UvA data set. The symbol -means that the system has not been evaluated in the corresponding data set. On the other hand, the marks with the form (k) with k ∈ N in the F 0.5 columns indicate the results of the Wilcoxon test as follows: an experiment marked with (k) improves the results of another experiment marked with (k ) in the data set if k < k , and they have similar results if k = k . However, we could not apply the significance test for several systems because their results per person name were not published. These systems are marked with the symbol (?). Table 6 shows that most of the PNDW systems have been evaluated in only one data set. This is for two reasons: (i) these systems have been evaluated only in WePS corpora because the corpora UvA and MC4WePS are more recent, therefore most PNDW systems have not been evaluated with them; and (ii) these systems have been trained with some of the WePS data sets in order to be evaluated with the other WePS collections. Next, we analyze the results in each data set:
1) DISCUSSION
• WePS corpora. Most of the best systems in WePS corpora are exclusively based on HAC (e.g. HAC Topic, UVA, PolyUHK) or they cluster the web pages in several phases (e.g. GRAPE, SIGIR'10, ATMC). HAC Topic [21] obtains the best results in the test collection of WePS-1. This could be because this system is trained with the collection WePS-2 unlike the other systems evaluated with this data set. In WePS-2, the best systems use a strategy based on using strong features to obtain initial clusters and then, use weak features to obtain the final clusters. The strong features are concepts which are not shared commonly between different web pages. For instance, the GRAPE system [31] uses NEs, SIGIR'10 employs compound keywords [47] and ATMC [17] groups the search results with links and n-grams composed of capitalized words. Finally, in the case of WePS-3, the best methods are YHBJ [43] , based on HAC using a wide range of different features, and ATMC, while the system AXIS [54] which uses a graph representation obtains slightly worse results.
• UvA. To our knowdlege, only the system proposed by Berendsen [14] and ATMC [106] have been evaluated with this data set. The first one is HAC-based, while ATMC is a new PNDW clustering method based on using adaptive thresholds. Both systems get similar results for this data set, but ATMC does not need any training data.
• MC4WePS. ATMC [17] outperforms the results obtained by the baselines and the rest of the participants in M-WePNaD campaign [109] . This method has the same behavior of ATC [23] in monolingual scenarios, but it gives a special role to features written the same in several languages in order to compare web pages in the multilingual scenario. The other participants with the next best results (LSI UNED [64] and PanMonCresp [81] ) presented proposals based on HAC algorithm, but their results were significantly worse than the results of the ATMC algorithm. Most of the best systems of the state of the art need training data with the exception of HIER coref [40] and ATMC [17] . The first one compares the web pages with a wide range of different features, while ATMC employs links and nonlinguistic features. Finally, HIER coref has only been evaluated with the WePS-2 collection, while ATMC has been evaluated with several collections.
V. CONCLUSIONS
We have presented a classification of PNDW systems taking into account several factors: features, representation models, clustering algorithms and methods for addressing the impact of social media and multilingualism. In particular, we have proposed a taxonomy of features, representation models and clustering algorithms used in this problem. First, PNDW can be correctly addressed using a simple representation based on VSM with a wide range of features. In particular, several authors have shown that it is possible to obtain competitive results using non-linguistic features such as, words and n-grams. Regarding clustering methods, HAC is a suitable algorithm in order to group the search results. However, this method is sensitive to the similarity threshold value because person names have different ambiguity degrees. Several authors have presented methods to avoid this problem based on giving different weights to several kinds of features or computing similarity thresholds by means of a function which depends exclusively on the properties of the compared documents. On the other hand, the presence of web pages from social platforms could impact negatively on the results of this problem. Then, this kind of web pages must be treated in a specific way. In particular, heuristics based on limiting the clustering of these web pages lead to good results. Finally, the impact of multilingualism has not been widely studied in the state-of-the-art. However, this factor makes the problem more difficult.
We have presented a comparison between the most widelyused data sets for evaluating PNDW. These data sets are suitable for evaluating PNDW taking into account different factors: ambiguity degree of the person names, presence of web pages from social platforms and multilingualism.
Finally, we have analyzed the results obtained by the best PNDW methods in the state-of-the-art for several corpora. We conclude that the best methods use a clustering strategy divided in two phases: (i) compute initial cohesive clusters by comparing the web pages with uncommon features such as, n-grams, NEs, links or biographical facts; and (ii) refine the initial clustering by comparing the web pages with common features for example, words.
There are some issues that have not been widely studied in this problem up to the present time. For instance, there are few systems which do not require training data. On the other hand, treating web pages from social platforms in a special way improves the results, so this methodology could also be applied to other kinds of web pages, for instance, encyclopedic pages (e.g. Wikipedia) or news. Finally, the impact of multilingualism has not been explored extensively. For instance, this problem could be addressed by cognate identification or feature alignment techniques.
