A procedure is developed for selecting a subset which is asserted to contain the "best" of several multinomial populations with a pre-assigned probability of correct selection. According to a prechosen linear combination of the multinomial cell probabilities, the "best" population is defined to be the one with the highest such linear combination. As an illustration, the proposed procedure is applied to data relating to the economics of happiness and population income mobility.
INTRODUCTION
everal procedures have been proposed in the literature for the purpose of selecting the best of several populations. The "best" population is usually defined as the one with the highest parameter of interest such as the location or scale parameter. One of the first selection procedures in the literature is that by Mosteller (1948) who gave a nonparametric test for the null hypothesis of homogeneity (identical populations) against the "slippage" alternative hypothesis (one population has higher location parameter). Paulson (1949) devised a rule for classifying several normal populations into a "superior", and an "inferior" group according to the value of their means and Paulson (1994) gave an eliminating procedure for selecting the best one of several KoopmanDarmois distributions. Bechhofer (1954) , Bechhofer and Sobel (1954) , Bechhofer (1958) , Bechhofer and Blumenthal (1962) , Swanepoel and Geertsema (1976) , and Turnbull et al. (1978) developed sequential and adaptive sequential procedures for selecting the best of several normal populations. Guttman (1963) proposed a sequential procedure where at each stage one retains fewer populations until a single population is left being the best. Along these lines, Bauer (1989) proposed a multiple testing sequential procedure for eliminating the inferior ones of several populations. Based on the Hodges-Lehann estimators, Swanepoel and Geertsema (1973) developed nonparametric sequential procedures for selecting the best of several populations. Non-sequential procedures were introduced by Gupta and Sobel (1958) for selecting a subset which is asserted to contain the best population with a pre-assigned probability of correct selection. A Baysian approach to the best population problem is adopted by Guttman and Tiao (1964) , with special attention to exponential and normal populations. Studden (1967) discussed the selection problem in terms of decision functions and characterizes optimal selection subset rules. Recently, Hayter (2007) developed a combined multiple comparisons and subset selection procedure.
Regarding discrete distributions, Paulson (1952) gave a procedure for determining the best among binomial populations using the inverse sine transformation and Paulson (1967) proposed a sequential procedure for selecting the binomial population with the highest probability of successes. Hoel and Milton (1972) made a comparative study of sequential procedures for selecting the best binomial population. Taheri and Young (1974) investigated two sequential sampling plans (play-the-winner sampling and vector-at-a-time sampling) for selecting the better of two binomial populations; they showed that play-the-winner sampling is uniformly better. Levin and Leu (2007) compared two procedures (for selecting the best binomial population) based on sequential elimination of inferior populations. Bechhofer and Kulkarni (1982) In this paper we propose a procedure for selecting a subset which is asserted to contain the "best" of several multinomial populations with a pre-assigned probability of correct selection, P. The proposed procedure assumes that there is a linear combination of the multinomial cell probabilities according to which the experimenter desires to order the populations. The "best" multinomial population is defined as the one with the highest such linear combination. Our proposed procedure may be considered as an extension of Gupta and Sobel (1960) procedure for selecting a subset containing the best of several binomial populations. For binomial populations, the "best" population is usually defined in the literature as the one with the highest probability of success. We will use the tables in Gupta and Sobel (1960) to implement our proposed procedure in practice.
The rest of the paper is arranged as follows: Section 2 contains the development of the proposed procedure for selecting a best multinomial population, Section 3 contains the derivation of the probability of correct selection, and Section 4 contains an illustrative numerical example using data pertaining to the economics of happiness data.
A PROCEDURE FOR SELECTING A SUBSET CONTAINING THE BEST MULTINOMIAL POPULATION
In this section we develop the proposed procedure for selecting a subset which is asserted to contain the "best" of several multinomial populations with a probability greater than or equal to a pre-assigned value P. According to a pre-chosen linear combination of the multinomial cell probabilities, the "best" multinomial population is defined to be the one producing the highest such linear combination. The proposed procedure may be considered as a multinomial extension of Gupta and Sobel's (1960) procedure for selecting the best of several binomial populations, where they define the best binomial population as the one with the highest probability of success. 
. It is assumed that the correct pairing of the s h i ' with the m populations is not known.
The "best" multinomial population is defined to be the one associated with   m h , the highest linear combination.
Note that there is no loss of generality in assuming that 
where
Then the proposed procedure is to retain the ith population in best subset if and only if:
where c is a non-negative constant depending on
m n i m  and P, as will be determined in Section 3.
THE PROBABILITY OF CORRECT SELECTION
We say that a correct selection (CS) is made if and only if the retained subset contains the best population. 
  CS Pr
, we adopt the convention that when there is more than one population associated with   m h (i.e., more than one best population) we consider one particular "tagged" population as being the best.
To determine the probability of a correct selection, we write the estimator i v in Eq. 3 as:
a a n n a n i m n 
For simplicity we denote , variables, it can be seen that the probability that (8) holds true, i.e.
 
Here,   z denotes the largest integer less than or equal to z.
The problem of interest, now, is to minimize (9) .
Each of the (m -1) factors in the braces appearing in (9) 
For equal sample sizes
The constant d . In practical applications, they suggested to take the arithmetic mean n of the sample sizes as the common sample size and to use the appropriate table with nn  to obtain the value of the constant; this value may be improved by further computations depending on the specific situation. Since the present case of multinomial populations is similar to that of binomial populations, we follow this approach of taking nn  to deal with situations in which the sample sizes are not equal.
APPLICATION TO POPULATION INCOME MOBILITY
We illustrate our proposed procedure with the economics of happiness data in Graham and Pettinato (2002) that shows the income mobility up and down the economic ladder of individuals in each of four countries: Peru, USA, Russia, and S. Africa. The economic ladder is divided into five parts (quintiles: Q1, Q2, Q3, Q4, and Q5). Table 1 , Table 3 .5), we lumped the data for individuals below 0.5 PL and 1PL into quintile 1, where PL stands for poverty level. Table 1 represents samples of equal size (n =100) selected from four (m = 4) multinomial populations made up of five (k = 5) classes each. In our example, the "best" population is the one that has the highest rate of income mobility of individuals from Q1 (at or below poverty level) to a higher quintile (above poverty level). The best population would then be the one depicting highest cell probabilities in Q2 through Q5. In Table 2 , we rearrange Table 1 so that Q2 through Q5 become the first four classes and Q1 becomes the fifth class.
The best multinomial population is the one with the highest linear combination, Table 2 . In conclusion, Russia and Peru are the countries with the highest probability of income mobility from poverty to a higher economic level.
