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ABSTRACT. A method used in finite group theory to deduce, among others,
Thomsomp's and Timmesfeld's replacement theorems [4], is now developed in
the context of groups of finite Morley rank and analogues results are obtained.
This procedure then, allows to have an evidence on how the Morley rank behaves
as a dimension for an infinite group.
Keywords and phrases. Finite groups, Groups of finite Morley rank, Ranked
groups, Groups with dimension.
2000 Mathematics Subject Classification. Primary: 03C60. Secondary: 03C45,
20A15.
RESUMEN. Un metodo usado en grupos finitos para deducir, entre otros, los
teoremas de reemplazo de Thompson y Timmesfeld [4], se desarrolla en version
de grupos de rango de Morley finito obteniendose resultados analogos, 10 que
permite evidenciar como el rango de Morley funciona como una dimension en
un grupo infinito.
1. Introducci6n
En el estudio de teorias N1-categoricas en teoria de modelos surgen las es-
tructuras de rango de Morley finito algunas de las cuales se present an en la
'naturaleza', por ejemplo la teorfa de campos algebraicarnente cerrados. En
particular, los grupos de rango de Morley finito son una generalizacion de los
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grupos algebraicos sobre tales campos'. En el caso de un grupo w-estable el
rango de Morley se puede dar mediante unos axiomas dados por A. Borovik y
esto hace posible desarrollar una teorfa de tales grupos con metodos propios
de las teorias de grupos finitos y algebraicos, Esto se evidencia en los resulta-
dos que desarrollamos a partir de [4], ahora en version de grupos de rango de
Morley finito.
2. Grupos can dimension
Segun la teoria de modelos es posible considerar una estructura en un lenguaje
dado poniendo enfasis en conjuntos que son definibles 0 interpretables en esta
y asignarles 'dimension' a tales conjuntos. Precisamos esto en seguida.
2.1. Definibilidad e interpretabilidad. En esta subseccion seguimos los
text os [2] y [3].
Entendemos por un grupo G una estructura en un lexico .c, que contiene
un simbolo de operacion binaria * y un sirnbolo de constante e y posiblemente
otros simbolos, tal que restringida al sublexico {*, e}, es un grupo; es decir,
satisface los axiomas de grupo:
1. \Ix (x*y)*z=x*(y*z)
2. \Ix x * e = e * x = e
3. \ly ::Jx x * y = y * x = e
De otro lado, par un conjunto definible en G, entenderemos, un subconjunto A
de G" que es .c-definible posiblemente con parametres de G; es decir, existe una
.c-formula en n variables libres (3(v)=a(v, a) , donde a(v, w) es una .c-formula
en n + k variables libres y a es una k-tupla de elementos de G tal que
Ejemplo 2.1.1. Con los anteriores supuestos, si G y H son grupos, se tienen los
siguientes hechos basicos:
(i) Si X ~ G es definible , Gc(X) y Nc(X) son definibles
(ii) Si A, B ~ G son definibles entonces An B, A u B,AB y A <, B son
definibles.
(iii) Si ¢ : G ---> H es un isomorfismo y A ~ G es definible, ¢(A) es definible.
Ejemplo 2.1.2. Acciones de grupos. Una accion de grupo (G, X) puede ser vista
como una estructura de primer orden de 2 suertes G, X tomando
.c={-, -1, e, *} en la que adernas se incluye:
1. (G,', -1, e) es un grupo.
2. \Ix E X vs E G \lh E G[g*x E X]A[g*(h*x) = (gh)*x]A[e*x = x].
1Para un tal grupo algebraico el rango de Morley coincide can la dimension de Zariski del
grupo sabre el campo.
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Definicion 2.1.3. Sea A <;;; M" un subconjunto definible en la estructura M.
Una relacion de equivalencia '" sobre A es definible en M si existe una £M-
formula a(x, y, m) en 2n variables libres tal que para Ii, Ii E A, Ii '" Ii si y solo
si M F a(x, y, m).
Definicion 2.1.4. Si A <;;; M" es un subconjunto definible en My'" es una
relacion de equivalencia sobre A, cualquier combinacion booleana de conjuntos
de la forma ~ se llama conjunto interpretable en M. Si By B1, son conjuntos
interpret ables en M la funcion i :Bk ------t Bi es interpretable en M si su
grafico 10 es.
Definicion 2.1.5. Sea M una £-estructura y N una £'-estructura. Decimos
que N es interpretable en M si:
(i) N es un conjunto interpretable en M.
(ii) Para cada sfrnbolo de relacion R E E' el conjunto RN es interpretable en
M.
(iii) Para cada simbolo de funcion i E L', la funcion iN es interpretable en
M.
Ejemplo 2.1.6. Si G es un grupo y H es un subgrupo definible de G entonces el
espacio de coclases laterales G IH es interpretable en G. Si H <l G entonces el
grupo G IH es interpretable en G. Si G es un grupo y H s: G es un subgrupo
definible, entonces la accion de grupo (G, G IH) es interpretable en G.
2.2. Universo ranqueado. Dada una L-estructura M, la clase de conjuntos
interpret ables en M cumple unas propiedades que se pueden abstraer en unos
axiomas como sigue.
Definicion 2.2.1. Una coleccion U no vacia de conjuntos que cumplen los
axiomas dados en seguida se llamara universo y los conjuntos de la coleccion
se llamaran interpretables.
Axioma 1 (Clausum bajo opemciones booleanas). Si A, B son conjuntos inter-
pretables entonces A U B, A nB y A <, B son interpret ables.
Axioma 2 (Clausum bajo productos). Si A y B son conjuntos interpretables, su
producto cartesiano A x Bylas proyecciones canonicas
7ri : A x B ------t A 7r2 : A x B ------t B
como tambien las imagenes de subconjuntos interpret ables bajo 7ri(i = 1,2)
son interpretables. Ladiagonal 62(A) = {(a, a) : a E A} es interpretable.
Axioma 3. Si A es interpretable y a E A, {a} es interpretable.
Axioma 4 (Factorizaci6n). Si A es interpretable y E(x, y) es una relacion de
equivalencia interpretable (es decir, el conjunto E = {(x,y) E A2 : E(x,y)}
es un subconjunto interpretable de A2) entonces el conjunto AlE de clases de
equivalencia y la funcion canonica 7r E : A ------t AlE son interpretables.
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Definicion 2.2.2. Un universo U es ranqueado si existe una funcion rk : U ----t
N que satisface los siguientes axiomas:
Axioma A (monotonicidad del rango). rk(A) 2 n + 1 si y solo si hay infinitos
subconjuntos de A inerpretables no vacios y mutuamente disjuntos cada uno
de rango al menos n.
Axioma B (definibilidad del rango). Si f es una funcion interpretable de A
en B entonces para cada entero n el conjunto {b E B : rk(j-l (b) = n} es
interpretable.
Axioma C (aditividad del rango). Si f es una funcion interpretable de A sobre
By si para todo b E B, rk(j-l(b)) = n entonces rk(A)=rk(B) + n.
Axioma D [eliminacioti de cuantificadores infinitos). Para cualquier funcion
interpretable f de A en B hay un entero m tal que para cualquier b E B la
preirnagen f-l(b) es infinita siempre que contenga al menos m elementos.
De acuerdo al axiom a A el rango de un universo ranqueado queda determinado
de forma unica. Los conjuntos finitos tienen rango cero y se asume rk(0) = -1,
Hecho 2.2.3. ([2], lema 4.1) Sea U un universo. Si f :A ----t B es una funcion
interpretable y Al ~ A Y B1 ~ B son subconjuntos interpret ables entonces:
(i) la restriccion de f a Al y la preimagen f-l(Br) son interpret ables,
(ii) si f es biyectiva entonces r:' :B ----t A es interpretable.
Definicion 2.2.4. Si M = (G,', -1, e, ... ) es un grupo y M es una estructura
ranqueada decimos que M es un grupo ranqueado 0 mas comunmente que G es
un grupo ranqueado y de acuerdo a 10 dicho en la introduccion, es equivalente
decir que G es un grupo de rango de Morley finito.
Hecho 2.2.5. ([2], seccion 4.2) Sea U un universo ranqueado, yAy B conjuntos
interpret ables en U. Entonces:
(i) rk(A) 2 1 si y solo si A es infinito.
(il) Si A < B entonces rk(A) < rk(B).
(iii) rk(A U B) = max(rk(A), rk(B)).
Hecho 2.2.6. ([2]' ejercicio 4.2.12) Identidad de Lascar. Si G es un grupo de
rango de Morley finito y H ~ G es un subgrupo definible, entonces rk( G) =
rk( G / H) + rk( H). Ademas si ¢ es un homomorfismo interpretable del grupo G
entonces rk( G) = rk( ¢(G)) + rk(ker ¢).
2.3. Propiedades basicas, Los siguientes son hechos basicos de los grupos
de rango de Morley finito que seran us ados frecuentemente. G designa un grupo
ranqueado, ([2], caps 4-6).
Hecho 2.3.1, Un grupo de rango de Morley finito satisface la condicion de cade-
na descendente para subgrupos definibles y la condicion de cadena ascendente
para subgrupos definibles conexos. .
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Hecho 2.3.2. Componente conexa. Un grupo G de rango de Morley finito tiene
un subgrupo definible maximal de indice finito llamado componente conexa el
cual es caracteristico en G y 10 denotamos GO. Decimos que G es conexo si y
solo si GO=G.
Hecho 2.3.3. Si K es un campo algebraicamente cerrado entonces K+ y K*
son conexos. Ademas rk(K+) = 1 y rk(K*) = l.
Hecho 2.3.4. Teorema de idecomponibilidad de Zil'ber. El subgrupo generado
por un conjunto de subgrupos definibles y conexos es definible y es el producto
de un mimero finito de estos.
Hecho 2.3.5. Sean H < G un subgrupo conexo y definible y X <;::; G cualquier
subconjunto. Entonces el subgrupo [H, X] es definible y conexo.
Hecho 2.3.6. Clausum definible. Dado cualquier subconjunto X <;::; G 130 inter-
seccion de todos los subgrupos definibles que contienen a X, por 130 condicion
de cadena descendente, es un subgrupo definible que denotamos par d(X) y se
llama clausura definible de X, el cual posee propiedades import antes que son
conservadas 301 pasar de X a d(X). Citamos algunas:
(i) Si un subgrupo A normaliza 301 conjunto X, d(A) normaliza a d(X).
(ii) Si (Xi)iEI es una familia de subgrupos conexos de G,
d(UXi) = (d(Xi): i E 1)
i
(iii) Si A ::::;G centraliza a X ::::;G tambien centraliza a d(X).
(iv) Si X < G entonces Cc(X) = Cc(d(X)).
(v) Componente conexa de un subgrupo no definible. Si A ::::;G es cualquier
subgrupo de G, llamamos a AO=A rl d(A)O 130 componente conexa de A
y decimos que A es conexo si A=Ao y se tiene que A es un subgrupo
normal de indice finito en Ayes el subgrupo conexo maximal de A.
Ademas d(AO)=d(A)O y AD <J Nc(A).
Hecho 2.3.7. Sobre las acciones de grupo. Si (G,X) es una accion de grupo'
tal que X es interpretable en G y el grafo de 130 accion es interpretable en G,
entonces decimos que 130 accion es de rango de Morley finito y tenemos:
(i) (G, X) es interpretable en G.
(ii) Si A <;::; X entonces StabG (A) es definible.
(iii) Si H ::::;G es definible, entonces Cx(H) es definible.
3. EI argumento de Chermak-Delgado
En este capitulo se desarrolla 130 version del llamado argumento de medida de
Chermak-Delgado que se usa en teoria de grupos finitos [4] para dar una prueba
sencilla del Teorema de Reemplazo de Thomson y del Teorema de Reemplazo
de Timmesfeld. Estos teoremas son usados en dicha teoria en casos en los que
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la formula de factorizacion de Thompson no es aplicable (en [4] se menciona
un caso espacifico: la clasificacion de J-modulos para pares BN-locales). Pre-
sentaremos algunos resultados analogos a los de [4] en el contexto de rango de
Morley finito.
Teorema 3.1. ((4], ieorema 2.1) Sea G un grupo simple finito y no ebeluuio.
Entonces, IGI > IAIICc(A)I, para cualquier subgrupo propio no trivial. En
particular, IGI > IAI2 para cualquier subgrupo ebeluuio A de G.
En el caso de grupos de rango de Morley finito obtenemos un result ado
analogo:
Teorema 3.2. Sea G un grupo simple de rango de Morley finito entonces
rk(G) ~ rk(A) + rk(Cc(A)) para cede subgrupo definible A de G. Si A es
ebeluuio rk(G) ~ 2rk(A).
El siguiente teorema nos fue comunicado por A. Borovik, pero es debido a
Muzichuk. Su prueba, no publicada, se puede deducir de la prueba del Teorema
3.4 abajo, es decir, la version en rango de Morley finito.
Teorema 3.3. Sea G un grupo finito con un subgrupo ebeiuuxo A tal que
IAI2> IGI. Entonces, existe un subgrupo normal N de G tal que INIIZ(N)I >
IAI2. Adeines, si el fndice de A en G es n, entonces existe un subgrupo ebeluuio
y normal en G de fndice acotado por ti2.
Teorema 3.4. Sea G un grupo infinito de Tango de Morley finito y A un
subgrupo abeliano definible de G tal que rk(G) < 2rk(A). Entonces:
(i) Existe un subgrupo definibley normal N en G tal querk(N)+rk(Z(N)) >
2rk(A).
(ii) Si rk(~) = n entonces existe un subgrupo N ebelieno, normal y definible
en G tal que rk( ~) ~ 2n.
Definicion 3.5. Sean G, H grupos de rango de Morley finito y supongamos que
H es interpretable en G y que hay una accion de G sobre H que es interpretable
en G. Sea D( G) la clase de subgrupos definibles no triviales de G y 0: un numero
real positivo. Definimos:
rna = ma(G, H) = sup{o:rk(A) + rk(CH(A)) : A E D(G)}.
En adelante, a menos que se diga 10 contrario, supondremos que G y H no son
finitos con el fin de tener rna > O.
Observamos que rna est a bien definido y, mas aun, que el conjunto sobre el
que se toma el sup es finito. El analisis de los terminos dados en la Definicion
3.5 es 10 que llamamos Argumento de medida de Chermak-Delgado. Sean
o:M = o:M(G,H) = {A E D(G) : o rk A + rkCH(A) = rna}.
y o:M* los miembros minim ales de o:M con respecto a la inclusion.
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Lema 3.6. Sean G y H grupos de rango de Morley finito y supongamos que
hay una eccioti interpretable de G sobre H, respecto a la cual designamos, para
A<;;;G yX :::;H,
CA(X) = {a E A : xa = x para cada x EX};
Cx (A) = {x EX: xa = x para cad a a E A}.
Entonces
(i) CH(A) = CH(d(A)) yes definible.
(ii) Cx(A) es definible si X es definible.
(iii) CA(X) es definible.
Demostracioti. (i) Como A <;;; d(A); CH(d(A)) <;;; CH(A). De otra parte A :::;
StabG(CH(A)), pero StabG(X) es definible para cada X <;;; H (Hecho 2.3.7);
as! d(A) :::;StabG(CH(A)). POl' 10 tanto, CH(A) = CH(StabG(CH(A))) <;;;
CH(d(A)), 10 que prueba la igualdad (i).
(ii) Cx(A) = CH(A) n Xes definible por (i).
(iii) CA(X) = StabG(X) n A es definible (par el Hecho 2.3.7). ~
Hecho 3.7. ([5], hecho 6.2.3) Si G es grupo de rango de Morley finito y A, B
subgrupos definibles de G entonces
rk(AB) = rk(A) + rk(B) - rk(A n B).
Hecho 3.8. ([5], Lema 6.2.4) Si G es grupo de rango de Morley finito y A, B
son subgrupos definibles de G entonces
rk ( A:) = rk (A ~ B) .
Tenemos las siguientes propiedades de aM:
Proposici6n 3.9. Sean G y H como en la Definicion 3.1 y A, BEaM.
Entonces:
(i) si A no es finito, AO E aM.
(ii) A9 E aM para cada 9 E G
(iii) si An B =I- 1 entonces An BEaM, en particular si AO n BO =I- 1,
AO n BO E aM. Ademas rkCH(A n B) = rk(CH(A) . CH(B)).
(iv) Si An B =I- 1 0 si rk(H) :::;ma entonces: d(AB)(= d(BA)) E aM y
rk(d(AB)) = rk(AB).
(v) Sea X :::;G, subgrupo definibleyaN = aM(X, H). Si A E aM* entonces
A E aN*.
Demostracion. (i) Sea a E aM, y supongamos que A no es finito. Vemos
que AO E D(G). Como rk(AO) = rk(A) y rk(A) + rk(CH(A)) ~ rk(N) +
rk(CH(AO)), entonces rk(CH(A)) ~ (rk(CH(AO)) y como AO :::;A concluimos
rk(CH(AO)) ~ rk(CH(A)). Luego AO E aM.
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(ii) Sea 9 E G,rk(A) = rk(A9). Es facil ver que h E GH(A9) sf y solo sf gh E
GH(A); entonces hay una biyecci6n definible entre GH(A9) y GH(A) de donde
rk(GH(A)) = rk(GH(A9)) y asi A9 E aM.
(iii) Usando la identidad de rk(AB) = rk(A) + rk(B) - rk(A n B) valida para
subgrupos definibles de un grupo de rango de Morley finito (Hecho 3.7) y la
identidad de Lascar obtenemos:
ark (B ~ A) = arkB - ark(A n B)
= a rk(A) + a rk(B) - a rk(A n B) - a rk(A) (*)
= ark ( A:) < ark (d(~B)) ~ rk (~(~A~J'
teniendose la ultima desigualdad de acuerdo al Lema 3.6 0). Ahara bien, como
entonces
k ( GH(A) ) = k (GH(A)GH(B))
r GH(AB) r GH(B) .
Pero como GH(A n B) 2': GH(A) n GH(B) obtenemos, aplicando el Lema 3.6
(i) y el Hecho 3.8,
(**)
De otra parte, si A n B -I- 1 entonces como BEaM,
ark(B) + rk(GH(B)) 2': ark(A n B) + rkGH(A n B),
es decir,
ark (A ~ B) 2': rk ( G~~( ~)B)) .
Entonces las desigualdades (*) y (**) son realmente igualdades, probando que
AnB E aM.
(iv) N6tese que cuando A n B -I- 1 6 cuando rna 2': rk( H), es valido que
rna = ark(B) + rk(GH(B)) 2': ark(A n B) + rk(GH(A n B)) y entonces es
valido tambien que las desigualdades en (*) y en (**) son igualdades obte-
niendose rna = ark(d(AB)) + rk(GH(d(AB))) = ark(AB) + rk(GH(AB)) y
luego aplicando el Lema 3.6 0) concluimos 10 afirmado en (iv)
La prueba de (v) es trivial. ~
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Observaeiones: Si en (iii) y (vi) reemplazamos la hipotesis An B -I- 1 por An B
no es finito, entonces se mantiene la conclusion.
Es interesante notar que si en la definicion de mOl (Definicion 3.5) tomamos
ark(A)+rk(CH(AO)) en lugar de ark(A)+rk(CH(A)) para A E D(G) tambien
se mantienen los resultados anteriores y sobre la clase de los subgrupos conexos
los mirneros asf definidos son coincidentes.
Proposici6n 3.10. Sea A E aM*. Entonces:
(i) An A9 = 1 para cede 9 E G -, Nc(A).
(ii) Si mOl > rk(H) entonees aM* no tiene miembros Bnitos y tiene un tinico
miembro que es nXEOIM X.
(iii) Si mOl> rk(H) entonces A = AO.
Demostracion. (i) Si A E aM* y 9 E G -, Nc(A) entonces A9 E aM por
la Proposicion 3.7 (ii) y por minimalidad A9 E aM*. Por la Proposicion 3.9
(iii) si A9 -I- A y An A9 -I- 1 entonces A n A9 E aM, 10 que contradiee la
minimalidad de A entonees A9 nA = 1.
(ii) Sean A, BE aM* (es claro que hay miembros minimales de aM). Entonees
si An B = 1, de la desigualdad (**), arkB + rkCH(B) = m., ::;H, 10 eual es
una contradiccion; asi A = B. Ademas si hubiera un miembro finito entonces
rk(H) ~ mOl' Ademas n X
XEOIM
se puede eonsiderar como una interseccion finita de conjuntos de aM y como
n X-I-1
XEOIM
porque (mOl > rk H) entonces
n X E aM*
XEOIM
es el unico miembro minimal de aM.
(iii) Por (ii) A no es finito y por La Proposici6n 3.9 (i), AO E aM y por
minimalidad A = A° ~
Corolario 3.11. ((5), Corolario 6.2.7) Si rk(H) < mOl entanees
( n Xf -I- 1.
XEOIM
Corolario 3.12. ((5), Carolario 6.2.8) Si A, BEaM; AnB -I- 1 yrk(H) < mOl
entonces (A n B)O -I- 1.
Hasta ahora hemos usado miembros minimales de aM; seran iitiles tambien
los miembros maximales. Sin embargo, es necesario tener en cuenta que en los
grupos de rango de Morley finito las eadenas aseendentes se estabilizan euando
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los subgrupos que las forman son conexos. Por esta razon introducimos los
siguientes terminos:
D(Gt = {Ao: A E D(G),AO -1= I}.
y aM* son los miembros maximales de D(G)OnaM con respecto a la inclusion.
Proposicion 3.13. Si A E aM* entonces:
(i) AnAg=lparagEG <, Nc(A).
(ii) Si rna 2': rk(H) entonces laM*1 = 1 y el iinico miembro maximal de
aM n D(G)O es (X : X E aM n V(G)O).
Demostracion. (i) Sea 9 E G <, Nc(A) y supongamos Ag n A -1= 1. Como
A, Ag son conexos, por la Proposicion 3.9 (iv) d(AAg) E aM n D(G)O; pero
d(AAg) 2': A de donde d(AAg) = A y A = Ag 10 cual es una contradiccion.
(ii) Supongase rna 2': rk(H) y A, BE aM*. Por la Proposicion 3.9 (iv) d(AB) E
aM yes conexo. Entonces d(AB) = A y tambien d(AB) = B par la maxima-
lidad de A y B. Asi A = B. Por el teorema de Zil'ber (X : X E aM nD(G)O)
es conexo y esta en la clase aM, luego es el unico en aM. ~
Corolario 3.14. Sea X subgrupo definible de G. Sean aN = aM(X, H) y
A E aM y BEaN n D( G)O Entonces B <;;; A 6 A n B es finito. Si edeuuis
rk H < rna debe ser B <;;; A.
Demostracioti. Sean A, B como en la hipotesis, Par la Proposicion 3.9 se puede
suponer que A es conexo. Si a rk( A~B) 2': rk( ~(~A~)) entonces por el Hecho
3.8, a rk( At) 2': rk( ~H(~A~)) de donde
ark(AB) + rkCH(AB) 2': ark(A) + rk(CH(A))
y asi,
ark(d(AB)) + rkCH(AB) 2': ark(A) + rk(CH(A))
pero entonces d(AB) E aM nD(G)O y por la maximalidad de A, A = d(AB) 2':
B.Como
k'(~) rk ( CH(A) ) :( k (CH(A n B)) < k ((CH((A n Bn)
or An B < CH(AB) "" r CH(B) - r CH(B)
(ver prueba de la Proposicion 3.9 (iii)), se sigue que
ark(B) + rkCH(B) < ark(A n B) + rk(CH(A n Bn·
Es decir,
ark(B) + rk(CH(B)) < ark(A n Bt + rkCH(A n Bt·
Como AnB :s: X y BE aNnD(G)O entonces debe ser (AnB)O = 1. Ademas,
por 10 anterior, si An B es finito a rk(B) + (rk CH (B)) < rk(H); asi, dado que
rk H < rna debemos tener B <;;; A. ~
Corolario 3.15. (fS), Corolario 6.2.11} Sea X subgrupo definible de G tal que
ark(X) +rk(CH(X)) 2': rk(H) y {A} = aM* entonces Anx 2 (aM(X,H)).
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Hasta este momento los resultados obtenidos son analogos de los presentados
en el articulo de Chermak-Delgado [4]. Sin embargo, encontramos ahora un
primer punto que no tiene un analogo par 10 menos con las hipotesis que fijamos
inicialmente. A fin de explicarlo mejor, daremos los analogos de los conceptos
basicos para grupos finitos.
Definicion 3.16. ([4]' Seccion 1) Sean G, H grupos finitos y supongase que G
actua sobre H. Sea Q la clase de subgrupos de G distintos de {I}. Para a > 0
definimos
m., = M(G, H) = sup {IAIICH(A)I : A E Q}
y
yaM, los miembros minimales de aM con respecto a la inclusion.
Hecho 3.17. ([4], Lema 1.6) Si ma 2:: IHI y laM,1 > 1 (10 que en realidad se
tiene si ma = IHI) entonces si A, B son miembros distintos de aM" [A, B] = 1.
Con la notacion y resultados previos para un grupo G de rango de Morley
finito se tiene el siguiente contraejemplo: sea a = 1 y G un grupo conexo de
centro trivial y no nilpotente y adernas de rango 2. Tomemos G = H y la
accion de G sobre H por conjugacion. Como rk( G) = 2 entonces G E aM pues
rk(G) + rk(Cc(G)) = rk(G) + rk(Z(G)) = 2. Por 10 tanto si X es subgrupo
definible de G y X i- {I} entonces rk(X)+rk Cc(X) :::;2 pues como G es conexo
no tiene subgrupos del mismo rango, y como Z(G) = 1, rk(Cc(X)) :::; 1. De
otra parte, puesto que un grupo con estas hipotesis es isomorfo a K+ )<I K',
el producto semidirecto de K+ par K' con la accion por multiplicacion, para
algun campo algebraicamente cerrado K, tomemos A = K+, B = K'; entonces
Cc(A) = A, Cc(B) = B y usando el Hecho 2.3.3 tenemos
rk(A) + rk Cc(A) = rk(A) + rk(A) = 1 + 1 = 2,
rk(B) + rk Cc(B) = rk(B) + rk(B) = 1 + 1 = 2.
A, BEaM y son minimales en esta clase. En efecto, suponiendo que 1 i- Al <
A debe ser rk(AI) = 0 pues A y B son conexos (Hecho 2.3.3) y si Al E aM
entonces rk(Ar) + rk(Cc(Ar)) = 2 luego Gc(Ar) = G (pues G es conexo),
contradiciendo el hecho de que G es de centro trivial. En forma analoga B es
minimal en aM. Adernas, como An B = 1 se tiene que [A, B] i- 1 (pues si no,
B:S; Cc(A) = A), 10 cual muestra que el Hecho 3.17 tiene un contraejemplo G
en la version de grupos de rango de Morley finito.
Demostracion del Teorema 3.2. Si G es finito la afirrnacion del teorema es tri-
vial. Supongase rk( G) 2:: 1. Tomemos a = 1 Y H = G en la Definicion 3.5 y
como accion admitimos la conjugacion. Como G es simple, Z(G) = 1. Entonces
rk(G) + rk(Z(G)) :::; ma = mI. Por la Proposicion 3.13 (ij), aM' tiene un
unico miembro A' pero par la Proposicion 3.9 (i) ese miembro seria normal
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en G; es decir A* = G, rk(G) = ml 2': rk(A) + rk(GG(A)) para cada subgru-
po definible A de G. En particular, si A es abeliano entonces GG(A) 2': A, y
rk(G) 2': 2rk(A). ~
Demosiracion del Teorema 3.4. (i) Consideremos la acci6n de G sobre si mismo
y a = 1 en el argumento de Chermak-Delgado. Entonces por la Proposici6n
3.13 (ii) se tiene que hay un subgrupo definible conexo maximal en 1M; sea
este N. Por la Proposici6n 3.9 (ii) N <J G. N6tese que GG(N) i- 1 pues como
N ElM entonces rk(N)+rk(GG(N)) = ml Y como N::; GG(GG(N)) entonces
rk(GG(GG(N))) + rk(GG(N)) 2': ml (*)
asf que, si suponemos GG(N) = 1, tenemos GEM, 10 que implica que rk(G) 2':
2 rk(A) para A subgrupo abeliano no trivial, contrario a la hip6tesis. Si GG(N)
es finito, entonces Z(N) tambien y por 10 tanto
ml = rk(N) +rk(Gc(N)) = rk(N) +rk(Z(N)) 2': rk(A) +rk(GG(A)) 2': 2rk(A)
para A subgrupo abeliano definible. Si GG(N) es infinito vemos que GG(N) E
M por (*). Ahora, G'G(N)N es subgrupo definible, conexo y est a en la clase
aM asi que, por la maximalidad de N, G'G(N) ::;N. Luego G'G(N) ::; Z(N) y
tenemos,
rk(N) + rk(Z(N)) 2': rk(N) + rk(G'G(N))
= rk(N) + rk(GG(N)) = ml,
de donde se obtiene rk( N) + rk( Z (N)) 2': 2 rk( A) como se afirm6.
(ii) si rk(~) = n y suponemos rk(A) ::; n entonces rk(G) = n+rk(A) 2': 2rk(A),
contrario a la hipotesis. Asumimos que rk(A) > n y entonces es aplicable (i).
Por tanto, tomamos Z(N) (el cual es no trivial pues contiene a G'G(N) que
esta en 1M) y, como Z(N)CharN <J G, Z(N) <J G. Denotemos rk( z(G)) = a;
rk ~ = (3;rk ZUv) = 'Y.Por (i) tenemos rk(N) + rk(Z(N)) 2': 2rk(A) de donde
'Y+ 2 rk(Z(N)) 2': 2 rk(A). De otra parte n + rk(A) = rk( G) = rk(Z(N)) +'Y + (3
con 10 cual n = rk(Z(N)) + 'Y+ (3~ rk(A). Pero como 2 rk Z(N) + 'Y2': 2 rk(A)
. G
Y rk( Z(N)) = (3+ 'Ytenemos
2n = 2 rk(Z(N)) + 2'Y+ 2(3 - 2 rk(A) 2': 'Y+ 2(3 2': 'Y+ (3= rk (Z~)) ,
luego el grupo buscado es Z(N).
4. Otras aplicaciones
En esta secci6n se dan unas aplicaciones, entre ellas deducir los llamados teore-
mas de reemplazo de Timmesfeld y de Thomson en grupos de rango de Morley
finito. Las pruebas siguen de cerca las de grupos finitos en [4].
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Lema 4.1. Sean G, H grupos de rango de Morley iinito y supongamos que hay
eccioti interpretable de G sobre H. Sea A subgrupo conexo deiiuible de G , M
subgrupo deiinible de H y x E M. Entonces [x, A] y [M, A] son dennibles.
La prueba del lema anterior es paralela a las de los corolarios 5.29, 5.24 y
5.25 de [2].
Teorema 4.2 (Teorema de Reemplazo de Thompson). Sea G un grupo de
Morley iuiito, H un grupo abeliano de rango de Morley iinito que admite una
accion interpretable de G y sea A un subgrupo deiuiible distinto de la identidad
de G, tal que
rk(A) + rk(CH(A)) 2: rk(B) + rk(CH(B))
para cada subgrupo dennible B 2: A distinto de la identidad. Sea x E CH ([A, A])
y hagamos M = [x,A]. Entonces: CA(M) = 10
rk(A) + rk(CH(A)) = rk(CA(M)) + rk(CH(CA(M)))
= rk(CA(M)) + rk(CH(A)M).
Demostraci6n. Consideremos la funcion ¢ dada por
¢ . A ----4 d(M)
. CA(M) Cd(M) (A)
CA(M) f----* [x, a]Cd(M)(A).
¢ esta bien definida pues si ab-1 E CA(M), [x, a][x, b]-l E Cd(M)(A). En efecto,
sea x como en la hipotesis. Entonces 1 = [x, ab-1] = [x, a]b-' [x, b-1], de donde
[x, a] = ([x, b-1]b)-1. Luego [x, a][x, bj-l = ([x, b-1]b)-1[x, bJ-l = 1. Por el
Lema 3.6 la funcion ¢ es definible. Veamos que ¢ es inyectiva. Sean a, b E A
con [x, bj E [x, a]Cd(M)(A). Entonces:
[x, at1 [x, b] E Cd(M) (A)
(xax-1)-1(XbX-1) E Cd(M)(A).
Conjugando por a-I, tenemos x-lxba~l E Cd(M)(A) y como H es abeliano
[x, ba-1] E Cd(M) (A). Asi, para cualquier u E A, [x, ba-1, u] = 1. Aplicando la
identidad de Hall, tenemos:
[x, ba-I, ujab-1 lab-I, u-1, x]U[u, x-I, ab-1]X = 1
y puesto que x E CH([A, AD obtenemos [ab-\ u-\ xl = 1. Por tanto ab-1
centraliza a [u, X-I] porque los dos primeros factores dan la unidad. Pero
[u,x-1j = [X-\uj-l = [x,u], porque H es abeliano; entonces ab-1 centra-
liza a [x, u] para todo u E A, y asi, ab-1 E CA(M) = CA(d(M)). Por 10
tanto ¢ es inyectiva y tenemos rk(d(M)jCd(M) (A)) 2: rk(AjCA(M)). Entonces
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rk(A) + rk(Cd(M) (A)) ?: rk(CA(M)) + rk(d(M)) de donde
rk(A) + rk(CH(A)) :::;rk(CA(M)) + rk(d(M)) + rk(CH(A)) - rk(Cd(M) (A))
< rk(CA(M)) + rk(d(M)CH(A))
< rk(CA(M)) + rk(CH(CA(d(M)))). (t)
Por tanto, si CA(d(M)) es no trivial entonees es definible (Lema 3.6) y par la
hipotesis sobre A se tiene la igualdad en el teorema. ~
A continuacion, damos la version del tearema de reemplazo de Thompson
en el presente eontexto.
Teorema 4.3 (Teorema de reemplazo de Timmesfeld). Sea G un grupo de
Tango de Morley finito y H un grupo abeliano de Tango de Morley finito, que
admite una acci6n definible de G. Sea A un subgrupo definible conexo de G
distinto de la identidad, tal que
rk(A) + rk(CH(A)) ?: rk(B) + rk(CH(B))
para cede. B subgrupo definible de A distinto de le identidad. Finalmente, sea
M = [CH([A, A]), A]. Entonces CA(M) = 1 6 se cumple que
rk(A) + rk(CH(A)) = rk(CA(M) + rk(CH(CA(M)).
I
Demostraci6n. Por el Lema 3.6, W = CH([A, A]) es definible y par el Lema
4.1 U = [W, A]CH(A)O tarnbien (H es abeliano). Usando la notacion de la
Definicion 3.5 con 0: = 1 tomemos m = m1(A,H) Y n = m1(A,UO); C
M(A,H); V = l(A,UQ). Tenemos entonces
rk(A) + rk(CH(A)) = rk(A) + rk(Cuo (A))
ya que Cuo (A) = CJi (A). Por tanto m = n. En particular, como A E C se tiene
que V <:;; C. Para x E W tomemos Mx = [x, A] y Ax = CA(Mx). Si suponemos
C4,(M) =I- 1 entonces Ax =I- 1 pues CA(M) = nxEWAx. Por el teorema de
reernplazo de Thompson Ax E C y C}{(Ax) = C}{(CA(Mx)) = (CH(A)Mx)O
(porque (CH(A)Mx)O < C}{(CA(Mx)) y por ser este ultimo conexo y ambos
del mismo rango, segun (t) en el tearema de Thompson 4.2, entonces se tiene
la igualdad). Por tanto C}{(Ax) = Cuo (Ax) y entonces Ax E V. Pero CA (M) =
nxEWAx; entonces por el Hecho 3.7 (iii), CA(M) E V. Por tanto CA(M) E C y
adernas rk(CH(CA(M))) = rk(Cuo(CA(M))) = rk(U). ~
4.1. Subgrupos caracterfsticos de p-grupos nilpotentes. En esta sub-
seccion suponemos que S es un p-grupo nilpotente de rango de Morley finito.
Estas hipotesis nos permiten asegurar que Z(S) es infinito, 10 eual como vere-
mos es fundamental en el argumento de Chermak-Delgado que vamos a aplicar.
Sea 0: un numero real positivo y definamos
nQ = sup{rk(X) + o:rk(Cs(X)) I X E D(S)}.
GRUPOS DE RANGO DE MORLEY FINITO 15
Observese la variacion con la Definicion 3.5. Sin embargo, n", = aml/'" con 10
euallos resultados 3.9-3.15 son validos para n", si haeemos los eambios en aM'
yaM,. Sea
aN = {X E D(S) : rk(X) + arkCs(X) = n",}
y aN' los miembros maximales de aN y aN, los miembros minimales de aN.
Lo interesante ahora es que tenemos n", > ark(S) (tomando X = Z(S)), Y
entonees aN' tiene un unico miembro (Proposicion 3.13 (ii)) que es eonexo:
M"'(S) = (UaN)
y aN, tiene un unico miembro (Proposicion 3.10 (ii)) que tambien es eonexo
(Corolario 3.11).
M",(S) = naN.
Adernas M"'(S) y M",(S) son earacteristieos en S (en el sentido que son inva-
riantes bajo automorfismos definibles de S).
Se mostraran a continuacion algunas propiedades de la coleecion
{M"'(S), M",(S) : a > O}
de subgrupos earacteristieos de S.
Lema 4.1.1. Sea X E aN.
(i) Sea W E D(S), entonces a rk( c,0X») ::;rk( c;(W»)
(ii) Si a > 1entonces XO ::; Z (J (S)) en donde J (S) es e1subgrupo de Thomp-
son de S, es decir, e1subgrupo generado pot todos los subgrupos abe1ianos
definib1es de S de rango de Morley maximal.
(iii) Si XO -1= 1, XO = Cs(Cs(X)) = Cs(Cs(XO)).
Demostracion. Supongamos por el eontrario que (i) no se eumple. Entonees
para algun W E D(S)
rk (C:W)) < ark (CW~X)) = ark (C~;~~~)
de donde
rk(X) + ark(Cs(X)) <
rk(Cx(W)) + ark(Cs(X)W) < rk(Cx(W)) + ark(Cs(Cx(W)))
10 que eontradiee que X E oN (notese que Cs(X) -1= 1 porque Z(S) es infinito).
(ii) Sea A subgrupo abeliano definible eonexo de S de rango maximal y a > 1.
Tomando en (i) W = XO y reemplazando X por XO (Corolario 3.12) tenemos
k( Xo) k( x- ) ( x» ) '0 (0) .a r Z(XO) ::; r Z(XO de donde rk Z(XO) = 0 y asi X = Z X ,es decir,
XO es abeliano. Ahora, el subgrupo CA(XO)XO es abeliano y como A es de
rango maximal entonees
rk(A) ~ rk(CA(XO)XO) = rk(XO) + rk(CA(XO)) - rk(A n XO)
~ rk(XO) + rkCA(XO) - rk(Cxo (A))
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pues An XO ~ Cxo(A); por 10 tanto rk(CAtxO») ~ rk(Cx~~A»). Tomando en
(i) W = A tenemos que a rk( CAtxO») ::; rk( Cx~~A») y puesto que a > 1 debe
ser rk(CAtxO») = O. Como A es conexo, A = CA(XO).
(iii) Puesto que X ::; Cs(Cs(X)) tenemos 1 =f XO ::; Cs(Cs(X)). Ademas,
Cs(X) ::;Cs(Cs(Cs(X))); entonces na = rk(X) + a rk(Cs(X)). De otra parte
rk(XO) + a rk(Cs(X)) = rk(XO) + a rk(Cs(X))
::; rk(Cs(Cs(X))) + a rk(Cs(Cs(Cs(X))))
::;rk(Cs(Cs(X))) + ark(Cs(Cs(Cs(X)))).,
de donde obtenemos que Cs(Cs(X)) E aN y por tanto tambien Cso (Cs(X)) E
aN (notese que como Z(S) es infinito, estos subgrupos no son triviales). Fi-
nalmente como XO ::;Cs(Cs(X)) y Cs(X) < Cs(Cs(Cs(X))) y
rk(XO) + ark(Cs(X)) = rk(CS(Cs(X))) + ark(Cs(Cs(Cs(X))))
entonces rk(XO) = rk(Cs(Cs(X))) de donde XO = Cs(Cs(X)). Ahara, en la
prueba deiii) podemos argumentar de la misma forma con XO ::;Cs(Cs(XO))
para concluir que XO = Cs(Cs(XO)). ~
Lema 4.1.2. Con le notaci6n dada al iniciar esta subsecci6n se tiene:
(i) na = anI/a·
(ii) Cs(Ma(S)) = M1/a(S) y CS(M1/a) = Ma(s).
Demostracion. (i) Sea X E aN y Y E ±N, entonces
na = rk(X) + ark(Cs(X))
1= a[- rk(X) + rk(Cs(X))]
a
1
::;a[- rk(Cs(Cs(X)))] + rk(Cs(X))
a
1
::; a[rk(Y) + - rk(Cs(Y))]
a
1
::;a[rk(Cs(Cs(Y))) + - rk(Cs(Y))]
a
= ark(Cs(Cs(Y))) + rk(Cs(Y))
(ii) De (i) vemos que la desigualdad pasa a ser igualdad y entonces Cs(X) E
±N y Cs(Y) E aN. Por 10 tanto Cs(X) ~ M.dS) que es el unico miembro
minimal de ±N. Analogamente, Cs(Y) ~ Ma(S) ya que este ultimo es el unico
miembro maximal de aN*.
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Tomemos X = MCY.(8), recordemos que por por la Proposicion 3.13 (ii), este




Cs(Mi (8)) = MCY.,
Analogamente, por la Proposicion 3.10 (iii), M1- (8) es conexo y por el Lema
4.1.1 M:l(8) = Cs(Cs(Ml(8))); pero CS(Ml)"'~ MCY.(8) de donde
'" '" '"
y par minimalidad Mi = Cs(MCY.(8)).
Lema 4.1.3. Si 0 < a < (3 entonces
Demostracion, Por el Lema 4.1.1 (i), tomando W = Mi(8) tenemos:
(3 rk(M i (8)/CM t;(S) (M{3 (8))) < rk(M{3(8)/CMf3(S) (M i (8)))
y ahora con W = M{3 (8) y X = M l (8) tenemos que
o
de donde
rk(Mi (8)) = rk(CMt;(s)(M{3(8)))
y al ser M .i. (8) conexo, se tiene que este centraliza a M{3 (8). Por esto
oc
Como 0 < ~ < ~, entonces Mi (8) ~ M~ (8), de donde Cs(M-!; (8)) ::J
Cs(M~ (8)) pero segun Lema 4.1.2 (ii), esto equivale a Mcy'(8) ::2 M{3(8). ~
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