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The Gaˆteaux Derivative of Map over Division Ring
Aleks Kleyn
Abstract. I consider differential of mapping f of continuous division ring
as linear mapping the most close to mapping f . Different expressions which
correspond to known deffinition of derivative are supplementary. I explore
the Gaˆteaux derivative of higher order and Taylor series. The Taylor series
allow solving of simple differential equations. As an example of solution of
differential equation I considered a model of exponent.
I considered application of obtained theorems to complex field and quater-
nion algebra. In contrast to complex field in quaternion algebra congugation
is linear function of original number
a = a+ iai+ jaj + kak
In quaternion algebra this difference leads to the absence of analogue of the
Cauchy Riemann equations that are well known in the theory of complex
function.
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In this paper I consider linear maps over division ring. In particular, differential
of map f of division ring is linear map. However for this version I decided to
add sections dedicated to the Gaˆteaux derivative of second order, Taylor series
expansion, and solving of differential equation. The paper may be interesting for
physicists using division ring of quaternions.
1. Conventions
(1) Function and map are synonyms. However according to tradition, corre-
spondence between either rings or vector spaces is called map and map of
either real field or quaternion algebra is called function. I also follow this
tradition.
(2) We can consider division ring D as D-vector space of dimension 1. Accord-
ing to this statement, we can explore not only homomorphisms of division
ring D1 into division ring D2, but also linear maps of division rings. This
means that map is multiplicative over maximum possible field. In particu-
lar, linear map of division ring D is multiplicative over center Z(D). This
statement does not contradict with definition of linear map of field because
for field F is true Z(F ) = F . When field F is different from maximum
possible, I explicit tell about this in text.
(3) In spite of noncommutativity of product a lot of statements remain to be
true if we substitute, for instance, right representation by left representa-
tion or right vector space by left vector space. To keep this symmetry in
statements of theorems I use symmetric notation. For instance, I consider
D⋆-vector space and ⋆D-vector space. We can read notation D⋆-vector
space as either D-star-vector space or left vector space. We can read nota-
tion D⋆-linear dependent vectors as either D-star-linear dependent vectors
or vectors that are linearly dependent from left.
2. Additive Map of Ring
Definition 2.1. Homomorphism
f : R1 → R2
of additive group of ring R1 into additive group of ring R2 is called additive map
of ring R1 into ring R2. 
According to definition of homomorphism of additive group, additive map f of
ring R1 into ring R2 holds
(2.1) f(a+ b) = f(a) + f(b)
Theorem 2.2. Let us consider ring R1 and ring R2. Let maps
f : R1 → R2
g : R1 → R2
be additive maps. Then map f + g is additive.
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Proof. Statement of theorem follows from chain of equations
(f + g)(x+ y) =f(x+ y) + g(x+ y) = f(x) + f(y) + g(x) + g(y)
=(f + g)(x) + (f + g)(y)

Theorem 2.3. Let us consider ring R1 and ring R2. Let map
f : R1 → R2
be additive map. Then maps af , fb, a, b ∈ R2 are additive.
Proof. Statement of theorem follows from chain of equations
(af)(x+ y) =a(f(x+ y)) = a(f(x) + f(y)) = af(x) + af(y)
=(af)(x) + (af)(y)
(fb)(x+ y) =(f(x+ y))b = (f(x) + f(y))b = f(x)b+ f(y)b
=(fb)(x) + (fb)(y)

Theorem 2.4. We may represent additive map of ring R1 into associative ring R2
as
(2.2) f(x) = (s)0f G(s)(x) (s)1f
where G(s) is set of additive maps of ring R1 into ring R2.
1
Proof. The statement of theorem follows from theorems 2.2 and 2.3. 
Definition 2.5. Let commutative ring P be subring of center Z(R) of ring R. Map
f : R→ R
of ring R is called multiplicative over commutative ring P , if
f(px) = pf(x)
for any p ∈ P . 
Definition 2.6. Let commutative ring F be subring of center Z(D) of ring R.
Additive, multiplicative over commutative ring F , map
f : R→ R
is called linear map over commutative ring F . 
Definition 2.7. Let commutative ring P be subring of center Z(R) of ring R. Map
f : R→ R
of ring R is called projective over commutative ring P , if
f(px) = f(x)
for any p ∈ P . Set
Px = {px : p ∈ P, x ∈ R}
1Here and in the following text we assume sum over index that is written in brackets and used
in product few times. Equation (2.2) is recursive definition and there is hope that it is possible
to simplify it.
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is called direction x over commutative ring P .2 
Example 2.8. If map f of ring R is multiplicative over commutative ring P , then
map
g(x) = x−1f(x)
is projective over commutative ring P . 
Definition 2.9. Denote A(R1;R2) set of additive maps
f : R1 → R2
of ring R1 into ring R2. 
Theorem 2.10. Let map
f : D → D
is additive map of ring R. Then
f(nx) = nf(x)
for any integer n.
Proof. We prove the theorem by induction on n. Statement is obvious for n = 1
because
f(1x) = f(x) = 1f(x)
Let statement is true for n = k. Then
f((k + 1)x) = f(kx+ x) = f(kx) + f(x) = kf(x) + f(x) = (k + 1)f(x)

3. Additive Map of Division Ring
Theorem 3.1. Let map
f : D1 → D2
is additive map of division ring D1 into division ring D2. Then
f(ax) = af(x)
for any rational a.
Proof. Let a = p
q
. Assume y = 1
q
x. Then
(3.1) f(x) = f(qy) = qf(y) = qf
(
1
q
x
)
From equation (3.1) it follows
(3.2)
1
q
f(x) = f
(
1
q
x
)
From equation (3.2) it follows
f
(
p
q
x
)
= pf
(
1
q
x
)
=
p
q
f(x)

2Direction over commutative ring P is subset of ring R. However we denote direction Px by
element x ∈ R when this does not lead to ambiguity. We tell about direction over commutative
ring Z(R) when we do not show commutative ring P explicitly.
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Theorem 3.2. Additive map
f : D1 → D2
of division ring D1 into division ring D2 is multiplicative over field of rational
numbers.
Proof. Corollary of theorem 3.1. 
We cannot extend the statement of theorem 3.2 for arbitrary subfield of center
Z(D) of division ring D.
Theorem 3.3. Let complex field C be subfield of the center of division ring D.
There exists additive map
f : D1 → D2
of division ring D1 into division ring D2 which is not multiplicative over field of
complex numbers.
Proof. To prove the theorem it is enough to consider the complex field C because
C = Z(C). The map
z → z
is additive. However the equation
az = az
is not true. 
The theory of complex vector spaces so well understood that the proof of theorem
3.3 easily leads to the following design. Let for some division ring D fields F1, F2
be such that F1 6= F2, F1 ⊂ F2 ⊂ Z(D). In this case there exists map I of division
ring D that is linear over field F1, but not linear over field F2.
3 It is easy to see
that this map is additive.
Let D1, D2 be division rings of characteristic 0. According to theorem 2.4
additive map
(3.3) f : D1 → D2
has form (2.2). Let us choose map G(s)(x) = G(x). Additive map
(3.4) f(x) = (s)0f G(x) (s)1f
is called additive map generated by map G. Map G is called generator of
additive map.
Theorem 3.4. Let F , F ⊂ Z(D1), F ⊂ Z(D2), be field. Additive map (3.4)
generated by F -linear map G is multiplicative over field F .
Proof. Immediate corollary of representation (3.4) of additive map. For any a ∈ F
f(ax) = (s)0f G(ax) (s)1f = (s)0f aG(x) (s)1f = a (s)0f G(x) (s)1f = af(x)

3For instance, in case of complex numbers map I is map of complex conjugation. The set
of maps I depends on the division ring. We consider these operators when we explorer map of
division ring when structure of operation changes. For instance, the map of complex numbers
z → z.
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Theorem 3.5. Let D1, D2 be division rings of characteristic 0. Let F , F ⊂ Z(D1),
F ⊂ Z(D2), be field. Let G be F -linear map. Let q be basis of division ring D2
over field F . Standard representation of additive map (3.4) over field F
has form4
(3.5) f(x) = f ijG iq G(x) jq
Expression f
ij
G in equation (3.5) is called standard component of additive map
f over field F .
Proof. Components of additive map f have expansion
(3.6) (s)pf = (s)pf
i
iq
relative to bais q. If we substitute (3.6) into (3.4), we get
(3.7) f(x) = (s)0f
i
iq G(x) (s)1f
j
jq
If we substitute expression
f
ij
G = (s)0f
i
(s)1f
j
into equation (3.7) we get equation (3.5). 
Theorem 3.6. Let D1, D2 be division rings of characteristic 0. Let F , F ⊂ Z(D1),
F ⊂ Z(D2), be field Let G be F -linear map. Let p be basis of division ring D1 over
field F . Let q be basis of division ring D2 over field F . Let klB
p be structural
constants of division ring D2. Then it is possible to represent additive map (3.4)
generated by F -linear map G as
f(a) =ai if
j
jq kf
j ∈ F(3.8)
a =ai ip a
i ∈ F a ∈ D1
if
j =iG
l fkrG klB
p
prB
j(3.9)
Proof. According to theorem 3.4 additive map of division ring D is linear over field
F . Let us consider map
(3.10)
G : D1 → D2 a = a
i
ip→ G(a) = a
i
iG
j
jq
xi ∈ F iG
j ∈ F
According to theorem [3]-4.4.3 additive map f(a) relative to basis e has form (3.8).
From equations (3.5) and (3.10) it follows
(3.11) f(a) = ai iG
l f
kj
G kq le jq
From equations (3.8) and (3.11) it follows
(3.12) ai if
j
jq = a
i
iG
l fkrG kq lq rq = a
i
iG
l fkrG klB
p
prB
j
jq
Since vectors re are linear independent over field F and values a
k are arbitrary,
then equation (3.9) follows from equation (3.12). 
Theorem 3.7. Let field F be subring of center Z(D) of division ring D of char-
acteristic 0. F -linear map generating additive map is nonsingular map.
4Representation of additive map using components of additive map is ambiguous. We can
increase or decrease number of summands using algebraic operations. Since dimension of division
ring D over field F is finite, standard representation of additive map guarantees finiteness of set
of items in the representation of map.
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Proof. According to isomorphism theorem we can represent additive map (3.13) as
composition
f(x) = f1(x +H)
of canonical map x → x +H and isomorphism f1. H is ideal of additive group of
division ring D. Let ideal H be non-trivial. Then there exist x1 6= x2, f(x1) =
f(x2). Therefore, image under map f contains cyclic subgroup. It conflict with
statement that characteristic of division ring D equal 0. Therefore, either H = {0}
and canonical map is nonsingular F -linear map or H = D and canonical map is
singular map. 
Definition 3.8. Additive map that is linear over center of division ring is called
linear map of division ring. 
Theorem 3.9. Let D be division ring of characteristic 0. Linear map
(3.13) f : D → D
has form
(3.14) f(x) = (s)0f x (s)1f
Expression (s)pf , p = 0, 1, in equation (3.14) is called component of linear map
f .
Theorem 3.10. Let D be division ring of characteristic 0. Let e be the basis of
division ring D over center Z(D). Standard representation of linear map
(3.14) of division ring has form5
(3.15) f(x) = f ij ie x je
Expression f ij in equation (3.15) is called standard component of linear map
f .
Theorem 3.11. Let D be division ring of characteristic 0. Let e be basis of division
ring D over field Z(D). Then it is possible to represent linear map (3.13) as
f(a) =ai if
j
je kf
j ∈ Z(D)(3.16)
a =ai ie a
i ∈ Z(D) a ∈ D
if
j =fkr kiB
p
prB
j(3.17)
Proof. Equation (3.14) is special case of equation (3.4) when G(x) = x. Theorem
3.10 is special case of theorem 3.5 when G(x) = x. Theorem 3.11 is special case of
theorem 3.6 when G(x) = x. Our goal is to show that we can assume G(x) = x.
Equation (3.17) binds coordinates of linear transformation f relative given basis e
of division ringD over center Z(D) and standard components of this transformation
when we consider this transformation as linear map of division ring. For given
coordinates of linear transformation we consider equation (3.17) as the system of
linear equations in standard components. From theorem 3.11 it follows that if
determinant of the system of linear equations (3.17) is different from 0, then for any
5Representation of linear map of of division ring using components of linear map is ambiguous.
We can increase or decrease number of summands using algebraic operations. Since dimension
of division ring D over field Z(D) is finite, standard representation of linear map guarantees
finiteness of set of items in the representation of map.
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linear transformation of division ring D over field Z(D) there exists corresponding
linear transformation of division ring.
If determinant of system of linear equations (3.17) equal 0, then there exist maps
different from map G(x) = x. If dimension of division ring is finite then these maps
form finite dimensional algebra. I will consider the structure of this algebra in
separate paper. Without loss of generality, we will assume G(x) = x also in this
case. 
Theorem 3.12. Let field F be subring of center Z(D) of division ring D of char-
acteristic 0. Linear map of division ring is multiplicative over field F .
Proof. Immediate corollary of definition 3.8. 
Theorem 3.13. Expression
fkr = f ij ikB
p
pjB
r
is tensor over field F
(3.18) if
′j = iA
k
kf
l
lA
−1j
Proof. D-linear map has form (3.16) relative to basis e. Let e′ be another basis.
Let
(3.19) ie
′ = iA
j
je
be transformation mapping basis e to basis e′. Since additive map f is the same,
then
(3.20) f(x) = x′k kf
′l
le
′
Let us substitute [3]-(8.2.8), (3.19) into equation (3.20)
(3.21) f(x) = xi iA
−1k
kf
′l
lA
j
je
Because vectors je are linear independent and components of vector x
i are arbitrary,
the equation (3.18) follows from equation (3.21). Therefore, expression kf
r is tensor
over field F . 
Theorem 3.14. Let D be division ring of characteristic 0. Let e be basis of division
ring D over center Z(D) of division ring D. Let
f : D → D f(x) = (s)0f x (s)1f(3.22)
= f ij ie x je(3.23)
g : D → D g(x) = (t)0g x (t)1g(3.24)
= gij ie x je(3.25)
be linear maps of division ring D. Map
(3.26) h(x) = gf(x) = g(f(x))
is linear map
h(x) = (ts)0h x (ts)1h(3.27)
= hpr pe x re(3.28)
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where
(ts)0h = (t)0g (s)0f(3.29)
(ts)1h = (s)1f (t)1g(3.30)
hpr = gij fkl ikB
p
ljB
r(3.31)
Proof. Map (3.26) is additive because
h(x+ y) = g(f(x+ y)) = g(f(x) + f(y)) = g(f(x)) + g(f(y)) = h(x) + h(y)
Map (3.26) is multiplicative over Z(D) because
h(ax) = g(f(ax)) = g(af(x)) = ag(f(x)) = ah(x)
If we substitute (3.22) and (3.24) into (3.26), we get
(3.32) h(x) = (t)0g f(x) (t)1g = (t)0g (s)0f x (s)1f (t)1g
Comparing (3.32) and (3.27), we get (3.29), (3.30).
If we substitute (3.23) and (3.25) into (3.26), we get
h(x) =gij ie f(x) je
=gij ie f
kl
ke x le je(3.33)
=gij fkl ikB
p
ljB
r
pe x re
Comparing (3.33) and (3.28), we get (3.31). 
4. Polylinear Map of Division Ring
Definition 4.1. Let R1, ..., Rn be rings and S be module. We call map
(4.1) f : R1 × ...×Rn → S
polyadditive map of rings R1, ..., Rn into module S, if
f(p1, ..., pi + qi, ..., pn) = f(p1, ..., pi, ..., pn) + f(p1, ..., qi, ..., pn)
for any 1 ≤ i ≤ n and for any pi, qi ∈ Ri. Let us denote A(R1, ..., Rn;S) set of
polyadditive maps of rings R1, ..., Rn into module S. 
Theorem 4.2. Let R1, ..., Rn, P be rings of characteristic 0. Let S be module
over ring P . Let
f : R1 × ...×Rn → S
be polyadditive map. There exists commutative ring F which is for any i is subring
of center of ring Ri and such that for any i and b ∈ F
f(a1, ..., bai, ..., an) = bf(a1, ..., ai, ..., an)
Proof. For given a1, ..., ai−1, ai+1, ..., an map f(a1, ..., an) is additive by ai. Ac-
cording to theorem 2.10, we can select ring of integers as ring F . 
Definition 4.3. Let R1, ..., Rn, P be rings of characteristic 0. Let S be module
over ring P . Let F be commutative ring which is for any i is subring of center of
ring Ri. Map
f : R1 × ...×Rn → S
is called polylinear over commutative ring F , if map f is polyadditive, and for
any i, 1 ≤ i ≤ n, for given a1, ..., ai−1, ai+1, ..., an map f(a1, ..., an) is multiplicative
by ai. If ring F is maximum ring such that for any i, 1 ≤ i ≤ n, for given a1, ...,
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ai−1, ai+1, ..., an map f(a1, ..., an) is linear by ai over ring F , then map f is called
polylinear map of rings R1, ..., Rn into module S. Let us denote L(R1, ..., Rn;S)
set of polylinear maps of rings R1, ..., Rn into module S. 
Theorem 4.4. Let D be division ring of characteristic 0. Polylinear map
(4.2) f : Dn → D, d = f(d1, ..., dn)
has form
(4.3) d = (s)0f
n σs(d1) (s)1f
n ... σs(dn) (s)nf
n
σs is a transposition of set of variables {d1, ..., dn}
σs =
(
d1 ... dn
σs(d1) ... σs(dn)
)
Proof. We prove statement by induction on n.
When n = 1 the statement of theorem is corollary of theorem 3.9. In such case
we may identify6 (p = 0, 1)
(s)pf
1 = (s)pf
Let statement of theorem be true for n = k− 1. Then it is possible to represent
map (4.2) as
Dk
f //
g(dk)
$,Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
D
Dk−1
h
OO
d = f(d1, ..., dk) = g(dk)(d1, ..., dk−1)
According to statement of induction polyadditive map h has form
d = (t)0h
k−1 σt(d1) (t)1h
k−1 ... σt(dk−1) (t)k−1h
k−1
According to construction h = g(dk). Therefore, expressions (t)ph are functions of
dk. Since g(dk) is additive map of dk, then only one expression (t)ph is additive
map of dk, and rest expressions (t)qh do not depend on dk.
Without loss of generality, assume p = 0. According to equation (3.14) for given
t
(t)0h
k−1 = (tr)0g dk (tr)1g
Assume s = tr. Let us define transposition σs according to rule
σs = σtr =
(
dk d1 ... dk−1
dk σt(d1) ... σt(dk−1)
)
Suppose
(tr)q+1f
k = (t)qh
k−1
6In representation (4.3) we will use following rules.
• If range of any index is set consisting of one element, then we will omit corresponding
index.
• If n = 1, then σs is identical transformation. We will not show such transformation in
the expression.
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for q = 1, ..., k − 1.
(tr)qf
k = (tr)qg
for q = 0, 1. We proved step of induction. 
Definition 4.5. Expression (s)pf
n in equation (4.3) is called component of poly-
linear map f . 
Theorem 4.6. Let D be division ring of characteristic 0. Let e be basis in divi-
sion ring D over field Z(D). Standard representation of polylinear map of
division ring has form
(4.4) f(d1, ..., dn) = (t)f
i0...in
i0e σt(d1) i1e ... σt(dn) ine
Index t enumerates every possible transpositions σt of the set of variables {d1, ..., dn}.
Expression (t)f
i0...in in equation (4.4) is called standard component of poly-
linear map f .
Proof. Components of polylinear map f have expansion
(4.5) (s)pf
n = (s)pf
ni
ie
relative to basis e. If we substitute (4.5) into (4.3), we get
(4.6) d = (s)0f
nj1
j1e σs(d1) (s)1f
nj2
j2e ... σs(dn) (s)nf
njn
jne
Let us consider expression
(4.7) (t)f
j0...jn = (s)0f
nj1 ...(s)nf
njn
The right-hand side is supposed to be the sum of the terms with the index s, for
which the transposition σs is the same. Each such sum has a unique index t. If we
substitute expression (4.7) into equation (4.6) we get equation (4.4). 
Theorem 4.7. Let e be basis of division ring D over field Z(D). Polyadditive map
(4.2) can be represented as D-valued form of degree n over field Z(D)7
(4.8) f(a1, ..., an) = a
i1
1 ...a
in
n i1...inf
where
aj = a
i
j ie
i1...inf = f(i1e, ..., ine)(4.9)
and values i1...inf are coordinates of D-valued covariant tensor over field F .
Proof. According to theorem 4.2, the equation (4.8) follows from the chain of equa-
tions
f(a1, ..., an) = f(a
i1
1 i1e, ..., a
in
n ine) = a
i1
1 ...a
in
n f(i1e, ..., ine)
Let e′ be another basis. Let
(4.10) ie
′ = iA
j
je
7We proved the theorem by analogy with theorem in [2], p. 107, 108
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be transformation, mapping basis e into basis e′. From equations (4.10) and (4.9)
it follows
i1...inf
′ = f(i1e
′, ..., ine
′)
= f(i1A
j1
j1e, ..., inA
jn
jne
′)(4.11)
= i1A
j1 ... inA
jn f(j1e, ..., jne)
= i1A
j1 ... inA
jn
j1...jnf
From equation (4.11) the tensor law of transformation of coordinates of polylinear
map follows. From equation (4.11) and theorem [3]-8.2.1 it follows that value of
the map f(a1, ..., an) does not depend from choice of basis. 
Polylinear map (4.2) is symmetric, if
f(d1, ..., dn) = f(σ(d1), ..., σ(dn))
for any transposition σ of set {d1, ..., dn}.
Theorem 4.8. If polyadditive map f is symmetric, then
(4.12) i1,...,inf = σ(i1),...,σ(in)f
Proof. Equation (4.12) follows from equation
ai11 ... a
in
n i1...inf =f(a1, ..., an)
=f(σ(a1), ..., σ(an))
=ai11 ... a
in
n σ(i1)...σ(in)f

Polylinear map (4.2) is skew symmetric, if
f(d1, ..., dn) = |σ|f(σ(d1), ..., σ(dn))
for any transposition σ of set {d1, ..., dn}. Here
|σ| =
{
1 transposition σ even
−1 transposition σ odd
Theorem 4.9. If polylinear map f is skew symmetric, then
(4.13) i1,...,inf = |σ| σ(i1),...,σ(in)f
Proof. Equation (4.13) follows from equation
ai11 ... a
in
n i1...inf =f(a1, ..., an)
=|σ|f(σ(a1), ..., σ(an))
=ai11 ... a
in
n |σ| σ(i1)...σ(in)f

Theorem 4.10. The polylinear over field F map (4.2) is polylinear iff
j1...jnf =(t)f
i0...in
i0σt(j1)B
k1
k1i1B
l1 ... ln−1σt(jn)B
kn
kninB
ln
lne(4.14)
j1...jnf
p =(t)f
i0...in
i0σt(j1)B
k1
k1i1B
l1 ... ln−1σt(jn)B
kn
kninB
p(4.15)
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Proof. In equation (4.4), we assume
di = d
ji
i jie
Then equation (4.4) gets form
f(d1, ..., dn) =(t)f
i0...in
i0e σt(d
j1
1 j1e) i1e ... σt(d
jn
n jne) ine
=dj11 ...d
jn
n (t)f
i0...in
i0e σt(j1e) i1e ... σt(jne) ine(4.16)
=dj11 ...d
jn
n (t)f
i0...in
i0σt(j1)B
k1
k1i1B
l1
... ln−1σt(jn)B
kn
kninB
ln
lne
From equation (4.8) it follows that
(4.17) f(a1, ..., an) = a
i1
1 ...a
in
n i1...inf
p
pe
Equation (4.14) follows from comparison of equations (4.16) and (4.8). Equation
(4.15) follows from comparison of equations (4.16) and (4.17). 
5. Topological Division Ring
Definition 5.1. Division ring D is called topological division ring8 if D is
topological space and the algebraic operations defined in D are continuous in the
topological space D. 
According to definition, for arbitrary elements a, b ∈ D and for arbitrary neigh-
borhoods Wa−b of the element a− b, Wab of the element ab there exists neighbor-
hoods Wa of the element a and Wb of the element b such that Wa −Wb ⊂ Wa−b,
WaWb ⊂ Wab. For any a 6= 0 and for arbitrary neighborhood Wa−1 there exists
neighborhood Wa of the element a, satisfying the condition W
−1
a ⊂Wa−1 .
Definition 5.2. Absolute value on division ring D9 is a map
d ∈ D → |d| ∈ R
which satisfies the following axioms
• |a| ≥ 0
• |a| = 0 if, and only if, a = 0
• |ab| = |a| |b|
• |a+ b| ≤ |a|+ |b|
Division ring D, endowed with the structure defined by a given absolute value
on D, is called valued division ring. 
Invariant distance on additive group of division ring D
d(a, b) = |a− b|
defines topology of metric space, compatible with division ring structure of D.
Definition 5.3. Let D be valued division ring. Element a ∈ D is called limit of
a sequence {an}
a = lim
n→∞
an
if for every ǫ ∈ R, ǫ > 0 there exists positive integer n0 depending on ǫ and such,
that |an − a| < ǫ for every n > n0. 
8I made definition according to definition from [6], chapter 4
9I made definition according to definition from [5], IX, §3.2
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Definition 5.4. LetD be valued division ring. The sequence {an}, an ∈ D is called
fundamental or Cauchy sequence, if for every ǫ ∈ R, ǫ > 0 there exists positive
integer n0 depending on ǫ and such, that |ap − aq| < ǫ for every p, q > n0. 
Definition 5.5. Valued division ring D is called complete if any fundamental
sequence of elements of division ring D converges, i.e. has limit in division ring
D. 
Later on, speaking about valued division ring of characteristic 0, we will assume
that homeomorphism of field of rational numbers Q into division ring D is defined.
Theorem 5.6. Complete division ring D of characteristic 0 contains as subfield
an isomorphic image of the field R of real numbers. It is customary to identify it
with R.
Proof. Let us consider fundamental sequence of rational numbers {pn}. Let p
′ be
limit of this sequence in division ring D. Let p be limit of this sequence in field R.
Since immersion of field Q into division ring D is homeomorphism, then we may
identify p′ ∈ D and p ∈ R. 
Theorem 5.7. Let D be complete division ring of characteristic 0 and let d ∈ D.
Then any real number p ∈ R commute with d.
Proof. Let us represent real number p ∈ R as fundamental sequence of rational
numbers {pn}. Statement of theorem follows from chain of equations
pd = lim
n→∞
(pnd) = lim
n→∞
(dpn) = dp
based on statement of theorem [4]-6.1.4. 
Theorem 5.8. Let D be complete division ring of characteristic 0. Then field of
real numbers R is subfield of center Z(D) of division ring D.
Proof. Corollary of theorem 5.7. 
Definition 5.9. Let D be complete division ring of characteristic 0. Set of elements
d ∈ D, |d| = 1 is called unit sphere in division ring D. 
Definition 5.10. Let D1 be complete division ring of characteristic 0 with absolute
value |x|1. Let D2 be complete division ring of characteristic 0 with absolute value
|x|2. Function
f : D1 → D2
is called continuous, if for every as small as we please ǫ > 0 there exist such δ > 0,
that
|x′ − x|1 < δ
implies
|f(x′)− f(x)|2 < ǫ

Theorem 5.11. Let D be complete division ring of characteristic 0. Since index s
in expansion (3.14) of additive map
f : D → D
belongs to finite range, then additive map f is continuous.
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Proof. Suppose x′ = x+ a. Then
f(x′)− f(x) = f(x+ a)− f(x) = f(a) = (s)0f a (s)1f
|f(x′)− f(x)| = |(s)0f a (s)1f | < (|(s)0f | |(s)1f |)|a|
Let us denote F = |(s)0f | |(s)1f |. Then
|f(x′)− f(x)| < F |a|
Suppose ǫ > 0 and let us assume a =
ǫ
F
e. Then δ = |a| =
ǫ
F
. According to
definition 5.10 additive map f is continuous. 
Definition 5.12. Let
f : D1 → D2
map of complete division ring D1 of characteristic 0 with absolute value |x|1 into
complete division ring D2 of characteristic 0 with absolute value |y|2. Value
(5.1) ‖f‖ = sup
|f(x)|2
|x|1
is called norm of map f . 
Theorem 5.13. Let D1 be complete division ring of characteristic 0 with absolute
value |x|1. Let D2 be complete division ring of characteristic 0 with absolute value
|x|2. Let
f : D1 → D2
be map which is multiplicative over field R. Then
(5.2) ‖f‖ = sup{|f(x)|2 : |x|1 = 1}
Proof. According to definition 2.5
|f(x)|2
|x|1
=
|f(rx)|2
|rx|1
Assuming r =
1
|x|1
, we get
(5.3)
|f(x)|2
|x|1
=
∣∣∣∣f ( x|x|1
)∣∣∣∣
2
Equation (5.2) follows from equations (5.3) and (5.1). 
Theorem 5.14. Let
f : D1 → D2
additive map of complete division ring D1 into complete division ring D2. Since
‖f‖ <∞, then map f is continuous.
Proof. Because map f is additive, then according to definition 5.12
|f(x)− f(y)|2 = |f(x− y)|2 ≤ ‖f‖ |x− y|1
Let us assume arbitrary ǫ > 0. Assume δ =
ǫ
‖f‖
. Then
|f(x)− f(y)|2 ≤ ‖f‖ δ = ǫ
follows from inequation
|x− y|1 < δ
According to definition 5.10 map f is continuous. 
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Theorem 5.15. Let D be complete division ring of characteristic 0. Either con-
tinuous map f of division ring which is projective over field P , does not depend on
direction over field P , or value f(0) is not defined.
Proof. According to definition [3]-9.1.7, map f is constant on direction Pa. Since
0 ∈ Pa, then we may assume
f(0) = f(a)
based on continuity. However this leads to uncertainty of value of map f in direction
0, when map f has different values for different directions a. 
If projective over field R map f is continuous, then we say that function f is
continuous in direction over field R. Since for any a ∈ D, a 6= 0 we may choose
a1 = |a|
−1a, f(a1) = f(a), then it is possible to make definition more accurate.
Definition 5.16. Let D be complete division ring of characteristic 0. Projective
over field R function f is continuous in direction over field R, if for every as small
as we please ǫ > 0 there exists such δ > 0, that
|x′ − x|1 < δ |x
′|1 = |x|1 = 1
implies
|f(x′)− f(x)|2 < ǫ

Theorem 5.17. Let D be complete division ring of characteristic 0. Projective
over field R function f is continuous in direction over field R iif this function is
continuous on unit sphere of division ring D.
Proof. Corollary of definitions 5.10, [3]-9.1.7, 5.16. 
6. Differentiable Map of Division Ring
Example 6.1. Let us consider increment of map f(x) = x2.
f(x+ h)− f(x) = (x+ h)2 − x2
= xh+ hx+ h2
= xh+ hx+ o(h)
As can be easily seen, the component of the increment of the function f(x) = x2
that is linearly dependent on the increment of the argument, is of the form
xh+ hx
Since product is non commutative, we cannot represent increment of map f(x+h)−
f(x) as Ah or hA where A does not depend on h. It results in the unpredictable
behavior of the increment of the function f(x) = x2 when the increment of the
argument converges to 0. However, since infinitesimal h is infinitesimal like h = ta,
a ∈ D, t ∈ R, t→ 0, the answer becomes more definite
(xa+ ax)t

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Definition 6.2. Let D be complete division ring of characteristic 0.10 The function
f : D → D
is called differentiable in the Gaˆteaux sense on the set U ⊂ D, if at every
point x ∈ U the increment of the function f can be represented as
(6.1) f(x+ a)− f(x) = ∂f(x)(a) + o(a) =
∂f(x)
∂x
(a) + o(a)
where the Gaˆteaux derivative ∂f(x) of map f is linear map of increment a and
o : D → D is such continuous map that
lim
a→0
|o(a)|
|a|
= 0

Remark 6.3. According to definition 6.2 for given x, the Gaˆteaux derivative ∂f(x) ∈
L(D;D). Therefore, the Gaˆteaux derivative of map f is map
∂f : D → L(D;D)
Expressions ∂f(x) and
∂f(x)
∂x
are different notations for the same function. We will
use notation
∂f(x)
∂x
to underline that this is the Gaˆteaux derivative with respect to
variable x. 
Theorem 6.4. It is possible to represent the Gaˆteaux differential ∂f(x)(a) of
map f as
(6.2) ∂f(x)(a) =
(s)0∂f(x)
∂x
a
(s)1∂f(x)
∂x
Proof. Corollary of definitions 6.2 and theorem 3.9. 
Definition 6.5. Expression
(s)p∂f(x)
∂x
, p = 0, 1, is called component of the
Gaˆteaux derivative of map f(x). 
Theorem 6.6. Let D be division ring of characteristic 0. The Gaˆteaux derivative
of function
f : D → D
is multiplicative over field R.
Proof. Corollary of theorems 5.8, 3.4, and definition 6.2. 
From theorem 6.6 it follows
(6.3) ∂f(x)(ra) = r∂f(x)(a)
for any r ∈ R, r 6= 0 and a ∈ D, a 6= 0. Combining equation (6.3) and definition
6.2, we get known definition of the Gaˆteaux differential
(6.4) ∂f(x)(a) = lim
t→0, t∈R
(t−1(f(x+ ta)− f(x)))
Definitions of the Gaˆteaux derivative (6.1) and (6.4) are equivalent. Using this
equivalence we tell that map f is called differentiable in the Gaˆteaux sense on
10I made definition according to definition [1]-3.1.2, page 177.
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the set U ⊂ D, if at every point x ∈ U the increment of the function f can be
represented as
(6.5) f(x+ ta)− f(x) = t∂f(x)(a) + o(t)
where o : R→ D is such continuous map that
lim
t→0
|o(t)|
|t|
= 0
Since infinitesimal ta is differential dx, then equation (6.2) gets form
(6.6) ∂f(x)(dx) =
(s)0∂f(x)
∂x
dx
(s)1∂f(x)
∂x
Theorem 6.7. Let D be division ring of characteristic 0. Let e be basis of division
ring D over center Z(D) of division ring D. Standard representation of the
Gaˆteaux differential (6.2) of map
f : D → D
has form
(6.7) ∂f(x)(a) =
∂ijf(x)
∂x
ie a je
Expression
∂ijf(x)
∂x
in equation (6.7) is called standard component of the
Gaˆteaux differential of map f .
Proof. Statement of theorem is corollary of theorem 3.10. 
Theorem 6.8. Let D be division ring of characteristic 0. Let e be basis of division
ring D over center Z(D) of division ring D. Then it is possible to represent the
Gaˆteaux differential of map
f : D → D
as
(6.8) ∂f(x)(a) = ai
∂f j
∂xi
je
where a ∈ D has expansion
a = ai ie a
i ∈ F
relative to basis e and Jacobian of map f has form
(6.9)
∂f j
∂xi
=
∂krf(x)
∂x
kiB
p
prB
j
Proof. Statement of theorem is corollary of theorem 3.11. 
Definition 6.9. Let D be complete division ring of characteristic 0 and a ∈ D. We
define the Gaˆteaux D⋆-derivative
∂f(x)(a)
∂∗x
of map f : D → D using equation
(6.10) ∂f(x)(a) = a
∂f(x)(a)
∂∗x
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We define the Gaˆteaux ⋆D-derivative
∂f(x)(a)
∗∂x
of map f : D → D using
equation
(6.11) ∂f(x)(a) =
∂f(x)(a)
∗∂x
a

Let us consider the basis 1e = 1, 2e = i, 3e = j, 4e = k of division ring
of quaternions over real field. From straightforward calculation, it follows that
standard D⋆-representation of the Gaˆteaux differential of map x2 has form
∂x2(a) = (x + x1)a+ x2ai+ x3aj + x4ak
Theorem 6.10. Let D be complete division ring of characteristic 0. The Gaˆteaux
D⋆-derivative is projective over field of real numbers R.
Proof. Corollary of theorems 6.6 and example 2.8. 
From theorem 6.10 it follows
(6.12)
∂f(x)(ra)
∂∗x
=
∂f(x)(a)
∂∗x
for every r ∈ R, r 6= 0 and a ∈ D, a 6= 0. Therefore the Gaˆteaux D⋆-derivative is
well defined in direction a over field R, a ∈ D, a 6= 0, and does not depend on the
choice of value in this direction.
Theorem 6.11. Let D be complete division ring of characteristic 0 and a 6= 0. The
Gaˆteaux D⋆-derivative and the Gaˆteaux ⋆D-derivative of map f of division ring D
are bounded by relationship
(6.13)
∂f(x)(a)
∗∂x
= a
∂f(x)(a)
∂∗x
a−1
Proof. From equations (6.10) and (6.11) it follows
∂f(x)(a)
∗∂x
= ∂f(x)(a)a−1 = a
∂f(x)(a)
∂∗x
a−1

Theorem 6.12. Let D be complete division ring of characteristic 0. The Gaˆteaux
differential satisfies to relationship
(6.14) ∂(f(x)g(x))(a) = ∂f(x)(a) g(x) + f(x) ∂g(x)(a)
Proof. Equation (6.14) follows from chain of equations
∂(f(x)g(x))(a) = lim
t→0
(t−1(f(x+ ta)g(x+ ta)− f(x)g(x)))
= lim
t→0
(t−1(f(x+ ta)g(x+ ta)− f(x)g(x + ta)))
+ lim
t→0
(t−1(f(x)g(x+ ta)− f(x)g(x)))
= lim
t→0
(t−1(f(x+ ta)− f(x)))g(x)
+ f(x) lim
t→0
(t−1(g(x+ ta)− g(x)))
based on definition (6.4). 
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Theorem 6.13. Let D be complete division ring of characteristic 0. Suppose the
Gaˆteaux derivative of map f : D → D has expansion
(6.15) ∂f(x)(a) =
(s)0∂f(x)
∂x
a
(s)1∂f(x)
∂x
Suppose the Gaˆteaux differential of map g : D → D has expansion
(6.16) ∂g(x)(a) =
(t)0∂g(x)
∂x
a
(t)1∂g(x)
∂x
Components of the Gaˆteaux differential of map f(x)g(x) have form
(s)0∂f(x)g(x)
∂x
=
(s)0∂f(x)
∂x
(t)0∂f(x)g(x)
∂x
= f(x)
(t)0∂g(x)
∂x
(6.17)
(s)1∂f(x)g(x)
∂x
=
(s)1∂f(x)
∂x
g(x)
(t)1∂f(x)g(x)
∂x
=
(t)1∂g(x)
∂x
(6.18)
Proof. Let us substitute (6.15) and (6.16) into equation (6.14)
∂(f(x)g(x))(a) = ∂f(x)(a) g(x) + f(x) ∂g(x)(a)(6.19)
=
(s)0∂f(x)
∂x
a
(s)1∂f(x)
∂x
g(x) + f(x)
(t)0∂g(x)
∂x
a
(t)1∂g(x)
∂x
Based (6.19), we define equations (6.17), (6.18). 
Theorem 6.14. Let D be complete division ring of characteristic 0. The Gaˆteaux
D⋆-derivative satisfy to relationship
(6.20)
∂f(x)g(x)
∂∗x
(a) =
∂f(x)(a)
∂∗x
g(x) + a−1f(x)a
∂g(x)(a)
∂∗x
Proof. Equation (6.20) follows from chain of equations
∂f(x)g(x)
∂∗x
(a) = a−1∂f(x)g(x)(a)
= a−1(∂f(x)(a)g(x) + f(x)∂g(x)(a))
= a−1∂f(x)(a)g(x) + a−1f(x)aa−1∂g(x)(a)
=
∂f(x)(a)
∂∗x
g(x) + a−1f(x)a
∂g(x)(a)
∂∗x

Theorem 6.15. Let D be complete division ring of characteristic 0. Either the
Gaˆteaux D⋆-derivative does not depend on direction, or the Gaˆteaux D⋆-derivative
in direction 0 is not defined.
Proof. Statement of theorem is corollary of theorem 6.10 and theorem 5.15. 
Theorem 6.16. Let D be complete division ring of characteristic 0. Let unit
sphere of division ring D be compact. If the Gaˆteaux D⋆-derivative
∂f(x)(a)
∂∗x
exists
in point x and is continuous in direction over field R, then there exist norm ‖∂f(x)‖
of the Gaˆteaux D⋆-differential.
The Gaˆteaux Derivative of Map over Division Ring 21
Proof. From definition 6.9 it follows
(6.21) |∂f(x)(a)| = |a|
∣∣∣∣∂f(x)(a)∂∗x
∣∣∣∣
From theorems [4]-6.1.18, 6.10 it follows, that the Gaˆteaux D⋆-derivative is con-
tinuous on unit sphere. Since unit sphere is compact, then range the Gaˆteaux D⋆-
derivative of function f at point x is bounded∣∣∣∣∂f(x)(a)∂∗x
∣∣∣∣ < F = sup ∣∣∣∣∂f(x)(a)∂∗x
∣∣∣∣
According to definition 5.12
‖∂f(x)‖ = F

Theorem 6.17. Let D be complete division ring of characteristic 0. Let unit
sphere of division ring D be compact. If the Gaˆteaux D⋆-derivative
∂f(x)(a)
∂∗x
exists
in point x and is continuous in direction over field R, then function f is continuous
at point x.
Proof. From theorem 6.16 it follows
(6.22) |∂f(x)(a)| ≤ ‖∂f(x)‖|a|
From (6.1), (6.22) it follows
(6.23) |f(x+ a)− f(x)| < |a| ‖∂f(x)‖
Let us assume arbitrary ǫ > 0. Assume
δ =
ǫ
‖∂f(x)‖
Then from inequation
|a| < δ
it follows
|f(x+ a)− f(x)| ≤ ‖∂f(x)‖ δ = ǫ
According to definition 5.10 map f is continuous at point x. 
7. Table of Derivatives of Map of Division Ring
Theorem 7.1. Let D be complete division ring of characteristic 0. Then for any
b ∈ D
(7.1) ∂(b)(a) = 0
Proof. Immediate corollary of definition 6.2. 
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Theorem 7.2. Let D be complete division ring of characteristic 0. Then for any
b, c ∈ D
∂(bf(x)c)(a) = b∂f(x)(a)c(7.2)
(s)0∂bf(x)c
∂x
= b
(s)0∂f(x)
∂x
(7.3)
(s)1∂bf(x)c
∂x
=
(s)1∂f(x)
∂x
c(7.4)
∂bf(x)c
∂∗x
(a) = a−1ba
∂f(x)(a)
∂∗x
c(7.5)
Proof. Immediate corollary of equations (6.14), (6.17), (6.18), (6.20) because ∂b =
∂c = 0. 
Theorem 7.3. Let D be complete division ring of characteristic 0. Then for any
b, c ∈ D
∂(bxc)(h) = bhc(7.6)
(1)0∂bxc
∂x
= b(7.7)
(1)1∂bxc
∂x
= c(7.8)
∂bxc
∂∗x
(h) = h−1bhc(7.9)
Proof. Corollary of theorem 7.2, when f(x) = x. 
Theorem 7.4. Let D be complete division ring of characteristic 0. Then for any
b ∈ D
∂(xb− bx)(h) = hb− bh(7.10)
(1)0∂(xb − bx)
∂x
= 1
(1)1∂(xb− bx)
∂x
= b
(2)0∂(xb − bx)
∂x
= −b
(2)1∂(xb− bx)
∂x
= 1
∂(xb− bx)
∂∗x
(h) = h−1bhc
Proof. Corollary of theorem 7.2, when f(x) = x. 
Theorem 7.5. Let D be complete division ring of characteristic 0. Then
(7.11)
∂(x2)(a) = xa+ ax
∂x2
∂∗x
(a) = a−1xa+ x
(7.12)
(1)0∂x
2
∂x
= x
(1)1∂x
2
∂x
= e
(2)0∂x
2
∂x
= e
(2)1∂x
2
∂x
= x
Proof. (7.11) follows from example 6.1 and definition 6.9. (7.12) follows from ex-
ample 6.1 and equation (6.6). 
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Theorem 7.6. Let D be complete division ring of characteristic 0. Then
∂(x−1)(h) = −x−1hx−1(7.13)
∂x−1
∂∗x
(h) = −h−1x−1hx−1
(1)0∂x
−1
∂x
= −x−1
(1)1∂x
−1
∂x
= x−1
Proof. Let us substitute f(x) = x−1 in definition (6.4).
∂f(x)(h) = lim
t→0, t∈R
(t−1((x+ th)−1 − x−1))
= lim
t→0, t∈R
(t−1((x+ th)−1 − x−1(x+ th)(x+ th)−1))
= lim
t→0, t∈R
(t−1(1− x−1(x+ th))(x+ th)−1)(7.14)
= lim
t→0, t∈R
(t−1(1− 1− x−1th)(x+ th)−1)
= lim
t→0, t∈R
(−x−1h(x+ th)−1)
Equation (7.13) follows from chain of equations (7.14). 
Theorem 7.7. Let D be complete division ring of characteristic 0. Then
∂(xax−1)(h) = hax−1 − xax−1hx−1(7.15)
∂xax−1
∂∗x
(h) = ax−1 − h−1xax−1hx−1
(1)0∂x
−1
∂x
= 1
(1)1∂x
−1
∂x
= ax−1
(2)0∂x
−1
∂x
= −xax−1
(2)1∂x
−1
∂x
= x−1
Proof. Equation (7.15) is corollary of equations (6.14), (7.6), (7.15). 
8. Derivative of Second Order of Map of Division Ring
Let D be valued division ring of characteristic 0. Let
f : D → D
function differentiable in the Gaˆteaux sense. According to remark 6.3 the Gaˆteaux
derivative is map
∂f : D → L(D;D)
According to theorems 2.2, 2.3 and definition 5.12 set L(D;D) is normed D-vector
space. Therefore, we may consider the question, if map ∂f is differentiable in the
Gaˆteaux sense.
According to definition [4]-8.2.1
(8.1) ∂f(x+ a2)(a1)− ∂f(x)(a1) = ∂(∂f(x)(a1))(a2) + o2(a2)
where o2 : D → L(D;D) is such continuous map, that
lim
a2→0
‖o2(a2)‖
|a2|
= 0
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According to definition [4]-8.2.1 map ∂(∂f(x)(a1))(a2) is linear map of variable a2.
From equation (8.1) it follows that map ∂(∂f(x)(a1))(a2) is linear map of variable
a1.
Definition 8.1. Polylinear map
(8.2) ∂2f(x)(a1; a2) =
∂2f(x)
∂x2
(a1; a2) = ∂(∂f(x)(a1))(a2)
is called the Gaˆteaux derivative of second order of map f 
Remark 8.2. According to definition 8.1 for given x the Gaˆteaux differential of
second order ∂2f(x) ∈ L(D,D;D). Therefore, the Gaˆteaux differential of second
order of map f is map
∂2f : D → L(D,D;D)
Theorem 8.3. It is possible to represent the Gaˆteaux differential of second
order of map f as
(8.3) ∂2f(x)(a1; a2) =
(s)0∂
2f(x)
∂x2
σs(a1)
(s)1∂
2f(x)
∂x2
σs(a2)
(s)1∂
2f(x)
∂x2
Proof. Corollary of definition 8.1 and theorem [3]-11.2.3. 
Definition 8.4. Expression11
(s)p∂
2f(x)
∂x2
, p = 0, 1, is called component of the
Gaˆteaux derivative of map f(x). 
By induction, assuming that the Gaˆteaux derivative is defined ∂n−1f(x) up to
order n− 1, we define
(8.4) ∂nf(x)(a1; ...; an) =
∂nf(x)
∂xn
(a1; ...; an) = ∂(∂
n−1f(x)(a1; ...; an−1))(an)
the Gaˆteaux derivative of order n of map f . We also assume ∂0f(x) = f(x).
9. Taylor Series
Let us consider polynomial in one variable over division ringD of power n, n > 0.
We want to explore the structure of monomial pk(x) of polynomial of power k.
It is evident that monomial of power 0 has form a0, a0 ∈ D. Let k > 0. Let us
prove that
pk(x) = pk−1(x)xak
where ak ∈ D. Actually, last factor of monomial pk(x) is either ak ∈ D, or has form
xl, l ≥ 1. In the later case we assume ak = 1. Factor preceding ak has form x
l,
l ≥ 1. We can represent this factor as xl−1x. Therefore, we proved the statement.
In particular, monomial of power 1 has form p1(x) = a0xa1.
Without loss of generality, we assume k = n.
11We suppose
(s)p∂
2f(x)
∂x2
=
(s)p∂
2f(x)
∂x∂x
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Theorem 9.1. For any m > 0 the following equation is true
∂m(f(x)x)(h1; ...;hm)
=∂mf(x)(h1; ...;hm)x+ ∂
m−1f(x)(h1; ...;hm−1)hm(9.1)
+∂m−1f(x)(ĥ1; ...;hm−1;hm)h1 + ...
+∂m−1f(x)(h1; ...; ĥm−1;hm)hm−1
where symbol ĥi means absense of variable hi in the list.
Proof. For m = 1, this is corollary of equation (6.14)
∂(f(x)x)(h1) = ∂f(x)(h1)x+ f(x)h1
Assume, (9.1) is true for m− 1. Than
∂m−1(f(x)x)(h1; ...;hm−1)
=∂m−1f(x)(h1; ...;hm−1)x+ ∂
m−2f(x)(h1; ...;hm−2)hm−1(9.2)
+∂m−2f(x)(ĥ1, ..., hm−2, hm−1)h1 + ...
+∂m−2f(x)(h1, ..., ĥm−2, hm−1)hm−2
Using equations (6.14) and (7.2) we get
∂m(f(x)x)(h1; ...;hm−1;hm)
=∂mf(x)(h1; ...;hm−1;hm)x + ∂
m−1f(x)(h1; ...;hm−2;hm−1)hm
+∂m−1f(x)(h1; ...;hm−2; ĥm−1;hm)hm−1(9.3)
+∂m−2f(x)(ĥ1, ..., hm−2, hm−1;hm)h1 + ...
+∂m−2f(x)(h1, ..., ĥm−2, hm−1;hm)hm−2
The difference between equations (9.1) and (9.3) is only in form of presentation.
We proved the theorem. 
Theorem 9.2. The Gaˆteaux derivative ∂mpn(x)(h1, ..., hm) is symmetric polyno-
mial with respect to variables h1, ..., hm.
Proof. To prove the theorem we consider algebraic properties of the Gaˆteaux deriv-
ative and give equivalent definition. We start from construction of monomial. For
any monomial pn(x) we build symmetric polynomial rn(x) according to following
rules
• If p1(x) = a0xa1, then r1(x1) = a0x1a1
• If pn(x) = pn−1(x)an, then
rn(x1, ..., xn) = rn−1(x[1, ..., xn−1)xn]an
where square brackets express symmetrization of expression with respect
to variables x1, ..., xn.
It is evident that
pn(x) = rn(x1, ..., xn) x1 = ... = xn = x
We define the Gaˆteaux derivative of power k according to rule
(9.4) ∂kpn(x)(h1, ..., hk) = rn(h1, ..., hk, xk+1, ..., xn) xk+1 = xn = x
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According to construction, polynomial rn(h1, ..., hk, xk+1, ..., xn) is symmetric with
respect to variables h1, ..., hk, xk+1, ..., xn. Therefore, polynomial (9.4) is sym-
metric with respect to variables h1, ..., hk.
For k = 1, we will prove that definition (9.4) of the Gaˆteaux derivative coincides
with definition (6.10).
For n = 1, r1(h1) = a0h1a1. This expression coincides with expression of the
Gaˆteaux derivative in theorem 7.3.
Let the statement be true for n− 1. The following equation is true
(9.5) rn(h1, x2, ..., xn) = rn−1(h1, x[2, ..., xn−1)xn]an + rn−1(x2, ..., xn)h1an
Assume x2 = ... = xn = x. According to suggestion of induction, from equations
(9.4), (9.5) it follows that
rn(h1, x2, ..., xn) = ∂pn−1(x)(h1)xan + pn−1(x)h1an
According to theorem 9.1
rn(h1, x2, ..., xn) = ∂pn(x)(h1)
This proves the equation (9.4) for k = 1.
Let us prove now that definition (9.4) of the Gaˆteaux derivative coincides with
definition (8.4) for k > 1.
Let equation (9.4) be true for k− 1. Let us consider arbitrary monomial of poly-
nomial rn(h1, ..., hk−1, xk, ..., xn). Identifying variables h1, ..., hk−1 with elements
of division ring D, we consider polynomial
(9.6) Rn−k(xk, ..., xn) = rn(h1, ..., hk−1, xk, ..., xn)
Assume Pn−k(x) = Rn−k(xk, ..., xn), xk = ... = xn = x. Therefore
Pn−k(x) = ∂
k−1pn(x)(h1; ...;hk−1)
According to definition of the Gaˆteaux derivative (8.4)
∂Pn−k(x)(hk) =∂(∂
k−1pn(x)(h1; ...;hk−1))(hk)
=∂kpn(x)(h1; ...;hk−1;hk)(9.7)
According to definition (9.4) of the Gaˆteaux derivative
(9.8) ∂Pn−k(x)(hk) = Rn−k(hk, xk+1, ..., xn) xk+1 = xn = x
According to definition (9.6), from equation (9.8) it follows that
(9.9) ∂Pn−k(x)(hk) = rn(h1, ..., hk, xk+1, ..., xn) xk+1 = xn = x
From comparison of equations (9.7) and (9.9) it follows that
∂kpn(x)(h1; ...;hk) = rn(h1, ..., hk, xk+1, ..., xn) xk+1 = xn = x
Therefore equation (9.4) is true for any k and n.
We proved the statement of theorem. 
Theorem 9.3. For any n ≥ 0 following equation is true
(9.10) ∂n+1pn(x)(h1; ...;hn+1) = 0
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Proof. Since p0(x) = a0, a0 ∈ D, then for n = 0 theorem is corollary of theorem
7.1. Let statement of theorem is true for n − 1. According to theorem 9.1 when
f(x) = pn−1(x) we get
∂n+1pn(x)(h1; ...;hn+1) =∂
n+1(pn−1(x)xan)(h1; ...;hn+1)
=∂n+1pn−1(x)(h1; ...;hm)xan
+∂npn−1(x)(h1; ...;hm−1)hman
+∂npn−1(x)(ĥ1; ...;hm−1;hm)h1an + ...
+∂m−1pn−1(x)(h1; ...; ĥm−1;hm)hm−1an
According to suggestion of induction all monomials are equal 0. 
Theorem 9.4. If m < n, then following equation is true
(9.11) ∂mpn(0)(h) = 0
Proof. For n = 1 following equation is true
∂0p1(0) = a0xa1 = 0
Assume that statement is true for n− 1. Then according to theorem 9.1
∂m(pn−1(x)xan)(h1; ...;hm)
=∂mpn−1(x)(h1; ...;hm)xan + ∂
m−1pn−1(x)(h1; ...;hm−1)hman
+∂m−1pn−1(x)(ĥ1; ...;hm−1;hm)h1an + ...
+∂m−1pn−1(x)(h1; ...; ĥm−1;hm)hm−1an
First term equal 0 because x = 0. Because m− 1 < n− 1, then rest terms equal 0
according to suggestion of induction. We proved the statement of theorem. 
When h1 = ... = hn = h, we assume
∂nf(x)(h) = ∂nf(x)(h1; ...;hn)
This notation does not create ambiguity, because we can determine function ac-
cording to number of arguments.
Theorem 9.5. For any n > 0 following equation is true
(9.12) ∂npn(x)(h) = n!pn(h)
Proof. For n = 1 following equation is true
∂p1(x)(h) = ∂(a0xa1)(h) = a0ha1 = 1!p1(h)
Assume the statement is true for n− 1. Then according to theorem 9.1
∂npn(x)(h) =∂
npn−1(x)(h)xan + ∂
n−1pn−1(x)(h)han(9.13)
+...+ ∂n−1pn−1(x)(h)han
First term equal 0 according to theorem 9.3. The rest n terms equal, and according
to suggestion of induction from equation (9.13) it follows
∂npn(x)(h) = n∂
n−1pn−1(x)(h)han = n(n− 1)!pn−1(h)han = n!pn(h)
Therefore, statement of theorem is true for any n. 
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Let p(x) be polynomial of power n.12
p(x) = p0 + p1i1(x) + ...+ pnin(x)
We assume sum by index ik which enumerates terms of power k. According to
theorem 9.3, 9.4, 9.5
∂kp(x)(h1; ...;hk) = k!pkik(x)
Therefore, we can write
p(x) = p0 + (1!)
−1∂p(0)(x) + (2!)−1∂2p(0)(x) + ...+ (n!)−1∂np(0)(x)
This representation of polynomial is called Taylor polynomial. If we consider
substitution of variable x = y− y0, then considered above construction remain true
for polynomial
p(y) = p0 + p1i1(y − y0) + ...+ pnin(y − y0)
Therefore
p(y) = p0+(1!)
−1∂p(y0)(y−y0)+(2!)
−1∂2p(y0)(y−y0)+ ...+(n!)
−1∂np(y0)(y−y0)
Assume that function f(x)) is differentiable in the Gaˆteaux sense at point x0 up
to any order.13
Theorem 9.6. If function f(x) holds
(9.14) f(x0) = ∂f(x0)(h) = ... = ∂
nf(x0)(h) = 0
then for t → 0 expression f(x + th) is infinitesimal of order higher then n with
respect to t
f(x0 + th) = o(t
n)
Proof. When n = 1 this statement follows from equation (6.5).
Let statement be true for n− 1. Map
f1(x) = ∂f(x)(h)
satisfies to condition
f1(x0) = ∂f1(x0)(h) = ... = ∂
n−1f1(x0)(h) = 0
According to suggestion of induction
f1(x0 + th) = o(t
n−1)
Then equation (6.4) gets form
o(tn−1) = lim
t→0, t∈R
(t−1f(x+ th))
Therefore,
f(x+ th) = o(tn)

12I consider Taylor polynomial for polynomials by analogy with construction of Taylor polyno-
mial in [7], p. 246.
13I explore construction of Taylor series by analogy with construction of Taylor series in [7], p.
248, 249.
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Let us form polynomial
(9.15) p(x) = f(x0) + (1!)
−1∂f(x0)(x − x0) + ...+ (n!)
−1∂nf(x0)(x− x0)
According to theorem 9.6
f(x0 + t(x − x0))− p(x0 + t(x− x0)) = o(t
n)
Therefore, polynomial p(x) is good approximation of map f(x).
If map f(x) has the Gaˆteaux derivative of any order, the passing to the limit
n→∞, we get expansion into series
f(x) =
∞∑
n=0
(n!)−1∂nf(x0)(x− x0)
which is called Taylor series.
10. Integral
Concept of integral has different aspect. In this section we consider integration
as operation inverse to differentiation. As a matter of fact, we consider procedure
of solution of ordinary differential equation
∂f(x)(h) = F (x;h)
Example 10.1. I start from example of differential equation over real field.
(10.1) y′ = 3x2
(10.2) x0 = 0 y0 = 0
Differentiating one after another equation (10.1), we get the chain of equations
y′′ = 6x(10.3)
y′′′ = 6(10.4)
y(n) = 0 n > 3(10.5)
From equations (10.1), (10.2), (10.3), (10.4), (10.5) it follows expansion into Taylor
series
y = x3

Example 10.2. Let us consider similar equation over division ring
(10.6) ∂(y)(h) = hx2 + xhx+ x2h
(10.7) x0 = 0 y0 = 0
Differentiating one after another equation (10.6), we get the chain of equations
∂2(y)(h1;h2)(10.8)
=h1h2x+ h1xh2 + h2h1x+ xh1h2 + h2xh1 + xh2h1
∂3(y)(h1;h2;h3)(10.9)
=h1h2h3 + h1h3h2 + h2h1h3 + h3h1h2 + h2h3h1 + h3h2h1
∂n(y)(h1; ...;hn) = 0 n > 3(10.10)
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From equations (10.6), (10.7), (10.8), (10.9), (10.10) expansion into Taylor series
follows
y = x3

Remark 10.3. Differential equation
(10.11) ∂(y)(h) = 3hx2
(10.12) x0 = 0 y0 = 0
also leads to answer y = x3. it is evident that this map does not satisfies differential
equation. However, contrary to theorem 9.2 second derivative is not symmetric
polynomial. This means that equation (10.11) does not possess a solution. 
Example 10.4. It is evident that, if function satisfies to differential equation
(10.13) ∂(y)(h) = (s)0f h (s)1f
then The Gaˆteaux derivative of second order
∂2f(x)(h1;h2) = 0
Than, if initial condition is y(0) = 0, then differential equation (10.13) has solution
y = (s)0f x (s)1f

11. Exponent
In this section we consider one of possible models of exponent.
In a field we can define exponent as solution of differential equation
(11.1) y′ = y
It is evident that we cannot write such equation for division ring. However we can
use equation
(11.2) ∂(y)(h) = y′h
From equations (11.1), (11.2) it follows
(11.3) ∂(y)(h) = yh
This equation is closer to our goal, however there is the question: in which order
we should multiply y and h? To answer this question we change equation
(11.4) ∂(y)(h) =
1
2
(yh+ hy)
Hence, our goal is to solve differential equation (11.4) with initial condition y(0) = 1.
For the statement and proof of the theorem 11.1 I introduce following notation.
Let
σ =
(
y h1 ... hn
σ(y) σ(h1) ... σ(hn)
)
be transposition of the tuple of variables(
y h1 ... hn
)
Let pσ(hi) be position that variable hi gets in the tuple(
σ(y) σ(h1) ... σ(hn)
)
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For instance, if transposition σ has form(
y h1 h2 h3
h2 y h3 h1
)
then following tuples equal(
σ(y) σ(h1) σ(h2) σ(h3)
)
=
(
h2 y h3 h1
)
=
(
pσ(h2) pσ(y) pσ(h3) pσ(h1)
)
Theorem 11.1. If function y is solution of differential equation (11.4) then the
Gaˆteaux derivative of order n of function y has form
(11.5) ∂n(y)(h1, ..., hn) =
1
2n
∑
σ
σ(y)σ(h1)...σ(hn)
where sum is over transpositions
σ =
(
y h1 ... hn
σ(y) σ(h1) ... σ(hn)
)
of the set of variables y, h1, ..., hn. Transposition σ has following properties
(1) If there exist i, j, i 6= j, such that pσ(hi) is situated in product (11.5) on
the left side of pσ(hj) and pσ(hj) is situated on the left side of pσ(y), then
i < j.
(2) If there exist i, j, i 6= j, such that pσ(hi) is situated in product (11.5) on
the right side of pσ(hj) and pσ(hj) is situated on the right side of pσ(y),
then i > j.
Proof. We prove this statement by induction. For n = 1 the statement is true
because this is differential equation (11.4). Let the statement be true for n = k−1.
Hence
(11.6) ∂k−1(y)(h1, ..., hk−1) =
1
2k−1
∑
σ
σ(y)σ(h1)...σ(hk−1)
where the sum is over transposition
σ =
(
y h1 ... hk−1
σ(y) σ(h1) ... σ(hk−1)
)
of the set of variables y, h1, ..., hk−1. Transposition σ satisfies to conditions (1),
(2) in theorem. According to definition (8.4) the Gaˆteaux derivative of order k has
form
∂k(y)(h1, ..., hk) =∂(∂
k−1(y)(h1, ..., hk−1))(hk)
=
1
2k−1
∂
(∑
σ
σ(y)σ(h1)...σ(hk−1)
)
(hk)(11.7)
From equations (11.4), (11.7) it follows that
∂k(y)(h1, ..., hk)
=
1
2k−1
1
2
(∑
σ
σ(yhk)σ(h1)...σ(hk−1) +
∑
σ
σ(hky)σ(h1)...σ(hk−1)
)
(11.8)
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It is easy to see that arbitrary transposition σ from sum (11.8) forms two transpo-
sitions
(11.9)
τ1 =
(
y h1 ... hk−1 hk
τ1(y) τ1(h1) ... τ1(hk−1) τ1(hk)
)
=
(
hky h1 ... hk−1
σ(hky) σ(h1) ... σ(hk−1)
)
τ2 =
(
y h1 ... hk−1 hk
τ2(y) τ2(h1) ... τ2(hk−1) τ2(hk)
)
=
(
yhk h1 ... hk−1
σ(yhk) σ(h1) ... σ(hk−1)
)
From (11.8) and (11.9) it follows that
∂k(y)(h1, ..., hk)
=
1
2k
(∑
τ1
τ1(y)τ1(h1)...τ1(hk−1)τ1(hk)(11.10)
+
∑
τ2
τ2(y)τ2(h1)...τ2(hk−1)τ2(hk)
)
In expression (11.10) pτ1(hk) is written immediately before pτ1(y). Since k is small-
est value of index then transposition τ1 satisfies to conditions (1), (2) in the theorem.
In expression (11.10) pτ2(hk) is written immediately after pτ2(y). Since k is largest
value of index then transposition τ2 satisfies to conditions (1), (2) in the theorem.
It remains to show that in the expression (11.10) we get all transpositions τ that
satisfy to conditions (1), (2) in the theorem. Since k is largest index then according
to conditions (1), (2) in the theorem τ(hk) is written either immediately before
or immediately after τ(y). Therefore, any transposition τ has either form τ1 or
form τ2. Using equation (11.9), we can find corresponding transposition σ for given
transposition τ . Therefore, the statement of theorem is true for n = k. We proved
the theorem. 
Theorem 11.2. The solution of differential equation (11.4) with initial condition
y(0) = 1 is exponent y = ex that has following Taylor series expansion
(11.11) ex =
∞∑
n=0
1
n!
xn
Proof. The Gaˆteaux derivative of order n has 2n items. In fact, the Gaˆteaux
derivative of order 1 has 2 items, and each differentiation increase number of items
twice. From initial condition y(0) = 1 and theorem 11.1 it follows that the Gaˆteaux
derivative of order n of required solution has form
(11.12) ∂n(0)(h, ..., h) = 1
Taylor series expansion (11.11) follows from equation (11.12). 
Theorem 11.3. The equation
(11.13) ea+b = eaeb
is true iff
(11.14) ab = ba
The Gaˆteaux Derivative of Map over Division Ring 33
Proof. To prove the theorem it is enough to consider Taylor series
ea =
∞∑
n=0
1
n!
an(11.15)
eb =
∞∑
n=0
1
n!
bn(11.16)
ea+b =
∞∑
n=0
1
n!
(a+ b)n(11.17)
Let us multiply expressions (11.15) and (11.16). The sum of monomials of order 3
has form
(11.18)
1
6
a3 +
1
2
a2b+
1
2
ab2 +
1
6
b3
and in general does not equal expression
(11.19)
1
6
(a+ b)3 =
1
6
a3 +
1
6
a2b+
1
6
aba+
1
6
ba2 +
1
6
ab2 +
1
6
bab+
1
6
b2a+
1
6
b3
The proof of statement that (11.13) follows from (11.14) is trivial. 
The meaning of the theorem 11.3 becomes more clear if we recall that there exist
two models of design of exponent. First model is the solution of differential equation
(11.4). Second model is exploring of one parameter group of transformations. For
field both models lead to the same function. I cannot state this now for general
case. This is the subject of separate research. However if we recall that quaternion
is analogue of transformation of three dimensional space then the statement of the
theorem becomes evident.
12. Linear Function of Complex Field
Theorem 12.1 (the Cauchy Riemann equations). Let us consider complex field C
as two-dimensional algebra over real field. Let 0e = 1, 1e = i be the basis of algebra
C. Then in this basis structural constants have form
00B
0 = 1 01B
1 = 1
10B
1 = 1 11B
0 = −1
Matrix of linear function
yi = xj jf
i
of complex field over real field satisfies relationship
0f
0 = 1f
1(12.1)
0f
1 = −1f
0(12.2)
Proof. Value of structural constants follows from equation i2 = −1. Using equation
(3.17) we get relationships
(12.3) 0f
0 = fkr k0B
p
prB
0 = f0r 00B
0
0rB
0 + f1r 10B
1
1rB
0 = f00 − f11
(12.4) 0f
1 = fkr k0B
p
prB
1 = f0r 00B
0
0rB
1 + f1r 10B
1
1rB
1 = f01 + f10
(12.5) 1f
0 = fkr k1B
p
prB
0 = f0r 01B
1
1rB
0 + f1r 11B
0
0rB
0 = −f01 − f10
(12.6) 1f
1 = fkr k1B
p
prB
1 = f0r 01B
1
1rB
1 + f1r 11B
0
0rB
1 = f00 − f11
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(12.1) follows from equations (12.3) and (12.6). (12.2) follows from equations (12.4)
and (12.5). 
Remark 12.2. In order to show how it is hard to find generators of additive function,
let us consider equation (3.9) for complex field.
0f
0 = 0G
l fkrG klB
p
prB
0
= 0G
0 f00G 00B
0
00B
0 + 0G
1 f10G 11B
0
00B
0
+ 0G
1 f01G 01B
1
11B
0 + 0G
0 f11G 10B
1
11B
0
= 0G
0 f00G − 0G
1 f10G − 0G
1 f01G − 0G
0 f11G
= 0G
0(f00G − f
11
G )− 0G
1(f10G + f
01
G )
0f
1 = 0G
l fkrG klB
p
prB
1
= 0G
0 f01G 00B
0
01B
1 + 0G
1 f11G 11B
0
01B
1
+ 0G
1 f00G 01B
1
10B
1 + 0G
0 f10G 10B
1
10B
1
= 0G
0 f01G − 0G
1 f11G + 0G
1 f00G + 0G
0 f10G
= 0G
0(f01G + f
10
G ) + 0G
1(f00G − f
11
G )
1f
0 = 1G
l fkrG klB
p
prB
0
= 1G
0 f00G 00B
0
00B
0 + 1G
1 f10G 11B
0
00B
0
+ 1G
1 f01G 01B
1
11B
0 + 1G
0 f11G 10B
1
11B
0
= 1G
0 f00G − 1G
1 f10G − 1G
1 f01G − 1G
0 f11G
= 1G
0(f00G − f
11
G )− 1G
1(f10G + f
01
G )
1f
1 = 1G
l fkrG klB
p
prB
1
= 1G
0 f01G 00B
0
01B
1 + 1G
1 f11G 11B
0
01B
1
+ 1G
1 f00G 01B
1
10B
1 + 1G
0 f10G 10B
1
10B
1
= 1G
0 f01G − 1G
1 f11G + 1G
1 f00G + 1G
0 f10G
= 1G
0(f01G + f
10
G ) + 1G
1(f00G − f
11
G )
For complex field our task becomes easier because we know that matrix of operator
G has form either
(12.7) G =
(
1 0
0 1
)
or
(12.8) G =
(
1 0
0 −1
)
For generator (12.8) we get equation for coordinates of transformation
0f
0 = −1f
1
0f
1 = 1f
0

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13. Linear Function of Division Ring of Quaternions
Definition 13.1. Let F be field. Extension field F (i, j, k) is called the quaternion
algebra E(F ) over the field F 14 if multiplication in algebraE is defined according
to rule
(13.1)
i j k
i −1 k −j
j −k −1 i
k j −i −1

Elements of the algebra E(F ) have form
x = x0 + x1i+ x2j + x3k
where xi ∈ F , i = 0, 1, 2, 3. Quaternion
x = x0 − x1i− x2j − x3k
is called conjugate to the quaternion x. We define the norm of the quaternion
x using equation
(13.2) |x|2 = xx = (x0)2 + (x1)2 + (x2)2 + (x3)2
From equation (13.2), it follows that E(F ) is algebra with division.15 In this case
inverse element has form
(13.3) x−1 = |x|−2x
Theorem 13.2. Let us consider division ring of quaternions E(F ) as four-dimen-
sional algebra over field F . Let 0e = 1, 1e = i, 2e = j, 3e = k be basis of algebra
E(F ). Then in this basis structural constants have form
00B
0 =1 01B
1 = 1 02B
2 = 1 03B
3 = 1
10B
1 =1 11B
0 =−1 12B
3 = 1 13B
2 =−1
20B
2 =1 21B
3 =−1 22B
0 =−1 23B
1 = 1
30B
3 =1 31B
2 = 1 32B
1 =−1 33B
0 =−1
Standard components of additive function over field F and coordinats of correspond-
ing linear map over field F satisfy relationship
14I follow definition from [8].
15In [8], Gelfand gives more general definition considering quaternion algebra E(F, a, b) with
product
i j k
i a k aj
j −k b −bi
k −aj bi −ab
where a, b ∈ F , ab 6= 0. However this algebra becomes division ring only when a < 0, b < 0. It
follows from equation
xx = (x0)2 − a(x1)2 − b(x2)2 + ab(x3)2
In this case we can renorm basis such that a = −1, b = −1.
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(13.4)
0f
0 = f00 − f11 − f22 − f33
1f
1 = f00 − f11 + f22 + f33
2f
2 = f00 + f11 − f22 + f33
3f
3 = f00 + f11 + f22 − f33
(13.5)
4 f00 = 0f
0 + 1f
1 + 2f
2 + 3f
3
4 f11 = −0f
0 − 1f
1 + 2f
2 + 3f
3
4 f22 = −0f
0 + 1f
1 − 2f
2 + 3f
3
4 f33 = −0f
0 + 1f
1 + 2f
2 − 3f
3
(13.6)
0f
1 = f01 + f10 + f23 − f32
1f
0 = −f01 − f10 + f23 − f32
2f
3 = −f01 + f10 − f23 − f32
3f
2 = f01 − f10 − f23 − f32
(13.7)
4 f10 = −1f
0 + 0f
1 − 3f
2 + 2f
3
4 f01 = −1f
0 + 0f
1 + 3f
2 − 2f
3
4 f32 = −1f
0 − 0f
1 − 3f
2 − 2f
3
4 f23 = 1f
0 + 0f
1 − 3f
2 − 2f
3
(13.8)
0f
2 = f02 − f13 + f20 + f31
1f
3 = f02 − f13 − f20 − f31
2f
0 = −f02 − f13 − f20 + f31
3f
1 = −f02 − f13 + f20 − f31
(13.9)
4 f20 = −2f
0 + 3f
1 + 0f
2 − 1f
3
4 f31 = +2f
0 − 3f
1 + 0f
2 − 1f
3
4 f02 = −2f
0 − 3f
1 + 0f
2 + 1f
3
4 f13 = −2f
0 − 3f
1 − 0f
2 − 1f
3
(13.10)
0f
3 = f03 + f12 − f21 + f30
1f
2 = −f03 − f12 − f21 + f30
2f
1 = f03 − f12 − f21 − f30
3f
0 = −f03 + f12 − f21 − f30
(13.11)
4 f30 = −3f
0 − 2f
1 + 1f
2 + 0f
3
4 f21 = −3f
0 − 2f
1 − 1f
2 − 0f
3
4 f12 = 3f
0 − 2f
1 − 1f
2 + 0f
3
4 f03 = −3f
0 + 2f
1 − 1f
2 + 0f
3
Proof. Value of structural constants follows from multiplication table (13.1). Using
equation (3.17) we get relationships
0f
0 = fkr k0B
p
prB
0
= f00 00B
0
00B
0 + f11 10B
1
11B
0 + f22 20B
2
22B
0 + f33 30B
3
33B
0
= f00 − f11 − f22 − f33
0f
1 = fkr k0B
p
prB
1
= f01 00B
0
01B
1 + f10 10B
1
10B
1 + f23 20B
2
23B
1 + f32 30B
3
32B
1
= f01 + f10 + f23 − f32
0f
2 = fkr k0B
p
prB
2
= f02 00B
0
02B
2 + f13 10B
1
13B
2 + f20 20B
2
20B
2 + f31 30B
3
31B
2
= f02 − f13 + f20 + f31
0f
3 = fkr k0B
p
prB
3
= f03 00B
0
03B
3 + f12 10B
1
12B
3 + f21 20B
2
21B
3 + f30 30B
3
30B
3
= f03 + f12 − f21 + f30
1f
0 = fkr k1B
p
prB
0
= f01 01B
1
11B
0 + f10 11B
0
00B
0 + f23 21B
3
33B
0 + f32 31B
2
22B
0
= −f01 − f10 + f23 − f32
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1f
1 = fkr k1B
p
prB
1
= f00 01B
1
10B
1 + f11 11B
0
01B
1 + f22 21B
3
32B
1 + f33 31B
2
23B
1
= f00 − f11 + f22 + f33
1f
2 = fkr k1B
p
prB
2
= f03 01B
1
13B
2 + f12 11B
0
02B
2 + f21 21B
3
31B
2 + f30 31B
2
20B
2
= −f03 − f12 − f21 + f30
1f
3 = fkr k1B
p
prB
3
= f02 01B
1
12B
3 + f13 11B
0
03B
3 + f20 21B
3
30B
3 + f31 31B
2
21B
3
= f02 − f13 − f20 − f31
2f
0 = fkr k2B
p
prB
0
= f02 02B
2
22B
0 + f13 12B
3
33B
0 + f20 22B
0
00B
0 + f31 32B
1
11B
0
= −f02 − f13 − f20 + f31
2f
1 = fkr k2B
p
prB
1
= f03 02B
2
23B
1 + f12 12B
3
32B
1 + f21 22B
0
01B
1 + f30 32B
1
10B
1
= f03 − f12 − f21 − f30
2f
2 = fkr k2B
p
prB
2
= f00 02B
2
20B
2 + f11 12B
3
31B
2 + f22 22B
0
02B
2 + f33 32B
1
13B
2
= f00 + f11 − f22 + f33
2f
3 = fkr k2B
p
prB
3
= f01 02B
2
21B
3 + f10 12B
3
30B
3 + f23 22B
0
03B
3 + f32 32B
1
12B
3
= −f01 + f10 − f23 − f32
3f
0 = fkr k3B
p
prB
0
= f03 03B
3
33B
0 + f12 13B
2
22B
0 + f21 23B
1
11B
0 + f30 33B
0
00B
0
= −f03 + f12 − f21 − f30
3f
1 = fkr k3B
p
prB
1
= f02 03B
3
32B
1 + f13 13B
2
23B
1 + f20 23B
1
10B
1 + f31 33B
0
01B
1
= −f02 − f13 + f20 − f31
3f
2 = fkr k3B
p
prB
2
= f01 03B
3
31B
2 + f10 13B
2
20B
2 + f23 23B
1
13B
2 + f32 33B
0
02B
2
= f01 − f10 − f23 − f32
38 Aleks Kleyn
3f
3 = fkr k3B
p
prB
3
= f00 03B
3
30B
3 + f11 13B
2
21B
3 + f22 23B
1
12B
3 + f33 33B
0
03B
3
= f00 + f11 + f22 − f33
We group these relationships into systems of linear equations (13.4), (13.6),
(13.8), (13.10).
(13.5) is solution of system of linear equations (13.4).
(13.7) is solution of system of linear equations (13.6).
(13.9) is solution of system of linear equations (13.8).
(13.11) is solution of system of linear equations (13.10). 
Theorem 13.3. Let us consider division ring of quaternions E(F ) as four-dimen-
sional algebra over field F . Let 0e = 1, 1e = i, 2e = j, 3e = k be basis of algebra
E(F ). Standard components of additive function over field F and coordinats of this
function over field F satisfy relationship
0f
0
0f
1
0f
2
0f
3
1f
1
1f
0
1f
3
1f
2
2f
2
2f
3
2f
0
2f
1
3f
3
3f
2
3f
1
3f
0

=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


f00 −f32 −f13 −f21
f11 −f23 −f02 −f30
f22 −f10 −f31 −f03
f33 −f01 −f20 −f12
(13.12)
Proof. Let us write equation (13.4) as product of matrices
(13.13)

0f
0
1f
1
2f
2
3f
3
 =

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


f00
f11
f22
f33

Let us write equation (13.6) as product of matrices
0f
1
1f
0
2f
3
3f
2
 =

1 1 1 −1
−1 −1 1 −1
−1 1 −1 −1
1 −1 −1 −1


f01
f10
f23
f32

=

−1 −1 −1 1
1 1 −1 1
1 −1 1 1
−1 1 1 1


− f01
−f10
−f23
−f32
(13.14)
=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


−f32
−f23
−f10
−f01

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Let us write equation (13.8) as product of matrices
0f
2
1f
3
2f
0
3f
1
 =

1 −1 1 1
1 −1 −1 −1
−1 −1 −1 1
−1 −1 1 −1


f02
f13
f20
f31

=

−1 1 −1 −1
−1 1 1 1
1 1 1 −1
1 1 −1 1


−f02
−f13
−f20
−f31
(13.15)
=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


−f13
−f02
−f31
−f20

Let us write equation (13.10) as product of matrices
0f
3
1f
2
2f
1
3f
0
 =

1 1 −1 1
−1 −1 −1 1
1 −1 −1 −1
−1 1 −1 −1


f03
f12
f21
f30

=

−1 −1 1 −1
1 1 1 −1
−1 1 1 1
1 −1 1 1


−f03
−f12
−f21
−f30
(13.16)
=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


−f21
−f30
−f03
−f12

We join equations (13.13), (13.14), (13.15), (13.16) into equation (13.12). 
14. Differentiable Map of Division Ring of Quaternions
Theorem 14.1. Since matrix
(
∂yi
∂xj
)
is Jacobian of map x → y of division ring
of quaternions over real field, then
(14.1)

∂y0
∂x0
=
∂00y
∂x
−
∂11y
∂x
−
∂22y
∂x
−
∂33y
∂x
∂y1
∂x1
=
∂00y
∂x
−
∂11y
∂x
+
∂22y
∂x
+
∂33y
∂x
∂y2
∂x2
=
∂00y
∂x
+
∂11y
∂x
−
∂22y
∂x
+
∂33y
∂x
∂y3
∂x3
=
∂00y
∂x
+
∂11y
∂x
+
∂22y
∂x
−
∂33y
∂x
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(14.2)

∂y1
∂x0
=
∂01y
∂x
+
∂10y
∂x
+
∂23y
∂x
−
∂32y
∂x
∂y0
∂x1
= −
∂01y
∂x
−
∂10y
∂x
+
∂23y
∂x
−
∂32y
∂x
∂y3
∂x2
= −
∂01y
∂x
+
∂10y
∂x
−
∂23y
∂x
−
∂32y
∂x
∂y2
∂x3
=
∂01y
∂x
−
∂10y
∂x
−
∂23y
∂x
−
∂32y
∂x
(14.3)

∂y2
∂x0
=
∂02y
∂x
−
∂13y
∂x
+
∂20y
∂x
+
∂31y
∂x
∂y3
∂x1
=
∂02y
∂x
−
∂13y
∂x
−
∂20y
∂x
−
∂31y
∂x
∂y0
∂x2
= −
∂02y
∂x
−
∂13y
∂x
−
∂20y
∂x
+
∂31y
∂x
∂y1
∂x3
= −
∂02y
∂x
−
∂13y
∂x
+
∂20y
∂x
−
∂31y
∂x
(14.4)

∂y3
∂x0
=
∂03y
∂x
+
∂12y
∂x
−
∂21y
∂x
+
∂30y
∂x
∂y2
∂x1
= −
∂03y
∂x
−
∂12y
∂x
−
∂21y
∂x
+
∂30y
∂x
∂y1
∂x2
=
∂03y
∂x
−
∂12y
∂x
−
∂21y
∂x
−
∂30y
∂x
∂y0
∂x3
= −
∂03y
∂x
+
∂12y
∂x
−
∂21y
∂x
−
∂30y
∂x
(14.5)

4
∂00y
∂x
=
∂y0
∂x0
+
∂y1
∂x1
+
∂y2
∂x2
+
∂y3
∂x3
4
∂11y
∂x
= −
∂y0
∂x0
−
∂y1
∂x1
+
∂y2
∂x2
+
∂y3
∂x3
4
∂22y
∂x
= −
∂y0
∂x0
+
∂y1
∂x1
−
∂y2
∂x2
+
∂y3
∂x3
4
∂33y
∂x
= −
∂y0
∂x0
+
∂y1
∂x1
+
∂y2
∂x2
−
∂y3
∂x3
(14.6)

4
∂10y
∂x
= −
∂y0
∂x1
+
∂y1
∂x0
−
∂y2
∂x3
+
∂y3
∂x2
4
∂01y
∂x
= −
∂y0
∂x1
+
∂y1
∂x0
+
∂y2
∂x3
−
∂y3
∂x2
4
∂32y
∂x
= −
∂y0
∂x1
−
∂y1
∂x0
−
∂y2
∂x3
−
∂y3
∂x2
4
∂23y
∂x
=
∂y0
∂x1
+
∂y1
∂x0
−
∂y2
∂x3
−
∂y3
∂x2
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(14.7)

4
∂20y
∂x
= −
∂y0
∂x2
+
∂y1
∂x3
+
∂y2
∂x0
−
∂y3
∂x1
4
∂31y
∂x
= +
∂y0
∂x2
−
∂y1
∂x3
+
∂y2
∂x0
−
∂y3
∂x1
4
∂02y
∂x
= −
∂y0
∂x2
−
∂y1
∂x3
+
∂y2
∂x0
+
∂y3
∂x1
4
∂13y
∂x
= −
∂y0
∂x2
−
∂y1
∂x3
−
∂y2
∂x0
−
∂y3
∂x1
(14.8)

4
∂30y
∂x
= −
∂y0
∂x3
−
∂y1
∂x2
+
∂y2
∂x1
+
∂y3
∂x0
4
∂21y
∂x
= −
∂y0
∂x3
−
∂y1
∂x2
−
∂y2
∂x1
−
∂y3
∂x0
4
∂12y
∂x
=
∂y0
∂x3
−
∂y1
∂x2
−
∂y2
∂x1
+
∂y3
∂x0
4
∂03y
∂x
= −
∂y0
∂x3
+
∂y1
∂x2
−
∂y2
∂x1
+
∂y3
∂x0
Proof. The statement of theorem is corollary of theorem 13.2. 
Theorem 14.2. Quaternionic map
f(x) = x
has the Gaˆteaux derivative
(14.9) ∂(x)(h) = −
1
2
(h+ ihi+ jhj + khk)
Proof. Jacobian of the map f has form
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

From equations (14.5) it follows that
(14.10)
∂00y
∂x
=
∂11y
∂x
=
∂22y
∂x
=
∂33y
∂x
= −
1
2
From equations (14.6), (14.7), (14.8) it follows that
(14.11)
∂ijy
∂x
= 0 i 6= j
Equation (14.9) follows from equations (6.7), (14.10), (14.11). 
Theorem 14.3. Quaternion conjugation satisfies equation
x = −
1
2
(x+ ixi+ jxj + kxk)
Proof. The statement of theorem follows from theorem 14.2 and example 10.4. 
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Theorem 14.4. Since matrix
(
∂yi
∂xj
)
is Jacobian of map x → y of division ring
of quaternions over real field, then
∂y0
∂x0
∂y1
∂x0
∂y2
∂x0
∂y3
∂x0
∂y1
∂x1
∂y0
∂x1
∂y3
∂x1
∂y2
∂x1
∂y2
∂x2
∂y3
∂x2
∂y0
∂x2
∂y1
∂x2
∂y3
∂x3
∂y2
∂x3
∂y1
∂x3
∂y0
∂x3

=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


∂00y
∂x
−
∂32y
∂x
−
∂13y
∂x
−
∂21y
∂x
∂11y
∂x
−
∂23y
∂x
−
∂02y
∂x
−
∂30y
∂x
∂22y
∂x
−
∂10y
∂x
−
∂31y
∂x
−
∂03y
∂x
∂33y
∂x
−
∂01y
∂x
−
∂20y
∂x
−
∂12y
∂x

Proof. The statement of theorem is corollary of theorem 13.3. 
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Ïðîèçâîäíàÿ àòî îòîáðàæåíèÿ íàä òåëîì
Àëåêñàíäð Êëåéí
Àííîòàöèÿ. ß èçó÷àþ äèåðåíöèàë îòîáðàæåíèÿ f íåïðåðûâíûõ òåë
êàê ëèíåéíîå îòîáðàæåíèå, íàèáîëåå áëèçêîå ê îòîáðàæåíèþ f . Ïîñòðî-
åíèå ïðîèçâîäíîé â ýòîì ñëó÷àå ïðèâîäèò ê ðàçëè÷íûì êîíñòðóêöèÿì,
êîòîðûå íå ñîâïàäàþò, íî äîïîëíÿþò äðóã äðóãà. àññìîòðåíèå ïðîèç-
âîäíûõ àòî âûñøåãî ïîðÿäêà è ðÿäà Òåéëîðà ïîçâîëÿåò ðåøàòü ïðîñòûå
äèåðåíöèàëüíûå óðàâíåíèÿ. Â êà÷åñòâå ïðèìåðà ðåøåíèÿ äèåðåí-
öèàëüíîãî óðàâíåíèÿ ðàññìîòðåíî ìîäåëü ýêñïîíåíòû.
àññìîòðåííî ïðèëîæåíèå ïîëó÷åííûõ òåîðåì ê ïîëþ êîìïëåêñíûõ
÷èñåë è àëãåáðå êâàòåðíèîíîâ. Â îòëè÷èå îò ïîëÿ êîìïëåêñíûõ ÷èñåë â
àëãåáðå êâàòåðíèîíîâ îïåðàöèÿ ñîïðÿæåíèÿ ëèíåéíî âûðàæàåòñÿ ÷åðåç
èñõîäíîå ÷èñëî
a = a+ iai+ jaj + kak
Â àëãåáðå êâàòåðíèîíîâ ýòî ðàçëè÷èå ïðèâîäèò ê îòñóòñòâèþ àíàëîãà
óðàâíåíèé Êîøè - èìàíà, èçâåñòíûõ â òåîðèè óíêöèé êîìïëåêñíîãî
ïåðåìåííîãî è ïðîèçâîäíîé óíêöèè êâàòåðíèîííîãî ïåðåìåííîãî.
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2 Àëåêñàíäð Êëåéí
ñîâðåìåííûì ïðîáëåìàì òåîðåòè÷åñêîé è ìàòåìàòè÷åñêîé èçèêè "Âîëãà -
21'2009"(XXI ÏÅÒÎÂÑÊÈÅ ×ÒÅÍÈß). Â ýòîé ñòàòüå ÿ ðàññìàòðèâàþ ëè-
íåéíûå îòîáðàæåíèÿ íàä òåëîì. Â ÷àñòíîñòè, äèåðåíöèàë îòîáðàæåíèÿ f
íåïðåðûâíûõ òåë ÿâëÿåòñÿ ëèíåéíûì îòîáðàæåíèåì. Îäíàêî â äàííîì èçäàíèè
ÿ ðåøèë äîáàâèòü ðàçäåëû, ïîñâÿù¼ííûå ïðîèçâîäíûì àòî âòîðîãî ïîðÿäêà,
ðàçëîæåíèþ â ðÿä Òåéëîðà è ðåøåíèþ äèåðåíöèàëüíûõ óðàâíåíèé. Ñòàòüÿ
ìîæåò ïðåäñòàâëÿòü èíòåðåñ äëÿ èçèêîâ, ðàáîòàþùèõ ñ òåëîì êâàòåðíèîíîâ.
1. Ñîãëàøåíèÿ
(1) Ôóíêöèÿ è îòîáðàæåíèå - ñèíîíèìû. Îäíàêî ñóùåñòâóåò òðàäèöèÿ ñî-
îòâåòñòâèå ìåæäó êîëüöàìè èëè âåêòîðíûìè ïðîñòðàíñòâàìè íàçûâàòü
îòîáðàæåíèåì, à îòîáðàæåíèå ïîëÿ äåéñòâèòåëüíûõ ÷èñåë èëè àëãåáðû
êâàòåðíèîíîâ íàçûâàòü óíêöèåé. ß òîæå ñëåäóþ ýòîé òðàäèöèè.
(2) Òåëî D ìîæíî ðàññìàòðèâàòü êàê D-âåêòîðíîå ïðîñòðàíñòâî ðàçìåð-
íîñòè 1. Ñîîòâåòñòâåííî ýòîìó, ìû ìîæåì èçó÷àòü íå òîëüêî ãîìî-
ìîðèçì òåëà D1 â òåëî D2, íî è ëèíåéíîå îòîáðàæåíèå òåë. Ïðè
ýòîì ïîäðàçóìåâàåòñÿ, ÷òî îòîáðàæåíèå ìóëüòèïëèêàòèâíî íàä ìàê-
ñèìàëüíî âîçìîæíûì ïîëåì. Â ÷àñòíîñòè, ëèíåéíîå îòîáðàæåíèå òåëà
D ìóëüòèïëèêàòèâíî íàä öåíòðîì Z(D). Ýòî íå ïðîòèâîðå÷èò îïðåäå-
ëåíèþ ëèíåéíîãî îòîáðàæåíèÿ ïîëÿ, òàê êàê äëÿ ïîëÿ F ñïðàâåäëèâî
Z(F ) = F . Åñëè ïîëå F îòëè÷íî îò ìàêñèìàëüíî âîçìîæíîãî, òî ÿ ýòî
ÿâíî óêàçûâàþ â òåêñòå.
(3) Íåñìîòðÿ íà íåêîììóòàòèâíîñòü ïðîèçâåäåíèÿ ìíîãèå óòâåðæäåíèÿ ñî-
õðàíÿþòñÿ, åñëè çàìåíèòü íàïðèìåð ïðàâîå ïðåäñòàâëåíèå íà ëåâîå
ïðåäñòàâëåíèå èëè ïðàâîå âåêòîðíîå ïðîñòðàíñòâî íà ëåâîå âåêòîð-
íîå ïðîñòðàíñòâî. ×òîáû ñîõðàíèòü ýòó ñèììåòðèþ â îðìóëèðîâêàõ
òåîðåì ÿ ïîëüçóþñü ñèììåòðè÷íûìè îáîçíà÷åíèÿìè. Íàïðèìåð, ÿ ðàñ-
ñìàòðèâàþ D⋆-âåêòîðíîå ïðîñòðàíñòâî è ⋆D-âåêòîðíîå ïðîñòðàíñòâî.
Çàïèñü D⋆-âåêòîðíîå ïðîñòðàíñòâî ìîæíî ïðî÷åñòü êàê D-star-âåêòîð-
íîå ïðîñòðàíñòâî ëèáî êàê ëåâîå âåêòîðíîå ïðîñòðàíñòâî. Çàïèñü D⋆-
ëèíåéíî çàâèñèìûå âåêòîðû ìîæíî ïðî÷åñòü êàê D-star-ëèíåéíî çàâè-
ñèìûå âåêòîðû ëèáî êàê âåêòîðû, ëèíåéíî çàâèñèìûå ñëåâà.
2. Àääèòèâíîå îòîáðàæåíèå êîëüöà
Îïðåäåëåíèå 2.1. îìîìîðèçì
f : R1 → R2
àääèòèâíîé ãðóïïû êîëüöà R1 â àääèòèâíóþ ãðóïïó êîëüöà R2 íàçûâàåòñÿ
àääèòèâíûì îòîáðàæåíèåì êîëüöà R1 â êîëüöî R2. 
Ñîãëàñíî îïðåäåëåíèþ ãîìîìîðèçìà àääèòèâíîé ãðóïïû, àääèòèâíîå îòîá-
ðàæåíèå f êîëüöà R1 â êîëüöî R2 óäîâëåòâîðÿåò ñâîéñòâó
(2.1) f(a+ b) = f(a) + f(b)
Òåîðåìà 2.2. àññìîòðèì êîëüöî R1 è êîëüöî R2. Ïóñòü îòîáðàæåíèÿ
f : R1 → R2
g : R1 → R2
Ïðîèçâîäíàÿ àòî îòîáðàæåíèÿ íàä òåëîì 3
ÿâëÿþòñÿ àääèòèâíûìè îòîáðàæåíèÿìè. Òîãäà îòîáðàæåíèå f + g òàêæå
ÿâëÿåòñÿ àääèòèâíûì.
Äîêàçàòåëüñòâî. Óòâåðæäåíèå òåîðåìû ñëåäóåò èç öåïî÷êè ðàâåíñòâ
(f + g)(x+ y) =f(x+ y) + g(x+ y) = f(x) + f(y) + g(x) + g(y)
=(f + g)(x) + (f + g)(y)

Òåîðåìà 2.3. àññìîòðèì êîëüöî R1 è êîëüöî R2. Ïóñòü îòîáðàæåíèå
f : R1 → R2
ÿâëÿåòñÿ àääèòèâíûì îòîáðàæåíèåì. Òîãäà îòîáðàæåíèÿ af , fb, a, b ∈ R2,
òàêæå ÿâëÿþòñÿ àääèòèâíûìè.
Äîêàçàòåëüñòâî. Óòâåðæäåíèå òåîðåìû ñëåäóåò èç öåïî÷êè ðàâåíñòâ
(af)(x+ y) =a(f(x+ y)) = a(f(x) + f(y)) = af(x) + af(y)
=(af)(x) + (af)(y)
(fb)(x+ y) =(f(x+ y))b = (f(x) + f(y))b = f(x)b+ f(y)b
=(fb)(x) + (fb)(y)

Òåîðåìà 2.4. Ìû ìîæåì ïðåäñòàâèòü àääèòèâíîå îòîáðàæåíèå êîëüöà R1
â àññîöèàòèâíîå êîëüöî R2 â âèäå
(2.2) f(x) = (s)0f G(s)(x) (s)1f
ãäå G(s) - ìíîæåñòâî àääèòèâíûõ îòîáðàæåíèé êîëüöà R1 â êîëüöî R2.
1
Äîêàçàòåëüñòâî. Óòâåðæäåíèå òåîðåìû ñëåäóåò èç òåîðåì 2.2 è 2.3. 
Îïðåäåëåíèå 2.5. Ïóñòü êîììóòàòèâíîå êîëüöî P ÿâëÿåòñÿ ïîäêîëüöîì öåí-
òðà Z(R) êîëüöà R. Îòîáðàæåíèå
f : R→ R
êîëüöà R íàçûâàåòñÿìóëüòèïëèêàòèâíûì íàä êîììóòàòèâíûì êîëüöîì
P , åñëè
f(px) = pf(x)
äëÿ ëþáîãî p ∈ P . 
Îïðåäåëåíèå 2.6. Ïóñòü êîììóòàòèâíîå êîëüöî F ÿâëÿåòñÿ ïîäêîëüöîì öåí-
òðà Z(D) êîëüöàR. Àääèòèâíîå, ìóëüòèïëèêàòèâíîå íàä êîììóòàòèâíûì êîëü-
öîì F îòîáðàæåíèå
f : R→ R
íàçûâàåòñÿ ëèíåéíûì îòîáðàæåíèåì íàä êîììóòàòèâíûì êîëüöîì F .

1
Çäåñü è â äàëüíåéøåì ìû áóäåì ïðåäïîëàãàòü ñóììó ïî èíäåêñó, êîòîðûé çàïèñàí â
ñêîáêàõ è âñòðå÷âåòñÿ â ïðîèçâåäåíèè íåñêîëüêî ðàç. àâåíñòâî (2.2) ÿâëÿåòñÿ ðåêóðñèâíûì
îïðåäåëåíèåì è åñòü íàäåæäà, ÷òî ìû ìîæåì åãî óïðîñòèòü.
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Îïðåäåëåíèå 2.7. Ïóñòü êîììóòàòèâíîå êîëüöî P ÿâëÿåòñÿ ïîäêîëüöîì öåí-
òðà Z(R) êîëüöà R. Îòîáðàæåíèå
f : R→ R
êîëüöà R íàçûâàåòñÿ ïðîåêòèâíûì íàä êîììóòàòèâíûì êîëüöîì P , åñëè
f(px) = f(x)
äëÿ ëþáîãî p ∈ P . Ìíîæåñòâî
Px = {px : p ∈ P, x ∈ R}
íàçûâàåòñÿ íàïðàâëåíèåì x íàä êîììóòàòèâíûì êîëüöîì P .2 
Ïðèìåð 2.8. Åñëè îòîáðàæåíèå f êîëüöà R ìóëüòèïëèêàòèâíî íàä êîììóòà-
òèâíûì êîëüöîì P , òî îòîáðàæåíèå
g(x) = x−1f(x)
ïðîåêòèâíî íàä êîììóòàòèâíûì êîëüöîì P . 
Îïðåäåëåíèå 2.9. Îáîçíà÷èìA(R1;R2) ìíîæåñòâî àääèòèâíûõ îòîáðàæåíèé
f : R1 → R2
êîëüöà R1 â êîëüöî R2. 
Òåîðåìà 2.10. Ïóñòü îòîáðàæåíèå
f : D → D
ÿâëÿåòñÿ àääèòèâíûì îòîáðàæåíèåì êîëüöà R. Òîãäà
f(nx) = nf(x)
äëÿ ëþáîãî öåëîãî n.
Äîêàçàòåëüñòâî. Ìû äîêàæåì òåîðåìó èíäóêöèåé ïî n. Ïðè n = 1 óòâåðæäå-
íèå î÷åâèäíî, òàê êàê
f(1x) = f(x) = 1f(x)
Äîïóñòèì óðàâíåíèå ñïðàâåäëèâî ïðè n = k. Òîãäà
f((k + 1)x) = f(kx+ x) = f(kx) + f(x) = kf(x) + f(x) = (k + 1)f(x)

3. Àääèòèâíîå îòîáðàæåíèå òåëà
Òåîðåìà 3.1. Ïóñòü îòîáðàæåíèå
f : D1 → D2
ÿâëÿåòñÿ àääèòèâíûì îòîáðàæåíèåì òåëà D1 â òåëî D2. Òîãäà
f(ax) = af(x)
äëÿ ëþáîãî ðàöèîíàëüíîãî a.
2
Íàïðàâëåíèå íàä êîììóòàòèâíûì êîëüöîì P ÿâëÿåòñÿ ïîäìîæåñòâîì êîëüöà R. Îäíàêî
ìû áóäåì îáîçíà÷àòü íàïðàâëåíèå Px ýëåìåíòîì x ∈ R, êîãäà ýòî íå ïðèâîäèò ê íåîäíîçíà÷-
íîñòè. Ìû áóäåì ãîâîðèòü î íàïðàâëåíèè íàä êîììóòàòèâíûì êîëüöîì Z(R), åñëè ìû ÿâíî
íå óêàçûâàåì êîììóòàòèâíîå êîëüöî P .
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Äîêàçàòåëüñòâî. Çàïèøåì a â âèäå a = p
q
. Ïîëîæèì y = 1
q
x. Òîãäà
(3.1) f(x) = f(qy) = qf(y) = qf
(
1
q
x
)
Èç ðàâåíñòâà (3.1) ñëåäóåò
(3.2)
1
q
f(x) = f
(
1
q
x
)
Èç ðàâåíñòâà (3.2) ñëåäóåò
f
(
p
q
x
)
= pf
(
1
q
x
)
=
p
q
f(x)

Òåîðåìà 3.2. Àääèòèâíîå îòîáðàæåíèå
f : D1 → D2
òåëà D1 â òåëî D2 ìóëüòèïëèêàòèâíî íàä ïîëåì ðàöèîíàëüíûõ ÷èñåë.
Äîêàçàòåëüñòâî. Ñëåäñòâèå òåîðåìû 3.1. 
Ìû íå ìîæåì ðàñïðîñòðàíèòü óòâåðæäåíèå òåîðåìû 3.2 íà ïðîèçâîëüíîå
ïîäïîëå öåíòðà Z(D) òåëà D.
Òåîðåìà 3.3. Ïóñòü ïîëå êîìïëåêñíûõ ÷èñåë C ÿâëÿåòñÿ ïîäïîëåì öåíòðà
òåëà D. Ñóùåñòâóåò àääèòèâíîå îòîáðàæåíèå
f : D1 → D2
òåëà D1 â òåëî D2, êîòîðîå íå ìóëüòèïëèêàòèâíî íàä ïîëåì êîìïëåêñíûõ
÷èñåë.
Äîêàçàòåëüñòâî. Äëÿ äîêàçàòåëüñòâà òåîðåìû äîñòàòî÷íî ðàññìîòðåòü ïîëå
êîìïëåêñíûõ ÷èñåë C òàê êàê C = Z(C). Îòîáðàæåíèå
z → z
àääèòèâíî. Îäíàêî ðàâåíñòâî
az = az
íåâåðíî. 
Òåîðèÿ êîìïëåêñíûõ âåêòîðíûõ ïðîñòðàíñòâ íàñòîëüêî õîðîøî èçó÷åíà, ÷òî
èç äîêàçàòåëüñòâà òåîðåìû 3.3 ëåãêî âûòåêàåò ñëåäóþùàÿ êîíñòðóêöèÿ. Ïóñòü
äëÿ íåêîòîðîãî òåëà D ñóùåñòâóþò ïîëÿ F1, F2 òàêèå, ÷òî F1 6= F2, F1 ⊂
F2 ⊂ Z(D). Â ýòîì ñëó÷àå ñóùåñòâóåò îòîáðàæåíèå I òåëà D, ëèíåéíîå íàä
ïîëåì F1, íî íå ëèíåéíîå íàä ïîëåì F2.
3
Íåòðóäíî âèäåòü, ÷òî ýòî îòîáðàæåíèå
àääèòèâíî.
Ïóñòü D1, D2 - òåëà õàðàêòåðèñòèêè 0. Ñîãëàñíî òåîðåìå 2.4 àääèòèâíîå
îòîáðàæåíèå
(3.3) f : D1 → D2
3
Íàïðèìåð, â ñëó÷àå êîìïëåêñíûõ ÷èñåë îïåðàòîð I ÿâëÿåòñÿ îïåðàòîðîì êîìïëåêñíîãî
ñîïðÿæåíèÿ. Ìíîæåñòâî îïåðàòîðîâ I çàâèñèò îò ðàññìàòðèâàåìîãî òåëà. Ýòè îïåðàòîðû
ïðåäñòàâëÿþò äëÿ íàñ èíòåðåñ, êîãäà ìû ðàññìàòðèâàåì îòîáðàæåíèÿ òåëà, ïðè êîòîðûõ
ìåíÿåòñÿ ñòðóêòóðà îïåðàöèè. Íàïðèìåð, îòîáðàæåíèå êîìïëåêñíûõ ÷èñåë z → z.
6 Àëåêñàíäð Êëåéí
èìååò âèä (2.2). Âûáåðåì îòîáðàæåíèå G(s)(x) = G(x). Àääèòèâíîå îòîáðàæå-
íèå
(3.4) f(x) = (s)0f G(x) (s)1f
íàçûâàåòñÿ àääèòèâíûì îòîáðàæåíèåì, ïîðîæä¼ííûì îòîáðàæåíèåì
G. Îòîáðàæåíèå G ìû áóäåì íàçûâàòü îáðàçóþùåé àääèòèâíîãî îòîáðà-
æåíèÿ.
Òåîðåìà 3.4. Ïóñòü F , F ⊂ Z(D1), F ⊂ Z(D2), - ïîëå. Àääèòèâíîå îòîáðà-
æåíèå (3.4), ïîðîæä¼ííîå F -ëèíåéíûì îòîáðàæåíèåì G, ìóëüòèïëèêàòèâ-
íî íàä ïîëåì F .
Äîêàçàòåëüñòâî. Íåïîñðåäñòâåííîå ñëåäñòâèå ïðåäñòàâëåíèÿ (3.4) àääèòèâíî-
ãî îòîáðàæåíèÿ. Äëÿ ëþáîãî a ∈ F
f(ax) = (s)0f G(ax) (s)1f = (s)0f aG(x) (s)1f = a (s)0f G(x) (s)1f = af(x)

Òåîðåìà 3.5. Ïóñòü D1, D2 - òåëà õàðàêòåðèñòèêè 0. Ïóñòü F , F ⊂ Z(D1),
F ⊂ Z(D2), - ïîëå. Ïóñòü G - F -ëèíåéíîå îòîáðàæåíèå. Ïóñòü q - áàçèñ òåëà
D2 íàä ïîëåì F . Ñòàíäàðòíîå ïðåäñòàâëåíèå àääèòèâíîãî îòîáðàæåíèÿ
(3.4) íàä ïîëåì F èìååò âèä4
(3.5) f(x) = f ijG iq G(x) jq
Âûðàæåíèå f
ij
G â ðàâåíñòâå (3.5) íàçûâàåòñÿ ñòàíäàðòíîé êîìïîíåíòîé
àääèòèâíîãî îòîáðàæåíèÿ f íàä ïîëåì F .
Äîêàçàòåëüñòâî. Êîìïîíåíòû àääèòèâíîãî îòîáðàæåíèÿ f èìåþò ðàçëîæå-
íèå
(3.6) (s)pf = (s)pf
i
iq
îòíîñèòåëüíî áàçèñà q. Åñëè ìû ïîäñòàâèì (3.6) â (3.4), ìû ïîëó÷èì
(3.7) f(x) = (s)0f
i
iq G(x) (s)1f
j
jq
Ïîäñòàâèâ â ðàâåíñòâî (3.7) âûðàæåíèå
f
ij
G = (s)0f
i
(s)1f
j
ìû ïîëó÷èì ðàâåíñòâî (3.5). 
Òåîðåìà 3.6. Ïóñòü D1, D2 - òåëà õàðàêòåðèñòèêè 0. Ïóñòü F , F ⊂ Z(D1),
F ⊂ Z(D2), - ïîëå. Ïóñòü G - F -ëèíåéíîå îòîáðàæåíèå. Ïóñòü p - áàçèñ
òåëà D1 íàä ïîëåì F . Ïóñòü q - áàçèñ òåëà D2 íàä ïîëåì F . Ïóñòü klB
p
4
Ïðåäñòàâëåíèå àääèòèâíîãî îòîáðàæåíèÿ ñ ïîìîùüþ êîìïîíåíò àääèòèâíîãî îòîáðàæå-
íèÿ íåîäíîçíà÷íî. ×èñòî àëãåáðàè÷åñêèìè ìåòîäàìè ìû ìîæåì óâåëè÷èòü ëèáî óìåíüøèòü
÷èñëî ñëàãàåìûõ. Åñëè ðàçìåðíîñòü òåëà D íàä ïîëåì F êîíå÷íà, òî ñòàíäàðòíîå ïðåäñòàâ-
ëåíèå àääèòèâíîãî îòîáðàæåíèÿ ãàðàíòèðóåò êîíå÷íîñòü ìíîæåñòâà ñëàãàåìûõ â ïðåäñòàâ-
ëåíèè îòîáðàæåíèÿ.
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- ñòðóêòóðíûå êîíñòàíòû òåëà D2. Òîãäà àääèòèâíîå îòîáðàæåíèå (3.4),
ïîðîæä¼ííîå F -ëèíåéíûì îòîáðàæåíèåì G, ìîæíî çàïèñàòü â âèäå
f(a) =ai if
j
jq kf
j ∈ F(3.8)
a =ai ip a
i ∈ F a ∈ D1
if
j =iG
l fkrG klB
p
prB
j
(3.9)
Äîêàçàòåëüñòâî. Ñîãëàñíî òåîðåìå 3.4 àääèòèâíîå îòîáðàæåíèå òåëà D ëè-
íåéíî íàä ïîëåì F . Âûáåðåì îòîáðàæåíèå
(3.10)
G : D1 → D2 a = a
i
ip→ G(a) = a
i
iG
j
jq
xi ∈ F iG
j ∈ F
Ñîãëàñíî òåîðåìå [3℄-4.4.3 àääèòèâíîå îòîáðàæåíèå f(a) â áàçèñå e ïðèíèìàåò
âèä (3.8). Èç ðàâåíñòâ (3.5) è (3.10) ñëåäóåò
(3.11) f(a) = ai iG
l f
kj
G kq le jq
Èç ðàâåíñòâ (3.8) è (3.11) ñëåäóåò
(3.12) ai if
j
jq = a
i
iG
l fkrG kq lq rq = a
i
iG
l fkrG klB
p
prB
j
jq
Òàê êàê âåêòîðû re ëèíåéíî íåçàâèñèìû íàä ïîëåì F è âåëè÷èíû a
k
ïðîèç-
âîëüíû, òî èç ðàâåíñòâà (3.12) ñëåäóåò ðàâåíñòâî (3.9). 
Òåîðåìà 3.7. Ïóñòü ïîëå F ÿâëÿåòñÿ ïîäêîëüöîì öåíòðà Z(D) òåëà D õà-
ðàêòåðèñòèêè 0. F -ëèíåéíîå îòîáðàæåíèå, ïîðîæäàþùåå àääèòèâíîå îòîá-
ðàæåíèå, ÿâëÿåòñÿ íåâûðîæäåííûì îòîáðàæåíèåì.
Äîêàçàòåëüñòâî. Ñîãëàñíî òåîðåìå îá èçîìîðèçìàõ àääèòèâíîå îòîáðàæå-
íèå (3.13) ìîæíî ïðåäñòàâèòü â âèäå êîìïîçèöèè
f(x) = f1(x +H)
êàíîíè÷åñêîãî îòîáðàæåíèÿ x → x + H è èçîìîðèçìà f1. H - èäåàë àääè-
òèâíîé ãðóïïû òåëà D. Äîïóñòèì èäåàë H íåòðèâèàëåí. Òîãäà ñóùåñòâóþò
x1 6= x2, f(x1) = f(x2). Ñëåäîâàòåëüíî, îáðàç ïðè îòîáðàæåíèè f ñîäåðæèò
öèêëè÷åñêóþ ïîäãðóïïó. Ýòî ïðîòèâîðå÷èò óòâåðæäåíèþ, ÷òî õàðàêòåðèñòèêà
òåëà D ðàâíà 0. Ñëåäîâàòåëüíî, H = {0} è êàíîíè÷åñêîå îòîáðàæåíèå ÿâëÿ-
åòñÿ íåâûðîæäåííûì F -ëèíåéíûì îòîáðàæåíèåì ëèáî H = D è êàíîíè÷åñêîå
îòîáðàæåíèå ÿâëÿåòñÿ âûðîæäåííûì îòîáðàæåíèåì. 
Îïðåäåëåíèå 3.8. Àääèòèâíîå îòîáðàæåíèå, ëèíåéíîå íàä öåíòðîì òåëà, íà-
çûâàåòñÿ ëèíåéíûì îòîáðàæåíèåì òåëà. 
Òåîðåìà 3.9. Ïóñòü D ÿâëÿåòñÿ òåëîì õàðàêòåðèñòèêè 0. Ëèíåéíîå îòîá-
ðàæåíèå
(3.13) f : D → D
èìååò âèä
(3.14) f(x) = (s)0f x (s)1f
Âûðàæåíèå (s)pf , p = 0, 1, â ðàâåíñòâå (3.14) íàçûâàåòñÿ êîìïîíåíòîé ëè-
íåéíîãî îòîáðàæåíèÿ f .
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Òåîðåìà 3.10. Ïóñòü D - òåëî õàðàêòåðèñòèêè 0. Ïóñòü e - áàçèñ òåëà D
íàä öåíòðîì Z(D). Ñòàíäàðòíîå ïðåäñòàâëåíèå ëèíåéíîãî îòîáðàæå-
íèÿ (3.14) òåëà èìååò âèä
5
(3.15) f(x) = f ij ie x je
Âûðàæåíèå f ij â ðàâåíñòâå (3.15) íàçûâàåòñÿ ñòàíäàðòíîé êîìïîíåíòîé
ëèíåéíîãî îòîáðàæåíèÿ f .
Òåîðåìà 3.11. Ïóñòü D ÿâëÿåòñÿ òåëîì õàðàêòåðèñòèêè 0. Ïóñòü e - áàçèñ
òåëà D íàä ïîëåì Z(D). Òîãäà ëèíåéíîå îòîáðàæåíèå (3.13) ìîæíî çàïèñàòü
â âèäå
f(a) =ai if
j
je kf
j ∈ Z(D)(3.16)
a =ai ie a
i ∈ Z(D) a ∈ D
if
j =fkr kiB
p
prB
j
(3.17)
Äîêàçàòåëüñòâî. àâåíñòâî (3.14) ÿâëÿåòñÿ ÷àñòíûì ñëó÷àåì ðàâåíñòâà (3.4)
ïðè óñëîâèè G(x) = x. Òåîðåìà 3.10 ÿâëÿåòñÿ ÷àñòíûì ñëó÷àåì òåîðåìû 3.5
ïðè óñëîâèèG(x) = x. Òåîðåìà 3.11 ÿâëÿåòñÿ ÷àñòíûì ñëó÷àåì òåîðåìû 3.6 ïðè
óñëîâèè G(x) = x. Íàøà çàäà÷à - ïîêàçàòü, ÷òî ìû ìîæåì ïîëîæèòü G(x) = x.
àâåíñòâî (3.17) ñâÿçûâàåò êîîðäèíàòû ëèíåéíîãî ïðåîáðàçîâàíèÿ f îòíî-
ñèòåëüíî çàäàííîãî áàçèñà e òåëà D íàä öåíòðîì Z(D) ñî ñòàíäàðòíûìè êîì-
ïîíåíòàìè ýòîãî ïðåîáðàçîâàíèÿ, ðàññìàòðèâàåìîãî êàê ëèíåéíîå ïðåîáðàçî-
âàíèå òåëà. Äëÿ çàäàííûõ êîîðäèíàò ëèíåéíîãî ïðåîáðàçîâàíèÿ ìû ìîæåì
ðàññìàòðèâàòü ðàâåíñòâî (3.17) êàê ñèñòåìó ëèíåéíûõ óðàâíåíèé îòíîñèòåëü-
íî ñòàíäàðòíûõ êîìïîíåíò. Èç òåîðåìû 3.11 ñëåäóåò, ÷òî åñëè îïðåäåëèòåëü
ñèñòåìû ëèíåéíûõ óðàâíåíèé (3.17) îòëè÷åí îò 0, òî äëÿ ëþáîãî ëèíåéíîãî
ïðåîáðàçîâàíèÿ òåëà D íàä ïîëåì Z(D) ñóùåñòâóåò ñîîòâåòñòâóþùåå ëèíåé-
íîå ïðåîáðàçîâàíèå òåëà.
Åñëè îïðåäåëèòåëü ñèñòåìû ëèíåéíûõ óðàâíåíèé (3.17) ðàâåí 0, òî ñóùå-
ñòâóþò îòîáðàæåíèÿ, îòëè÷íûå îò îòîáðàæåíèÿ G(x) = x. Åñëè ðàçìåðíîñòü
òåëà êîíå÷íà, òî ýòè îòîáðàæåíèÿ ïîðîæäàþò êîíå÷íî ìåðíóþ àëãåáðó. Ñòðóê-
òóðà ýòîé àëãåáðû áóäåò ðàññìîòðåíà â îòäåëüíîé ñòàòüå. Íå íàðóøàÿ îáùíî-
ñòè, ìû áóäåì ïîëàãàòü è â ýòîì ñëó÷àå G(x) = x. 
Òåîðåìà 3.12. Ïóñòü ïîëå F ÿâëÿåòñÿ ïîäêîëüöîì öåíòðà Z(D) òåëà D õà-
ðàêòåðèñòèêè 0. Ëèíåéíîå îòîáðàæåíèå òåëà ìóëüòèïëèêàòèâíî íàä ïîëåì
F .
Äîêàçàòåëüñòâî. Íåïîñðåäñòâåííîå ñëåäñòâèå îïðåäåëåíèÿ 3.8. 
Òåîðåìà 3.13. Âûðàæåíèå
kf
r = f ij ikB
p
pjB
r
ÿâëÿåòñÿ òåíçîðîì íàä ïîëåì F
(3.18) if
′j = iA
k
kf
l
lA
−1j
5
Ïðåäñòàâëåíèå ëèíåéíîãî îòîáðàæåíèÿ òåëà ñ ïîìîùüþ êîìïîíåíò ëèíåéíîãî îòîáðàæå-
íèÿ íåîäíîçíà÷íî. ×èñòî àëãåáðàè÷åñêèìè ìåòîäàìè ìû ìîæåì óâåëè÷èòü ëèáî óìåíüøèòü
÷èñëî ñëàãàåìûõ. Åñëè ðàçìåðíîñòü òåëà D íàä ïîëåì Z(D) êîíå÷íà, òî ñòàíäàðòíîå ïðåä-
ñòàâëåíèå ëèíåéíîãî îòîáðàæåíèÿ ãàðàíòèðóåò êîíå÷íîñòü ìíîæåñòâà ñëàãàåìûõ â ïðåäñòàâ-
ëåíèè îòîáðàæåíèÿ.
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Äîêàçàòåëüñòâî. D-ëèíåéíîå îòîáðàæåíèå îòíîñèòåëüíî áàçèñà e èìååò âèä
(3.16). Ïóñòü e′ - äðóãîé áàçèñ. Ïóñòü
(3.19) ie
′ = iA
j
je
ïðåîáðàçîâàíèå, îòîáðàæàþùåå áàçèñ e â áàçèñ e′. Òàê êàê àääèòèâíîå îòîáðà-
æåíèå f íå ìåíÿåòñÿ, òî
(3.20) f(x) = x′k kf
′l
le
′
Ïîäñòàâèì [3℄-(8.2.8), (3.19) â ðàâåíñòâî (3.20)
(3.21) f(x) = xi iA
−1k
kf
′l
lA
j
je
Òàê êàê âåêòîðû je ëèíåéíî íåçàâèñèìû è êîìïîíåíòû âåêòîðà x
i
ïðîèçâîëü-
íû, òî ðàâåíñòâî (3.18) ñëåäóåò èç ðàâåíñòâà (3.21). Ñëåäîâàòåëüíî, âûðàæåíèå
kf
r
ÿâëÿåòñÿ òåíçîðîì íàä ïîëåì F . 
Òåîðåìà 3.14. Ïóñòü D - òåëî õàðàêòåðèñòèêè 0. Ïóñòü e - áàçèñ òåëà D
íàä öåíòðîì Z(D) òåëà D. Ïóñòü
f : D → D f(x) = (s)0f x (s)1f(3.22)
= f ij ie x je(3.23)
g : D → D g(x) = (t)0g x (t)1g(3.24)
= gij ie x je(3.25)
ëèíåéíûå îòîáðàæåíèÿ òåëà D. Îòîáðàæåíèå
(3.26) h(x) = gf(x) = g(f(x))
ÿâëÿåòñÿ ëèíåéíûì îòîáðàæåíèåì
h(x) = (ts)0h x (ts)1h(3.27)
= hpr pe x re(3.28)
ãäå
(ts)0h = (t)0g (s)0f(3.29)
(ts)1h = (s)1f (t)1g(3.30)
hpr = gij fkl ikB
p
ljB
r
(3.31)
Äîêàçàòåëüñòâî. Îòîáðàæåíèå (3.26) àääèòèâíî òàê êàê
h(x+ y) = g(f(x+ y)) = g(f(x) + f(y)) = g(f(x)) + g(f(y)) = h(x) + h(y)
Îòîáðàæåíèå (3.26) ìóëüòèïëèêàòèâíî íàä Z(D) òàê êàê
h(ax) = g(f(ax)) = g(af(x)) = ag(f(x)) = ah(x)
Åñëè ìû ïîäñòàâèì (3.22) è (3.24) â (3.26), òî ìû ïîëó÷èì
(3.32) h(x) = (t)0g f(x) (t)1g = (t)0g (s)0f x (s)1f (t)1g
Ñðàâíèâàÿ (3.32) è (3.27), ìû ïîëó÷èì (3.29), (3.30).
Åñëè ìû ïîäñòàâèì (3.23) è (3.25) â (3.26), òî ìû ïîëó÷èì
h(x) =gij ie f(x) je
=gij ie f
kl
ke x le je(3.33)
=gij fkl ikB
p
ljB
r
pe x re
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Ñðàâíèâàÿ (3.33) è (3.28), ìû ïîëó÷èì (3.31). 
4. Ïîëèëèíåéíîå îòîáðàæåíèå òåëà
Îïðåäåëåíèå 4.1. Ïóñòü R1, ..., Rn - êîëüöà è S - ìîäóëü. Ìû áóäåì íàçûâàòü
îòîáðàæåíèå
(4.1) f : R1 × ...×Rn → S
ïîëèàääèòèâíûì îòîáðàæåíèåì êîëåö R1, ..., Rn â ìîäóëü S, åñëè
f(p1, ..., pi + qi, ..., pn) = f(p1, ..., pi, ..., pn) + f(p1, ..., qi, ..., pn)
äëÿ ëþáîãî 1 ≤ i ≤ n è äëÿ ëþáûõ pi, qi ∈ Ri. Îáîçíà÷èì A(R1, ..., Rn;S)
ìíîæåñòâî ïîëèàääèòèâíûõ îòîáðàæåíèé êîëåö R1, ..., Rn â ìîäóëü S. 
Òåîðåìà 4.2. Ïóñòü R1, ..., Rn, P - êîëüöà õàðàêòåðèñòèêè 0. Ïóñòü S -
ìîäóëü íàä êîëüöîì P . Ïóñòü
f : R1 × ...×Rn → S
ïîëèàääèòèâíîå îòîáðàæåíèå. Ñóùåñòâóåò êîììóòàòèâíîå êîëüöî F , êî-
òîðîå äëÿ ëþáîãî i ÿâëÿåòñÿ ïîäêîëüöîì öåíòðà êîëüöà Ri, è òàêîå, ÷òî äëÿ
ëþáîãî i è b ∈ F
f(a1, ..., bai, ..., an) = bf(a1, ..., ai, ..., an)
Äîêàçàòåëüñòâî. Äëÿ çàäàííûõ a1, ..., ai−1, ai+1, ..., an îòîáðàæåíèå f(a1, ..., an)
àäèòèâíî ïî ai. Ñîãëàñíî òåîðåìå 2.10, ìû ìîæåì âûáðàòü êîëüöî öåëûõ ÷èñåë
â êà÷åñòâå êîëüöà F . 
Îïðåäåëåíèå 4.3. Ïóñòü R1, ..., Rn, P - êîëüöà õàðàêòåðèñòèêè 0. Ïóñòü S -
ìîäóëü íàä êîëüöîì P . Ïóñòü F - êîììóòàòèâíîå êîëüöî, êîòîðîå äëÿ ëþáîãî
i ÿâëÿåòñÿ ïîäêîëüöîì öåíòðà êîëüöà Ri. Îòîáðàæåíèå
f : R1 × ...×Rn → S
íàçûâàåòñÿ ïîëèëèíåéíûì íàä êîììóòàòèâíûì êîëüöîì F , åñëè îòîá-
ðàæåíèå f ïîëèàäèòèâíî, è äëÿ ëþáîãî i, 1 ≤ i ≤ n, äëÿ çàäàííûõ a1, ..., ai−1,
ai+1, ..., an îòîáðàæåíèå f(a1, ..., an) ìóëüòèïëèêàòèâíî ïî ai. Åñëè êîëüöî F
- ìàêñèìàëüíîå êîëüöî òàêîå, ÷òî äëÿ ëþáîãî i, 1 ≤ i ≤ n, äëÿ çàäàííûõ a1,
..., ai−1, ai+1, ..., an îòîáðàæåíèå f(a1, ..., an) ëèíåéíî ïî ai íàä êîëüöîì F , òî
îòîáðàæåíèå f íàçûâàåòñÿ ïîëèëèíåéíûì îòîáðàæåíèåì êîëåö R1, ..., Rn
â ìîäóëü S. Îáîçíà÷èì L(R1, ..., Rn;S) ìíîæåñòâî ïîëèëèíåéíûõ îòîáðàæåíèé
êîëåö R1, ..., Rn â ìîäóëü S. 
Òåîðåìà 4.4. Ïóñòü D - òåëî õàðàêòåðèñòèêè 0. Ïîëèëèíåéíîå îòîáðàæå-
íèå
(4.2) f : Dn → D, d = f(d1, ..., dn)
èìååò âèä
(4.3) d = (s)0f
n σs(d1) (s)1f
n ... σs(dn) (s)nf
n
σs - ïåðåñòàíîâêà ìíîæåñòâà ïåðåìåííûõ {d1, ..., dn}
σs =
(
d1 ... dn
σs(d1) ... σs(dn)
)
Ïðîèçâîäíàÿ àòî îòîáðàæåíèÿ íàä òåëîì 11
Äîêàçàòåëüñòâî. Ìû äîêàæåì óòâåðæäåíèå èíäóêöèåé ïî n.
Ïðè n = 1 äîêàçûâàåìîå óòâåðæäåíèå ÿâëÿåòñÿ ñëåäñòâèåì òåîðåìû 3.9.
Ïðè ýòîì ìû ìîæåì îòîæäåñòâèòü
6
(p = 0, 1)
(s)pf
1 = (s)pf
Äîïóñòèì, ÷òî óòâåðæäåíèå òåîðåìû ñïðàâåäëèâî ïðè n = k−1. Òîãäà îòîá-
ðàæåíèå (4.2) ìîæíî ïðåäñòàâèòü â âèäå
Dk
f //
g(dk)
$,Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q
D
Dk−1
h
OO
d = f(d1, ..., dk) = g(dk)(d1, ..., dk−1)
Ñîãëàñíî ïðåäïîëîæåíèþ èíäóêöèè ïîëèàääèòèâíîå îòîáðàæåíèå h èìååò âèä
d = (t)0h
k−1 σt(d1) (t)1h
k−1 ... σt(dk−1) (t)k−1h
k−1
Ñîãëàñíî ïîñòðîåíèþ h = g(dk). Ñëåäîâàòåëüíî, âûðàæåíèÿ (t)ph ÿâëÿþòñÿ
óíêöèÿìè dk. Ïîñêîëüêó g(dk) - àääèòèâíàÿ óíêöèÿ dk, òî òîëüêî îäíî âû-
ðàæåíèå (t)ph ÿâëÿåòñÿ àääèòèâíîé óíêöèåé ïåðåìåííîé dk, è îñòàëüíûå âû-
ðàæåíèÿ (t)qh íå çàâèñÿò îò dk.
Íå íàðóøàÿ îáùíîñòè, ïîëîæèì p = 0. Ñîãëàñíî ðàâåíñòâó (3.14) äëÿ çà-
äàííîãî t
(t)0h
k−1 = (tr)0g dk (tr)1g
Ïîëîæèì s = tr è îïðåäåëèì ïåðåñòàíîâêó σs ñîãëàñíî ïðàâèëó
σs = σtr =
(
dk d1 ... dk−1
dk σt(d1) ... σt(dk−1)
)
Ïîëîæèì
(tr)q+1f
k = (t)qh
k−1
äëÿ q = 1, ..., k − 1.
(tr)qf
k = (tr)qg
äëÿ q = 0, 1. Ìû äîêàçàëè øàã èíäóêöèè. 
Îïðåäåëåíèå 4.5. Âûðàæåíèå (s)pf
n
â ðàâåíñòâå (4.3) íàçûâàåòñÿ êîìïî-
íåíòîé ïîëèëèíåéíîãî îòîáðàæåíèÿ f . 
Òåîðåìà 4.6. Ïóñòü D - òåëî õàðàêòåðèñòèêè 0. Äîïóñòèì e - áàçèñ òåëà
D íàä ïîëåì Z(D). Ñòàíäàðòíîå ïðåäñòàâëåíèå ïîëèëèíåéíîãî îòîáðà-
æåíèÿ òåëà èìååò âèä
(4.4) f(d1, ..., dn) = (t)f
i0...in
i0e σt(d1) i1e ... σt(dn) ine
6
Â ïðåäñòàâëåíèè (4.3) ìû áóäåì ïîëüçîâàòüñÿ ñëåäóþùèìè ïðàâèëàìè.
• Åñëè îáëàñòü çíà÷åíèé êàêîãî-ëèáî èíäåêñà - ýòî ìíîæåñòâî, ñîñòîÿùåå èç îäíîãî
ýëåìåíòà, ìû áóäåì îïóñêàòü ñîîòâåòñòâóþùèé èíäåêñ.
• Åñëè n = 1, òî σs - òîæäåñòâåííîå ïðåîáðàçîâàíèå. Ýòî ïðåîáðàçîâàíèå ìîæíî íå
óêàçûâàòü â âûðàæåíèè.
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Èíäåêñ t íóìåðóåò âñåâîçìîæíûå ïåðåñòàíîâêè σt ìíîæåñòâà ïåðåìåííûõ
{d1, ..., dn}. Âûðàæåíèå (t)f
i0...in
â ðàâåíñòâå (4.4) íàçûâàåòñÿ ñòàíäàðòíîé
êîìïîíåíòîé ïîëèëèíåéíîãî îòîáðàæåíèÿ f .
Äîêàçàòåëüñòâî. Êîìïîíåíòû ïîëèëèíåéíîãî îòîáðàæåíèÿ f èìåþò ðàçëîæå-
íèå
(4.5) (s)pf
n = (s)pf
ni
ie
îòíîñèòåëüíî áàçèñà e. Åñëè ìû ïîäñòàâèì (4.5) â (4.3), ìû ïîëó÷èì
(4.6) d = (s)0f
nj1
j1e σs(d1) (s)1f
nj2
j2e ... σs(dn) (s)nf
njn
jne
àññìîòðèì âûðàæåíèå
(4.7) (t)f
j0...jn = (s)0f
nj1 ...(s)nf
njn
Â ïðàâîé ÷àñòè ïîäðàçóìåâàåòñÿ ñóììà òåõ ñëàãàåìûõ ñ èíäåêñîì s, äëÿ êîòî-
ðûõ ïåðåñòàíîâêà σs ñîâïàäàåò. Êàæäàÿ òàêàÿ ñóììà áóäåò èìåòü óíèêàëüíûé
èíäåêñ t. Ïîäñòàâèâ â ðàâåíñòâî (4.6) âûðàæåíèå (4.7) ìû ïîëó÷èì ðàâåíñòâî
(4.4). 
Òåîðåìà 4.7. Ïóñòü e - áàçèñ òåëà D íàä ïîëåì Z(D). Ïîëèàääèòèâíîå îòîá-
ðàæåíèå (4.2) ìîæíî ïðåäñòàâèòü â âèäå D-çíà÷íîé îðìû ñòåïåíè n íàä
ïîëåì Z(D)7
(4.8) f(a1, ..., an) = a
i1
1 ...a
in
n i1...inf
ãäå
aj = a
i
j ie
i1...inf = f(i1e, ..., ine)(4.9)
è âåëè÷èíû i1...inf ÿâëÿþòñÿ êîîðäèíàòàìè D-çíà÷íîãî êîâàðèàíòíãî òåí-
çîðà íàä ïîëåì F .
Äîêàçàòåëüñòâî. Ñîãëàñíî òåîðåìå 4.2 ðàâåíñòâî (4.8) ñëåäóåò èç öåïî÷êè ðà-
âåíñòâ
f(a1, ..., an) = f(a
i1
1 i1e, ..., a
in
n ine) = a
i1
1 ...a
in
n f(i1e, ..., ine)
Ïóñòü e′ - äðóãîé áàçèñ. Ïóñòü
(4.10) ie
′ = iA
j
je
ïðåîáðàçîâàíèå, îòîáðàæàþùåå áàçèñ e â áàçèñ e′. Èç ðàâåíñòâ (4.10) è (4.9)
ñëåäóåò
i1...inf
′ = f(i1e
′, ..., ine
′)
= f(i1A
j1
j1e, ..., inA
jn
jne
′)(4.11)
= i1A
j1 ... inA
jn f(j1e, ..., jne)
= i1A
j1 ... inA
jn
j1...jnf
Èç ðàâåíñòâà (4.11) ñëåäóåò òåíçîðíûé çàêîí ïðåîáðàçîâàíèÿ êîîðäèíàò ïîëè-
ëèíåéíîãî îòîáðàæåíèÿ. Èç ðàâåíñòâà (4.11) è òåîðåìû [3℄-8.2.1 ñëåäóåò, ÷òî
çíà÷åíèå îòîáðàæåíèÿ f(a1, ..., an) íå çàâèñèò îò âûáîðà áàçèñà. 
7
Òåîðåìà äîêàçàíà ïî àíàëîãèè ñ òåîðåìîé â [2℄, ñ. 107, 108
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Ïîëèëèíåéíîå îòîáðàæåíèå (4.2) ñèììåòðè÷íî, åñëè
f(d1, ..., dn) = f(σ(d1), ..., σ(dn))
äëÿ ëþáîé ïåðåñòàíîâêè σ ìíîæåñòâà {d1, ..., dn}.
Òåîðåìà 4.8. Åñëè ïîëèëèíåéíîå îòîáðàæåíèå f ñèììåòðè÷íî, òî
(4.12) i1,...,inf = σ(i1),...,σ(in)f
Äîêàçàòåëüñòâî. àâåíñòâî (4.12) ñëåäóåò èç ðàâåíñòâà
ai11 ... a
in
n i1...inf =f(a1, ..., an)
=f(σ(a1), ..., σ(an))
=ai11 ... a
in
n σ(i1)...σ(in)f

Ïîëèëèíåéíîå îòîáðàæåíèå (4.2) êîñî ñèììåòðè÷íî, åñëè
f(d1, ..., dn) = |σ|f(σ(d1), ..., σ(dn))
äëÿ ëþáîé ïåðåñòàíîâêè σ ìíîæåñòâà {d1, ..., dn}. Çäåñü
|σ| =
{
1 ïåðåñòàíîâêà σ ÷¼òíàÿ
−1 ïåðåñòàíîâêà σ íå÷¼òíàÿ
Òåîðåìà 4.9. Åñëè ïîëèëèíåéíîå îòîáðàæåíèå f êîñî ñèììåòðè÷íî, òî
(4.13) i1,...,inf = |σ| σ(i1),...,σ(in)f
Äîêàçàòåëüñòâî. àâåíñòâî (4.13) ñëåäóåò èç ðàâåíñòâà
ai11 ... a
in
n i1...inf =f(a1, ..., an)
=|σ|f(σ(a1), ..., σ(an))
=ai11 ... a
in
n |σ| σ(i1)...σ(in)f

Òåîðåìà 4.10. Îòîáðàæåíèå (4.2) ïîëèëèíåéíîå íàä ïîëåì F ïîëèëèíåéíî
òîãäà è òîëüêî òîãäà, êîãäà
j1...jnf =(t)f
i0...in
i0σt(j1)B
k1
k1i1B
l1 ... ln−1σt(jn)B
kn
kninB
ln
lne(4.14)
j1...jnf
p =(t)f
i0...in
i0σt(j1)B
k1
k1i1B
l1 ... ln−1σt(jn)B
kn
kninB
p
(4.15)
Äîêàçàòåëüñòâî. Â ðàâåíñòâå (4.4) ïîëîæèì
di = d
ji
i jie
Òîãäà ðàâåíñòâî (4.4) ïðèìåò âèä
f(d1, ..., dn) =(t)f
i0...in
i0e σt(d
j1
1 j1e) i1e ... σt(d
jn
n jne) ine
=dj11 ...d
jn
n (t)f
i0...in
i0e σt(j1e) i1e ... σt(jne) ine(4.16)
=dj11 ...d
jn
n (t)f
i0...in
i0σt(j1)B
k1
k1i1B
l1
... ln−1σt(jn)B
kn
kninB
ln
lne
Èç ðàâåíñòâà (4.8) ñëåäóåò
(4.17) f(a1, ..., an) = a
i1
1 ...a
in
n i1...inf
p
pe
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àâåíñòâî (4.14) ñëåäóåò èç ñðàâíåíèÿ ðàâåíñòâ (4.16) è (4.8). àâåíñòâî (4.15)
ñëåäóåò èç ñðàâíåíèÿ ðàâåíñòâ (4.16) è (4.17). 
5. Òîïîëîãè÷åñêîå òåëî
Îïðåäåëåíèå 5.1. Òåëî D íàçûâàåòñÿ òîïîëîãè÷åñêèì òåëîì8, åñëè D ÿâ-
ëÿåòñÿ òîïîëîãè÷åñêèì ïðîñòðàíñòâîì, è àëãåáðàè÷åñêèå îïåðàöèè, îïðåäåë¼í-
íûå â D, íåïðåðûâíû â òîïîëîãè÷åñêîì ïðîñòðàíñòâå D. 
Ñîãëàñíî îïðåäåëåíèþ, äëÿ ïðîèçâîëüíûõ ýëåìåíòîâ a, b ∈ D è äëÿ ïðîèç-
âîëüíûõ îêðåñòíîñòåé Wa−b ýëåìåíòà a− b,Wab ýëåìåíòà ab ñóùåñòâóþò òàêèå
îêðåñòíîñòèWa ýëåìåíòà a èWb ýëåìåíòà b, ÷òîWa−Wb ⊂Wa−b,WaWb ⊂Wab.
Åñëè a 6= 0, òî äëÿ ïðîèçâîëüíîé îêðåñòíîñòèWa−1 ñóùåñòâóåò îêðåñòíîñòüWa
ýëåìåíòà a, óäîâëåòâîðÿþùàÿ óñëîâèþ W−1a ⊂Wa−1 .
Îïðåäåëåíèå 5.2. Íîðìà íà òåëå D9 - ýòî îòîáðàæåíèå
d ∈ D → |d| ∈ R
òàêîå, ÷òî
• |a| ≥ 0
• |a| = 0 ðàâíîñèëüíî a = 0
• |ab| = |a| |b|
• |a+ b| ≤ |a|+ |b|
Òåëî D, íàäåë¼ííîå ñòðóêòóðîé, îïðåäåëÿåìîé çàäàíèåì íà D íîðìû, íàçû-
âàåòñÿ íîðìèðîâàííûì òåëîì. 
Èíâàðèàíòíîå ðàññòîÿíèå íà àääèòèâíîé ãðóïïå òåëà D
d(a, b) = |a− b|
îïðåäåëÿåò òîïîëîãèþ ìåòðè÷åñêîãî ïðîñòðàíñòâà, ñîãëàñóþùóþñÿ ñî ñòðóê-
òóðîé òåëà â D.
Îïðåäåëåíèå 5.3. Ïóñòü D - íîðìèðîâàííîå òåëî. Ýëåìåíò a ∈ D íàçûâàåòñÿ
ïðåäåëîì ïîñëåäîâàòåëüíîñòè {an}
a = lim
n→∞
an
åñëè äëÿ ëþáîãî ǫ ∈ R, ǫ > 0 ñóùåñòâóåò, çàâèñÿùåå îò ǫ, íàòóðàëüíîå ÷èñëî
n0 òàêîå, ÷òî |an − a| < ǫ äëÿ ëþáîãî n > n0. 
Îïðåäåëåíèå 5.4. Ïóñòü D - íîðìèðîâàííîå òåëî. Ïîñëåäîâàòåëüíîñòü {an},
an ∈ D íàçûâàåòñÿ óíäàìåíòàëüíîé èëè ïîñëåäîâàòåëüíîñòüþ Êîøè,
åñëè äëÿ ëþáîãî ǫ ∈ R, ǫ > 0 ñóùåñòâóåò, çàâèñÿùåå îò ǫ, íàòóðàëüíîå ÷èñëî
n0 òàêîå, ÷òî |ap − aq| < ǫ äëÿ ëþáûõ p, q > n0. 
Îïðåäåëåíèå 5.5. Íîðìèðîâàííîå òåëî D íàçûâàåòñÿ ïîëíûì åñëè ëþáàÿ
óíäàìåíòàëüíàÿ ïîñëåäîâàòåëüíîñòü ýëåìåíòîâ äàííîãî òåëà ñõîäèòñÿ, ò. å.
èìååò ïðåäåë â ýòîì òåëå. 
Â äàëüíåéøåì, ãîâîðÿ î íîðìèðîâàííîì òåëå õàðàêòåðèñòèêè 0, ìû áóäåì
ïðåäïîëàãàòü, ÷òî îïðåäåë¼í ãîìåîìîðèçì ïîëÿ ðàöèîíàëüíûõ ÷èñåë Q â òåëî
D.
8
Îïðåäåëåíèå äàíî ñîãëàñíî îïðåäåëåíèþ èç [6℄, ãëàâà 4
9
Îïðåäåëåíèå äàíî ñîãëàñíî îïðåäåëåíèþ èç [5℄, ãë. IX, 3, ï
◦
2
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Òåîðåìà 5.6. Ïîëíîå òåëî D õàðàêòåðèñòèêè 0 ñîäåðæèò â êà÷åñòâå ïîäïî-
ëÿ èçîìîðíûé îáðàç ïîëÿ R äåéñòâèòåëüíûõ ÷èñåë. Ýòî ïîëå îáû÷íî îòîæ-
äåñòâëÿþò ñ R.
Äîêàçàòåëüñòâî. àññìîòðèì óíäàìåíòàëüíóþ ïîñëåäîâàòåëüíîñòü ðàöèî-
íàëüíûõ ÷èñåë {pn}. Ïóñòü p
′
- ïðåäåë ýòîé ïîñëåäîâàòåëüíîñòè â òåëåD. Ïóñòü
p - ïðåäåë ýòîé ïîñëåäîâàòåëüíîñòè â ïîëå R. Òàê êàê âëîæåíèå ïîëÿ Q â òåëî
D ãîìåîìîðíî, òî ìû ìîæåì îòîæäåñòâèòü p′ ∈ D è p ∈ R. 
Òåîðåìà 5.7. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0 è ïóñòü d ∈ D.
Òîãäà ëþáîå äåéñòâèòåëüíîå ÷èñëî p ∈ R êîììóòèðóåò ñ d.
Äîêàçàòåëüñòâî. Ìû ìîæåì ïðåäñòàâèòü äåéñòâèòåëüíîå ÷èñëî p ∈ R â âèäå
óíäàìåíòàëüíîé ïîñëåäîâàòåëüíîñòè ðàöèîíàëüíûõ ÷èñåë {pn}. Óòâåðæäå-
íèå òåîðåìû ñëåäóåò èç öåïî÷êè ðàâåíñòâ
pd = lim
n→∞
(pnd) = lim
n→∞
(dpn) = dp
îñíîâàííîé íà óòâåðæäåíèè òåîðåìû [4℄-6.1.4. 
Òåîðåìà 5.8. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Òîãäà ïîëå äåéñòâè-
òåëüíûõ ÷èñåë R ÿâëÿåòñÿ ïîäïîëåì öåíòðà Z(D) òåëà D.
Äîêàçàòåëüñòâî. Ñëåäñòâèå òåîðåìû 5.7. 
Îïðåäåëåíèå 5.9. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Ìíîæåñòâî ýëå-
ìåíòîâ d ∈ D, |d| = 1 íàçûâàåòñÿ åäèíè÷íîé ñåðîé â òåëå D. 
Îïðåäåëåíèå 5.10. Ïóñòü D1 - ïîëíîå òåëî õàðàêòåðèñòèêè 0 ñ íîðìîé |x|1.
Ïóñòü D2 - ïîëíîå òåëî õàðàêòåðèñòèêè 0 ñ íîðìîé |x|2. Ôóíêöèÿ
f : D1 → D2
íàçûâàåòñÿ íåïðåðûâíîé, åñëè äëÿ ëþáîãî ñêîëü óãîäíî ìàëîãî ǫ > 0 ñóùå-
ñòâóåò òàêîå δ > 0, ÷òî
|x′ − x|1 < δ
âëå÷¼ò
|f(x′)− f(x)|2 < ǫ

Òåîðåìà 5.11. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Åñëè â ðàçëîæåíèè
(3.14) àääèòèâíîãî îòîáðàæåíèÿ
f : D → D
èíäåêñ s ïðèíèìàåò êîíå÷íîå ìíîæåñòâî çíà÷åíèé, òî àääèòèâíîå îòîáðà-
æåíèå f íåïðåðûâíî.
Äîêàçàòåëüñòâî. Ïîëîæèì x′ = x+ a. Òîãäà
f(x′)− f(x) = f(x+ a)− f(x) = f(a) = (s)0f a (s)1f
|f(x′)− f(x)| = |(s)0f a (s)1f | < (|(s)0f | |(s)1f |)|a|
Ïîëîæèì F = |(s)0f | |(s)1f |. Òîãäà
|f(x′)− f(x)| < F |a|
Âûáåðåì ǫ > 0 è ïîëîæèì a =
ǫ
F
e. Òîãäà δ = |a| =
ǫ
F
. Ñîãëàñíî îïðåäåëåíèþ
5.10 àääèòèâíîå îòîáðàæåíèå f íåïðåðûâíî. 
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Îïðåäåëåíèå 5.12. Ïóñòü
f : D1 → D2
îòîáðàæåíèå ïîëíîãî òåëà D1 õàðàêòåðèñòèêè 0 ñ íîðìîé |x|1 â ïîëíîå òåëî
D2 õàðàêòåðèñòèêè 0 ñ íîðìîé |y|2. Âåëè÷èíà
(5.1) ‖f‖ = sup
|f(x)|2
|x|1
íàçûâàåòñÿ íîðìîé îòîáðàæåíèÿ f . 
Òåîðåìà 5.13. Ïóñòü D1 - ïîëíîå òåëî õàðàêòåðèñòèêè 0 ñ íîðìîé |x|1.
Ïóñòü D2 - ïîëíîå òåëî õàðàêòåðèñòèêè 0 ñ íîðìîé |x|2. Ïóñòü
f : D1 → D2
îòîáðàæåíèå, ìóëüòèïëèêàòèâíîå íàä ïîëåì R. Òîãäà
(5.2) ‖f‖ = sup{|f(x)|2 : |x|1 = 1}
Äîêàçàòåëüñòâî. Ñîãëàñíî îïðåäåëåíèþ 2.5
|f(x)|2
|x|1
=
|f(rx)|2
|rx|1
Ïîëàãàÿ r =
1
|x|1
, ìû ïîëó÷èì
(5.3)
|f(x)|2
|x|1
=
∣∣∣∣f ( x|x|1
)∣∣∣∣
2
àâåíñòâî (5.2) ñëåäóåò èç ðàâåíñòâ (5.3) è (5.1). 
Òåîðåìà 5.14. Ïóñòü
f : D1 → D2
àääèòèâíîå îòîáðàæåíèå ïîëíîãî òåëà D1 â ïîëíîå òåëî D2. Îòîáðàæåíèå
f íåïðåðûâíî, åñëè ‖f‖ <∞.
Äîêàçàòåëüñòâî. Ïîñêîëüêó îòîáðàæåíèå f àääèòèâíî, òî ñîãëàñíî îïðåäåëå-
íèþ 5.12
|f(x)− f(y)|2 = |f(x− y)|2 ≤ ‖f‖ |x− y|1
Âîçüì¼ì ïðîèçâîëüíîå ǫ > 0. Ïîëîæèì δ =
ǫ
‖f‖
. Òîãäà èç íåðàâåíñòâà
|x− y|1 < δ
ñëåäóåò
|f(x)− f(y)|2 ≤ ‖f‖ δ = ǫ
Ñîãëàñíî îïðåäåëåíèþ 5.10 îòîáðàæåíèå f íåïðåðûâíî. 
Òåîðåìà 5.15. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Ëèáî íåïðåðûâíîå
îòîáðàæåíèå f òåëà, ïðîåêòèâíîå íàä ïîëåì P , íå çàâèñèò îò íàïðàâëåíèÿ
íàä ïîëåì P , ëèáî çíà÷åíèå f(0) íå îïðåäåëåíî.
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Äîêàçàòåëüñòâî. Ñîãëàñíî îïðåäåëåíèþ [3℄-9.1.7, îòîáðàæåíèå f ïîñòîÿííî íà
íàïðàâëåíèè Pa. Òàê êàê 0 ∈ Pa, òî åñòåñòâåííî ïîëîæèòü ïî íåïðåðûâíîñòè
f(0) = f(a)
Îäíàêî ýòî ïðèâîäèò ê íåîïðåäåë¼ííîñòè çíà÷åíèÿ îòîáðàæåíèÿ f â íàïðàâ-
ëåíèè 0, åñëè îòîáðàæåíèå f èìååò ðàçíîå çíà÷åíèå äëÿ ðàçíûõ íàïðàâëåíèé
a. 
Åñëè ïðîåêòèâíàÿ íàä ïîëåì R óíêöèÿ f íåïðåðûâíà, òî ìû áóäåì ãîâî-
ðèòü, ÷òî óíêöèÿ f íåïðåðûâíà ïî íàïðàâëåíèþ íàä ïîëåì R. Ïîñêîëü-
êó äëÿ ëþáîãî a ∈ D, a 6= 0 ìû ìîæåì âûáðàòü a1 = |a|
−1a, f(a1) = f(a), òî
ìû ìîæåì ñäåëàòü îïðåäåëåíèå áîëåå òî÷íûì.
Îïðåäåëåíèå 5.16. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Ïðîåêòèâíàÿ
íàä ïîëåì R óíêöèÿ f íåïðåðûâíà ïî íàïðàâëåíèþ íàä ïîëåì R, åñëè äëÿ
ëþáîãî ñêîëü óãîäíî ìàëîãî ǫ > 0 ñóùåñòâóåò òàêîå δ > 0, ÷òî
|x′ − x|1 < δ |x
′|1 = |x|1 = 1
âëå÷¼ò
|f(x′)− f(x)|2 < ǫ

Òåîðåìà 5.17. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Ïðîåêòèâíàÿ íàä
ïîëåì R óíêöèÿ f íåïðåðûâíà ïî íàïðàâëåíèþ íàä ïîëåì R òîãäà è òîëüêî
òîãäà, êîãäà ýòà óíêöèÿ íåïðåðûâíà íà åäèíè÷íîé ñåðå òåëà D.
Äîêàçàòåëüñòâî. Ñëåäñòâèå îïðåäåëåíèé 5.10, [3℄-9.1.7, 5.16. 
6. Äèåðåíöèðóåìîå îòîáðàæåíèå òåëà
Ïðèìåð 6.1. àññìîòðèì ïðèðàùåíèå óíêöèè f(x) = x2.
f(x+ h)− f(x) = (x+ h)2 − x2
= xh+ hx+ h2
= xh+ hx+ o(h)
Êàê ìû âèäèì êîìïîíåíòà ïðèðàùåíèÿ óíêöèè f(x) = x2, ëèíåéíî çàâèñÿùàÿ
îò ïðèðàùåíèÿ àðãóìåíòà, èìååò âèä
xh+ hx
Òàê êàê ïðîèçâåäåíèå íåêîìóòàòèâíî, òî ìû íå ìîæåì ïðåäñòàâèòü ïðèðàùå-
íèå óíêöèè f(x+h)−f(x) â âèäåAh èëè hA, ãäå A íå çàâèñèò îò h. Ñëåäñòâèåì
ýòîãî ÿâëÿåòñÿ íåïðåäñêàçóåìîñòü ïîâåäåíèÿ ïðèðàùåíèÿ óíêöèè f(x) = x2,
êîãäà ïðèðàùåíèå àðãóìåíòà ñòðåìèòñÿ ê 0. Îäíàêî, åñëè áåñêîíå÷íî ìàëàÿ
âåëè÷èíà h áóäåò áåñêîíå÷íî ìàëîé âåëè÷èíîé âèäà h = ta, a ∈ D, t ∈ R,
t→ 0, òî îòâåò ñòàíîâèòñÿ áîëåå îïðåäåë¼ííûì
(xa+ ax)t

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Îïðåäåëåíèå 6.2. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0.10 Ôóíêöèÿ
f : D → D
äèåðåíöèðóåìà ïî àòî íà ìíîæåñòâå U ⊂ D, åñëè â êàæäîé òî÷êå x ∈ U
èçìåíåíèå óíêöèè f ìîæåò áûòü ïðåäñòàâëåíî â âèäå
(6.1) f(x+ a)− f(x) = ∂f(x)(a) + o(a) =
∂f(x)
∂x
(a) + o(a)
ãäå ïðîèçâîäíàÿ àòî ∂f(x) îòîáðàæåíèÿ f - ëèíåéíîå îòîáðàæåíèå ïðè-
ðàùåíèÿ a è o : D → D - òàêîå íåïðåðûâíîå îòîáðàæåíèå, ÷òî
lim
a→0
|o(a)|
|a|
= 0

Çàìå÷àíèå 6.3. Ñîãëàñíî îïðåäåëåíèþ 6.2 ïðè çàäàííîì x ïðîèçâîäíàÿ àòî
∂f(x) ∈ L(D;D). Ñëåäîâàòåëüíî, ïðîèçâîäíàÿ àòî îòîáðàæåíèÿ f ÿâëÿåòñÿ
îòîáðàæåíèåì
∂f : D → L(D;D)
Âûðàæåíèÿ ∂f(x) è
∂f(x)
∂x
ÿâëÿþòñÿ ðàçíûìè îáîçíà÷åíèÿìè îäíîé è òîé æå
óíêöèè. Ìû áóäåì ïîëüçîâàòüñÿ îáîçíà÷åíèåì
∂f(x)
∂x
, åñëè õîòèì ïîä÷åðê-
íóòü, ÷òî ìû áåð¼ì ïðîèçâîäíóþ àòî ïî ïåðåìåííîé x. 
Òåîðåìà 6.4. Ìû ìîæåì ïðåäñòàâèòü äèåðåíöèàë àòî ∂f(x)(a) îòîá-
ðàæåíèÿ f â âèäå
(6.2) ∂f(x)(a) =
(s)0∂f(x)
∂x
a
(s)1∂f(x)
∂x
Äîêàçàòåëüñòâî. Ñëåäñòâèå îïðåäåëåíèÿ 6.2 è òåîðåìû 3.9. 
Îïðåäåëåíèå 6.5. Âûðàæåíèå
(s)p∂f(x)
∂x
, p = 0, 1, íàçûâàåòñÿ êîìïîíåíòîé
ïðîèçâîäíîé àòî îòîáðàæåíèÿ f(x). 
Òåîðåìà 6.6. Ïóñòü D - òåëî õàðàêòåðèñòèêè 0. Ïðîèçâîäíàÿ àòî óíêöèè
f : D → D
ìóëüòèïëèêàòèâíà íàä ïîëåì R.
Äîêàçàòåëüñòâî. Ñëåäñòâèå òåîðåì 5.8, 3.4 è îïðåäåëåíèÿ 6.2. 
Èç òåîðåìû 6.6 ñëåäóåò
(6.3) ∂f(x)(ra) = r∂f(x)(a)
äëÿ ëþáûõ r ∈ R, r 6= 0 è a ∈ D, a 6= 0. Êîìáèíèðóÿ ðàâåíñòâî (6.3) è îïðåäå-
ëåíèå 6.2, ìû ïîëó÷èì çíàêîìîå îïðåäåëåíèå äèåðåíöèàëà àòî
(6.4) ∂f(x)(a) = lim
t→0, t∈R
(t−1(f(x+ ta)− f(x)))
Îïðåäåëåíèÿ ïðîèçâîäíîé àòî (6.1) è (6.4) ýêâèâàëåíòíû. Íà îñíîâå ýòîé ýê-
âèâàëåíòíîñòè ìû áóäåì ãîâîðèòü, ÷òî îòîáðàæåíèå f äèåðåíöèðóåìî ïî
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àòî íà ìíîæåñòâå U ⊂ D, åñëè â êàæäîé òî÷êå x ∈ U èçìåíåíèå óíêöèè f
ìîæåò áûòü ïðåäñòàâëåíî â âèäå
(6.5) f(x+ ta)− f(x) = t∂f(x)(a) + o(t)
ãäå o : R→ D - òàêîå íåïðåðûâíîå îòîáðàæåíèå, ÷òî
lim
t→0
|o(t)|
|t|
= 0
Åñëè áåñêîíå÷íî ìàëàÿ ta ÿâëÿåòñÿ äèåðåíöèàëîì dx, òî ðàâåíñòâî (6.2)
ïðèìåò âèä
(6.6) ∂f(x)(dx) =
(s)0∂f(x)
∂x
dx
(s)1∂f(x)
∂x
Òåîðåìà 6.7. Ïóñòü D - òåëî õàðàêòåðèñòèêè 0. Ïóñòü e - áàçèñ òåëà D
íàä öåíòðîì Z(D) òåëà D. Ñòàíäàðòíîå ïðåäñòàâëåíèå äèåðåíöèàëà
àòî (6.2) îòîáðàæåíèÿ
f : D → D
èìååò âèä
(6.7) ∂f(x)(a) =
∂ijf(x)
∂x
ie a je
Âûðàæåíèå
∂ijf(x)
∂x
â ðàâåíñòâå (6.7) íàçûâàåòñÿ ñòàíäàðòíîé êîìïîíåí-
òîé äèåðåíöèàëà àòî îòîáðàæåíèÿ f .
Äîêàçàòåëüñòâî. Óòâåðæäåíèå òåîðåìû ÿâëÿåòñÿ ñëåäñòâèåì òåîðåìû 3.10.

Òåîðåìà 6.8. Ïóñòü D - òåëî õàðàêòåðèñòèêè 0. Ïóñòü e - áàçèñ òåëà D
íàä öåíòðîì Z(D) òåëà D. Òîãäà äèåðåíöèàë àòî îòîáðàæåíèÿ
f : D → D
ìîæíî çàïèñàòü â âèäå
(6.8) ∂f(x)(a) = ai
∂f j
∂xi
je
ãäå a ∈ D èìååò ðàçëîæåíèå
a = ai ie a
i ∈ F
îòíîñèòåëüíî áàçèñà e è ÿêîáèàí îòîáðàæåíèÿ f èìååò âèä
(6.9)
∂f j
∂xi
=
∂krf(x)
∂x
kiB
p
prB
j
Äîêàçàòåëüñòâî. Óòâåðæäåíèå òåîðåìû ÿâëÿåòñÿ ñëåäñòâèåì òåîðåìû 3.11.

Îïðåäåëåíèå 6.9. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0 è a ∈ D. D⋆-ïðî-
èçâîäíàÿ àòî
∂f(x)(a)
∂∗x
îòîáðàæåíèÿ f : D → D îïðåäåëåíà ðàâåíñòâîì
(6.10) ∂f(x)(a) = a
∂f(x)(a)
∂∗x
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⋆D-ïðîèçâîäíàÿ àòî
∂f(x)(a)
∗∂x
îòîáðàæåíèÿ f : D → D îïðåäåëåíà ðà-
âåíñòâîì
(6.11) ∂f(x)(a) =
∂f(x)(a)
∗∂x
a

àññìîòðèì áàçèñ 1e = 1, 2e = i, 3e = j, 4e = k òåëà êâàòåðíèîíîâ íàä
ïîëåì äåéñòâèòåëüíûõ ÷èñåë. Èç íåïîñðåäñòâåííûõ âû÷èñëåíèé ñëåäóåò, ÷òî
ñòàíäàðòíîåD⋆-ïðåäñòàâëåíèå äèåðåíöèàëà àòî îòîáðàæåíèÿ x2 èìååò âèä
∂x2(a) = (x + x1)a+ x2ai+ x3aj + x4ak
Òåîðåìà 6.10. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. D⋆-ïðîèçâîäíàÿ
àòî ïðîåêòèâíà íàä ïîëåì äåéñòâèòåëüíûõ ÷èñåë R.
Äîêàçàòåëüñòâî. Ñëåäñòâèå òåîðåìû 6.6 è ïðèìåðà 2.8. 
Èç òåîðåìû 6.10 ñëåäóåò
(6.12)
∂f(x)(ra)
∂∗x
=
∂f(x)(a)
∂∗x
äëÿ ëþáûõ r ∈ R, r 6= 0 è a ∈ D, a 6= 0. Ñëåäîâàòåëüíî, D⋆-ïðîèçâîäíàÿ àòî
õîðîøî îïðåäåëåíà â íàïðàâëåíèè a íàä ïîëåì R, a ∈ D, a 6= 0, è íå çàâèñèò
îò âûáîðà çíà÷åíèÿ â ýòîì íàïðàâëåíèè.
Òåîðåìà 6.11. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0 è a 6= 0. D⋆-ïðîèç-
âîäíàÿ àòî è ⋆D-ïðîèçâîäíàÿ àòî îòîáðàæåíèÿ f òåëà D ñâÿçàíû ñîîò-
íîøåíèåì
(6.13)
∂f(x)(a)
∗∂x
= a
∂f(x)(a)
∂∗x
a−1
Äîêàçàòåëüñòâî. Èç ðàâåíñòâ (6.10) è (6.11) ñëåäóåò
∂f(x)(a)
∗∂x
= ∂f(x)(a)a−1 = a
∂f(x)(a)
∂∗x
a−1

Òåîðåìà 6.12. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Äèåðåíöèàë
àòî óäîâëåòâîðÿåò ñîîòíîøåíèþ
(6.14) ∂(f(x)g(x))(a) = ∂f(x)(a) g(x) + f(x) ∂g(x)(a)
Äîêàçàòåëüñòâî. àâåíñòâî (6.14) ñëåäóåò èç öåïî÷êè ðàâåíñòâ
∂(f(x)g(x))(a) = lim
t→0
(t−1(f(x+ ta)g(x+ ta)− f(x)g(x)))
= lim
t→0
(t−1(f(x+ ta)g(x+ ta)− f(x)g(x + ta)))
+ lim
t→0
(t−1(f(x)g(x+ ta)− f(x)g(x)))
= lim
t→0
(t−1(f(x+ ta)− f(x)))g(x)
+ f(x) lim
t→0
(t−1(g(x+ ta)− g(x)))
îñíîâàííîé íà îïðåäåëåíèè (6.4). 
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Òåîðåìà 6.13. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Äîïóñòèì äè-
åðåíöèàë àòî îòîáðàæåíèÿ f : D → D èìååò ðàçëîæåíèå
(6.15) ∂f(x)(a) =
(s)0∂f(x)
∂x
a
(s)1∂f(x)
∂x
Äîïóñòèì äèåðåíöèàë àòî îòîáðàæåíèÿ g : D → D èìååò ðàçëîæåíèå
(6.16) ∂g(x)(a) =
(t)0∂g(x)
∂x
a
(t)1∂g(x)
∂x
Êîìïîíåíòû äèåðåíöèàëà àòî îòîáðàæåíèÿ f(x)g(x) èìåþò âèä
(s)0∂f(x)g(x)
∂x
=
(s)0∂f(x)
∂x
(t)0∂f(x)g(x)
∂x
= f(x)
(t)0∂g(x)
∂x
(6.17)
(s)1∂f(x)g(x)
∂x
=
(s)1∂f(x)
∂x
g(x)
(t)1∂f(x)g(x)
∂x
=
(t)1∂g(x)
∂x
(6.18)
Äîêàçàòåëüñòâî. Ïîäñòàâèì (6.15) è (6.16) â ðàâåíñòâî (6.14)
∂(f(x)g(x))(a) = ∂f(x)(a) g(x) + f(x) ∂g(x)(a)(6.19)
=
(s)0∂f(x)
∂x
a
(s)1∂f(x)
∂x
g(x) + f(x)
(t)0∂g(x)
∂x
a
(t)1∂g(x)
∂x
Îïèðàÿñü íà (6.19), ìû îïðåäåëÿåì ðàâåíñòâà (6.17), (6.18). 
Òåîðåìà 6.14. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. D⋆-ïðîèçâîäíàÿ
àòî óäîâëåòâîðÿåò ñîîòíîøåíèþ
(6.20)
∂f(x)g(x)
∂∗x
(a) =
∂f(x)(a)
∂∗x
g(x) + a−1f(x)a
∂g(x)(a)
∂∗x
Äîêàçàòåëüñòâî. àâåíñòâî (6.20) ñëåäóåò èç öåïî÷êè ðàâåíñòâ
∂f(x)g(x)
∂∗x
(a) = a−1∂f(x)g(x)(a)
= a−1(∂f(x)(a)g(x) + f(x)∂g(x)(a))
= a−1∂f(x)(a)g(x) + a−1f(x)aa−1∂g(x)(a)
=
∂f(x)(a)
∂∗x
g(x) + a−1f(x)a
∂g(x)(a)
∂∗x

Òåîðåìà 6.15. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Ëèáî D⋆-ïðîèç-
âîäíàÿ àòî íå çàâèñèò îò íàïðàâëåíèÿ, ëèáî D⋆-ïðîèçâîäíàÿ àòî â íàïðàâ-
ëåíèè 0 íå îïðåäåëåíà.
Äîêàçàòåëüñòâî. Óòâåðæäåíèå òåîðåìû ÿâëÿåòñÿ ñëåäñòâèåì òåîðåìû 6.10 è
òåîðåìû 5.15. 
Òåîðåìà 6.16. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Ïóñòü åäèíè÷íàÿ
ñåðà òåëà D - êîìïàêòíà. Åñëè D⋆-ïðîèçâîäíàÿ àòî
∂f(x)(a)
∂∗x
ñóùåñòâóåò
â òî÷êå x è íåïðåðûâíà ïî íàïðàâëåíèþ íàä ïîëåì R, òî ñóùåñòâóåò íîðìà
‖∂f(x)‖ äèåðåíöèàëà àòî.
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Äîêàçàòåëüñòâî. Èç îïðåäåëåíèÿ 6.9 ñëåäóåò
(6.21) |∂f(x)(a)| = |a|
∣∣∣∣∂f(x)(a)∂∗x
∣∣∣∣
Èç òåîðåì [4℄-6.1.18, 6.10 ñëåäóåò, ÷òî D⋆-ïðîèçâîäíàÿ àòî íåïðåðûâíà íà åäè-
íè÷íîé ñåðå. Òàê êàê åäèíè÷íàÿ ñåðà êîìïàêòíà, òî ìíîæåñòâî çíà÷åíèé
D⋆-ïðîèçâîäíîé àòî óíêöèè f â òî÷êå x îãðàíè÷åííî∣∣∣∣∂f(x)(a)∂∗x
∣∣∣∣ < F = sup ∣∣∣∣∂f(x)(a)∂∗x
∣∣∣∣
Ñîãëàñíî îïðåäåëåíèþ 5.12
‖∂f(x)‖ = F

Òåîðåìà 6.17. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Ïóñòü åäèíè÷íàÿ
ñåðà òåëà D - êîìïàêòíà. Åñëè D⋆-ïðîèçâîäíàÿ àòî
∂f(x)(a)
∂∗x
ñóùåñòâóåò
â òî÷êå x è íåïðåðûâíà ïî íàïðàâëåíèþ íàä ïîëåì R, òî îòîáðàæåíèå f
íåïðåðûâíî â òî÷êå x.
Äîêàçàòåëüñòâî. Èç òåîðåìû 6.16 ñëåäóåò
(6.22) |∂f(x)(a)| ≤ ‖∂f(x)‖|a|
Èç (6.1), (6.22) ñëåäóåò
(6.23) |f(x+ a)− f(x)| < |a| ‖∂f(x)‖
Âîçüì¼ì ïðîèçâîëüíîå ǫ > 0. Ïîëîæèì
δ =
ǫ
‖∂f(x)‖
Òîãäà èç íåðàâåíñòâà
|a| < δ
ñëåäóåò
|f(x+ a)− f(x)| ≤ ‖∂f(x)‖ δ = ǫ
Ñîãëàñíî îïðåäåëåíèþ 5.10 îòîáðàæåíèå f íåïðåðûâíî â òî÷êå x. 
7. Òàáëèöà ïðîèçâîäíûõ àòî îòîáðàæåíèÿ òåëà
Òåîðåìà 7.1. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Òîãäà äëÿ ëþáîãî
b ∈ D
(7.1) ∂(b)(a) = 0
Äîêàçàòåëüñòâî. Íåïîñðåäñòâåííîå ñëåäñòâèå îïðåäåëåíèÿ 6.2. 
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Òåîðåìà 7.2. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Òîãäà äëÿ ëþáûõ b,
c ∈ D
∂(bf(x)c)(a) = b∂f(x)(a)c(7.2)
(s)0∂bf(x)c
∂x
= b
(s)0∂f(x)
∂x
(7.3)
(s)1∂bf(x)c
∂x
=
(s)1∂f(x)
∂x
c(7.4)
∂bf(x)c
∂∗x
(a) = a−1ba
∂f(x)(a)
∂∗x
c(7.5)
Äîêàçàòåëüñòâî. Íåïîñðåäñòâåííîå ñëåäñòâèå ðàâåíñòâ (6.14), (6.17), (6.18),
(6.20), òàê êàê ∂b = ∂c = 0. 
Òåîðåìà 7.3. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Òîãäà äëÿ ëþáûõ b,
c ∈ D
∂(bxc)(h) = bhc(7.6)
(1)0∂bxc
∂x
= b(7.7)
(1)1∂bxc
∂x
= c(7.8)
∂bf(x)c
∂∗x
(h) = h−1bhc(7.9)
Äîêàçàòåëüñòâî. Ñëåäñòâèå òåîðåìû 7.2, êîãäà f(x) = x. 
Òåîðåìà 7.4. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Òîãäà äëÿ ëþáîãî
b ∈ D
∂(xb− bx)(h) = hb− bh(7.10)
(1)0∂(xb − bx)
∂x
= 1
(1)1∂(xb− bx)
∂x
= b
(2)0∂(xb − bx)
∂x
= −b
(2)1∂(xb− bx)
∂x
= 1
∂(xb− bx)
∂∗x
(h) = h−1bhc
Äîêàçàòåëüñòâî. Ñëåäñòâèå òåîðåìû 7.2, êîãäà f(x) = x. 
Òåîðåìà 7.5. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Òîãäà
(7.11)
∂(x2)(a) = xa+ ax
∂x2
∂∗x
(a) = a−1xa+ x
(7.12)
(1)0∂x
2
∂x
= x
(1)1∂x
2
∂x
= e
(2)0∂x
2
∂x
= e
(2)1∂x
2
∂x
= x
Äîêàçàòåëüñòâî. (7.11) ñëåäóåò èç ïðèìåðà 6.1 è îïðåäåëåíèÿ 6.9. (7.12) ñëå-
äóåò èç ïðèìåðà 6.1 è ðàâåíñòâà (6.6). 
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Òåîðåìà 7.6. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Òîãäà
∂(x−1)(h) = −x−1hx−1(7.13)
∂x−1
∂∗x
(h) = −h−1x−1hx−1
(1)0∂x
−1
∂x
= −x−1
(1)1∂x
−1
∂x
= x−1
Äîêàçàòåëüñòâî. Ïîäñòàâèì f(x) = x−1 â îïðåäåëåíèå (6.4).
∂f(x)(h) = lim
t→0, t∈R
(t−1((x+ th)−1 − x−1))
= lim
t→0, t∈R
(t−1((x+ th)−1 − x−1(x+ th)(x+ th)−1))
= lim
t→0, t∈R
(t−1(1− x−1(x+ th))(x+ th)−1)(7.14)
= lim
t→0, t∈R
(t−1(1− 1− x−1th)(x+ th)−1)
= lim
t→0, t∈R
(−x−1h(x+ th)−1)
àâåíñòâî (7.13) ñëåäóåò èç öåïî÷êè ðàâåíñòâ (7.14). 
Òåîðåìà 7.7. Ïóñòü D - ïîëíîå òåëî õàðàêòåðèñòèêè 0. Òîãäà
∂(xax−1)(h) = hax−1 − xax−1hx−1(7.15)
∂xax−1
∂∗x
(h) = ax−1 − h−1xax−1hx−1
(1)0∂x
−1
∂x
= 1
(1)1∂x
−1
∂x
= ax−1
(2)0∂x
−1
∂x
= −xax−1
(2)1∂x
−1
∂x
= x−1
Äîêàçàòåëüñòâî. àâåíñòâî (7.15) ÿâëÿåòñÿ ñëåäñòâèåì ðàâåíñòâ (6.14), (7.6),
(7.15). 
8. Ïðîèçâîäíàÿ âòîðîãî ïîðÿäêà îòîáðàæåíèÿ òåëà
Ïóñòü D - íîðìèðîâàííîå òåëî õàðàêòåðèñòèêè 0. Ïóñòü
f : D → D
óíêöèÿ, äèåðåíöèðóåìàÿ ïî àòî. Ñîãëàñíî çàìå÷àíèþ 6.3 ïðîèçâîäíàÿ
àòî ÿâëÿåòñÿ îòîáðàæåíèåì
∂f : D → L(D;D)
Ñîãëàñíî òåîðåìàì 2.2, 2.3 è îïðåäåëåíèþ 5.12 ìíîæåñòâî L(D;D) ÿâëÿåòñÿ
íîðìèðîâàííûì D-âåêòîðíûì ïðîñòðàíñòâîì. Ñëåäîâàòåëüíî, ìû ìîæåì ðàñ-
ñìîòðåòü âîïðîñ, ÿâëÿåòñÿ ëè îòîáðàæåíèå ∂f äèåðåíöèðóåìûì ïî àòî.
Ñîãëàñíî îïðåäåëåíèþ [4℄-8.2.1
(8.1) ∂f(x+ a2)(a1)− ∂f(x)(a1) = ∂(∂f(x)(a1))(a2) + o2(a2)
ãäå o2 : D → L(D;D) - òàêîå íåïðåðûâíîå îòîáðàæåíèå, ÷òî
lim
a2→0
‖o2(a2)‖
|a2|
= 0
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Ñîãëàñíî îïðåäåëåíèþ [4℄-8.2.1 îòîáðàæåíèå ∂(∂f(x)(a1))(a2) ëèíåéíî ïî ïåðå-
ìåííîé a2. Èç ðàâåíñòâà (8.1) ñëåäóåò, ÷òî îòîáðàæåíèå ∂(∂f(x)(a1))(a2) ëè-
íåéíî ïî ïåðåìåííîé a1.
Îïðåäåëåíèå 8.1. Ïîëèëèíåéíîå îòîáðàæåíèå
(8.2) ∂2f(x)(a1; a2) =
∂2f(x)
∂x2
(a1; a2) = ∂(∂f(x)(a1))(a2)
íàçûâàåòñÿ ïðîèçâîäíîé àòî âòîðîãî ïîðÿäêà îòîáðàæåíèÿ f 
Çàìå÷àíèå 8.2. Ñîãëàñíî îïðåäåëåíèþ 8.1 ïðè çàäàííîì x äèåðåíöèàë àòî
âòîðîãî ïîðÿäêà ∂2f(x) ∈ L(D,D;D). Ñëåäîâàòåëüíî, äèåðåíöèàë àòî
âòîðîãî ïîðÿäêà îòîáðàæåíèÿ f ÿâëÿåòñÿ îòîáðàæåíèåì
∂2f : D → L(D,D;D)
Òåîðåìà 8.3. Ìû ìîæåì ïðåäñòàâèòü äèåðåíöèàë àòî âòîðîãî ïî-
ðÿäêà îòîáðàæåíèÿ f â âèäå
(8.3) ∂2f(x)(a1; a2) =
(s)0∂
2f(x)
∂x2
σs(a1)
(s)1∂
2f(x)
∂x2
σs(a2)
(s)1∂
2f(x)
∂x2
Äîêàçàòåëüñòâî. Ñëåäñòâèå îïðåäåëåíèÿ 8.1 è òåîðåìû [3℄-11.2.3. 
Îïðåäåëåíèå 8.4. Ìû áóäåì íàçûâàòü âûðàæåíèå
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(s)p∂
2f(x)
∂x2
, p = 0, 1,
êîìïîíåíòîé ïðîèçâîäíîé àòî îòîáðàæåíèÿ f(x). 
Ïî èíäóêöèè, ïðåäïîëàãàÿ, ÷òî îïðåäåëåíà ïðîèçâîäíàÿ àòî ∂n−1f(x) ïî-
ðÿäêà n− 1, ìû îïðåäåëèì
(8.4) ∂nf(x)(a1; ...; an) =
∂nf(x)
∂xn
(a1; ...; an) = ∂(∂
n−1f(x)(a1; ...; an−1))(an)
ïðîèçâîäíóþ àòî ïîðÿäêà n îòîáðàæåíèÿ f . Ìû áóäåì òàêæå ïîëàãàòü
∂0f(x) = f(x).
9. ÿä Òåéëîðà
àññìîòðèì ìíîãî÷ëåí îäíîé ïåðåìåííîé íàä òåëîì D ñòåïåíè n, n > 0. Íàñ
èíòåðåñóåò ñòðóêòóðà îäíî÷ëåíà pk(x) ìíîãî÷ëåíà ñòåïåíè k.
Î÷åâèäíî, ÷òî îäíî÷ëåí ñòåïåíè 0 èìååò âèä a0, a0 ∈ D. Ïóñòü k > 0. Äîêà-
æåì, ÷òî
pk(x) = pk−1(x)xak
ãäå ak ∈ D. Äåéñòâèòåëüíî, ïîñëåäíèé ìíîæèòåëü îäíî÷ëåíà pk(x) ÿâëÿåòñÿ
ëèáî ak ∈ D, ëèáî èìååò âèä x
l
, l ≥ 1. Â ïîñëåäíåì ñëó÷àå ìû ïîëîæèì ak = 1.
Ìíîæèòåëü, ïðåäøåñòâóþùèé ak, èìååò âèä x
l
, l ≥ 1. Ìû ìîæåì ïðåäñòàâèòü
ýòîò ìíîæèòåëü â âèäå xl−1x. Ñëåäîâàòåëüíî, óòâåðæäåíèå äîêàçàíî.
Â ÷àñòíîñòè, îäíî÷ëåí ñòåïåíè 1 èìååò âèä p1(x) = a0xa1.
Íå íàðóøàÿ îáùíîñòè, ìû ìîæåì ïîëîæèòü k = n.
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Ìû ïîëàãàåì
(s)p∂
2f(x)
∂x2
=
(s)p∂
2f(x)
∂x∂x
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Òåîðåìà 9.1. Äëÿ ïðîèçâîëüíîãî m > 0 ñïðàâåäëèâî ðàâåíñòâî
∂m(f(x)x)(h1; ...;hm)
=∂mf(x)(h1; ...;hm)x+ ∂
m−1f(x)(h1; ...;hm−1)hm(9.1)
+∂m−1f(x)(ĥ1; ...;hm−1;hm)h1 + ...
+∂m−1f(x)(h1; ...; ĥm−1;hm)hm−1
ãäå ñèìâîë ĥi îçíà÷àåò îòñóòñòâèå ïåðåìåííîé hi â ñïèñêå.
Äîêàçàòåëüñòâî. Äëÿ m = 1 - ýòî ñëåäñòâèå ðàâåíñòâà (6.14)
∂(f(x)x)(h1) = ∂f(x)(h1)x+ f(x)h1
Äîïóñòèì, (9.1) ñïðàâåäëèâî äëÿ m− 1. Òîãäà
∂m−1(f(x)x)(h1; ...;hm−1)
=∂m−1f(x)(h1; ...;hm−1)x+ ∂
m−2f(x)(h1; ...;hm−2)hm−1(9.2)
+∂m−2f(x)(ĥ1, ..., hm−2, hm−1)h1 + ...
+∂m−2f(x)(h1, ..., ĥm−2, hm−1)hm−2
Ïîëüçóÿñü ðàâåíñòâàìè (6.14) è (7.2) ïîëó÷èì
∂m(f(x)x)(h1; ...;hm−1;hm)
=∂mf(x)(h1; ...;hm−1;hm)x + ∂
m−1f(x)(h1; ...;hm−2;hm−1)hm
+∂m−1f(x)(h1; ...;hm−2; ĥm−1;hm)hm−1(9.3)
+∂m−2f(x)(ĥ1, ..., hm−2, hm−1;hm)h1 + ...
+∂m−2f(x)(h1, ..., ĥm−2, hm−1;hm)hm−2
àâåíñòâà (9.1) è (9.3) îòëè÷àþòñÿ òîëüêî îðìîé çàïèñè. Òåîðåìà äîêàçàíà.

Òåîðåìà 9.2. Ïðîèçâîäíàÿ àòî ∂mpn(x)(h1, ..., hm) ÿâëÿåòñÿ ñèììåòðè÷-
íûì ìíîãî÷ëåíîì ïî ïåðåìåííûì h1, ..., hm.
Äîêàçàòåëüñòâî. Äëÿ äîêàçàòåëüñòâà òåîðåìû ìû ðàññìîòðèì àëãåáðàè÷å-
ñêèå ñâîéñòâà ïðîèçâîäíîé àòî è äàäèì ýêâèâàëåíòíîå îïðåäåëåíèå. Ìû íà÷-
í¼ì ñ ïîñòðîåíèÿ îäíî÷ëåíà. Äëÿ ïðîèçâîëüíîãî îäíî÷ëåíà pn(x) ìû ïîñòðîèì
ñèììåòðè÷íûé ìíîãî÷ëåí rn(x) ñîãëàñíî ñëåäóþùèì ïðàâèëàì
• Åñëè p1(x) = a0xa1, òî r1(x1) = a0x1a1
• Åñëè pn(x) = pn−1(x)an, òî
rn(x1, ..., xn) = rn−1(x[1, ..., xn−1)xn]an
ãäå êâàäðàòíûå ñêîáêè âûðàæàþò ñèììåòðèçàöèþ âûðàæåíèÿ ïî ïåðå-
ìåííûì x1, ..., xn.
Î÷åâèäíî, ÷òî
pn(x) = rn(x1, ..., xn) x1 = ... = xn = x
Ìû îïðåäåëèì ïðîèçâîäíóþ àòî ïîðÿäêà k ñîãëàñíî ïðàâèëó
(9.4) ∂kpn(x)(h1, ..., hk) = rn(h1, ..., hk, xk+1, ..., xn) xk+1 = xn = x
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Ñîãëàñíî ïîñòðîåíèþ ìíîãî÷ëåí rn(h1, ..., hk, xk+1, ..., xn) ñèììåòðè÷åí ïî ïå-
ðåìåííûì h1, ..., hk, xk+1, ..., xn. Ñëåäîâàòåëüíî, ìíîãî÷ëåí (9.4) ñèììåòðè÷åí
ïî ïåðåìåííûì h1, ..., hk.
Ïðè k = 1 ìû äîêàæåì, ÷òî îïðåäåëåíèå (9.4) ïðîèçâîäíîé àòî ñîâïàäàåò
ñ îïðåäåëåíèåì (6.10).
Äëÿ n = 1, r1(h1) = a0h1a1. Ýòî âûðàæåíèå ñîâïàäàåò ñ âûðàæåíèåì ïðîèç-
âîäíîé àòî â òåîðåìå 7.3.
Ïóñòü óòâåðæäåíèå ñïðàâåäëèâî äëÿ n− 1. Ñïðàâåäëèâî ðàâåíñòâî
(9.5) rn(h1, x2, ..., xn) = rn−1(h1, x[2, ..., xn−1)xn]an + rn−1(x2, ..., xn)h1an
Ïîëîæèì x2 = ... = xn = x. Ñîãëàñíî ïðåäïîëîæåíèþ èíäóêöèè, èç ðàâåíñòâ
(9.4), (9.5) ñëåäóåò
rn(h1, x2, ..., xn) = ∂pn−1(x)(h1)xan + pn−1(x)h1an
Ñîãëàñíî òåîðåìå 9.1
rn(h1, x2, ..., xn) = ∂pn(x)(h1)
÷òî äîêàçûâàåò ðàâåíñòâî (9.4) äëÿ k = 1.
Äîêàæåì òåïåðü, ÷òî îïðåäåëåíèå (9.4) ïðîèçâîäíîé àòî ñîâïàäàåò ñ îïðå-
äåëåíèåì (8.4) äëÿ k > 1.
Ïóñòü ðàâåíñòâî (9.4) âåðíî äëÿ k − 1. àññìîòðèì ïðîèçâîëüíîå ñëàãàåìîå
ìíîãî÷ëåíà rn(h1, ..., hk−1, xk, ..., xn). Îòîæäåñòâëÿÿ ïåðåìåííûå h1, ..., hk−1 ñ
ýëåìåíòàìè òåëà D, ìû ðàññìîòðèì ìíîãî÷ëåí
(9.6) Rn−k(xk, ..., xn) = rn(h1, ..., hk−1, xk, ..., xn)
Ïîëîæèì Pn−k(x) = Rn−k(xk, ..., xn), xk = ... = xn = x. Ñëåäîâàòåëüíî
Pn−k(x) = ∂
k−1pn(x)(h1; ...;hk−1)
Ñîãëàñíî îïðåäåëåíèþ (8.4) ïðîèçâîäíîé àòî
∂Pn−k(x)(hk) =∂(∂
k−1pn(x)(h1; ...;hk−1))(hk)
=∂kpn(x)(h1; ...;hk−1;hk)(9.7)
Ñîãëàñíî îïðåäåëåíèþ ïðîèçâîäíîé àòî (9.4)
(9.8) ∂Pn−k(x)(hk) = Rn−k(hk, xk+1, ..., xn) xk+1 = xn = x
Ñîãëàñíî îïðåäåëåíèþ (9.6), èç ðàâåíñòâà (9.8) ñëåäóåò
(9.9) ∂Pn−k(x)(hk) = rn(h1, ..., hk, xk+1, ..., xn) xk+1 = xn = x
Èç ñðàâíåíèÿ ðàâåíñòâ (9.7) è (9.9) ñëåäóåò
∂kpn(x)(h1; ...;hk) = rn(h1, ..., hk, xk+1, ..., xn) xk+1 = xn = x
Ñëåäîâàòåëüíî ðàâåíñòî (9.4) âåðíî äëÿ ëþáûõ k è n.
Óòâåðæäåíèå òåîðåìû äîêàçàíî. 
Òåîðåìà 9.3. Äëÿ ïðîèçâîëüíîãî n ≥ 0 ñïðàâåäëèâî ðàâåíñòâî
(9.10) ∂n+1pn(x)(h1; ...;hn+1) = 0
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Äîêàçàòåëüñòâî. Òàê êàê p0(x) = a0, a0 ∈ D, òî ïðè n = 0 òåîðåìà ÿâëÿåòñÿ
ñëåäñòâèåì òåîðåìû 7.1. Ïóñòü óòâåðæäåíèå òåîðåìû âåðíî äëÿ n−1. Ñîãëàñíî
òåîðåìå 9.1 ïðè óñëîâèè f(x) = pn−1(x) ìû èìååì
∂n+1pn(x)(h1; ...;hn+1) =∂
n+1(pn−1(x)xan)(h1; ...;hn+1)
=∂n+1pn−1(x)(h1; ...;hm)xan
+∂npn−1(x)(h1; ...;hm−1)hman
+∂npn−1(x)(ĥ1; ...;hm−1;hm)h1an + ...
+∂m−1pn−1(x)(h1; ...; ĥm−1;hm)hm−1an
Ñîãëàñíî ïðåäïîëîæåíèþ èíäóêöèè âñå îäíî÷ëåíû ðàâíû 0. 
Òåîðåìà 9.4. Åñëè m < n, òî ñïðàâåäëèâî ðàâåíñòâî
(9.11) ∂mpn(0)(h) = 0
Äîêàçàòåëüñòâî. Äëÿ n = 1 ñïðàâåäëèâî ðàâåíñòâî
∂0p1(0) = a0xa1 = 0
Äîïóñòèì, óòâåðæäåíèå ñïðàâåäëèâî äëÿ n− 1. Òîãäà ñîãëàñíî òåîðåìå 9.1
∂m(pn−1(x)xan)(h1; ...;hm)
=∂mpn−1(x)(h1; ...;hm)xan + ∂
m−1pn−1(x)(h1; ...;hm−1)hman
+∂m−1pn−1(x)(ĥ1; ...;hm−1;hm)h1an + ...
+∂m−1pn−1(x)(h1; ...; ĥm−1;hm)hm−1an
Ïåðâîå ñëàãàåìîå ðàâíî 0 òàê êàê x = 0. Òàê êàê m− 1 < n− 1, òî îñòàëüíûå
ñëàãàåìûå ðàâíû 0 ñîãëàñíî ïðåäïîëîæåíèþ èíäóêöèè. Óòâåðæäåíèå òåîðåìû
äîêàçàíî. 
Åñëè h1 = ... = hn = h, òî ìû ïîëîæèì
∂nf(x)(h) = ∂nf(x)(h1; ...;hn)
Ýòà çàïèñü íå áóäåò ïðèâîäèòü ê íåîäíîçíà÷íîñòè, òàê êàê ïî ÷èñëó àðãóìåíòîâ
ÿñíî, î êàêîé óíêöèè èä¼ò ðå÷ü.
Òåîðåìà 9.5. Äëÿ ïðîèçâîëüíîãî n > 0 ñïðàâåäëèâî ðàâåíñòâî
(9.12) ∂npn(x)(h) = n!pn(h)
Äîêàçàòåëüñòâî. Äëÿ n = 1 ñïðàâåäëèâî ðàâåíñòâî
∂p1(x)(h) = ∂(a0xa1)(h) = a0ha1 = 1!p1(h)
Äîïóñòèì, óòâåðæäåíèå ñïðàâåäëèâî äëÿ n− 1. Òîãäà ñîãëàñíî òåîðåìå 9.1
∂npn(x)(h) =∂
npn−1(x)(h)xan + ∂
n−1pn−1(x)(h)han(9.13)
+...+ ∂n−1pn−1(x)(h)han
Ïåðâîå ñëàãàåìîå ðàâíî 0 ñîãëàñíî òåîðåìå 9.3. Îñòàëüíûå n ñëàãàåìûõ ðàâíû,
è ñîãëàñíî ïðåäïîëîæåíèþ èíäóêöèè èç ðàâåíñòâà (9.13) ñëåäóåò
∂npn(x)(h) = n∂
n−1pn−1(x)(h)han = n(n− 1)!pn−1(h)han = n!pn(h)
Ñëåäîâàòåëüíî, óòâåðæäåíèå òåîðåìû âåðíî äëÿ ëþáîãî n. 
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Ïóñòü p(x) - ìíîãî÷ëåí ñòåïåíè n.12
p(x) = p0 + p1i1(x) + ...+ pnin(x)
Ìû ïðåäïîëàãàåì ñóììó ïî èíäåêñó ik, êîòîðûé íóìåðóåò ñëàãàåìûå ñòåïåíè
k. Ñîãëàñíî òåîðåìàì 9.3, 9.4, 9.5
∂kp(x)(h1; ...;hk) = k!pkik(x)
Ñëåäîâàòåëüíî, ìû ìîæåì çàïèñàòü
p(x) = p0 + (1!)
−1∂p(0)(x) + (2!)−1∂2p(0)(x) + ...+ (n!)−1∂np(0)(x)
Ýòî ïðåäñòàâëåíèå ìíîãî÷ëåíà íàçûâàåòñÿ îðìóëîé Òåéëîðà äëÿ ìíîãî-
÷ëåíà. Åñëè ðàññìîòðåòü çàìåíó ïåðåìåííûõ x = y − y0, òî ðàññìîòðåííîå
ïîñòðîåíèå îñòà¼òñÿ âåðíûì äëÿ ìíîãî÷ëåíà
p(y) = p0 + p1i1(y − y0) + ...+ pnin(y − y0)
îòêóäà ñëåäóåò
p(y) = p0+(1!)
−1∂p(y0)(y−y0)+(2!)
−1∂2p(y0)(y−y0)+ ...+(n!)
−1∂np(y0)(y−y0)
Ïðåäïîëîæèì, ÷òî óíêöèÿ f(x)) â òî÷êå x0 äèåðåíöèðóåìà â ñìûñëå
àòî äî ëþáîãî ïîðÿäêà.
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Òåîðåìà 9.6. Åñëè äëÿ óíêöèè f(x) âûïîëíÿåòñÿ óñëîâèå
(9.14) f(x0) = ∂f(x0)(h) = ... = ∂
nf(x0)(h) = 0
òî ïðè t → 0 âûðàæåíèå f(x+ th) ÿâëÿåòñÿ áåñêîíå÷íî ìàëîé ïîðÿäêà âûøå
n ïî ñðàâíåíèþ ñ t
f(x0 + th) = o(t
n)
Äîêàçàòåëüñòâî. Ïðè n = 1 ýòî óòâåðæäåíèå ñëåäóåò èç ðàâåíñòâà (6.5).
Ïóñòü óòâåðæäåíèå ñïðàâåäëèâî äëÿ n− 1. Äëÿ îòîáðàæåíèÿ
f1(x) = ∂f(x)(h)
âûïîëíÿåòñÿ óñëîâèå
f1(x0) = ∂f1(x0)(h) = ... = ∂
n−1f1(x0)(h) = 0
Ñîãëàñíî ïðåäïîëîæåíèþ èíäóêöèè
f1(x0 + th) = o(t
n−1)
Òîãäà ðàâåíñòâî (6.4) ïðèìåò âèä
o(tn−1) = lim
t→0, t∈R
(t−1f(x+ th))
Ñëåäîâàòåëüíî,
f(x+ th) = o(tn)

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ß ðàññìàòðèâàþ îðìóëó Òåéëîðà äëÿ ìíîãî÷ëåíà ïî àíàëîãèè ñ ïîñòðîåíèåì îðìóëû
Òåéëîðà â [7℄, ñ. 246.
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ß ðàññìàòðèâàþ ïîñòðîåíèå ðÿäà Òåéëîðà ïî àíàëîãèè ñ ïîñòðîåíèåì ðÿäà Òåéëîðà â
[7℄, ñ. 248, 249.
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Ñîñòàâèì ìíîãî÷ëåí
(9.15) p(x) = f(x0) + (1!)
−1∂f(x0)(x − x0) + ...+ (n!)
−1∂nf(x0)(x− x0)
Ñîãëàñíî òåîðåìå 9.6
f(x0 + t(x − x0))− p(x0 + t(x− x0)) = o(t
n)
Ñëåäîâàòåëüíî, ïîëèíîì p(x) ÿâëÿåòñÿ õîðîøåé àïðîêñèìàöèåé îòîáðàæåíèÿ
f(x).
Åñëè îòîáðàæåíèå f(x) èìååò ïðîèçâîäíóþ àòî ëþáîãî ïîðÿäêà, òî ïåðå-
õîäÿ ê ïðåäåëó n→∞, ìû ïîëó÷èì ðàçëîæåíèå â ðÿä
f(x) =
∞∑
n=0
(n!)−1∂nf(x0)(x− x0)
êîòîðûé íàçûâàåòñÿ ðÿäîì Òåéëîðà.
10. Èíòåãðàë
Ïîíÿòèå èíòåãðàëà èìååò ðàçíûå àñïåêòû. Â ýòîì ðàçäåëå ìû ðàññìîòðèì
èíòåãðèðîâàíèå, êàê îïåðàöèþ, îáðàòíóþ äèåðåíöèðîâàíèþ. Ïî ñóòè äåëà,
ìû ðàññìîòðèì ïðîöåäóðó ðåøåíèÿ îáûêíîâåííîãî äèåðåíöèàëüíîãî óðàâ-
íåíèÿ
∂f(x)(h) = F (x;h)
Ïðèìåð 10.1. ß íà÷íó ñ ïðèìåðà äèåðåíöèàëüíîãî óðàâíåíèÿ íàä ïîëåì
äåéñòâèòåëüíûõ ÷èñåë.
(10.1) y′ = 3x2
(10.2)
x0 = 0 y0 = 0
Ïîñëåäîâàòåëüíî äèåðåíöèðóÿ ðàâåíñòâî (10.1), ìû ïîëó÷àåì öåïî÷êó óðàâ-
íåíèé
y′′ = 6x(10.3)
y′′′ = 6(10.4)
y(n) = 0 n > 3(10.5)
Èç óðàâíåíèé (10.1), (10.2), (10.3), (10.4), (10.5) ñëåäóåò ðàçëîæåíèå â ðÿä Òåé-
ëîðà
y = x3

Ïðèìåð 10.2. àññìîòðèì àíàëîãè÷íîå óðàâíåíèå íàä òåëîì
(10.6) ∂(y)(h) = hx2 + xhx+ x2h
(10.7)
x0 = 0 y0 = 0
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Ïîñëåäîâàòåëüíî äèåðåíöèðóÿ ðàâåíñòâî (10.6), ìû ïîëó÷àåì öåïî÷êó óðàâ-
íåíèé
∂2(y)(h1;h2)(10.8)
=h1h2x+ h1xh2 + h2h1x+ xh1h2 + h2xh1 + xh2h1
∂3(y)(h1;h2;h3)(10.9)
=h1h2h3 + h1h3h2 + h2h1h3 + h3h1h2 + h2h3h1 + h3h2h1
∂n(y)(h1; ...;hn) = 0 n > 3(10.10)
Èç óðàâíåíèé (10.6), (10.7), (10.8), (10.9), (10.10) ñëåäóåò ðàçëîæåíèå â ðÿä
Òåéëîðà
y = x3

Çàìå÷àíèå 10.3. Äèåðåíöèàëüíîå óðàâíåíèå
(10.11) ∂(y)(h) = 3hx2
(10.12)
x0 = 0 y0 = 0
òàê æå ïðèâîäèò ê ðåøåíèþ y = x3. Î÷åâèäíî, ÷òî ýòî îòîáðàæåíèå íå óäîâëå-
òâîðÿåò äèåðåíöèàëüíîìó óðàâíåíèþ. Îäíàêî, âîïðåêè òåîðåìå 9.2 âòîðàÿ
ïðîèçâîäíàÿ íå ÿâëÿåòñÿ ñèììåòðè÷íûì ìíîãî÷ëåíîì. Ýòî ãîâîðèò î òîì, ÷òî
óðàâíåíèå (10.11) íå èìååò ðåøåíèé. 
Ïðèìåð 10.4. Î÷åâèäíî, åñëè óíêöèÿ óäîâëåòâîðÿåò äèåðåíöèàëüíîìó
óðàâíåíèþ
(10.13) ∂(y)(h) = (s)0f h (s)1f
òî âòîðàÿ ïðîèçâîäíàÿ àòî
∂2f(x)(h1;h2) = 0
Ñëåäîâàòåëüíî, åñëè çàäàíî íà÷àëüíîå óñëîâèå y(0) = 0, òî äèåðåíöèàëüíîå
óðàâíåíèå (10.13) èìååò ðåøåíèå
y = (s)0f x (s)1f

11. Ýêñïîíåíòà
Â ýòîì ðàçäåëå ìû ðàññìîòðèì îäíó èç âîçìîæíûõ ìîäåëåé ïîñòðîåíèÿ ýêñ-
ïîíåíòû.
Â ïîëå ìû ìîæåì îïðåäåëèòü ýêñïîíåíòó êàê ðåøåíèå äèåðåíöèàëüíîãî
óðàâíåíèÿ
(11.1) y′ = y
Î÷åâèäíî, ÷òî ìû íå ìîæåì çàïèñàòü ïîäîáíîå óðàâíåíèÿ äëÿ òåëà. Îäíàêî
ìû ìîæåì âîñïîëüçîâàòüñÿ ðàâåíñòâîì
(11.2) ∂(y)(h) = y′h
Èç óðàâíåíèé (11.1), (11.2) ñëåäóåò
(11.3) ∂(y)(h) = yh
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Ýòî óðàâíåíèå óæå áëèæå ê íàøåé öåëè, îäíàêî îñòà¼òñÿ îòêðûòûì âîïðîñ â
êàêîì ïîðÿäêå ìû äîëæíû ïåðåìíîæàòü y è h. ×òî áû îòâåòèòü íà ýòîò âîïðîñ,
ìû èçìåíèì çàïèñü óðàâíåíèÿ
(11.4) ∂(y)(h) =
1
2
(yh+ hy)
Ñëåäîâàòåëüíî, íàøà çàäà÷à - ðåøèòü äèåðåíöèàëüíîå óðàâíåíèå (11.4) ïðè
íà÷àëüíîì óñëîâèè y(0) = 1.
Äëÿ îðìóëèðîâêè è äîêàçàòåëüñòâà òåîðåìû 11.1 ÿ ââåäó ñëåäóþùåå îáî-
çíà÷åíèå. Ïóñòü
σ =
(
y h1 ... hn
σ(y) σ(h1) ... σ(hn)
)
ïåðåñòàíîâêà êîðòåæà ïåðåìåííûõ(
y h1 ... hn
)
Îáîçíà÷èì pσ(hi) ïîçèöèþ, êîòîðóþ çàíèìàåò ïåðåìåííàÿ hi â êîðòåæå(
σ(y) σ(h1) ... σ(hn)
)
Íàïðèìåð, åñëè ïåðåñòàíîâêà σ èìååò âèä(
y h1 h2 h3
h2 y h3 h1
)
òî ñëåäóþùèå êîðòåæè ðàâíû(
σ(y) σ(h1) σ(h2) σ(h3)
)
=
(
h2 y h3 h1
)
=
(
pσ(h2) pσ(y) pσ(h3) pσ(h1)
)
Òåîðåìà 11.1. Ïðîèçâîäíàÿ àòî ïîðÿäêà n óíêöèè y, óäîâëåòâîðÿþùåé
äèåðåíöèàëüíîìó óðàâíåíèþ (11.4) èìååò âèä
(11.5) ∂n(y)(h1, ..., hn) =
1
2n
∑
σ
σ(y)σ(h1)...σ(hn)
ãäå ñóììà âûïîëíåíà ïî ïåðåñòàíîâêàì
σ =
(
y h1 ... hn
σ(y) σ(h1) ... σ(hn)
)
ìíîæåñòâà ïåðåìåííûõ y, h1, ..., hn. Ïåðåñòàíîâêà σ îáëàäàåò ñëåäóþùèìè
ñâîéñòâàìè
(1) Åñëè ñóùåñòâóþò i, j, i 6= j, òàêèå, ÷òî pσ(hi) ðàñïîëàãàåòñÿ â ïðî-
èçâåäåíèè (11.5) ëåâåå pσ(hj) è pσ(hj) ðàñïîëàãàåòñÿ ëåâåå pσ(y), òî
i < j.
(2) Åñëè ñóùåñòâóþò i, j, i 6= j, òàêèå, ÷òî pσ(hi) ðàñïîëàãàåòñÿ â ïðî-
èçâåäåíèè (11.5) ïðàâåå pσ(hj) è pσ(hj) ðàñïîëàãàåòñÿ ïðàâåå pσ(y), òî
i > j.
Äîêàçàòåëüñòâî. Ìû äîêàæåì ýòî óòâåðæäåíèå èíäóêöèåé. Äëÿ n = 1 óòâåð-
æäåíèå âåðíî, òàê êàê ýòî äèåðåíöèàëüíîå óðàâíåíèå (11.4). Ïóñòü óòâåð-
æäåíèå âåðíî äëÿ n = k − 1. Ñëåäîâàòåëüíî
(11.6) ∂k−1(y)(h1, ..., hk−1) =
1
2k−1
∑
σ
σ(y)σ(h1)...σ(hk−1)
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ãäå ñóììà âûïîëíåíà ïî ïåðåñòàíîâêàì
σ =
(
y h1 ... hk−1
σ(y) σ(h1) ... σ(hk−1)
)
ìíîæåñòâà ïåðåìåííûõ y, h1, ..., hk−1. Ïåðåñòàíîâêà σ óäîâëåòâîðÿåò óñëîâèÿì
(1), (2), ñîðìóëèðîâàííûì â òåîðåìå. Ñîãëàñíî îïðåäåëåíèþ (8.4) ïðîèçâîä-
íàÿ àòî` ïîðÿäêà k èìååò âèä
∂k(y)(h1, ..., hk) =∂(∂
k−1(y)(h1, ..., hk−1))(hk)
=
1
2k−1
∂
(∑
σ
σ(y)σ(h1)...σ(hk−1)
)
(hk)(11.7)
Èç ðàâåíñòâ (11.4), (11.7) ñëåäóåò
∂k(y)(h1, ..., hk)
=
1
2k−1
1
2
(∑
σ
σ(yhk)σ(h1)...σ(hk−1) +
∑
σ
σ(hky)σ(h1)...σ(hk−1)
)
(11.8)
Íåòðóäíî âèäåòü, ÷òî ïðîèçâîëüíàÿ ïåðåñòàíîâêà σ èç ñóììû (11.8) ïîðîæäàåò
äâå ïåðåñòàíîâêè
(11.9)
τ1 =
(
y h1 ... hk−1 hk
τ1(y) τ1(h1) ... τ1(hk−1) τ1(hk)
)
=
(
hky h1 ... hk−1
σ(hky) σ(h1) ... σ(hk−1)
)
τ2 =
(
y h1 ... hk−1 hk
τ2(y) τ2(h1) ... τ2(hk−1) τ2(hk)
)
=
(
yhk h1 ... hk−1
σ(yhk) σ(h1) ... σ(hk−1)
)
Èç (11.8) è (11.9) ñëåäóåò
∂k(y)(h1, ..., hk)
=
1
2k
(∑
τ1
τ1(y)τ1(h1)...τ1(hk−1)τ1(hk)(11.10)
+
∑
τ2
τ2(y)τ2(h1)...τ2(hk−1)τ2(hk)
)
Â âûðàæåíèè (11.10) pτ1(hk) çàïèñàíî íåïîñðåäñòâåííî ïåðåä pτ1(y). Òàê êàê k
- ñàìîå áîëüøîå çíà÷åíèå èíäåêñà, òî ïåðåñòàíîâêà τ1 óäîâëåòâîðÿåò óñëîâèÿì
(1), (2), ñîðìóëèðîâàííûì â òåîðåìå. Â âûðàæåíèè (11.10) pτ2(hk) çàïèñàíî
íåïîñðåäñòâåííî ïîñëå pτ2(y). Òàê êàê k - ñàìîå áîëüøîå çíà÷åíèå èíäåêñà, òî
ïåðåñòàíîâêà τ2 óäîâëåòâîðÿåò óñëîâèÿì (1), (2), ñîðìóëèðîâàííûì â òåîðåìå.
Íàì îñòàëîñü ïîêàçàòü, ÷òî â âûðàæåíèè (11.10) ïåðå÷èñëåíû âñå ïåðåñòà-
íîâêè τ , óäîâëåòâîðÿþùèå óñëîâèÿì (1), (2), ñîðìóëèðîâàííûì â òåîðåìå.
Òàê êàê k - ñàìûé áîëüøîé èíäåêñ, òî ñîãëàñíî óñëîâèÿì (1), (2), ñîðìóëèðî-
âàííûì â òåîðåìå, τ(hk) çàïèñàíî íåïîñðåäñòâåííî ïåðåä èëè íåïîñðåäñòâåííî
ïîñëå τ(y). Ñëåäîâàòåëüíî, ëþáàÿ ïåðåñòàíîâêà τ èìååò ëèáî âèä τ1, ëèáî âèä
τ2. Ïîëüçóÿñü ðàâåíñòâîì (11.9), ìû ìîæåì äëÿ çàäàííîé ïåðåñòàíîâêè τ íàéòè
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ñîîòâåòñòâóþùóþ ïåðåñòàíîâêó σ. Ñëåäîâàòåëüíî, óòâåðæäåíèå òåîðåìû âåðíî
äëÿ n = k. Òåîðåìà äîêàçàíà. 
Òåîðåìà 11.2. åøåíèåì äèåðåíöèàëüíîãî óðàâíåíèÿ (11.4) ïðè íà÷àëüíîì
óñëîâèè y(0) = 1 ÿâëÿåòñÿ ýêñïîíåíòà y = ex êîòîðàÿ èìååò ñëåäóþùåå
ðàçëîæåíèå â ðÿä Òåéëîðà
(11.11) ex =
∞∑
n=0
1
n!
xn
Äîêàçàòåëüñòâî. Ïðîèçâîäíàÿ àòî ïîðÿäêà n ñîäåðæèò 2n ñëàãàåìûõ. Äåé-
ñòâèòåëüíî, ïðîèçâîäíàÿ àòî ïîðÿäêà 1 ñîäåðæèò 2 ñëàãàåìûõ, è êàæäîå äè-
åðåíöèðîâàíèå óâåëè÷èâàåò ÷èñëî ñëàãàåìûõ âäâîå. Èç íà÷àëüíîãî óñëîâèÿ
y(0) = 1 è òåîðåìû 11.1 ñëåäóåò, ÷òî ïðîèçâîäíàÿ àòî ïîðÿäêà n èñêîìîãî
ðåøåíèÿ èìååò âèä
(11.12) ∂n(0)(h, ..., h) = 1
Èç ðàâåíñòâà (11.12) ñëåäóåò ðàçëîæåíèå (11.11). â ðÿä Òåéëîðà. 
Òåîðåìà 11.3. àâåíñòâî
(11.13) ea+b = eaeb
ñïðàâåäëèâî òîãäà è òîëüêî òîãäà, êîãäà
(11.14) ab = ba
Äîêàçàòåëüñòâî. Äëÿ äîêàçàòåëüñòâà òåîðåìû äîñòàòî÷íî ðàññìîòðåòü ðÿäû
Òåéëîðà
ea =
∞∑
n=0
1
n!
an(11.15)
eb =
∞∑
n=0
1
n!
bn(11.16)
ea+b =
∞∑
n=0
1
n!
(a+ b)n(11.17)
Ïåðåìíîæèì âûðàæåíèÿ (11.15) è (11.16). Ñóììà îäíî÷ëåíîâ ïîðÿäêà 3 èìååò
âèä
(11.18)
1
6
a3 +
1
2
a2b+
1
2
ab2 +
1
6
b3
è íå ñîâïàäàåò, âîîáùå ãîâîðÿ, ñ âûðàæåíèåì
(11.19)
1
6
(a+ b)3 =
1
6
a3 +
1
6
a2b+
1
6
aba+
1
6
ba2 +
1
6
ab2 +
1
6
bab+
1
6
b2a+
1
6
b3
Äîêàçàòåëüñòâî óòâåðæäåíèÿ, ÷òî (11.13) ñëåäóåò èç (11.14) òðèâèàëüíî. 
Ñìûñë òåîðåìû 11.3 ñòàíîâèòñÿ ÿñíåå, åñëè ìû âñïîìíèì, ÷òî ñóùåñòâóåò
äâå ìîäåëè ïîñòðîåíèÿ ýêñïîíåíòû. Ïåðâàÿ ìîäåëü - ýòî ðåøåíèå äèåðåíöè-
àëüíîãî óðàâíåíèÿ (11.4). Âòîðàÿ - ýòî èçó÷åíèå îäíîïàðàìåòðè÷åñêîé ãðóïïû
ïðåîáðàçîâàíèé. Â ñëó÷àå ïîëÿ îáå ìîäåëè ïðèâîäÿò ê îäíîé è òîé æå óíê-
öèè. ß íå ìîãó ýòîãî óòâåðæäàòü ñåé÷àñ â îáùåì ñëó÷àå. Ýòî âîïðîñ îòäåëüíîãî
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èññëåäîâàíèÿ. Íî åñëè âñïîìíèòü, ÷òî êâàòåðíèîí ÿâëÿåòñÿ àíàëîãîì ïðåîáðà-
çîâàíèÿ òð¼õìåðíîãî ïðîñòðàíñòâà, òî óòâåðæäåíèå òåîðåìû ñòàíîâèòñÿ î÷å-
âèäíûì.
12. Ëèíåéíàÿ óíêöèÿ êîìïëåêñíîãî ïîëÿ
Òåîðåìà 12.1 (Óðàâíåíèÿ Êîøè - èìàíà). àññìîòðèì ïîëå êîìïëåêñíûõ
÷èñåë C êàê äâóìåðíóþ àëãåáðó íàä ïîëåì äåéñòâèòåëüíûõ ÷èñåë. Ïîëîæèì
0e = 1, 1e = i - áàçèñ àëãåáðû C. Òîãäà â ýòîì áàçèñå ñòðóêòóðíûå êîíñòàíòû
èìåþò âèä
00B
0 = 1 01B
1 = 1
10B
1 = 1 11B
0 = −1
Ìàòðèöà ëèíåéíîé óíêöèè
yi = xj jf
i
ïîëÿ êîìïëåêñíûõ ÷èñåë íàä ïîëåì äåéñòâèòåëüíûõ ÷èñåë óäîâëåòâîðÿåò ñî-
îòíîøåíèþ
0f
0 = 1f
1
(12.1)
0f
1 = −1f
0
(12.2)
Äîêàçàòåëüñòâî. Çíà÷åíèå ñòðóêòóðíûõ êîíñòàíò ñëåäóåò èç ðàâåíñòâà i2 =
−1. Ïîëüçóÿñü ðàâåíñòâîì (3.17) ïîëó÷àåì ñîîòíîøåíèÿ
(12.3) 0f
0 = fkr k0B
p
prB
0 = f0r 00B
0
0rB
0 + f1r 10B
1
1rB
0 = f00 − f11
(12.4) 0f
1 = fkr k0B
p
prB
1 = f0r 00B
0
0rB
1 + f1r 10B
1
1rB
1 = f01 + f10
(12.5) 1f
0 = fkr k1B
p
prB
0 = f0r 01B
1
1rB
0 + f1r 11B
0
0rB
0 = −f01 − f10
(12.6) 1f
1 = fkr k1B
p
prB
1 = f0r 01B
1
1rB
1 + f1r 11B
0
0rB
1 = f00 − f11
Èç ðàâåíñòâ (12.3) è (12.6) ñëåäóåò (12.1). Èç ðàâåíñòâ (12.4) è (12.5) ñëåäóåò
(12.2). 
Çàìå÷àíèå 12.2. ×òîáû ïîêàçàòü, íàñêîëüêî ñëîæíà çàäà÷à ïîèñêà îáðàçóþ-
ùèõ àääèòèâíîãî îòîáðàæåíèÿ, ðàññìîòðèì, êàê âûãëÿäèò ðàâåíñòâî (3.9) â
ñëó÷àå ïîëÿ êîìïëåêñíûõ ÷èñåë.
0f
0 = 0G
l fkrG klB
p
prB
0
= 0G
0 f00G 00B
0
00B
0 + 0G
1 f10G 11B
0
00B
0
+ 0G
1 f01G 01B
1
11B
0 + 0G
0 f11G 10B
1
11B
0
= 0G
0 f00G − 0G
1 f10G − 0G
1 f01G − 0G
0 f11G
= 0G
0(f00G − f
11
G )− 0G
1(f10G + f
01
G )
0f
1 = 0G
l fkrG klB
p
prB
1
= 0G
0 f01G 00B
0
01B
1 + 0G
1 f11G 11B
0
01B
1
+ 0G
1 f00G 01B
1
10B
1 + 0G
0 f10G 10B
1
10B
1
= 0G
0 f01G − 0G
1 f11G + 0G
1 f00G + 0G
0 f10G
= 0G
0(f01G + f
10
G ) + 0G
1(f00G − f
11
G )
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1f
0 = 1G
l fkrG klB
p
prB
0
= 1G
0 f00G 00B
0
00B
0 + 1G
1 f10G 11B
0
00B
0
+ 1G
1 f01G 01B
1
11B
0 + 1G
0 f11G 10B
1
11B
0
= 1G
0 f00G − 1G
1 f10G − 1G
1 f01G − 1G
0 f11G
= 1G
0(f00G − f
11
G )− 1G
1(f10G + f
01
G )
1f
1 = 1G
l fkrG klB
p
prB
1
= 1G
0 f01G 00B
0
01B
1 + 1G
1 f11G 11B
0
01B
1
+ 1G
1 f00G 01B
1
10B
1 + 1G
0 f10G 10B
1
10B
1
= 1G
0 f01G − 1G
1 f11G + 1G
1 f00G + 1G
0 f10G
= 1G
0(f01G + f
10
G ) + 1G
1(f00G − f
11
G )
Â ñëó÷àå êîìïëåêñíûõ ÷èñåë çàäà÷ó îáëåã÷àåò íàøå çíàíèå, ÷òî ìàòðèöà îïå-
ðàòîðà G èìååò âèä ëèáî
(12.7) G =
(
1 0
0 1
)
ëèáî
(12.8) G =
(
1 0
0 −1
)
Â ñëó÷àå îáðàçóþùåé (12.8) ìû ïîëó÷àåì ñîîòíîøåíèÿ ìåæäó êîîðäèíàòàìè
ïðåîáðàçîâàíèÿ
0f
0 = −1f
1
0f
1 = 1f
0

13. Ëèíåéíàÿ óíêöèÿ òåëà êâàòåðíèîíîâ
Îïðåäåëåíèå 13.1. Ïóñòü F - ïîëå. àñøèðåíèå F (i, j, k) ïîëÿ F íàçûâàåòñÿ
àëãåáðîé E(F ) êâàòåðíèîíîâ íàä ïîëåì F 14, åñëè ïðîèçâåäåíèå â àëãåáðå
E îïðåäåëåíî ñîãëàñíî ïðàâèëàì
(13.1)
i j k
i −1 k −j
j −k −1 i
k j −i −1

Ýëåìåíòû àëãåáðû E(F ) èìåþò âèä
x = x0 + x1i+ x2j + x3k
ãäå xi ∈ F , i = 0, 1, 2, 3. Êâàòåðíèîí
x = x0 − x1i− x2j − x3k
14
ß áóäó ñëåäîâàòü îïðåäåëåíèþ èç [8℄.
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íàçûâàåòñÿ ñîïðÿæ¼ííûì êâàòåðíèîíó x. Ìû îïðåäåëèì íîðìó êâàòåðíèîíà
x ðàâåíñòâîì
(13.2) |x|2 = xx = (x0)2 + (x1)2 + (x2)2 + (x3)2
Èç ðàâåíñòâà (13.2) ñëåäóåò, ÷òî E(F ) ÿâëÿåòñÿ àëãåáðîé ñ äåëåíèåì.15 Ïðè
ýòîì îáðàòíûé ýëåìåíò èìååò âèä
(13.3) x−1 = |x|−2x
Òåîðåìà 13.2. àññìîòðèì òåëî êâàòåðíèîíîâ E(F ) êàê ÷åòûð¼õìåðíóþ
àëãåáðó íàä ïîëåì F . Ïîëîæèì 0e = 1, 1e = i, 2e = j, 3e = k - áàçèñ àëãåáðû
E(F ). Òîãäà â ýòîì áàçèñå ñòðóêòóðíûå êîíñòàíòû èìåþò âèä
00B
0 =1 01B
1 = 1 02B
2 = 1 03B
3 = 1
10B
1 =1 11B
0 =−1 12B
3 = 1 13B
2 =−1
20B
2 =1 21B
3 =−1 22B
0 =−1 23B
1 = 1
30B
3 =1 31B
2 = 1 32B
1 =−1 33B
0 =−1
Ñòàíäàðòíûå êîìïîíåíòû àääèòèâíîé óíêöèè íàä ïîëåì F è êîîðäèíàòû
ñîîòâåòñòâóþùåãî ëèíåéíîãî ïðåîáðàçîâàíèÿ íàä ïîëåì F óäîâëåòâîðÿþò
ñîîòíîøåíèÿì
(13.4)
0f
0 = f00 − f11 − f22 − f33
1f
1 = f00 − f11 + f22 + f33
2f
2 = f00 + f11 − f22 + f33
3f
3 = f00 + f11 + f22 − f33
(13.5)
4 f00 = 0f
0 + 1f
1 + 2f
2 + 3f
3
4 f11 = −0f
0 − 1f
1 + 2f
2 + 3f
3
4 f22 = −0f
0 + 1f
1 − 2f
2 + 3f
3
4 f33 = −0f
0 + 1f
1 + 2f
2 − 3f
3
(13.6)
0f
1 = f01 + f10 + f23 − f32
1f
0 = −f01 − f10 + f23 − f32
2f
3 = −f01 + f10 − f23 − f32
3f
2 = f01 − f10 − f23 − f32
(13.7)
4 f10 = −1f
0 + 0f
1 − 3f
2 + 2f
3
4 f01 = −1f
0 + 0f
1 + 3f
2 − 2f
3
4 f32 = −1f
0 − 0f
1 − 3f
2 − 2f
3
4 f23 = 1f
0 + 0f
1 − 3f
2 − 2f
3
(13.8)
0f
2 = f02 − f13 + f20 + f31
1f
3 = f02 − f13 − f20 − f31
2f
0 = −f02 − f13 − f20 + f31
3f
1 = −f02 − f13 + f20 − f31
(13.9)
4 f20 = −2f
0 + 3f
1 + 0f
2 − 1f
3
4 f31 = +2f
0 − 3f
1 + 0f
2 − 1f
3
4 f02 = −2f
0 − 3f
1 + 0f
2 + 1f
3
4 f13 = −2f
0 − 3f
1 − 0f
2 − 1f
3
15
åëüàíä â [8℄ äà¼ò áîëåå îáùåå îïðåäåëåíèå, ðàññìàòðèâàÿ àëãåáðó êâàòåðíèîíîâ
E(F,a, b) ñ çàêîíîì óìíîæåíèÿ
i j k
i a k aj
j −k b −bi
k −aj bi −ab
ãäå a, b ∈ F , ab 6= 0. Îäíàêî ýòà àëãåáðà ñòàíîâèòñÿ òåëîì òîëüêî êîãäà a < 0, b < 0. Ýòî
ñëåäóåò èç ðàâåíñòâà
xx = (x0)2 − a(x1)2 − b(x2)2 + ab(x3)2
Òîãäà ìû ìîæåì ïðîíîðìèðîâàòü áàçèñ òàê, ÷òî a = −1, b = −1.
38 Àëåêñàíäð Êëåéí
(13.10)
0f
3 = f03 + f12 − f21 + f30
1f
2 = −f03 − f12 − f21 + f30
2f
1 = f03 − f12 − f21 − f30
3f
0 = −f03 + f12 − f21 − f30
(13.11)
4 f30 = −3f
0 − 2f
1 + 1f
2 + 0f
3
4 f21 = −3f
0 − 2f
1 − 1f
2 − 0f
3
4 f12 = 3f
0 − 2f
1 − 1f
2 + 0f
3
4 f03 = −3f
0 + 2f
1 − 1f
2 + 0f
3
Äîêàçàòåëüñòâî. Çíà÷åíèå ñòðóêòóðíûõ êîíñòàíò ñëåäóåò èç òàáëèöû óìíî-
æåíèÿ (13.1). Ïîëüçóÿñü ðàâåíñòâîì (3.17) ïîëó÷àåì ñîîòíîøåíèÿ
0f
0 = fkr k0B
p
prB
0
= f00 00B
0
00B
0 + f11 10B
1
11B
0 + f22 20B
2
22B
0 + f33 30B
3
33B
0
= f00 − f11 − f22 − f33
0f
1 = fkr k0B
p
prB
1
= f01 00B
0
01B
1 + f10 10B
1
10B
1 + f23 20B
2
23B
1 + f32 30B
3
32B
1
= f01 + f10 + f23 − f32
0f
2 = fkr k0B
p
prB
2
= f02 00B
0
02B
2 + f13 10B
1
13B
2 + f20 20B
2
20B
2 + f31 30B
3
31B
2
= f02 − f13 + f20 + f31
0f
3 = fkr k0B
p
prB
3
= f03 00B
0
03B
3 + f12 10B
1
12B
3 + f21 20B
2
21B
3 + f30 30B
3
30B
3
= f03 + f12 − f21 + f30
1f
0 = fkr k1B
p
prB
0
= f01 01B
1
11B
0 + f10 11B
0
00B
0 + f23 21B
3
33B
0 + f32 31B
2
22B
0
= −f01 − f10 + f23 − f32
1f
1 = fkr k1B
p
prB
1
= f00 01B
1
10B
1 + f11 11B
0
01B
1 + f22 21B
3
32B
1 + f33 31B
2
23B
1
= f00 − f11 + f22 + f33
1f
2 = fkr k1B
p
prB
2
= f03 01B
1
13B
2 + f12 11B
0
02B
2 + f21 21B
3
31B
2 + f30 31B
2
20B
2
= −f03 − f12 − f21 + f30
1f
3 = fkr k1B
p
prB
3
= f02 01B
1
12B
3 + f13 11B
0
03B
3 + f20 21B
3
30B
3 + f31 31B
2
21B
3
= f02 − f13 − f20 − f31
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2f
0 = fkr k2B
p
prB
0
= f02 02B
2
22B
0 + f13 12B
3
33B
0 + f20 22B
0
00B
0 + f31 32B
1
11B
0
= −f02 − f13 − f20 + f31
2f
1 = fkr k2B
p
prB
1
= f03 02B
2
23B
1 + f12 12B
3
32B
1 + f21 22B
0
01B
1 + f30 32B
1
10B
1
= f03 − f12 − f21 − f30
2f
2 = fkr k2B
p
prB
2
= f00 02B
2
20B
2 + f11 12B
3
31B
2 + f22 22B
0
02B
2 + f33 32B
1
13B
2
= f00 + f11 − f22 + f33
2f
3 = fkr k2B
p
prB
3
= f01 02B
2
21B
3 + f10 12B
3
30B
3 + f23 22B
0
03B
3 + f32 32B
1
12B
3
= −f01 + f10 − f23 − f32
3f
0 = fkr k3B
p
prB
0
= f03 03B
3
33B
0 + f12 13B
2
22B
0 + f21 23B
1
11B
0 + f30 33B
0
00B
0
= −f03 + f12 − f21 − f30
3f
1 = fkr k3B
p
prB
1
= f02 03B
3
32B
1 + f13 13B
2
23B
1 + f20 23B
1
10B
1 + f31 33B
0
01B
1
= −f02 − f13 + f20 − f31
3f
2 = fkr k3B
p
prB
2
= f01 03B
3
31B
2 + f10 13B
2
20B
2 + f23 23B
1
13B
2 + f32 33B
0
02B
2
= f01 − f10 − f23 − f32
3f
3 = fkr k3B
p
prB
3
= f00 03B
3
30B
3 + f11 13B
2
21B
3 + f22 23B
1
12B
3 + f33 33B
0
03B
3
= f00 + f11 + f22 − f33
Ìû ãðóïïèðóåì ýòè ñîîòíîøåíèÿ â ñèñòåìû ëèíåéíûõ óðàâíåíèé (13.4),
(13.6), (13.8), (13.10).
(13.5) - ýòî ðåøåíèå ñèñòåìû ëèíåéíûõ óðàâíåíèé (13.4).
(13.7) - ýòî ðåøåíèå ñèñòåìû ëèíåéíûõ óðàâíåíèé (13.6).
(13.9) - ýòî ðåøåíèå ñèñòåìû ëèíåéíûõ óðàâíåíèé (13.8).
(13.11) - ýòî ðåøåíèå ñèñòåìû ëèíåéíûõ óðàâíåíèé (13.10). 
Òåîðåìà 13.3. àññìîòðèì òåëî êâàòåðíèîíîâ E(F ) êàê ÷åòûð¼õìåðíóþ
àëãåáðó íàä ïîëåì F . Ïîëîæèì 0e = 1, 1e = i, 2e = j, 3e = k - áàçèñ àë-
ãåáðû E(F ). Ñòàíäàðòíûå êîìïîíåíòû àääèòèâíîé óíêöèè íàä ïîëåì F è
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êîîðäèíàòû ýòîé óíêöèè íàä ïîëåì F óäîâëåòâîðÿþò ñîîòíîøåíèÿì
0f
0
0f
1
0f
2
0f
3
1f
1
1f
0
1f
3
1f
2
2f
2
2f
3
2f
0
2f
1
3f
3
3f
2
3f
1
3f
0

=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


f00 −f32 −f13 −f21
f11 −f23 −f02 −f30
f22 −f10 −f31 −f03
f33 −f01 −f20 −f12
(13.12)
Äîêàçàòåëüñòâî. Çàïèøåì ðàâåíñòâî (13.4) â âèäå ïðîèçâåäåíèÿ ìàòðèö
(13.13)

0f
0
1f
1
2f
2
3f
3
 =

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


f00
f11
f22
f33

Çàïèøåì ðàâåíñòâî (13.6) â âèäå ïðîèçâåäåíèÿ ìàòðèö
0f
1
1f
0
2f
3
3f
2
 =

1 1 1 −1
−1 −1 1 −1
−1 1 −1 −1
1 −1 −1 −1


f01
f10
f23
f32

=

−1 −1 −1 1
1 1 −1 1
1 −1 1 1
−1 1 1 1


− f01
−f10
−f23
−f32
(13.14)
=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


−f32
−f23
−f10
−f01

Çàïèøåì ðàâåíñòâî (13.8) â âèäå ïðîèçâåäåíèÿ ìàòðèö
0f
2
1f
3
2f
0
3f
1
 =

1 −1 1 1
1 −1 −1 −1
−1 −1 −1 1
−1 −1 1 −1


f02
f13
f20
f31

=

−1 1 −1 −1
−1 1 1 1
1 1 1 −1
1 1 −1 1


−f02
−f13
−f20
−f31
(13.15)
=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


−f13
−f02
−f31
−f20

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Çàïèøåì ðàâåíñòâî (13.10) â âèäå ïðîèçâåäåíèÿ ìàòðèö
0f
3
1f
2
2f
1
3f
0
 =

1 1 −1 1
−1 −1 −1 1
1 −1 −1 −1
−1 1 −1 −1


f03
f12
f21
f30

=

−1 −1 1 −1
1 1 1 −1
−1 1 1 1
1 −1 1 1


−f03
−f12
−f21
−f30
(13.16)
=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


−f21
−f30
−f03
−f12

Ìû îáúåäèíÿåì ðàâåíñòâà (13.13), (13.14), (13.15), (13.16) â ðàâåíñòâå (13.12).

14. Äèåðåíöèðóåìîå îòîáðàæåíèå òåëà êâàòåðíèîíîâ
Òåîðåìà 14.1. Åñëè ìàòðèöà
(
∂yi
∂xj
)
ÿâëÿåòñÿ ÿêîáèàíîì óíêöèè x → y
òåëà êâàòåðíèîíîâ íàä ïîëåì äåéñòâèòåëüíûõ ÷èñåë, òî
(14.1)

∂y0
∂x0
=
∂00y
∂x
−
∂11y
∂x
−
∂22y
∂x
−
∂33y
∂x
∂y1
∂x1
=
∂00y
∂x
−
∂11y
∂x
+
∂22y
∂x
+
∂33y
∂x
∂y2
∂x2
=
∂00y
∂x
+
∂11y
∂x
−
∂22y
∂x
+
∂33y
∂x
∂y3
∂x3
=
∂00y
∂x
+
∂11y
∂x
+
∂22y
∂x
−
∂33y
∂x
(14.2)

∂y1
∂x0
=
∂01y
∂x
+
∂10y
∂x
+
∂23y
∂x
−
∂32y
∂x
∂y0
∂x1
= −
∂01y
∂x
−
∂10y
∂x
+
∂23y
∂x
−
∂32y
∂x
∂y3
∂x2
= −
∂01y
∂x
+
∂10y
∂x
−
∂23y
∂x
−
∂32y
∂x
∂y2
∂x3
=
∂01y
∂x
−
∂10y
∂x
−
∂23y
∂x
−
∂32y
∂x
(14.3)

∂y2
∂x0
=
∂02y
∂x
−
∂13y
∂x
+
∂20y
∂x
+
∂31y
∂x
∂y3
∂x1
=
∂02y
∂x
−
∂13y
∂x
−
∂20y
∂x
−
∂31y
∂x
∂y0
∂x2
= −
∂02y
∂x
−
∂13y
∂x
−
∂20y
∂x
+
∂31y
∂x
∂y1
∂x3
= −
∂02y
∂x
−
∂13y
∂x
+
∂20y
∂x
−
∂31y
∂x
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(14.4)

∂y3
∂x0
=
∂03y
∂x
+
∂12y
∂x
−
∂21y
∂x
+
∂30y
∂x
∂y2
∂x1
= −
∂03y
∂x
−
∂12y
∂x
−
∂21y
∂x
+
∂30y
∂x
∂y1
∂x2
=
∂03y
∂x
−
∂12y
∂x
−
∂21y
∂x
−
∂30y
∂x
∂y0
∂x3
= −
∂03y
∂x
+
∂12y
∂x
−
∂21y
∂x
−
∂30y
∂x
(14.5)

4
∂00y
∂x
=
∂y0
∂x0
+
∂y1
∂x1
+
∂y2
∂x2
+
∂y3
∂x3
4
∂11y
∂x
= −
∂y0
∂x0
−
∂y1
∂x1
+
∂y2
∂x2
+
∂y3
∂x3
4
∂22y
∂x
= −
∂y0
∂x0
+
∂y1
∂x1
−
∂y2
∂x2
+
∂y3
∂x3
4
∂33y
∂x
= −
∂y0
∂x0
+
∂y1
∂x1
+
∂y2
∂x2
−
∂y3
∂x3
(14.6)

4
∂10y
∂x
= −
∂y0
∂x1
+
∂y1
∂x0
−
∂y2
∂x3
+
∂y3
∂x2
4
∂01y
∂x
= −
∂y0
∂x1
+
∂y1
∂x0
+
∂y2
∂x3
−
∂y3
∂x2
4
∂32y
∂x
= −
∂y0
∂x1
−
∂y1
∂x0
−
∂y2
∂x3
−
∂y3
∂x2
4
∂23y
∂x
=
∂y0
∂x1
+
∂y1
∂x0
−
∂y2
∂x3
−
∂y3
∂x2
(14.7)

4
∂20y
∂x
= −
∂y0
∂x2
+
∂y1
∂x3
+
∂y2
∂x0
−
∂y3
∂x1
4
∂31y
∂x
= +
∂y0
∂x2
−
∂y1
∂x3
+
∂y2
∂x0
−
∂y3
∂x1
4
∂02y
∂x
= −
∂y0
∂x2
−
∂y1
∂x3
+
∂y2
∂x0
+
∂y3
∂x1
4
∂13y
∂x
= −
∂y0
∂x2
−
∂y1
∂x3
−
∂y2
∂x0
−
∂y3
∂x1
(14.8)

4
∂30y
∂x
= −
∂y0
∂x3
−
∂y1
∂x2
+
∂y2
∂x1
+
∂y3
∂x0
4
∂21y
∂x
= −
∂y0
∂x3
−
∂y1
∂x2
−
∂y2
∂x1
−
∂y3
∂x0
4
∂12y
∂x
=
∂y0
∂x3
−
∂y1
∂x2
−
∂y2
∂x1
+
∂y3
∂x0
4
∂03y
∂x
= −
∂y0
∂x3
+
∂y1
∂x2
−
∂y2
∂x1
+
∂y3
∂x0
Äîêàçàòåëüñòâî. Ñëåäñòâèå òåîðåìû 13.2. 
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Òåîðåìà 14.2. Îòîáðàæåíèå êâàòåðíèîíîâ
f(x) = x
èìååò ïðîèçâîäíóþ àòî
(14.9) ∂(x)(h) = −
1
2
(h+ ihi+ jhj + khk)
Äîêàçàòåëüñòâî. ßêîáèàí îòîáðàæåíèÿ f èìååò âèä
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

Èç ðàâåíñòâ (14.5) ñëåäóåò
(14.10)
∂00y
∂x
=
∂11y
∂x
=
∂22y
∂x
=
∂33y
∂x
= −
1
2
Èç ðàâåíñòâ (14.6), (14.7), (14.8) ñëåäóåò
(14.11)
∂ijy
∂x
= 0 i 6= j
àâåíñòâî (14.9) ñëåäóåò èç ðàâåíñòâ (6.7), (14.10), (14.11). 
Òåîðåìà 14.3. Ñîïðÿæåíèå êâàòåðíèîíîâ óäîâëåòâîðÿåò ðàâåíñòâó
x = −
1
2
(x+ ixi+ jxj + kxk)
Äîêàçàòåëüñòâî. Óòâåðæäåíèå òåîðåìû ñëåäóåò èç òåîðåìû 14.2 è ïðèìåðà
10.4. 
Òåîðåìà 14.4. Åñëè ìàòðèöà
(
∂yi
∂xj
)
ÿâëÿåòñÿ ÿêîáèàíîì óíêöèè x → y
òåëà êâàòåðíèîíîâ íàä ïîëåì äåéñòâèòåëüíûõ ÷èñåë, òî
∂y0
∂x0
∂y1
∂x0
∂y2
∂x0
∂y3
∂x0
∂y1
∂x1
∂y0
∂x1
∂y3
∂x1
∂y2
∂x1
∂y2
∂x2
∂y3
∂x2
∂y0
∂x2
∂y1
∂x2
∂y3
∂x3
∂y2
∂x3
∂y1
∂x3
∂y0
∂x3

=

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1


∂00y
∂x
−
∂32y
∂x
−
∂13y
∂x
−
∂21y
∂x
∂11y
∂x
−
∂23y
∂x
−
∂02y
∂x
−
∂30y
∂x
∂22y
∂x
−
∂10y
∂x
−
∂31y
∂x
−
∂03y
∂x
∂33y
∂x
−
∂01y
∂x
−
∂20y
∂x
−
∂12y
∂x

Äîêàçàòåëüñòâî. Ñëåäñòâèå òåîðåìû 13.3. 
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