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In this work we show that we can obtain dual equivalent actions following the symplectic formalism
with the introduction of extra variables which enlarge the phase space. We show that the results
are equal as the one obtained with the recently developed gauging iterative Noether dualization
method (NDM). We believe that, with the arbitrariness property of the zero mode, the symplectic
embedding method (SEM) is more profound since it can reveal a whole family of dual equivalent
actions. We illustrate the method demonstrating that the gauge-invariance of the electromagnetic
Maxwell Lagrangian broken by the introduction of an explicit mass term and a topological term can
be restored to obtain the dual equivalent and gauge-invariant version of the theory.
PACS numbers: 11.15.-q,11.10.Ef,11.30.Cp
I. INTRODUCTION
Duality is an useful concept in field theory and sta-
tistical mechanics since there are very few analytic tools
available for studying non-perturbative properties of sys-
tems with many degrees of freedom.
Recently, the so-called gauging iterative Noether dual-
ization method [1] has been shown to thrive in establish-
ing some dualities between models [2, 3, 4]. This method
is based on the traditional concept of a local lifting of a
global symmetry and may be realized by an iterative em-
bedding of Noether counterterms. However, this method
provides a strong suggestion of duality since it has been
shown to give the expected result in the paradigmatic
duality between the so-called self-dual model [5] and the
Maxwell-Chern-Simons theory in three dimensions dual-
ity. This correspondence was first established by Deser
and Jackiw [6] and using a parent action approach [7].
At the same time, we know that in the literature there
are several schemes to reformulate noninvariant mod-
els as gauge theories. Some constraint-conversion for-
malisms, based on Dirac’s method [8, 9, 10, 11, 12], were
developed following Faddeev’s idea of phase-space ex-
tension with the introduction of auxiliary variables [13].
Among them, the BFFT [14, 15] and the iterative [16, 17]
methods were powerful enough to be successfully applied
to a great number of important physical models. Al-
though these techniques share the same conceptual basis
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[13] and follow Dirac’s framework [8, 9, 10, 11, 12], these
constraint-conversion methods were implemented follow-
ing different directions. Historically, both BFFT and the
iterative methods were to deal with linear systems such as
chiral gauge theories [16, 17, 18, 19] in order to eliminate
the gauge anomaly that hampers the quantization pro-
cess. In spite of the great success achieved by these meth-
ods, they have an ambiguity problem [20]. This problem
naturally arises when the second-class constraint is con-
verted into a first-class one with the introduction of WZ
variables. Due to this, the constraint conversion process
may become a hard task. [20].
The symplectic embedding method [26] is not affected
by this ambiguity problem. It has the great advantage of
being a simple and direct way of choosing the infinitesi-
mal gauge generators of the built gauge theory. This give
us a freedom to choose the content of the embedded sym-
metry according to our necessities. This feature makes
possible a greater control over the final Lagrangian. This
method can avoid the introduction of infinite terms in
the Hamiltonian of embedded non-commutative and non-
Abelian theories. This can be accomplished because the
infinitesimal gauge generators are not deduced from pre-
vious unclear choices. Another related advantage is the
possibility of doing a kind of general embedding, that
is, instead of choosing the gauge generators at the begin-
ning, one can leave some unfixed parameters with the aim
of fixing them later, when the final Lagrangian has being
achieved. Although one can reach faster the final theory
fixing such parameters as soon as possible, this path is
more interesting in order to study the considered theory,
and it is helpful if the desired symmetry is unknown, but
some aspects of the Lagrangian are wanted.
We should mention that this approach to embedding
is not dependent on any undetermined constraint struc-
ture and also works for unconstrained systems. This is
2different from all the existent embedding techniques that
we use to convert [14, 15, 16, 17], project [27] or reorder
[28] the existent second-class constraints into a first-class
system. This technique on the other hand only deals
with the symplectic structure of the theory so that the
embedding structure does not rely on any pre-existent
constrained structure.
In [26] two of us demonstrated that the SEM does
not change the physical contents originally present in
the theory computing the energy spectrum. This tech-
nique follows Faddeev’s suggestion [13] and is set up on a
contemporary framework to handle noninvariant models,
namely, the symplectic formalism [29, 30, 31, 32].
The purpose of the present paper is to study a version
of the Maxwell Lagrangian density modified by the in-
troduction of an explicit mass term and of a topological
term [33, 52].
In [52] Carroll, Field and Jackiw analyzed the conse-
quences of introducing an explicit mass term and a topo-
logical term in the electromagnetic Maxwell Lagrangian.
The action introduced was,
L [Aµ] = −
β
4
FµνF
µν +
m2
2
AµA
µ + LCS [Aµ] , (1)
where LCS is a four-dimensional version of the Chern-
Simons (CS) action, which couples the dual electromag-
netic tensor to an external four-vector p,
LCS [Aµ] = −
1
4
pαAβǫ
αβµνFµν . (2)
This modification, which couples the electromagnetic
field to a “constant” external four-vector pα, violates the
Lorentz invariance and parity, while preserving gauge in-
variance.
Some authors have explored the physical aspects of this
model [21, 22, 24]. As a theory for a modified electro-
magnetism it has been shown that the vacuum becomes
a birefringent media, and it was realized that this ef-
fect could be used to set limits in the magnitude of the
Lorentz violating vector pµ. In [52] only a time-like pµ
was considered and it was argued that astrophysical ob-
servations of polarized light and geomagnetic data seems
to rule out a non-vanishing magnitude of pµ in this case.
For the space-like case, astronomical observations [23]
were used to argue in favor of a non-vanishing value of
the magnitude of pµ but the results has been disputed
[25].
Discussions concerning the consistence of the quantum
field theory (QFT) defined by (1) as a function of the
Lorentz character of pµ has also been carried out [21, 22].
It was noted that a time-like pµ gives rise to a QFT for
which unitarity and microcausality cannot be satisfied
simultaneously. On the other hand it seems that a con-
sistent QFT can be defined for a space-like pµ.
So, the construction of dual equivalent and a gauge-
invariant version of the Maxwell modified theory, Eq.(1),
will be accomplished in the symplectic framework. The
SEM introduces extra variables which enlarge the phase
space [26] furnishing a dual equivalent action of the first
one, and, furthermore restore the gauge-invariance of the
theory.
It is important to notice that more than one WZ sym-
metry will be unveiled (see [34] for a review), showing
that the studied model does not have a unique WZ gauge-
invariant description [35], but a family of dynamically
equivalent WZ gauge-invariant representations. This can
allow an interesting discussion concerning both obvi-
ous symmetry (phase symmetry) and hidden symmetry
(Galileo antiboost invariance) of the studied model. For
example, the additional symmetries found in [36] were in-
vestigated in [34] from the symplectic embedding point of
view. Indeed, the global status of these symmetries will
be lifted to local. We believe that this property of un-
veiling a whole family of symmetries and consequently a
whole family of equivalent actions is the great advantage
of the SEM in comparison with NDM.
In order for this work to be self-sustained, it is orga-
nized as follows: In section II, we review the main steps,
using the NDM, to obtain the dual equivalent action to
the Maxwell-Chern-Simons theory [33]. In section III,
we present a brief review of the symplectic embedding
formalism. In section IV, the Maxwell-Chern-Simons
(MCS) theory will be analyzed from the symplectic point
of view [29, 30, 31, 32]. Here, the Dirac brackets among
the fields will be computed. In section V, the SEM will
be used and, as a consequence, the gauge-invariant/dual
equivalent version of the MCS theory will be obtained. In
the last section, we present our concluding observations
and final comments.
II. THE NOETHER DUALIZATION METHOD
In recent papers [1, 2, 3, 4, 33] an alternative way
to establish dual equivalences between gauge and non-
gauge theories has been proposed that is based on the lo-
cal lifting of the global symmetries present in the gauge
action. This is accomplished by iteratively incorporat-
ing counter-terms into the action depending on powers
of the so-called Euler vectors. These last ones are de-
fined by the independent variations of the action, whose
kernel gives the equations of motion, along with a set of
auxiliary fields. The resulting embedded theory is dy-
namically equivalent to the original one. This gauge
embedding approach has been applied to the case of
the three-dimensional non-Abelian self-dual action which
was proved to be equivalent to the Yang-Mills-Chern-
Simons theory for the full range of values of the coupling
constant and not only on the weak coupling regime. This
alternative approach to dual transformation that is di-
mensionally independent and sufficiently general to em-
body both Abelian and non-Abelian symmetries is used
to analyze the dual equivalence of certain actions with dy-
namical couplings with both fermionic and bosonic mat-
ter fields.
Now we will follow the main steps in [33] concern-
3ing the dualization of the massive Maxwell-Chern-Simons
Lagrangian in four dimensions through NDM. The MCS
action is given by,
L(0) =
−β
4
FµνF
µν +
m2
2
AµA
µ −
1
4
pαAβǫ
αβµνFµν . (3)
and the respective gauge symmetry is,
Aα → Aα + ∂αη, δAα = ∂αη . (4)
With the first variation of this Lagrangian,
δL(0)[Aµ] =
(
m2Aµ + β(∂
νFνµ)− ǫαβνµp
α(∂βAν)
)
∂µη ,
(5)
the Noether current can be computed as
Jµ = m
2Aµ + β(∂
νFνµ)− ǫαβνµp
α(∂βAν) , (6)
and the first iterated Lagrangian was obtained introduc-
ing an auxiliary field B, L(1) = L(0) − JB. Following
the NDM procedure we see that the B field transforms
as,
δ Bµ = δ Aµ = ∂µη, (7)
then
δ L(1) = −(δ Jµ)B
µ. (8)
We have also that,
δ Jµ = m
2δ Aµ = m
2(∂µη). (9)
Substituting this back, we have that the second iterated
Lagrangian is,
L(2) = L(1) +
m2
2
BµB
µ . (10)
Using (8) and (9), the total variation vanishes, i.e.,
δL(2) = 0, and the final form of this action is,
L(2) =
−β
4
FµνF
µν +
m2
2
AµA
µ −
1
4
pαAβǫ
αβµνFµν
−
(
m2Aµ + β(∂
νFνµ)− ǫαβνµp
α(∂βAν)
)
Bµ
+
m2
2
BµB
µ , (11)
where, solving for B the equation of motion is,
− J +m2B = 0 . (12)
Substituting this result in (11), we obtain the gauge in-
variant/dual equivalent theory,
L =
β
4
FµνF
µν +
1
2
ǫαβνµp
α(∂βAν)Aµ
−
1
2m2
(
ǫαβνµp
α(∂βAν)
)2
(13)
−
β2
2m2
(∂µF
µν)2 +
β
m2
ǫαβνµp
α(∂βAν)(∂ρF
ρµ) .
We can see that in the limit β = 0, the action (13) is a
kind of parent action for this duality, this is a frequent be-
havior of NDM. We can see it readily, noting that the last
iterated Lagrangian (11) is precisely the so-called parent
action. Namely, by varying this with respect, first to A
and second to B, the actions (13) and (3) are obtained
[33, 37].
This shows us that this duality is analogous to the one
in three dimensions between the Self-Dual model (SD)
and the Maxwell-Chern-Simons (MCS). If we choose the
external vector pµ to coincide with an (spacial) element
of the space-time, and writing the fields in components,
one may verify that the action reduces to the SD action
in three dimensions and the action (3) coincides with the
MCS one. The duality is preserved in D = 4.
III. THE SYMPLECTIC EMBEDDING
METHOD
In this section, we briefly review the symplectic em-
bedding technique that restore the gauge symmetry.
This technique follows the Faddeev-Shatashivilli’s sug-
gestion [13] and is set up on a contemporary framework
to handle constrained models, the symplectic formalism
[29, 30, 31, 32].
In order to systematize the symplectic embedding for-
malism, we consider a general noninvariant mechani-
cal model whose dynamics is governed by a Lagrangian
L(ai, a˙i, t), (with i = 1, 2, . . . , N), where ai and a˙i are the
space and velocities variables, respectively. Notice that
this model does not result in the loss of generality nor
physical content. Following the symplectic method the
zeroth-iterative first-order Lagrangian one-form is writ-
ten as
L(0)dt = A
(0)
θ dξ
(0)θ − V (0)(ξ)dt, (14)
and the symplectic variables are
ξ(0)θ =
{
ai, with θ = 1, 2, . . . , N
pi, with θ = N + 1, N + 2, . . . , 2N,
(15)
where A
(0)
θ are the canonical momenta and V
(0) is the
symplectic potential. From the Euler-Lagrange equations
of motion, the symplectic tensor is obtained as
f
(0)
θβ =
∂A
(0)
β
∂ξ(0)θ
−
∂A
(0)
θ
∂ξ(0)β
. (16)
When the two-form f ≡ 12fθβdξ
θ ∧ dξβ is singular, the
symplectic matrix (16) has a zero-mode (ν(0)) that gener-
ates a new constraint when contracted with the gradient
of the symplectic potential,
Ω(0) = ν(0)θ
∂V (0)
∂ξ(0)θ
. (17)
4This constraint is introduced into the zeroth-iterative La-
grangian one-form Eq.(14) through a Lagrange multiplier
η, generating the next one
L(1)dt = A
(0)
θ dξ
(0)θ + dηΩ(0) − V (0)(ξ)dt,
= A(1)γ dξ
(1)γ − V (1)(ξ)dt, (18)
with γ = 1, 2, . . . , (2N + 1) and
V (1) = V (0)|Ω(0)=0,
ξ(1)γ = (ξ(0)θ, η), (19)
A(1)γ = (A
(0)
θ ,Ω
(0)).
As a consequence, the first-iterative symplectic tensor is
computed as
f
(1)
γβ =
∂A
(1)
β
∂ξ(1)γ
−
∂A
(1)
γ
∂ξ(1)β
. (20)
If this tensor is nonsingular, the iterative process stops
and the Dirac’s brackets among the phase space variables
are obtained from the inverse matrix (f
(1)
γβ )
−1 and, con-
sequently, the Hamilton equation of motion can be com-
puted and solved, as discussed in [38]. It is well known
that a physical system can be described at least clas-
sically in terms of a symplectic manifold M . From a
physical point of view, M is the phase space of the sys-
tem while a nondegenerate closed 2-form f can be iden-
tified as being the Poisson bracket. The dynamics of the
system is determined just specifying a real-valued func-
tion (Hamiltonian) H on the phase space, i.e., one of
these real-valued function solves the Hamilton equation,
namely,
ι(X)f = dH, (21)
and the classical dynamical trajectories of the system in
the phase space are obtained. It is important to men-
tion that if f is nondegenerate, Eq. (21) has an unique
solution. The nondegeneracy of f means that the linear
map ♭ : TM → T ∗M defined by ♭(X) := ι(X)f is an
isomorphism, due to this, the Eq.(21) is solved uniquely
for any Hamiltonian (X = ♭−1(dH)). On the contrary,
the tensor has a zero-mode and a new constraint arises,
indicating that the iterative process goes on until the
symplectic matrix becomes nonsingular or singular. If
this matrix is nonsingular, the Dirac’s brackets will be
determined. In Ref. [38], the authors consider in de-
tail the case when f is degenerate, which usually arises
when constraints are presented in the system. In which
case, (M, f) is called the presymplectic manifold. As a
consequence, the Hamilton equation, Eq. (21), may or
may not possess solution, or possess nonunique solutions.
Oppositely, if this matrix is singular and the respective
zero-mode does not generate a new constraint, the sys-
tem has a symmetry.
After this brief introduction, the SEM will be system-
atized. The main idea of this embedding formalism is
to introduce extra fields into the model in order to ob-
struct the solutions of the Hamiltonian equations of mo-
tion. It begins with the introduction of two arbitrary
functions dependent on the original phase space and of
WZ’s variables, namely, Ψ(ai, pi) and G(ai, pi, η), into
the first-order Lagrangian one-form as follows
L˜(0)dt = A
(0)
θ dξ
(0)θ +Ψdη − V˜ (0)(ξ)dt, (22)
with
V˜ (0) = V (0) +G(ai, pi, η), (23)
where the arbitrary function G(ai, pi, η) is expressed as
an expansion in terms of the WZ field, given by
G(ai, pi, η) =
∞∑
n=1
G(n)(ai, pi, η), G
(n)(ai, pi, η) ∼ η
n ,
(24)
and satisfies the following boundary condition
G(ai, pi, η = 0) = 0. (25)
The symplectic variables were extended to also contain
the WZ variable ξ˜(0)θ˜ = (ξ(0)θ, η) (with θ˜ = 1, 2, . . . , 2N+
1) and the first-iterative symplectic potential becomes
V˜ (0)(ai, pi, η) = V
(0)(ai, pi) +
∞∑
n=1
G(n)(ai, pi, η). (26)
In this context, the new canonical momenta are
A˜
(0)
θ˜
=
{
A
(0)
θ , with θ˜ =1,2,. . . ,2N
Ψ, with θ˜= 2N + 1
(27)
and the new symplectic tensor, given by
f˜
(0)
θ˜β˜
=
∂A˜
(0)
β˜
∂ξ˜(0)θ˜
−
∂A˜
(0)
θ˜
∂ξ˜(0)β˜
, (28)
that is
f˜
(0)
θ˜β˜
=
(
f
(0)
θβ f
(0)
θη
f
(0)
ηβ 0
)
. (29)
The implementation of the symplectic embedding
scheme follows with two steps: the first one is addressed
to compute Ψ(ai, pi) while the second one is dedicated
to the calculation of G(ai, pi, η). In order to begin with
the first step, we impose that this new symplectic ten-
sor (f˜ (0)) has a zero-mode ν˜, consequently, we get the
following condition
ν˜(0)θ˜f˜
(0)
θ˜β˜
= 0. (30)
Note that, at this point, f becomes degenerate and, in
consequence, we introduce an obstruction to solve, in an
5unique way, the Hamilton equation of motion given in
Eq.(21). Assuming that the zero-mode ν˜(0)θ˜ is
ν˜(0) = (µθ 1 ) , (31)
and using the relation given in (30) together with (29),
we get a set of equations, namely,
µθf
(0)
θβ + f
(0)
ηβ = 0, (32)
where
f
(0)
ηβ =
∂A
(0)
β
∂η
−
∂Ψ
∂ξ(0)β
. (33)
Observe that the matrix elements µθ are chosen in or-
der to disclose a desired gauge symmetry. Note that in
this formalism the zero-mode ν˜(0)θ˜ is the gauge symme-
try generator. At this point, it is worth to mention that
this characteristic is important because it opens up the
possibility to disclose the desired hidden gauge symmetry
from the noninvariant model. It awards to the symplec-
tic embedding formalism some power to deal with non-
invariant systems. From relation (30) some differential
equations involving Ψ(ai, pi) are obtained, Eq. (32), and
after a straightforward computation, Ψ(ai, pi) can be de-
termined.
In order to compute G(ai, pi, η) in the second step, we
impose that no more constraints arise from the contrac-
tion of the zero-mode (ν˜(0)θ˜) with the gradient of the po-
tential V˜ (0)(ai, pi, η). This condition generates a general
differential equation, which reads as
ν˜(0)θ˜
∂V˜ (0)(ai, pi, η)
∂ξ˜(0)θ˜
= 0, (34)
µθ
∂V (0)(ai, pi)
∂ξ(0)θ
+ µθ
∂G(1)(ai, pi, η)
∂ξ(0)θ
+ µθ
∂G(2)(ai, pi, η)
∂ξ(0)θ
+ . . . +
∂G(1)(ai, pi, η)
∂η
+
∂G(2)(ai, pi, η)
∂η
+ . . . = 0 ,
that allows us to compute all correction terms
G(n)(ai, pi, η) in order of η. Note that this polynomial
expansion in terms of η is equal to zero, consequently,
whole coefficients for each order in η must be null iden-
tically. In view of this, each correction term in order of
η is determined. For a linear correction term, we have
µθ
∂V (0)(ai, pi)
∂ξ(0)θ
+
∂G(1)(ai, pi, η)
∂η
= 0. (35)
For a quadratic correction term, we get
µθ
∂G(1)(ai, pi, η)
∂ξ(0)θ
+
∂G(2)(ai, pi, η)
∂η
= 0. (36)
From these equations, a recursive equation for n ≥ 2 is
proposed as
µθ
∂G(n−1)(ai, pi, η)
∂ξ(0)θ
+
∂G(n)(ai, pi, η)
∂η
= 0, (37)
that allows us to compute the remaining correction terms
in order of η. This iterative process is successively re-
peated until (34) becomes identically null, consequently,
the extra term G(ai, pi, η) is obtained explicitly. Then,
the gauge invariant Hamiltonian, identified as being the
symplectic potential, is obtained as
H˜(ai, pi, η) = V
(0)(ai, pi) +G(ai, pi, η), (38)
and the zero-mode ν˜(0)θ˜ is identified as being the gener-
ator of an infinitesimal gauge transformation, given by
δξ˜θ˜ = εν˜(0)θ˜, (39)
where ε is an infinitesimal parameter.
IV. THE SYMPLECTIC ANALYSIS
The study of both Lorentz and gauge invariance in
variations of Maxwell’s model is of strong theoretical
[39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51] and
experimental [52] interest and great relevance in practi-
cal applications as the quantum Hall effect [53, 54, 55]
and high-Tc superconductivity [56, 57].
In this section, the MCS theory in four dimensions will
be analyzed from the symplectic point of view. Let us
consider the massive Maxwell-Chern-Simons Lagrangian
in four dimensions [33, 52]
L = −
β
4
FµνF
µν +
m2
2
AµA
µ −
1
4
pαAβǫ
αβµνFµν , (40)
where p is an external four-vector. Now, following the
symplectic method the zeroth-iterative first-order La-
grangian one-form is written as
6L = πiA˙i + A0
(
∂iπi +m
2A0 +
1
4
piǫijkF
ik
)
+
1
2β
piAjπkǫ
ijk +
1
2β
πiπ
i −
β
4
FijF
ij −
1
2
m2A0A
0 +
1
2
m2AiA
i
+
1
8β
piAj
(
pjA
i − piA
j
)
−
1
4
p0AiǫijkF
jk , (41)
with the canonical momentum πi given by
πi = −βF0i −
1
2
pjAkǫijk
= −β
(
A˙i − ∂iA0
)
−
1
2
pjAkǫijk. (42)
The symplectic fields are ξ(0)α =
(
Ai, πi, A0
)
and the
zeroth-iterative symplectic matrix is
f (0) =

 0 −δij 0δji 0 0
0 0 0

 δ(x− y) (43)
which is a singular matrix. It has a zero-mode that gen-
erates the following constraint
Ω(x) = ∂iπ
i(x) +m2A0(x) +
1
4
piF jkǫijk, (44)
identified as being the Gauss law. Bringing back this
constraint into the canonical part of the first-order La-
grangian density L(0) using a Lagrangian multiplier (ζ),
the first-iterated Lagrangian density, written in terms of
the following symplectic fields ξ(1)α =
(
Ai, πi, A0, ζ
)
is
obtained as
L(1) = πiA˙i +Ωζ˙ +
1
2β
piAjπkǫ
ijk +
1
2β
πiπ
i −
β
4
FijF
ij −
1
2
m2A0A
0 +
1
2
m2AiA
i
+
1
8β
piAj
(
pjA
i − piA
j
)
−
1
4
p0AiǫijkF
jk. (45)
The first-iterated symplectic matrix is obtained as being
f (1) =

0 −δijδ(x− y) 0 fAiζ
δji δ(x − y) 0 0 ∂
y
i δ(x− y)
0 0 0 m2δ(x − y)
fζAj −∂
y
j δ(x− y) −m
2δ(x − y) 0


(46)
where
fAiζ = −
1
2
pn∂my δ(x− y)ǫnim. (47)
This matrix is nonsingular and, as settle by the symplec-
tic formalism, the Dirac brackets among the phase space
fields are acquired from the inverse of the symplectic ma-
trix, namely,
{Ai(x), Aj(y)}∗ = 0,
{Ai(x), πj(y)}∗ = δijδ(x− y),
{A0(x), Aj(y)}∗ =
1
m2
∂jxδ(x− y), (48)
{A0(x), πj(y)}∗ =
1
2m2
ǫlijpl∂
x
i δ(x− y).
As we said above, the basic symplectic analysis was
the first step of the SEM. The next step is to introduce
the WZ fields in order to proceed with the dualization.
This will be done in the next section.
V. THE DUAL EQUIVALENT MODEL
Now the phase space will be extended with the intro-
duction of the WZ fields. In order to start, we change
the Lagrangian, Eq. (41), introducing two arbitrary func-
tions ψ ≡ ψ
(
Ai, πi, A0, η
)
and G ≡ G
(
Ai, πi, A0, η
)
with
the WZ field, namely,
L˜(0) = πiA˙
i + ψη˙ − V˜ (0), (49)
where the symplectic potential is
V˜ (0) = −A0
(
∂iπi +m
2A0 +
1
4
piǫijkF
ik
)
−
1
2β
piAjπkǫ
ijk −
1
2β
πiπ
i +
β
4
FijF
ij +
1
2
m2A0A
0 −
1
2
m2AiA
i
7−
1
8β
piAj
(
pjA
i − piA
j
)
+
1
4
p0AiǫijkF
jk + G, (50)
and G is a function expressed as
G(Ai, πi, A0, η) =
∞∑
n=1
Gn with Gn ∝ ηn. (51)
The arbitrary function satisfies the following boundary
condition,
G
(
Ai, πi, A0, η = 0
)
= 0. (52)
The extended symplectic field are ξ˜(0) =
(
Ai, πi, A0, η
)
and the corresponding matrix is
f˜ (0) =


0 −δijδ(x− y) 0
δψ(y)
δAi(x)
δji δ(x − y) 0 0
δψ(y)
δpii(x)
0 0 0 δψ(y)
δA0(x)
− δψ(x)
δAj(y) −
δψ(x)
δpij(y) −
δψ(x)
δA0(y) 0

 .
(53)
This singular matrix has a zero-mode, which can be settle
conveniently as
ν˜ = ( ∂i 0 ∂0 1 ) . (54)
Contracting this zero-mode with the symplectic matrix
above, a set of differential equation can be obtained as∫
dx
(
δψ(y)
δAi(x)
)
= 0,∫
dx
(
δji ∂
x
j δ(x− y) +
δψ(y)
δπi(x)
)
= 0,∫
dx
(
δψ(y)
δA0(x)
)
= 0, (55)
∫
dx
(
−∂jx
δψ(x)
δAj(y)
− ∂0x
δψ(x)
δA0(y)
)
= 0.
After a straightforward computation, we get
ψ(x) = −∂iπi(x). (56)
Then, the Lagrangian becomes
L˜(0) = πiA˙
i − ∂iψiη˙ − V˜
(0) . (57)
After this point, we begin with the final step of the
symplectic embedding formalism. To this end, we im-
pose that the contraction of the zero-mode, Eq. (54),
with the gradient of the symplectic potential generates
an identically null result, namely,
∫
dy ν˜(0)(x)
δV˜ (0)(y)
δξ˜(0)(x)
= 0 . (58)
From this condition, the following general differential
equation is obtained,
∫
dy
[
∂ix
(
δV˜ (0)(y)
δAi(x)
)
+ ∂0x
(
δV˜ (0)(y)
δA0(x)
)
+ 1.
(
∞∑
n=1
δG(n)(y)
δη(x)
)]
= 0, (59)
where the relation given in (51) was used. This allows
the computation of the whole correction terms in order
of η. For linear correction term
(
G(1)(x)
)
, we get
G(1) =
[
1
2
pi∂jA0(x)ǫijl +
1
2
piF 0k(x)ǫilk − β∂
iFil(x) − m
2Al(x) +
1
4
p0F jk(x)ǫjkl −
1
2
p0∂jAiǫijl
]
∂lη
−
[
∂iπi(x) +m
2A0(x) +
1
4
piF jk(x)ǫijk
]
∂0η. (60)
For the quadratic correction term, we have∫
dy
[
∂ix
(
δG(1)(y)
δAi(x)
)
+ ∂0x
(
δG(1)(y)
δA0(x)
)
+1.
(
δG(2)(y)
δη(x)
)]
= 0, (61)
with the following solution,
G(2) = −
m2
2
∂iη∂
iη −
m2
2
∂0η∂
0η. (62)
Note that the second-order correction term has depen-
dence only on the WZ field, thus all the correction terms
G(n) for n ≥ 3 are null. Then, the gauge invariant first-
order Lagrangian density is given by
8L˜ = L +
[
m2Ak + β∂
0F0k + β∂
iFik − p
0∂iAjǫijk + p
iF j0ǫijk
]
∂kη +
[
m2A0 + β∂
iFio − p
i∂jAkǫijk
]
∂0η
+
m2
2
(
∂iη∂
iη + ∂0η∂
0η
)
, (63)
where L is given in (40). We may recognize the Noether
current in Eq.(63) as
Jk = m
2Ak + β∂
0F0k + β∂
iFik − p
0∂iAjǫijk + p
iF j0ǫijk,
J0 = m
2A0 + β∂
iFio − p
i∂jAkǫijk. (64)
So, we can write L˜ as
L˜ = L+ Jµ∂
µη +
m2
2
∂µη∂
µη. (65)
Solving for ∂µη we get that
Jµ +m
2∂µη = 0. (66)
Plugging this back into (65), we obtain the remarkable
gauge-invariant theory
L˜ =
β
4
FµνF
µν +
1
2
ǫαβνµp
α
(
∂βAν
)
Aµ −
1
2m2
[
ǫαβνµp
α
(
∂βAν
)]2
−
β2
2m2
[∂µF
µν ]
2
+
β
m2
ǫαβνµp
α
(
∂βAα
)
(∂ρF
ρµ) . (67)
which is the same result obtained in [33], using the NDM,
i.e., the action (67) is the dual equivalent to the action
(41). We see that as the zero-mode given in (54) is ar-
bitrary, any other zero-mode for the symplectic matrix
(54) will bring us a new dual equivalent action. We be-
lieve that this is one great advantage of the SEM when
we confront this with the NDM. Since our objective in
this work is to prove that the SEM can produce dual
equivalent actions as the NDM, we used the zero-mode
which reproduce the action obtained in [26], namely, the
Eq. (67).
To complete the comparison between both methods,
as well known from the symplectic formalism literature,
the zero-mode is the generator of the infinitesimal gauge
transformations, since Eq. (67) is also the gauge invari-
ant versions of (41). We believe that this constitute an-
other good point in favor for the SEM. So, using the
zero mode, Eq. (54), as the generator of the infinitesimal
gauge transformations given by δO = ǫν˜(0), we have
δAi = −∂iǫ,
δπi = 0,
δA0 = −∂0ǫ, (68)
δη = ǫ,
where ǫ is an infinitesimal time-dependent parameter.
VI. CONCLUSIONS
The investigation of how to obtain dual equivalent ac-
tions to systems with many degrees of freedom is quite
desirable since these systems live in a world permeated
with non-perturbative features that need special and dif-
ficult treatment.
The technique of symplectic embedding follows the
idea of Faddeev and Shatahvilli and is based on a con-
temporary framework that handles constrained models,
namely, the symplectic formalism. The effectiveness of
the method was demonstrated through several papers in
the literature and the positive points in favor of it are
many, as we described in the introduction.
We believe that the objective reached by this paper
was to prove another positive point of SEM, which was to
surpass the recently developed NDM method since SEM
show a deeper insight from the moment that a whole fam-
ily of dual equivalent actions can be disclosed. This can
be easily realized in the arbitrariness of the zero-mode,
which also results in another advantageous point since
the zero-mode is the generator of the infinitesimal gauge
transformation (Eq. (68)). We think that these proper-
ties compensate the additional calculation performed in
SEM in comparison with NDM.
To exemplify our conclusions we promote the dualiza-
tion of the gauge-invariant Maxwell theory modified by
the introduction of an explicit massive (Proca) term and
a topological but not Lorentz-invariant term [33, 52]. Af-
9terwards, this noninvariant theory was reformulated as a
gauge-invariant/dual equivalent theory via SEM where
the gauge-invariance broken was restored. This result
reproduces the version of the theory obtained in [33] via
NDM.
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