In this paper we prove global well-posedness for small initial data for the binaryternary Boltzmann equation. The binary-ternary Boltzmann equation provides a correction term to the classical Boltzmann equation, taking into account both binary and ternary interactions of particles, and could possibly serve as a more accurate description model for denser gases in non-equilibrium. To prove global well-posedness we use a Kaniel-Shinbrot iteration and related work to approximate the solution of the nonlinear equation by monotone sequences of solutions to appropriate linear problems. We show that the ternary operator allows consideration of softer potentials than the binary operator, consequently our solution to the ternary correction of the Boltzmann equation preserves all the properties of the binary interactions solution.
Introduction {sec:intro}
The classical Boltzmann equation
1)
{intro-binary} {intro-binary} describes the evolution of the probability density f of a dilute gas in non-equilibrium in R d , given an initial condition φ : R d × R d → R. The expression Q 2 (f, f ) at the right hand side of (1.1) is the binary collisional operator, which takes into account binary elastic interactions between particles, and is of quadratic order. For the exact format of the operator Q 2 that we are using in this paper, see (2.1). Equation (1.1) has been rigorously derived from finitely many particle dynamics for various intramolecular potentials e.g. for hard-spheres see [16, 7] and for short-range potentials see [15, 20, 7] .
On the other hand recently in [4] , a ternary Boltzmann equation for triplets of interacting particles been rigorously derived. It reads
where Q 3 (f, f, f ) is the ternary collisional operator which takes into account ternary interactions between particles, and is of cubic order. For the exact format of the operator Q 3 that we are using in this paper, see (2.15) .
In this paper, we consider a generalized Boltzmann equation which contains both binary and ternary operators: where Q 2 is given by (2.1) and Q 3 is given by (2.15) . This binary-ternary equation could serve as a correction to the classical Boltzmann equation (1.1) in the description of denser gases in nonequilibrium since it takes into account both binary and ternary interactions between particles. The derivation of this equation in the case of hard spheres is a work in progress [3] .
For the classical Boltzmann equation (1.1) itself, one way to obtain global well-posedness for small initial data is by utilizing an iterative scheme which constructs monotone upper and lower approximating sequences which converge to the global solution of (1.1). This has been carried out for the first time by Illner and Shinbrot [13] who were motivated by the work of Kaniel and Shinbrot [14] who showed local in time well-posedness for (1.1) following this program. Later, this work was extended to include wider range of potentials and to relax assumptions on initial data
The goal of this section is to present the precise statement of the main result of this paper. In order to do so, we first review the collisional operators in Subsection 2.1, introduce necessary notation and the notion of a solution in Subsection 2.2, and then state the main result in Subsection 2.3 (Theorem 2.6). 2.1.1. Binary collisional operator. The binary collisional operator is given by are the outgoing velocities after the binary interaction.
One can easily verify the binary energy-momentum conservation system is satisfied:
5)
ary cons of momentum} ary cons of momentum}
In fact it is not hard to show that, given v, v 1 ∈ R d , expression (2.4) gives the general solution of the system (2.5)-(2.6), parametrized by ω ∈ S d−1
1
. The factor B 2 in the integrand of (2.1) is referred as the binary interaction differential cross-section which depends on relative velocity u and the impact direction ω. It expresses the statistical repartition of binary interactions, and we assume it is of the form:
is the unitary vector in the direction of the relative velocity u and b 2 :
is the binary angular cross-section. It is worth mentioning that the case γ 2 ∈ (0, 1] corresponds to hard potentials, the case γ 2 ∈ (−d + 1, 0) corresponds to soft potentials and the case γ 2 = 0 corresponds to Maxwell molecules. We assume b 2 satisfies the following properties:
• b 2 is measurable and non-negative.
• b 2 satisfies the micro-reversibility condition 
dz. The ternary collisional operator is given by (see [4] for details): is the relative velocity of some colliding particles centered at x, x 1 , x 2 ∈ R d , with velocities v, v 1 , v 2 ∈ R d before the ternary interaction with respect to the impact directions vector are the outgoing velocities of the particles after the ternary interaction. It can be easily seen that if v * , v * 1 , v * 2 are given by (2.18) , the ternary energy-momentum conservation system v 
which is the ternary analog of the binary expression (2.7). Recalling u ∈ R 2d from (2.16) and writing
22)
st relative velocity} st relative velocity} it follows
(2.23)
Similarly, a symmetric argument shows |u * | 2 ≤ 3|u| 2 . Therefore
ary rel vel equation} ary rel vel equation} Also (2.18) implies that (see [4] ) . The term B 3 in the integrand of (2.15), depending on the relative velocity u ∈ R 2d and the impact directions vector ω ∈ S 2d−1 , is the ternary interaction differential cross-section, which describes the statistical repartition of ternary interactions. We assume B 3 takes the form
is the unitary vector in the direction of the relative velocity and b 3 :
is the ternary angular cross-section. We assume b 3 satisfies the following properties:
• b 3 is measurable and non-negative.
• b 3 satisfies the ternary micro-reversibility condition:
By a spherical change of coordinates, it is clear that the map
, and that the following bound holds:
In addition, relations (2.24) and (2.27) imply
(2.32) {pre-post ternary cros {pre-post ternary cros 2.1.3. Gain and loss operators. It turns out more convenient to study the more general collisional operators 
The binary-ternary operator Q 2 (f, g) + Q 3 (f, g, h) can be decomposed into a gain and a loss term as follows:
The binary gain and loss operators G 2 , L 2 are given respectively by
and are clearly bilinear. The ternary gain and loss operators L 3 , G 3 are given respectively by
and are clearly trilinear. Notice the loss term can be factorized as
and R 3 is the bilinear operator
otation and solution} 2.2. Some notation and the notion of a solution. Throughout the paper, the dimension d ≥ 2, the cross-section exponents
47)
{exponents} {exponents} appearing respectively in (2.9), (2.26), and the cut-offs constants W 2 , W 3 appearing respectively in (2.13), (2.31) will be fixed.
Functional spaces.
Let us introduce the functional spaces used in this paper. First, in order to point out the dependence in positions and velocities, we will use the notation:
We also define the sets of space-velocity functions: 
Same notation will hold for equality as well.
Given α, β > 0, we define the corresponding (non-normalized) Maxwellian M α,β :
We also define the corresponding Banach space of functions essentially bounded by M α,β as:
We also define the set of a.e. non-negative functions essentially bounded by M α,β as:
Given 0 < T ≤ ∞, we define the sets of time dependent functions
{positive functions of and given f, g ∈ F T , we will write f ≥ g iff f (t) ≥ g(t) for all t ∈ [0, T ). Same notation will hold for equalities as well.
Finally, we define the following subsets of functional spaces 
Notice that in definition (2.62), the supremum is taken with respect to all t ∈ [0, T ). We also write
Transport operator. We now define the transport operator which will be used in the rest of the paper. Let us recall from (2.50)-(2.51) the sets of functions:
Consider a positive time 0 < T ≤ ∞ (we can have T = ∞) and recall from (2.57)-(2.58) the sets of time dependent functions
n of transport minus} n of transport minus} Clearly, the operators # : F T → F T and −# : F T → F T are linear and invertible, in particular the following inversion formulas are satisfied:
(2.68)
of ineq under sharp} of ineq under sharp} 
72)
zmann gain loss form} zmann gain loss form} where the gain term G(f, f, f ) and the loss term L(f, f, f ) are given by (2.37)-(2.36) respectively.
Using notation from (2.65) and the chain rule, the initial value problem (2.72) can be formally be written as
(2.73) or transport} or transport} Motivated by (2.73), we aim to define solutions of (1.3) up to time 0 < T ≤ ∞, with respect to a given Maxwellian M α,β , where α, β > 0. 
and C d is an appropriate constant depending on the dimension d.
Then for any constants C in , C tot > 0 satisfying is necessary to show that the limit l of lower approximate solutions and the limit u of upper approximate solutions coincide and produce a solution of the nonlinear equation (1.3). For more details see (5.32)-(5.33) and (6.6). This assumption corresponds to large mean field path i.e. the transport phenomena dominate the interactions between particles.
Remark 2.9. Condition (2.77) is necessary for the beginning condition of the iteration to hold. Its appearance will become clear in (6.10). Notice that, given α > 0, we have
, thus (2.80) holds. Moreover, condition (2.77) clearly implies that
Properties of gain and loss operators ies of gain and loss}
In this section, we investigate some further properties of the gain and loss operators. First, we focus on their monotonicity properties and then we derive some necessary bounds for the transported operators.
3.1. Monotonicity of gain and loss operators. As we will see, the gain and loss operators are monotone when acting on non-negative functions. Moreover the integral of the gain is controlled by the integral of the loss and the corresponding operators coincide when acting on Maxwellians. Let us recall the loss operators L, L 2 , L 3 from (2.36)-(2.39), the gain operators G, G 2 , G 3 from (2.37)-(2.38) and the operators R, R 2 , R 3 from (2.44)-(2.46). In the following, saying that an operator is bilinear/trilinear, we mean it is linear in each argument, and saying it is monotone increasing, we mean it is increasing in each argument. For instance
tonicity proposition} Proposition 3.1. The following hold:
x,v , there hold the bounds:
(vi) Given α > 0, β > 0, the following identities hold:
where M α,β is given by (2.53).
Proof. Parts (i)-(iv) are immediate by linearity of the integral and positivity of the functions considered.
Proof of (v):
Therefore
. Recalling (2.32), we have
2) is proved. Let us now prove (3.3). By positivity and (2.37)-(2.36), we have Proof of (vi): Let α > 0, β > 0. We first prove (3.4) . We have
where to obtain (3.9), we use the conservation of energy under binary interaction (2.6). (3.4) is proved.
We now prove (3.5). We have
where to obtain (3.11), we use the conservation of energy under ternary interaction (2.20). (3.5) is proved.
We finally (3.6). By (2.37)-(2.36) and (3.4)-(3.5), we obtain
(3.6) is proved. The proof is complete.
3.2.
Properties of the transported gain and loss operators. Let us now investigate some monotonicity properties of the transported gain and loss operators and derive some necessary bounds. For convenience, we will write
,
and
, h(t)).
We will use similar notation for the operators G 2 , G 3 , L 2 , L 3 , R 2 , R 3 as well. It is straightforward to verify that for any f, g, h ∈ F + T , we have
For instance, let us prove (3.15). By (2.43) and (2.65), we obtain
One also obtains the following analog of Proposition 3.1:
Then the following hold:
There is a constant C > 0, such that for any f, g, h ∈ F + T , there hold the bounds:
Proof. It follows directly from Proposition 3.1 and Remark 2.1.
We now present a general convolution-type result, which will turn out to be essential for the control of the binary and the ternary collisional operators. 
Proof. We will rely on the elementary estimatê
26)
estimate on gaussian} estimate on gaussian} and, given q ∈ (0, 1], on the estimatê where to obtain (3.29), we use the estimates (3.26)-(3.28) for q = q 2 .
• q 2 ∈ (−d, 0]: Since q 2 ≤ 0, we havê
where to obtain (3.30) we use (3.26) , and to obtain (3.31) we use the assumption q 2 > −d.
(ii) We take separate cases for q 3 ∈ (−2d, 1]:
Therefore, Fubini's Theorem and estimates (3 
Notice that, given α > 0, β > 0, we have
Using Lemma 3.3 for q 2 = γ 2 and q 3 = γ 3 , we obtain some important estimates.
und on R tilde lemma}
such that the following hold:
, and for any t ∈ [0, T ), we have
Proof.
Proof of (i): Positivity follows immediately by the monotonicity of Recalling the fact that R(g, h) = R 2 (g) + R 3 (g, h), it suffices to prove the estimates (3.37)-(3.38).
Let us first prove (3.37). For a.e. (x, v) ∈ R 2d , we have
where to obtain (3.49) we use (2.9), (2.13), to obtain (3.50), we use (3.48), and to obtain (3.51), we use part (i) of Lemma 3.3 for q 2 = γ 2 and q 3 = γ 3 . Since the right hand side of (3.52) does not depend on x, we obtain (3.37).
Let us now prove (3.38). For a.e. (x, v) ∈ R 2d , we have
where to obtain (3.53) we use (2.26), (2.31), to obtain (3.54), we use (3.48), and to obtain (3.55), we use part (ii) of Lemma 3.3 for q 2 = γ 2 and q 3 = γ 3 . Since the right hand side of (3.56) does not depend on x, we obtain (3.38). Since Notice that bounds (3.40)-(3.46) are only with respect to the first argument f . Although this is not an issue in the binary case where the gain and loss collisional operators are symmetric with respect to the inputs in the L 1 -norm, the ternary collisional operator introduces some assymetry, as mentioned in the Introduction. In order to treat this assymetry, we need to derive estimates with respect to all three inputs of the ternary gain and loss collisional operators. This is achieved in the following extension of Lemma 3.4. 
Then, there is a constant C = C(d, β, γ 2 , γ 3 , W 2 , W 3 ) such that, for any permutation π : {1, 2, 3} → {1, 2, 3}, the following estimates hold for any t ∈ [0, T ): 
The claim comes from part (ii) of Lemma 3.4.
• Proof of (3.64): We will strongly rely on the elementary inequality: 
where to obtain (3.68) we use (2.31), to obtain (3.69), to obtain (3.70) we use the change of variables (v, v 1 ) → (v 1 , v), to obtain (3.71) we use (3.66) again, where to obtain (3.73) we use (3.67), and to obtain (3.74) we use part (ii) of Lemma 3.3.
• Proof of (3.65): Follows in a similar way to the proof of (3.64).
Estimates ( 
22
IOAKEIM AMPATZOGLOU, IRENE M. GAMBA, NATAŠA PAVLOVIĆ, AND MAJA TASKOVIĆ Then the following convergence holds:
78)
convergence in sharp} convergence in sharp} for some constants C (fn)n , C (gn)n , C (hn)n > 0. Thus 
• Proof of (3.80): We estimate where to obtain (3.82) we use bilinearity of L 2 and the triangle inequality, to obtain (3.83) we use (3.79), monotonicity and bilinearity of L # 2 , and to obtain (3.84) we use (3.57) from Lemma 3.5 and the fact that M α,β M α,β = 1. By (3.78) and the Dominated Convergence Theorem, each of the terms in (3.84) goes to zero as n → ∞ and (3.80) is proved.
• Proof of (3.81): We estimate where to obtain (3.82) we use trilinearity of L 3 and the triangle inequality, to obtain (3.86) we use • For the binary operators:
88) {bound on binary loss}
{bound on binary loss}
89) {bound on binary gain}
{bound on binary gain}
• For the ternary operators:
90) {bound on ternary loss
{bound on ternary loss • For the mixed operators:
Proof. Recalling K 2 d,β,γ2−1 and K 3 d,β,γ3−1 from (3.23), (3.25) respectively, we define
{K as a linear comb} {K as a linear comb}
Notice that since γ 2 , γ 3 ≤ 1, relations (3.23), (3.25) imply that K is given by (3.94).
Proof of (3.88)-(3.89): As mentioned above, these bounds were established for the soft potential case in [2] . Here we also treat the hard potential case. Since L # 2 , G # 2 are bilinear, we may assume without loss of generality that 
of norms loss binary} of norms loss binary}
100)
imate on binary loss} imate on binary loss} where K 2 d,β,γ2−1 is given by (3.23), to obtain (3.97) we use (2.13), to obtain (3.98) we use (3.96), to obtain (3.99) we use Lemma A.1 for n = d, x 0 = x, u 0 = u, and to obtain (3.100) we use part (i) of Lemma 3.3 for q 2 = γ 2 − 1, and the fact that γ 2 ≤ 1. Notice that we are able to use part (i) of Lemma 3.3 because γ 2 > −d + 1. Recalling (3.95), estimate (3.88) is proved.
To prove (3.89), we will use the identity
101)
ntity binary} ntity binary} which follows from the binary conservation of momentum and energy: 
|u| γ2 e −β(|v1| 2 +|v2| 2 )ˆ∞ 0 e −α|x−τ u| 2 dτ dv 1 dv 2 , (3.110) {vector notation ter l {vector notation ter l where to obtain (3.108) we use (2.31), to obtain (3.109) we use (3.107), and in (3.110) we use the notation
112)
und for ternary loss} und for ternary loss} where K 3 d,β,γ3−1 is given by (3.25) , to obtain (3.111) we use Lemma A.1 for n = 2d, x 0 = x, u 0 = u, and to obtain (3.112) we use part (ii) of Lemma 3.3 for q 3 = γ 3 − 1 and the fact that γ 3 ≤ 1. Notice that we are able to use part (ii) of Lemma 3.3 because γ 3 > −2d + 1. Recalling (3.95), estimate (3.90) is proved.
To prove (3.91), we will use the identity:
{identity ter} {identity ter} following from the ternary conservation of momentum and energy: 
rnary use of cut off} rnary use of cut off} The proof is complete.
An auxiliary linear problem {sec aux}
In this section we prove well-posedness for an auxiliary linear problem associated with the nonlinear equation (1.3) which will serve as the inductive step of the iteration scheme constructed in Section 5. More precisely, given some functions of time g, h, we show well-posedness up to time 0 < T ≤ ∞ of the linear problem 
. We say that a function f ∈ F + T with: For technical reasons, we first prove well-posedness of (4.1) under the additional assumptions 
is absolutely continuous and satisfies
5)
uarantee condition R} uarantee condition R} for some constant C g > 0 depending on g. We define f by 
Using the elementary inequality
Integrating (4.10), we obtain
. In particular, bound (4.11) implies that f is actually Lipschitz continuous.
Finally, by (4.3), (4.12), representation (4.6) and the Dominated Convergence Theorem, we conclude that f # is weakly differentiable and satisfies
iffeq linear} iffeq linear} thus it is a mild solution of (4.1).
Integrating (4.13), the Fundamental Theorem of Calculus and the fact that Using non-negativity of all terms involved in (4.14) and Fubini's Theorem, we obtain (4.4) and absolute continuity of f (t) L 1
x,v follows. The proof is complete.
Since the gain operator does not satisfy (4.3), it will be convenient to relax assumption (4.3) to
. As in [14] , the idea is to approximate φ, h # in the L 1 x,v -norm with a monotone sequence of solutions occurring from a repeated application of Lemma 4.4. We obtain the following well-posedness result:
Then, there exists a unique mild solution f of (4.1). In particular f # is given by It is clear that φ n , h n satisfy condition (4.3) for all n ∈ N and that 0 ≤ φ n ր φ as n → ∞, Then the Monotone Convergence Theorem yields that 
be the mild solution to the problem:
25)
problem n no sharps} problem n no sharps} constructed in Lemma 4.4. Let us note that Lemma 4.4 is applicable for all n ∈ N since φ n , h n satisfy (4.3). Hence, f # n satisfies: Also by (4.4), given t ∈ [0, T ), we have the bound
29)
{less than inf} {less than inf}
where to obtain (4.28)-(4.29) we use (4.20)-(4.21) and the fact that R # (g, g) ≥ 0 (by monotonicity of
Since the sequences (φ n ) n , (h # n (t)) n are increasing and non-negative for all t ∈ [0, T ), formula (4.27) implies that the sequence (f # n (t)) n is increasing for all t ∈ [0, T ). Let us define f # (t) := lim n→∞ f # n (t).
Clearly f ≥ 0. By the Monotone Convergence Theorem and bound (4.29) we obtain that f # (t) ∈ L 1,+ x,v , ∀t ∈ [0, T ). Then, the Dominated Convergence Theorem implies
nce f_n to f} nce f_n to f} Moreover, we have
{monotone convergence since R # (g, g)(t) ≥ 0 by monotonicity of R # and the fact that g ≥ 0. By the Monotone Convergence Theorem, we obtain
Therefore, for any t ∈ [0, T ), estimate (4.4), implieŝ L # (f n , g, g)(τ ) dτ
Since f # n satisfies (4.26), the Fundamental Theorem of Calculus and the fact that f # n ∈ C 0 ([0, T ), 
, f # is weakly differentiable and satisfies (4.2) . We conclude that f is a mild solution of (4.1). Moreover, since g ≥ 0, we may take the limit as n → ∞ in both sides of (4.27) to obtain (4.15) .
Uniqueness:
Since the problem is linear it suffices to show that if f is a solution of (4.1) with φ = 0 and h = 0, then f = 0.
Assume f is a mild solution of (4.1) with φ = 0 and h = 0 i.e. f ≥ 0, 
We claim the following:
. Proof of the claim: Fix any compact set K ⊆ R d × R d . By (4.42) and Fubini's Theorem, we obtain where to obtain (4.43) we use part (i) of Lemma 3.4 and to obtain (4.44) we use the fact that p γ2,γ3 is continuous and K is compact.
is continuous, thus (4.44) and Gronwall's inequality imply that f # (t) L 1 x,v (K) = 0, ∀t ∈ [0, T ). The claim is proved.
Consider now a sequence of compact sets (K m ) m ր R d × R d . By the claim above, we have
, we obtain f # = 0 and hence f = 0. Uniqueness is proved.
The following comparison Corollary comes immediately by the monotonicity of R # and representation (4.15) . 
Let f i , i ∈ {1, 2} be the corresponding unique solution of (4.1) with φ := φ i , g := g i and h := h i . Then f 1 ≤ f 2 .
Proof. We have g # 1 ≥ g # 2 ⇒ g 1 ≥ g 2 . By monotonicity of R # we obtain R # (g 1 , g 1 ) ≥ R # (g 2 , g 2 ). The claim then comes immediately by representation (4.15).
The iteration scheme {sec iteration}
In this section, we present an iteration scheme which will then be used as the heart of the construction of a global solution in Section 6. This scheme is motivated by the works of [13, 14] . However the presence of the ternary collisional operator, in addition to the binary collisional operator, required a modification of the original construction.
Let 0 < T ≤ ∞ and α, β > 0. Consider a function φ ∈ M + α,β and a pair of functions
x,v ). Applying Proposition 4.5 with h being either G(l 0 , l 0 , l 0 ) or G(u 0 , u 0 , u 0 ), we find unique functions l 1 , u 1 such that l 1 is the mild solution of:
{diffeq for loss n=1}
{initial condition for and u 1 is the mild solution of: 
Then we conclude the following:
(i) There are unique sequences (l n ) n , (u n ) n such that, for any n ∈ N, l n is the mild solution to the problem: dl n dt + v · ∇ x l n = G(l n−1 , l n−1 , l n−1 ) − L(l n , u n−1 , u n−1 ), (5.6) {diffeq for loss n} {diffeq for loss n} l n (0) = φ, (5.7) {initial condition for {initial condition for and u n is the mild solution to the problem du n dt + v · ∇ x u n = G(u n−1 , u n−1 , u n−1 ) − L(u n , l n−1 , l n−1 ), (5.8) Moreover, for any n ∈ N, we have
x,v ), and the following integral equations are satisfied:
The limits l, u coincide i.e. u = l.
(iv) Let us define f := l = u. Then f is a mild solution of the binary-ternary Boltzmann equation
Proof. (i): We will construct sequences (l n ) n , (u n ) n satisfying (5.6)-(5.10) inductively.
• n = 1: l 1 , u 1 satisfy (5.6)-(5.9) for k = 1 by assumption. Moreover (5.10) reduces for k = 1 to the assumption (5.5). • Assume we have constructed l 1 , ..., l n−1 , u 1 , ..., u n−1 satisfying (5.6)-(5.9) and
Let l n , u n be the mild solutions of (5.6)-(5.7), (5.8)-(5.9) for k = n respectively , given by Proposition 4.5. Having in mind (5.13) , in order to prove (5.10), it suffices to show
icient condition k=n} icient condition k=n}
Fix any t ∈ [0, T ). Then (5.13) and Proposition 3.2, which gives monotonicity of G # , yield that for any t ∈ [0, T ), we have 
, we obtain l # n ≤ u # n , and using it for 14) is proved and the claim follows.
(ii): To prove convergence, notice that (5.10) implies that, for any t ∈ [0, T ), the sequence (l # n (t)) n is increasing and upper bounded and the sequence (u # n (t)) n is decreasing and lower bounded, thus they are convergent. Let us define Moreover, since for any t ∈ [0, T ) we have
as n → ∞, Lemma 3.6 implies that for any t ∈ [0, T ), we have L # (l n , u n−1 , u n−1 )(t) Similarly since for any t ∈ [0, T ), we have
Lemma 3.6 implies that for any t ∈ [0, T ), we have G # (l n−1 , l n−1 , l n−1 )(t) (iii): Since l # n ≤ u # n by (5.10), letting n → ∞, we obtain
{l leq u} {l leq u} Subtracting (5.11) from (5.12) and using (5.25) and the triangle inequality, we obtain
Let us estimate the right hand side of (5.26). Recalling (2.37) triangle inequality yieldŝ
rst triangle on gain} rst triangle on gain} Bilinearity of G # 2 , and triangle inequality yield where to obtain (5.28) we use (3.91) from Proposition 3.7, and to obtain (5.29) we use the right hand side inequality of (5.25). where to obtain (5.30) we use (3.91) from Proposition 3.7, and to obtain (5.31) we use relation (5.25) .
Trilinearity of G # 3 and triangle inequality yield
Notice that the right hand side inequality of (5.5) yields Here is where condition (2.75) will be essential. By (5.32), (2.75), we have
Combining (5.27), (5.29), (5.31) and (5.33), we obtain 
which is equivalent to The proof is complete.
6. Global well-posedness for small initial data {sec: gwp}
In this final section, we prove the main result of this paper, stated in Theorem 2.6, which gives global well-posedness of (1.3) for small initial data in the interval [0, T ), where 0 < T ≤ ∞. To prove this result we will use the results of Section 4, Section 5 and Proposition 3.7.
For convenience, let us first give the following definition Definition 6.1. Let 0 < T ≤ ∞, β > 0, let K be the constant given in (3.94) and let α > 0 large enough such that (2.75) holds. Consider φ ∈ M + α,β and (l # 0 , u # 0 ) ∈ M + α,β × M + α,β . The sequences (l # n ) n , (u # n ) n constructed in Proposition 5.1 are called approximating sequences generated by φ and (l # 0 , u # 0 ).
Proof of Theorem 2.6
Let 0 < T ≤ ∞, β > 0, K be the constant given in (3.94), α > 0 satisfying (2.75), constants C in , C tot > 0 satisfying (2.77) and φ ∈ M + α,β satisfying (2.78).
Existence: To prove existence of a mild solution to (1.3), notice that Proposition 5.1 implies it suffices to prove the following claim: where to obtain (6.7), we use representation (6.3) and Proposition 3.7, to obtain (6.8) we use the fact φ M α,β ≤ C in , u # 0 = C tot M α,β , to obtain (6.9) we use (6.6), to obtain (6.10) we use (2.77), and to obtain (6.11) we use the fact u # 0 = C tot M α,β again. Estimate (6.5) is proved. We conclude that if φ M α,β ≤ C in , the beginning condition (5.5) is satisfied and the claim is proved. Existence of a mild solution to (1.3) follows.
Uniqueness:
Given a mild solution f of (1.3) satisfying (2.79), inspired by an argument in [14] , we proceed by first showing that it can be squeezed in between certain approximating sequences (l # n ) n , (u # n ) n .
More precisely, let (l # 0 , u # 0 ) be given by (6.1). Consider the approximating sequences (l # n ) n , (u # n ) n generated by φ and (l # 0 , u # 0 ). Let f be a mild solution of (1.3) satisfying (2.79). We claim that l # n (t) ≤ f # (t) ≤ u # n (t), ∀t ∈ [0, T ), ∀n ∈ N ∪ {0}. We prove claim (6.12) by induction. For k = 0, the claim follows immediately from the assumption (2.79). Assume the claim holds for k = n − 1 i.e. l # n−1 (t) ≤ f # (t) ≤ u # n−1 (t), ∀t ∈ [0, T ). Recall that l # n and u # n satisfy:        dl # n dt + L # (l n , u n−1 , u n−1 ) = G # (l n−1 , l n−1 , l n−1 ), l # n (0) = φ. For instance, to obtain the left inequality, we use Corollary 4.6 with f 1 = l n , g 1 = u n−1 , h 1 = G(l n−1 , l n−1 , l n−1 ) and f 2 = g, g 2 = f , h 2 = G(f, f, f ). But notice that since f solves (2.74), it is a mild solution of (6.14) as well. By uniqueness for the problem (6.14), we obtain f = g and (6.12) follows by (6.18) .
Consider now two mild solutions f and f of (2.74) satisfying (2.79). Claim (6.12) implies that
19)
ineq on one solution} ineq on one solution} But by the assumption (2.78) and part (i), the beginning condition (5.5) is satisfied. Therefore, part (iii) of Proposition 5.1 implies that the sequences (l # n (t)) n , (u # n (t)) n converge in M α,β to a common limit. Therefore by (6.19)- (6.20) , we obtain f # (t) = f # (t), for all t ∈ [0, T ), thus f = f . Uniqueness is proved.
Appendix A. Auxiliary calculations
In this appendix we present an auxiliary calculation which is useful in the proof of Proposition 3.7.
{time lemma} Lemma A.1. Let n ∈ N, x 0 , u 0 ∈ R n , with u 0 = 0 and α > 0. Then, the following estimate holdŝ Estimate (A.1) is proved.
