In this paper, a learning model for binary and multiclass classification based on local modeling and Information Theoretic Learning (ITL) is described. The training algorithm for the model works on two stages: first, a set of nodes are placed on the frontiers between classes using a modified clustering algorithm based on ITL. Each of these nodes defines a local model. Second, several one-layer neural networks, associated with these local models, are trained to locally classify the points in its proximity. The method is successfully applied to problems with a large amount of instances and high dimension like intrusion detection and microarray gene expression.
Introduction
Pattern classification in highly non-linear and multimodal problems has been a challenge for machine learning algorithms through the years. Several previous researchers [28] have analyzed the difficulties found when facing these kinds of problems by both classical statistical classifiers (such as Fisher Linear Discriminant [20] and its variations) and machine learning methods (such as artificial neural networks [4] and decision trees like ID3 [46] or C4.5 [47] ). Over the last years, more sophisticated models have come out. These models try to mitigate the weaknesses of classical algorithms in order to being able to deal with more complex classification I. Porto-Díaz (B) · D. Martínez-Rego · A. Alonso-Betanzos · O. Fontenla-Romero Department of Computer Science, Facultade de Informática, University of A Coruña, Campus de Elviña s/n, Coruña, Spain e-mail: iporto@udc.es problems. One of the latest and more well-known approaches are Support Vector Machines (SVMs) [13] . These models convert a complex non-linear, non-separable problem into a linear problem, by means of a transformation to a higher dimensional space.
Most classifiers are global methods. A global method attempts to solve a problem by means of adjusting a single model for the whole feature space. However, there exists another approach to the classification problem, the combination of classifiers [30] . This is a relatively recent technique that can be considered a meta-algorithm in the sense that it combines a set of component classifiers in order to obtain a more precise and stable model. The two most important strategies to combine classifiers are fusion and selection. On fusion of classifiers, each of the classifiers has knowledge of the totality of the feature space. On the other hand, on selection of classifiers, each classifier knows only a part of the feature space.
The methods based on fusion of classifiers are also known as ensemble methods. The most popular strategies are Boosting, Bagging and Stacking:
-Boosting is based on the question enunciated by Kearns [27] : "can a set of weak learners create a single strong learner?" They consist of training several weak classifiers iteratively and adding them to a final strong classifier. After a weak learner is added, data are weighted: misclassified samples gain weight and correctly classified ones lose weight. In this manner, newly added weak learners focus more on previously misclassified samples. Algorithms of this family are, e.g. AdaBoost [22] and its variants AdaBoost.M1 and M2 [21] , and AdaBoostR [37] . -Bagging [8] randomly generates several data sets from the original one with replacement. The models are trained and combined using voting.
-Stacking [55] utilizes an extra classifier that learns to combine the outputs of the base classifiers in order to generate a common final output.
The methods based on selection of classifiers are also known as local methods. The idea of using different classifiers for different inputs was suggested by Dasarathy and Sheela [14] , who combined a linear classifier and a k-Nearest Neighbor (k-NN). Rastrigin [48] already proposed a methodology for selection of classifiers that is virtually similar to the one used these days. The philosophy of local methods consists of splitting up the feature space in several subspaces and adjusting a model for each of these subspaces. Each subproblem is supposed to be simpler than the original model and may be solved with simpler classification models, i.e. linear ones. In this manner, large and complex problems, like the ones dealt in this paper, are more approachable. Therefore, a correct division of the original problem is very important for the correct operation of the system. The most straightforward way of splitting up the data is a division in regular regions, which is posible, but it may happen that some of them contain few or no data at all. In order to insure that the regions always contain some patterns, it is usual to employ a clustering algorithm to split up the data [29, 35] .
In this paper, a local classification method called Frontier Vector Quantization based on Information Theoretic concepts (FVQIT) is presented. The algorithm performs classification based on the combination of neural networks by means of local modeling and techniques based on Information Theoretic Learning (ITL) [44] . ITL is a framework used to construct algorithms which is able to model information extracted from data. It has obtained analytically tractable cost functions for Machine Learning problems through the expression of classical Information Theory concepts such as divergence, mutual information, etc. in terms of Renyi's entropy and nonparametric Probability Density Function (PDF) estimators. These cost functions can substitute classical ones such as Mean Square Error (MSE) in widely known models such as linear filters, Multi-Layer Perceptron (MLP), etc. It can be proven that, using these cost functions, models are more robust to noise and able to obtain optimal parameters in a more accurate way in scenarios where Gaussianity of output noise cannot be assumed [44] . FVQIT is based on Vector Quantization using Information Theoretic concepts (VQIT) [31] , an information theoretic clustering algorithm that is able to distribute a set of nodes in such a way that mutual information between the nodes and the data set is maximized. The result of this self-organizing task can be subsequently used for clustering or quantization purposes.
There exist two versions of FVQIT, one for binary (twoclass) problems and the other one for multiclass problems. The method, in its binary version, has been applied to several high-dimensional problems, both in samples and features, such as intrusion detection [43] and binary microarray gene expression [41, 42] . Moreover, in this paper, the multiclass version of FVQIT has also been studied over several multiclass microarray gene expression data sets, and a comparative study with other classifiers has been carried out.
The rest of the paper is organized as follows. Section 2 describes the learning model and the training algorithm for the binary version of the method. Section 3 describes the multiclass version of FVQIT. In Sect. 4, the application of the binary version of the method to intrusion detection and microarray gene expression is exposed. Section 5 thoroughly exposes the study of the multiclass version of the method on the multiclass microarray gene expression problem. Finally, Sect. 6 states the conclusions extracted.
Learning model for binary classification problems
The binary version of the model utilizes supervised learning and is based on local modeling and ITL [36] . The method is composed of two stages. First, a set of nodes, which are points placed in the same space as data, are moved from their initial random positions to the frontier between classes. This part of the algorithm is a modification of VQIT algorithm [31] . Second, a set of local models, associated with the nodes, based on one-layer neural networks are trained using the efficient algorithm described in [10] , in such a way that a piecewise borderline between the classes is built. Therefore, the final system consists of a set of local experts, each of which will be trained to solve a subproblem of the original. In this manner, the method benefits from a finer adaptation to the characteristics of the training set. The following subsections describe both stages in detail.
Selection of local models
The VQIT algorithm, upon which FVQIT is based, was developed for vector quantization, that is, for representing a large data set with a smaller number of vectors in an appropriate way [31] . However, in our approach, the original algorithm has been modified in order to be able to build a piecewise representation of the borderline between classes in a classification problem. Therefore, the objective is placing a set of nodes on the frontier between the two classes, in such a way that each node will represent a local model.
The algorithm minimizes the energy function that calculates the divergence between the Parzen estimator of the distribution of data points and the estimator of the distribution of the nodes. Under this premise, a physical interpretation can be made. Both data points and nodes are considered two kinds of particles associated with a potential field. These fields induce repulsive and attractive interactions between particles, depending on its sign. In the original VQIT algorithm, data and nodes had different signs. In FVQIT, data In this manner, a series of forces converge upon each node. Training patterns of a class exert an attractive force on a node, and training patterns of the other class induce a repulsive force on it. Which class attracts and which class repels is decided using the Euclidean distance and k-NN [11] as a rule of thumb. The closest class to the node (called 'own class') repels it and the furthest one attracts it. These roles alternate during the iterations as nodes move. An example of the movement of a node until it reaches its stability point can be seen in Fig. 1 . Moreover, there exists a third force of repulsion between the nodes, which favors a better distribution, avoiding the accumulation of several nodes on a point.
In this context, the Parzen density estimators of the distribution of data points f (x) and nodes g(x) are:
where N is the number of data points, K is any kernel function, σ 2 f and σ 2 g are the variances of the kernel functions, x i ∈ n are data points, and w i ∈ n are the weights associated to the nodes.
The function of energy J (w) that calculates the divergence between the Parzen estimators is:
where f + (x) and f − (x) are the estimators of the distributions of data for each of the classes.
According to [45] , the first term of (2) is the information potential among data. Since data are stationary during the learning process, this term will not be considered from now on. The second and third terms are the crossed correlations between the distributions of data and nodes. The fourth term is the information potential of the nodes. Note that H (x) = − log g 2 (x) dx is the Renyi quadratic entropy of the nodes. Consequently, minimizing the divergence between f (x) and g(x) is equivalent to maximizing the sum of the entropy of the nodes and the cross-information potentials between the distribution of data and nodes.
Assuming this formulation, when the nodes are placed on the minimum of the energy function J (w), they are situated on a frontier area. Therefore, we utilize the gradient descent method to move the nodes toward such situation. To develop this, the derivative of (2) is calculated. For simplicity, the derivation of J (w) is divided in three parts: (a) calculation of the contribution of the data from the own class (the closest one), (b) calculation of the contribution of the data from the other class (the furthest one) and (c) calculation of the contribution of the interactions between nodes.
Developing the last three terms in (2):
-Data from the own class:
where M is the number of nodes, N + is the number of objects from the class of the node, x + i are the data from the own class, w j are the weights of the nodes and the covariance of the Gaussian after integration is
g . -Data from the other class:
where N − is the number of objects from the class of the node, x − i are the data from the other class, w j are the weights of the nodes and the covariance of the Gaussian after integration is σ 2 a = σ 2 f − + σ 2 g . -Interactions between nodes (entropy):
where w i and w j are the weights of the nodes.
The contributions to the gradient update for each of the previous terms in an iteration are:
where the term ∇C + denotes the derivative of C + with respect to w k .
-Data from the other class:
where the term ∇C − denotes the derivative of C − with respect to w k .
-Interactions between nodes (entropy):
where the term ∇V denotes the derivative of V with respect to w k .
Therefore, using Eqs. (6), (8) and (10), and through gradient descent, the weight update rule for the node w k becomes:
where n is the iteration and η is the step size.
As with self-organizing maps, a good starting point is to choose high-variance kernels and a large η parameter such that all particles interact with one another. This allows a fast distribution of nodes along the feature space. Gradually, in order to obtain stability and a smooth convergence, the variances of the kernels and the parameter η are decreased or annealed at each step.
Once FVQIT is trained, the nodes, ideally, will find themselves well distributed on the frontiers between classes. Each node defines a region, a local model in the feature space which is in charge of classifying the data inside. Those models are defined by proximity: the local model associated to each node is composed of the nearest points (according to Euclidean distance) in the feature space, independently of their class. Therefore, data from both classes could coexist in the same local model. Algorithm 1 summarizes the pseudocode of the training process of FVQIT.
The method employs several input parameters. Some of them can be assigned to a standard value or do not significantly affect the final performance of the method. The covariance matrices σ f and σ g are assigned to the covariance matrices of the patterns in the training set. This assignment is derived from the work in [31] and has obtained good results in the experiments in [36] . The parameter k of the k-NN rule does not present a great impact on performance as its effect when the nodes are near the frontier between classes is compensated due to the subsequent moves of the nodes. It may take any typical value between 1 and 10. The parameter η controls the magnitude of node movements in each learning step. With high values, a significant oscillation of the nodes in the first learning steps will be observed and it will take longer time to converge to a stable situation in the frontier. This parameter usually takes values in the interval [range(X )/2, range(X )], where range(X ) = abs(max(D) − min(D)) and X , the training set. η dec and σ dec control the smoothness of the convergence to the frontier. They may take a value in the interval (0, 1), although they typically take values close to 1 to ensure a smooth evolution. The maximum number of iterations p is a stopping condition added to the method. If a poor performance is observed, it can be increased to let the method converge to the frontier. The number of nodes M is usually selected using cross validation.
Adjustment of local models
In the first stage, a set of local models was constructed. Since each local model covers the closest points to the position of its associated node, the input space is completely filled, as input data are always assigned to a local model. In this second stage, the goal is to construct a classifier for each local model. This classifier will be in charge of classifying points in the region assigned to its local model and will be trained only with the points of the training set in this region.
As local modeling algorithms may suffer from temporal efficiency problems, caused by the process of training several local classifiers, we have decided to use a lightweight classifier. We have chosen one-layer neural networks, trained with the efficient algorithm presented in [10] , as it has proven suitable in [36] . This algorithm allows rapid supervised training for one-layer feed-forward neural networks. The key idea is to measure the error prior to the non-linear activation functions. In this manner, it is proven in [10] that the minimization based on the MSE can be rewritten in equivalent fashion in terms of the error committed prior to the application of the activation function, which produces a system of equations with I + 1 equations and unknowns. This kind of systems can be solved computationally with a complexity of O(M 2 ), where M = I + 1 is the number of weights of the network. Thus, it requires much less computational resources than classic methods.
Operation of the model
After the training process, when a new pattern arrives to be classified, the method first calculates the closest node w k to a new pattern x n using the Euclidean distance and then classifies it using the neural network associated with the local model w k . 
Learning model for multiclass classification problems
The training process of multiclass FVQIT is very similar to the binary one. In the first stage of the training process of the binary version, the closest class to each node in each iteration repelled the node and the other class attracted it. In the multiclass version, for each node, the two nearest classes are chosen using the same k-NN rule of thumb. From among them, the closest one repels the node; the second closest one attracts it (Algorithm 2). The rest of the training of the first stage is the same as in binary FVQIT, employing the two closest classes in order to generate the crossed information potentials (see Sect. 2).
In the second stage of the training of binary FVQIT, a one-layer neural network was trained in each local model. In the multiclass version, instead of just one neural network, we will have several one-layer neural networks in each local model, each of them associated with one of the classes of the problem. Thereafter, the training is performed following a one-versus-rest strategy, that is to say, each neural network is trained to recognize the patterns of "its" class against the points of the rest of classes.
Once the model is trained, when a new pattern needs to be classified, in binary FVQIT the pattern was assigned to the nearest local model (using Euclidean distance) and the associated network classified it into one of the two classes. In multiclass FVQIT, the pattern is assigned to a local model in the same manner. However, after that, the outputs of the one-layer neural networks associated to this local model are evaluated. The pattern is classified in the class associated to the network that produces the highest output (c i = arg max j net j ).
Applications of the binary version
The binary version of FVQIT has been studied over several high-dimensional problems. In this section, two studies are described. First, the study on intrusion detection, particularly the KDD Cup 99 data set, which has a very large amount of data. Second, the method is applied on microarray gene expression data sets. These data sets have a very large amount of features (in the order of the thousands) and very few samples (in the order of the tens).
Experimental study over intrusion detection
The KDD Cup 99 data set is a processed version of the DARPA 1998 data set, which was constructed from a simulation performed by the Defense Advanced Research Projects Agency (DARPA) through the Intrusion Detection Evaluation Program (IDEP) in 1998. The KDD Cup 99 data set was released for a classifier learning contest, whose task was to distinguish between legitimate and illegitimate connections in a computer network [18] , at the Knowledge Discovery and Data Mining (KDD) Conference in 1999. The training data set consists of about 5 million connection records (although a reduced training data set containing around 500,000 records exists) [32] . Each record contains values of 41 variables which describe different aspects of the connection, and the value of the class label (either normal, either the specific attack type). The test data set comprises 300,000 records and its data are not from the same probability distribution as training data.
Following the KDD Cup contest, the data set has been extensively used as a benchmark for developing machine learning algorithms for intrusion detection systems. The data set is very demanding not only because of its size but also due to the great inner variability among features. For those reasons, the KDD Cup 99 data set is one of the most challenging classification problems nowadays. Despite that KDD Cup 99 is a multiclass data set, it can be treated as a binary data set, simply by considering attack or no attack, instead of the different attack types. This approach is interesting in the sense that, most of the time, it is enough to distinguish between normal connections and attacks. This transformation has been carried out by other authors [3, 23] , and there exist several results in the literature which are utilized as part of the comparative study.
The experimental study performed involves applying the proposed FVQIT algorithm to the binary version of the KDD Cup 99 data set [43] . As a preliminary stage, discretization and feature selection were both performed on the data set. The motivation for using discretization is that some features of the KDD Cup 99 data set present high imbalance and variability. This situation may cause a malfunction in most feature selection methods and classifiers. The problem is softened up using discretization methods. In substance, the process of discretization involves putting continuous values into groups, by means of a number of discrete intervals. Two discretization methods will be employed in this study: Proportional k-Interval Discretization (PKID) [56] and Entropy Minimization Discretization (EMD) [19] .
In order to reduce input dimensionality and improve the computational efficiency of the classifier, feature selection was performed. Filter methods were chosen because they are computationally cheaper than wrapper methods, and computational efficiency is a desirable feature, given the large size of the data set [6] . The filters that will be used in this study are INTERACT [57] and Consistency-based Filter [15] .
The discretization methods (PKID and EMD) are considered in combination with the above-named filters (INTER-ACT and Consistency based). Thus, four combinations of discretizator plus filter are analyzed in order to check which subset of features works best with the FVQIT method.
The model is trained with the KDD Cup 99 reduced training data set-494,021 samples-and is tested using the standard KDD Cup 99 test data set of 311,029 samples. Three performance measures are employed: -Test error (TE): indicates the overall percentage error rate for both classes (Normal and Attack). The results of the proposed method are compared with those obtained by other authors [3, 6, 18, 23] , as can be seen in Table 1 . Specifically, the classification methods to be Table columns show the test error (TE), the true positive rate (TP), the false positive rate (FP) and the number of features employed (NF). Both error and rates are shown in percentage (%). These measures (TE, TP and FP) are typical in the field of intrusion detection. As can be seen in Table 1 , the combination PKID+Cons+ FVQIT obtains the best result as it improves the performance obtained by the KDD Cup Winner in all three measures used, using a considerably reduced number of features (6 instead of the 41 original features).
In addition, this combination outperforms all other results included in this study. Despite the fact that individual values of error and TP for the combination EMD+Cons+FVQIT are better than those for the above-mentioned combination-4.73 versus 5.95 and 94.50 versus 92.73-it must be noted that the variations in percentage between these quantities are quite small-20 and 2 % respectively-in contrast to the variation between the values of FP-1.54 versus 0.48 (300%)-. On the other hand, error and TP for EMD+INT+ FVQIT, EMD+Cons+FVQIT, and PKID+INT+FVQIT are good, but unfortunately at the expense of FP, which happens to be high for all of them.
Experimental study over microarray gene expression
In this experimental study, the FVQIT classifier is employed to classify 12 DNA microarray gene expression data sets of different kinds of cancer. These data sets present features of the order of thousands and very few samples (tens or hundreds). A comparative study with other well-known classifiers is carried out [41, 42] . The number of features and samples for each data set are shown in Table 2 .
Since the number of input features of these kinds of data sets is huge, as can be seen on Table 2 , feature selection is applied again, as in the previous problem [49] . Two different kinds of filter methods are employed: subset filters and rankers. Subset filters provide a subset of selected features, while rankers make use of a scoring function in order to build a feature ranking, where all features of the data set are sorted in decreasing relevance order. In the first experiment (subset filters), the performance of the method is tested. The aim of the second experiment (ranker methods), is to check the stability of the performance reached by FVQIT, independently of the number of features selected.
Experiment 1: study of performance using subset filters
In the first experimental setting, the FVQIT method is compared with other classifiers with the objective of finding out which classifier obtains the best performance. Thus, five well-known machine learning classifiers-naive Bayes (NB), k-NN, C4.5, SVMs, and MLP-are also applied over the filtered data sets. The implementation of these methods can be found in [33] , except for MLP, where the Matlab Neural Networks Toolbox was used. Three filters have been chosen in order to consider different behaviors. In previous works, values obtained by filters were shown to be influenced by discretization [5] , thus, as a consequence, we are using two discretizers -EMD [19] and PKID [56] -in combination with the subset filters Correlation-based Feature Selection (CFS) [26] , Consistency-based Filter [15] and INTERACT [57] , which can be found in the Weka tool [54] . The data sets have been divided using 2/3 for training and 1/3 for test. A tenfold cross validation has been performed on the training sets, in order to estimate the validation error to choose a good configuration of parameters. The results of FVQIT have been compared with those obtained by other classifiers. Table 3 shows the estimated test errors (TE in the table) as well as the sensitivity (Se) and specificity (Sp) rates-in percentage-and the number of features (NF) selected by each method tested. Moreover, the ranking is displayed between parentheses. The ranking assigns a position between 1 and 6 to each method in each data set, taking into account the ties among them. Also, the best error obtained for each data set is emphasized in bold font. Despite having executed all six combinations of discretizer + filter, only the best result for each classifier in each data set is shown.
As can be seen in Table 3 , the FVQIT method obtains good performance on all data sets, with an adequate number of selected features. Specially remarkable are the results obtained on the data sets DLBCL and Leukemia, where the FVQIT classifier is the only method able to achieve 0 % of test error. The result obtained on the Prostate data set is also important. Its test set is unbalanced (26 % of one class and 74 % of the other). C4.5, naive Bayes and k-NN are assigning all the samples to the majority class and SVM is assigning all the samples to the minority class, whereas FVQIT is able to do something different and better, which results in a lower test error.
In Table 4 , the average rankings (obtained from the rankings displayed in Table 3 between parentheses) are shown. In average, the proposed method is clearly preferable above the other methods studied. It is shown that the proposed method is the most specific (it correctly identifies most of the negatives) and the most sensitive (it correctly identifies most of the positives). Therefore, in light of the above, we can conclude that FVQIT classifier is suitable to be combined with discretizers and filters to deal with problems with a much higher number of features than instances, such as DNA microarray gene expression problems.
Experiment 2: study of performance stability using rankers
When using feature selection, sometimes it is difficult to compare performance between classifiers because there are two variables involved: test error and number of features selected. Depending on the application, sometimes it may be desirable to choose the minimum test error regardless of the number of features, but sometimes a somewhat larger error may be accepted in the interest of a smaller number of features. In this context, the aim of the second experiment is to check the stability of the performance reached by the FVQIT classification method independently of the number of features selected. Therefore, in this case, it is advisable to utilize rankers, so as to compare the performance of the classifiers in a wide range of selected features. Four rankers have been chosen in order to consider different behaviors. The ranker methods that we have chosen and whose implementation can be found in [33] are the following: Fisher Score [17] , Chi-square [34] , Information Gain [12] , and Minimal Redundancy Maximal Relevance (mRMR) [16] .
Since ranker methods provide a sorted list of features according to a score, there is a decision to make regarding the number of features to be selected. As of this, in this experiment, we are going to test the classifiers with different numbers of features. Thus, we are going to select the first 1, 3, 5, 10, 15, 20, 30, 40, 50 and 100 features from the sorted list of features that the rankers provide.
First, the overall results of the comparative study for each data set are presented and then we focus on the overall results for each feature number. As the number of experimental results is very large (all the combinations of 4 rankers, 7 classifiers and 10 different feature numbers over 12 data sets account for 3,360 experiments), some summary of results needs to be used. In a similar way as in the first part of the experimental section, the methods are sorted in a table using a ranking in which ties have been taken into consideration. The average rankings of test error, sensitivity and specificity for all 12 data sets are represented in Table 5 .
As can be seen in Table 5 , the FVQIT method is the classifier that obtains the best average performance for all data sets, as well as the best sensitivity and specificity. However, FVQIT does not obtain the best performance in every data set. Since these data sets are a difficult challenge, obtaining the best result in average is an important achievement for FVQIT, especially when comparing it with popular and well-tested methods such as the ones employed in this work.
In a second step, the results in function of the number of features are analyzed. Again, the same processing is made, in such a way that the average ranking of test error, sensitivity and specificity for all features are represented in Table 6 .
From Table 6 , it can be observed how the FVQIT classifier outperforms the other methods for all feature numbers except for 100 features, where it obtains the second best result, behind MLP. In light of the above, it can be concluded that FVQIT is the most stable classifier because it obtains good results both with few and many features, in contrast with other classifiers. For instance, k-NN performs correctly between 15 and 50 features but it does not obtain good results with smaller numbers (< 15) and higher ones (100). On the other hand, C4.5 performs adequately with few features but its performance decreases when the number of features increases. Finally, MLP shows stable behavior for all the feature numbers (although it is better for few features), but, on average, FVQIT performs better. Besides, the FVQIT method is the most sensitive and specific in average. For further details, please refer [42] .
Applications of the multiclass version
The multiclass version of FVQIT has been applied over several multiclass microarray gene expression data sets. In this study, five multiclass DNA microarray data sets have been chosen. The main characteristics of these data sets are shown in Table 7 . Three of them (CLL-SUB, GLA-BRA and TOX) have been obtained from the Web site of feature selection of the Arizona State University [33] . The remaining data sets (GCM and Lymphoma) are available at the Broad Institute Cancer Program Data Sets Repository [9] . The methods compared with FVQIT are: MLP, SVM-note that a oneversus-all strategy has been used), k-NN, Naive Bayes (NB), and C4.5. As can be seen, the multiclass DNA microarray data sets also present many more features than instances. Therefore, again, feature selection methods are utilized. For this experiment, the INTERACT filter [57] is applied to those data sets as a preprocessing step in order to make them manageable. This filter has been previously utilized with success on binary microarray data sets [41] . The number of features selected for each data set is displayed in Table 8 . The data sets have been divided using 2/3 for training and 1/3 for testing. Table 9 shows the estimated test errors (in percentage) for each classifier and data set.
A tenfold cross validation is performed upon the training sets in order to choose a good configuration of parameters. The k in the k-NN method ranges from 1 to 5. The SVM utilizes a Radial Basis Function kernel and its parameters C and γ range from 1 to 10,000 and 0.1 to 40, respectively. The MLP has one hidden layer which contains neurons between 3 and 50. The FVQIT utilizes between 10 and 40 nodes, 100 iterations, initial η between 1 and 5 and η decrement between 0.7 and 0.99.
From Table 9 , it can be observed that the FVQIT obtains the best test errors in four of the five data sets. In Table 10 , a ranking of the performance results for all the compared methods is shown. The ranking assigns a position between 1 and 6 to each method for each data set. The proposed method is clearly preferable, as it obtains an average ranking of 1.2 as opposed to the ranking of 3.2 of the second classifier.
Conclusions
In this paper, a local classifier based on ITL is presented. The classifier is able to obtain complex classification models via a two-step process that first defines local models by means of a modified clustering algorithm and, subsequently, several one-layer neural networks, assigned to the local models, construct a piecewise borderline between classes. Two versions of the method are detailed: binary (two-class problems) and multiclass. Using the divide-and-conquer approach, it has been shown that the proposed method is able to successfully classify complex and unbalanced data sets, high-dimensional data samples and/or features, achieving good average results. Several experiments have been performed over the complex domains of intrusion detection and microarray gene expression. The intrusion detection data set employed is KDD Cup 99. It is very large (5 million samples), highly unbalanced and has 41 features. The most important contribution of the method is the considerable reduction in the number of false positives (an important measure in this field of application), with a considerable reduction in the number of features used (6 vs. 41) in comparison with the KDD Winner and the results obtained by other authors. On the other hand, the microarray data sets have a large amount of features (thousands or tens of thousands) but very few samples (tens or hundreds), which is a difficult challenge for most machine learning methods. In this case, the method has been compared with several state-of-the-art classifiers, achieving the best average values of all the performance measurements used, exhibiting an important difference with the second best method, both in the binary and the multiclass experiments. Furthermore, as different feature selection methods can select different features, the stability of the proposed method has also been tested for different ranges of features, again showing the best behavior compared with the other classifiers.
