ABSTRACT This paper describes a new technique for document retrieval using a web camera in an office environment. The architecture of the aforementioned method consists of three main stages: segmentation, restoration and retrieval. Firstly, the document image is taken with a web camera and the segmentation process is applied to locate the four corners of the document and isolate it. Then we proceed to document restoration by applying filtering, skew and curvature correction as well as removal of any redundant object that does not belong to the document. In the third and final stage, a feature vector is extracted and is compared with the documents of the database.
Introduction
Image retrieval is the process of retrieving an image from a database [1] . In general, image retrieval is applied to any type of color or gray-scale images by extracting feature based descriptors. Content based retrieval systems that use color, shape and texture features perform well in natural image databases but are not suitable for document image databases. In document retrieval systems the query is usually only a specific word and the whole process requires OCR or word spotting comparisons [2] . However, OCR is not always applicable due to the high analysis demand by the method. That way there is need of methods that compare the structural similarity of document images.
Image retrieval based on structural similarity is a new field and only few techniques have been proposed. In the technique proposed by Kumar et al. [3] in order to capture spatial relationships and correlations between the documents the document image is recursively divided horizontally and vertically and histograms of learned code-words in these regions are computed. Before that a code-book of SURF [4] descriptors extracted from a set of representative images is build. For classification and retrieval, a random forest classifier is trained with the resulting features. In Gordo et al. [5] a new document image descriptor is proposed based on multi-scale run-length histograms and the documents are represented as a whole. In another approach, proposed by Shin et al. [6] initially a page segmentation is performed on the images, dividing each page image into a set of zones. These segmented content zones have attributes including their geometric features, such as location and dimensions, in addition to their content properties. the structural similarity of the two documents is based on the overlap of the segmented areas. In Huang et al. [7] for each document the text lines are found and quadrilateral objects are composed of all pairs of lines following by their clustering. To rank the documents the objects contained in the documents are classified as wanted or unwanted. For every document that need to be ranked its lines and related objects are extracted and clustered. Each cluster center is scored by looking at its neighbors in the database of wanted objects. All the above retrieval systems are for well scanned documents and cannot be used with documents captured by a simple web camera in an office environment.
In this paper we propose a new document retrieval and restoration system that can be used in an office environment. Usually, a document retrieval system uses clean scanned documents and the retrieval procedure is based on word matching criteria [8] . In the proposed system the query documents are acquired by using a simple web camera in an office complex environment. Then, a segmentation procedure is applied based on gradient information, Harris [9] corner detection algorithm and Hough transform [10] . As a result, the location of the four corners of the document are obtained and the document is isolated from the complex background. After the segmentation stage, a restoration technique is applied based on noise filtering, skew and curvature correction as well as removal of any redundant object that does not belong to the document. In order to remove noised blobs in the document image a connected component filtering technique is applied. In the final stage, a descriptor is obtained using projections and Fourier descriptors [11] .
The proposed document retrieval system is extensively tested with many types of document images. The retrieval system appears to give highly promising results. In Section 2 we analyze the proposed method divided into three subsections showing the way the document image is processed. The experimental results of the method are described in Section 3 and in Section 4 conclusions an future work are discussed.
Proposed technique
The overall architecture of the proposed method will be described analytically in the subsections to follow. In summary, the process begins by taking a picture of the document with a web camera. Then we proceed with the segmentation of the document image by combining three well established techniques, i.e. the Canny edge detection algorithm [12] , the Hough transform [10] and the Harris corner detection algorithm [9] . In order to restore the document its curvature and skew must be corrected along with the removal of unnecessary noised blobs. After the completion of the first two steps a feature descriptor of the query document is obtained based on DCT [13] and the retrieval process can be conducted.
Below follows a description of the main stages of the proposed technique.
Segmentation
The input of the retrieval system is a picture of a document taken with a web camera in an office environment, see Step 2 In order to determine the edges of the image the Canny edge detection algorithm is applied with suitable parameters so as to eliminate the effect of noise, Figure 2(b).
Step 3 Then the Harris corner detection algorithm is applied to determine the coordinates of the main corners in the image. As a result, the four corners of the document should exist in the set of corners produced by the algorithm, see Figure 2 (c).
Step 4 Next, the coordinates of the four line segments that define the boundaries of the document are determined using the Hough transform. It is worth mentioning that for that step the binary image produced by the Canny edge detection algorithm is used. The aforementioned image depicts all the edges acquired by the algorithm and subsequently all the line segments of the web camera image. The Hough transform groups the pixels of the edges together and produces a spectrum. Every peak of the spectrum indicates a line segment. The longest line segments are those with peak values bigger than the defined threshold and are depicted in Figure 2(d) . Step 5 In the next step, the angle between the aforementioned line segments and x-axis is obtained.
Step 6 Next, we extract the line segments defined by the corners produced by the Harris edge detection algorithm and calculate their slopes.
Step 7 At this step, we compare the slopes of the line segments of
Step 5 with those of Step 6. Two line segments are considered as parallel if the absolute difference of their slopes is less than 2
• . The line segments extracted in this step are depicted in Figure 2 (e).
Step 8 The next step is to compare the distance of every parallel line segment of Step 7 (Figure 2(e) ) from the line segments produced by the Hough transform in Step 4 ( Figure 2(d) ). We keep only the line segments of Step 7 having the minimum distance. That way we keep only the line segments that have short distance from the document boundaries (see Figure 2 (f)).
Step 9 At this step we compare the slopes between the line segments produced in Step 8 ( Figure 2(f) ) and if the result is almost equal to 90
• those line segments are considered to belong to two perpendicular sides of the document.
Step 10 The points where the line segments of Step 9 intersect are the corners of the document depicted in Figure 2(g) . Thus, we define the document area which can be isolated from the entire image. The cropped document image is depicted in Figure 2 (h)
Restoration
After the isolation of the document area, we apply the projective transform to correct any flaws of the curvature of the document. To do this, we need to recalculate the four main corners of the document from the document image generated in Step 10. Specifically
Step 1 We calculate the Euclidean distance between all corner points (see Figure 2 (g)) and the point that indicates the first row and column with nonzero pixels in Figure 2(h) of Step 10 of the Segmentation process (Figure 3(a) ). The point with the minimum distance is the upper left one and the one with the maximum distance is the lower right one.
Step 2 Lastly we calculate the perpendicular distance of the rest of the points from the diagonal formed by the upper left and lower right points (see Figure 3(b) ). The point which is located above the diagonal and has the maximum perpendicular distance is the upper right one. The point that is located below the diagonal and has the maximum perpendicular distance is the lower right one.
Step 3 After this, the four corner points of the document are known and we apply the projective transform. The result is shown in Figure 4 (a).
Step 4 In order to improve further the document skew we apply the skew correction algorithm proposed in [14] (see Figure 4 (b)). Step 5 Noised blobs that do not belong to the document but occurred due to the process, need to be removed from the document image. To label every blob we use the connected component labeling algorithm [15] and remove the blobs that have contact with the image boundaries (see Figure 4 (c)).
Step 6 To eliminate any additional trace of undesirable blobs we define the borders of the text based on the A4 size. Any black pixel outside the borders is converted to background pixel (white) (see Figure 4(d) ). 
Retrieval
After the document image restoration we extract a feature vector that is used for similarity comparison and retrieval. This feature vector must take into account the structural layout of the document image. For this reason we extract four projections of the document image, specifically for 0
• and 135
• (see Figures 6(a)-(d) ), respectively. Then, each projection is approximated by using the 1D DCT. From each approximation we keep only the first ten coefficients of the DCT which are considered as feature values. Thus, the feature vector for the entire document image consists of 40 feature values (see Figure 5) . It is worth mentioning that the feature values have been normalized for each projection. In the retrieval stage, the feature similarity is obtained by using the Euclidean distance and the document image with the minimum similarity distance is extracted. Figures 7(a)-(f) show the first six more similar documents as obtained by the retrieval process.
Experimental Results
In order to evaluate the proposed method a document base consisting of 200 images was constructed. As query documents 40 document images, with resolution of 1280 × 720 pixels each were obtained using a standard web camera. Out of the 40 query documents 29 of them had a successful match as a result of the retrieval process. The precision metric of the method was calculated to be 0.725. As it was mentioned before the retrieval process relies on the structural layout of the document. For example legal form documents such as tax report forms are considered identical. Below is given an example of the results of the method. Figure 8(a) is the query document image and Figure 8(b) is the document image as produced by the segmentation and restoration process. The next six images to follow are the results of the retrieval process (see Figures 8(c) -8(h) ). It is clear that the first document is identical to the query. Almost all of the documents that follow have two columns and resemble the structure of the query document.
Conclusion
In this paper a new document retrieval and restoration system is proposed. The entire system is build in order to be applicable in a common office environment. Specifically, the document image is taken with an ordinary web-camera in an office environment. Then, a segmentation technique is applied based on Canny edge detector, Harris corner detection algorithm and the Hough transform. After this, a restoration process is applied that corrects the curvature and skew of the document using the projective transform. In addition, noised blobs are removed using a connected component labeling algorithm. For the document retrieval, a feature descriptor is extracted having 40 values which is based on projections of the document and the DCT.
Although the results of the proposed system are satisfactory, improvements are still to be made. In the segmentation process the color of the image should be taken into consideration. The color of the document itself might be of help locating it. The color along with the rectangular shape of the document and its location in the center of the image should be considered for the location of the four corners of the document. For the retrieval process apart from the discrete cosine transform, fractal space filling curves could be used for sampling the images. The shift and surf descriptors could also be investigated in order to extract significant interest points. 
