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Adolescence, the transitional period of development between childhood and adulthood, is 
typically defined in humans by its unique behavioral phenotype. Behaviorally, adolescents are 
emotional risk-takers who place increased emphasis on social interactions. Additionally, many 
psychiatric illnesses onset during adolescence in sex-specific patterns, and as a result of this, 
adolescence has historically been viewed as a period of vulnerability. A wide array of 
neuroanatomical maturation occurs during adolescence as well, suggesting that the adolescent 
cortex is increasingly plastic. One of the most notable of these changes is development of the 
prefrontal cortex (PFC), a brain region involved in higher-order cognition and mediating social 
behaviors. Neuronal changes that occur in this region during adolescence may underlie the 
cognitive, social, and emotional development that occurs at this time 
Though it is difficult to define an exact age range that encompasses adolescence, one 
hallmark of this developmental stage is puberty. A common event among mammalian species, 
pubertal onset  is defined by a rise in gonadal hormones that culminates in sexual maturity. 
Evidence shows that these hormones can also act on neuronal circuits, ultimately shaping various 
behaviors. Some evidence from humans indicates that gonadal hormones correlate with 
maturation of the PFC and PFC-mediated behaviors. However, assessing and controlling for 
pubertal onset in human subjects is difficult, necessitating rodent models to understand the role 
of puberty in development of the adolescent cortex. Therefore, this dissertation aims to further 
elucidate the role of puberty on behaviors and the neuroanatomical structure of the mPFC in a 
rodent model of adolescence.  
Chapter 2 focuses on behavioral changes that coincide with pubertal onset, specifically 
examining spatial learning, cognitive flexibility, and anxiety-like behaviors in male and female 
rats. Using a modified Morris water maze task, we show that males and females experience rapid 
increases in mPFC-dependent cognitive flexibility capabilities, reaching adult-like levels within 
days after pubertal onset. These changes occur in the absence of any improvement on the spatial 
learning task, suggesting that gonadal hormones act on the mPFC during this time. Interestingly, 
we see a similar developmental pattern of behavior only in females on the elevated plus maze, 
where recently post-pubertal females behave like adults in terms of open arm time and entries. 
Together, these studies suggest that gonadal hormones can act quickly to organize the mPFC 
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during adolescence and induce adult-like behaviors on mPFC-mediated tasks, sometimes in sex-
specific patterns. 
Chapters 3, 5 and 6 examine neuroanatomical development of the rodent mPFC and how 
these variables change at pubertal onset. First, we quantify the total number of synapses in the 
mPFC across the juvenile period and into adulthood and present evidence that both males and 
females undergo synaptic pruning that coincides with pubertal onset. Next, studying similar ages, 
we examine the ontogeny of the total number of mPFC perineuronal nets (PNNs), which are 
important mediators of cortical plasticity and synaptic stability. This study describes that these 
structures remain juvenile-like in males and females across adolescence, suggesting the cortex 
continues to be plastic at this time. Interestingly, PNNs are significantly downregulated in 
females post-pubertally, suggesting that estrogen can influence PNN structure. We then quantify 
expression of Esr2, the gene that encodes for the estrogen receptor β, in pre- and recently post-
pubertal females using RNAScope, and note that Esr2 is significantly decreased in the post-
pubertal subjects. A decrease in this receptor could have implications for adolescent behaviors 
that are influenced by estrogens, such as fear extinction or cognitive behaviors. 
Finally, we provide evidence in Chapter 4 that the developmental events occurring at 
pubertal onset may render adolescents susceptible to the effects of stress, as previous human and 
animal literature suggest that developing brain regions are more vulnerable to the effects of the 
environment. This study exposes male and female rats to a stressor either peri- or post-pubertally 
and finds that only those stressed peri-pubertally showed long-term behavioral deficits on a 
prepulse inhibition task. These results provide further evidence that pubertal onset is driving 
many of the behavioral and neuroanatomical changes seen during adolescence, suggesting a 
specific window during adolescence where the effects of experience are most impactful. 
Together, the findings presented in this dissertation add to the body of literature that 
shows the frontal cortex continues to mature during adolescence. We demonstrate here that 
many, but not all, of these maturational events occur in rodents on a non-linear time scale and 
coincide with pubertal onset. Here, we argue that future researchers should be aware of these 
developmental changes that occur when studying adolescents, and control for pubertal onset 
whenever possible. Finally, these results have implications for researchers who study adolescent 
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CHAPTER 1: INTRODUCTION TO ADOLESCENT DEVELOPMENT 
 
Adolescence is broadly defined as a transitional period of development between 
childhood and adulthood. Typically characterized by their unique behavioral phenotype, 
adolescents are notably impulsive and emotional, often engaging in risky behaviors. Because of 
this, adolescence has historically been viewed as a period of vulnerability marked by emotional 
turmoil and stress. The vast array of behavioral and neurological changes that appear during 
adolescence suggest that the adolescent brain is in a state of flux and plasticity, which could 
explain the adolescent vulnerabilities to various neurological and psychiatric disorders. However, 
it also could create a window of opportunity where proper stimulation or environmental 
enrichment could be most beneficial for adolescents. 
While there are no exact age ranges that define the beginning and end of adolescence, 
most studies of human populations refer to ages 12-18 years to define adolescence, though some 
researchers argue that it extends to age 25 (Spear, 2000). Despite this wide age range, the 
hallmark of adolescence is puberty. Pubertal onset begins with a rise in gonadal hormones 
occurring around ages 9-10 in females and ages 10-12 in males. Eventually, rapid increases in 
estradiol and testosterone bring about obvious physical changes (e.g. the growth of secondary 
sex characteristics, increased linear growth, etc.), but these hormones also have receptors in the 
brain and may play a role in the behavioral changes that define adolescence, including social, 
affective, and cognitive behavioral development.  
Human adolescents show development of several behaviors and capabilities, many of 
which involve the prefrontal cortex (PFC). Aside from linear age-related IQ improvements, 
adolescents also undergo performance increases in tasks that require executive functioning, 
cognitive flexibility, and emotion processing (Anderson et al., 2001; Taylor et al., 2013). There 
is some research to suggest that these behavior changes are set in motion by the rise of gonadal 
hormones at puberty (Crone & Dahl, 2012). Adolescents also experience the development of 
social skills, and they place increased emphasis on social relationships (Lafontana & Cillessen, 
2010). 
These changes in behavior occur concomitantly with neurological development and 
reorganization. While multiple brain regions develop across adolescence, the prefrontal cortex 
undergoes extensive remodeling (Gogtay et al., 2004). This includes an inverted-U trajectory of 
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gray matter volumetric growth and decline, accompanied by linear increases in frontal white 
matter. Together these may give rise to more efficient communication within the PFC and their 
cellular underpinnings contribute to the behavioral maturation that occurs during adolescence. 
Multiple studies also note that the protracted development in this region that often occurs in a 
sex-specific pattern in parallel with pubertal onset, suggesting a role for pubertal hormones in 
prefrontal cortex development (Lenroot & Giedd, 2006). Some researchers also have found 
correlations between pubertal hormones and cortical maturation (e.g. Peper et al., 2009; Perrin et 
al., 2009). Aside from gross anatomy, functional changes occur in the adolescent PFC as well, 
which undoubtedly underscore much of the behavioral development that occurs at this time 
(Goddings et al., 2019). 
Given the development of the PFC during adolescence and its prominent role in behavior 
mental illness, there are public health implications as well. Several mental illnesses typically 
onset during adolescence, including anxiety, depression, and schizophrenia (Kessler et al., 2005). 
These disorders are often associated with exposure to stress, which could be particularly harmful 
if experienced when the rapidly changing PFC is in a stage of high plasticity. Furthermore, these 
disorders onset in sex-specific patterns, suggesting a role for gonadal hormones in their 
pathologies. Understanding normal adolescent brain development during puberty and its 
response to stress at this time may play an important role in understanding the etiology of these 
disorders. 
This introductory chapter will review these findings in more depth, expanding upon the 
unique behavioral and neurological phenotype observed during adolescence and the role for 
pubertal hormones in this development. Specifically, this chapter will focus on maturation of the 
PFC and PFC-dependent behaviors in both human and rodent adolescents. 
 
1.1 NEUROENDOCRINE INFLUENCES ON ADOLESCENT BRAIN DEVELOPMENT 




Though puberty and adolescence are sometimes used interchangeably, they are two 
separate terms. Puberty refers specifically to the rise in gonadal hormones that culminates with 
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the attainment of sexual maturity, while adolescence refers broadly to the transition between the 
juvenile period and adulthood. In humans, adolescence spans approximately ages 12-18, 
however several researchers define the beginning of adolescence by the initial rise in pubertal 
hormones at age 10, and others extend adolescence until age 25. Similarly, in rodent models, 
there are no clear boundaries for adolescence, though postnatal days (P) 25-60 are generally 
agreed upon to encompass adolescence based on the behavioral and neurological development 
that occurs in this window (Juraska & Willing, 2017). Figure 1 provides a schematic of stages of 
rodent development with their approximate corresponding ages in humans. 
 
Figure 1. Developmental timelines for rats (A) and humans (B). Abbreviations: P, postnatal day; 
E, embryonic day. Adapted from Eiland & Romeo, 2013 
 
Puberty, or gonadarche, is the endocrinological event that initiates the development of 
sex-specific secondary sex characteristics and culminates with the attainment of sexual maturity. 
Puberty begins with the reactivation of the hypothalamic-pituitary-gonadal (HPG) axis. The 
hypothalamus begins releasing gonadotropin-releasing hormone (GnRH) in a pulsatile manner. 
GnRH acts at the pituitary, stimulating the production and release of luteinizing hormone (LH) 
and follicle stimulating hormone (FSH). LH and FSH then act at the ovaries and testes to release 
estradiol and testosterone, the primary male and female sex hormones. Estradiol and testosterone 
provide negative feedback at the hypothalamus to regulate further release of GnRH. In addition 
to estradiol and testosterone, there are increases in other sex steroid hormones, including the 
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adrenal androgen dehydroepiandrosterone (DHEA) and progestogens. The exact mechanisms 
that begin puberty and reactivate the pulsatile release of GnRH to begin puberty are unknown, 
though evidence suggests that this process is influenced by genetic as well as environmental 
factors.  
While age is often correlated with pubertal stage, humans exhibit a wide variability in 
pubertal onset and tempo. Thus, accurate ways of assessing puberty are necessary. Tracking 
puberty in humans can be accomplished by measuring hormone concentrations in serum, saliva 
or urine, or by a visual assessment of physical development. Hormonal assays can provide 
nonbiased information about the subject’s pubertal status by measuring estrogen and testosterone 
concentrations. However, many hormones exhibit diurnal or monthly variations and are sensitive 
to environmental factors such as stress. A phenotypic assessment of puberty can also provide 
information about hormonal exposure, given that physical development correlates with pubertal 
hormone exposure (Shirtcliff et al., 2009). For example, the Pubertal Development Scale and the 
Tanner scale both contain questions about physical development that correlate with hormonal 
exposure, such as assessing gonadal size and body hair (Petersen et al., 1988). While these 
assessments are simple to conduct, there is often large variation between experimenters. 
Additionally, there is large variation among human subjects and across populations in pubertal 
timing and tempo. One commonality of this process, however, is that females typically begin and 
complete puberty earlier than males (Sisk & Foster, 2004). 
Given the variability among human subjects, animal models that can accurately assess 
pubertal status are necessary to elucidate the roles of gonadal hormones on behavior and brain 
development. In rats, male pubertal onset can be identified by the separation of the prepuce from 
the glans penis, which is dependent upon circulating androgens and prevented by prepubertal 
castration (Korenbrot et al., 1977). In female rats, vaginal opening coincides with the LH and 
estrogen surge, and this can be used as a marker for pubertal status (Castellano et al., 2011). 
Previous work from our laboratory has consistently found that Long Evans female rats reach 
puberty on average between P32 and 36, and males reach puberty between P41 and 45 (Willing 
& Juraska, 2015). 
Though steroid hormones have receptors and targets within the brain. Gonadal hormone 
receptors are found throughout the human and rodent cortex during early development, many 
present at birth (Eudy et al., 1998; Nuñez et al., 2003; Shughrue et al., 1990). Traditionally, 
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steroid hormones are described as having organizational and activational effects in the nervous 
system (Phoenix et al., 1959). Organizational effects of steroid hormones occur during sensitive 
prenatal windows of development when hormones permanently influence the structure and 
function of the nervous system, while activational effects of hormones occur later in life to 
temporarily influence or activate these systems. However, more recent work in animal models 
suggests that adolescence is an extended window of development where hormones can organize 
the nervous system and act to masculinize or feminize both behavior and brain structures (e.g. 
(Juraska et al., 2013; Willing & Juraska, 2015).   
 
1.1.2 Behavioral Maturation Across Adolescence 
 
As adolescents need to successfully navigate the transition from childhood to adulthood, 
it is expected that they undergo a multitude of behavioral changes during this time. Perhaps most 
notably, adolescents are often described as risk-takers (Rudolph et al., 2017), which may be a 
way for adolescents to explore their changing and challenging new environment (Lloyd et al., 
2020). This phenomenon is seen in both humans and animal models, as adolescent rodents prefer 
novel environments and objects (Adriani et al., 1998; Contreras et al., 2019). Additionally, 
adolescents place an increased emphasis on social relationships compared to juveniles and adults 
(Csikszentmihalyi et al., 1977; Lafontana & Cillessen, 2010). This is seen in rodents as well, as 
social and play behaviors peak during this time (Primus & Kellogg, 1989).  
Adolescents also make notable gains in cognition, particularly in regard to higher 
executive functioning and cognitive flexibility. Executive functioning refers to the ability to 
coordinate and control thoughts and actions, and includes capabilities such as decision making, 
planning, impulse control, and working memory (Blakemore & Choudhury, 2006). Typically, 
these behaviors are modulated by the PFC. Cognitive flexibility, or the ability to adjust behavior 
amid new circumstances, is another key component of executive functioning involving the PFC 
(Izquierdo et al., 2017). Multiple studies have shown that children undergo rapid increases in 
executive functioning, and this increase continues across adolescence into the second decade of 
life in humans (Kalkut et al., 2009; Taylor et al., 2013). For example, Luna et al. (2004) found 
that processing speed reaches adult levels at age 14, while working memory capabilities continue 
to improve until age 19, with no sex differences in the development of these behaviors. 
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In studies of human populations, disentangling age related linear changes from hormonal 
influences on behavior is difficult. A multitude of studies have shown influences of estrogen and 
testosterone on adult cognitive behaviors (Janowsky, 2006; Juraska & Rubinow, 2008; Sherwin, 
2003) , so it is plausible that a rise in these hormones would influence adolescent cognition as 
well, though the research is often inconclusive. For example, one study notes a positive 
correlation between adolescent male testosterone and spatial abilities (Davison & Susman, 
2001), while others have found a negative relationship between the two (Vuoksimaa et al., 2012). 
However, not all the behavioral development that adolescents undergo occur on a linear timeline, 
implying a role for pubertal hormones in their development. For example, females show 
significant and abrupt improvements on cognitive flexibility and set shifting tasks prior to males, 
mirroring the pattern seen in pubertal onset and suggesting a role for gonadal hormones in the 
acquisition of these tasks (V. Anderson et al., 2001; Kalkut et al., 2009). Additionally, pubertal 
status positively correlates with sensation seeking in males and females, even when controlling 
for age (Martin et al., 2002). 
Studies with rodents have demonstrated a similar pattern of cognitive development, 
though a complicated picture has emerged. Deficits in adolescent cognitive flexibility are 
hypothesized to be caused by an immature mPFC, as studies have shown that adolescent rodents 
are less sensitive to extinction, indicative of impaired inhibition (Andrzejewski et al., 2011; 
Sturman et al., 2010). While several studies have shown that adolescent rats are more cognitively 
rigid than adults and perform worse on delayed alternation and set shifting tasks (Koss et al., 
2011; Newman & McGaughy, 2011), other studies have found that adolescent rats and mice 
perform better than adults in reversal learning tasks (Johnson & Wilbrecht, 2011; Simon et al., 
2013; Westbrook et al., 2018). Though these differences may be task or strain-specific, it is 
possible that they are driven by differences in pubertal status, as studies show that recently post-
pubertal male and female rats perform better on a reversal learning task than their prepubertal 
counterparts (Willing et al., 2016). This increase in cognitive flexibility was measurable just two 
days after pubertal onset, which could impact findings between studies if the pubertal status of 
animals was not accounted for. There are several studies utilizing rodent models that have found 
more conclusive evidence for an influence of pubertal hormones on behavior and cognition, 
though research is still lacking. For example, one study found that the sexually dimorphic 
strategy for locating a visible platform on the water maze does not emerge until after pubertal 
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onset (Kanit et al., 2000). A follow up study concluded that the differences between the sexes on 
this paradigm is due to pubertal increases in ovarian hormones, as prepubertal males do not differ 
from adult males on this task (Rodríguez et al., 2013).  
In conclusion, adolescents make large gains in cognitive abilities, specifically in regard to 
PFC-dependent executive functioning. Some preliminary evidence suggests that this may be 
influenced by pubertal hormones, though more clear research that can discern age-related 
development from hormonally-dependent development is needed. 
 
1.1.3 Adolescent Neural Development 
 
 Many of the behavioral changes observed during adolescence occur in part due to 
concurrent neurological development. Multiple MRI studies suggest that the adolescent brain 
undergoes changes in structure and function, some directly coinciding with the rise of gonadal 
hormones at puberty. Studies have shown that the limbic system as well as other subcortical 
regions continue to develop across adolescence. For example, the hippocampus increases in 
volume relative to the rest of the brain in females and the amygdala increases in volume 
relatively in males between ages 5-18 (Giedd et al., 1996). Though MRI studies only account for 
relative regional volumes, we will focus here largely on cortical development during 
adolescence, specifically the PFC. 
Multiple MRI studies have demonstrated that gray matter in human cortex decreases 
across the first decades of life. This cortical thinning occurs in a back-to-front pattern, with more 
caudal brain regions such as the visual and somatosensory cortices thinning before the frontal 
lobe. Within the frontal lobe, the prefrontal cortex is the last region to mature (Gogtay et al., 
2004).  
 Several longitudinal human studies suggest that pubertal hormones influence cortical 
thinning in adolescents. An MRI study of adolescents ages 10-15 found that estrogen levels 
negatively correlate with global gray matter volume in females after correcting for age (Peper et 
al., 2009). In females aged 10-14, both estrogen levels and physician-assessed Tanner Stage 
predict cortical thinning in the temporal lobe (Herting et al., 2015). Additional studies have 
found that when males and female subjects are analyzed together, estrogen levels correlate 
negatively with parietal gray matter and gray matter volume in the anterior cingulate cortex 
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(Koolschijn et al., 2014; Neufang et al., 2009). However, estrogen levels are also associated with 
increased gray matter in the parahippocampal gyrus (Neufang et al., 2009), indicating that the 
directional relationship between gray matter losses and estrogen is not always consistent. 
Studies examining the effects of testosterone on cortical thinning also seem to suggest a 
relationship between puberty and cortical development, though this is highly dependent on age 
and sex. For example, cortical thickness in the somatosensory cortex and testosterone levels are 
positively correlated in pre-pubertal females and this effect is reversed post-puberty (Nguyen et 
al., 2012). This same study found that regardless of pubertal status, testosterone negatively 
correlated with cortical thickness in the posterior cingulate cortex and dorsolateral prefrontal 
cortex of male subjects (Nguyen et al., 2012). In contrast, an MRI study of males aged 10-15 
found that testosterone levels positively correlate with global gray matter volume (Peper et al., 
2009). Whether these contrasting findings are due to differences in methodologies or subjects is 
up for debate, though it is worth noting that the mean age of males in Peper et al. (2009) was 
11.6 years and adolescent males reach peak testosterone levels at 13 (Marshall & Tanner, 1970). 
The adrenal androgen DHEA has also been linked to cortical development in pre-pubertal males 
and females, as DHEA correlates positively with cortical thickness until age 13, suggesting a 
neurotrophic role for the hormone (Nguyen et al., 2013). The influences of testosterone on 
cortical development are further complicated by the fact that androgens can be converted into 
estrogen via aromatase and also activate estrogen receptors (Kawata, 1995). Nonetheless, there is 
evidence that both estrogen and testosterone can influence development of the adolescent cortex. 
Within the late developing prefrontal cortex, anatomical MRI scans indicate gray matter 
volume increases throughout childhood to a peak volume in early adolescence when it begins to 
gradually decline to a mature volume by early adulthood (Jernigan et al., 1991; Lenroot & Giedd, 
2006; Sowell et al., 1999). Lenroot and Giedd (2006) also found that females reach peak frontal 
lobe volume at age 11 years, while males reach peak volume at age 12.1. This sex difference 
mirrors pubertal onset, where females reach puberty 1-2 years earlier than males, suggesting a 
role for steroid hormones in PFC development.  
The decrease in gray matter is accompanied by an increase in frontal white matter. 
Studies indicate white matter continues to develop linearly across the juvenile period into 
adulthood in a sex-specific pattern in humans (Giedd et al., 1999; Perrin et al., 2009). One study 
has previously described a positive correlation between LH and global white matter in both male 
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and females at 9 years of age (Peper et al., 2008), which could suggest a role for pubertal onset in 
white matter development. Because white matter under the PFC carries cortical efferent and 
afferent axons to other regions of the brain, increases in white matter could underscore the 
increases in cognitive capacities seen in adolescence. However, white matter volume also 
continues to increase across young adulthood into the 4th decade of life (Courchesne et al., 2000), 
and is probably not solely responsible for all the cognitive improvement that occurs in 
adolescence. 
Cortical thinning due to gray matter decreases is believed to be driven by a loss of 
synapses and dendritic spines. Selective pruning of synaptic connections could be a mechanism 
to “fine tune” the nervous system. Studies of postmortem human tissue demonstrate an increase 
in synaptic and spine density during early childhood that peaks around the time of puberty, 
followed by a decrease across adolescence into adulthood (Huttenlocher & Dabholkar, 1997; 
Petanjek et al., 2011). However, these studies have small sample sizes and large age gaps 
between subjects, making it difficult to determine a clear trajectory of synaptic pruning. 
Furthermore, these studies only examine synaptic density, which could be confounded by the 
changing volume of the cortex during development. Thus, animal models are necessary to fully 
understand the mechanisms of adolescent PFC development. 
There is considerable evidence that the primate dorsolateral PFC is functionally and 
anatomically homologous with the rodent PFC (Uylings et al., 2003), and the same pattern of 
frontal lobe volume development also occurs in both non‐human primates and rats (Knickmeyer 
et al., 2010; van Eden & Uylings, 1985). Both male and female rats lose a significant number of 
neurons in the mPFC between the juvenile period and adulthood (Markham et al., 2007). 
Females in particular lose a significant amount of neurons between P35 and 45, a time frame that 
coincides with pubertal onset (Willing & Juraska, 2015), and this loss is not seen in females who 
undergo prepubertal ovariectomy (Koss et al., 2015). In regard to synaptic pruning, both male 
and female rats lose dendritic spines in the medial prefrontal cortex between P35 and 90, but 
only female rats lose a significant number of basilar dendrites in layer V of the mPFC at this time 
(Koss et al., 2014). Upon further examination, we have shown that female rats show a peak in 
the total number of synapses at P35, followed by a decrease in synaptic boutons at P45 that stays 
consistent until adulthood (Carly M. Drzewiecki et al., 2016). Together, these results suggest that 
ovarian hormones are necessary for maturation of the rodent frontal cortex. 
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The mPFC is a highly interconnected brain region that receives afferent glutamatergic 
projections from the CA1 region of the hippocampus and the basolateral amygdala (BLA) 
(Ishikawa & Nakamura, 2003). These projections play a role in working memory, emotion 
processing and cognitive flexibility (Quirk et al., 2006; Wang & Cai, 2006), behaviors that show 
significant improvement across adolescence. Thus, it is plausible that these tracts would mature 
during this time. While studies on the hippocampal projections are lacking, work studying the 
BLA has found that amygdalo-cortical fibers first become prominent in layer II and V of the 
mPFC between P16 and 40 (Cunningham et al., 2002). Alternatively, projections from the mPFC 
to the BLA are pruned during adolescence; anterograde tracing studies show a progressive loss 
of BLA-projecting neurons between P45 and 90 in the male rat mPFC (Cressman et al., 2010). 
However, these studies focus only on male subjects, so it is unclear if this process is influenced 
by sex hormones. If the development of these tracts is influenced by pubertal hormones, it could 
provide a mechanism by which puberty can influence cognitive and emotional behaviors. 
Development of these glutamatergic projections has functional implications for the 
adolescent mPFC. These projections often target fast-spiking GABAergic cells, which regulate 
cortical inhibitory output, a mechanism important for cognition (Bartos & Elgueta, 2012). There 
are several classes of GABAergic inhibitory interneurons in the PFC, though we will focus here 
on research that concerns the fast-spiking interneurons that express the calcium-binding protein 
parvalbumin (PV), the most abundant class of GABAergic cells in the rat mPFC (Gabbott et al., 
2005). Studies show that PV levels in the mPFC increase between the juvenile and adolescent 
period, accompanied by facilitation of fast-spiking PV interneurons (Caballero et al., 2014). The 
authors speculate that these concurrent developments have implications for development of PFC 
inhibition and perturbations to this process could lead to aberrant cognitive behavior like that 
seen in patients with schizophrenia. 
Perineuronal nets (PNNs) also contribute to the maturation of inhibitory control. PNNs 
are specialized components of the extracellular matrix that surround the soma, dendrites and 
axon segments of neurons and contribute to inhibitory function and synaptic stability. The lattice 
PNNs create a barrier around the cell, preventing the formation of new synaptic contacts while 
stabilizing existing synapses (Härtig et al., 1992), and their development often coincides with the 
closure of a critical period (Pizzorusso et al., 2002). In the prefrontal cortex, PNNs preferentially 
surround PV cells and appear to be necessary for maintaining inhibitory/excitatory balance 
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(Baker et al., 2017; Balmer, 2016). Studies of postmortem tissue have demonstrated nonlinear 
increases in PNN density within the human PFC, though the sample sizes were too small to make 
any definitive conclusions about sex differences in the developmental trajectory (Mauney et al., 
2013a). PNN density also increases in the prelimbic and infralimbic cortices between P25 and 70 
in male rats, corresponding with the adolescent period (Baker et al., 2017). The trajectory of 
perineuronal net development in the female rodent mPFC has not yet been studied and is 
examined here in Chapter 5. However, given that ovarian hormones are sufficient to organize 
inhibitory neurotransmission in adolescent female mice (Piekarski et al., 2017), it could be 
hypothesized that ovarian hormones influence PNN formation and/or function in the female 
prefrontal cortex. 
In summary, a wide array of developmental changes take place within the human 
adolescent PFC, some of which correlate with the increase in gonadal hormones at puberty. 
Many of the same processes occur in the analogous rodent mPFC, where more direct 
relationships between gonadal hormones and brain development have been found. This neural 
reorganization undoubtably contributes to at least some of the behavioral changes experienced 
during adolescence. 
 
1.2 VULNERABILITY OF THE ADOLESCENT BRAIN 
 
1.2.1 Influences of Stress 
 
 Given the large number of behavioral and neurological changes that occur during 
adolescence, it has been suggested that this is a particularly sensitive window of development 
where negative external influences could have long-term implications for the brain and behavior. 
Adolescents in this transitive stage are commonly exposed to many challenges, including 
changing social environments and a desire to seek out novel environments, which has led some 
researchers to refer to adolescence as a period of “storm and stress” (Casey et al., 2010). Several 
studies suggest that the influences of negative external factors are exacerbated if the stressors 
occur during periods of rapid brain development (Andersen et al., 2008). Life stressors 
experienced during adolescence could include poor sleep, poor diet, negative peer and family 
relationships, and exposure to drugs of abuse, all of which are shown to have negative 
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consequences (see Spear, 2000 for review). This review will focus primarily on the influences of 
stress on the developing rodent mPFC and its influences on behavior.  
 Stressors activate the hypothalamic pituitary adrenal (HPA) axis, causing neurons in the 
paraventricular nucleus of the hypothalamus (PVN) to secrete corticotropin releasing hormone 
(CRH). CRH then stimulates the anterior pituitary to release adrenocorticotropic hormone 
(ACTH), which then signals to the adrenals to produce the glucocorticoids cortisol in humans 
and corticosterone in rats. Glucocorticoids travel through the bloodstream and can provide 
negative feedback at the PVN to the HPA axis (Herman & Cullinan, 1997). The PVN also 
receives feedback from other brain regions, including the hippocampus, amygdala, and PFC. 
These brain regions work in concert to mediate the stress response, and as discussed above, all 
undergo extensive development during adolescence. As such, studies show that the HPA axis 
continues to mature during pubertal onset (Romeo et al., 2004) 
 Previous work with a rodent model suggests that adolescents are particularly susceptible 
to the hormonal influences of glucocorticoids. Following acute restraint stress, adolescents have 
significantly higher levels of corticosterone 30 minutes after termination of the stressor when 
compared to adults (Romeo et al., 2004). This finding is replicated in both males and females. 
There are no differences between adolescents and adults in ACTH levels following acute stress, 
suggesting that the prolonged glucocorticoid response in adolescents is due to increased adrenal 
sensitivity to ACTH. Additionally, adult rats repeatedly exposed to a stressor demonstrate a 
habituated ACTH release, though adolescents show sensitization to ACTH following chronic 
stress (Romeo et al., 2006).  
 Prolonged glucocorticoid exposure has influences on the dendritic trees of pyramidal 
neurons. Studies of adult rodents show that corticosterone induces atrophy of the dendritic tree of 
mPFC pyramidal neurons (Anderson et al., 2016; Gourley et al., 2013; Radley et al., 2008). If 
adult rodents are left undisturbed for 21 days after stress exposure, dendritic branching can 
recover to pre-stress levels (Radley et al., 2005). Juvenile/adolescent male and female rats 
exposed to chronic stress from P20 through 41 show a similar atrophy of prefrontal pyramidal 
neurons, as well as hippocampal atrophy and hypertrophy of the dendritic tree in the amygdala 
(Eiland et al., 2012). Another study reports that socially isolated males had lower levels of 
synaptic proteins in the mPFC both 1 and 25 days after the stressor had ended (Leussis & 
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Andersen, 2008; Leussis et al., 2008), suggesting that adolescent stress-induced dendritic atrophy 
in the mPFC may not recover at the same rate or degree seen in adult animals. 
Multiple studies have shown that immediate behavioral deficits occur following 
adolescent stress exposure, some of which appear to manifest in a sex-specific manner. Eiland et 
al. (2012) found that both male and female rats exposed to 21 days of chronic restraint stress 
beginning at P20 showed increased anhedonia, tested with a sucrose preference task, and both 
sexes showed decreased anxiety-like behaviors. Following exposure to a social stressor between 
P30 and 35, female rats had increased anxiety-like behaviors on the elevated plus maze, while 
males demonstrated deficits on forced swim and learned helplessness tasks (Leussis & Andersen, 
2008). The discrepancies between these findings may be due to the different types of stressors 
used (physical restraint vs social isolation, chronic vs short-term), as these have been shown to 
have differential outcomes on behavior (Green & McCormick, 2013). It may also be because of 
the different timing of the stressors. Female rats complete pubertal onset prior to P40, and there 
is virtually no overlap in rats between the timing of male and female puberty. Thus, a stressor 
experienced prior to P40 would occur during pubertal onset in females and before pubertal onset 
in males. As discussed above, there are sex differences in the trajectory of mPFC maturation that 
appear to be dependent on pubertal hormones, which could modulate how corticosterone 
influences dendritic atrophy the mPFC or other brain regions.   
There is evidence that ovarian hormones mediate the influences of stress in females as 
well. Work with adult rodents demonstrates that estrogen results in female rodents being 
particularly susceptible to the negative influences of stress; stressed female rats with high 
circulating estrogen or with estrogen injections were significantly more impaired on the mPFC-
dependent delayed alternation task compared to males or controls (Shansky et al., 2004). Thus, it 
has been speculated that estrogen may confer a unique vulnerability to the neurotoxic effects of 
corticosterone (Shansky & Morrison, 2009). If such a hormonal interaction exists, pubertal 
females may be particularly vulnerable to stress exposure, and this hypothesis will be tested in 
Chapter 3. 
The sex-specific influences of adolescent stress may have implications for mental illness, 
which typically onsets during this time (Kessler et al., 2005; Paus et al., 2008). This includes 
depression and schizophrenia, which both have gender discrepancies in their diagnoses and 
involve PFC dysfunction. In human populations, stress-related disorders including major 
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depressive disorder and post-traumatic stress disorder are more frequently diagnosed in women 
(Weissman et al., 1996), and this sex difference does not emerge until adolescence at age 15 
(Nolen-Hoeksema & Girgus, 1994). The opposite is seen in schizophrenia, where males are more 
commonly diagnosed until age 43, when the incidence in women increases (Abel et al., 2010). It 
has been hypothesized that an exaggeration of the typical PFC pruning that occurs at adolescence 
could occur in schizophrenic patients and exacerbate symptoms of this disorder (Feinberg, 1982), 
which also occurs during exposure to a stressor. Thus, adolescents may be more susceptible to 
the negative influences of stress compared to adults, which could leave adolescents more likely 
to develop to mental illness. Additionally, given the sex differences in diagnoses and influences 
of estrogen on PFC-dependent behavior following stress, this vulnerability may be mediated by 




 The goal of this dissertation is to further examine the role of pubertal hormones on 
adolescent brain development and behavioral maturation in rodents, specifically in the mPFC. 
While multiple studies have demonstrated a role for puberty in development of this region, 
relatively few studies are designed to disentangle hormonal effects from normal, age-related 
changes. The studies described below have been designed to examine the influences of pubertal 
onset on brain development in males and females.  
Furthermore, multiple studies demonstrate brain regions undergoing periods of rapid 
change and development are more susceptible to negative extrinsic factors. Given the brain 
development that occurs in the prefrontal cortex at puberty and long-term consequences of stress 
exposure, stress experienced during pubertal onset may be particularly detrimental for this 
region. This could have implications for mental health disorders that are categorized by PFC 
dysfunction, including depression and schizophrenia. 
Chapter 2 examines the behavioral changes that occur at puberty in male and female rats 
by utilizing a modified Morris water maze and the elevated plus maze (EPM). Both of these 
experiments study pre-pubertal male and female rats and rats that are 2 days post-pubertal. This 
design accounts for the fact that female rats reach puberty approximately 7-10 days earlier than 
males, allowing us to examine both age and hormonally driven changes in behavior. Multiple 
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studies have shown that steroid hormones can influence cognitive and spatial behavior (e.g. 
Kanit et al., 2000; Juraska & Rubinow, 2008), though an exact role for pubertal onset in these 
behaviors have not been thoroughly studied. Additionally, multiple studies have described sex 
differences on the EPM and suggested that estrogen acts as an anxiolytic in female rodents 
(Zimmerberg & Farley, 1993), though the ontogeny of this behavior has not been fully explored. 
Chapter 3 focuses on the neuroanatomical changes that take place within the prefrontal 
cortex between the juvenile period and adulthood, with particular attention paid to changes that 
occur around pubertal onset. Several studies note changes in cell type or synaptic density that 
during adolescence (e.g. Huttenlocher & Dabholkar, 1997; Caballero et al., 2014; Baker et al., 
2017; Willing & Juraska, 2015). However, previous literature demonstrates that the PFC volume 
decreases during adolescence, which could confound density measures. Thus, Chapter 3 tracks 
the total number of synapses in the prefrontal cortex from the juvenile period into adulthood 
using stereological techniques. Previous work from our laboratory has shown that females lose 
neurons in the mPFC around the timing of pubertal onset (Willing & Juraska, 2015), and this 
study examines the number of synapses at the same ages.  
Chapter 4 examines the long-term influences of adolescent stress on brain and behavior. 
Specifically, male and female rats were exposed to a stressor during or after pubertal onset. 
Adult behaviors were examined using the EPM, forced swim task (FST), open field (OF), and 
pre-pulse inhibition task (PPI). Though multiple studies note short- and long-term deficits on 
these tasks following adolescent stress (e.g. Eiland et al., 2012; Toth et al., 2008), our unique 
design accounted for the differences in pubertal timing between males and females which has not 
yet been studied when examining influences of adolescent stress.  
Given the anatomical and functional maturation that occur in the mPFC at pubertal onset, 
we explore PNNs as a possible mechanism for these changes in Chapter 5. Previous research 
suggests that PNN density in the male cortex increases around pubertal onset (Baker et al., 
2017), but no study to date has examined PNNs stereologically in males or females. Thus, 
Chapter 5 examined sex differences in the number of cells with PNNs at various stages of 
adolescent development, similar to the design used in Chapter 3. Additionally, to further 
understand the role of pubertal onset in PNN expression, we quantified the number of PNNs in 
age-matched siblings at different stages of pubertal onset.  
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We found a significant effect of pubertal onset on PNNs in the female mPFC in Chapter 
5. In the cortex, PNNs primarily surround the PV cells (Baker et al., 2017; Slaker et al., 2016; 
Van Den Oever et al., 2010), and PV colocalizes with ERβ in the adult cortex (Blurton-Jones & 
Tuszynski, 2002). Therefore, in Chapter 6, we quantified changes to ERβ expression by 
visualizing Esr2 in the mPFC using RNAscope in situ hybridization in the same tissue from the 
age-matched pre- and post-pubertal females used in Chapter 5. Interestingly, we found an abrupt 
downregulation of this receptor in the recently post-pubertal females compared to their pre-
pubertal siblings. These results suggest that this receptor may be involved in mediating the 
behavioral and anatomical development observed during adolescence and described in this 
document. 
 
1.4 GENERAL MATERIALS AND METHODS 
 
All subjects used in this dissertation were male and female Long-Evans hooded rats. 
Subjects were the offspring of animals bred in house in the vivarium within the Psychology 
Building at the University of Illinois. All breeders were Long-Evans hooded rats obtained from 
Harlan Laboratories (now Envigo) (Indianapolis, IN). Subjects were weaned at P25 and were 
housed in same-sex pairs or triplets. Most subjects in the following studies were kept on low-
phytoestrogen diets and housed in BPA-free polysulfone cages to limit exposure to endocrine 
disrupting chemicals. All animals were kept on a 12:12 hour light-dark cycle and provided ad 
libitum access to food and reverse-osmosis water in glass bottles. All procedures were approved 
by the University of Illinois Institutional Care and Use Committee and adhere to the National 




CHAPTER 2: INFLUENCES OF PUBERTY ON RODENT BEHAVIOR  
 
A portion of this chapter contains work from an article published in Behavioral Neuroscience 
entitled A Role for Puberty in Water Maze Performance in Male and Female Rats (Willing, 




Human adolescence is a period characterized by a variety of neuroanatomical changes 
that are accompanied by the maturation of many cognitive and emotional functions (Casey et al., 
2000). Puberty, which is associated with increases in circulating gonadal hormones, often 
corresponds with maturation of the PFC and other limbic brain regions, and could contribute to 
the behavioral maturation that occurs during adolescence (Giedd et al., 1996; Satterthewaite et 
al., 2014). There is some evidence that cortical development in humans is influenced by pubertal 
onset, as multiple studies note correlations between estrogen and testosterone concentrations and 
gray matter volume (e.g. Herting et al., 2015; Neufang et al., 2009; Peper et al., 2009). The PFC 
is involved in executive function and reversal learning and shares reciprocal connections with the 
basolateral amygdala (BLA). Together these regions have been implicated in affective 
processing (Davidson, 2002), a behavior that matures across adolescence in humans (Crone & 
Dahl, 2012). 
Similar developmental findings to those seen in humans have been observed in 
adolescent rodents. Female rats lose a significant number of neurons and synapses in the 
analogous mPFC between P35 and 45 (Drzewiecki et al., 2016; Willing & Juraska, 2015), which 
corresponds with the timing of pubertal onset. Additionally, this loss of neurons can be prevented 
with prepubertal ovariectomy (Koss et al., 2015). Further work from our laboratory has found 
that dendritic branching increases across adolescence within pyramidal cells in the BLA (Koss et 
al., 2014b). This finding is consistent across males and females and is not accompanied by an 
increase in overall dendritic growth, suggesting that excitatory synapses in the BLA undergo 
remodeling across adolescence. Additionally, the reciprocal connections between these two 
regions continue to develop across adolescence in male rodents (Cressman et al., 2010; 
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Cunningham et al., 2002). Taken together, these findings could have broad implications for 
adolescent cognitive and emotional behaviors, both of which involve these brain regions.  
Indeed, adolescent rats undergo increases in cognitive capabilities, particularly on tasks 
that involve the mPFC (e.g. Andrzejewski et al., 2011; Koss et al., 2011; Sturman et al., 2010), 
though this is not always the case (e.g. Westbrook et al., 2018, Simon et al., 2013). There is some 
evidence that pubertal onset in rodents has direct implications for these advances in cognition. 
For example, pubertal onset in females leads to changes in cognitive strategies on tasks involving 
spatial navigation (Kanit et al., 2000), and female rats treated with estradiol prior to puberty 
performed better than controls on a Morris water maze task during adolescence (Wartman et al., 
2012). This effect could be because estrogen rapidly increases the number of dendritic spines in 
the hippocampus in male and female rats, and this increase correlates with performance on 
spatial memory tasks (Jacome et al., 2016). Although the mPFC is less involved in tasks 
requiring spatial learning and memory than other neural regions, mPFC lesions have been shown 
to negatively impact performance on reversal components of spatial tasks (de Bruin et al., 1994; 
Lacroix et al., 2002). Furthermore, estradiol has also been shown to act locally in the PFC to 
modulate decision making behavior (Uban et al., 2011). 
Pubertal onset also has implications for anxiety-like behaviors, as the sex difference 
commonly observed on the EPM in adulthood is not seen in females who undergo pre-pubertal 
ovariectomy (Zimmerberg & Farley, 1993). Estrogens have been shown to have anxiolytic 
properties by their actions at the GABA and ERβ receptors (Krezel et al., 2001; Lund et al., 
2005), and naturally cycling female rodents with high levels of estrogens make more entries into 
and spend more time in the open arm of the EPM (Mora et al., 1996). Additionally, previous 
work has shown that normative pubertal onset in males organizes social behaviors into 
adulthood, and the authors speculate that this is due to anxiolytic effects of androgens (Primus & 
Kellogg, 1989).  
Despite this evidence, there is a paucity of research examining a direct role for pubertal 
hormones on adolescent behavior and cognition or the timeline upon on which they exert these 
effects. Therefore, the purpose of the following experiments is to examine how normative 
pubertal onset influences spatial memory, reversal learning, and anxiety-like behaviors in male 








Subjects were the offspring of Long Evans rats ordered from Envigo [Formerly Harlan] 
(Indianapolis, IN) that were bred in the vivarium of the Psychology Department at the University 
of Illinois. Subjects were weaned at P24 or 25 and housed in groups of two or three with same-
sex littermates. Subjects were provided food and water ad libitum and kept on a 12:12 light-dark 
cycle. All procedures were approved and adhered to guidelines set forth by the University of 
Illinois Institutional Care and Use Committee. 
For each experiment, four groups for each sex were tested based on age and pubertal 
status.  Among female subjects, pubertal onset was determined by vaginal opening, which 
corresponds with increases in LH and estrogen (Castellano et al., 2011). In males, pubertal onset 
was identified by the separation of the prepuce from the glans penis, a process dependent upon 
circulating androgens at puberty (Korenbrot et al., 1977). An experimenter assessed pubertal 
status in all rats daily beginning at P29 in females and P39 in males. 
For the water maze experiment, female groups (n=10/group), testing started on P30 
(prepubertal), P33 (prepubertal), 2 days after pubertal onset (post-pubertal) or at P60 (young 
adults). For males (n=9/group), testing began on P40 and P43 for the two prepubertal groups, or 
two days after pubertal onset or at P60. All groups were equally counterbalanced across litters, 
with one animal from each litter being assigned to each group. 
A separate group of animals was used in the EPM experiment. In this study, testing 
occurred at P25 for both males and females (n=16/group) (prepubertal). Female subjects were 
tested at P33 (n=15) (prepubertal), 3 days after pubertal onset (n=13) (post-pubertal), or in 
adulthood at P80 (n=9). For male subjects, testing occurred on P42-P43 (n=13) (prepubertal), 3 
days after pubertal onset (n=16) (post-pubertal), or in adulthood at P80 (n=10). No more than 






2.2.2 Testing Procedures 
 
2.2.2.1 Water Maze Experiment 
 
All animals in the water maze experiment were exposed to the water maze apparatus 
before testing. The first day of testing, termed pretraining, was conducted in a different room 
than the testing procedures. The pretraining maze was a wading pool 122 cm in diameter with a 
36 cm depth. The water was kept clear and maintained at 26°C. A visible escape platform was 
placed in the maze, and each animal underwent four trials in which the latency to reach the 
platform was recorded. If the subject did not reach the platform within 60 seconds, they were 
manually placed on it for a period of 10 seconds. In between trials, animals were placed into a 
holding cage with a dry towel for one minute. 
Water maze testing occurred 24 hours after pretraining. The adapted water maze test was 
used to assess both spatial memory and cognitive flexibility in rodents. Testing was conducted in 
a plastic tank (175 cm in diameter, 74 cm deep) filled with water (26°C) made opaque with 
nontoxic white tempera paint. An escape platform (10 square cm) was placed 2 cm below the 
water level. All trials were recorded using ANY-maze behavior-tracking software (Stoelting, 
Wood Dale, IL). Using this software, the maze was divided into four equal quadrants (A–D).  
The task consisted of five trial “blocks” (four trials per block) that occurred over two 
consecutive days. Blocks 1 and 2 took place on the first day and were separated by a 20-min 
interval. Blocks 3, 4, and 5 took place on the second day and were also separated by 20 min 
each. For Blocks 1–3, the escape platform was in the same location. In Blocks 4 and 5, the 
location of the platform changed to an alternate quadrant of the maze. Both the initial and novel 
locations for the escape platform were kept uniform for all animals. In each trial, the distance 
traveled (path length) and the latency to reach the platform was recorded with a maximum 
latency of 60 seconds. Animals were led to the platform if it was not found in 60 seconds. 
Intertrial intervals within the block were 1 minute. Path length and latency to the platform on 
Blocks 1–3 assesses spatial memory. These measures in Blocks 4 and 5 test reversal learning, the 
ability to learn the position of the new platform location while inhibiting the tendency to revert 
back to the first location of the platform. Within each animal, path lengths were averaged for 
each block. In addition, to analyze individual trials that vary in distance between the start point 
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and platform, ANY-maze software was used to calculate an efficiency score for each trial 
(distance between the starting point and the escape platform divided by the actual distance 
swam). Lastly, the percentage of time spent in each of the four quadrants of the maze was scored 
during the trials in Block 5. 
 
2.2.2.2 EPM Experiment 
 
The arms of the EPM apparatus stand 50 cm off the floor with four separate arms that are 
50 cm long by 10.5 cm wide. Two of the four arms are defined as the “closed arms,” which are 
enclosed by walls 33.5 cm high. The remaining two arms are defined as the “open arms” and 
have no walls.  
All subjects were tested under dim lighting between 14:00 and 16:00. The experimenter 
placed the subject in the center of the maze and manually timed the amount of time spent in open 
arms as well as the number of open and closed arm entries. An entry was defined when over half 
of the rat’s body was in the arm of the maze. Rats were tested in the maze for a single 10 minute 
trial and returned to the home cage following testing. 
 
2.2.3 Statistical Analysis 
 
 Because of differences in the timing of puberty, males and females were analyzed 
separately for all analyses in each experiment. For the water maze, differences in the path length 
to the platform across blocks were analyzed for each sex using two-way repeated measures 
analysis of variance (ANOVA; Age X Block), with litter used as a random factor. Separate 
repeated measures ANOVAs were run for Blocks 1–3 and for Blocks 4–5. A one-way ANOVA 
was conducted for the percentage of time spent in the original quadrant for Block 5 as an 
indicator of perseveration. Latency to reach the platform and average swim speed were also 
analyzed.  
For the EPM, separate one-way ANOVAs were conducted on mixed linear models for the 
total time in the open arm, total open arm entries, and the percentage of entries made into the 
open arm. Litter was blocked as a random factor using the “lmer” test package. All post hoc 
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analyses were conducted as a priori comparisons of subsequent ages with a Bonferroni 




2.3.1 Water Maze Behavior 
 
2.3.1.1 Initial Platform Location 
 
Pubertal status did not affect performance on spatial memory for the initial location of the 
escape platform (Figure 2). There were no effects of age on path length, latency, and swim speed 
for both males and females in Blocks 1–3, nor were there any significant interactions. The 
repeated measure for block was significant for path length, F(2, 107) = 11.89, p < 0.001, and 
latency, F(2, 107) = 11.36, p < 0.001, in males, as well as path length, F(2, 119) = 10.36, p < 














Figure 2. Neither age nor pubertal status had an effect of learning the location of an escape 
platform in males or females. There was a significant effect of trial block on path length and to 
reach the escape platform in its initial location in males and females (P < 0.001). Post hoc tests 
revealed a difference between the first and second trial blocks (P < 0.001), but not between trial 
blocks 2 and 3 in either sex. 
 
2.3.1.2 New Platform Location 
 
In Blocks 4–5, there was another main effect of block on path length in both females, 
F(1, 79) = 8.22, p < 0.001, and males, F(1, 71) = 18.27, p < 0.001 (Figure 3). There was also an 
effect of block on latency in males, F(1, 71) = 23.13, p < 0.001, and females, F(1, 79) = 4.59, p = 
0.008, but there was no significant effect of age in either males, F(3, 71) = 1.71, p = 0.183, or 
females, F(3, 79) = 1.23, p = 0.313 (Figure 4). There were no significant interactions between 
block and age for any measure of path length for the initial and new location. Similarly, there 





Figure 3. There was a significant main effect of trial block on path length in both males and 
females (P < 0.001) after the escape platform was moved to a new location. There were no 
effects of age or pubertal status on distance traveled in either sex. 
 
When an individual trial analysis was run with pre- and post-pubertal ages pooled for the 
changed platform location (Trials 13–20), post-pubertal animals performed better than pre-
pubertal animals (Figure 3). Females had a main effect of pubertal status on efficiency score, 
F(1, 304) = 3.98, p = 0.039; an effect of trial, F(7, 304) = 21.23, p < 0.001; and no significant 
interaction, F(7, 304) = 0.44, p = .880). In males, there was a significant effect of pubertal status, 
F(1, 272) = 6.19, p < 0.013; a main effect of trial, F(7, 272) = 30.42, p < 0.001; and no 










Figure 4. When animals were grouped between pre- and post-puberty, path efficiency score 
(higher score reflective of greater efficiency) was also reduced in post-pubertal females, p = 
0.039, and males, p = 0.013, across Trials 13–20 in Blocks 4 and 5. 
 
Analysis of the percentage of time spent in the former quadrant location during Block 5 
showed an effect of age in females, F(3, 39) = 3.26, p = 0.033, and males, F(3, 35) = 3.38, p = 
0.031 (Figure 5). Post hoc comparisons (Fisher’s LSD) between individual groups revealed that 
both pre-pubertal males and pre-pubertal females spent a greater amount of time in this quadrant 
than their post-pubertal and young adult counterparts (p < 0.05). There was no effect of age on 
percentage of time spent in the novel quadrant in females (p = 0.17; mean/SEM; P30: 43.5/2.9, 
P33: 38.5/2.7, post- pubertal: 44.9/2.2, young adult: 41.2/2.7) or males (p = 0.64; mean/ SEM; 
P40: 42.3/2.7, P43: 42.1/2.5, post-pubertal: 45.8/1.6, young adult: 41.8/3.1). There were also no 
differences between ages on the percentage of time spent in the other two quadrants in females (p 
= 0.27; mean/ SEM; P30: 24.5/1.5, P33: 21.7/2.6, post-pubertal: 24.3/1.6, young adult: 26.3/1.8) 






Figure 5. Prepubertal rats of both sexes spent more time in the initial quadrant of the maze in 
Block 5. In both male (p = 0.031) and female (p = 0.033) groups that had reached puberty, less 
time was spent in the original quadrant than prepubertal groups. 
 
2.3.2 EPM Behavior 
 
 There was a main effect on time spend in open arms in female subjects, F(3, 40) = 4.27, p 
= 0.01. Post hoc comparisons indicated that post-pubertal and adult animals spent significantly 
more time in the open arm than P25 and pre-pubertal females (Figure 6). There was also a main 
effect of group on open arm entries, F(3,40) = 9.21, p < 0.001, with a significant increase in open 
arm entries between the P33 and post-pubertal groups, F(1,17) = 8.69, p = 0.009, though it 
should be noted that the difference in open arm entries between P25 and pre-pubertal animals 
was nearly significant, F(1,19) = 3.89, p = 0.06 (Figure 7). Among male subjects, there were no 
significant effects of group or pubertal status on the total time spent in open arms, F(3,43) = 







Figure 6. Pubertal status significantly influenced the amount of time spent in open arms among 
female rats (p = 0.01). Both post-pubertal and adult animals spent significantly more time in 




Figure 7. There were significant effects of pubertal status on open entries in females (p < 0.001) 
as, post-pubertal animals made more entries than pre-pubertal animals. 
 
Estrogen can influence motor activity (Leret et al., 1994; Morgan & Pfaff, 2001), so to 
control for general increases in activity, the percentage of total entries into the open arm was 
analyzed. In females, there was a significant main effect of group, F(3,49) = 5.61, p = 0.002, 
where post-pubertal animals made a greater percentage of open arm entries than pre-pubertal 






Figure 8. Post-pubertal females made a greater percentage of total arm entries in the open arm 




 In the present study, there were no effects of pubertal status on the ability to learn the 
initial location of an escape platform in a Morris water maze task. Both male and female pre- and 
post-pubertal animals had significantly reduced path lengths between the first and second blocks, 
suggesting a fairly rapid acquisition of the spatial task. Despite the decreased spine density in 
males (Meyer et al., 1978) and females (Yildirim et al., 2008) associated with puberty in the 
hippocampus, pubertal onset did not significantly improve spatial memory after 20 minutes or 24 
hour interblock intervals. It is possible that these neuroanatomical changes may affect learning 
strategies, which are known to change after puberty (Kanit et al., 2000; Rodriguez et al., 2013) 
but do not manifest into observable changes in performance on a simple spatial task. 
 Analysis across individual trials revealed that post-pubertal males and females had 
significantly increased path efficiency to the platform after its location was moved to an alternate 
quadrant of the maze, demonstrating enhanced reversal learning. They also spent less time in the 
former quadrant of the maze where the platform was previously located. It is plausible that the 
impairments in prepubertal animals in the present study were due to an immature prefrontal 
cortex. Previous studies have shown that mPFC lesions do not lead to deficits in spatial learning 
but do impair reversal learning (de Bruin et al., 1994; Lacroix et al., 2002). Though the deficits 
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in pre-pubertal animals were subtle and less pronounced than the deficits found after lesioning 
the mPFC, results from the present study suggest that pubertal onset does play a role in mPFC-
mediated reversal learning. In addition, prepubertal animals of both sexes spent a greater 
percentage of time in the initial quadrant, suggesting that the deficit in reversal in prepubertal 
subjects might be characterized as deficits in cognitive flexibility and frontal inhibition. This is 
consistent with a study in which presumably prepubertal males (P28–42) committed more 
perseveration errors than adults on an extinction task (Sturman et al., 2010).  
The present study suggests that pubertal onset may be associated with rapid changes in 
cognitive behavior, which may be driven by the hormone-dependent neuroanatomical changes in 
the mPFC. Work from our laboratory has demonstrated a link between pubertal onset and 
synaptic loss in the mPFC (Carly M. Drzewiecki et al., 2016). Additional work also found that 
the total number of mPFC synapses in adulthood negatively correlates with the number of 
perseverative errors made on an attentional set shifting task made by littermates (Kougias et al., 
2018).  Together, these findings imply a possible mechanism by which the increase of gonadal 
hormones at puberty decreases the number of synaptic connections in the mPFC and enhances 
cognitive capabilities.  
 The current study did not observe effects of pubertal status on EPM behaviors in males. 
This was not unexpected, as previous research shows that pre-pubertal castration does not 
influence EPM behaviors in male rats (Zimmerberg & Farley, 1993). However, this study did 
find robust effects of pubertal onset on EPM behaviors in female rodents. Post-pubertal females 
made more entries into and spent significantly more time in the open arms, a finding that 
suggests pubertal onset leads to decreased anxiety-like behavior. Though estrogen can increase 
exploratory behavior (Leret et al., 1994), this increase in time spent in open arms cannot be 
explained by simple estrogen-dependent increases in locomotor activity. To control for this, we 
analyzed the total percentage of entries made into the open arm and found still that post-pubertal 
females made more entries than pre-pubertal females. This finding suggests that while post-
pubertal and adult animals do display higher indices of locomotion in the EPM, they also display 
decreased anxiety-like behaviors. Though multiple studies have noted sex differences on the 
EPM due to the anxiolytic actions of estrogen (Lund et al., 2005; Mora et al., 1996; Zimmerberg 
& Farley, 1993), this study is unique in that it demonstrates that pubertal onset can rapidly 
organize these behaviors to adult-like levels in a matter of days.  
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While anxiety levels can influence cognitive behaviors in rodents (Ohl et al., 2002, Bondi 
et al., 2008), the sex differences in our EPM findings suggest that the influences of puberty on 
anxiety behaviors and reversal learning cannot be attributed to identical underlying mechanisms. 
Increases in ovarian hormones could influence the developing connections between the PFC and 
BLA, which have been implicated in anxiety and fear extinction (Morgan et al., 1993). 
Adolescent male mice show deficits in fear learning that are accompanied by an overproduction 
of spines in the PL region of the mPFC and increased connectivity between the mPFC and BLA 
(Pattwell et al., 2016). It has also been demonstrated that efferent and afferent projections 
between these regions mature across adolescence in male rats (Cunningham et al., 2002; 
Cressman et al., 2010), though it us unknown if these projections are influenced directly by 
gonadal hormones. Additionally, there is a significant loss of neurons in the BLA of both male 
and female rats between adolescence and adulthood, which is accompanied by an increase in 
dendritic branching (Rubinow & Juraska, 2009; Koss et al., 2014). While the influence of 
puberty on these processes remains unknown, it is feasible that increased inhibition within the 
frontal cortex at puberty as demonstrated in this study would influence the BLA and its 
associated circuitry, and that synaptic and volumetric changes in these regions could influence 
anxiety-like behaviors. 
 Additional neurochemical changes occur during adolescence, which could have 
implications for cognitive and anxiety-like behaviors. For example, frontal tyrosine hydroxylase 
(TH) immunoreactive fibers in the mPFC increase linearly across adolescence in males and 
females, accompanied by increased dopamine availability (Naneix et al., 2012; Willing et al., 
2017). As PFC dopaminergic innervation has been linked to reversal learning, increases in TH 
may explain the increases in cognitive flexibility demonstrated here (Chisholm et al., 2013; 
Naneix et al., 2009). Frontal dopamine levels also contribute to anxiety-like behaviors, as male 
rats with depleted mPFC dopamine make fewer entries into the open arm of the EPM (Espejo, 
1997). Given that TH fiber development does not appear to be influenced by pubertal hormones, 
this may explain why we did not see differences between pre- and post-pubertal males in EPM 
behaviors. Additionally, white matter volume under the frontal cortex increases in sex-specific 
trajectories during adolescence (Willing & Juraska, 2015). Unlike TH fibers, white matter 
volume in females seems to be mediated by estrogen, as pre-pubertal ovariectomy increases 
white matter volume in the mPFC (Koss et al., 2015) and the number of myelinated axons in the 
31 
 
splenium of the corpus callosum (Yates & Juraska, 2008). Interestingly, pre-pubertal 
ovariectomy decreases levels of myelin basic protein (MBP) within the orbitofrontal cortex, a 
region important for executive functioning and impulse control (Darling & Daniel, 2019). Effects 
of estrogen on white matter volumes could explain why we only saw changes in EPM behavior 
in female subjects, though further research is needed to test this hypothesis. 
 The behavioral findings discussed here have implications for researchers that study 
adolescent behavior and neuroanatomy. Most research of adolescent behavior controls only for 
age and not pubertal status, though female rats reach puberty 7-10 days before males with 
virtually no overlap in pubertal onset timing between the sexes. We have shown here that 
pubertal onset leads to abrupt increases in mPFC-mediated cognition in males and females and 
decreased anxiety-like behaviors in females. Thus, researchers studying adolescent animals at the 
same ages may be examining males and females at different stages of pubertal development, 
which could influence behavioral findings. Future studies should be aware of these discrepancies 






CHAPTER 3: SYNAPTIC NUMBER CHANGES IN THE MEDIAL PREFRONTAL 
CORTEX ACROSS ADOLESCENCE IN MALE AND FEMALE RATS: A ROLE FOR 
PUBERTAL ONSET 
 
This chapter has been published in Synapse entitled Synaptic number changes in the medial 
prefrontal cortex across adolescence in male and female rats: A role for pubertal onset 




Adolescence, the transition from childhood into adulthood, is characterized by unique 
behavioral and physiological phenotypes observed across several mammalian species. Notably, 
adolescents differ from children and adults on a variety of behaviors involving the prefrontal 
cortex (PFC), suggesting that the PFC undergoes developmental remodeling during this time. 
Anatomical MRI scans indicate throughout childhood PFC gray matter increases to a peak 
volume in early adolescence when it begins to gradually decline to a mature volume by early 
adulthood (Giedd, 2004; Jernigan et al., 1991; Lenroot & Giedd, 2006; Sowell et al., 1999). This 
anatomical pattern also occurs in both non-human primates and rats (Knickmeyer et al., 2010; 
van Eden & Uylings, 1985). 
There is evidence that gray matter losses in the PFC may be due to synaptic pruning.  In 
humans, an increase in synaptic density occurs across early childhood, peaking around the time 
of puberty, followed by a decrease across adolescence into adulthood (Glantz et al., 2007; 
Huttenlocher & Dabholkar, 1997). Changes in spine density often are layer-specific and may not 
reach adult levels until the third decade of life (Petanjek et al., 2011). This synaptic pruning 
pattern has also been found in the cortex of nonhuman primates (Anderson et al., 1995; 
Bourgeois & Rakic, 1993; Bourgeois et al., 1994). 
Currently, the existing literature only examines changes in synaptic density, as opposed 
to the total number of synapses, though there are volumetric changes across adolescence. While 
this is understandable given the difficulties in parcellating cortical subregions in primate brains, 
estimations of synapse number using only measurements of synaptic density in the PFC could be 
confounded by changes in PFC volume between adolescence and adulthood. Another limitation 
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is that postmortem human brain tissue is difficult to obtain, leading to small sample sizes and 
significant age gaps between subjects. To circumvent these problems in the existing human 
literature, the rodent PFC can be used as a model for adolescent development, as rats have a PFC 
both neuroanatomically and functionally homologous to that of humans and nonhuman primates 
(Uylings et al., 2003). Thus, using a rat model, one of the goals of the present study is to sample 
multiple ages to better expound upon the timing of pruning and to include volume changes in the 
calculation so that the total number of synapses can be ascertained. 
Additionally, current literature on synaptic pruning during adolescence focuses primarily 
on male subjects, though work from our laboratory suggests differential trajectories between 
sexes.  For example, while neurons themselves are pruned in the rat mPFC during adolescence, 
pruning is considerably more prominent in females than males (Markham et al., 2007; Willing 
and Juraska, 2015). Additionally, dendritic spine density increases in Layer V pyramidal neurons 
for both male and female rats during the prepubertal period (P20 to P35) and then decreases 
between adolescence and adulthood (P35 to P90); however, only females lose basilar dendrites in 
this region between adolescence and adulthood (Koss et al., 2014). The measure of dendritic 
spines at only three time points and only one type of neuron within a specific layer is indicative 
but leaves an incomplete picture of synaptic loss, which we hope to elucidate by examining 
multiple age groups.   
 Furthermore, the rise in ovarian hormones at puberty may have a role in synaptic loss.  
Koss et al. (2015) found that prepubertal ovariectomy resulted in more neurons in the mPFC in 
adulthood, while prepubertal gonadectomy was without effect in males.  The timing and extent 
of neuronal loss in Willing and Juraska (2015) further supports a role for ovarian hormones. 
Therefore, as a start in exploring this, both sexes will be examined and pubertal status will be 
tracked in the present study. The number of synapses within the mPFC will be stereologically 












Subjects were offspring of Long-Evans hooded rats obtained from Harlan Laboratories 
(Indianapolis, IN) and bred in the vivarium of the Psychology Department at the University of 
Illinois. Subjects were weaned at postnatal day (P) 24 and housed in same sex pairs or triplets 
until sacrifice at one of five time points. These ages include the juvenile period through 
adulthood: P25 is the juvenile period; P35 and P45 are the respective average onsets for female 
and male puberty; and P60 and P90 represent late adolescence and adulthood. Each age group 
contained 10-11 subjects per sex for a total of 105 animals. Within each age group, animals came 
from a minimum of five separate litters, and no age had more than two animals of the same sex 
from one litter. Subjects were given ad libitum access to water and standard rat chow while kept 
on a 12:12 hour light-dark cycle throughout their life. All procedures adhered to the National 
Institute of Health guidelines on the ethical use of animals and were approved by the University 
of Illinois Institutional Animal Care and Use Committee. 
Pubertal status was assessed using identifiable anatomical indicators for all animals that 
reached puberty prior to sacrifice. In female subjects, pubertal onset was marked by vaginal 
opening, which coincides with maturation of the hypothalamic-pituitary-ovarian axis, increases 
plasma LH and FSH levels as well as the appearance of the estrous cycle (Castellano et al., 2011; 
Halász et al., 1988). Pubertal onset was verified in male rats by preputial separation, or 
separation of the prepuce from the glans penis which is dependent upon the pubertal surge of 
endogenous androgen hormones (Korenbrot et al., 1977). 
 
3.2.2 Tissue Collection 
 
Experimental subjects were deeply anesthetized with sodium pentobarbital. Subjects were 
then perfused intracardially with 0.1M phosphate buffered saline (PBS) with a pH of 7.4, 
followed by 4% paraformaldehyde fixative in PBS. Brains were removed, stored in the same fix 
solution for an additional 24 hours, and cryoprotected in a PBS solution with 30% sucrose for 
three days. All brains were coded at this time so that the experimenters were blind to the 
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animal’s group. Once the brain had sunk in sucrose solution, it was sliced with a freezing 
microtome into 40µm coronal sections. Every fifth PFC section was then placed into 0.1M PBS 
and mounted on gelatin-coated slides. These slices were stained with methylene blue/azure II, a 
cell body stain previously used by our laboratory for volumetric estimations (Chisholm & 
Juraska, 2012). These sections were used to calculate mPFC volume and neuron and glia number 
(Willing & Juraska, 2015). 
 
3.2.3 Volume Estimation 
 
The area of the ventral mPFC (prelimbic (PL) and infralimbic (IL)) region on each 
mounted slice was parcellated and divided into layers (layer I, layer II/III, and layer V/VI) by 
using the same cytoarchitectural guides described by previous studies (Markham et al., 2007; 
Uylings et al., 2003) with StereoInvestigator software (MicroBrightField). This area was 
measured across each mounted PFC slice, with the anterior edge of the mPFC marked by the 
emergence of the underlying white matter and the most posterior border of the mPFC defined by 
the crossing of the genu of the corpus callosum. 
The thickness of the mounted PFC sections was determined by measuring the depth of 
the focal length from the top to the bottom of the tissue. This analysis was done using a 
motorized stage (Prior Scientific), which measured the thickness of the z-plane across more than 
50 sites for each subject. Average tissue thickness was then calculated. Total volume of the 
mPFC was calculated using StereoInvestigator software by multiplying the area of the mPFC on 




 Every fifth section containing mPFC was stained for synaptophysin, a presynaptic vesicle 
protein used as a marker for synapses (Mouton et al., 1997). Sections were first rinsed three 
times (5 minutes each) in Tris Buffered Saline (TBS, pH 7.6). Sections were then incubated in a 
blocking solution (20% normal goat serum, 1% bovine serum albumin, 1% hydrogen peroxide in 
TBS) for 30 minutes. Tissue was then put in primary antibody (anti-synaptophysin, 1:5000, 
Sigma-Aldrich; mouse monoclonal) for 48 hours. Primary antibody dilution was made in tris-
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triton goat (TTG) solution (2% normal goat serum, 0.3% triton X-100 in TBS). After two days in 
primary antibody solution, PFC slices were rinsed three times with TTG (5 minutes each) and 
incubated in a biotinylated secondary antibody (Anti-Mouse IgG Antibody, 5ug/ml, Vector 
Laboratories) for 90 minutes at room temperature. Following rinses in TTG and TBS, sections 
were placed in avidin-biotin complex (Vectastain ABC Kit, Vector Laboratories, Burlingame, 
CA) for one hour at room temperature. Lastly, tissue was stained with diaminobenzidine (DAB) 
(SigmaFast 3-3’ Diaminobenzidine Tablets) for two minutes. The avidin-biotin + DAB 
technique is an effective method of visualizing specific antibodies with high staining intensity 
(Hsu et al., 1981). After rinsing off DAB with TBS, stained sections were mounted on gelatin-
coated slides and cover-slipped with permount.  
 To confirm antibody specificity, a negative control staining protocol was conducted on 
mPFC tissue slices without the anti-synaptophysin primary antibody. This resulted in no 
detectable immunolabeling. 
 
3.2.5 Stereology and Synapse Number Estimation 
 
 Stereological analysis of tissue stained for synaptophysin has been shown to be a reliable 
measure of synaptic numbers within the central nervous system (Calhoun et al., 1996). The 
overall density of the labeled synaptophysin boutons within the mPFC was determined using the 
optical disector in Stereoinvestigator. Prior to counting, the experimenter manually parcellated 
out layers I, II/III, and V/VI of the mPFC across the right and left hemispheres (Fig. 1A). The 
optical disector then imposes a grid (here 125 μm x 125 μm) across the tissue and places a 
counting frame (here 4μm x 4μm) in the corner of each grid square to ensure systematic uniform 
random sampling across the mPFC. 
The counting frame perimeter is made up of two “acceptance” edges and two “exclusion” 
edges. If a synaptophysin bouton falls entirely within the counting frame or it touches the 
“acceptance” edge, it is counted. All boutons that contact the “exclusion” end are omitted from 
analysis (Fig. 1B). The depth of the counting frame was kept to 6 μm with guard zones of 0.1 
μm, and the Stereoinvestigator software tracks total bouton counts and the number of counting 
sites visited for each subject. The same technique has been reliably used by our laboratory to 
quantify the number of synapses in the aging mPFC (Chisholm & Juraska, 2012).  
37 
 
Synaptophysin boutons were quantified separately in layers I, II/III and V/VI of the rat 
ventral mPFC. For each animal, the recommended minimum of 200 boutons were counted within 
each layer (Gunderson & Jensen, 1987), resulting in an average of 251, 343, 594 synaptic 
boutons per animal counted in layer I, layer II/III, and layer V/VI, respectively. The number of 
counted boutons was divided by the total volume of the counting sites to obtain the synaptic 
density.  Density was then multiplied by the previously calculated volume of the mPFC to 
determine the total number of synaptophysin immunoreactive boutons within each layer of the 
mPFC. This was subsequently added across all layers resulting in an estimation of the total 
number of synapses in the mPFC. 
 
3.2.6 Statistical Analysis 
 
 Due to the sex difference in pubertal onset, different trajectories of synaptic loss in males 
and females were hypothesized. Thus, male and female subjects were analyzed separately. For 
the overall number of synapses, a one-way analysis of variance (ANOVA) with age as the factor 
was run with litter as a cofactor, combining counts from all layers. Separate ANOVAs were also 
conducted for each cellular layer (layer I, layer II/III, and layer V/VI). When age was significant, 
four post hoc comparisons of Fisher’s least square difference (LSD) were run that compared 
adjacent ages to each other (P25 vs 35, 35 vs 45, 45 vs 60, 60 vs 90). In addition, the effect size 
was assessed using Cohen’s d for all findings (Cohen, 1992). 
To specifically examine the effects of puberty on synapse number, a student’s t-test was 
used to compare the number of synapses at P35 and P45 for females and males, respectively that 
had or had not yet reached puberty. Subjects that had not yet reached puberty were also 
compared to their next older age counterparts. In females, a t-test was run comparing all pre-
pubertal females at P35 to all post-pubertal females at P45. In males, the same test was used, 









3.3.1 Age of Pubertal Onset 
 
As previously reported by Willing et al. (2015) for animals that were not sacrificed prior 
to pubertal onset, female subjects reached puberty earlier than male subjects. The average age for 
the onset of puberty in females was P34.9, with a range of 32-38. In males, the average age of 
pubertal onset was P44.9, with a range of 42-48. 
 
3.3.2 Age and Synaptophysin Boutons 
 
 A one-way ANOVA did not show a main effect of age on the total number of synapses in 
male subjects [F(4,36) = 1.49; p = 0.226] (Fig. 9A). Effect sizes of d = 0.61 and d = 0.73 were 
calculated between P35-P45 and P45-P60, respectively. There was not a main effect of age in 
layers I or II/III, though there was a significant effect of age seen in layer V/VI [F(4,36) = 2.68; p 
= 0.047]. Post hoc tests revealed a significant increase in synaptic boutons from P35 to P45 [p < 
0.05; d = 1.20] (Table 1). 
In females, the one-way ANOVA revealed a main effect of age on total numbers of 
synapses [F(4,30) = 4.25; p = 0.01] (Fig. 2B). Post hoc analysis indicated a significant increase 
in synapses from P25 to P35 [p < 0.05; d = 1.11], as well as a decrease in synapse numbers 
between P35 and P45 [p < 0.05; d = 1.31]. There was no significant difference between any of 
the other adjacent ages (Fig. 2B). 
Analyses of layers found a significant main effect of age on the number of synapses in 
layer I [F(4, 30) = 5.315; p < 0.01]. Post hoc tests show significantly higher numbers of synapses 
at P35 compared to both P25 [p < 0.05; d = 1.42] and P45 [p < 0.05; d = 1.33]. There was no 





Figure 9. Effects of age on synaptophysin boutons. A main effect of age on the overall number of 
synapses in the male mPFC was not detected (A). There was a significantly higher number of 





3.3.3 Puberty and Synaptophysin Boutons 
 
 To examine the effects of puberty on the total number of synapses, a t-test was run for 
males at P45 comparing those that had reached puberty to those who had not.  Males that had 
reached puberty by P45 had significantly fewer synapses than males who had not [t(10) = 2.76; p 
= 0.02; d = 1.67] (Fig. 10A). Additionally, the pre-pubertal males at P45 had more 
synaptophysin boutons than all the post-pubertal males at P60 [t(14) = 3.36; p < 0.01; d = 1.73] 
(Fig. 10C). 
There were no significant differences in synapse number at P35 between females who 
had or had not gone through puberty [t(9) = 0.75; p = 0.47; d = 0.50] (Fig. 10B). However, the 
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number of synapses in pre-pubertal females at P35 was significantly higher than the post-
pubertal females at P45 [t(12) = 2.68; p = 0.02; d = 1.59] (Fig. 10D). 
 
 
Figure 10. Effects of puberty on synaptophysin boutons. Males that had reached puberty by P45 
had significantly fewer synapses than those who had not [P = 0.02] (A). Prepubertal males at 
P45 had significantly more synapses than the post pubertal males at P60 [P < 0.01] (C). Female 
pubertal status at P35 did not significantly affect the number of synaptophysin bouton counts 
(B), though females at P35 that had not yet undergone puberty had significantly more synapses 




 The present study quantified synaptic number changes within the adolescent mPFC from 
the juvenile period into adulthood, using synaptophysin as an immunoreactive marker for 
synapses. We found a peak in overall synapse numbers within the female mPFC at P35, and 
synaptic losses associated with pubertal onset in the male and female mPFC. Although previous 
literature has reported a decrease in synaptic density during adolescence (Bourgeois and Rakic, 
1993; Anderson et al., 1995; Huttenlocher and Dabholkar, 1997; Huttenlocher 1979), the 
changes in prefrontal volume that occur during adolescence in rats (Van Eden and Uylings, 
1985; Markham et al, 2007) and humans (Lenroot and Giedd, 2006) mean that changes in 
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synaptic density do not accurately indicate the number of synaptic boutons.  The present study is 
the first to document losses in the total number of synapses during adolescence. Moreover, this 
study is the first to find an association between pubertal status and number of synapses in the 
male and female mPFC, suggesting a role for gonadal hormones in synaptic pruning.  
 The results show a peak in synaptic numbers in the female cortex at P35, the average age 
of pubertal onset, followed by a drop at P45 that persisted into adulthood. The timing of these 
losses indicates that synaptic pruning in the female mPFC may be affected by ovarian hormones. 
This is consistent with findings from the rat visual cortex where ovarian hormones have been 
shown to influence neuronal pruning during adolescence (Nuñez et al., 2002). Within the rat 
mPFC, neuron losses during adolescence are more pronounced in females and occur between 
P35 and P45, coinciding with the onset of puberty (Willing and Juraska, 2015). Moreover, 
female mPFC neuronal pruning can be prevented by pre-pubertal removal of the ovaries, again 
suggesting a role for ovarian hormones in mPFC gray matter losses (Koss et al., 2015). If ovarian 
hormones are responsible for neuronal loss in the mPFC, it is reasonable that they would 
influence synapse numbers as well. Our laboratory has previously shown an inverted U-shaped 
trajectory of dendritic spines in layer V of the mPFC of both sexes across the juvenile period and 
into adulthood, and female subjects also had a marked loss of basilar dendrites between 
adolescence and adulthood (Koss et al., 2014).  Thus, the degree to which the loss of synapses is 
due to neuronal pruning cannot be determined in females, at least in the present data. 
Though earlier work from our laboratory has previously noted small neuronal losses in 
the male mPFC during adolescence (Markham et al., 2007), we have subsequently found no 
significant relationship between neuronal pruning and male pubertal onset (Willing and Juraska, 
2015). In spite of this, we report here that males that had undergone puberty had significantly 
fewer synapses at P45 than those that had not, implying a role for male pubertal hormones in 
synaptic pruning. Thus synaptic pruning can be independent of neuronal pruning. Additionally, 
the pre-pubertal males at P45 had significantly more synapses than the post-pubertal males at 
P60, further suggesting that synaptic pruning is more attributable to pubertal status than age. 
Other telencephalic neural areas in which prepubertal gonadectomy is known to affect spine 
density include the hippocampal CA1 (Meyer et al., 1978), and the medial amygdala (Cooke and 
Woolley, 2009), though it is not known how widespread synaptic pruning is during adolescence. 
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Layer-specific analysis revealed similar patterns of synaptic pruning between cortical 
layers in both sexes, but age was significant in only some of the layers.  All layers of the female 
mPFC show a peak in synapses at puberty (P35), though it was only significant in layer I. In the 
male mPFC, again there appeared to be a peak in all layers at puberty (P45), but only layer V/VI 
was significant. It is difficult to know the meaning of this specificity, especially since it varies by 
sex and virtually nothing is known about sex differences in afferents to the rat mPFC. Layer-
dependent maturation of amygdalo-cortical fibers have been demonstrated within the male 
mPFC during adolescence (Cunningham et al., 2002), suggesting that cortical layers may 
undergo differential rates of synaptic pruning patterns, though whether this is due to changes in 
the basolateral amygdala or the mPFC itself cannot be discerned from this study. 
Selective pruning of synaptic connections could be a mechanism to “fine tune” the 
system to be more adaptable to changes in environment (Jacobson, 1973). The morphological 
changes within the mPFC might explain the unique transition in the behavioral/cognitive 
phenotype between adolescence and adulthood. Changes in synaptic numbers across the pubertal 
period may partly explain the deficits adolescents show on cognitive tasks that involve the 
mPFC. Notably, adolescent rats perform worse than adults on tasks that involve complex 
cognitive behaviors, such as working memory paradigms, attentional tasks, behavioral inhibition, 
and decision-making strategies (Sturman et al., 2010; Andrzejewski et al., 2011; Koss et al., 
2011; Newman and McGaughy, 2011) (although greater cognitive flexibility has been found in 
juveniles in Johnson and Wilbrecht (2011)). If pubertal hormones are responsible for synaptic 
pruning, then puberty may play an important role in cognitive development. Data from our 
laboratory supports this hypothesis, in that pre-pubertal male and female adolescents tend to 
show more cognitive rigidity and perseveration than recently post-pubertal and adult animals 
during a cognitive flexibility task (Willing et al., 2016). 
The rapidly changing structure of the adolescent brain may confer a unique vulnerability, 
as previous research demonstrates that brain regions undergoing periods of rapid change may be 
more susceptible to negative external factors (Andersen, 2003; Andersen et al., 2008; Andersen 
and Teicher, 2004; reviewed by Eiland and Romeo, 2013). Leussis and Andersen (2008) support 
this idea, finding that the developing adolescent PFC is particularly vulnerable to social stressors. 
Both male and female rats that experienced social isolation during adolescence displayed 
increases in depressive- and anxiety-like behaviors. Furthermore, they found that socially 
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isolated rats showed deficits in synaptic plasticity proteins, including decreases in frontal 
synaptophysin levels, suggesting a link between adolescent stressors and increased synaptic 






CHAPTER 4: EFFECTS OF ADOLESCENT AND PUBERTAL STRESS ON 
BEHAVIOR AND NEUROANATOMY 
 
This chapter contains work from an article submitted to Developmental Psychobiology entitled 
Adolescent stress during, but not after, pubertal onset impairs indices of prepulse inhibition in 




Exposure to stressful life experiences is a known risk factor for developing or 
exacerbating mental illness (Arnsten, 2011; De Bellis et al., 1999). In humans, while it is 
generally believed that earlier onset and longer duration of stressors lead to worse biobehavioral 
outcomes, it has been suggested that developing brain regions may have their own sensitive 
windows of stress-induced vulnerability (Andersen et al., 2008). One such example is 
adolescence, the transitional period between childhood and adulthood. In humans, adolescence is 
characterized by continued development of social and emotional behaviors as well as 
neuroanatomical maturation of various brain regions, including those involved in the stress 
response such as the hippocampus, amygdala, and prefrontal cortex (PFC) (Giedd et al., 1996; 
McEwen et al., 2016; Sowell et al., 1999).  
The human PFC undergoes significant volumetric losses during adolescence (Giedd et 
al., 1999; Jernigan et al., 1991; Lenroot & Giedd, 2006; Sowell et al., 1999). Studies show that 
the analogous rodent medial prefrontal cortex (mPFC) (Uylings et al., 2003) exhibits a decrease 
in volume that is driven by a loss of neurons, synapses, and dendritic spines (Drzewiecki et al., 
2016; Koss et al., 2014; Markham et al., 2007; Willing & Juraska, 2015). Additionally, the 
rodent mPFC and its reciprocal connections undergo anatomical and functional remodeling 
during adolescence, including changes to the frontal dopaminergic, GABAergic, glutamatergic, 
and endocannabinoid systems (see reviews by Caballero et al., 2016; Larsen & Luna, 2018; 
Meyer et al., 2018; Zimmermann et al., 2019).  
Because of the ubiquitous neural changes occurring at this time, adolescence has been 
hypothesized as a vulnerable period of development during which harmful effects of stress could 
have long-lasting neurological consequences (Andersen & Teicher, 2008). Previous studies have 
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indeed demonstrated that rodent adolescents are more susceptible to the harmful effects of 
stressors compared to juveniles or adults (Morrissey et al., 2011; Stylianakis et al., 2018) and 
experience long-term impairment on mPFC-dependent tasks (Snyder et al., 2015; Zhang et al., 
2016). For example, social isolation in adolescence, but not adulthood, reduces pre-pulse 
inhibition (PPI) (Geyer et al., 1993; Wilkinson et al., 1994), a sensorimotor gating task that is 
often impaired in patients with schizophrenia (Hammer et al., 2013; Quednow et al., 2008). The 
PPI paradigm measures how much the startle response to a loud pulse of sound is reduced in the 
presence of a weaker prepulse stimulus. Performance on this task is regulated by several brain 
regions, including the mPFC (Broersen et al., 1999; Lacroix et al., 2000; Swerdlow et al., 2006). 
The increasingly negative outcomes following adolescent stress exposure could be 
mediated by corticosterone, as rodent models have indicated that adolescents are uniquely 
sensitive to stressors at a hormonal level. For example, adolescent rats display prolonged 
increases in plasma corticosterone and ACTH following restraint stress compared to adults 
(Dziedzic et al., 2014; Lui et al., 2012; Romeo et al., 2004) despite adult-like levels of the 
glucocorticoid receptors (GR) within the adolescent mPFC (Dziedzic et al., 2014; Pryce, 2008). 
The increased levels of corticosterone following adolescent stressors may influence the 
developing mPFC, as corticosterone induces transient atrophy of the dendritic tree of adult 
mPFC pyramidal neurons (Anderson et al., 2016; Cook & Wellman, 2004; Gourley et al., 2013; 
Radley et al., 2008; Seib & Wellman, 2003). Adolescents demonstrate similar atrophy of mPFC 
dendrites immediately following stress exposure (Eiland et al., 2012; Urban et al., 2019), and 
there is some evidence to suggest that they do not recover from these losses like adults (Breach 
et al., 2019; Leussis et al., 2008).  
The long-term behavioral ramifications of this loss are unknown, though multiple studies 
note adverse behavioral effects following adolescent stress among both sexes in rodents. This 
includes impaired cognition on mPFC- and hippocampal-dependent tasks (Green & McCormick, 
2013; Snyder et al., 2015), increased anxiety (Gomes & Grace, 2017; Leussis & Andersen, 
2008), and vulnerability to depression (Eiland et al., 2012; Leussis & Andersen, 2008). However, 
the direction of these effects is not always consistent across sexes. For example, studies have 
shown that adolescent stress increases depressive like behaviors in both sexes (Eiland et al., 
2012b) or only in males (Leussis & Andersen, 2008), with others showing no effects in males 
(Toth et al., 2008) or only in females (Bourke & Neigh, 2011). While these opposing findings 
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may be due to species or methodological differences (Colom-Lapetina et al., 2017; Green & 
McCormick, 2013), discrepancies in the stress literature could also be attributed to when 
stressors occurred relative to pubertal onset (Hodes & Epperson, 2019).  
Puberty is a neuroendocrine process which triggers a rise in gonadal steroid hormones 
that ultimately leads to the development of secondary sex characteristics and culminates with the 
organism reaching sexual maturity (Dorn & Biro, 2011). As a fairly conserved process across 
mammalian species, pubertal onset is a hallmark of adolescence, and the organizational effects of 
these hormones appear to drive many, but not all, of the neuroanatomical and behavioral changes 
that occur during adolescence (Drzewiecki & Juraska, 2020). In particular, the rise of gonadal 
hormones is linked to neuronal and synaptic pruning in the female mPFC (Drzewiecki et al., 
2016; Koss et al., 2015; Willing & Juraska, 2015). Therefore, it is plausible that the pubertal rise 
in gonadal hormones could have interactive effects with corticosterone, contributing to the 
unique behavioral outcomes following adolescent stress exposure. Indeed, studies have 
demonstrated sex differences in stress-induced impairments in adult subjects due to estrogens. 
For example, naturally-cycling females that experience stress under high-estrogen conditions 
show greater mPFC-related cognitive impairment (Shansky et al., 2004), and estrogen mediates 
stress-induced dendritic alterations in adult females (Garrett & Wellman, 2009; Shansky et al., 
2010). These changes may contribute to the sex differences in the rates of stress-induced mental 
illness, wherein females are more susceptible to mood disorders and males are more vulnerable 
to schizophrenia (Abel et al., 2010; Bangasser & Valentino, 2014; Weissman et al., 1996). 
Our laboratory has consistently demonstrated that female rats reach puberty earlier than 
males, with virtually no overlap in pubertal timing between the sexes (Kougias et al., 2018a; 
Sellinger et al., 2020). Thus, paradigms that expose males and females to stressors at the same 
age in adolescence may not account for developmental differences in the stress response. To 
explore if the timing of stressors relative to puberty contributes to later behavioral changes, we 
exposed male and female rats to a chronic, repeated (homotypic) stressor across 7 days. While 
both sexes underwent the same stress paradigm, the timing differed between the sexes to account 
for pubertal onset. Because adolescent stressors can influence many aspects of behavior, all 









Subjects were the offspring of Long Evans rats ordered from Envigo [Formerly Harlan] 
(Indianapolis, IN) that were bred in the vivarium of the Psychology Department at the University 
of Illinois. Rats were weaned postnatal day (P) 25, housed in groups of three with same-sex 
siblings and provided food and water ad libitum with a 12:12 light-dark cycle. All procedures 
were approved and adhered to guidelines set forth by the University of Illinois Institutional Care 
and Use Committee. 
After weaning, subjects were randomly assigned to one of three stress paradigms: 
pubertal stress (peri-PS), post-pubertal stress (post-PS) and unstressed (US). 10 subjects of each 
sex were assigned to each stress group, and no same-sex littermates were represented within a 
stress condition. A total of 60 subjects were used in this experiment. 
The peri-PS group was exposed to restraint and isolation stressor for 7 days that 
overlapped with pubertal onset, and the post-PS was exposed to the same stressor after pubertal 
onset had occurred. The unstressed controls (US) were not exposed to the stress paradigm. Our 
laboratory has reliably and consistently demonstrated that female Long Evans reach pubertal 
onset on average at P35, and male Long Evans reach pubertal onset between P42 and P45 
(Drzewiecki et al., 2020; Sellinger et al., 2020). To account for the sex difference in pubertal 
timing, females in the peri-PS group were stressed from postnatal P32 until P38, and males in the 
peri-PS group were stressed daily between P41 and P47. Females in the post-PS group 
underwent the stress paradigm between P40 and P46, and males in this condition were stressed 
from P49 – P55 (Figure 1). Our laboratory has previously noted that adolescent neural changes 
extend at least until P60 in rats (Juraska & Willing, 2017), so both the peri- and post-PS groups 
were exposed to stress during adolescence. Puberty was assessed daily in all subjects using 
easily-identifiable anatomical markers described by Korenbrot et al. (1977) and Castellano et al. 
(2011). All subjects in the peri-PS group underwent pubertal onset during the stress paradigm, 
and all subjects in the post-PS groups had reached pubertal onset prior to stress exposure. 
The stress paradigm occurred daily in all peri- and post-PS subjects across 7 days and 
began at 18:00 in the final hour of the light cycle. At this time, subjects in the stress conditions 
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were removed from their home cage and placed in an empty cage for one hour of isolation stress. 
This cage contained bedding but no food or water. At 19:00, the first hour of the dark cycle, the 
subject was then placed into a plastic restraint tube for an hour of restraint stress. All subjects 
were returned to their home cages with same-sex littermates at 20:00. Animals in the US group 




Figure 11. Experimental timeline showing the postnatal (P) days that males and females were 
exposed to 2 hours of combination isolation and restraint stress and behavioral testing [Peri-PS 
= Peri-Pubertal Stress; Post-PS = Post-Pubertal Stress] 
 
4.2.2 Testing Procedures 
 
A battery of behavioral tests began at P70. All subjects underwent testing in the 
following order at the same ages, regardless of stress condition. 
 
4.2.2.1 Elevated Plus Maze 
 
The elevated plus maze (EPM) is a well-validated task for measuring anxiety-like 
behaviors in rodents. The EPM apparatus stands 50 cm off the floor with four separate arms that 
are 50 cm long by 10.5 cm wide. Two of the four arms are defined as the “closed arms,” which 
are enclosed by walls 33.5 cm high. The remaining two arms are defined as the “open arms” and 
have no walls. Animals who spend more time in the open arms are thought to display lower 
levels of anxiety (Rodgers & Dalvi, 1997). 
Subjects were tested in the maze on P70 under dim lighting. The experimenter placed the 
subject in the center of the maze and manually timed the amount of time spent in open arms, the 
number of open and closed arm entries, and the latency to first enter an open arm of the maze. 
An entry into any arm was defined as when more than half of the rat’s body was in the arm of the 
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maze. Rats were tested in the maze across a 10 minute trial that was divided into two, 5 minute 
bins. The maze was cleaned with a 70% ethanol solution between tests, and all subjects were 
returned to their home cage following testing.  
 
4.2.2.2 Forced Swim Task (FST) 
 
 The forced swim task (FST) is used to assess symptoms of depressive-like behaviors by 
quantifying immobility as an indicator of behavioral despair (Cryan et al., 2005). The testing 
apparatus is a plexiglass cylinder that measures 19 cm in diameter and 42 cm in height. The 
tubes are filled to the 30 cm mark with water warmed to 26º C, which was replaced between 
every test subject. All subjects underwent the FST on P72. An experimenter gently placed the 
subject into the tube of water and measured the total amount of time the animal spent immobile, 
as well as the number of immobility bouts and the latency to the first immobility bout. Data was 
collected over a 10 minute trial across two, 5 minute bins. After the test, animals were towel 
dried and returned to their home cage.  
 
4.2.2.3 Prepulse Inhibition (PPI) 
 
The prepulse inhibition (PPI) task measures a form of sensorimotor gating where the 
startle response to a loud pulse of sound (“pulse”, 40 mS, 55 dB above a 65 dB background) is 
reduced by the addition of a weaker prepulse (“pulse+prepulse”) stimulus that is presented 90 
mS before the pulse. PPI data was collected using the SR-LAB™ Startle Response System from 
San Diego Instruments (San Diego, CA), which includes a lighted cabinet (Serial Number: SDI 
000396) that contains a ventilated plexiglass cylinder that measures 9 cm in diameter and 12 cm 
in length. The cylinder is secured to a stabilimeter platform (Serial Number: CAL 005799) which 
contains a piezoelectric accelerometer that transduces the movement of each subject in response 
to sound into a digital readout using SR Lab (mxe) software (96.1.5.66). 
PPI testing day 1 began on P75 for all subjects and started with 10 minutes of habituation 
in the chamber with background noise at 65 dB. Day 2 of testing contained 64 trials divided into 
four blocks. Block 1 measured habituation with 6 trials of the pulse (120 dB) presented alone. 
Blocks 2 and 3 were each 26 trials that consisted of either a pulse alone trial, a prepulse + pulse 
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trial, or no acoustic stimulus (nostim trial). In the pulse + prepulse trials, the prepulse was played 
at either 3, 6 or 12 dB above background prior to the pulse. Though the nostim trials did not 
consist of any acoustic stimuli, they were still recorded to evaluate the subject’s basal motor 
activity. Similar to Block 1, Block 4 consisted of 6 trials of the pulse presented alone, and this 
data was used to calculate the habituation score. Following PPI testing on day 2, animals were 
returned to their home cages. 
A subject’s PPI was analyzed as percent PPI (%PPI), the percent reduction in startle 
response due to the prepulse. This number was calculated for each animal to account for 
individual differences in startle reactivity. The %PPI was calculated for each prepulse intensity 
(3, 6, and 12 dB) using the following equation:  
 
%𝑃𝑃𝐼 =
(𝑝𝑢𝑙𝑠𝑒 𝑎𝑙𝑜𝑛𝑒) − (𝑝𝑟𝑒𝑝𝑢𝑙𝑠𝑒 + 𝑝𝑢𝑙𝑠𝑒)
(𝑝𝑢𝑙𝑠𝑒 𝑎𝑙𝑜𝑛𝑒)
 𝑥 100 
 
 This equation accounts for individual differences in the magnitude of startle reactivity. A 
greater reduction in the startle reactivity with the addition of a prepulse equates to greater %PPI, 
indicative of enhanced sensorimotor gating. 
 The PPI habituation score was calculated with the following equation: 
 
𝐻𝑎𝑏𝑖𝑡𝑢𝑎𝑡𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒 =
(𝑝𝑢𝑙𝑠𝑒 𝑎𝑙𝑜𝑛𝑒 𝐵𝑙𝑜𝑐𝑘 1 −  𝑝𝑢𝑙𝑠𝑒 𝑎𝑙𝑜𝑛𝑒 𝐵𝑙𝑜𝑐𝑘 4)
(𝑝𝑢𝑙𝑠𝑒 𝑎𝑙𝑜𝑛𝑒 𝐵𝑙𝑜𝑐𝑘 1)
 
  
Similar to the %PPI, the habituation score accounts for individual differences in startle 
reactivity that occurred during the baseline trials in block 1. This measure accounts for how 
much the animal habituated their startle response during the test.  
 
4.2.2.4 Open Field Test (OF) 
  
 The open field (OF) testing apparatus is used to measure locomotor and exploratory 
behaviors in rodents (Prut & Belzung, 2003). Subjects were tested on the OF test on P78. The 
plexiglass testing arena is made up of a grid of 16 squares measuring 17.5 cm on each side. The 
middle 4 squares are considered the center of the arena. For testing, each animal was allowed to 
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explore the arena freely while an experimenter timed the latency to enter the center, as well as 
the total time spent in the center and number of entries made into the center. The apparatus was 
cleaned with a 70% EtOH solution between subjects.  
 
4.2.2.5 Object recognition (OR) 
 
 Object recognition (OR) is a commonly used task to assess hippocampal-mediated 
recognition memory based on a rodent’s natural tendency to explore unfamiliar objects. OR 
testing was conducted on P79 in two phases using the same protocol as Newell et al. (2018). The 
first test was a habituation trial, where the animal was placed into the same testing apparatus 
used for OF and allowed to freely explore two identical objects for 5 minutes. A two hour 
intertrial interval separated the habituation trial from the test trial. During the testing trial, one of 
the original objects was replaced with a different novel object, similar in height and weight to the 
original objects. The animal was again placed into the testing arena and allowed to freely explore 
both objects for 5 minutes. An experimenter measured the amount of time the animal interacted 
with both the familiar and novel object and calculated the percentage of time interacting with the 
novel object; more interaction with the novel object is taken to indicate that animal has a better 
memory for the familiar object. Interaction was defined as the total amount of time the animal 
spent touching, sniffing, whisking or looking at the object from no more than 2 cm away. The 
objects used and the left/right positioning of the objects were counterbalanced. Following testing, 
subjects were returned to their home cages and the testing arena and all objects were cleaned 
with a 70% EtOH solution. 
 
4.2.3 Volume and Neuron Number Quantification 
 
After 10 days of behavioral testing, all subjects were sacrificed at P80 with a lethal 
injection of sodium pentobarbitol. Following this, subjects were perfused intracardially with a 
0.1 M solution of phosphate buffered saline (PBS) followed by a 4% paraformaldehyde fixative 
solution in PBS (PH 7.4). Brains were post-fixed in the paraformaldehyde solution for an 
additional 24 hours followed by immersion in a cryoprotectant 30% sucrose solution. At this 
point all brains were coded to conceal group from the experimenters. After 72 hours, brains were 
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sliced in 40 µm coronal sections using a freezing microtome. Sections were stored at -20ºC in an 
anti-freeze storage solution (30% glycerol, 30% ethylene glycol, 30% dH20, 10% 0.2 M PBS). 
To begin staining, every fifth section containing the mPFC was washed with a 0.1 M 
solution of PBS and mounted on electrostatically charged slides. Once dry, slices were stained 
with the cell body stain Methylene Blue/Azure II and coverslipped with Permount, and the 
volume of the mPFC was quantified with Stereoinvestigator software (Microbrightfield). The 
methodology has been previously described in previous work from our laboratory (Koss et al., 
2015; Kougias et al., 2018b; Willing & Juraska, 2015). The dorsal and ventral boundaries of the 
mPFC were demarcated by an investigator blind to the age and sex of each subject. Briefly, the 
dorsal border of the mPFC was marked by decreased neuron density and altered laminar patterns 
in layers V/VI, and a less-defined cellular border between layers I and II. The ventral border of 
the mPFC was determined by decreases in cellular lamination of all layers. The mPFC was also 
divided into two subregions which contained the prelimbic cortex (PL) and the infralimbic cortex 
(IL); the distinction between these two regions was determined by the lamination between layers 
III and V. Additionally, the post-fixative thickness of the tissue was measured across the z-axis. 
 The total number of mPFC neurons was quantified using methods similar to Willing & 
Juraska (2015) and Kougias et al. (2018b). Neuron density was obtained using the 
Stereoinvestigator optical disector, which overlays a grid with a counting frame (45 µm x 45 µm) 
randomly and uniformly distributed across the parcellated mPFC. The counting frame has two 
“inclusion” borders and two “exclusion” borders, and a depth of 12 µm. Neurons within the 
counting frame that include the bottom of the cell within the focus of the counting depth and that 
do not touch the “exclusion” borders were manually counted by an experimenter blind to 
treatment group. An average of 1049 neurons were counted for each subject. Neuron density was 
obtained by dividing the total number of neurons counted by the volume of the counting frame, 
and this number was multiplied by the volume of the cellular layers II – VI to obtain the total 
number of mPFC neurons. 
 
4.2.4 Statistical Analysis 
  
 All data were analyzed using RStudio statistical software. To account for the fact that 
many of our behavioral measures may not be independent of each other, factor analysis was used 
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to analyze all behavioral data. Only subjects with a complete set of behavioral data were 
analyzed. Using methods similar to Vanryzin et al. (2016), all behavior data was first normalized 
using a log transformation. Analysis with the “nFactors” package then determined 6 factors with 
an eigenvalue greater than 1 (Kaiser, 1960), and further analysis was conducted using a varimax 
rotation to determine the fewest amount of significant factors within this dataset. A 4 factor 
model was found to be significant, and all subjects were then assigned a score for each factor. An 
arbitrary factor loading cutoff of 0.4 was chosen based on guidelines from Costello & Osborne 
(2005). This cutoff criteria was conservative enough to prevent behaviors from loading onto 
multiple factors and allowed at least 2 behaviors to load to each factor. Finally, a mixed effects 
linear model was run for each factor with sex and stress condition included as fixed effects and 
litter included as a random factor using the “lmer” package. One statistical outlier was identified 
(greater than 2 standard deviations from the mean) and removed for analysis of Factor 1. The 
total volume of frontal gray matter was analyzed using a mixed linear model that included sex 
and stress condition as fixed effects and litter as a random factor. One statistical outlier (greater 
than 2 standard deviations from the mean) was removed from the final volumetric analysis. The 
total number of neurons and glia were analyzed with a similar model in females only, so sex was 
not included as a fixed factor. Analysis of variance tests (ANOVAs) were run on all linear 
models using Satterthwaite's method to estimate degrees of freedom, and post-hoc tests were 
conducted on all significant ANOVAs using the Tukey method for comparing a family of 3 




4.3.1 Behavioral data 
 
 Given that subjects were tested on a battery of behavioral tests, a factor analysis was done 
to identify larger latent patterns within the 15 behavioral constructs that were measured. Analysis 
identified a significant 4 factor model (Figure 12) that explained 48.3% of the total variability in 
the dataset. Each behavioral variable measured is converted into a factor loading, which can be 
interpreted as a correlation coefficient between the individual variable and the larger factor. 
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Factor loadings greater than 0.7 were defined as strong loadings. Each factor was given an 
arbitrary name that characterized the type of behavior that loaded on that factor. 
Factor 1 accounted for 14.9% of the total variability and had a strong, positive loading for EPM 
open arm entries, EPM total time in open arms, and EPM closed arm entries, as well as a 
negative load for the total immobility bouts during FS. This factor was labeled “Anxiolytic 
Behavior”, indicating decreased levels of anxiety. Factor 2 loaded strongly positive for all 3 PPI 
conditions (PPI 3dB, PPI 6dB, and PPI 12 dB). This factor was named “PPI” and accounted for 
14.8% of the total variability. Factor 3 loaded strongly positive for the total number of center 
crossings in the OF with a moderate positive loading for the total time spent in the center during 
OF. This factor accounted for 9.7% of total variability and was titled “Exploration”. Finally, 
Factor 4 loaded strongly positive for the total time spent immobile during FS and negatively for 
total interaction time during OR. This factor was named “Passive Behavior” to indicate that these 









Figure 12. Factor loading scores for each behavior with named factors. Gray bars indicate a 
positive loading, while red bars indicate a negative loading. Darker, more saturated bars 
indicate stronger loadings. The dashed line demarcates the 0.4 factor loading cutoff.  
 
Analysis revealed a significant effect of sex on Factor 1 (F(1,43.9) = 9.91, p < 0.001), such 
that females displayed significantly lower measures of general anxiety than males. There was no 
effect of stress on Factor 1 (Figure 13a). The analysis of Factor 2 demonstrated a significant 
effect of stress (F =(2,45)  4.51, p = 0.016) and significant effect of sex (F(1,45)  = 13.34, p < 0.001) 
(Figure 13b). Post-hoc analysis revealed that peri-PS subjects showed significantly lower PPI 
than US controls (p = 0.03) and post-PS subjects (p = 0.04), and there were no differences 
between US and post-PS subjects (p = 0.99). Additionally, males display increased PPI 
compared to females, regardless of stress condition. There were no main effects of stress or sex 
on Factor 3 (Figure 13c). Finally, analysis of Factor 4 revealed a significant main effect of sex 
(F(1,45)  = 33.35, p < 0.001), with females showing lower levels of passive behavior, and both 
sexes had a non-significant trend for an effect of stress (F(2,45)  = 2.67, p = 0.08). There were no 




Figure 13. Analysis of factor analysis scores.  There was a main effect of stress on PPI, such 
that subjects exposed to stress during, but not after, pubertal onset showed deficits on this task. 
There were also significant effects of sex on factors 1, 2, and 4 [* = p < 0.05; ** = p < 0.01; 
*** = p < 0.001]. 
 
4.3.2 Anatomical Data 
 
 Analysis revealed a significant effect of stress (F = 4.12, p = 0.02) on the total volume of 
the mPFC and a nearly significant effect of sex (F = 3.7, p = 0.06). Post-hoc comparisons 
revealed that post-PS subjects had significantly less frontal gray matter than US controls (p = 
0.03). Prefrontal gray matter was also numerically reduced in peri-PS subjects, though this did 
not reach statistical significance (p = 0.058). There was no difference in gray matter volume 
between peri- and post-PS subjects (p = 0.96) (Figure 14). Because females, and not males, have 
been shown to lose a significant number of neurons at pubertal onset due to ovarian hormones 
(Koss et al., 2015; Willing & Juraska, 2015), we quantified the total number of neurons in female 
subjects only. There was no effect of stress on the total number of neurons (p = 0.31) (Figure 
15a) or glia in females (p = 0.31) (Figure 15b). There was, however, a significant effect of stress 
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on neuron density (F = 4.73, p = 0.02). Post hoc analysis demonstrated that peri-PS females 
showed a significantly greater neuron density when compared to controls (p = 0.02) (Figure 15c). 
 Because we observed stress effects on PPI and mPFC volume, an exploratory correlation 
analysis was run between these variables to determine a possible mediating relationship. 
However, we did not detect a significant correlation between PPI and mPFC volume across all 
subjects (r = -0.12, p = 0.34). Among female subjects, neither the total number of neurons nor 
glia correlated with PPI performance (r = -0.09, p = 0.63; r = -0.01, p = 0.95, respectively). 
 
 
Figure 14. Total volume of the mPFC. Subjects exposed to post-pubertal stress had significantly 
less prefrontal gray matter volume than unstressed controls, while the difference between 









Figure 15. The number of neurons and glia in the female mPFC. Stress exposure did not 
significantly influence the number of mPFC neurons (a) or glia (b). Pubertally stressed females 
had increased neuron density when compared to controls (c). Density reported as neurons per 




The present study examined whether stress during pubertal onset, compared to later in 
adolescence, impacts behavior and mPFC volume in adulthood. We found stress had a greater 
effect on behavior when experienced during pubertal onset; peri-pubertal stress decreased PPI, as 
evidenced by factor 1, compared to both post-pubertal and unstressed controls in adult rats of 
both sexes. We also observed a decrease in mPFC volume among stressed subjects in 
adolescence, regardless of stress timing, when compared to unstressed controls. Furthermore, we 
found that neuron density increased in females exposed to pubertal stress, indicating a loss of 
neuropil between neurons in these subjects. Together, these findings suggest that adolescence 
may be a vulnerable window for the long-term, negative effects of stressors, and that pubertal 
onset may mediate this vulnerability on some tasks.  
The PPI task measures sensorimotor gating and relies upon inhibitory functioning in the 
mPFC (Li et al., 2009; Schneider & Koch, 2005). PPI deficits are commonly seen in patients 
with schizophrenia (Hammer et al., 2013; Quednow et al., 2008). Previous studies have shown 
that isolation rearing during adolescence can acutely impair PPI in mice of both sexes (Niwa et 
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al., 2013), and chronic stress in adolescence leads to long-term impairments on acoustic startle 
behavior in male mice only (Yohn & Blendy, 2017). Here we observed that male and female rats 
stressed during puberty, but not immediately after pubertal onset, showed PPI deficits in 
adulthood. To our knowledge, this is the first report to observe long-term PPI deficits following 
stress exposure confined to pubertal onset. Due to the sex difference in the timing of pubertal 
onset, stress exposure in our post-PS females largely overlapped with our peri-PS males (P40 – 
P46 in females, P41 – P47 in males), though we only observed PPI deficits in peri-PS males. 
This finding suggests pubertal onset in both sexes, rather than linear age, may determine the 
most vulnerable time for the negative effects of stress exposure. 
In addition to PPI deficits, we detected a volumetric decrease in the adult mPFC at P90 in 
stressed subjects when compared to controls. This loss was most pronounced in female subjects, 
where volumetric decreases occurred without changes to the overall number of neurons or glia 
cells. A wealth of literature demonstrates that adolescent stress can influence mPFC dendritic 
morphology (Eiland et al., 2012b), so it is plausible that our observed volumetric decrease was 
driven by a loss of dendrites. Dendritic retractions would most likely be caused by increased 
corticosterone (Anderson et al., 2016), which could ultimately alter connectivity and impair 
mPFC-mediated behaviors, such as PPI (Butts et al., 2011; Liston et al., 2006).  
Concordant with this, we observed a significant increase in neuronal density in the peri-
pubertally stressed females. Though the exclusion of males in this analysis prevents any sex-
specific conclusions, we speculate that this increased neuronal density is driven by dendritic 
retractions. Neuronal density indicates how close neurons are to each other and is an indirect 
measure of other changes occurring in the brain. We hypothesize here that greater losses to the 
dendritic tree would lead to cells being closer together, thus increasing the neuronal density. 
Because we did not see a change in neuronal density in the post-PS females, we theorize that the 
peri-PS females showed greater dendritic losses following stress than the other groups. Previous 
literature has shown that estrogen can augment the effects of stress on mPFC dendritic 
morphology (Shansky et al., 2004; Shansky et al., 2010), and female pubertal onset is associated 
with mPFC neuron and synapse loss in the mPFC (Drzewiecki et al., 2016; Koss et al., 2014). 
Thus, stress- and hormonally-induced dendritic retractions occurring at the same time could have 
interactive effects, leading to the increased neuron density we observed in adulthood.  
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This study provides some evidence that adolescents do not recover from stress-induced 
alterations to mPFC volume. Animals in this study were stressed at different points in 
development but all tested at the same age in adulthood, leading to differential recovery times 
between groups (32 days for peri-PS females, 24 days for post-PS females, 23 days for peri-PS 
males, 15 days for post-PS males). With this design, peri-PS males and post-PS females had 
similar recovery times, but only the peri-PS males showed PPI deficits when compared to 
controls. Additionally, the peri-PS females had the longest recovery time among groups but one 
of the greatest decreases to the volume of mPFC. Future research should examine if adolescents 
recover from stress-induced neuroanatomical changes in the mPFC on similar timelines as 
adults, as these results suggest possible sex and age differences in recovery rates. 
Many changes within the mPFC that were not examined here could have led to PPI 
deficits following pubertal stress, such as alterations to frontal dopaminergic systems (Bubser & 
Koch, 1994). Because the frontal dopaminergic system continues to develop during adolescence 
(Andersen et al., 2000; Kang et al., 2018; Naneix et al, 2012; Willing et al., 2017), it is possible 
that stress exposure at this time could lead to long-term disruptions in dopaminergic function. 
Physical and social stressors rapidly increase levels of dopamine in the mPFC of adults and 
adolescents (Abercrombie et al., 1989; Watt et al., 2014), and social stress during adolescence 
ultimately results in decreased basal frontal dopamine levels in young adulthood (Niwa et al., 
2013; Watt et al., 2009). In adult rats, depleting frontal dopamine induces PPI deficits (Bubser & 
Koch, 1994; Swerdlow et al., 2006).  
There are indications that stress-induced decreases to frontal dopamine are unique to the 
adolescent mPFC. Male rats that experience social stress between P35 and P40 show decreased 
basal dopamine levels only in the mPFC, while levels of monoaminergic norepinephrine and 
serotonin remain unchanged (Watt et al., 2009). Interestingly, male rats exposed to a similar 
stressor between P45 and P57 do not show altered monoamine levels in the mPFC (Vidal et al., 
2007), and another study finds that male rats stressed earlier between P27 and P33 show 
increased mPFC dopamine concentrations in adulthood (Luo et al., 2014). Luo et al. (2014) also 
found decreased levels of the serotonergic metabolite 5-HIAA in the adult mPFC, while Watt et 
al. (2009) did not observe this with a slightly older cohort. These studies suggest a window of 
vulnerability for the developing dopaminergic systems exists, wherein peri-pubertal males are 
more likely to show decreased dopamine following stress than younger or post-pubertal males. 
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Though the aforementioned studies lack a female comparison group, basal dopamine levels in 
the mPFC have been shown to fluctuate across the estrus cycle in adult female rats (Locklear et 
al., 2016), and sex differences in neurochemistry following early-life stress have been 
documented (Perry et al., 2020), so it is unclear how these findings would translate to females 
stressed peri-pubertally.  
Moreover, PPI is a complex behavior that involves coordination across multiple brain 
regions, and mesocorticolimbic dopamine neurons project to several limbic structures, including 
the hippocampus and basolateral amygdala (BLA) (Björklund & Dunnett, 2007). Both structures 
are important regulators of PPI behavior (Wan & Swerdlow, 1996) that display abnormal 
dendritic morphology after adolescent stress exposure (Eiland et al., 2012; Wang et al., 2012). 
Interestingly, unlike in the mPFC and hippocampus, the BLA undergoes dendritic hypertrophy 
after stress exposure, and these increases do not return to baseline levels after 3 weeks of rest 
(Vyas et al., 2004). Though we did not examine other structures in this study, anatomical or 
functional changes to these regions may have mediated PPI decrements in our pubertally stressed 
subjects. 
It is possible that pubertal onset influences adolescent cortical plasticity, as evidenced by 
the effects of puberty on perineuronal net (PNN) development in the mPFC. PNNs are 
specialized components of the extracellular matrix that form mesh-like structures around 
neurons, ultimately enhancing synaptic stability and decreasing plasticity (Carulli et al., 2010; 
Celio et al., 1998; Pizzorusso et al., 2002; Seeger et al., 1994; Sorg et al., 2016). PNNs in the 
cortex preferentially surround inhibitory parvalbumin (PV) interneurons (Baker et al., 2017), 
suggesting that they play an important role in frontal inhibition. We have recently shown that 
pubertal onset may play a role in PNN formation in the mPFC of both sexes. In females, pubertal 
onset coincides with an abrupt decrease in PNNs that persists throughout adolescence, and males 
do not show increases in the number of PNNs until after pubertal onset (Drzewiecki et al., 2020). 
Thus, PNNs remain juvenile-like throughout the peri-pubertal period, which could render the 
developing mPFC more susceptible to neuroanatomical consequences of stress. Exposure to 
stress in adolescence has been shown to alter the number of PNNs in the mPFC, sometimes in a 
sex-specific pattern (Folha et al., 2017; Page & Coutellier, 2018), and PNNs are notably 
decreased in the frontal cortex of patients with schizophrenia (Mauney et al., 2013a). 
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The behavioral factor analysis revealed several sex differences among the young adult 
subjects, particularly on locomotor and anxiety-like behaviors. We showed here that females, 
regardless of stress condition, made more entries into open and closed arms and spent more time 
in the open arms of the EPM, evidenced by factor 1, compared to males. We observed a similar 
effect on passive behavior, as indicated by factor 4, noting that males spent more time immobile 
during FST and less time interacting with the objects during OR testing. These results are in 
accordance with the well-documented finding that female rats are more active than males on 
these behavioral tasks, partially due to anxiolytic effects of estrogen (e.g. Beatty & Fessler, 1976; 
Blizard et al., 1975; Johnston & File, 1991; Leret et al., 1994; Morgan & Pfaff, 2001; 
Zimmerberg & Farley, 1993). 
Additionally, we observed sex differences in PPI, where males performed significantly 
better than females, regardless of stress condition. Sex differences on this task have been reliably 
demonstrated in both humans (Kumari et al., 2003) and rats (Faraday et al., 1999; Lehmann et 
al., 1999). This sex difference may be partially attributed to higher body weight in males, which 
can increase the acoustic startle response (Lehmann et al., 1999). However, the effect of body 
weight on startle response does not extrapolate across strains within a species, as male Sprague-
Dawley rats weigh more than male Wistar rats but display a reduced startle response (Lehmann 
et al., 1999). Additionally, we observed effects of stress on PPI behavior in the absence of an 
effect of stress on adult body weight within each sex, so the sex difference in PPI is probably not 
due to differences in body weight alone. There is some evidence to suggest the sex difference in 
PPI is mediated by gonadal hormones; PPI varies across the menstrual and estrus cycles and is 
decreased when estrogen and progesterone levels are at their highest (Koch, 1998; Swerdlow et 
al., 1997), yet ovariectomy in adulthood does not impair baseline PPI (Van den Buuse & Eikelis, 
2001). This same study found that estrogen and testosterone, but not dihydrotestosterone, 
increase PPI in ovariectomized subjects. Given these contradictory effects of estrogen on PPI 
performance in adult animals, the sex difference on this task possibly is due to organizational 
effects of estrogen that occur earlier in life. 
Despite the sex difference in behavior on the EPM, we did not observe a sex difference 
on the open field measures of exploration of the center of the apparatus. This may be because 
subjects were tested on the open field after the forced swim test and PPI, both stressful tasks that 
may have influenced subsequent behavior. In addition, the animals had been handled daily for a 
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week when the open field test was administered, and we hypothesize that this may have negated 
any sex effects that have been observed by others on this task. To support this, the factor analysis 
did not reveal EPM and open field behaviors loading together, indicating that behavior on these 
tests did not correlate within subjects. Thus, behavioral tests need to be considered in the context 
within which they were administered. Additionally, we did not observe any long-term detectable 
effects of adolescent stress on anxiety- or depressive-like behaviors, though many others have 
(e.g. Bourke & Neigh, 2011; Cotella et al., 2019; Yohn & Blendy, 2017). After our animals were 
exposed to a stressor for 7 days, they recovered in a social housing condition for 2-4 weeks 
before behavioral testing began. Social housing has been shown to act as a buffer against stress 
(Buwalda et al., 2011; Einon & Morgan, 1977; Ruis et al., 1999; Zhang et al., 2016) so this may 
have ameliorated some of the harmful effects of the adolescent stress exposure.  
Finally, it is important to note the results of this study may be unique to the two types of 
stressors used (social isolation and restraint stress). Broadly, stressors can be defined as physical 
or psychological; physical stressors have both physical and emotional components, while 
psychological stressors do not involve physical harm. There is a growing body of literature that 
has demonstrated these two types of stressors can induce differential behavioral and hormonal 
outcomes (Finnell et al., 2017; Kavushansky et al., 2009; Nakatake et al., 2020; Pijlman et al., 
2003). Additionally, different types of physical stressors can yield divergent behavioral findings 
or induce synergistic effects when given in combination (Gomes & Grace, 2017). The same is 
true for social stressors, as social isolation, social instability, and social defeat stressors can all 
yield unique biobehavioral outcomes (Burke et al., 2017). The length of each specific paradigm 
could contribute to differential outcomes as well. For instance, long-term social isolation does 
not cause lasting increases in glucocorticoids (Green & McCormick, 2013), though short-term 
isolation causes spikes in plasma cortisol that return to baseline within 90 minutes (Ferland & 
Schrader, 2011). Thus, more research on stress-specific outcomes is warranted and needs to be 
considered in making comparisons between studies. 
Here we showed that both peri- and post- pubertal stress caused long-term decreases in the 
volume of the mPFC, but only subjects exposed to peri-pubertal stress demonstrated PPI deficits 
in adulthood. Work from human subjects has indicated that brain regions may be more 
susceptible to stress while they are undergoing development (Andersen et al., 2008), and some of 
this vulnerability may be mediated by pubertal onset (Tyborowska et al., 2018). Our laboratory 
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has shown that the adolescent rodent mPFC undergoes fairly rapid neuroanatomical development 
at pubertal onset (Drzewiecki et al., 2016; 2020; Willing & Juraska, 2015), and this study 
suggests the changes brought on by puberty may create a window wherein adolescents are more 
vulnerable to stress on some measures. Furthermore, these findings suggest possible interactions 
between glucocorticoids and rising gonadal hormones at pubertal onset (Bourke et al., 2012; 
McCormick & Mathews, 2007), emphasizing the importance of accounting for pubertal onset 





CHAPTER 5: INFLUENCES OF AGE AND PUBERTAL STATUS ON NUMBER AND 
INTENSITY OF PERINEURONAL NETS IN THE RAT MEDIAL PREFRONTAL 
CORTEX 
 
This chapter has been published in Structure and Function entitled Influences of age and 
pubertal status on number and intensity of perineuronal nets in the rat medial prefrontal cortex 
(Drzewiecki, Willing, and Juraska, 2020). 
 
5.1 INTRODUCTION  
 
Sensitive, or critical, periods are windows of heightened plasticity when the developing 
brain is especially responsive to sensory stimuli (Hensch, 2005). Neuronal circuits can be 
permanently shaped by experience during these sensitive windows, and sensory deprivation 
during this time can have long-lasting implications for brain structure and function. Critical 
periods for cortical development have been well-established in multiple species across several 
brain regions, including the visual and somatosensory cortices (Fox, 1992; Hensch, 2004; Wiesel 
& Hubel, 1970). In the visual cortex, it begins with the appearance of GABAergic parvalbumin 
(PV) interneurons, which enhance inhibitory signaling and allow for increased plasticity 
(Hensch, 2005). The closure of the visual cortex sensitive period coincides with perineuronal net 
(PNN) development (Pizzorusso et al., 2002).  
PNNs are specialized components of the extracellular matrix found throughout the central 
nervous system (Celio et al., 1998; Seeger et al., 1994). They are composed of an aggregation of 
chondroitin sulfate proteoglycans (CSPGs) called the lecticans, which include aggrecan, 
brevican, versican, and neurocan (Yamaguchi, 2000). The CSPGs interact with hyaluronan, link 
proteins, and tenascin-R to form mesh-like structures that surround the soma and proximal 
dendrites of neurons. PNNs primarily surround PV cells, where they act as a cation buffer to 
enhance the excitability of the fast-spiking interneurons (Balmer, 2016; Härtig et al., 1999). 
PNNs also contribute to synaptic stability by creating a barrier that prevents the formation of 
new synaptic contacts while stabilizing existing ones (Härtig et al., 1992). Because PNNs 
contribute to the closure of sensitive periods, degradation of PNNs can restore juvenile levels of 
ocular dominance plasticity in the adult visual cortex (Carulli et al., 2010; Pizzorusso et al., 
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2002) and increase synaptic plasticity in the perirhinal cortex (Romberg et al., 2013). Given their 
role in modulating neuroplasticity, PNNs in both cortical and non-cortical brain regions have 
been implicated in a wide range of behavioral functions, including drug seeking behaviors, 
reversal learning, and fear conditioning (Blacktop & Sorg, 2019; Gogolla et al., 2009; Happel et 
al., 2014; Slaker et al., 2015). 
It should be added that there are other potential contributors to the closure of sensitive 
periods such as actions of myelin derived-Nogo at the Nogo-66 receptor (NgR) that prevent axon 
outgrowth (Akbik et al., 2013; McGee & Strittmatter, 2003). Within the visual cortex, increasing 
myelination coincides with the closure of the sensitive period, and NgR null mice show 
enhanced plasticity in adulthood (McGee et al., 2005). The presence of this receptor has also 
been shown to limit plasticity in adulthood in the somatosensory cortex, amygdala, and mPFC 
(Bhagat et al., 2015; Jitsuki et al., 2016; Yang et al., 2012). 
Though sensitive periods have been well-studied in the juveniles, more recent work 
suggests that adolescence remains a time of heightened neural plasticity, particularly in the late-
developing prefrontal cortex (PFC) (Fuhrmann et al., 2015; Larsen & Luna, 2018; Selemon, 
2013). In humans, a multitude of studies have demonstrated that the frontal cortex undergoes 
protracted anatomical development across adolescence (Gogtay et al., 2004; Lenroot & Giedd, 
2006; Sowell et al., 1999), and much of this maturation corresponds with increased executive 
functioning and behavioral inhibition capabilities (Anderson et al., 2001; Taylor et al., 2013). 
Pubertal onset is a hallmark of adolescent development. Some studies have shown that PFC 
neuroanatomical development correlates with levels of pubertal gonadal hormones (Herting et 
al., 2015; Nguyen et al., 2012; Peper et al., 2009; Perrin et al., 2009), though a complex picture 
of the interactive effects of pubertal hormones, cortical development and executive functioning 
has emerged in the literature (Hidalgo-Lopez & Pletzer, 2017; Stoica et al., 2019). Nonetheless, 
the continual development of the adolescent PFC combined with increasing cognitive ability has 
led many to suggest the adolescent frontal cortex is in a state of heightened plasticity.   
Male and female rats undergo similar cellular remodeling processes within the rodent 
medial prefrontal cortex (mPFC), which often coincide with or are dependent upon pubertal 
onset, especially in females (Drzewiecki et al., 2016; Koss et al., 2015; Willing & Juraska, 
2015). Additionally, mPFC-dependent cognitive behaviors mature during adolescence, in 
particular those that involve behavioral inhibition and cognitive flexibility (Andrzejewski et al., 
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2011; Koss et al., 2011; Newman & Mcgaughy, 2011; Willing et al., 2016). Pubertal onset 
appears to contribute to cognitive maturation, as male and female rats that are just 2 days post-
pubertal perform better on a cognitive flexibility task than their prepubertal counterparts (Willing 
et al., 2016). Therefore, pubertal status may need to be included as a factor in studies of 
adolescents. 
Increasing inhibition in the mPFC during adolescence could contribute to a sensitive 
period for cortical plasticity. While the density of PV positive cells in the mPFC reaches adult-
like levels in the juvenile period (Baker et al., 2017; Brenhouse & Andersen, 2011; Mix et al., 
2015), PV protein expression continues to increase across mid to late adolescence (Caballero et 
al., 2014). Given the role of PV in mediating plasticity in other sensory cortices, this could imply 
that the adolescent mPFC is in a similar sensitive period that closes sometime in young 
adulthood when PNNs reach adult-like levels between P60 and 70 (Baker et al., 2017).  
However, further examination of the role of gonadal hormones on PNNs in males and 
females is warranted given that pubertal onset often coincides with or directly influences 
adolescent frontal cortex anatomical and functional development (e.g. Drzewiecki et al., 2016; 
Koss et al., 2011; Piekarski et al., 2017; Willing et al., 2016). Additionally, because the 
adolescent mPFC has been shown to undergo volumetric decreases between the juvenile period 
and adulthood (Markham et al., 2007), PNN density could be confounded by changes in volume, 
and a stereological approach for PNN quantification is necessary. Thus, this study was designed 
to quantify the total number of PNNs stereologically by taking the volume of the structure into 
account, as well as their intensity in the mPFC while tracking pubertal status in both male and 
female rats. Additionally, we quantified frontal white matter volume at the same time points as 






 Subjects were the offspring of Long Evans rats ordered from Envigo [Formerly Harlan] 
(Indianapolis, IN) that were bred in the vivarium of the Psychology Department at the University 
of Illinois. Rats were weaned at P25, housed in groups of two or three with same-sex littermates 
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and provided food and water ad libitum with a 12:12 light-dark cycle. All procedures were 
approved and adhered to guidelines set forth by the University of Illinois Institutional Care and 
Use Committee. 
Pubertal status was assessed daily beginning at P29 in females and P39 in males due to 
the sex differences in pubertal timing. Among females, pubertal onset was determined by vaginal 
opening, which corresponds with increases in luteinizing hormone and estrogen (Castellano et 
al., 2011). In males, pubertal onset was identified by the separation of the prepuce from the glans 
penis, a process dependent upon the increased level of androgens at puberty (Korenbrot et al., 
1977).  
Rats were sacrificed at one of four timepoints. Both males and females were sacrificed at 
P30 and P60, ages that represent early adolescence and early adulthood, respectively. The other 
timepoints for sacrifice in this study were determined based on pubertal status. Within a litter, 
when a subject reached puberty, it was sacrificed 24 hours later with an age- and sex- matched 
sibling that had not yet reached puberty. An age-matched sibling of the opposite sex was also 
collected at this time point. These groups are referred to as the P35 and P43 groups, though it 
should be noted that these are the average ages of animals within each group. 
All subjects were sacrificed between 10:00 and 15:00 to account for influences of 
circadian rhythms on PNN expression. For perfusion, subjects were deeply anesthetized with a 
lethal injection of sodium pentobarbitol and perfused intracardially with a 0.1 M solution of 
phosphate buffered saline (PBS) followed by a 4% paraformaldehyde fixative solution in PBS 
(PH 7.4). Brains were post-fixed in the paraformaldehyde solution for an additional 24 hours 
followed by immersion in a cryoprotectant 30% sucrose solution. At this point all brains were 
coded to conceal group from the experimenters. After 72 hours, brains were sliced in 40 µm 
coronal sections using a freezing microtome. Sections were stored at -20ºC in an anti-freeze 
storage solution (30% glycerol, 30% ethylene glycol, 30% dH20, 10% 0.2 M PBS). 
 
5.2.2 Staining with Methylene Blue/Azure II 
 
Every other section containing the mPFC was washed with a 0.1 M solution of PBS and 
mounted on electrostatically charged slides. Once dry, slices were stained with the cell body 




5.2.3 Volume quantification of the mPFC and white matter 
 
The volume of the mPFC was quantified using the sections stained with Methylene 
Blue/Azure II and Stereoinvestigator software (Microbrightfield). The methodology has been 
previously described by our laboratory (Markham et al., 2007; Willing & Juraska, 2015). The 
dorsal and ventral boundaries of the mPFC were demarcated by an investigator blind to the age 
and sex of each subject. Briefly, the dorsal border of the mPFC was marked by decreased neuron 
density and altered laminar patterns in layers V/VI, and a less-defined cellular border between 
layers I and II. The ventral border of the mPFC was determined by decreases in cellular 
lamination of all layers. The mPFC was also divided into two subregions which contained the 
prelimbic cortex (PL, alternatively Cg3) and the infralimbic cortex (IL); the distinction between 
these two regions was determined by the lamination between layers III and V. Layer I was not 




Figure 16. A coronal section of the mPFC stained with Methylene Blue/Azure II illustrating the 
delineation of white matter, layers II/II and V/VI, and the IL and PL subregions 
 
Parcellation of the mPFC and white matter under it began on slices where the frontal 
white matter was first definitively present and ended on the caudal slices where the genu of the 
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corpus callosum appeared. On average, 14 slices were parcellated for each subject. The post-
fixative tissue thickness was also measured across the z-axis by determining the depth of the 
focal plane between the top and the bottom of clearly visible tissue. At least 50 thickness 
measurements were collected for each subject. The average thickness was multiplied by the total 
parcellated area to calculate to total volume of the gray and white matter in the mPFC. 
 
5.2.4 Visualization of Wisteria floribunda agglutinin.  
 
Every eighth section containing mPFC was stained with the biotinylated lectin Wisteria 
floribunda agglutinin (WFA, Sigma Aldrich, catalog L1516). This lectin reacts with the CSPGs 
and is commonly used as one of the broadest markers for PNNs (Giamanco et al., 2010; Härtig et 
al., 1994). Staining began by rinsing the tissue in triplicate with a tris buffered saline solution 
(TBS), followed by a 30 minute incubation at room temperature in a blocking solution (1% H202, 
20% normal goal serum [NGS], 1% bovine serum albumin [BSA] in TBS) to prevent 
endogenous peroxide activity. Following blocking, the tissue was incubated for 24 hours at 4°C 
in WFA (1:500 concentration), which was diluted in Tris-Triton goat (TTG) solution (2% NSG, 
0.3% Triton X-100 in TBS). The following day, sections were rinsed twice with both TTG and 
TBS, followed by a 60 minute incubation in avidin-biotin complex (ABC, Vectastain ABC Kit, 
Vector Laboratories) and triplicate 5-minute TBS rinses. Finally, slices were placed into a 
diaminobenzidine (DAB) solution in dH20 (Sigma-Aldrich Fast 3–3’ Diaminobenzidine Tablets) 
for 2 minutes and then rinsed thoroughly with TBS to prevent further DAB reactions. Brain 
slices were mounted on electrostatically charged slides and allowed to dry for 24 hours before 
coverslipping with Permount (Fig.17a).  
 
5.2.5 PNN quantification 
 
The number of cells surrounded by a PNN were manually counted from two WFA 
stained sections using the StereoInvestigator optical disector described above. An experimenter 
blind to the age and sex of each animal manually traced a sampling area over the PL and IL 
regions. Layer I was not included in the sampling area due to the lack of cell bodies. The 
StereoInvestigator software then randomly determined sampling sites to count from using a 100 
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x 100 x 20 µm (length x width x height) counting frame with 1 µm guard zones. The counting 
frame contained two “exclusion” and two “inclusion” lines, and cells with a PNN were counted 
if they were included in the volume of the counting frame. The average densities of PNNs were 
calculated separately for the PL and IL and then multiplied by the previously measured volumes 
(with the exclusion of layer I) to obtain the total number of PNNs. Given difficulties in 






Figure 17. PNNs visualized with WFA in a coronal section of the mPFC. Shown across the left 
and right hemispheres (a) and at a higher magnification in layer V/VI of the mPFC (b, c). Both 




5.2.6 Analysis of PNN intensity 
 
 The same mounted slices used for PNN quantification were scanned using the 
NanoZoomer Digital Pathology System, which provides 460nm resolution scans of complete 
slides. The slides were viewed using NDP View software, and up to 12 unique images were 
captured for each subject using 10x magnification. 
 These images were analyzed for staining intensity with ImageJ (NIH) following a 
protocol similar to the region of interest (ROI) method described by Slaker et al. (2016). For 
each image, the background was subtracted using the Rolling Ball Radius function and an 
automatic threshold was set using the triangle method. This process assures that all pixels below 
threshold value are not quantified, so background intensity measures are not included in the final 
intensity measure. An experimenter then manually drew ROIs around all PNNs that covered at 
least 2/3 of the cell body, and these pixels were analyzed for each PNN to get the average 
intensity value for every subject. An average of 85 cells were sampled per subject. Intensity was 
measured on a scale from 0-255 in arbitrary units (au), with a higher value indicating a darker 
stain. 
 
5.2.7 Statistical analysis 
 
All statistical tests were conducted using RStudio. Using the “lmerTest” package, each 
sex was analyzed separately because of the known differences in pubertal timing and the 
differing degree of pubertal effects between the sexes found previously (Drzewiecki et al., 2016; 
Willing & Juraska, 2015). Levene’s test for equality of variances using the “car” package was 
conducted for each variable analyzed to confirm homogeneity of variance between groups. A 
linear mixed effects model for PNN number and white matter volume was then run with litter 
included as a random factor. Separate tests for analysis of variance (ANOVA) were conducted 
on the models, and post hoc analysis was conducted using the “emmeans” package on all 
significant ANOVA models. Post hoc tests ran pairwise comparisons using a Tukey adjustment. 
Additionally, a pre-planned paired t-test was conducted on the age- and litter-matched pre- and 
post-pubertal siblings (P35 in females and P43 in males) using a Bonferroni correction for two 
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5.3.1 Pubertal onset 
 
For all subjects sacrificed after puberty, the average age of pubertal onset was 34.9 days 
in females and 42.33 days in males. This is consistent with previous findings from our laboratory 
(D G Kougias et al., 2018). Among the pre- and post-pubertal siblings, the average age at 
sacrifice was 34.55 days with a range of 32-37 for females and 43 days with a range of 41-45 in 
males.  
 
5.3.2 PNN Density  
 
The density of PNNs across all ages in males (Table 2) and females (Table 3) are 
presented as the average number of cells with a PNN per 200,000 µm3 (the volume of the 
















Table 2. Male PNN Density  
 





mPFC 0.543 ± 0.06 * 0.599 ± 0.05  0.597 ± 0.05 0.643 ± 0.06 0.840 ± 0.08  
PL 0.620 ± 0.06 0.653 ± 0.05 0.646 ± 0.06 0.722 ± 0.06 0.908 ± 0.10 
IL 0.397 ± 0.06 * 0.500 ± 0.06 0.510 ± 0.06 0.500 ± 0.06 0.715 ± 0.08 
 
Table 2. PNN density in male subjects across the mPFC and its subareas, presented as mean 
number of PNNs per counting frame volume ± SEM. [* = p < 0.05 when compared to P60] 
 
Table 3. Female PNN Density 
 







mPFC 0.572 ± 0.07 ** 0.733 ± 0.07 0.574 ± 0.03 *, ┼ 0.647 ± 0.06 
* 
0.955 ± 0.11 
PL 0.645 ± 0.08 * 0.796 ± 0.06 0.634 ± 0.05 *, ┼ 0.708 ± 0.06  0.975 ± 0.11 
IL 0.428 ± 0.06 
*** 
0.605 ± 0.09 
* 
0.459 ± 0.05 *** 0.536 ± 0.05 
** 
0.920 ± 0.12 
 
Table 3. PNN density in female subjects across the mPFC and its subareas, presented as mean 
number of PNNs per counting frame volume ± SEM. [* =  p < 0.05 when compared to P60; ** = 
p < 0.01 when come pared to P60; *** = p < 0.001 when compared to P60; ┼ = p < 0.05 when 
compared to pre-pubertal siblings] 
 
5.3.3 PNN Intensity. 
 
In both sexes the intensity of PNNs increased with age (Fig. 2 b,c), as has been observed 
by other investigators in males (Baker et al., 2017; Mix et al., 2015). We did not quantify PNN 
intensity because the background was very variable across cellular layers (Fig. 2a). Additionally, 
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the background staining intensity increased with age which would make comparisons between 
ages invalid.  
 
5.3.4 PNN Number. 
 
In males, there was a significant main effect of age on the number of PNNs across the 
mPFC (F4,40 = 3.43, p = 0.017). Post hoc tests indicated that there was a significant increase in 
the total number of mPFC PNNs between P30 and P60 (p = 0.014) and P35 and P60 (p = 0.043). 
A paired t-test between age-matched pre- and post-pubertal siblings found no effect of puberty 
on total PNN number in the mPFC (p = 0.55) (Fig.18a). 
There was a significant effect of age on the number of PL PNNs (F4,40 = 2.73, p = 0.042). 
Within this subarea, the number of PNNs increased significantly between P30 and P60 (p = 
0.049) and showed a statistical trend when comparing P35 to P60 (p = 0.069). There were no 
effects of pubertal onset on PNN expression within the PL (p = 0.44) (Fig.19a). 
In the IL, there was also a main effect of age on PNN number (F4,32 = 2.94, p = 0.036). 
Post hoc analysis revealed a significant increase in IL PNNs between P30 and P60 (p = 0.018), 
with no influences of pubertal onset on PNN number (p = 0.95) (Fig.19c). 
There was a main effect of age on the number of PNNs in the female mPFC (F4,31 = 6.31, 
p < 0.001). Post hoc analysis revealed that the number of PNNs across the mPFC increased 
significantly between P30 and P60 (p = 0.001). Additionally, the number of PNNs differed 
significantly between P35 post-pubertal females and P60 (p = 0.007) as well as the P43 and P60 
females (p = 0.012). A paired t-test that compared pre-pubertal females to their age-matched, 
post-pubertal female siblings revealed a significant decrease in the total number of PNNs at 
pubertal onset (p = 0.02) (Fig.18b).  
Within the PL subregion, there was a significant effect of age on PNN number (F4,31 = 
5.04, p = 0.003). The number of PNNs in this region significantly increased between P30 and 
P60 (p = 0.008) and between post-pubertal P35 females and adults (p = 0.019). The difference 
between P43 and P60 females approached but did not reach statistical significance (p = 0.059). 
Pubertal onset significantly decreased PNNs in this region (p = 0.004) (Fig.19b). 
There was also a main effect of age on the number of IL PNNs (F4,32 = 6.72, p < 0.001). 
Post hoc testing demonstrated that the total number of PNNs increased between P30 and P60 (p 
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< 0.001), post-puberty P35 and P60 (p = 0.004), as well as P43 and P60 (p = 0.003). There was 








Figure 18. The number of mPFC PNNs in males (a) and females (b). There was a significant 
increase in the number of PNNs across the mPFC between P30 and P60 in both sexes. The 
lighter colored bars indicate animals that were pre-pubertal at sacrifice, while the darker bars 
indicate post-pubertal animals. In females, there was a decrease in the number of PNNs at 
puberty that persisted through P43 before reaching adult-like levels at P60. This effect of 










Figure 19. The number of PNNs in the PL and IL subregions. In males, PNNs in the PL (a) and 
IL (c) gradually increased between P30 and P60 with no influences of pubertal status on PNN 
number. A similar pattern was seen in the female PL (b) and IL (d), with a significant increase in 
PNNs occurring between P43 and P60. Pubertal onset was associated with decreased PNNs in 
the PL (b), as post-pubertal females had significantly fewer PNNs in this region compared to 
their pre-pubertal, age-matched siblings. This was not found in the IL (d) [# = p < 0.06; * = p < 
0.05; ** = p < 0.01, *** = p < 0.001] 
 
5.3.5 PNN Intensity 
 
 There were no significant differences in intensity measures between the PL and IL 
subregions (data not shown), so all intensity measures were averaged across the entire mPFC for 
both sexes. 
 In male subjects, there was no effect of age (F = 1.645, p = 0.18) or pubertal onset (p = 
0.83) on PNN intensity (Fig.20a). In females, there was a significant main effect of age on PNN 
intensity (F = 3.672, p = 0.014). Post hoc comparisons revealed that the intensity of PNNs was 
greatest at P60 compared to P30 (p = 0.031), pre-pubertal P35 (p = 0.053), post-pubertal P35 (p 
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= 0.021), and P43 females (p = 0.025). There was no difference in PNN intensity between the 
pre- and post- pubertal P35 females (p = 0.73) (Fig.20b). 
 
Figure 20. The staining intensity of PNNs in males (a) and females (b). In males, intensity 
measures did not significantly increase across age. Among female subjects, staining intensity 
was greatest at P60 compared to all other ages. Pubertal onset did not influence staining 
intensity in either sex [# = p < 0.06; * = p < 0.05] 
 
5.3.6 White Matter Volume.  
 
As expected, both males and females increased total white matter volume between P30 
and P60. In males, there was a main effect of age on total white matter (F4,911 = 7.863, p < 
0.001). Post hoc analysis demonstrated that white matter volume significantly increased between 
P30 and P60 (p < 0.0001) and between P35 and P60 (p < 0.001). White matter also significantly 
increased when comparing P30 males to P43 post-pubertal males (p = 0.0167) and trended 
toward statistical significance when comparing P30 males to P43 pre-pubertal males (p = 0.061). 
There were no significant increases in white matter volume between either P43 pre- or post-
pubertal group and P60 subjects (p = 0.130 & p = 0.157, respectively), and no effects of pubertal 
onset on white matter volume (p = 0.999) (Fig.21a). 
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 Among females, there was a significant effect of age on white matter volume (F4,533 = 
6.157, p < 0.001). The white matter significantly increased between P30 and P60 (p < 0.0001). 
There was significantly more white matter in the P60 females when compared to the pre-pubertal 
P35 females (p = 0.009) and the P42 females (p = 0.032), and the difference between P60 and 
P35 post-pubertal females trended toward statistical significance (p = 0.061). There was no 




Figure 21. The volume of prefrontal white matter across adolescence in males (a) and females 
(b). Males reached young adult white matter levels by P43, while females showed a more 
protracted development, reaching adult-like white matter levels by P60. There were no 
significant effects of puberty on white matter volumes in males or females [* = p < 0.05; ** = p 




This study assessed both age-related changes and the influences of puberty on the number 
and intensity of PNNs in the developing adolescent mPFC in male and female rats. The number 
of PNNs increased between P30 and P60 in both sexes, concordant with the density increase in 
male rats (Baker et al., 2017). We also found a relationship between pubertal onset in females 
and the number of PNNs, as pubertal onset was associated with an abrupt decrease in PNNs 
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among female littermates that persisted for at least a week. This finding was somewhat 
unexpected, as previous anatomical work from our laboratory shows that post-pubertal females 
by P45 have an adult-like mPFC in terms of neuron and synapse number (Drzewiecki et al., 
2016; Willing & Juraska, 2015). Despite these changes to PNN number in early adolescence, we 
found that the intensity of female PNNs remains juvenile-like until P60. Many researchers have 
correlated the intensity of PNNs with their structural integrity, and changes to PNN intensity can 
occur in the absence of altered PNN density in both humans and rodents (Enwright et al., 2016; 
Gildawie et al., 2020). Thus, it seems females undergo a protracted development of PNNs that 
may result in prolonged cortical plasticity in the mPFC. 
The sensitive period in the visual cortex opens with the appearance of the PV-expressing, 
inhibitory GABAergic cells and closes during the continual development of PNNs (Hensch, 
2005; Pizzorusso et al., 2002). A similar anatomical pattern has emerged in the mPFC; PV 
expression becomes detectable during the juvenile stage and increases into adulthood (Caballero 
et al., 2014; Gildawie et al., 2020), and we have demonstrated an increase in PNNs in both sexes 
during this time. As such, adolescence may be a sensitive period for the mPFC when the effects 
of experience are especially significant (see reviews by Andersen, 2003; Larsen & Luna, 2018). 
For example, compared to juveniles and adults, adolescents are notably susceptible to the effects 
of social stressors (Einon & Morgan, 1977; Snyder et al., 2015; Urban et al., 2019), which has 
long-lasting effects on mPFC function (Baarendse et al., 2013).  
While the increase in PNNs appear to mark a decrease in experience-dependent plasticity, 
the functional significance of a decrease in the number of PNNs at puberty in females is not 
entirely clear. One of the ways by which PNNs limit cortical plasticity is through physical and 
chemical barriers around neurons that prevent new synaptic contacts, as well as limiting AMPA 
receptor trafficking to the membrane (Frischknecht et al., 2009; Sorg et al., 2016), so changes to 
the number or intensity of mPFC PNNs could have implications for adolescent cognitive 
behavior. PNNs and their components have been linked to reversal learning capabilities in adult 
male subjects (Coleman et al., 2014; Happel et al., 2014; Morellini et al., 2010), though the 
influence of PNNs on cognition seems to be highly region and task-specific (e.g. Gogolla et al., 
2009; Morellini et al., 2010; Romberg et al., 2013). We have also previously shown that female 
rats undergo synaptic pruning between P35 and P45 (Carly M. Drzewiecki et al., 2016), a 
timeframe that coincides with the decrease in PNNs observed here. It is possible that a 
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downregulation of mPFC PNNs could be required for synaptic pruning to occur, and decreased 
PNNs during adolescence could also allow for dendritic remodeling in response to experience. 
For example, female rats with an induced lesion to the mPFC in early adolescence at P35 
demonstrate greater dendritic remodeling than those who received the injury later in adolescence 
at P55 (Nemati & Kolb, 2012). 
Altered plasticity in the adolescent mPFC could have implications for fear learning and 
extinction, which require prefrontal inhibitory/excitatory balance for top-down control of limbic 
structures (Santini et al., 2008; Sierra-Mercado et al., 2011). Degradation of mPFC PNNs in 
adult rodents impairs fear memory acquisition and recall (Hylin et al., 2013), and we found low 
levels of PNNs during adolescence in both sexes. Indeed, adolescent male mice and rats do show 
attenuated fear extinction retention compared to juveniles and adults (McCallum et al., 2010; 
Pattwell et al., 2012). It is especially notable that male adolescent rats do not show deficits 
compared with adults on initial contextual fear learning and extinction, but unlike adults, they 
show impaired memory for extinction 24 hours later that can be rescued with increased 
extinction training (Kim et al., 2011). In adult females, estrogen plays a modulatory role in 
enhancing fear learning and extinction (Matsumoto et al., 2018; Milad et al., 2009; Trask et al., 
2020; Zeidan et al., 2011), though the opposite is true in recently post-pubertal females. Estrogen 
impairs fear learning acquisition and extinction in adolescent females (Perry, Ganella, et al., 
2020), which could be influenced by the rapid decrease in mPFC PNNs at puberty observed here. 
Thus, both male and female rats show fear memory deficits in adolescence when PNNs have not 
reached adult-like levels. 
In addition to the development of PNNs, myelination can limit plasticity in the visual cortex 
through inhibitory interactions with the NgR, as demonstrated by McGee et al., (2005). Here, we 
measured the volume of the white matter under the prefrontal cortex. Unlike PNNs, there was 
not a difference in white matter volume in females that had reached puberty when compared to 
their pre-pubertal siblings. This is not surprising given the coarseness of simple volume 
measures.  However, there was a pause in the increase in total white matter in females between 
P30 and P42 before rising again at P60.  This is similar to what we reported in Willing et al. 
(2015), where females showed an interruption of growth at comparable ages while the white 
matter of males continued to increase linearly between P25 and P60.  The underlying cellular 
basis may be the inhibitory influence of ovarian steroids on myelination, as pre-pubertal 
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ovariectomy results in increases in the number of myelinated axons in the rat splenium assessed 
with electron microscopy (Yates & Juraska, 2008). The protracted pattern of white matter 
increases in the female mPFC could contribute to increased plasticity of this region during 
adolescence. 
The abrupt decrease in PNNs at puberty in females suggests that estrogen may influence the 
maturation of inhibitory function in the mPFC. In particular, the estrogen receptor β (ERβ) 
colocalizes with the GABAergic PV cells throughout the adult cortex (Blurton-Jones & 
Tuszynski, 2002) and is highly expressed in the female mPFC (Shughrue et al., 1990). 
Additionally, the rise of pubertal estrogens is necessary for an increase in inhibition onto the 
excitatory neurons within the anterior cingulate cortex (Piekarski et al., 2017). However, we 
observed a decrease in mPFC PNNs at puberty in females, which may suggest a temporary 
decrease in inhibitory output. It is possible that estrogens act differently on the PNNs across 
various stages of development and in different cortical areas, though more research is needed to 
confirm this idea. Additionally, neither the number nor intensity of PNNs in the male mPFC 
begin to increase until after pubertal onset, so that testosterone cannot be excluded as a 
contributor to PNN formation or functional maturity. Furthermore, testosterone can be converted 
into estrogen via aromatase and can also activate estrogen receptors (e.g. Kawata, 1995), so work 
on the role for male gonadal hormones and PNN development is needed. 
We observed similar PNN developmental trajectories in the PL and IL subdivisions of the 
mPFC in both sexes. In females, however, the post-pubertal decrease in PNNs was only 
significant in the PL, though a similar pattern was observed in the IL. This discrepancy could 
simply be due to the lower density and total number of cells surrounded by PNNs in the IL, 
requiring more power to detect a significant finding in this region. PNN expression throughout 
the cortex is highly region specific (Seeger et al., 1994; Ueno et al., 2017), so it is possible that 
they serve unique functions in each of the mPFC subdivisions. For instance, PNNs in the PL, but 
not IL, are required for acquisition and reconsolidation of cocaine memories in adult males 
(Slaker et al., 2015). Additionally, PNNs in the PL and IL are differentially altered in age- and 
sex-specific patterns following early life stress (Gildawie et al., 2020), so it is possible that PNNs 
in the PL and IL respond differently to gonadal hormones at pubertal onset. 
Though we have previously shown that female rats lose approximately 12% of neurons in 
the mPFC around the time of pubertal onset, we do not attribute the observed decrease in PNN 
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number here to this neuronal pruning. PNNs in this region primarily surround PV cells, and 
stereological analysis of GABA-ir positive cells in the mPFC revealed no differences between 
P35 and P45 females (Willing & Juraska, 2015). In fact, this study notes a non-significant trend 
for an increase in the ratio of GABA-ir cells to the total mPFC neurons between P35 and P45, 
suggesting that proportionately more of the neurons pruned in adolescent females are excitatory. 
Given that only 20-30% of PNNs surround non-PV cells in the mPFC (Baker et al., 2017; Slaker 
et al., 2015), it seems unlikely that this small subset of PNNs would be solely responsible for the 
20% drop in PNNs we observed when comparing pre- and posst-pubertal siblings. 
Adolescence has been characterized as a period of vulnerability marked by emotional 
turmoil and stress (Casey et al., 2010; Crone & Dahl, 2012; Spear, 2000). The protracted 
development of mPFC PNNs observed here may contribute to this state of flux and potentially 
influence adolescent vulnerabilities to various psychiatric and substance use disorders (Chen et 
al., 2008; Kessler et al., 2005). However, it also could create a window of opportunity where 
stimulation and enrichment might be most beneficial. For example, PNNs have been shown to 
decrease in response to environmental enrichment, leading to an increase in plasticity (Sale et al., 
2007). Because PNNs may be involved in aspects of psychiatric illnesses and drug seeking 
behaviors (Blacktop & Sorg, 2019; Mauney et al., 2013; Slaker et al., 2015), understanding PNN 






CHAPTER 6: ESTROGEN RECEPTOR BETA RNA EXPRESSION IN THE 




Female pubertal onset appears to coincide with many different neuroanatomical changes 
that occur in the adolescent mPFC. Our laboratory has previously shown that the surge of 
ovarian hormones is necessary for neuronal pruning in this region (Koss et al., 2015). 
Additionally, pubertal onset coincides with synaptic pruning and PNN loss (Drzewiecki et al., 
2016; Chapter 5), suggesting that puberty may influence cortical plasticity. Furthermore, pubertal 
onset in females organizes adult-like behaviors on a cognitive flexibility task (Willing et al., 
2016) and decreases anxiety-like behaviors, as measured by the EPM (Chapter 2). Given that 
these changes occur at pubertal onset when the subjects are experiencing a rapid increase in 
estradiol, this hormone and its receptors may be playing an important regulatory role in these 
processes. A wealth of literature has found that estrogen can modulate emotional behavior and 
cognition in both humans and rodents (Juraska & Rubinow, 2008; Kanit et al., 2000; Mora et al., 
1996; Sherwin & McGill, 2003), and the effects of estrogen on behavior can be dose-dependent 
(Hughes et al., 2008; Tomihara et al., 2009). 
There are two known nuclear estrogen receptors that bind estradiol with equal affinity: 
the estrogen receptor α (ERα) and the estrogen receptor β (ERβ) (Zhu et al., 2006). The ERα 
receptor has been implicated in reproductive behaviors, as ERα knockout mice are infertile 
(Hewitt & Korach, 2003), but more recent literature has suggested a role for ERβ in mediating 
the mood-altering effects of estrogen. For example, ERβ knockout mice show increased anxiety 
on a variety of behavioral tasks (Choleris et al., 2003; Imwalle et al., 2005; Krezel et al., 2001), 
and the ERβ agonist diarylpropionitrile (DPN) decreases anxiety-like behaviors (Lund et al., 
2005). Additionally, ERβ influences synaptic plasticity in the amygdala and hippocampus 
(Krezel et al., 2001; Liu et al., 2008) and plays an important role in synaptic structure (Srivastava 
et al., 2010; Srivastava et al., 2013). 
In the developing human and mouse cortex, ERα is the dominant receptor at birth, with 
ERβ at nearly undetectable levels. This pattern reverses across development, with ERβ becoming 
the main receptor in the adult cortex (González et al., 2007; Prewitt & Wilson, 2007). Both 
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receptors are also present in the rodent mPFC and similarly follow opposing developmental 
trajectories. ERα expression is higher in this region at birth, but ERβ expression increases 
quickly and becomes the prominent receptor at P25, when ERα is virtually absent (Shughrue et 
al., 1997; Shughrue et al., 1990; Shughrue & Merchenthaler, 2001; Westberry & Wilson, 2012). 
Studies of older adult animals support the finding that ERβ is the prominent receptor subtype 
present in the mPFC (Kritzer, 2002), but a detailed examination of this receptor’s ontogeny 
during adolescence is lacking. 
Together these results suggest that if estradiol is mediating the neuroanatomical or 
behavioral results we have previously observed at pubertal onset, then ERβ is the most likely 
candidate for these actions. Previous work has shown that ERβ expression is altered in the 
presence of estrogens (Österlund et al., 1998; Patisaul et al., 1999), but the direction of these 
effects are both region- and dose-specific. Currently, there is no validated antibody that binds to 
ERβ using immunohistochemistry in perfused tissues (Snyder et al., 2010). The newer 
technological method RNAScope, however, has been employed to visualize ERβ RNA in the 
rodent brain (Kanaya et al., 2020). Thus, this study uses tissue from the same age-matched pre- 
and post-pubertal siblings utilized in Chapter 5 to further understand the role puberty plays in 
ERβ expression. We hypothesize that ERβ will be detected in the adolescent mPFC. We also 
predict that ERβ expression will be upregulated in recently post-pubertal subjects, mimicking the 






The animals used in this study have been previously described in Chapter 5 (Drzewiecki 
et al., 2020). Subjects were the offspring of Long Evans rats ordered from Envigo [Formerly 
Harlan] (Indianapolis, IN) that were bred in the vivarium of the Psychology Department at the 
University of Illinois. Rats were weaned at P25, housed in groups of two or three with same-sex 
littermates and provided food and water ad libitum with a 12:12 light-dark cycle. All procedures 
were approved and adhered to guidelines set forth by the University of Illinois Institutional Care 
and Use Committee. 
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The timepoints for sacrifice in this study were determined based on pubertal status, so 
pubertal onset was assessed daily beginning at P29 in females. Pubertal onset was determined by 
vaginal opening, which corresponds with increases in luteinizing hormone and estrogen 
(Castellano et al., 2011). Within a litter, when a subject reached puberty, it was sacrificed 24 
hours later with an age- and sex- matched sibling that had not yet reached puberty. These are 
referred to as the “Post” and “Pre” groups, respectively. 
At sacrifice, subjects were deeply anesthetized with a lethal injection of sodium 
pentobarbitol and perfused intracardially with a 0.1 M solution of phosphate buffered saline 
(PBS) followed by a 4% paraformaldehyde fixative solution in PBS (PH 7.4). Brains were post-
fixed in the paraformaldehyde solution for an additional 24 hours followed by immersion in a 
cryoprotectant 30% sucrose solution. At this point all brains were coded to conceal group from 
the experimenters. After 72 hours, brains were sliced in 40 µm coronal sections using a freezing 
microtome. Sections were stored at -20ºC in an anti-freeze storage solution (30% glycerol, 30% 
ethylene glycol, 30% dH20, 10% 0.2 M PBS). 
 
6.2.2 Fluorescent in Situ Hybridization with RNAScope 
 
 ERβ was assessed by measuring Esr2 levels, the gene that encodes ERβ, using 
RNAScope fluorescent in situ hybridization (FISH). The Esr2 probe (ACD, catalog #317161) 
was verified by Kanaya et al. (2020), and RNAScope has been proven to be an effective method 
for perfused, free-floating slices that are 40 µm thick (Grabinski et al., 2015).  
 The RNAScope protocol for fixed tissue from Advanced Cell Diagnostics (ACD) was 
followed for Esr2 visualization, with minor modifications as advised by the company. The 
protocol was conducted over two days. To begin day 1, tissue slices stored in anti-freeze storage 
solution were washed triplicate in PBS and mounted on Superfrost Plus slides and allowed to dry 
completely at room temperature. The slides were then baked at 60º C for 30 minutes, followed 
by incubation in ice cold 4% paraformaldehyde (made the day prior and at a pHed of 7.4) for 15 
minutes at 4º C. Slides were further dehydrated using a series of ethanol dilutions, and then 
baked again for 30 minutes at 60º C. Next, slides were incubated in hydrogen peroxide for 10 
minutes at room temperature before beginning the target retrieval process. 
87 
 
 The target retrieval solution provided by ACD was diluted to 1X and warmed to at least 
99º C along with dH2O in a steamer. The slides were placed in the warm water solution for 10 
seconds and then quickly moved to the warmed target retrieval solution where they were 
incubated in the steamer for 5 minutes. After retrieval, slides were briefly rinsed in dH2O at room 
temperature, followed by a 5 minute incubation in 100% ethanol. Finally, slides were air dried at 
room temperature and a hydrophobic barrier was drawn around slices using ImmEdge 
Hydrophobic Barrier Pen (ACD, catalog # 310018). 
Following target retrieval, all steps were performed using chemicals provided in the 
Multiplex Fluorescent Reagent Kit v2 (ACD, catalog # 323100), and all incubations were done 
in a humidity controlled chamber at 40º C. First, slices were coated in the protease solution and 
incubated for 30 minutes. Then slides were rinsed twice for two minutes in dH2O. Slices were 
then incubated in the Esr2 probe (ACD, catalog #317161) for 2 hours, followed by a wash step. 
After hybridization of the probes, all wash steps were conducted using wash buffer solution 
(ACD, catalog # 310091), and consisted of two washes for two minutes. The slides were then 
stored overnight in a 5X saline-sodium citrate (SSC) buffer solution. 
The following day, slides underwent a wash step and then began incubations in the three 
separate amplification solutions. Each amplification step was separated by a wash step. After 
amplification, channel 1 was established and the slices were incubated in a 1:750 solution of 
Opal 570 (Akoya Biosciences, catalog # FP1488001KT) diluted in TSA Buffer (ACD). 
Following incubation in the fluorophores, slices were washed and then incubated in HRP channel 
blocker. Finally, slides were briefly rinsed with DAPI, before coverslipping with ProLong Gold 
Antifade Mountant (ThermoFisher, catalog # P36930). Slides were dried in the dark overnight at 
room temperature, and then stored at 4º C until imaging. 
 
6.2.3 Microscopy, Imaging, and Fluorescence Analysis 
  
 Slides were imaged using a Zeiss LSM 880 microscope within 3 days of staining. The 
Esr2 probe appeared in the cytoplasm as green particles (Figures 22 & 23). The mPFC was 
identified using the DAPI stain, and 8 separate images (4 per hemisphere) were acquired for each 
subject. Images were obtained by taking z-stacks using 30 separate images of 8 unique sites 
within the mPFC. The z-stacking specifications, as well as the laser power settings, were held 
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Figure 23. The Esr2 probe visualized in a pre-pubertal female at P36 (a) and a post-pubertal, 
age-matched sibling (b). The post-pubertal female reached pubertal onset at P35. 
 
 The z-stacks were first processed using ImageJ (NIH) by projecting the separate images 
into one image. Then each image was converted to grayscale, and a threshold of 75 arbitrary 
units (aus) was applied. All pixels that met this threshold were counted, and an experimenter 
blind to the subject’s pubertal status quantified the number of particles per image, as well as the 
size of each particle and its mean gray value. The mean gray value is measured on a scale from 0 
au (black) to 255 au (white) and represents the fluorescent intensity of each particle. A total of 
297,695 particles were analyzed from 20 subjects, with an average of 14884.75 particles per 
subject and a range of 2496 – 35611. 
 
6.2.4 Statistical Analysis 
 
All statistical tests were conducted using RStudio. Using the “lmerTest” package, mixed 
linear mixed effects models for the total number of counts, the mean fluorescence intensity, and 
the average size of each particle. Litter was included as a random factor in all models. Separate 
tests for analysis of variance (ANOVA) were conducted on the models. A total of 9 pre- and 11 






 There was a significant main effect of pubertal status on all variables measured. Post-
pubertal females had significantly fewer particles (F = 11.16, p = 0.006) (Fig.24a). The mean 
fluorescence intensity of the particles sampled was also significantly lower in post-pubertal 
females (F = 5.35, p = 0.03) (Fig. 24b), and the average size of the particles sampled was smaller 
in this group (F = 6.91, p = 0.02) (Fig. 24c). 
 
 
Figure 24. Pubertal status is associated with a downregulation of Esr2. Post-pubertal females 
had significantly fewer particles sampled (a). Additionally, the mean fluorescent intensity (b) and 
the average size of particles measured (c) were decreased post-pubertally compared to the pre-





 This study examined Esr2 expression in pre- and recently post-pubertal females using 
RNAScope and found that ERβ was significantly decreased in the post-pubertal subjects. This 
was evidenced by the total number of particles sampled, which was significantly decreased post-
pubertally. Additionally, the particles sampled had less fluorescence and were significantly 
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smaller in size. Together, these results suggest that the surge in estrogen at pubertal onset 
corresponds with a rapid downregulation in the ERβ receptor in the mPFC. 
 Several studies have shown that estradiol can influence ERβ expression in various 
subcortical regions. Estrogen decreases ERβ mRNA expression in the paraventricular nucleus 
and the medial amygdala, but increases its expression in the arcuate nucleus (Österlund et al., 
1998; Patisaul et al., 1999). Estrogen supplementation had no effect on ERβ expression in the 
bed nucleus of the stria terminalis, the central nucleus of the amygdala, or the ventromedial 
hypothalamus (Österlund et al., 1998; Patisaul et al., 1999). Thus, the effects of estrogen on ERβ 
expression are highly region-specific. 
 While our study adds to the literature that estrogen decreases ERβ expression, it is 
important to note that Patisaul et al. (1999) and Österlund et al. (1998) used adult females who 
had been ovariectomized post-pubertally. We showed that pubertal estrogens decreased ERβ 
expression in adolescent subjects, but it is unclear from this study if the same would be true in 
adult females. Recent evidence from Perry et al. (2020) has demonstrated that the effects of 
estrogen on the cortex can be age-specific. For example, in adult rats, estrogen has been shown 
to enhance fear extinction via actions in the infralimbic cortex (Matsumoto et al., 2018; Milad et 
al., 2009; Trask et al., 2020; Zeidan et al., 2011). However, the opposite is true in recently post-
pubertal adolescent females, where pubertal estrogens impair fear extinction (Perry, Ganella, et 
al., 2020). Therefore, further research should examine if our observed effects of increased 
estrogen on cortical Esr2 expression extrapolate to adult animals. 
 We feel confident that our Esr2 probe accurately labeled ERβ RNA within the cells on 
our perfused tissue. As discussed, there is no validated antibody for this receptor (Snyder et al., 
2010), though there are several currently commercially available that have been used in recent 
2020 publications. The Esr2 probe we used was validated by Kanaya et al. (2020), and 
RNAScope has been proven to be effective on tissue up to 40 µm thick (Grabinski et al., 2015). 
Additionally, ERβ is found within the cytoplasm (González et al., 2007), and we observed the 
same pattern with the DAPI counterstain. Furthermore, ERβ colocalizes extensively with 
parvalbumin neurons in the cortex (Blurton-Jones & Tuszynski, 2002). Though we did not 
quantify colocalization specifically, we show a similar finding here in Figure 1 using the Pvalb 
probe, which labels parvalbumin positive cells. Therefore, RNAScope is an effective method to 
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visualize the ERβ is perfused tissue, and future researchers should avoid using antibodies that do 
not accurately label this receptor. 
 A wealth of literature has shown that estrogen can rapidly influence spine density, though 
again, the direction of these effects are region-specific (e.g. Jacome et al., 2016; Kurunczi et al., 
2009; Srivastava et al., 2010; Tan et al., 2012; Woolley, 2007). Specifically within the rodent 
cortex, estrogen can rapidly decrease the number of spines and interact with the GABAergic 
system to shift the inhibitory/excitatory balance towards inhibition (Tan et al., 2012). Though 
these authors do not clarify which region of the cortex they examined, our laboratory has 
previously shown that females lose a significant number of synapses and PNNs in the mPFC 
post-pubertally (Drzewiecki et al., 2016; Drzewiecki et al., 2020). Additionally, we have shown 
that post-pubertal females perform at adult-like levels on a reversal learning task (Willing et al., 
2016), which requires increased cortical inhibition (Murray et al., 2015). Thus, it seems like the 
adolescent female mPFC undergoes a shift towards increased inhibition, and this shift is likely 
mediated by estrogen’s actions at ERβ. Given that altered synaptic plasticity is implicated in 
many aspects of psychiatric illness (Fiala et al., 2002), ERβ could be a therapeutic target for 
adolescents suffering from mood disorders (Hughes et al., 2008; Lee et al., 2014). 
 These results suggest a growing body of literature that the rodent mPFC rapidly changes 
at pubertal onset. Though more work is needed to elucidate an exact role for ERβ in these 
developmental processes, our results suggest this receptor is a likely target of action. 
Additionally, these findings further highlight the importance of accounting for pubertal onset 





CHAPTER 7: CONCLUSIONS AND FUTURE DIRECTIONS 
  
 This dissertation examined how pubertal onset in rodents influences the mPFC and 
mPFC-mediated behaviors. We show here that pubertal onset correlates with the appearance of 
adult-like behaviors on several behavioral tasks. Additionally, we have shown that puberty 
coincides with various neuroanatomical changes to the rat mPFC, sometimes in a sex-specific 
pattern. Given that many of these behavioral and neuroanatomical changes can occur within 24-
48 hours, as well as the robust sex difference in the timing of pubertal onset, we argue that 
pubertal onset must be accounted for when studying the adolescent cortex. 
 In order to assess the influences of pubertal onset on mPFC-mediated behaviors, we 
tested a cohort of pre-pubertal subjects and a separate cohort of recently post-pubertal animals. 
Notably, we accounted for the well-described sex difference in pubertal onset and tested our pre- 
and post- pubertal females approximately 10 days earlier than their adolescent male counterparts. 
Though we did not observe any effects of age or pubertal status on hippocampal-dependent 
spatial learning, we observed a robust effect of puberty on reversal learning. Specifically, both 
post-pubertal male and females showed rapid increases in cognitive flexibility, behaving at adult-
like levels on this task, and performing significantly better than pre-pubertal animals. It is 
important to note that both males and females underwent this rapid cognitive advancement, but 
females achieved it significantly earlier than males. Studies that only examine one age during 
adolescence may erroneously report sex differences on tasks that are due to the sex difference in 
pubertal timing. 
 We performed the same experimental design that controls for pubertal onset in both sexes 
to study ontogeny of anxiety-like behaviors using the elevated plus maze (EPM). In this study, 
we showed no effect of pubertal onset on any variables measure in males. However, females 
again showed rapid changes in behavior post-pubertally, behaving like adults on both time and 
percentage of entries into the open arm. While more work is needed to truly understand a role for 
puberty in shaping anxiety-like behaviors, these findings may have implications for anxiety 
disorders which often onset during adolescence (Lee et al., 2014). Again, it is important to 
highlight how rapidly these changes occur. Researchers who study females on the EPM during 
adolescence may be able to control for large sources of variability by including pubertal status as 
a factor in their statistical models.  
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 A body of literature suggests that developing brain regions are more susceptible to the 
harmful effects of environmental insults (Andersen, 2003; Andersen et al., 2008; Rice & Barone, 
2000). Additionally, literature has shown that adolescents may be more vulnerable to stress 
compared to adults or juveniles (Morrissey et al., 2011; Snyder et al., 2015; Stylianakis et al., 
2018; Zhang et al., 2016). Because we have shown that the mPFC does indeed rapidly develop 
around the time of pubertal onset, we conducted a study that exposed rats to a stressor during 
adolescence either during or after pubertal onset. We found that both sexes stressed peri-
pubertally showed long-term deficits on the prepulse inhibition (PPI) task, which measures 
sensorimotor gating abilities and is often impaired in patients with schizophrenia (Hammer et al., 
2013; Quednow et al., 2008). This study is unique because we specifically showed that pubertal 
onset, instead of simple linear age, determined the most vulnerable window for the effects of 
stressors during adolescence. Additionally, this study presented neuroanatomical evidence that 
suggests the adolescent brain does not recover from stress-induced dendritic retractions like 
adults, particularly in females stressed peri-pubertally. However, more work is needed to 
determine a specific cause of mPFC volumetric losses following adolescent stress exposure. 
 While we have shown that pubertal onset may render the adolescent cortex more 
vulnerable to stress, the rapid cortical reorganization at this time also suggests that the adolescent 
cortex is in a stage of heightened plasticity to allow for this neuroanatomical reorganization. To 
explore possible mediators of this enhanced plasticity, we tracked the ontogeny of perineuronal 
nets (PNNs) in the adolescent mPFC while controlling for pubertal onset. PNNs play an 
important role in mediating cortical plasticity by preventing new synaptic contacts from being 
made while simultaneously supporting pre-existing synapses (Carulli et al., 2010; Härtig et al., 
1994; Pizzorusso et al., 2002; Sorg et al., 2016). Additionally, PNNs play an important role in 
regulating inhibitory/excitatory balance (Balmer, 2016), which is also altered at pubertal onset in 
females (Piekarski et al., 2017). In quantifying the total number of mPFC PNNs in the male and 
female mPFC, we found that both sexes showed an increase in these structures between the 
juvenile period and young adulthood. In females, we also showed an abrupt and significant 
decrease in PNNs post-pubertally. This downregulation persisted for at least a week before 
increasing to adult-like levels at P60. In males, PNNs remained juvenile-like across adolescence 
and did not increase until after pubertal onset. Thus, in both sexes, the total number of PNNs in 
this region remains low during adolescence, suggesting that the adolescent mPFC is increasingly 
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plastic compared to adults. Additionally, this study again highlights the importance of accounting 
for pubertal onset when studying the adolescent cortex. 
 Finally, given the many changes we observed in the pubertal female mPFC, we 
quantified expression of Esr2, the RNA that encodes the estrogen receptor β (ERβ). We 
performed fluorescent in situ hybridization on tissue from the same age-matched pre- and post-
pubertal female littermates used in the PNN study. Interestingly, we found that Esr2 expression 
was significantly decreased in the post-pubertal female mPFC. While there are several studies 
that show estrogen can influence expression of Esr2 (Österlund et al., 1998; Patisaul et al., 
1999), the direction of these effects is highly region-specific. Additionally, the aforementioned 
studies were conducted on adult, ovariectomized females who received estrogen 
supplementation, so we cannot directly compare these findings to adolescent females who 
undergo natural puberty. This experiment is the first to show that pubertal estrogens decrease 
ERβ in the mPFC, which could have many implications for adolescent behaviors that are 
influenced by estrogen. 
 This dissertation has identified pubertal onset in rats to be an important mediator of 
behavioral and neuroanatomical development in the mPFC. We also believe that these changes 
may set the stage for development of psychiatric illnesses that often onset during adolescence 
following stress exposure, and further work is warranted on this topic. However, while we have 
shown that this development may render adolescents uniquely vulnerable to the environment, it 
also highlights adolescence as a time of enhanced plasticity. This could be beneficial, as 
understanding the windows of adolescent plasticity could help researchers identify when 
juveniles who have experienced disadvantageous environments would most gain from 
intervention therapies. 
 Future researchers, at the very least, should account for pubertal status in their adolescent 
subjects whenever possible. Though we have shown that puberty does not influence all behaviors 
(see Chapter 2), we have provided evidence that it can rapidly influence the brain and mPFC-
mediated behaviors. The sex difference in pubertal timing is of particular note for researchers, as 
this difference holds across many, but not all, mammalian species (Sisk & Foster, 2004). Finally, 
in order to specifically differentiate windows of adolescent-specific plasticity and development, 
future research should use properly aged controls, including the addition of juvenile and adult 
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