ABSTRACT This paper proposes a novel structure extraction approach that is able to achieve high classification accuracy and low computing burden to hyperspectral image (HSI) classification based on total variation (SETV). Specifically, a two-scale decomposition-based relative total variation (TSD-RTV) method is presented for the first time to process the information of different scales, such that the structure can be well extracted. Moreover, a new weighted-average fusion method is introduced, which can reduce the dimensionality and also remove the noise due to hyperspectral sensors. The support vector machine (SVM) is applied to HSI classification as a classifier. The experiments are conducted on three real hyperspectral datasets: Indian Pines, Salinas, and Kennedy Space Center. The experimental results show the outstanding performance of the proposed SETV model in terms of classification accuracy and computational efficiency.
I. INTRODUCTION
With the development of sensor technology, current hyperspectral sensors can acquire more accurate and timely satellite imagery with high spectral resolution and spatial domain resolution, simultaneously. Hyperspectral image (HSI) can be acquired by these hyperspectral sensors. HSI contains hundreds of contiguous narrow spectral bands, which make hyperspectral data contain abundant discriminative information for land-cover classes [1] - [3] . Therefore, HSI classification, which is to assign the pixels of HSI a proper label, has been widely used to discriminate different land-cover materials in many remote sensing applications, such as geologic analysis, vegetation detection, mineral exploration and environmental protection [2] , [4] - [10] .
An HSI with more than one hundred spectral bands may suffer from the Hughes phenomenon [11] , which leads to reduce classification accuracy and increase computing time. In addition, high spatial resolution means that the identifiable land-cover classes are increased, and more and more scene details can be found, which may cause the spectral The associate editor coordinating the review of this manuscript and approving it for publication was Yongqiang Zhao. characteristics between different details. As a result, the within-class variation of the high-resolution HSI may increase and the between-class variation may decrease and then lead to lower interpretation accuracies [12] - [14] . Therefore, reducing spectral dimension and exploiting spatial information are necessary for HSI classification.
As one of the most popular pre-processing techniques, dimension reduction has been widely applied to the pixelwise classification of remote sensing data and has shown a good performance in terms of classification accuracy. In the last decades, different dimension reduction methods, such as linear discriminant analysis (LDA) [15] - [17] , principal components analysis (PCA) [18] , [19] , independent component analysis (ICA) [20] and band selection [21] , have been proposed to reduce the dimension for HSI classification. These methods have shown advantages in terms of preserving the significant feature information. Among these methods, the class-conditional distributions are Gaussian which serves as the premise of them, such as PCA, ICA and LDA, which have a limitation in extreme cases. For example, the actually observed data distributions are always not Gaussian and strongly multimodal [17] . In addition, band selection technique is insufficient to exploit the spectral information in HSI classification [22] , [23] . To this end, a weightedaverage fusion algorithm will be proposed to solve the highdimensionality problem in this paper.
Recently, many works have been proposed to exploit the spatial contextual information for spectral-spatial classification [24] . In terms of the postprocessing methods, several typical methodologies can be presented as three types. The first type is image segmentation-based techniques which apply spatial information for HSI classification. These segmentation-based methods, such as partitional clustering [25] , watershed [26] , minimum spanning forest [26] , Bayesian framework [27] and random walker [28] , have been proposed to improve the classification performance. However, the performance of segmentation-based methods rely on the segmentation results, which generate algorithms of high computational complexity. The second type is the using of structure-preserving filtering. For example, Kang et al. use the guided filter for the postprocessing of pixelwise classifier classification [29] . In order to further improve the classification performance, Kang et.al also apply recursive filter to extract structures of HSI [30] . And intrinsic image decomposition is also applied to HSI classification by extracting intrinsic structures [31] . With the structure extraction methods, the pixel-wise classifier is able to obtain much higher classification accuracy. Total variation model is originally proposed for image restoration [32] [33] . Recently, it has been applied to HSI classification tasks because of the novelty in extracting image structure, such as HSI denoising [34] , [35] and HSI unmixing [36] . The last type is the deep learning-based methods. Chen et.al introduce the deep learning-based method firstly in [4] , where a kind of the deep architecture-based modes, i.e., autoencoder (AE), is used to learn features of hyperspectral data. Yang et.al apply a deep convolutional neural network with two-branch architecture to extract the joint spectral-spatial features of hyperspectral data [5] .
In this paper, a novel two-scale decomposition-based relative total variation (TSD-RTV) method is proposed to extract structure of HSI. TSD-RTV is inspired from the relative total variation [37] and is first applied to extract HSI structure feature in this paper. Specifically, a new diffusion function on the detail layer is developed to remove useless spatial information such as noisy and texture. In addition, a new weightedaverage fusion is proposed to solve the high-dimensionality problem which can reduce redundancy information among bands and computational complexity simultaneously. Moreover, SVM is used as a pixel-wise classifier because it exhibits low sensitivity to high dimensionality and is unlikely to suffer from the Hughes phenomenon [1] , [38] - [40] .
The main contributions of the paper can be summarized as follows.
1) A novel dimension reduction algorithm using weighted average fusion is proposed. In particular, a weight construction method is adopted to combine pixel saliency and spatial context for HSI, then the weighted bands are fused by the average method. It can effectively remove noise and well preserve the structural information of HSI in the fused bands. 2) A novel two-scale decomposition-based relative total variation (TSD-RTV) method is proposed to extract structures and preserve edges for the fused feature bands on detail layer. The new diffusion function has a higher diffusion velocity and the image structure information can be well preserved, which means that spatial context information is well utilized in the structure extraction process. The rest of this paper is organized as follows. In Section II, a structure extraction algorithm will be presented. In Section III, a new weighted average fusion approach will be proposed. In Section IV, a variety of experimental comparisons on three different HSI datasets will be performed to validate the efficiency of the proposed framework. Finally, the paper is concluded in Section V.
II. STRUCTURE EXTRACT WITH TOTAL VARIATION

A. APPROACH
Let the observed intensity function I i denote the pixel value of an input image with the pixel index i. Then, the structure extraction problem is to extract the structure component S i from the observed intensity function I i [37] , [41] :
where T i is the texture component. The structure extraction problem can be shown in Fig. 1 . An image is composed of texture component and structure component. The texture component usually refers to surface patterns that are similar in appearance and local statistics, whereas the structure component consists of edges and lowfrequency signals [42] . For example, Fig. 1 (b) shows the structure component extracted from Fig. 1 (a) by the proposed SETV method. It can be seen that the boundaries in Fig. 1(b) are clear and the structure extraction renders pixels in each land-cover region are more homogeneously.
It is straightforward to find that the structure extraction problem is an ill-posed problem. A common way of resolving this problem is the regularization approach [32] , [37] . In [32] , the TV-2 model uses the total variation as a regular term to enforce structural similarity between the input and output: arg min
where i f 1 (|∇S i |) is the TV regularizer; f 1 (|∇S i |) = |∇S i | represents a regularizing function; (S i − I i ) 2 is used to calculate the 2 distance between S and I ; λ is a weight, and ∂ x and ∂ y are the partial derivatives in two directions, respectively. Nonetheless, the total variation regularizer has limited ability to distinguish between strong structural edges and textures as pointed in [37] . Xu et.al in [37] propose inherent variation and relative total variation measures (RTV) to capture the essential difference between the structure and the texture, and develop an efficient optimization system to extract main structures [37] . However, RTV cannot well process the information of different scales in an image.
In order to solve this problem, a new two-scale decomposition based RTV (TSD-RTV) is proposed to HSI classification in this paper. Firstly, an input image is decomposed into twoscale representations: the base layer and the detail layer [43] . The base layer of the image is obtained by an average filter. Then, the detail layer can be generated by subtracting the base layer from the input image. Mathematically, this is equivalent to
where S is an HSI band; A denotes an average filter with the size 31 × 31; and (S) B and (S) D represent the base layer and the detail layer, respectively. At last, the two-scale decomposition based RTV with respect pixel index i is defined as
where N (i) is a neighborhood of the pixel i. The numerator of the right side of (4) denotes the windowed total variation, and the denominator of the right side of (4) is windowed inherent variation [37] . The parameter is a very small positive number to avoid division by zero, and w i,j is a weighting function defined from spatial affinity. Here, we use the base layer and detail layer to integrate the information of the base scale and detail scale into the constraint matrices w B and w D , and then make results more reasonable by using a combination of two weighted maps of different scales.
,
where w B and w D are weighting functions. σ B controls the spatial scale of the window in the base layer, and σ D controls the spatial scale of the window in detail layer. σ B and σ D are both obtained by a Gaussian filter.
B. ANALYSIS
Since f 1 (|∇S i |) = |∇S i | is an anisotropic TV function, it diffuses only along the tangential direction and its diffusion velocity is relatively slow in the smooth area. If the isotropic TV function f 2 (|∇S i |) = |∇S i | 2 is used as a regularizing function, the tangential direction velocity is equal to the normal diffusion velocity. Because of the equal velocity on two different directions, the TV system has a high efficiency to preserve the structure of the image smooth area. However, it may blur the edge and texture area which leads to the separation more difficult. That is to say, if the image gradient is small, e.g., the corresponding pixel and neighborhood belong to the smooth area, the diffusion function will be fast diffusing. On the contrary, if the image gradient is large, e.g., corresponding to the edge and texture area, the diffusion velocity must be slow to protect the image structure. Based on the above analysis, a novel diffusion function f 3 (|∇S|) is introduced by combining the anisotropic TV
As shown in Fig. 2 , it can be seen that Eq. 6 has a slower velocity tending to zero, which indicates that it is conducive to extract structure from the feeble features area. Therefore, the new TV function has two advantages: 1) diffusion velocity is fast. 2) The image structure information can be well preserved. By substituting f 1 (|∇S i |) with f 3 (|∇S|) in Eq.4, the TSD − RTV i is finally expressed as
Then, a new objective function can be defined to extract the structure component from an input image by arg min
C. OPTIMIZATION
The optimization of Eq. 8 can be transformed to solve a series of linear equation systems on two directions [37] : x-direction and y-direction. We will just analyze the x-direction, as the process for the y-direction is similar to it. The nonlinear part (TSD-RTV) can be transformed to solve a series of linear equation systems:
where r i|x denotes a diffusion spatial filter corresponding to neighboring information; q i|x is only related to the pixel-wise gradient, and W is a matrix form of w. Then, the objective function Eq. 8 can be rewritten as a matrix form: (10) where C x and C y are the Toeplitz matrices from the discrete gradient operators with forward difference on the detail layer; R x , R y , Q x and Q y are diagonal matrices from r and q, respectively.
Thus, the structure of HSI can be obtained by solving a linear system in each iteration
where M t = C x R t x Q t x C x +C y R t y Q t y C y is a coefficient matrix; t is the iteration steps and 1 is an identity matrix.
III. FURTHER IMPROVEMENT BASED ON WEIGHTED AVERAGE FUSION
Since HSI is a high dimensionality data, processing it may be time-consuming. To address this problem, the dimension reduction techniques [15] - [19] can be used to HSI. In this section, a new weighted-average fusion (WAF) method will be proposed as a dimension reduction technique, which is relatively simple and fast. Moreover, the proposed WAF method can reduce the noise due to hyperspectral sensors [38] .
Hyperspectral sensors are very sensitive to noise. For example, in AVIRIS data sets, many of the spectral bands (up to 20%) usually contain noise and blurred edges which are likely to affect the classification results [38] . To remove both noise and sharpen details, Laplacian of Gaussian (LoG) filter can be applied [44] .
Suppose that H n denotes the n-th band of HSI. Then the initial weight map I n can be obtained by the LoG process:
where * denotes a convolution operation; LoG is a 3 × 3 Laplacian of Gaussian filter and I n is the output. In order to bridge gaps and fill the holes produced by LoG process, the morphological closing operation [44] is used to refine the initial weight map
where s is a disk-like structure element object; ⊕ denotes the morphological dilation operation; denotes the morphological erosion operation; and R n is the output image. The final weight map is obtained by comparing the R n as follows:
where W n is the weight map and T denotes the total number of the bands. Then, the weighted band can be computed by multiplying each band H n with the weigh map W n
Finally, divided the weighted bands of HSI into d number of subgroups, and then the fusion process of the adjacent bands in the k-th subgroup is expressed as
where the index k denotes the k-th dimension of the reduced spectral band; the index l denotes the l-th dimension of original spectral band; m denotes the band number in each subgroup; and · rounds · to the nearest integer towards minus infinity. Fig.3 shows the first to fifth bands of the Indian Pines image and its corresponding fused image obtained by WAF. We can see from Fig. 3 that noise pixels can be effectively removed by using the proposed WAF method.
Finally, the overall scheme of SETV is implemented by Algorithm 1.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. HSI DATASETS
In the following experiments, three benchmark hyperspectral datasets: the Indian Pines image, the Salinas image and the Kennedy Space Center (KSC) image are used to test the performance for all classification methods.
Algorithm 1 Structure Extraction With Total Variation for HSI Classification
Require: An HSI data I ∈ R x×y×T with x × y pixels by T bands; Ensure: A labeled image L; 1: Compute the weighted band B n by Eq. (12), (13), (14) and (15) Compute weights r i|x and q i|x by Eq.(9); 6: Solve the linear system in Eq.(11); 7: end for 8: Vectorize S to S = [s 1 , s 2 , · · · , s n ] ∈ R d×n where n = x × y; 9: Use SVM to obtain classified labels l ∈ R n ; 10: Reshape l to be an image L ∈ R x×y .
1) INDIAN PINES
The Indian Pines image, which was acquired by the Airborne Visible Infrared Imaging Spectrometer (AVIRIS) sensor over the agricultural India Pine test site in Northwestern Indiana, USA. The size of each spectral band is 145 × 145 pixels, and the scene comprises 220 spectral bands in a spatial resolution of 20 m with a spectral range from 0.4µm − 2.5µm. Before classification, 20 water absorption bands are removed and then the remaining 200 bands are used for all experiments. Fig. 4 shows the pseudo-color map, corresponding color composite and ground truth data with 16 classes.
2) SALINAS
The Salinas image was collected by the AVIRIS sensor over Salinas Valley, California, USA. The image contains 224 spectral bands with the spatial resolution 3. the pseudo-color map, corresponding color composite and ground truth data with 16 classes.
3) KSC
The KSC image was also captured by the AVIRIS sensor over the Kennedy Space Center (KSC) from an altitude of approximately 20 km, Florida, on March 23, 1996 . The number of data bands in the acquired image is 224 with wavelengths ranging from 0.4µm − 2.5µm. The KSC data has a spatial resolution of 18 m and contains 512 × 614 pixels. After removing water absorption and noisy channels, 176 bands were used for the analysis. Fig. 6 shows the pseudo-color map, corresponding color composite and ground truth data with 13 classes.
To objectively evaluate the classification results, the classification performance of the comparisons is measured by three widely used classification performance metrics on three different datasets, i.e., overall accuracy (OA), average accuracy (AA), and the κ coefficient. The OA is the percentage of the correctly classified pixels on the total number of the test samples, AA is the average of the correctly classified pixels, and the κ measures the agreement for the correctly classified pixels. In the proposed SETV method, the dimension is reduced to d = 20, the iteration of the TSD-RTV is set to t = 2, and λ is set to 0.03.
B. EFFECTIVENESS OF WAF AND TSD-TV 1) EFFECTIVENESS OF WAF
In order to verify the effectiveness of WAF as an extraction method, an experiment is conducted by comparing with other representative extraction methods involving principle component analysis (PCA), locally linear embedding (LLE), locality preserving projections (LPP), factor analysis (FA), locality-preserving discriminant analysis (LDA) and average fusion (AF). To be fair, these representative extraction methods use the proposed scheme. The training samples are selected randomly, which account for 8% (Indian Pines). The results are shown in Table 1 . It can be seen that WAF outperforms all other feature extraction methods and gets the highest classification accuracy.
2) EFFECTIVENESS OF TSD-RTV
To demonstrate the effectiveness of the proposed TSD-RTV, we conduct an experiment on the same proposed scheme with it and without it, respectively. And the result is shown in Fig.7 . For better display, TSD-RTV is abbreviated to TRTV in Fig.7 . We randomly choose training samples from the three datasets, which account for 8% (Indian Pines), 2% (Salinas) and 4% (KSC) of the ground-truth data. It can be seen clearly from Fig.7 , the SETV obtains a good classification performance. Specifically, TSD-RTV increases the OA about 14% for Indian Pines image, about 10% for Salinas image and about 13% for KSC image. The reason is that the proposed TSD-RTV can well preserve the structure information of the HSI, and the spatial context information is well integrated in the structure extraction process.
C. PARAMETER ANALYSIS
There are two important influence factors in the proposed SETV, i.e, parameters and the number of training samples. In the following sections, the influences of these factors are analyzed by evaluating the accuracy and efficiency of classification, respectively.
1) INFLUENCE OF λ AND t
For the proposed SETV technique, there are two parameters λ and t, which represent the degree of smooth and the number of iterations of the TSD-RTV, respectively. They both have influences on classification accuracy and the classification performance. The influences of them are analyzed in Figs.  8 -Figs.10 by evaluating the corresponding classification accuracy, i.e., OA, AA, and κ. Here, the training samples are chosen randomly which account for 8%, 2% and 4% for three datasets. From Figs. 8 , it can be seen that when the degree of smooth λ is very large, e.g., λ = 0.07, the classification accuracies of the proposed SETV method are not very well. The reason is that when λ is large, it will blur the edge of the image, and then makes it difficult to extract information during the classification process. In addition, when the number of iterations t is very small, e.g., t = 1, the proposed SETV method cannot obtain a high classification accuracy. This means that the number of iterations is not enough to suppress texture. From Figs. 8 to Figs. 10 , the three classification accuracies are not very well when λ is equal to 0.01. The reason is that it cannot separate structure and texture information very well when the degree of smooth is small. Furthermore, according to Figs. 8 -Figs. 10 , it can be seen that the SETV can obtain stable and high accuracies when t is more than 1 and λ is varying from 0.02 to 0.06, thus the objective performances of the SETV are not sensitive to the altering of λ and t. In this paper, λ = 0.03 and t = 2 are set to be default parameters because they have both high classification accuracies and relatively low computing burden. VOLUME 7, 2019 FIGURE 8. OA, AA, and κ with respect to λ and t on Indian Pines. 
2) INFLUENCE OF THE NUMBER OF TRAINING SAMPLES
In this section, the influence of the number of training samples for the proposed SETV algorithm is analyzed. Our experiments are performed on three different datasets: the Indian Pines data set, the Salinas data set, and the KSC data set. SETV is compared with IFRF [30] and SVM-IID [31] , as they all use SVM as the classifier and obtain relatively high accuracy. Figs. 11-Figs. 13 show the overall classification accuracies of SETV method with the different number of training samples. The number of training samples varies from 1% to 10% with 1% intervals for the three datasets. From  Figs. 11-Figs. 13 , we can see that the classification accuracies of three methods generally increase when the number of training samples increases on different images and the proposed SETV always has a higher classification accuracy than the other two methods. For example, considering the Indian Pines, AA of the SETV is more than 95% while the other two methods 90% and 92%, respectively. Furthermore, for Salinas, when the number of training samples only accounts for 1% , SETV can get more than 99% OA, AA, and κ coefficient. In addition, for KSC, the SETV has a higher classification accuracy of more than 99% in terms of OA, AA, and κ coefficient, when the number of training samples is larger than 2%. So, we choose the account for 8% for Indian Pines, 2% for Salinas and 4% for KSC.
D. PERFORMANCE COMPARISON
The proposed SETV method is compared with several stateof-the-art structure extraction methods including IFRF [30] , SVM-IID [31] , LDM-FL [1] and also with two widely used post-processing algorithms, i.e., EPF [29] and LMLL [27] . The default parameters of these methods are given in their original works, respectively. SVM is implemented with LIB-SVM toolbox and the Gaussian radial basis function is kernel function of SVM. The two parameters, i.e., C and γ , are decided by cross-validation approach in the range from {10 −1 , 10 −2 , · · · , 10 4 } and {2 −3 , 2 −2 , · · · , 2 4 }, respectively. For the EPF, edge-preserving filtering is performed on the classification map of SVMs to integrate spatial context in HSI. We adopt the EPFG-c as a comparison method because it has the best performance in [29] , and the default parameters setting of EPFG-c are given as follows: σ s = 4, σ r = 0.2, r = 4, and = 0.01. For LMLL, a multilevel logistic prior is used to encode the spatial information for HSI segmentation, and the degree of smoothness parameter µ and regularization parameter λ are set as 4 and 0.001. For three structure extraction-based methods, IFRF is an image fusion and transform domain recursive filtering based feature extraction method. It has outstanding performance on classification accuracy and computational efficiency, the default parameters setting of this method are σ s = 200 and σ r = 0.3. The SVM-IID is a novel structure extraction method based on intrinsic image decomposition, in this paper, the number of features M = 32 and the size of subgroup Z = 4 are set to be default parameters. The LDM-FL exploit factor analysis and recursive filtering to learn effective HSI feature, and a large margin distribution machine (LDM) is applied to HSI classification for the first time. The default parameters of LDM are set to be C = 1e6, λ 1 = 1.25e5 and λ 2 = 5e4.
To demonstrate the superiority of the proposed SETV scheme, we quantitatively and qualitatively compare it with the aforementioned methods. Figs.14-Figs.16 show the classification maps by different classification methods on three datasets with the corresponding overall accuracy values. From these figures, we can see that the classification maps of the SVM algorithm are not satisfactory since they contain some noisy pixels. By contrast, the proposed SETV method perform much better in preserving structures and removing noisy pixels. In addition, compared with several state-of-the-art structure extraction methods, the proposed SETV method perform much better in removing noisy pixels. And, we also show the classification maps for all FIGURE 15. Classification maps and OA for Salinas data set, OA is given in percentage. The snumber of training samples was chosen randomly which account for 2% of the source image. pixels of three HSI images in Fig.17-Fig.19 . Moreover, Table 2 presents the classification accuracies of different methods in terms of corresponding OA, AA, and κ values. Without loss of generality, we conduct each method 10 times and show the mean performance as well as the standard deviations of the three values on three different HSI images. From this table, it can be seen that the proposed SETV method can improve the classification accuracies of SVM about 20%. Furthermore, the proposed SETV method has the best performance in terms of OA, AA and κ values.
E. COMPUTATIONAL COMPLEXITY
In this section, the computing time of different classification methods is compared. Experiments are performed on Indian Pines data, where the number of training samples is selected randomly which account for 8%. All the programs are executed on a desktop with 3.6 GHz CPU and 12.0 GB memory. Table 3 presents the computing time of the different classification methods in seconds. From this table, it can be observed that LDM-FL method requires more computing time than other methods. It can also be seen that the proposed SETV method is time efficient as it is based on the very fast TSD-RTV. What is more, the proposed SETV method only requires quite a small number of iterations and a very limited number of features. Moreover, it is roughly equal on the computing time with IFRF. The main computational cost of the SETV methods is caused by the pixel-wise classifier, which can be accelerated further by using more efficient classifier and adopting a graphics processing unit. In addition, it should be noticed that the proposed SETV algorithm performs much better in reducing the computing burden, which makes it easy to apply to real applications. 
V. CONCLUSION
In this paper, a novel SETV scheme has been proposed for the HSI classification. A new weighted average fusion algorithm has been applied in SETV to reduce the high dimensionality of HSI and to obtain the fused feature bands. The structure informations extract from the detail layer of the fused feature bands by the proposed TSD-RTV, which can easily capture the structural information with the new diffusion function. The SVM has been exploited to obtain the classification results as a classifier. Experiments have been performed on three HSI datasets to evaluate the performance of the proposed SETV. The results of the experiments have demonstrated the effectiveness of the proposed method compared with other state-of-the-art comparison methods. Further development of this work is to develop a more effective diffusion function for the total variation to process the fused bands.
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