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1. INTRODUCTION
w .  w . < Ž . < Ž .aFor f g C 0, ‘ s f g C 0, ‘ : f t F M 1 q t for some M ) 0,a
4a ) 0 , we define a sequence of linear positive operators M asn
‘ ‘
M f t ; x s n y 1 p x p t f t dtŽ . Ž . Ž . Ž . Ž .Ž . Ý Hn n , k n , ky1
0ks1
ynq 1 q x f 0 , 1.1Ž . Ž . Ž .
where
Ž .n q k y 1 y nqkk wp x s x 1 q x , x g 0, ‘ .Ž . Ž . .n , k ž /k
w . 5 5 < Ž . <Ž .yaThe space C 0, ‘ is normed by f s sup f t 1 q t . WeCa 0 F t -‘a
Ž .may also write 1.1 as
‘
M f t ; x s W t , x f t dt ,Ž . Ž . Ž .Ž . Hn n
0
* On study leave from the Department of Mathematics, College of Science, University of
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NOTE 661
where
‘
yn
W t , x s n y 1 p x p t q 1 q x d t ,Ž . Ž . Ž . Ž . Ž . Ž .Ýn n , k n , ky1
ks1
Ž .d t being the Dirac delta function.
ŽThe study in simultaneous approximation approximation of derivatives
.of functions by the corresponding order derivatives of operators began
Ž .with a remarkable result for the Bernstein polynomials B f owing ton
w x Žk .Ž . Žk .Ž .Lorentz 7 , who proved that B f ; x “ f x , n “ ‘, whenever the
w xlatter exists at the particular point x g 0, 1 , k s 1, 2, 3, . . . being arbi-
w xtrary. For further research in this area, we refer the reader to 1]5 .
The purpose of this paper is to study some results in simultaneous
Ž .approximation by the operators 1.1 . First, we establish the basic point-
wise convergence theorem and then proceed to study the degree of this
approximation.
2. DEFINITIONS AND AUXILIARY RESULTS
w x 0 Ž .LEMMA 1 6 . For m g N the set of nonnegati¤e integers , the mth order
moment of the Lupas operators is defined by
m‘ k
m x s p x y x .Ž . Ž .Ýn , m n , k ž /nks0
Ž . Ž .Hence, m x s 1, m x s 0, and there holds the recurrence relationn, 0 n, 1
Ž . Ž .w X Ž . Ž .x Žnm x s x 1 q x m x q mm x , m g N the set of naturaln,mq1 n, m n, my1
.numbers . Consequently,
Ž . Ž .i m x is a polynomial in x of degree at most m.n, m
Ž . w . Ž . Ž ywŽmq1.r2x. w xii For e¤ery x g 0, ‘ , m x s O n , where b denotesn, m
the integral part of b.
Ž . 0LEMMA 2. Let the function T x , m g N , be defined asn, m
‘ ‘ m
T x s n y 1 p x p t t y x dtŽ . Ž . Ž . Ž . Ž .Ý Hn , m n , k n , ky1
0ks1
m ynq yx 1 q x .Ž . Ž .
Then
2 x
T x s 1, T x sŽ . Ž .n , 0 n , 1 n y 2
NOTE662
and
Xn y m y 2 T x s x 1 q x T x q 2 x q 1 m q 2 x T xŽ . Ž . Ž . Ž . Ž . Ž .n , mq1 n , m n , m
q2mx 1 q x T x , m g N.Ž . Ž .n , my1
Hence,
Ž . Ž .i T x is a polynomial in x of degree m.n, m
Ž . w . Ž . Ž ywŽmq1.r2x.ii For e¤ery x g 0, ‘ , T x s O n .n, m
Žkq1.Ž . Ž . Ž .iii The coefficients of n in T x and T x aren, 2 kq2 n, 2 kq1
kq12k q 2 ! x 1 q x 4Ž . Ž .
and
k q 1 !Ž .
2k q 1 !Ž . kk q 1 1 q 2 x y 1 x 1 q x . 4  4Ž . Ž . Ž .
k!
Ž . X Ž . Ž . Ž .Making use of the relation x 1 q x p x s k y nx p x , the proof ofn, k n, k
the lemma is straightforward and hence is omitted.
w x Ž .LEMMA 3 6 . There exist the polynomials q x independent of n and ki, j, r
such that
drr jr ix 1 q x p x s n k y nx q x p x .Ž . Ž . Ž . Ž . Ž .Ýn , k i , j , r n , krdx 2 iqjFr
i , jG0
3. MAIN RESULTS
Ž r .Ž Ž . .In this section, first we show that the derivative M f t ; x is ann
approximation process for f Ž r ., r s 1, 2, 3, . . . .
w . Ž r .THEOREM 1. If r g N, f g C 0, ‘ for some a ) 0, and f exists at aa
Ž .point x g 0, ‘ , then
lim M Ž r . f t ; x s f Ž r . x . 3.1Ž . Ž . Ž .Ž .n
n“‘
Ž r . Ž . Ž .Further, if f exists and is continuous on a y h, b q h ; 0, ‘ , h ) 0,
Ž . w xthen 3.1 holds uniformly in x g a, b .
NOTE 663
Proof. By the hypothesis, we have
r Ž i.f xŽ . rif t s t y x q « t , x t y x ,Ž . Ž . Ž . Ž .Ý i!is0
Ž .where « t, x “ 0 as t “ x. Hence
‘
Ž r . Ž r .M f t ; x s W t , x f t dtŽ . Ž . Ž .Ž . Hn n
0
r Ž i. ‘f xŽ . iŽ r .s W t , x t y x dtŽ . Ž .Ý H ni! 0is0
‘ rŽ r .q W t , x « t , x t y x dtŽ . Ž . Ž .H n
0
s I q I , say.1 2
‘ Ž . nFrom Lemma 2, it follows that H W t, x t dt is a polynomial in x of0 n
degree exactly n and the coefficient of xn is
n q n y 1 ! n y n y 2 !Ž . Ž .
n y 1 ! n y 2 !Ž . Ž .
and thus
r Ž i. i r ‘f x dŽ . iyni nI s yx W t , x t dtŽ . Ž .Ý Ý H1 nrž /ni! dx 0is0 ns0
Ž r . rf x d n q r y 1 ! n y r y 2 !Ž . Ž . Ž .
rs xrr ! dx n y 1 ! n y 2 !Ž . Ž .
qterms in lower powers of x
n q r y 1 ! n y r y 2 !Ž . Ž .
Ž r . Ž r .s f x “ f x , as n “ ‘.Ž . Ž .
n y 1 ! n y 2 !Ž . Ž .
NOTE664
Next, using Lemma 3, we obtain
‘ rŽ r .I s W t , x « t , x t y x dtŽ . Ž . Ž .H2 n
0
‘q xŽ .i , j , r jis n n y 1 p x k y nxŽ . Ž . Ž .Ý Ýr n , krx 1 q xŽ .2 iqjFr ks1
i , jG0
=
‘ r
p t « t , x t y x dtŽ . Ž . Ž .H n , ky1
0
n q r y 1 !Ž .r ynyr rq y1 1 q x « 0, x yx .Ž . Ž . Ž . Ž .
n y 1 !Ž .
Hence
‘< <q xŽ .i , j , r ji< < < <I F n n y 1 p x k y nxŽ . Ž .Ý Ýr2 n , krx 1 q xŽ .2 iqjFr ks1
i , jG0
‘
g< < < <= p t « t , x t y x dtŽ . Ž . Ž .H n , ky1
0
n q r y 1 !Ž . ynyr r< <q 1 q x « 0, x xŽ . Ž .
n y 1 !Ž .
s I q I .3 4
Ž .Since « t, x “ 0 as t “ x, for a given « ) 0 there exists a d ) 0 such
< Ž . < < <that « t, x - « , whenever 0 - t y x - d . Further, if g is any integer
Ž . < Ž .Ž . r <G max a , r , then we can find a constant K ) 0 such that « t, x t y x
< <g < <F K t y x for t y x G d . Hence,
‘
ji < <I F C n n y 1 p x k y nxŽ . Ž .Ý Ý3 1 n , k
2 iqjFr ks1
i , jG0
< < r < <g= « p t t y x dt q p t K t y x dtŽ . Ž .H Hn , ky1 n , ky1½ 5
< < < <tyx -d tyx Gd
s I q I , say,5 6
NOTE 665
where
< <q xŽ .i , j , r
C s sup .r1 rx 1 q xŽ .2 iqjFr
i , jG0
Now, on application of Schwarz inequality for integration and then for
summation, we obtain
1r2‘ ‘
ji < <I F « C n n y 1 p x k y nx p t dtŽ . Ž . Ž .Ý Ý H5 1 n , k n , ky1ž /02 iqjFr ks1
i , jG0
1r2
‘ 2 r
= p t t y x dtŽ . Ž .H n , ky1ž /0
1r2‘
2 jiF « C n p x k y nxŽ . Ž .Ý Ý1 n , kž /
2 iqjFr ks1
i , jG0
1r2‘ ‘ 2 r
= n y 1 p x p t t y x dtŽ . Ž . Ž . Ž .Ý Hn , k n , ky1ž /0ks1
‘ Ž . Ž .y1as H p t dt s n y 1 . Using Lemma 1, we get0 n, ky1
2 j‘ ‘ k yn2 j 2 j2 jp x kynx sn p x yx y 1qx yxŽ . Ž . Ž . Ž . Ž .Ý Ýn , k n , k ž /½ 5nks1 ks0
s n2 j O nyj q O nys for any s ) 0 4Ž . Ž . Ž .
s O n j . 3.2Ž . Ž .
Similarly, using Lemma 2
‘ ‘ 2 rn y 1 p x p t t y x dtŽ . Ž . Ž . Ž .Ý Hn , k n , ky1
0ks1
yn 2 rs T x y 1 q x yxŽ . Ž . Ž .n , 2 r
s O nyr q O nys for any s ) 0Ž . Ž . Ž .
s O nyr . 3.3Ž . Ž .
NOTE666
Hence
I F « C niO n jr2 O nyr r2Ž . Ž .Ý5 1
2 iqjFr
i , jG0
s « O 1 .Ž .
Again, using Schwarz inequality for integration and then for summation, in
Ž . Ž .view of 3.2 and 3.3 , we have
‘
j gi < < < <I F C n n y 1 p x k y nx p t t y x dtŽ . Ž . Ž .Ý Ý H6 2 n , k n , ky1
< <tyx Gd2 iqjFr ks1
i , jG0
1r2‘
ji < <F C n n y 1 p x k y nx p t dtŽ . Ž . Ž .Ý Ý H2 n , k n , ky1ž /< <tyx Gd2 iqjFr ks1
i , jG0
1r2
2g
= p t t y x dtŽ . Ž .H n , ky1ž /< <tyx Gd
1r2‘
2 jiF C n p x k y nxŽ . Ž .Ý Ý2 n , kž /
2 iqjFr ks1
i , jG0
1r2‘ ‘ 2g
= n y 1 p x p t t y x dtŽ . Ž . Ž . Ž .Ý Hn , k n , ky1ž /0ks1
s niO n jr2 O nyg r2Ž . Ž .Ý
2 iqjFr
i , jG0
s O nŽ ryg .r2 s o 1 ,Ž . Ž .
and, therefore, in view of the arbitrariness of « ) 0, it follows that
Ž . Ž .I s o 1 . Also, I “ 0 as n “ ‘ and hence I s o 1 . Combining the3 4 2
Ž .estimates of I and I , we obtain 3.1 .1 2
Ž .To prove the uniformity assertion, it is sufficient to remark that d « in
w xthe above proof can be chosen to be independent of x g a, b and also
w xthat the other estimates hold uniformly in x g a, b .
NOTE 667
Next, we prove a Voronovskaja type asymptotic formula.
w . Ž rq2.THEOREM 2. Let f g C 0, ‘ for some a ) 0. If f exists at a pointa
Ž .x g 0, ‘ , then
Ž r . Ž r .Lim n M f t ; x y f xŽ . Ž .Ž .n
n“‘
s r r q 1 f Ž r . x q 2 r q 1 x q r f Ž rq1. x 4Ž . Ž . Ž . Ž .
q x 1 q x f Ž rq2. x . 3.4Ž . Ž . Ž .
Ž rq2. Ž . Ž .Further, if f exists and is continuous on a y h, b q h ; 0, ‘ , h ) 0,
Ž . w xthen 3.4 holds uniformly on a, b .
Proof. By the Taylor expansion of f , we have
rq2 Ž i. ‘f xŽ . iŽ r . Ž r .M f t ; x s W t , x t y x dtŽ . Ž . Ž .Ž . Ý Hn ni! 0is0
‘ rq2Ž r .q W t , x « t , x t y x dtŽ . Ž . Ž .H n
0
s I q I , say,1 2
Ž .where « t, x “ 0 as t “ x. Using Lemma 2, we get
rq2 Ž i. i r ‘f x dŽ . i iy j jI s yx W t , x t dtŽ . Ž .Ý Ý H1 nrž /ji! dx 0is0 js0
f Ž r . xŽ .
Ž r . rs M t ; xŽ .nr !
Ž rq1.f xŽ .
Ž r . r Ž r . rq1q r q 1 yx M t ; x q M t ; xŽ . Ž . Ž . Ž .n nr q 1 !Ž .
Ž rq2.f x r q 2 r q 1Ž . Ž . Ž .
2 Ž r . rq x M t ; xŽ .nr q 2 ! 2Ž .
Ž r . rq1 Ž r . rq2q r q 2 yx M t ; x q M t ; x .Ž . Ž . Ž . Ž .n n
NOTE668
Ž .By Lemma 2, it follows that for each x g 0, ‘ ,
n q i y 1 ! n y i y 2 !Ž . Ž .
i iM t ; x s xŽ .n n y 1 ! n y 2 !Ž . Ž .
n q i y 2 ! n y i y 2 !Ž . Ž .
iy1 y2q i i y 1 x q O n , 3.5Ž . Ž . Ž .
n y 1 ! n y 2 !Ž . Ž .
and, therefore,
Ž rq1.n q r y 1 ! n y r y 2 ! f xŽ . Ž . Ž .
Ž r .I s f x qŽ .1 n y 1 ! n y 2 ! r q 1 !Ž . Ž . Ž .
n q r y 1 ! n y r y 2 !Ž . Ž .
= r q 1 yx r !Ž . Ž . Ž . ½ 5n y 1 ! n y 2 !Ž . Ž .
n q r ! n y r y 3 !Ž . Ž .
q r q 1 ! xŽ .½ n y 1 ! n y 2 !Ž . Ž .
n q r y 1 ! n y r y 3 !Ž . Ž .
qr r q 1 r !Ž . Ž . 5n y 1 ! n y 2 !Ž . Ž .
Ž rq2. 2f x r q 2 r q 1 x n q r y 1 ! n y r y 2 !Ž . Ž . Ž . Ž . Ž .
q r !Ž .
r q 2 ! 2 n y 1 ! n y 2 !Ž . Ž . Ž .
n q r ! n y r y 3 !Ž . Ž .
q r q 2 yx r q 1 ! x q r r q 1Ž . Ž . Ž . Ž .½ n y 1 ! n y 2 !Ž . Ž .
n q r y 1 ! n y r y 3 !Ž . Ž .
= r !Ž . 5n y 1 ! n y 2 !Ž . Ž .
n q r q 1 ! n y r y 4 ! r q 2 !Ž . Ž . Ž .
2q x½ n y 1 ! n y 2 ! 2Ž . Ž .
n q r ! n y r y 4 ! 1Ž . Ž .
q r q 1 r q 2 r q 1 ! x q O .Ž . Ž . Ž . 25 ž /n y 1 ! n y 2 ! nŽ . Ž .
Ž . Ž .Hence, to prove 3.4 , it is sufficient to show that for each x g 0, ‘ ,
nI “ 0 as n “ ‘, which follows on proceeding along the lines of the2
proof of I “ 0 as n “ ‘ in Theorem 1.2
The uniformity assertion follows as in the proof of Theorem 1.
Ž r .Ž .Finally, we give an estimate of the degree of approximation by M ?, xn
for smooth functions.
NOTE 669
w . Žq.THEOREM 3. Let f g C 0, ‘ for some a ) 0 and r F q F r q 2. If fa
Ž . Ž .exists and is continuous on a y h, b q h ; 0, ‘ , h ) 0, then for suffi-
ciently large n,
Ž r . Ž r .M f t ; x y f xŽ . Ž .Ž .n
q
y1 Ž i. y1r2 y1r2 y25 5 Ž rq1.F C n f q C n v n q O n ,Ž . Ž .Ý1 2 fž /
isr
Ž .where C and C are both independent of f and n, v d is the modulus of1 2 f
Ž . 5 5 w xcontinuity of f on a y h, b q h , and ? denotes the sup-norm on a, b .
Proof. By a finite Taylor expansion of f ,
q Ž i. Žq. Žq.f x f j y f xŽ . Ž . Ž . qif t s t y x q t y x x tŽ . Ž . Ž . Ž .Ý i! q!is0
q h t , x 1 y x t ,Ž . Ž .Ž .
Ž .where j lies between t and x, and x t is the characteristic function of
Ž .a y h, b q h .
Ž . w xFor t g a y h, b q h and x g a, b , we have
q Ž i. Žq. Žq.f x f j y f xŽ . Ž . Ž . qif t s t y x q t y j .Ž . Ž . Ž .Ý i! q!is0
w . Ž . w xFor t g 0, ‘ _ a y h, b q h and x g a, b , we define
q Ž i.f xŽ . ih t , x s f t y t y x .Ž . Ž . Ž .Ý i!is0
Now,
Ž r . Ž r .M f t ; x y f xŽ . Ž .Ž .n
Ž i.q
‘f xŽ . iŽ r . Ž r .s W t , x t y x dt y f xŽ . Ž . Ž .Ý H ni! 0is0
‘
Žq. Žq.f j y f xŽ . Ž . qŽ r .q W t , x t y x x t dtŽ . Ž . Ž .H n ½ 5q!0
‘
Ž r .q W t , x h t , x 1 y x t dtŽ . Ž . Ž .Ž .H n
0
s I q I q I , say.1 2 3
NOTE670
Ž .Using 3.5 , we get
q Ž i. ri ‘f x dŽ . i iy j j Ž r .I s yx W t , x t dt y f xŽ . Ž . Ž .Ý Ý H1 nrž /ji! dx 0is0 js0
Ž i. rq if x d n q j y 1 ! n y j y 2 !Ž . Ž . Ž .i iy j js yx xŽ .Ý Ý r ½ž /ji! dx n y 1 ! n y 2 !Ž . Ž .is0 js0
n q j y 2 ! n y j y 2 !Ž . Ž .
qj j y 1Ž .
n y 1 ! n y 2 !Ž . Ž .
= jy1 y2 Ž r .x q O n y f x .Ž . Ž .5
Hence,
q
y1 Ž i. y25 5 5 5I F C n f q O nŽ .Ý1 1 ž /
isr
w xuniformly in x g a, b .
Next, we estimate I as2
< Žq. Žq. <‘ f j y f xŽ . Ž . qŽ r .< < < < < <I F W t , x t y x x t dtŽ . Ž .H2 n q!0
< <‘Žq .v d t y xŽ .f qŽ r .< < < <F W t , x 1 q t y x dtŽ .H n ž /q! d0
‘Žq .v dŽ .f Ž r .< <F n y 1 p xŽ . Ž .Ý n , kq! ks1
=
‘
q qq1y1< < < <p t t y x q d t y x dtŽ . Ž .H n , ky1
0
n q r y 1 !Ž . ynyr q qq1y1< < < <q 1 q x x q d x , d ) 0.Ž . Ž .
n y 1 !Ž .
Now, we show that for s s 0, 1, 2, . . . ,
‘ ‘
j s Ž jys.r2< < < <n y 1 p x k y nx p t t y x dt s O n .Ž . Ž . Ž . Ž .Ý Hn , k n , ky1
0ks1
NOTE 671
The left-hand side of the above equation is less than or equal to
1r2‘ ‘
j< <n y 1 p x k y nx p t dtŽ . Ž . Ž .Ý Hn , k n , ky1ž /0ks1
1r2
‘ 2 s
= p t t y x dtŽ . Ž .H n , ky1ž /0
1r2‘
2 jF p x k y nxŽ . Ž .Ý n , kž /
ks1
1r2‘ ‘ 2 s
= n y 1 p x p t t y x dtŽ . Ž . Ž . Ž .Ý Hn , k n , ky1ž /0ks1
s O n jr2 O nys r2 s O nŽ jys.r2Ž . Ž . Ž .
Ž . Ž .uniformly in x, in view of 3.2 and 3.3 . Therefore, using Lemma 3, we
have
‘ ‘
sŽ r .< < < <n y 1 p x p t t y x dtŽ . Ž . Ž .Ý Hn , k n , ky1
0ks1
‘ < <q xŽ .i , j , rji < <F n y 1 n k y nx p xŽ . Ž .Ý Ý r n , krx 1 q xŽ .ks1 2 iqjFr
i , jG0
=
‘
s< <p t t y x dtŽ .H n , ky1
0
‘ ‘
j si < < < <F K n n y 1 p x k y nx p t t y x dtŽ . Ž . Ž .Ý Ý Hn , k n , ky1
02 iqjFr ks1
i , jG0
s K niO nŽ jys.r2 s O nŽ rys.r2 3.6Ž . Ž . Ž .Ý
2 iqjFr
i , jG0
uniformly in x, where
< <q xŽ .i , j , r
K s sup sup .rrx 1 q xŽ .2 iqjFr w xxg a , b
i , jG0
NOTE672
y1r2 Ž .Choosing d s n and making use of 3.6 , we get for any m ) 0,
y1r2
Žq .v nŽ .f Ž ryq.r2 1r2 Ž ryqy1.r2 ym5 5I F O n q n O n q O nŽ . Ž . Ž .2 q!
F C nyŽ qyr .r2v Žq . ny1r2 .Ž .2 f
w . Ž .Since t g 0, ‘ _ a y h, b q h , we can choose a d ) 0 in such a way
< < w xthat t y x G d for all x g a, b .
Applying Lemma 3, we obtain
‘ < <q xŽ .i , j , rji< < < <I F n y 1 r k y nx p xŽ . Ž .Ý Ý r3 n , krx 1 q xŽ .ks1 2 iqjFr
i , jG0
< <= p t h t , x dtŽ . Ž .H n , ky1
< <tyx Gd
n q r y 1 !Ž . ynyr
< <q 1 q x h 0, x .Ž . Ž .
n y 1 !Ž .
 4If b is any integer greater than or equal to a , q , then we can find a
< Ž . < < < b < <constant M such that h t, x F M t y x for t y x G d .1 1
Ž . Ž .Now, applying Schwarz inequality, 3.2 , and 3.3 , it is easy to see that
Ž ys . w xI s O n for any s ) 0 uniformly on a, b . Combining the estimates of3
I , I , and I , the required result follows.1 2 3
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