We shall consider nested spaces _E~, n =0, 1, 2,... of rational functions with n prescribed poles outside the unit disk of the complex plane. We study orthogonal basis functions of these spaces for a general positive measure on the unit circle. In the special case where all poles are placed at infinity, .t, =//n, the polynomials of degree at most n. Thus the present paper is a study of orthogonal rational functions, which generalize the orthogonal Szeg5 polynomials. In this paper we shall concentrate on the functions of the second kind which are natural generalizations of the corresponding polynomials.
Introduction
The rich and fascinating theory of polynomials orthogonal on the unit circle is well known. These polynomials are named after Szeg5 since his pioneering work on them. His book on orthogonal polynomials [58] was first published in 1939 but the ideas were already published in several papers in the twenties. It is also in SzegS's book that the notion of a reproducing kernel is clearly introduced.
SzegS's interest in these polynomials was inspired by coefficient problems that were investigated by among others Carath~odory, Fej~r [12] [13] [14] , F. Riesz [51, 52] , supposed to be related to the interpolation theory of Pick and Nevanlinna like the Szeg5 theory was related to the Schur and Carath6odory-Fej6r coefficient problems. In fact, this paper is roughly a generalization to the rational case of the first chapter of Geronimus book [30] .
Note that at any point in the discussion we can replace all the interpolation points a k by zero and recover at any moment the corresponding result of the polynomial case. In this respect it is a natural generalization of the Szeg5 theory.
The outline of the paper is as follows. In Section 2, we start with some general definitions and properties from complex analysis that we shall need in the sequel of the paper. Section 3 introduces the fundamental spaces of rational functions. In Section 4 we derive the Szeg5 type recurrence relation for the orthogonal rational functions and in the next section, the so called functions of the second kind are introduced and it is shown how they play a role in a rational interpolation problem of Pick-Nevanlinna type. The J-unitary and J-contractive matrices, defined in Section 6 can be brought into the recurrence and they are important to derive properties for the interpolants like being positive real functions (i.e., Carath6odory functions). The interpolating properties that were derived before inspired the derivation in Section 7 of an algorithm of the Pick-Nevanlinna type to find the recursion coefficients. In the last section, we prove a convergence result when the Blaschke product based on the interpolation points diverges.
Complex analysis and notations
We shall be concerned with complex function theory on the unit circle. We start with the introduction of some notation.
The complex number field is denoted by C, while R is the real axis. We use the following notations for the unit circle, the open unit disc and the exterior of the unit circle:
7= {z: l zl = l}, D= {z: lzl < l}, E= {z: lzl > l}.
The unit on the imaginary axis is denoted by i.
Let ~ be a positive measure on T, whose support is an infinite set. It is characterized by a distribution function f d/z which has an infinite number of points of increase. The function classes Lp(~), 0 <p ~< oo are well known. The normalized Lebesgue measure is denoted by h: dh = (2"n-) -1 d0. If /z =A, we just write Lp instead of Lp(h). The inner product in L2(/z) is denoted by
( f, --ff(e'~
The integration will always be over the unit circle in one form or another and we shall take the freedom to write the previous integral in different forms It contains all spaces Hp for 0 <p < co [24, p. 16] . It is known that each function f~ N, not vanishing identically, has a nontangential limit to T a.e. and log If[ ~L1 [24, p. 17] . The operation of taking the complex conjugate on the unit circle is extended to the whole complex plane C by the involution operation f,(z) = f(1/~).
Note that on T, f,(z) is just f(z). Hence, it is obvious that (f, g)~ = (g,, f, )~,.
One can also see immediately that if f is rational, then f, has a pole/zero in a E C = C U {oo} if and only if f has a pole/zero in 1/ft.
If/z is absolutely continuous w.r.t, the Lebesgue measure A, then dp. = d/x, =/z' dA, for some weight function /x' ~Lt, but in general, there is also a singular part/xs: ~ =/z, +/x s. The condition log/z' ~ L 1 is fundamental in the theory of Szegi5 for orthogonal polynomials on the unit circle. We shall therefore call it the Szeg6 condition. Douglas, Shapiro and Shields [23] showed that a general function f ~ H z has a pseudo-meromorphic extension across T if f can be factored as f= h./U. on T with h ~ H 2 and U inner in H 2. Again, the left hand side has an extension to D and the right hand side to E, which defines f in the sphere C.
We suppose that the spectral factor 0. has such a pseudo-meromorphic extension in the sense of Douglas, Shapiro and Shields [23] (see also [18] ), then the relations /.~' =o0., = 89 + ~, ] (2.6) which hold on T can be extended to the whole Riemann sphere C.
The spaces J.
In this section we shall introduce the spaces ~ which are the fundamental spaces that most sections of this paper will be dealing with. Define for a i ~ D a 
Blaschke factor as
where //,, denotes the space of polynomials of degree at most n. Thus ~ is a space of rational functions with prescribed poles 1/ffi, i = 1,..., n which are all in E.
Note that ~ is isometric with H n in the following sense /P~-~ , q~-) =(P,, q,,)~., P,, qn ~/-/,, /z where dp., = l Tr n [ -2 d~. Thus instead of studying the spaces of rational functions with respect to a fixed measure, one could also study spaces of polynomials with respect to a varying measure, an approach which was used by G. Lop~z in [40, 41] . It can be shown [59, p. 227 
so that the leading coefficient of f, is f*(a,,)= a n.
We can orthonormalize the basis {Bk} k in the space L2(/z) with a GramSchmidt procedure to find the rational basis functions which will be denoted in follows that r (or T) for z ~E (or T). We can therefore conclude that th*(z) has no zeros in D.
Recursions for the orthogonal functions
Because of the importance of the recurrence relations for the orthogonal polynomials as studied by SzegS, it is a natural question to ask whether it is possible to find such a recurrence relation also for the rational case. In [9] , there were some recursions that were derived from the recursions for the reproducing kernels. The trick is that by setting w = o~,, the reproducing kernel essentially gives (a superstar of) an orthonormal function (up to a constant). Here, we want to give a direct recursion for the orthonormal functions, which should reduce to the Szeg5 recursion for the polynomials if all a k = 0. This is done in the following theorem. Note that when all a k are zero, this reduces to the matrix notation for the Szeg5 recursion for polynomials. 
Let us define as before rrk(z)=I-I~=l(1-ffiz) and the polynomials Pk are defined by ~b k =PJ~k. Note that we can rewrite (4.2) as
where we have used k --ffi
If this has to be in . The second condition N(1/ff._ x) = 0 defines d.:
We can therefore also write
1-la._xl z I~.l

Kn-1
Thus we have proved that with the previous choices of c n and dn, the expression in (4.2) is in _E._ 2. However, at the same time it is orthogonal to -E._ 2. To check this, we note that for every k ~< n -2, 4>k is orthogonal to the first term in Use then the defining relation of (4.5) and the expression for the ratio of ~n/d,, that you can get from the previous relation. Then you will find the expression for h n. To find the expression for e~, we should prove that
Fill in e n = with d. given by (4.3) and the expression for A n to find
e~ ( where for the third line we used the Christoffel-Darboux relation. It is just a matter of writing ~',,(an_ ~) explicitly and simplification to find that you get indeed the right hand side of (4.6). [] Note that from a numerical point of view, the most interesting choice is probably to take k = 0 in the previous expression for h n, thus to use <h0 = 1 instead of an arbitrary 4'k with 0 ~< k < n. However, further research should decide on the numerical performance of the computation of the X n by the formula of Theorem 4.2 and compare it with the stability of the Nevanlinna-Pick algorithm or the algorithm implicit in Theorem 7.1 to obtain these parameters. For a numerical stability analysis in the polynomial case, see e.g. [15, 7] .
The presence of the ~q~ and 7/2 are a bit cumbersome to deal with in certain circumstances. They are needed because of our choice of the orthonormal functions to satisfy ~b*(a,,)=K,, > 0. It is possible to get rid of the r/'s by rotating the orthonormal functions. That is, we multiply them by some number where d,, is as in (4.1) and use this as a rotation for r The rotated orthonorreal functions, which are still orthonormal, will be denoted by r = e,,r These basis functions now satisfy a recurrence relation as given in the next theorem. 
M'= J
Use in this matrix the definitions of G, of r/i, and A,, and some algebra will give the result. []
In the next Sections, we still go on developing the results for the qS,, in the first place, but virtually the same results hold true for the rotated functions q~,,. Occasionally we shall state the result for r in a remark. The rotated functions are however important for the interpolation algorithm to be given later in Section 7.
It will be useful to write an inverse form of the recursion formulas as in the next theorem. 
Proof
The formula (4.9) is evidently the inverse of the recurrence formula (4.1). Since the coefficients A n and the matrix N n are completely defined in terms of Cn, the function ~bn_ , is uniquely defined. By induction, all the previous Ck are uniquely defined. [] Note that Theorem 4.4 reduces in the polynomial case, i.e. when all a k = 0, to the backward recursion of the Szeg/5 polynomials.
Functions of the second kind and interpolation
In this section we shall define some functions ~k which are the rational analogues of the polynomials of the second kind which appear in the Szeg5 theory. We shall call them functions of the second kind. They are defined first in terms of the orthogonal functions 4b,. We then show that they satisfy the same recurrence relation as the orthogonal functions and that they can be used to get rational approximants for the positive real function g2~,. To give the definitions of these functions of the second kind, we recall that D(t, z)= (t +z)(t-z) -1, and introduce also the kernel 2t
E(t,z)=D(t,z)+l-t--z
Note that when t ~ T, then taking substar with respect to z gives D(t, z), = -D(t, z)=D(z, t) and thus E(z, t)=E(t, z). = 1 -D(t, z). Here are some equivalent definitions for z ~ D
[ t----~t+Zc~"(z)ldtz(t)
(5.1)
~,.(z) = f e(t, .z)g,o(t)-
The last equality follows from the fact that ( 1, 4',)~, = 80,. These definitions are for z ~ D, but, as we show below, these functions are rational and can therefore be defined in the whole complex plane. Formula (5.2) can be compared with the formulas for the polynomials of the second kind in (1.13) of Geronimus book [30, p. 10] . We shall first show that these are functions from _E,.
The functions On of the second kind belong to _zf,.
Proof
This is trivially true for n = 0. For n >f 1, note that the integrand in (5.2) has the form [r162 z).
The term in square brackets vanishes for t =z, so that the integral can be written as
and this is clearly an element in .z'a,.
[]
We can obtain more general expressions for these functions of the second kind as shown below. 
= f[E(t, z) qS,(t) D(t, z) qS,(z) ] (5.3)
for any 0 <~ k < n. The second formula holds also for n = 0, if you then take B k = 1.
Proof
We only consider the case n > 0. To prove the first or the second formula, we only have to check that
B~(z)
fD(t, z) 1 Bk(t ) d~,,(t) dp.(t) =0 or
~(z)
fE(t, z) 1 Bk(t ) d~n(t ) d/x(t)=0
depending on the case. The proof is the same for both of them. Since the term in square brackets vanishes for z = t, it follows that we can write the integral as
p(t) f --~C.(t) d.(t)
with p a polynomial of degree at most k. The latter is of the form (r f). with fe.f k. Since k <n and ~b. _1_.~._1, this is zero. [] We show next an expression for if*. 
= E(z, t) B--~k(t ) D(z, t) B.\k(Z dp.(t) (5.4) for any 0 <~ k < n. The second relation also holds for n = O. As before, we set Bn\ k = Bn/B k for n > 0 and it equals 1 for n = O. Proof
Note that the second expression implies that qJ~' = 1, since we get
f[E<z, t)-D(z, t)] d (t) = fall(t)--1
which proves the second formula for n-0. So, suppose that n > 0. 
d•(t)-f d/z(t)
Bn\k(Z) [Sn\k(t) S~\k(z) nn\k(t)
where, as we know, the last term is 6o," For k = O, this takes the even simpler form
Since by definition
we can derive the following interpolation properties. The previous theorem should be compared with the corresponding properties in the polynomial case as given e.g. in (1.19) of Geronimus book [30, p. 11] .
=[O-I~H(D),O(O)-I=O,
Like in the polynomial case, these functions of the second kind satisfy the same recurrence relations as the orthogonal functions but with opposite sign for the parameters A k. Taking this sign outside the transition matrix of the recursion, gives formula (5.9) as shown in the following theorem. THEOREM 5.5 For the functions of the second kind a recursion of the following form exists
I
11[
where the recurrence matrix is exactly as in Theorem 4.1.
Proof
As in the case of Theorem 4.1, it is sufficient to prove only one of the two associated recursions. The other one follows by applying the superstar operation. We shall prove the second one. First note that by our previous lemma's we can write for n > 1
IPn_l(Z )
-r "
= -O(z)
+ fD(t dp.(t). 
C._,(z) 9 1 ~n_1(z) 1 --a~_,Z [An~n_l(t)q~n_l(t) + ~b._l(t)]"
~_~(t) 1-anz
Using the recursion for q~*, we thus get that (5.10) can be replaced by
This will equal -tp*(z) if we may replace the latter integral by
fD(t, z) an -z 1-ffnt Otn---~t 1 --fin z dp *n ( t ) d/z(t).
This can indeed be done, since the difference equals
fD(t, z)[ a"-t--z a~-z] 1-ff.t IOta_ 1-t a n-t 1-ff,,z
with f~ ~'n-E~_l. This gives zero because of the orthogonality. This proves the theorem for n > 1. For n = 1, we have to show that 01(z)=elfin(z-A1)/ (1-fflZ) . From the definition, we get
Now we replace 4,1 by its expression from the recurrence relation which is r = eg?~(z + A1)/(1 -fflZ). After some computations, this results in
-~iz f -ffl------t
Now we use the expression we get from Theorem 4.1 for 4) 1 in terms of A 1 and use the orthogonality relation (4) 1, 1)j, = 0 to find
Fill this into the last expression and you find z-X1 (l+ff'lXl"")J 1
We have to find an expression for the remaining integral. Therefore we use again the expression for A~ from Theorem 4.2 to get
From this relation we finally get
Now the recursion for ~b I is proved; this concludes the proof of the theorem.
[] The interpolation properties cause the following theorem to be true.
THEOREM 5.6
Let dp, be the orthonormaI functions of ~ with respect to the measure Ix. Define the absolutely continuous measure Ix, by dIx,(t) = P( t, a,) [ ck,( t ) [ -2 dh(t) where P is the Poisson kernel. Then on ..E~, the inner product with respect to Ix, and Ix is the same: (., 9 )~, = (., " )~ .
Proof
We prove first that the norm of <k,, is the same. 11 qb,, 11~. = fe(t, a.)14,. 12/14,nl 2 dh = 1 = II 4,. I1~, Next we show that (~b,, 4) k)~, and (~b,, 4) k)~,. is the same for k < n. They are both zero.
~bk*(t) e(t, a.) d,~(t) = f ck~(t)B"\k(t) P(t, an) dA(t).
s Since ~b* has its zeros in E, we know that * * Bn\k~k//~Pn is analytic in the closed unit disk and then we may apply Poisson's formula which gives zero because B,,\k(a,,) = 0. Of course also (~b,,, ~bk) ~, = 0. Hence 4~,, is a function of norm 1 and orthogonal to -E,_ x both with respect to ~n and with respect to /z. By Theorem 4.4 this ~b, will uniquely define all the previous tbk, provided they are normalized properly with 4~(a/,) = Kk > 0. Thus the orthonormal system in _E, for/~,, and for ~ is the same: (d?k, (~i) l.L = (~k' ~i)IZn =~ki" Since every element from .~, can be expressed as a linear combination of the ~bk, it also holds that (f, g)~ = (f, g)~,. for every f and g ~ .f~. [] The previous theorem was proved for orthogonal polynomials e.g. in [27, p. 198-199 ].
J-unitary, J-contractive matrices
We shall now derive some determinant formula and some other properties of the functions we introduced. Therefore we need a J-unitary matrix which is J-contractive in D.
We give the following definitions. We mean that they satisfy
OI~jo =J on T. 
which is valid a.e. in the whole Riemann sphere C since these 0 matrices have a pseudomeromorphic extension across the unit circle. Note that the set of J-unitary matrices is closed under multiplication. We denote the class of J-unitary matrices by Tj = {0 ~N2x2; O,JO =J a.e. in C}.
The class of J-contractive matrices is denoted as Dj= {0 ~N2X2: O"JO <J a.e. in D}.
By the inequality, we mean that J -oHJO, is positive semi definite. Also the set of J-contractive matrices is closed under multiplication. The class of J-unitary, J-contractive matrices, which is denoted by Bj = T~ N D I, could be called the class of (matrix valued) J-inner functions as in [25] .
For these J-inner matrices a number of properties can be proved. The following theorem is due to Dewilde and Dym [18, p. 448 The matrix having the properties discussed above will be the 6). matrix that is obtained in the next lemma. 
Proof
The first relation follows easily from -G r =To -1 1 (6.4) by solving for T,,. and call this the generalized Poisson kernel.
With the previous result, we can now prove the following theorem. THEOREM 6.3 With the notation introduced in the previous lemma, we have: 
The first determinant relation follows by taking the determinant of (6.4), giving As with the functions ~b,, we could rotate the functions of the second kind to give aP" n = e,~, where the e,~ are as defined in (4.7). For these rotated ap, a recurrence like in Theorem 4.3 exists. Most of the properties of $, are transferred to ~,.
Interpolation algorithm for the orthonormal functions
In this section we give an algorithm in the style of the Pick-Nevanlinna algorithm, which, based on the idea of successive interpolation, will generate the recursion for the orthonormal functions q~,, and the functions of the second kind ~b,. As a matter of fact, it is difficult to do this for these functions because of the rotating factors ~71 and r/~ in the recurrence relation. These rotations depend on the angle that ~bn(an_ 1) forms with the real axis and this is difficult to find without evaluating ~b,,(a,_l). However, the rotated functions qb, and ~, satisfied a recurrence that got rid of these z/'s and it will be possible to find an interpolation algorithm for these rotated functions. That is what we shall currently do.
Recall that q5 = e,~b, and a/, = e,~,, with e, as defined by (4.7). Define R,1 and R,a through
L B"Rn2(z)
Where ~ = ~Q, is the positive real function associated with the measure p~ for which the orthogonality holds. Note that the functions in the left hand side are in fact rotated versions of the functions g and h as defined in (5.5) and (5.5) respectively. These are indeed the remainders in the linearized interpolation properties of the rotated functions. We shall call the functions R,, 1 and R,E the remainder functions. The factor B_ 1 has to be understood as 1 and thus R0~ =~ + 1 while R02 =~-1.
For n > 0, both R m and R,,2 are zero in the origin.
The right hand side in the defining relation (7.1) of the remainder functions satisfies the recurrence for the rotated functions as in Theorem 4.3. Hence, also the left hand side shall satisfy
This can be rewritten as given in the next theorem. 
Proof
We shall only prove (7.4), because (7.7) is a direct consequence. We can start from the relation (7.2) and use Z,,_ x = r/n_x~',,_ (7.8) which now easily gives (7.3). To find the expression for An, you can use the last line of (7. 
Convergence results
This section includes a result about convergence uniformly on compact subsets of the unit disk of the approximants we obtained. It is a well known fact that an infinite Blaschke product B(z)=Boo(z) will converge to zero uniformly on compact subsets of the unit disk if E~=l(1 -I ak l) = oo. See e.g., [59, p. 281 ff] . This can be used to obtain some other convergence results of the same type. 
Proof
First, we note that .(2 n = * * ~h n/r = qr*/r where qb n and gr are the rotated functions as in Section 7.
Let T, be the recurrence matrix for the rotated functions, i.e., T, = t,t,_t.., t~ with t n the elementary recurrence matrices as in (4.8). Then 
