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Abstract
Proper interpretation of water quality requires consideration of the effects that contamination bias and sampling variability might have on measured analyte concentrations. The effect of contamination bias and sampling variability on major ion and total dissolved solids data in water samples collected in 48 of the 52 National Water-Quality Assessment Program study units from 1992 to 2010 is discussed in this report. Contamination bias and sampling variability can occur as a result of sample collection, processing, shipping, and analysis. Contamination bias can adversely affect interpretation of measured concentrations in comparison to standards or criteria. Sampling variability can help determine the reproducibility of an individual measurement or whether two measurements are different.
Field blank samples help determine the frequency and magnitude of contamination bias, and replicate samples help determine the sampling variability (error) of measured analyte concentrations. Quality control data were evaluated for calcium, magnesium, sodium, potassium, chloride, sulfate, fluoride, silica, and total dissolved solids. A 99-percent upper confidence limit is calculated from field blanks to assess the potential for contamination bias. For magnesium, potassium, chloride, sulfate, and fluoride, potential contamination in more than 95 percent of environmental samples is less than or equal to the common maximum reporting level. Contamination bias has little effect on measured concentrations greater than 4.74 mg/L (milligrams per liter) for calcium, 14.98 mg/L for silica, 4.9 mg/L for sodium, and 120 mg/L for total dissolved solids. Estimates of sampling variability are calculated for high and low ranges of concentration for major ions and total dissolved solids. Examples showing the calculation of confidence intervals and how to determine whether measured differences between two water samples are significant are presented.
Introduction
The U.S. Geological Survey's (USGS) National-Water Quality Assessment (NAWQA) Program was implemented in 1991 in order to describe current water-quality conditions and how they are changing and to improve scientific and public understanding of natural and human factors impacting those conditions. These objectives are being achieved through extensive monitoring within 52 study units, which consist of large river basin and aquifer systems throughout the United States. In Cycle I (1991 Cycle I ( -2001 and Cycle II (2002-12) , much of the work involved gathering comparable information on water quality in both surface water and groundwater.
Estimates of contamination bias and sampling variability resulting from sample collection, processing, shipment, and laboratory analysis are needed to quantify how much variability in water-quality measurements can be explained by field and laboratory methods, as compared to environmental factors (Mueller and Titus, 2005) . Quality-control (QC) samples, such as field blank or replicate samples, are collected at the same time as the environmental samples in order to evaluate contamination bias and sampling variability. Contamination bias is the systematic error that can occur during sample collection, processing, shipping, or laboratory analysis. Contaminants can be introduced into water samples by exposure to airborne gases and particulates or from inadequately cleaned sample collection or analytical equipment (Mueller and Titus, 2005) . Variability is the degree of random error in independent measurements of the same quantity, and "sampling variability" (termed by Mueller, 1998, p. vii) is the variability introduced by sample collection, field processing, shipping, and laboratory analysis. Contamination bias and sampling variability are evaluated by collecting and analyzing QC samples. The frequency and magnitude of contamination bias are determined from field blank samples, and the sampling variability of measured analyte concentrations is determined from replicate samples. The distribution of concentrations in field blank samples is used to estimate the potential distribution of contamination in the environmental samples. Similarly, the distribution of variability in the replicate sets is used to estimate potential sampling variability in the results from environmental samples. Estimates from a particular set of field blanks or replicates can be applied to a particular set of environmental samples to describe similar sample collection and analytical methods, sample collection site characteristics, and sample collection during a specific time period.
Purpose and Scope
This report describes the quality of major ion and total dissolved solids data in groundwater samples collected in 48 of the 52 NAWQA study units from 1992 to 2010. The QC analysis is used to (1) describe the frequency and magnitude of contamination using field blank samples; (2) evaluate sampling variability of the groundwater-quality data using replicate samples; and (3) identify potential effects of bias and sampling variability in interpreting the major ion and total dissolved solids data. Major ions reviewed in this report include calcium, magnesium, sodium, potassium, chloride, sulfate, fluoride, and silica. Although bicarbonate and carbonate are also major ions, these were not included in the study since they are computed from field measurement of alkalinity rather than laboratory measurements.
Environmental and Quality-Control Data
This report evaluates major ion and total dissolved solids data from groundwater and QC samples collected during 1992-2010 at locations within 48 of the 52 NAWQA study units. Contamination bias and sampling variability were assumed to be the same or similar in all 48 NAWQA study units even though this may not necessarily always be the case. The number of field blank and replicate samples used in this report from each study unit are listed in table 1. Groundwater samples were collected using the protocols for the collection of QC samples for NAWQA study-unit investigations documented by Koterba and others (1996) and were analyzed at the USGS National Water Quality Laboratory (NWQL) in Denver, Colorado (Shelton, 1994; U.S. Geological Survey, variously dated) . Chemical analysis results on QC samples and associated environmental samples were compiled from the USGS's NAWQA Data Warehouse (http://water.usgs.gov/nawqa/data). Data used in this report were retrieved from the NAWQA Data Warehouse during March 2010 and reviewed for consistency to identify and correct errors.
Types of Quality-Control Samples
A blank is a QC water sample that is intended to be free of and not interfere with the determination of the analytes of interest (Mueller and Titus, 2005) . Blank samples are used to test for bias that could result from contamination during any stage of the sample collection and analysis process. A field blank is a specific type of blank sample used to demonstrate that (1) equipment has been adequately cleaned to remove contamination introduced from water samples obtained at previous sites; (2) sample collection and processing have not resulted in contamination; and (3) sample handling, shipping, and laboratory analysis have not introduced contamination (Mueller and Titus, 2005) . Field blank samples are the only type of QC blank samples evaluated in this study.
Replicates are two or more QC samples that are collected or processed in such a manner that the replicate samples are thought to be essentially identical in composition (Mueller and Titus, 2005) . Replicate samples are used to measure the sampling variability introduced during sample processing and analysis. Sequential replicates (multiple replicate samples collected at the same location one right after the other) were collected for this study. In addition to sampling variability, sequential replicates can include a small amount of environmental variability, though this is generally negligible for groundwater samples since wells are pumped until conditions are stable prior to sample collection.
Compilation of Data
Field blank data with multiple reporting levels were aggregated for each analyte in relation to the highest or most frequently used reporting level, which is referred to in this report as a "common maximum reporting level" (Apodaca and others, 2006) . For each analyte (except for total dissolved solids) the highest reporting level in the field blank samples was used as a common maximum reporting level because these levels were consistent with detection limits observed in 1993-2010 blind spike samples collected through the USGS Branch of Quality System's Inorganic Blind Spike Sample Project. The most frequently used reporting level was used as the common maximum reporting level for total dissolved solids because only one groundwater sample represented the highest reporting level, and the highest reporting level was not consistent with any of the total dissolved solids detection limits observed in 1993-2010 blind spike samples collected through the Inorganic Blind Spike Sample Project. Common maximum reporting levels for each analyte are listed in table 2. A single common reporting level can lead to loss of information because some quantified results will be censored, especially for analytes with multiple reporting levels that are less than the defined common maximum reporting level. Since only slight differences occurred among reporting levels (Martin, 2002) . In addition, replicate pairs with detections in one sample but not in both were excluded from analysis due to inconsistency in detections. Less than 4 percent of the replicate pairs for fluoride represent pairs with uncertain detections, and less than 1 percent of replicate pairs represent pairs with uncertain detections for all other analytes. Table 2 . Upper 99-percent confidence limits for contamination by analytes in specified percentiles of all groundwater samples based on data from field blanks prepared at groundwater sample collection sites and maximum affected concentrations calculated based on the 99-percent upper confidence limit for the 95th percentile. 
Methods of Data Analysis
Contamination bias and sampling variability can be evaluated through statistical analysis of field blank and replicate samples, respectively. The primary purpose of evaluating contamination bias and sampling variability is to determine their effects on interpretation of the associated environmental data.
Methods Used to Determine Contamination Bias
The purpose of analyzing field blanks is to estimate the amount of contamination that might have been introduced during the collection, processing, shipping, and analyzing of environmental samples. The frequency and distribution of contamination identified in field blank samples is assumed to apply to environmental samples because both samples were collected, processed, shipped, and analyzed in the same way, at the same or similar sites, and during the same time period. Ideally, the bias introduced by contamination will be so small that concentrations in field blanks are less than the laboratory detection limit (Mueller and Titus, 2005) .
Field blank data collected during the sample collection period were analyzed for temporal trends to determine if contamination bias changed over time. The proportion of reported values above the common maximum reporting level was calculated for each year from 1993 to 2009 for each analyte. The upper and lower 95-percent confidence intervals for each yearly proportion were calculated and plotted as error bars surrounding the proportion, and the plotted data were analyzed to evaluate trends over time.
To assess the potential for contamination at or above the common maximum reporting level for each analyte, upper confidence limits (UCLs) were constructed for percentiles of the distribution of concentration in the field blanks. The UCL is the maximum contamination expected in a specified percentage of water samples. Therefore, the 99-percent UCL for the 95th percentile indicates that with 99-percent confidence, the resulting amount of contamination would be exceeded in no more than 5 percent of water samples. The 99-percent UCL at the 95th percentile also can be explained as the maximum contamination expected in 95 percent of the samples with only a 1-percent chance that the contamination has been underestimated.
Statistical techniques that assume normality when calculating the UCL are not applicable since the distribution of concentrations in field blanks can be highly skewed. A method described by Hahn and Meeker (1991) is appropriate for skewed data and can be used to determine a distributionfree UCL for a percentile. The UCL is calculated using order statistics, which rank data values from small to large, and a binomial probability (Mueller and Titus, 2005 ). Mueller and Titus include an example of this calculation (Mueller and Titus, 2005, p. 4 and 6) . A one-sided 99-percent UCL was calculated at the 75th, 90th, 95th, and 99th percentiles for analyte concentrations in field blanks using the SAS statistical software (SAS Institute Inc., 1990).
Methods Used to Determine Sampling Variability
Sampling variability can be estimated by using some measure of the dispersion of repeated measurements, such as the standard deviation of field replicates (Mueller and Titus, 2005) . Because sampling variability of replicates can only be determined when both samples in a pair have detections, only replicate pairs with detections were included (Apodaca and others, 2006) . Sampling variability of replicate data was analyzed according to different statistical measures over different concentration ranges. Over a low range of concentrations, standard deviation of replicates generally is uniform, but at higher concentrations, standard deviation tends to increase in proportion to concentration (Mueller and Titus, 2005) . Within this high range, the relative standard deviation (RSD), defined as the standard deviation divided by the mean concentration, is generally uniform. The RSD is also known as the coefficient of variation (Mueller and Titus, 2005) .
Sampling variability over the range of observed concentrations can be approximated by dividing the replicate data into segments where either the standard deviation or the RSD is relatively constant (Anderson, 1987) . Over the low-concentration range, sampling variability is estimated as the average standard deviation of replicates; over the high-concentration range, sampling variability is estimated as the average RSD (Mueller and Titus, 2005) . Selection of high and low concentration ranges can be performed using graphical analysis of standard deviation and RSD in relation to mean concentration for each replicate set. Approximate boundary values between ranges can be determined by the change in slope of a curve, such as a spline smooth (SAS Institute Inc., 1990) or loess (local regression) curve (S-Plus, 2002) through the center of the data. Adjustments could be necessary if the average lowrange standard deviation and high-range RSD do not intersect at the boundary.
Standard deviation and RSD of replicates were analyzed for temporal trends using Kendall's tau-b, which is a nonparametric measure of association based on concordances and discordances in paired observations (SAS Institute Inc., 1990) . Where temporal trends were statistically significant (p < 0.1), changes in laboratory methods, reported concentrations, or sample collection techniques were examined and data were further analyzed to calculate appropriate sampling variabilities for each analyte.
After calculating sampling variability for low-and highconcentration ranges of replicate data, confidence intervals 6 Quality of Data from Groundwater Sampled by the National Water-Quality Assessment Program, 1992-2010 can be determined for any one measurement. The confidence interval for a concentration measured in a single water sample is defined as:
where C L ,C U are the lower and upper limits of concentration for the 100(1 -α)-percent confidence interval, C is the individual measured concentration, Z is the ordinate if the normal curve (Z-value) contains 100(1 -α) percent of the distribution, α is the probability that the confidence interval does not include the true concentration, and σ is the sampling variability for the measured concentration.
If the measured concentration is in the low range, σ is the average standard deviation of replicates within that range. If the measured concentration is in the high range, σ = C (RSD/100).
The error inherent in a single measurement of concentration due to sampling variability is represented in equation 1 by the term Z(1 -α/2) σ. It is not possible, with 100(1 -α)-percent confidence, to determine whether the concentration in the water sample exceeds the standard if a single measurement differs from a standard by less than this error.
For a mean concentration (C) from multiple water samples, the confidence interval for the true mean is calculated:
where n is the number of water samples, C is the mean concentration for these water samples, and the other variables are as previously defined in equation 1.
Again, the second term of equation 2 represents the error due to sampling variability, but in this instance it includes the number of water samples as well as the standard deviation. Thus, the error inherent in a mean concentration due to sampling variability can be decreased by collecting more water samples. This error can be considered the minimum that is typically achievable for determining a mean concentration in the absence of environmental variability. A determination of statistical significance is unlikely for a difference between two mean concentrations that is less than the sum of their inherent errors; therefore, small but true environmental differences might not be detected (Mueller and Titus, 2005, p. 7) .
Quality of Major Ion and Total Dissolved Solids Data
Groundwater samples were analyzed for the following analytes:
• calcium The QC samples collected to analyze the quality of the NAWQA data included field blanks prepared using inorganic grade laboratory blank waters that were pumped through the groundwater sample collection equipment using pumps designed to prevent contamination. Groundwater replicates were collected sequentially as water was pumped from the well.
Contamination Bias
The relation between analyte concentrations and the dates on which field blanks were collected was analyzed to identify possible temporal trends in contamination. Plots were created showing the proportion of reported values above the common maximum reporting level and their 95-percent confidence intervals for years 1993-2009 (figs. 1-3) . Since only a few groundwater samples were available for 1992 and 2010, data from these years were omitted. Year-by-year plots of magnesium, potassium, chloride, sulfate, fluoride, and total dissolved solids show that proportions of reported values above the common maximum threshold and a majority of their upper confidence levels were consistently below 0.25 from 1993 to 2009. Calcium, silica, and sodium had higher proportions from 1993-95 than for the remaining years, which also corresponds with the time period when sample collection began. Sodium and silica also had proportions above 0. The distribution of proportions of reported values above the common maximum reporting level for each analyte did not appear to be due to an overall increase or decrease during the period of record, but could have been affected by changes in sample collection frequency and reporting level. Data from all field blanks were used to calculate UCLs for selected percentiles of contamination, which were then assumed to be applicable to all environmental samples collected from 1992 to 2010. The 99-percent UCL was selected, and calculations were made for the 75th, 90th, 95th, and 99th percentiles (table 2). The potential contamination in groundwater is estimated to be no greater than the common maximum reporting level for all analytes in at least 75 percent of all samples. In at least 90 percent of all groundwater samples, potential contamination is estimated to be no greater than the common maximum reporting level for all analytes except calcium and silica in groundwater. Plots of the 99-percent UCLs show that potential contamination remains relatively low through at least the 95th percentiles for all analytes. For example, figure 4 shows potential contamination for chloride is not likely to exceed the common maximum reporting level of 0.30 mg/L in 97 percent of all groundwater samples.
Sampling Variability
Sampling variability within replicate samples collected at groundwater sites was estimated using the standard deviation over a low range of concentrations and the relative standard deviation (RSD) over a high range of concentrations. For each analyte, replicate standard deviation and RSD were graphed with the mean concentrations for each set of replicates in order to determine the division between low-range and high-range concentrations (figs. 5-9). Concentrations are shown on a logarithmic scale in the standard deviation graphs so that the lower range is emphasized. Each graph includes a smooth curve through the data points showing the general relation between concentrations and standard deviation or RSD. Where the smooth curve is roughly horizontal, there is no relation between concentrations and standard deviation or RSD. Over this range of concentration, sampling variability is considered constant. Divisions between low-range and high-range concentrations were defined by finding a point on the x-axis below which the curve for standard deviation or RSD was essentially horizontal and above which the curve for RSD was essentially horizontal. These boundary concentrations are represented on each graph with a vertical dashed line. Sampling variability for each analyte was estimated as the average standard deviation for the low range of concentrations or the average RSD for the high range of concentrations after low-range and high-range concentrations for each analyte were defined.
Trends in Sampling Variability
Temporal trends in the standard deviation and RSD were analyzed for each analyte in order to examine the stability of each sampling variability value over the period of record. Groundwater samples in the low range of mean concentration were analyzed for trends in standard deviation, whereas groundwater samples in the high range of mean concentration were analyzed for trends in RSD. Trends were identified as statistically significant (p < 0.01) for 13 of the 18 measures of sampling variability listed in table 4 using the Mann-Kendall trend test. Statistically significant trends were identified for the standard deviation of potassium, chloride, and fluoride, and for both the standard deviation and RSD of calcium, magnesium, sodium, sulfate, and silica. For each of the analytes, the number of significant decimal places in the reported concentrations was increased in the beginning of 1997. Before the change in 1997, the magnitude of differences between pairs of replicate concentrations was limited to a small number of values, leading to linear patterns in standard deviations and RSDs before 1997, as shown in figure 10, for example: the difference between two rounded concentrations could be 0.0 or 0.1, but not 0.005. The trend shown in figure 10 is significant over the entire time period. Increasing the number of reported significant decimal places from 1997 to 2009 produces an apparently significant (downward or negative) trend over the entire time period for standard deviations and (or) RSDs of calcium, magnesium, sodium, potassium, chloride, sulfate, fluoride, and silica. If calcium, magnesium, sodium, potassium, sulfate, fluoride, and silica replicates are restricted to those after the change in reported significant figures in 1997, divisions between low-and high-concentration ranges are better defined than the divisions derived from the data for the entire time period. Although divisions between low-and high-concentration ranges are more distinct, the concentrations for each division remain the same for all analytes except calcium ( fig. 12 ). For calcium, divisions are at a slightly different concentration than the value that was selected for the entire time period (fig.  12 ). For comparison, table 6 includes sampling variabilities for calcium computed for the entire time period using the original division at 100 mg/L and for the separate time periods using the more distinct division at 50 mg/ Appropriate sampling variabilities for high and low concentrations for each analyte were determined by the stability of sampling variability values over different periods of record. Stability of sampling variability was analyzed according to statistical significance of temporal trends. Time periods analyzed included the entire time period (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) ) and periods before and after the change in the number of reported significant decimal places (1992-96 and 1997-2009 ). The RSDs of potassium, chloride, and fluoride and both the standard deviation and RSD of total dissolved solids computed over the entire time period (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) ) are considered appropriate for application to environmental data (table 7). The standard deviation of potassium and fluoride and both the standard deviation and RSD of calcium, magnesium, sodium, sulfate, and silica computed for 1997-2009 replicates are considered appropriate for application to environmental data collected during the entire time period (table 7) . Although trends in the sampling variability of chloride were identified for the entire time period and for 1997-2009, when 1997-2003 and 2004 -09 data were considered separately, the trend was no longer significant. Thus, average standard deviations computed separately for 1992-96, 1997-2003, and 2004-09 (table 7) are also considered appropriate for application to environmental data collected within those respective time periods. 
Confidence Intervals
Confidence intervals can be calculated around measured concentrations for any analyte by using the estimated sampling variabilities from table 7 and the appropriate Z statistic from a table of normal deviates. For a 95-percent confidence interval, α = 0.05 and Z (1 -σ/2) = 1.96. Confidence limits can be calculated for an individual measurement using equation 1 and the mean of multiple measurements using equation 2. For example, if calcium in a groundwater sample has a measured concentration of 3 mg/L, the estimated sampling variability for the low concentration range from table 7 is 0.202 mg/L. A 95-percent confidence interval for the true concentration, based on this estimate, can be determined using equation 1:
Thus, the inherent error of the measurement is ±0.396 mg/L or ±13.2 percent of the measured concentration.
For a higher calcium concentration, such as 90 mg/L, the 95-percent confidence interval can be calculated using the same equation with a sampling variability from table 7 of 1.1 percent for the high-concentration range: [ , ] . ( 
The inherent error of this measurement is ±1.9 mg/L or ±2.2 percent of the measured concentration.
In addition, a 95-percent confidence interval for a mean calcium concentration of 3 mg/L in 10 groundwater samples can be determined using equation 2: [ , ] .
The inherent error for 10 measurements is estimated to be ±0.13 mg/L or ±4.2 percent of the measured concentration. This represents the potential measurement error if calcium concentrations were exactly the same in all 10 groundwater samples. The actual standard deviation would probably be increased by other factors, such as environmental variability among groundwater samples. As a result, sampling variability for a mean characterizes the expected lower limit of overall variability.
Confidence intervals can also be used to determine whether two groundwater-quality measurements are significantly different. Confidence intervals can be calculated for two individual measurements in order to determine whether their difference can be attributed solely to sampling variability. If the computed confidence intervals for the two measurements overlap, then the difference is within the uncertainty of sampling variability. On the other hand, if the computed confidence intervals for the two measurements do not overlap, then a difference in concentration is indicated at the selected level of confidence.
In the example previously provided, the inherent error of the first calcium measurement of 3 mg/L was ±0.396 mg/L, which means that the measurement has a 95-percent confidence interval ranging from 2.6 mg/L to 3.4 mg/L. The inherent error of another low concentration of calcium such as 4 mg/L, which differs from the previous measurement by only 1 mg/L, is ±.396 mg/L. This means that the measurement has a 95-percent confidence interval ranging from 3.6 mg/L to 4.4 mg/L. Because the ranges of these two confidence intervals do not overlap, the conclusion is that a data user can be 95 percent confident that the concentrations of calcium in the two water samples are different, even though they differ by only 1 mg/L. If the concentrations of interest had differed by less than 1 mg/L, the range of the 95-percent confidence intervals would have overlapped. Thus, the data user could have concluded with 95-percent confidence that the concentrations of calcium in the two water samples were not truly different and that the difference resulted from sampling variability.
Analyte concentrations in the high range need to differ by more than 1 mg/L to be considered different. For instance, the previously provided example resulted in an inherent error of ±1.9 mg/L for a calcium measurement of 90 mg/L and a 95-percent confidence interval ranging from 88.1 to 91.9 mg/L. A high concentration of calcium such as 94 mg/L, which differs from 90 mg/L by 4 mg/L, has an inherent error of ±2.0 mg/L and a 95-percent confidence interval ranging from 92.0 to 96.0 mg/L. Since these confidence intervals do not overlap, a data user can be 95 percent confident that the concentrations of 90 and 94 mg/L are different. If these concentrations had differed by less than 4 mg/L, the 95-percent confidence intervals would have overlapped and the concentrations would not be considered truly different.
Implications for Interpreting Environmental Data
Proper interpretation of environmental data such as NAWQA data involves analysis of the influence of contamination bias and sampling variability on major ion and total dissolved solids concentrations measured in groundwater. Because field blanks are collected in a manner similar to the way environmental samples are collected, field blanks can be used to determine the contamination bias associated with environmental samples, which provides a more comprehensive understanding of environmental data. Sampling variability is critical in determining the reproducibility of an individual measurement or whether two measurements are different. Both contamination bias and sampling variability are important variables in assessing the quality of environmental groundwater-quality data.
Potential Effects of Contamination Bias
The distribution of concentrations in field blank samples is used to estimate the potential distribution of contamination in the environmental samples. Typically, the effect of contamination bias on a measured value can be ignored if potential contamination is less than 10 percent of a measured value, so the largest measured concentration that might be affected, hereafter termed "maximum affected concentration," is estimated as 10 times the potential contamination (Mueller and Titus, 2005) . A measure of the uncertainty in field blank contamination is provided through calculation of the 95-percent UCL (table 2) . The UCL provides an uncertainty estimate for a percentile and is used as a conservative estimate of contamination at that percentile. This uncertainty measure can be used in evaluating the need to consider contamination in the analysis and interpretation of the major ion and total dissolved solids environmental groundwater-quality data.
Maximum affected concentrations were calculated for analytes and are listed in table 2. For calcium, potential contamination was no more than 0.4784 in at least 95 percent of all groundwater samples, so the maximum affected calcium concentration in environmental samples is 4.74 mg/L. Concentrations greater than this are not likely to be substantially compromised by contamination. Similarly, the maximum affected concentrations for other analytes are 1 mg/L for magnesium, 4.9 mg/L for sodium, 2.4 mg/L for potassium, 3 mg/L for chloride, 3.1 mg/L for sulfate, 2 mg/L for fluoride, 14.98 mg/L for silica, and 120 mg/L for total dissolved solids. For magnesium, potassium, chloride, sulfate, and fluoride, the potential contamination was no more than the common maximum reporting level in at least 95 percent of all groundwater samples (table 2), which means that any measured concentration in excess of 10 times that reporting level is not likely to be affected.
Potential Effects of Sampling Variability
Sampling variability can be used to (1) evaluate the confidence interval for an individual water-quality measurement or for multiple water-quality measurements, (2) determine whether a defined water-quality threshold or standard has been exceeded, and (3) determine whether two water-quality measurements are different (Apodaca and others, 2006) . Uses of sampling variability are explained in more detail below. Sampling variability estimates associated with concentration examples were calculated using the replicate-analysis results found in table 7.
When interpreting sampling variability of groundwaterquality data, potential error in an individual measurement and the minimum difference likely to be identified as significant can be determined. Results of environmental samples are evaluated using confidence intervals calculated from estimates of sampling variability. For example, the Secondary Maximum Contaminant Level (SMCL) established by the U.S.
Environmental Protection Agency (USEPA) for chloride is 250 mg/L (U.S. Environmental Protection Agency, 1992). The USEPA establishes nonenforcable SMCLs for some analytes in order to provide standard water-quality guidelines that are meant to assist in management of aesthetic standards for drinking water (U.S. Environmental Protection Agency, 1992). At the SMCL of 250 mg/L, the sampling variability of chloride is estimated to be approximately 1.5 mg/L ( Measurement errors resulting from sampling variability can impact the identification of significant differences between two measurements or means. If a true difference falls within the inherent sampling variability, it is not likely to be distinguished, and this can be determined by the size of the confidence intervals for the two measurements. If the confidence intervals overlap, the measured difference is not significant, but if the confidence intervals do not overlap, the difference is considered to be significant. For example, if chloride in groundwater has a concentration of 237 mg/L, the 95-percent confidence interval would be 230.03 to 243.97 mg/L. As calculated earlier, the 95-percent confidence interval for an individual chloride measurement of 250 mg/L is 242.65 to 257.35 mg/L. Since the confidence intervals for chloride measurements between 237 and 250 mg/L overlap, these measurements are not considered significantly different. A measurement of 235 mg/L would have a confidence interval of 228.09 to 241.91 mg/L and would be significantly different from a chloride measurement of 250 mg/L because the confidence intervals do not overlap.
The potential errors due to sampling variability for two mean values will be less than those for two individual measurements becaues the effect of sampling variability is moderated by the number of groundwater samples. This also means that the confidence intervals for two mean values will be smaller than those for two individual values. For a mean of 10 estimates, the 95-percent confidence interval is calculated for chloride in groundwater at a concentration of 250 mg/L using equation 5, and ranges from 249.07 to 250.93 mg/L. The 95-percent confidence interval for a mean concentration of 237 mg/L is 236.07 to 237.93 mg/L. The difference between the two means of 237 and 250 mg/L is significant because these confidence intervals do not overlap. Smaller confidence intervals indicate less of a chance of overlap and more of a chance of the values being significantly different, whereas larger confidence intervals have more of a chance of overlapping and less of a chance for the values to be significantly different.
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Summary
Concentrations of major ions and dissolved solids in field blank and replicate samples collected by the U.S. Geological Survey's National Water-Quality Assessment (NAWQA) Program during 1992-2010 were used to assess contamination bias and sampling variability associated with environmental concentrations in groundwater.
Field blanks are quality-control (QC) samples used to estimate contamination associated with environmental waterquality samples. Based on the upper 99-percent confidence limit for the 95th percentile of measurements in field blanks, contamination bias has little effect on measured concentrations greater than 4.74 mg/L (milligrams per liter) for calcium, 1 mg/L for magnesium, 4.9 mg/L for sodium, 2.4 mg/L for potassium, 3 mg/L for chloride, 3.1 mg/L for sulfate, 2 mg/L for fluoride, 14.98 mg/L for silica, and 120 mg/L for total dissolved solids. For magnesium, potassium, chloride, sulfate, and fluoride, the potential contamination in at least 95 percent of all groundwater samples is the same as or less than the common maximum reporting level of each analyte.
Field replicate samples can provide information on sampling variability. Estimates of average sampling variability were developed for high and low ranges of concentration for calcium, magnesium, sodium, potassium, chloride, sulfate, fluoride, silica, and total dissolved solids. Average sampling variabilities for low concentrations ranged from 0.012 mg/L for fluoride to 7.052 mg/L for total dissolved solids. Average sampling variabilities for high concentrations ranged from 0.7 percent for sulfate and silica to 3.3 percent for fluoride.
Sampling variabilities calculated for each of these analytes can be used to evaluate confidence intervals for single or multiple water-quality measurements, determine if a waterquality standard has been exceeded, or determine whether two measurements are significantly different. Examples presented in this report show how to calculate potential error, relative error, and confidence intervals, and how to evaluate distinguishable exceedance of standards and differences between measurements. Confidence intervals, potential error, and relative error calculated for individual measurements are greater than those calculated for a mean of 10 measurements. Confidence intervals for individual measurements can be used to determine the likelihood that a standard has been exceeded. In addition, overlapping confidence intervals indicate that two water samples are not truly different, whereas confidence intervals that do not overlap indicate that the two water samples are significantly different.
These findings are applicable to interpretation of the groundwater-quality environmental samples collected during 1992-2010 in 48 of 52 NAWQA study units. Contamination bias and sampling variability were assumed to be the same or similar in all 48 NAWQA study units even though this may not necessarily always be the case. These results also provide a basis for comparison with the QC results for groundwater samples collected in subsequent years.
