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STABILIZATION OF UNSTABLE AUTORESONANT MODES
OSKAR SULTANOV
Abstract. A mathematical model describing the initial stage of the capture of os-
cillatory systems into autoresonance under the action of slowly varying pumping is
considered. Solutions with an infinitely growing amplitude are associated with the
autoresonance phenomenon. Stability of such solutions is of great importance because
only stable solutions correspond to physically observable motions. We study the sta-
bilizing problem and we show that the adiabatically varying parametric perturbation
with decreasing amplitude in time can stabilize the unstable autoresonant modes.
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Introduction
Autoresonance is a phenomenon that occurs when a forced nonlinear oscillator stays phase-
locked with a slowly changing periodic pumping. The essence of this phenomenon is that the
oscillator automatically adjusts to the pumping and remains in the resonance for a long time
interval. This can leads to a significant growth of the energy of the oscillator. It is considered
that such a phenomenon has been found in the problems associated with the acceleration of
relativistic particles [1, 2]. Later it was found that autoresonance plays an important role in
many problems of nonlinear physics [3]. The mathematical theory of the autoresonance is based
on a study of differential equations with slowly varying perturbations whose solutions describe
the resonant behavior of nonlinear oscillators [4]. The initial stage of the capture in autores-
onance for different nonlinear systems is described by a number of mathematical models [5]
whose solutions with growing energy or amplitude are associated with the autoresonance. The
existence and stability of such solutions are of great importance because only stable solutions
correspond to the observable states of physical systems.
The mathematical model of the autoresonance in systems with the external pumping possess
two autoresonant modes with a different phase behaviour. From [6] it follows that one of them
is stable while the other is unstable. In this paper we study the problem of stabilization and
we prove that the small adiabatically varying parametric pumping can stabilize the unstable
autoresonant solutions. In particular, we determine the range of the parameters that guarantee
the simultaneous stability of both autoresonant modes. These results extend the possibility
of using the autoresonance phenomenon for sustainable excitation and control of nonlinear
systems.
The paper is organized as follows. In section 1, we give the mathematical formulation of the
problem. Section 2 deals with asymptotics for the autoresonance modes. Section 3 provides
linear stability analysis of autoresonant solutions. Nonlinear stability analysis is contained in
section 4. The paper concludes with a brief discussion of the results obtained.
1. Problem statement
We study the system of two differential equations
dρ
dτ
= f sinψ, ρ
[dψ
dτ
− ρ2 + λτ
]
= f cosψ, τ > 0(1)
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with the parameters λ, f 6= 0. This system appears after the averaging of a wide class of
equations describing the behaviour of nonlinear oscillatory systems in the presence of a slowly
varying external force and describes the dynamics of the principal terms of the asymptotic
behavior of the resonant solutions. Since the system is invariant under replacements of f and
ψ with −f and ψ + π respectively, we can assume that f > 0. The unknown functions ρ(τ)
and ψ(τ) play the role of the amplitude and the phase shift of harmonic oscillations. The
solutions with unboundedly growing amplitude ρ(τ)→∞ and limited phase shift ψ(τ) = O(1)
as τ → ∞ are associated with the capture of oscillatory system into the autoresonance. Such
solutions can exist only if λ > 0. We assume that this condition holds.
Asymptotic analysis and numerical simulations show that system (1) has two types of cap-
tured solutions with growing amplitude and different behavior of the phase variable [5–7]. The
solutions with ρ(τ) ≈ √λτ and ψ(τ) ≈ π as τ → ∞ are stable, while the solutions with
ψ(τ) ≈ 0 are unstable.
In order to stabilize of unstable autoresonant solutions we consider the perturbed system in
the form
dρ
dτ
+ ν(τ)ρ sin 2ψ = f sinψ, ρ
[dψ
dτ
+ ν(τ) cos 2ψ − ρ2 + λτ
]
= f cosψ, τ > 0(2)
where ν(τ) = m/(1 + τ)1/2, m = const 6= 0. The perturbation is associated with the slowly
varying parametric pumping. Note that system (2) with ν(τ) ≡ 1 and f = 0 was considered
in [6,8], where it was proved the existence and stability of autoresonant solutions with ψ(τ)→ 0
and ψ(τ) → π. It was shown in [9] that the external excitation with decreasing amplitude
(f = O(τ−1/2), ν ≡ 0) can lead to autoresonant capture of nonlinear systems. The ability of
using parametric pumping with decreasing amplitude (ν(τ) → 0 as τ → ∞) to excite and to
stabilize of autoresonant modes has not been considered.
In this paper, we construct asymptotics for isolated autoresonance solutions to system (2)
as τ → ∞ and we provide a careful stability analysis of these solutions with respect to initial
data perturbations. Moreover, we show that these solutions attract the set of the captured
solutions. Finally, the stabilizing effect of unstable autoresonant solutions to system (1) by
decreasing parametric perturbations is discussed.
System (1) is of universal character in the mathematical description of autoresonance in
nonlinear systems. It describes long-term evolution of nonlinear oscillations under the action
of small slowly varying force. As but one example let us consider the equation:
d2u
dt2
+
(
1 + ε2/3h(t) cos 2φ(t)
)
U ′(u) = εf0 cosφ(t),(3)
where U(u) = u2/2 − γu4/4 + O(u6) as u → 0, φ(t) = t − αt2, h(t) = h0/(1 + ε2/3t)1/2,
0 < ε, |α| ≪ 1, f0, h0, γ = const 6= 0, γ > 0. It is easy to see that the equation with ε = 0 has
locally stable fixed point u = 0, u′ = 0. The solutions starting from a small neighbourhood of the
equilibrium |u(0)|+ |u′(0)| = O(ε1/3) whose the energy E(t) = U(u(t))+(u′(t))2/2 increases to
the order of unity and the phase Φ(t) = − arctan (u′(t)/u(t)) is synchronised with the pumping
such that ∆(t) = φ(t)− Φ(t) = O(1) are associated with the autoresonance phenomenon (see.
Fig. 1, a). Note that equation (3) with h(t) ≡ 0, f0 > 0, and α > 0 has anti-phase autoresonant
solutions with ∆(t) ∼ π, while the in-phase autoresonance with ∆(t) ∼ 0 does not occur (see
Fig. 1, b). However, the coexistence of two autoresonant modes with ∆(t) ∼ 0 and ∆(t) ∼ π for
different initial data is possible if h0 6= 0, f0 > 0, α > 0 and some additional conditions hold (see
Fig. 1, c, d). Thus, the decreasing parametric pumping can stabilize the unstable autoresonant
modes. For asymptotic description of autoresonant solutions to equation (3), it is convenient
to use the method of two scales [10]. We introduce a slow time τ = ε2/3t and a fast variable
φ = φ(t), then the asymptotic substitution u(t) = ε1/3ρ(τ) cos
(
ψ(τ) − φ(t))√8/3γ + O(ε) in
equation (3) and the averaging procedure over the fast variable φ(t) in the leading-order term
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Figure 1. The evolution of the energy E(t) (black curve) and the phase mis-
match ∆(t) (gray curve) for solutions of (3) with different initial data, ε = 10−3,
α = 10−4/2, γ = 1/6, (a,b): f0 = 4, h0 = 0; (c,d): f0 = 1, h0 = 5.
in ε lead to system (2) for the slowly varying functions ρ(τ) and ψ(τ), where λ = 2αε−4/3,
m = h0/4, f = f0
√
3γ/32. In the case h(t) ≡ 0, this procedure leads to system (1).
2. Asymptotics of autoresonant solutions
The asymptotic solution of (2) with unboundedly growing amplitude ρ(τ) can be constructed
in the form
ρ∗(τ) =
√
λτ + ρ0 +
∞∑
k=1
ρkτ
−k/2, ψ∗(τ) = ψ0 +
∞∑
k=1
ψkτ
−k/2.(4)
Substituting these series in (2) and grouping the expressions of the same powers of τ give the
recurrence relations for determining the constant coefficients ρk, ψk. Following this approach,
we find few asymptotic solutions ρi
∗
(τ), ψi
∗
(τ), distinguished by the choice of a root to the
equation:
(m∗ −m cosψ0) sinψ0 = 0, m∗ := f√
4λ
> 0.
Note that in case of |m| > m∗, the trigonometric equation for ψ0 has four different roots:
ψ10 = 0, ψ
2
0 = π, ψ
3
0 = arccos
m∗
m
, ψ40 = − arccos
m∗
m
.(5)
In case of |m| < m∗, the equation has only two roots: ψ10 = 0 and ψ20 = π. In both cases we
have
ρ0 = ρ1 = 0, ρ2 =
m cos 2ψ0 − 2m∗ cosψ0√
4λ
, ψ1 =
1
4m∗ cosψ0 − 4m cos 2ψ0 ,
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Figure 2. The evolution of the energy ρ(τ) (black curve) and phase shift ψ(τ)
(gray curve) for solutions of (2) with λ = 1, f = 1, m = 4 and different initial
data: (a) ρ(0) = 0.27, ψ(0) = 0.01; (b) ρ(0) = 0.32, ψ(0) = 0.31; (c) ρ(0) = 2.04,
ψ(0) = 1.78.
etc. Note that in case of m = ±m∗, the trigonometric equation for ψ0 also has two roots, while
the other coefficients ρk, ψk are no longer defined. In this case, there is no asymptotic solution
in the form (4).
Theorem 1. If |m| > f/√4λ, then system (2) has 4 solutions with asymptotic expansion in
the form of a series (4) with ψ0 ∈ {0, π, arccos(m∗/m),− arccos(m∗/m)}, where m∗ = f/
√
4λ.
If |m| < f/√4λ, then system (2) has 2 solutions with asymptotic expansion in the form of a
series (4) with ψ0 ∈ {0, π}.
The existence of solutions ρi
∗
(τ), ψi
∗
(τ) with the asymptotics (4) as τ ≥ τ∗ > 0 follows
from [11,12]. It follows from the comparison theorems (see [13,14]) that these solutions can be
extended to the whole real line. We discuss the stability of solutions ρi
∗
(τ), ψi
∗
(τ) as τ → ∞.
Note that the structure of the capture region for system (2) remains unknown, its description
is beyond the scope of this paper. This region was analyzed in [15] for a similar model.
We note that system (2) also has many autoresonant solutions with more complicated as-
ymptotic behaviour at infinity (see Fig. 2, a, b) and non-resonant solutions with bounded
energy (see Fig. 2, c). In this paper, we focus only on the autoresonant solutions with power
asymptotics.
3. Linear stability analysis
Linear stability analysis allows to determine the character of instability of the autoresonant
solutions. In system (2), we make the change of variables
ρ(τ) = ρi
∗
(τ) + r(η)τ−1/4, ψ(τ) = ψi
∗
(τ) + p(η), η =
4
5
τ 5/4
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and we study the stability of the equilibrium (0, 0) in the system
dr
dη
= −∂pH i(r, p, η), dp
dη
= ∂rH
i(r, p, η) +Gi(r, p, η),(6)
where
H i =
r2ρi
∗
σ2η2/5
+
r3
3σ3η3/5
+ f [cos(p + ψi
∗
)− cosψi
∗
+ p sinψi
∗
]− rp
5η
−
−νρ
i
∗
2
[
cos(2p+ 2ψi
∗
)− cos 2ψi
∗
+ 2p sin 2ψi
∗
]
− νr
2ση1/5
[
cos(2p+ 2ψi
∗
)− cos 2ψi
∗
]
,
Gi = − ν
2ση1/5
[
cos(2p+ 2ψi
∗
)− cos 2ψi
∗
]
+
f
ση1/5
[ cos(p+ ψi
∗
)
ρi
∗
+ r/ση1/5
− cosψ
i
∗
ρi
∗
]
+
p
5η
,
σ = (5/4)1/5. Consider the linearized system in the vicinity of the fixed point (0, 0):
d
dη
(
r
p
)
= Ai(η)
(
r
p
)
, Ai(η) =


1
5η
− ν sin 2ψ
i
∗
ση1/5
f cosψi
∗
− 2νρi
∗
cos 2ψi
∗
2ρi
∗
σ2η2/5
− f cosψ
i
∗
(ρi
∗
)2σ2η2/5
2ν sin 2ψi
∗
ση1/5
− f sinψ
i
∗
ση1/5ρi
∗

 .(7)
Denote by µi
±
(η) = δi(η) ±√Di(η), i ∈ {1, 2, 3, 4} the roots of the characteristic equation
|Ai − µI| = 0. Then
δi(η) =
(m cosψi0 −m∗) sinψi0
σ3η3/5
+O(η−1),
Di(η) = 4(m∗ cosψ
i
0 −m cos 2ψi0)λ+O(η−2/5) as η →∞.
Using (5), we get the asymptotics of eigenvalues: µi
±
(η) = ±
√
Di0 +O(η−2/5), where
D10 = 4(m∗ −m)λ, D20 = −4(m∗ +m)λ, D30 = D40 =
4(m2 −m2
∗
)λ
m
.
If Di0 > 0, then the leading asymptotic terms of eigenvalues are real of different signs. This
implies that the fixed point (0, 0) of (7) and the corresponding autoresonance solution ρi
∗
(τ),
ψi
∗
(τ) to system (2) are unstable at infinity. In the opposite case, when Di0 < 0, the leading
asymptotic terms of eigenvalues are pure imaginary and ℜ[µi
±
(η)]→ 0 as η →∞. In this case,
the linear stability analysis fails (see [6] and [16, p. 84]), and the stability property depends on
nonlinear terms of equations. Thus we have
Theorem 2. The solution ρ1
∗
(τ), ψ1
∗
(τ) is unstable if m > f/
√
4λ,. The solution ρ2
∗
(τ), ψ2
∗
(τ)
is unstable whenever m > −f/√4λ and m 6= f/√4λ. The solutions ρ3
∗
(τ), ψ3
∗
(τ) and ρ4
∗
(τ),
ψ4
∗
(τ) are unstable if m < −f/√4λ.
The table 1 shows the intermediate results on the stability of autoresonant solutions ρi
∗
(τ),
ψi
∗
(τ). Let us remark that the autoresonance mode with ψ ∼ 0 is unstable in the system
without parametric perturbation (m = 0). However, its stabilization is possible if m > m∗.
On the other hand, if m < −m∗, then both autoresonant solutions with ψ ∼ 0 and ψ ∼ π are
unstable, while the other pair of captured solutions with ψ ∼ ψ30 and ψ ∼ ψ40 may be stable.
The stability of these solutions is discussed in the next section.
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Table 1. Stability of solutions ρi
∗
(τ), ψi
∗
(τ)
m < −m∗ −m∗ < m < m∗ m > m∗
i = 1 unstable unstable ?
i = 2 unstable ? ?
i = 3 ? - unstable
i = 4 ? - unstable
4. Nonlinear stability analysis
In this section, we study the stability of solutions ρi
∗
(τ), ψi
∗
(τ), i ∈ {1, 2, 3, 4} by Lyapunov’s
second method. In the analysis, we use the leading terms of the asymptotics with the remainder
estimate
ρi
∗
(τ) =
√
λτ + ρi2τ
−1 +O(τ−3/2), ψi
∗
(τ) = ψi0 + ψ
i
1τ
−1/2 +O(τ−1), as τ →∞.(8)
We have
Theorem 3. Ifm > f/
√
4λ, then the solutions ρ1
∗
(τ), ψ1
∗
(τ) and ρ2
∗
(τ), ψ2
∗
(τ) are asymptotically
stable. Moreover, for all i ∈ {1, 2} and 0 < s < 1/8 there exist δ0 > 0 and τ0 > 0 such that for
all (R0,Ψ0): (R0 − ρi∗(τ0))2 + (Ψ0 − ψi∗(τ0))2 ≤ δ20 the solution ρ(τ), ψ(τ) to system (2) with
initial data ρ(τ0) = R0, ψ(τ0) = Ψ0 has the asymptotics
ρ(τ) =
√
λτ +O(τ−1/4−s), ψ(τ) = ψi0 +O(τ−s) as τ > τ0,(9)
where ψ10 = 0 and ψ
2
0 = π.
Proof. In system (2) we make the change of variables ρ(τ) = ρi
∗
(τ)+ r(η)τ−1/4, ψ(τ) = ψi
∗
(τ)+
p(η), η = 4τ 5/4/5, i ∈ {1, 2} and for new functions r(η), p(η) we study the stability of the
equilibrium (0, 0) of system (6) as η →∞.
To construct a Lyapunov function for system (6) we use the asymptotics of the right-hand
sides at infinity (as η →∞) and in a neighborhood of the equilibrium (as d :=
√
r2 + p2 → 0).
Notice that all asymptotic estimates written out bellow in the form O(η−κ) and O(dκ), (κ =
const > 0) are uniform with respect to (r, p, η) in the domain D(d∗, η∗) = {(r, p, η) ∈ R3 : d <
d∗, η > η∗}, where d∗, η∗ = const > 0. By taking in account (8) one can readily write out the
asymptotics of the derivatives of the Hamiltonian:
∂pH
i =
fm
2m∗
sin 2p− f cosψi0 sin p+
+
fψi1
σ2η2/5
[
cosψi0(1− cos p) +
m
m∗
(cos 2p− 1)
]
+O(η−3/5)O(d),
∂rH
i = 2
√
λr +O(η−3/5)O(d),
∂ηH
i = O(η−7/5)O(d2).
The non-Hamiltonian part Gi(r, p, η) tends to zero as η →∞:
Gi =
gi(p)
σ3η3/5
− 1
5η
[p +O(d2)] +O(η−6/5)O(d),
gi(p) :=
m
2
(1− cos 2p)− 2m∗ cosψi0(1− cos p).
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It can easily be checked that if m > m∗ = f/
√
4λ, the Hamiltonian has a positive quadratic
form as the leading term of the asymptotic expansion:
H i =
√
λr2 +
fm
4m∗
(1− cos 2p)− f cosψi0(1− cos p) +
+
fψi1
σ2η2/5
[
cosψi0(p− sin p) +
m
2m∗
(sin 2p− 2p)
]
+O(η−3/5)O(d2) =
=
√
λr2 +
(m−m∗ cosψi0)fp2
2m∗
+O(d3) +O(η−2/5)O(d2)
as η →∞ and d→ 0. A Lyapunov function candidate for system (6) is constructed of the form
Li(r, p, η) = H i(r, p, η) + V i1 (r, p, η) + V
i
2 (r, p, η),
where
V i1 (r, p, η) =
1
σ3η3/5
[
rgi(p) +
4
√
λm∗r
3
3f
]
, V i2 (r, p, η) = −
rp
10η
.
Since V i1 (r, p, η) = O(η−3/5)O(d2) and V i2 (r, p, η) = O(η−1)O(d2) as η → ∞ and d → 0, then
for all 0 < ε1 < 1 and i ∈ {1, 2} there exist d1 > 0 and η1 > 0 such that
(1− ε1)
[√
λr2 +
(m−m∗ cosψi0)fp2
2m∗
]
≤ Li(r, p, η) ≤ (1 + ε1)
[√
λr2 +
(m−m∗ cosψi0)fp2
2m∗
](10)
for (r, p, η) ∈ D(d1, η1). The derivatives of H i(r, p, η), V i1 (r, p, η), and V i2 (r, p, η) with respect to
η along the trajectories of system (6) have the following asymptotics as η →∞ and d→ 0:
dH i
dη
∣∣∣
(6)
=
gi(p)
σ3η3/5
[ fm
2m∗
sin 2p− f cosψi0 sin p
]
−
−(m−m∗ cosψ
i
0)fp
2
5m∗η
+O(η−1)O(d3) +O(η−6/5)O(d2),
dV i1
dη
∣∣∣
(6)
= − g
i(p)
σ3η3/5
[ fm
2m∗
sin 2p− f cosψi0 sin p
]
+O(η−1)O(d3),
dV i2
dη
∣∣∣
(6)
=
1
5η
[
−
√
λr2 +
(m−m∗ cosψi0)fp2
2m∗
]
+O(η−1)O(d3) +O(η−6/5)O(d2).
These formulas imply the expression for the total derivative of function Li(r, p, η), which hap-
pens to have a sign-definite leading term in the asymptotics:
dLi
dη
∣∣∣
(6)
= − 1
5η
[√
λr2 +
(m−m∗ cosψi0)fp2
2m∗
]
+O(η−1)O(d3) +O(η−6/5)O(d2).
Since the remainders in the latter expression can be made arbitrarily small, it follows that for
all 0 < ε2 < 1 there exist d2 > 0 and η2 > 0 such that
dLi
dη
∣∣∣
(6)
≤ −(1− ε2)
5η
[√
λr2 +
(m−m∗ cosψi0)fp2
2m∗
]
(11)
for (r, p, η) ∈ D(d2, η2). Thus for all i ∈ {1, 2} the constructed function Li(r, p, η) satisfies the
inequalities
(1− ε1)Aid2 ≤ Li(r, p, η) ≤ (1 + ε1)Bid2, dL
i
dη
∣∣∣
(6)
≤ −(1− ε2)A
id2
5η
,(12)
Ai := min{
√
λ, (m−m∗ cosψi0)(2m∗)−1f} > 0,
Bi := max{
√
λ, (m−m∗ cosψi0)(2m∗)−1f} > 0,
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for all (r, p, η) ∈ D(d0, η0), where d0 := min{d1, d2} and η0 := max{η1, η2}. Let ǫ be an arbitrary
positive constant such that 0 < ǫ < d0, then
sup
d<δ,η>η0
Li(r, p, η) ≤ (1 + ε1)Biδ2 < (1− ε1)Aiǫ2 ≤ inf
d=ǫ,η>η0
Li(r, p, η), δ := ǫ
[ (1− ε1)Ai
2(1 + ε1)Bi
]1/2
.
Hence, any solution r(η), p(η) of system (6) with initial data
√
r2(η0) + p2(η0) ≤ δ cannot leave
ǫ-neighborhood of the equilibrium (0, 0) as η > η0. Therefore, for all i ∈ {1, 2} the equilibrium
(0, 0) of system (6) is stable as η > η0. The stability on the finite interval (0, η0] follows from
the theorem on the continuity of the solution to the Cauchy problem with respect to the initial
data (see [13, Ch. 3]).
Let us show that the equilibrium is asymptotically stable. Indeed, consider the solution r(η),
p(η) to system (6) with initial data r2(η0) + p
2(η0) ≤ d20, then for all i ∈ {1, 2} the function
ℓi(η) = L
i
(
r(η), p(η), η
)
satisfies the following inequality as η > η0:
dℓi
dη
≤ −βℓi
η
, β :=
(1− ε2)Ai
5(1 + ε1)Bi
, 0 < β <
1
5
.
Integrating the last expression with respect to η, we obtain:
0 ≤ ℓi(η) ≤ ℓi(η0) exp
(
− β
η∫
η0
dz
z
)
≤ Bid20 ·
( η
η0
)−β
as η > η0.
Combining this with (10), we get the asymptotic estimate r2(η)+p2(η) = O(η−β) as η > η0. By
means of change of variables we derive the asymptotic estimates (9) with s = 5β/8, τ0 = σ
4η
4/5
0
and δ0 = d0 for the solutions to system (2) with initial data from a neighborhood of the points
(ρi
∗
(τ0), ψ
i
∗
(τ0)), i ∈ {1, 2}. This completes the proof. 
Remark 1. The constructed Lyapunov function L2(r, p, η) satisfies the inequalities (12) as
m > −m∗. Therefore, the assertion of Theorem remains valid for the solution ρ2∗(τ), ψ2∗(τ)
whenever m > −m∗ and m 6= m∗.
We have the following theorem for another pair of solutions ρ3
∗
(τ), ψ3
∗
(τ) and ρ4
∗
(τ), ψ4
∗
(τ)
Theorem 4. If m < −f/√4λ, then the solutions ρ3
∗
(τ), ψ3
∗
(τ) and ρ4
∗
(τ), ψ4
∗
(τ) are asymptot-
ically stable. Moreover for all i ∈ {3, 4} and 0 < s < 1/8 there exist δ0 > 0 and τ0 > 0 such
that for all (R0,Ψ0): (R0− ρi∗(τ0))2 + (Ψ0−ψi∗(τ0))2 ≤ δ20 the solution ρ(τ), ψ(τ) to system (2)
with initial data ρ(τ0) = R0, ψ(τ0) = Ψ0 has the asymptotics
ρ(τ) =
√
λτ +O(τ−1/4−s), ψ(τ) = ψi0 +O(τ−s) as τ > τ0,(13)
where ψ30 = arccos(m∗/m), ψ
4
0 = − arccos(m∗/m), and m∗ = f/
√
4λ.
Proof. In system (2) we make the change of variables ρ(τ) = ρi
∗
(τ)+ r(η)τ−1/4, ψ(τ) = ψi
∗
(τ)+
p(η), η = 4τ 5/4/5 and we study the stability of the fixed point (0, 0) in the system (6) with i = 3
and i = 4. The construction of the Lyapunov function is based on the asymptotic behaviour
of the right-hand sides of system (6) as η → ∞. We see that the functions ∂pH i(r, p, η),
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∂rH
i(r, p, η), and Gi(r, p, η) have the following asymptotics
∂pH
i =
(gi(p))′f
2m∗
+
fψi1
σ2η2/5
[
(1− cos p) cosψi0 +
m
m∗
(cos 2p− 1) cos 2ψi0
]
−
− fψ
i
1
σ2η2/5
[
sinψi0 sin p+
m
m∗
sin 2ψi0 sin 2p
]
+O(η−3/5)O(d),
∂rH
i = 2
√
λr +O(η−3/5)O(d),
Gi =
gi(p)
σ3η3/5
− 1
5η
[p+O(d2)] +O(η−6/5)O(d),
gi(p) :=
m
2
[cos 2ψi0 − cos(2p+ 2ψi0)]− 2m∗[cosψi0 − cos(p+ ψi0)] = O(d2),
as η → ∞ and d → 0. In the case m < −f/√4λ, we can select in the Hamiltonian H i(r, p, η)
a positive definite quadratic form as the main term of the asymptotics:
H i =
√
λr2 +
fm0
4m∗
[
(1− cos 2p) cos 2ψi0 + (sin 2p− 2p) sin 2ψi0
]
−
−f
[
(1− cos p) cosψi0 + (sin p− p) sinψi0
]
+
+
fψi1
σ2η2/5
[
(p− sin p) cosψi0 + (cos p− 1) sinψi0
]
+
+
fψi1m
2m∗σ2η2/5
[
(sin 2p− 2p) cos 2ψi0 + (cos 2p− 1) sin 2ψi0
]
+O(η−3/5)O(d2) =
=
√
λr2 +
(m2
∗
−m2)fp2
2mm∗
+O(d3) +O(η−2/5)O(d2),
as η → ∞ and d → 0. The basis of the construction of the Lyapunov function is the Hamil-
tonian perturbed by additional terms decreasing as η → ∞ with different rates: Li(r, p, η) =
H i(r, p, η) + V i1 (r, p, η) + V
i
2 (r, p, η), where
V i1 (r, p, η) =
1
σ3η3/5
[
rgi(p) +
4
√
λm∗r
3
3f
]
, V i2 (r, p, η) = −
rp
10η
.
It is easy to see that for all 0 < ε1 < 1 and i ∈ {3, 4} there exist d1 > 0 and η1 > 0 such that
(1− ε1)
[√
λr2 +
(m2
∗
−m2)fp2
2mm∗
]
≤ Li(r, p, η) ≤ (1 + ε1)
[√
λr2 +
(m2
∗
−m2)fp2
2mm∗
]
for (r, p, η) ∈ D(d1, η1). The total derivative of the Hamiltonian H i(r, p, η) and the additional
terms V ik (r, p, η) have the following asymptotics:
dH i
dη
∣∣∣
(6)
=
(gi(p))′gi(p)f
2m∗σ3η3/5
− (m
2
∗
−m2)fp2
5mm∗η
+O(η−1)O(d3) +O(η−6/5)O(d2),
dV i1
dη
∣∣∣
(6)
= −(g
i(p))′gi(p)f
2m∗σ3η3/5
+O(η−1)O(d3),
dV i2
dη
∣∣∣
(6)
=
1
5η
[
−
√
λr2 +
(m2
∗
−m2)fp2
2mm∗
]
+O(η−1)O(d3) +O(η−6/5)O(d2).
This implies that the derivative of the function Li(r, p, η) with respect to η along the trajectories
of system (6) consists a quadratic form in the leading term of its asymptotic expansion:
dLi
dη
∣∣∣
(6)
= − 1
5η
[√
λr2 +
(m2
∗
−m2)fp2
2mm∗
]
+O(η−1)O(d3) +O(η−4/3)O(d2).
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Hence, for all 0 < ε2 < 1 and i ∈ {3, 4} there exist d2 > 0 and η2 > 0 such that
dLi
dη
∣∣∣
(6)
≤ −(1 − ε2)
5η
[√
λr2 +
(m2
∗
−m2)fp2
2mm∗
]
for (r, p, η) ∈ D(d2, η2). Thus, for all i ∈ {3, 4} the Lyapunov function Li(r, p, η) satisfies
the inequalities (12) with Ai := min{√λ, (m2
∗
− m2)fp2/2mm∗} and Bi := max{
√
λ, (m2
∗
−
m2)fp2/2mm∗} in the domain D(d0, η0), where d0 := min{d1, d2} and η0 := max{η1, η2}. This
implies that the equilibrium (0, 0) of system (6) is stable. By integrating the second estimate
in (12) we obtain the asymptotic stability of the equilibrium. The change-of-variables formula
implies the stability of the solutions ρi
∗
(τ), ψi
∗
(τ), i ∈ {3, 4} and the asymptotic estimates
(13) with τ0 = σ
4η
4/5
0 and δ0 = d0 for the solutions to system (2) with initial data from the
δ0-neighbourhood of the points (ρ
i
∗
(τ0), ψ
i
∗
(τ0)), i ∈ {3, 4}. 
The table 2 shows the final results of our stability analysis. We see that unstable autoresonant
solution ρ1
∗
(τ) ∼ √λτ , ψ1
∗
(τ) ∼ 0 to system (2) is stabilized with increasing of values m, while
the stability of the solution ρ2
∗
(τ) ∼ √λτ , ψ2
∗
(τ) ∼ π is not destroyed. On the other hand, the
decreasing of the parameter m leads to stabilization of another pair of captured solutions ρ3
∗
(τ),
ψ3
∗
(τ) and ρ4
∗
(τ), ψ4
∗
(τ). Note that the property of asymptotic stability implies that each stable
autoresonant solution is the attractor for two-parametric family of captured solutions to system
(2). At the same time, from asymptotic estimates (9) and (13) it follows that we have only
power convergence to the isolated solutions with asymptotics (4). Proving the absence of the
exponential convergence involves the asymptotic analysis of two-parametric family of general
solutions to system (2). This will be discussed in another paper.
Table 2. Stability of solutions ρi
∗
(τ), ψi
∗
(τ)
m < −m∗ −m∗ < m < m∗ m > m∗
i = 1 unstable unstable stable
i = 2 unstable stable stable
i = 3 stable - unstable
i = 4 stable - unstable
5. Conclusion
The proposed theory for the model system (2) can be used in the study of autoresonance
phenomena in nonlinear oscillatory systems described by equation (3). Let µ = εα−3/4 and
µ0 = (16h
2
0/3γf
2
0 )
3/4. From Theorems 3 and 4 it follows that if µ > µ0, then there exist a stable
autoresonant solution with the asymptotics
u(t) = ε1/3ρ(ε2/3t)
√
8
3γ
cos
(
ψ(ε2/3t)− φ(t)
)
+O(ε), 0 ≤ t ≤ O(ε−2/3),(14)
where ρ(τ) =
√
λτ + o(τ−1/4), λ = 2αε−4/3 and ψ(τ) = π + o(1) as τ → ∞. If 0 < µ <
µ0, then there exist a pair of stable autoresonant solution with the asymptotics (14), where
ρ(τ) =
√
λτ + o(τ−1/4), ψ(τ) = ψ0 + o(1) as τ → ∞. In this case, ψ0 ∈ {0, π} if h0 > 0, and
ψ0 ∈ {± arccos(µ/µ0)4/3} if h0 < 0.
In summary, we have investigated the stabilization problem of unstable autoresonant modes
in nonlinear oscillatory systems with the external pumping by small adiabatically varying para-
metric perturbation. We have considered the isolated autoresonant solutions with power asymp-
totics at infinity and have investigated the dependence of their stability on the values of the
perturbation parameters. It was shown that the unstable autoresonant solutions become sta-
ble as the parameter m/m∗ = m
√
4λf−2 passes through the critical values −1 and 1. The
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behaviour of captured solutions at the bifurcation points has not been considered here. This
will be discussed elsewhere.
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