This paper studies an integrated scheduling problem which consists of both production and transportation stages. Jobs are processed on a set of parallel batch-processing machines in the production stage, and then transported to a target customer in the transportation stage. The aim is to find an optimal integrated production and transportation schedule with the objective to minimize the weighted sum of total delivery time and total transportation cost with a relative preference α. A 0-1 mixed integer programming model is then constructed. To solve the proposed model, which is NP-hard, a developed GA is proposed to produce near-optimal solutions for large-size instances. Computational experiments on 720 instances with up to 150 jobs and 5 parallel batch-processing machines show the effectiveness and efficiency of the developed GA.
review on integrated production and transportation scheduling problem.
In semi-conductor and steel manufacturing industries or some chemical processing, some tasks or jobs can be processed simultaneously in batches. Such a special case is refined as the batch-processing machine model. The batchprocessing machine can process multiple jobs simultaneously in a batch. As introduced by Webster and Baker [5] , the processing time of a batch is equal to the longest processing time of the job within this batch. The scheduling problem on the batch processing machines has been extensively studied. To enrich the related study, the research has been extended to the scheduling problem on multiple batch processing machines. Guo et al. [6] presented a scheduling model on parallel batch-processing machines with step-deteriorating jobs and sequence-dependent setup times. Ozturk et al. [7] studied the parallel batch-processing machine scheduling problem with unit-size jobs. Leung and Chen [8] studied an unrelated parallel batch-processing machine scheduling problem. In addition, parallel batch-processing machine scheduling problem with different capacities is investigated in [9] and [10] . Wang and Chou [11] extended their research by introducing he real-time scheduling where jobs are released dynamically. Moreover, a special scheduling configuration where some jobs cannot be processed on machines of smaller capacity is investigated by [12] [13] [14] Most literatures on the batch-processing machine only concern the production stage. Very few studies have cast light on integrated scheduling where both production and transportation stages are taken into consideration. Tang and Gong [15] studied a related problem where jobs are transported via vehicles from a holding area to a parallel-batch machine for processing. In their study, the transportation occurs between workshops rather than between production center and the customer. Feng and Zheng [16] studied an integrated production and transportation problem on the batch-processing machine. However, only a single batch-processing machine is considered in their study. Most similar scheduling problem on parallel batch processing machines to our study is the work of Jia et al. [17] . In contrast to our work, they only focus on the scenario where all the jobs have the identical processing time.
The main contributions of this paper are as follows: firstly, we introduce the parallel batch-processing machines and nonidentical processing time jobs into the integrated production and transportation scheduling problem, which is different from the issues addressed in the related literatures mentioned above. Secondly, considering NP-hardness of the problem studied in this paper, a developed GA is proposed for solving large-scale problems. Its performance is demonstrated by comparing with a leading commercial solver. The efficiency and effectiveness of the proposed GA provides basis for developing efficient heuristics for similar problems.
The remainder of this paper is organized as follows: Section 2 describes the integrated production and transportation scheduling on parallel batch-processing machines. The mathematical formulation is provided in this section as well. In section 3, a genetic algorithm is designed to solve the problem. Computational experiments are conducted in Section 4. Finally, conclusions and future research direction are presented in Section 5.
II. PROBLEM STATEMENT
The problem is formally described as follows. A set of totally n jobs is released by a customer to be processed on a set of m parallel batch-processing machines. Each job J i is of a non-negative processing time p i and a unit package size. In the production stage, each batch-processing machine has a bounded batch capacity to process at most B jobs simultaneously, B < n. The processing time of a processing batch B j k on the batch-processing machine j is
In the transportation stage, each completed job can be grouped in batches and delivered by vehicles from the production stage to the customer who request for it. Moreover, there are sufficient vehicles each with a loading capacity as C < n. Let t be the transportation time from the production stage to the customer. It consumes a transportation cost as T in a round trip between the production stage and customer.
Assume that there are totally N delivery batches in the transportation stage. Then the total transportation cost TC = N ·T . In addition, for a job i processed in the processing batch B j k on the batch-processing machine j, its delivery time can be calculated as D i = C B j k + t, where C B j k is the completion time of the processing batch B j k . Similar to Chen and Vairaktarakis [2] , we use total delivery time to represent the customer service level, total transportation cost and relative preference on them respectively. The aim in this paper is to find an integrated production and transportation schedule to minimize the weighted sum of total delivery time and total transportation cost with a relative preference α, i.e., α
TC are the total delivery time and the total transportation cost respectively.
Mathematical Formulation: In this section, a mixed integer programming model is constructed for the integrated production and transportation scheduling problem on parallel batch processing machines. Before presenting the MIP model, the definitions of problem parameters and decision variables are presented as follows.
Parameters: p i : the processing time of job i B: capacity of the batch-processing machines C: loading capacity of the vehicles t:
transportation time from the production stage to the customer T : transportation cost in a round trip between the production stage and customer α:
the decision maker's relative preference between customer service level and transportation cost, where 0 ≤ α ≤ 1. M : a sufficiently large number Decision Variables: x ijk : binary variable x ijk = 1 if job J i is processed in B j k , i.e., the k-th processing batch of machine j, otherwise x ijku = 0; y iu : binary variable y iu = 1 if job J i is delivered to the customer in the u-th delivery batch, otherwise y iu = 0; z u : binary variable z u = 1 if the u-th delivery batch is an active delivery, otherwise z u = 0; C i : the completion time of job J i . C jk : the completion time of B j k , i.e., the k-th processing batch of machine j. L u :
the departure time of the u-th delivery batch from the production stage D i :
the delivery time of the job i Model Formulation:
Subject tō
n u=1 y iu = 1 ∀i = 1, . . . , n (14)
The objective (1) minimizes the weighted sum of the total delivery time and the total transportation cost with the relative preference α. Constraint (2) calculates the completion time of a processing batch; Constraints (3) and (4) calculate the jobs completion time; Constraint (5) guarantees that the delivery batch cannot leave the production stage until all the jobs assigned to it are completed; Constraint (6) calculates the jobs delivery time; Constraint (7) guarantees that the number of jobs processed in a processing batch should not exceed the machine capacities; Constraint (8) guarantees that the total delivery load of the delivery batch should not exceed the loading capacity; Constraints (9) and (10) guarantee that there is no empty processing (resp. delivery) batch before an active processing (resp. delivery) batch for each machine (resp. vehicle); Constraints (11) and (12) prevents empty delivery batch; Constraint (13) guarantees that each jobs is processed in at most one processing batch on one machine; Constraint (14) guarantees that each jobs is delivered in at most one delivery batch; Constraints (15) (16) (17) (18) (19) specify the binary conditions or the non-negativity of all the decision variables.
The problem studied in this paper is an extension of the NP-hard problem studied in Chen and Vairaktarakis [2] where the machine can process at most one job at any time. Therefore, the studied problem is also NP-hard.
III. GENETIC ALGORITHM
In this section, we develop an improved genetic algorithm (GA). GA is introduced by Goldberg and Holland [18] who inspired from the evolution process of human beings. The principle of GA is to renew population (solutions) based on natural selection rule and the strongest survival mechanism to avoid inbreeding reproduction (local optimum). The renew process continues from generation to generation until the stopping criterion is met. In the following, the main components of GA for the problem studied in this paper such as encoding representation, initiation population generation, genetic operators, fitness evaluation and generation renew are presented.
A. ENCODING REPRESENTATION
In the developed GA, a partial solution specifying the production schedule of n jobs is presented by a chromosome with a 3×n matrix, where the first and second rows represent job indices and processing batches respectively. Particularly, a binary string (0,1) is used in the second rows, in which a string '1' in the second row and the third row tag the last processed job in a processing batch and the last processing batch in a machine respectively; and '0' if not. In addition, if a gene in the second row is filled with a string 1, another string (1,. . . ,m) is used to fill in that gene to denote the machine taking that processing batch. An example of an encoded chromosome is illustrated in Fig. 1 . In such an example, jobs {J 2 , J 5 } are grouped into the first processing batch and processed in the first machine, jobs {J 8 , J 4 , J 1 } are grouped into the second processing batch and processed on the second machine. Finally, jobs {J 6 , J 9 , J 7 , J 3 } are grouped into the third processing batches and processed on the first machine.
After the production schedule is proposed by the encoding representation, a dynamic algorithm DP is proposed to determine the corresponding optimal delivery schedule of the proposed production schedule. The Algorithm DP will be presented in the decoding process. 
Algorithm 1 Initial Population Generation
Input: population pop=Ø and population size N . Output: initial population pop. for w = 1, . . . , N , do chrom_w= Ø % Initial the 3×n chromosome matrix; chrom_w← (3, n) %Define the size of the chromosome matrix;
chrom_w (1,1: To run the GA, an initial population with a population size N is generated using Algorithm 1. Algorithm 1 is an iterative process that firstly generating the first row of the chromosome matrix randomly, and then generating the second row of the chromosome matrix by filling all the processing batch with B jobs successively in the sequence of the first row. Finally, Algorithm 1 generates the third row of chromosome matrix by allocating the processing batches illustrated in the second row to the machines in FCFS (First Come First Serve) rule. The framework of Algorithm 1 is presented as follows:
C. DECODING PROCESS AND FITNESS EVALUATION
In this part, the chromosome matrix obtained by Algorithm 1 is decoded such that its corresponding objective value can be computed. In the decoding procedure, we call a Algorithm DP based on dynamic programming to obtain Algorithm DP Input: an initial job sequence J={J I (1) , J I (2) , . . . , J I (n) } and corresponding completion time C={C I (1) , C I (2) , . . . , C I (n) }. Initialization: ObjV(0)=0.
for i = 1, . . . , n, do the corresponding optimal delivery schedule to calculate the value of the objective function (1) .
The optimal value obtained by Algorithm DP based on a given production schedule is then equal to ObjV(n), and the corresponding transportation schedule can be found by backtracking from ObjV(n) to ObjV(0).
There are totally n states of ObjV(i), and the value of each state is calculated in O (C) time. So the computational complexity of Algorithm 1 is O (Cn).
With the results of Algorithm DP, the objective values of all individuals can be computed. In order to compare the adaptability of each individual, the fitness function Fitness = 1/ObjV is applied due to the minimization nature of the problem, where ObjV is the value of the objective function (1).
D. GENETIC OPERATOR DESIGNS
To enlarge the diversification in each generation, the selection, crossover, mutation, and repair operators are applied to generate new individuals.
1) SELECTION OPERATOR
The roulette wheel sampling method is adopted to select preferred individuals (chromosomes) as parents from the mating pool. Each individual in the current generation is assigned with a slice of a circular roulette wheel according to his fitness. Probability of being selected is proportional to the corresponding slice size.
2) CROSSOVER OPERATOR
In the crossover operator, information between two selected parent chromosomes are exchanged to produce better offspring. A real number between 0 and 1 is generated arbitrarily for the two chromosomes. If it is less than the given crossover probability p c , a crossover procedure is then performed. To perform crossover, two parent chromosomes denoted as Parent 1 and Parent 2 are selected randomly from the mating pool. In addition, two random position c 1 and c 2 are chosen (c 1 < c 2 ). The genes from the position c 1 to c 2 in the chromosome of Parent 1 are placed in the same chromosome positions of Child 1. The remaining chromosome positions of the Child 1 are then filled with the genes which does not occupied from Parent 1. Those genes are filled in the order in which they appear in the chromosome of Parent 2. Similarly, Child 2 is generated in the same procedure by exchanging Parent 1 and Parent 2. An typical crossover procedure is shown in Fig. 2 . 
3) MUTATION OPERATOR
For each child generated by the crossover operator, a pairwise exchange mutation operator is applied independently to enlarge the search space. A real number between 0 and 1 is generated arbitrarily for a chromosomes. If it is less than the given mutation probability p m , a mutation procedure is then performed. In the pairwise exchange mutation operator, two random position m 1 and m 2 are chosen (m 1 < m 2 ). The genes at the position m 1 and m 2 in the chromosome are then exchanged to form a new chromosome, as shown in Fig. 3 . 
4) REPAIR OPERATOR
Both crossover operator and mutation operator might generate child chromosomes which violate the machine capacity constraint, and thus correspond to an infeasible solution. A repair operator is then adopted to guarantee that all the generated child chromosomes are feasible. The repair operator accumulates the number of jobs, which correspond to gene '0' occurring continuously in the second row of the child chromosome. When the total number of jobs equals to the machine capacity at column j in the chromosome, the repair operator then changes the gene '0' to '1' in row 2, column j of the chromosome. In addition, the last gene of row 2 must be guaranteed to be '1' to represent the end of the processing. After the second row is updated by adding some '1', the third row must also be updated by allocated new processing batches to the suitable machine. In the repair operator, a new processing batch B k j is allocated to the first available machine. In this way, an infeasible child chromosome can be repaired to be a feasible one. A typical example of the repair operator is illustrated in Fig. 6 . In the example, the machine capacity is B = 3. It can be observed that chromosome in Fig. 4 is an infeasible production schedule since it violates the machine capacity constraints and in the last four columns, FIGURE 4. An example of the repair operator. VOLUME 7, 2019 and the last processing batch is not finished by '1'. To repair it, the last gene in row 2 is changed to '1'. Then we verify if the machine capacity constraint is respected for all the processing batches. We observe that the cumulated number of the last processing batch containing jobs J 6 , J 8 , J 5 , J 7 is 4 that violates the machine capacity B. Thus the gene in row 2 of the job J 5 is changed to 1. In this way, two new processing batches containing jobs {J 6 , J 8 , J 5 } and {J 7 } is added. They are allocated in the first and the second machine respectively, and then the third row of the chromosome matrix is updated.
In the GA algorithm, an elite reserved strategy is adopted to reduce the solution space. In the elite reserved strategy, the individual with the minimum objective value in each generation will be selected to the next generation. The above GA procedures repeat in each iteration until reaching the maximum number of generations. Finally, the individual with the minimum objective value in the last generation is selected as the solution for the problem. In summary, the framework of the proposed GA is presented as follows, where gen_max, N , p c and p m represent to the maximum number of iterations, populations size of each generation, crossover probability, and mutation probability respectively.
IV. NUMERICAL EXPERIMENTS
This section implements numerical experiments and solves both small-and large-size instances to assess the computational behaviour of the proposed GA. The optimal solutions are calculated by a commercial optimization software to evaluate the quality of solutions obtained by proposed GA. The numerical experiments is coded and solved using C++ Microsoft Visual Studio 2017 on an Intel Core i7 6500 2.5 GHz machine with 8 GB RAM. And ILOG CPLEX v12.7.1 linked in C++ environment is used to obtain the optimal solutions.
The numerical experiments involves test problems with m = 2, 3, 5 machines and n = 5, 8, 10, 15, 30, 60, 90, 150 jobs. In the objective function, the relative preference between customer service level and transportation cost is set to be α = 0.2, 0.5, 0.8. In the production stage, the processing time a job J i is generated randomly from the interval [1] , [20] (i.e., 1 ≤ p i ≤ 20). In the small-size instance where n ≤ 15, the machine capacity B = 3 is a reasonable parameter settings. While in the large size instance where n > 15, the machine capacity is set to be B = 8. In the transportation stage, both the transportation time and transportation cost for a delivery batch is set to be t = T = 10. Similar as the machine capacity, the loading capacity of a vehicle is set to be C = 3 in the small-size instance where n ≤ 15, and C = 8 in the large-size instance where n > 15. There are 10 replications generated for each combination of m, n, and α, resulting in totally 720 test problems.
As for the proposed GA, the relevant parameters including the maximum generation, population size, crossover probability, and mutation probability are (gen_max, N , p c , p m ) = (2000, 300, 0.7, 0.2). This parameter choice is chosen by a three-step procedure introduced by Amraoui et al. [19] , as further shown in Appendix A.
In addition, the performance indicators are introduced to evaluate the proposed GA. Specifically, indicators Obj_C and Obj_G represent the average objective value obtained by CPLEX and GA respectively. Indicators CPU_C and CPU_G represent the average computational time of CPLEX and GA respectively. To compare GA with CPLEX, we use the indicator GAP to record the deviation between CPLEX and GA. A negative Gap implies that GA get a better solution compared with CPLEX within 7200 seconds. Moreover, for the proposed GA, each instance is solved 10 times to calculate the coefficient of variation for the heuristic solutions. The coefficient of variation for the solutions is denoted as COV.
The computational results of the numerical experiments are reported in Table 1 . The first three column represents the indices of different instances. Columns 4 and 5 record the objective values and CPU time of CPLEX. Columns 6-8 present the average objective values, the average CPU time and coefficient of variation for the solutions obtained by GA respectively. Columns 9 record the deviation between CPLEX and GA.
It can be seen that the CPU time for using CPLEX explodes rapidly with the number of jobs n. While n grows to 10, CPLEX cannot solve the problem within 2 hours, and when n grows to 150 and m grows to 2, CPLEX 12.7.1 runs out of memory within 2 hours. For the performance of the proposed GA, it can provide almost the same objective values with CPLEX when n ≤ 8, and the Gap is less than 0.43%. When n ≥ 10, GA algorithm solves the problem within much less CPU time and yields better results compared with those using CPLEX within 2 hours. Compared with CPLEX, the CPU time for using GA grows more modestly with the number of jobs n. In addition, it is found that the proposed GA is robust since it corresponds to a very small COV as shown in Columns 7 in Table 1 . From these tested instances, it can be concluded that the proposed GA not only provides near-optimal and robust solutions but also saves a lot of computational time.
V. CONCLUSION
In this paper we investigate an integrated scheduling problem considering both production and distribution operations, in which jobs are processed on a set of parallel batch-processing machines and then delivered to customers via sufficient vehicles. The objective function embodies both customer service level and total transportation cost. Since the studied problem is NP-hard, which cannot be solved within a reasonable time for large-size applications, a developed GA is proposed. Numerical experiments demonstrate the sufficiency of the proposed GA, which show incremental contribution in daily operations for semi-conductor and steel manufacturing industries with batch-processing machines.
Theoretically, it would be interesting to improve our research by introducing multiple customers. In such a problem, the vehicle routing problem needs to be considered. Another further work is to consider the scenario where the job are released to the production stage dynamically.
APPENDIX
In the GA algorithm, the maximum generation is set to be 2000 since all the instances trend to a fixed value before the 2000-th iteration. In this paper, a three-step procedure introduced in [19] is adapted to select a better combination of GA parameters in order to ensure the performance of the genetic algorithm. The GA parameter turning processes are shown as follows:
Step 1: Generate 10 instance for testing the performance of the GA algorithm under different parameter combinations.
Step 2: Define eight kinds of parameter combinations as 1 , 2 , · · · , 8 . For each kind of parameter combination, run the 10 instance generated in Step 1 to record the average objective value and the average CPU time.
Step 3: The Friedman test and Bonferroni-Dunn tests are performed successively to choose the best parameter combination among 1 , 2 , · · · , 8 .
For each instance, the Friedman test ranks 1 , 2 , · · · , 8 according to their solution. The parameter combination with the best solution is ranked as 1, while that with the worst solution is ranked as 8. As shown in Table 10 , the indicator cost defines the mean rank of a parameter combination among 10 instances, and time defines the CPU time in seconds. After then, the best parameter combination is selected based on the pairwise comparisons of mean ranks in the Bonferroni-Dunn test. According to Table 2 , ψ 7 (i.e., |pop| = 300, p c = 0.8, p m = 0.2) is the most appropriate parameter combination for the GA algorithm in this paper.
