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FACULTAD DE CIENCIAS
DEPARTAMENTO DE MATEMÁTICAS
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En esta tesis se demuestra que una superficie orientable L1-2-tipo en S3 es ó un abierto
de un producto riemanniano estándar de la forma S1(
√
1− r2) × S1(r), ó es de curvatura
media no constante, curvatura gaussiana no constante, y curvaturas principales no constan-
tes; y que una superficie L1-2-tipo en H3 es ó un abierto de H1(−
√
1 + r2) × S1(r), ó es de
curvatura media no constante, curvatura gaussiana no constante, y curvaturas principales no
constantes; mostrando también que los resultados obtenidos de forma independiente pueden
unificarse.
In this thesis we show that a connected L1-2-type surface in S3 is either an open portion
of a standard Riemannian product S1(
√
1− r2)× S1(r), or it has non constant mean curva-
ture, non constant gaussian curvature, and non constant principal curvatures; we also show
that an L1-2-type surface in H3 is either an open portion of H1(−
√
1 + r2)× S1(r), or it has
non constant mean curvature, non constant gaussian curvature, and non constant principal
curvatures; showing as well that the results obtained independently can be unified.
Palabras claves: Superficie; Superficie esférica; Superficie hiperbólica; Operador L1 de
Cheng-Yau; Superficies L1-tipo-finito; Superficie L1-biarmónica; Transformación de Newton.
keywords: Surface; Spherical surface; Hyperbolic surface; Cheng-Yau operator L1; L1-
finite-type surfaces; L1-biharmonic surfaces; Newton transformation.
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Introducción
A finales de los años setenta, B.Y. Chen introdujo subvariedades M de tipo finito (es decir,
subvariedades cuya inmersión isométrica en el espacio eucĺıdeo, o pseudo-espacio eucĺıdeo,
son construidas a partir de funciones propias de su operador Laplaciano). Los primeros re-
sultados en este tema fueron recopilados en su libro [5], y en los art́ıculos posteriores, Chen
ha publicado una cuenta detallada del desarrollo reciente de problemas y conjeturas acerca
de las subvariedades de tipo finito [6, 7]. Es bien conocido que el operador Laplaciano ∆
de una hipersuperficie M inmersa en Rn+1 es un operador (intŕınseco) diferencial lineal de
segundo orden, el cual aparece naturalmente como el operador linealizado de la primera va-
riación de la curvatura media para variaciones normales de la superficie. Desde este punto
de vista, el operador Laplaciano ∆ puede ser visto como el primer elemento de una sucesión
de operadores ∆ = L0, L1, L2, . . . , Ln−1, donde Lk representa el operador linealizado de la
primera variación de las (k + 1)-ésimas curvaturas medias que surgen a partir de variacio-
nes normales de la hipersuperficie (ver, por ejemplo, [17]). Estos operadores están dados por
Lk(f) = tr(Pk ◦ ∇2f) para una función diferenciable f en M , donde Pk denota la k-ésima
transformación de Newton asociada a la segunda forma fundamental de la hipersuperficie y
∇2f denota el operador lineal autoadjunto métricamente equivalente al Hessiano de f . En
particular, cuando k = 1 el operador L1 no es más que el operador introducido por Cheng y
Yau [9] para el estudio de hipersuperficies con curvatura escalar constante.
La noción de subvariedad de tipo finito puede definirse para cualquier operador Lk (ver
[11]), por lo que es natural pensar en obtener nuevos resultados y compararlos con los
resultados clásicos. Por ejemplo, es bien conocido que las únicas superficies L0-2-tipo en
la esfera unitaria 3-dimensional S3 son abiertos del producto riemanniano de dos ćırculos
S1(
√
1− r2)× S1(r), 0 < r < 1 (ver [5, 4, 10]), y que las únicas superficies L0-2-tipo en el es-
pacio hiperbólico unitario 3-dimensional H3 son abiertos del producto H1(−
√
1 + r2)×S1(r),
r > 0 (ver [7, 8]).
El objetivo de este trabajo es realizar una monograf́ıa sobre las superficies L1-2-tipo
inmersas en la esfera unitaria S3 y en el espacio hiperbólico unitario H3, basándonos en los
resultados obtenidos por P. Lucas y H. F. Ramı́rez-Ospina publicados en los art́ıculos Surfaces
in S3 of L1-2-type, publicado en el bolet́ın Bulletin of the Malaysian Mathematical Sciences
Society y Hyperbolic surfaces of L1-2-type, publicado en el bolet́ın Bulletin of the Iranian
Mathematical Society. Más espećıficamente, si M2 es una superficie L1-2-tipo, es decir, posee
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la siguiente descomposición espectral de su vector posición ψ:
ψ = ψ0 + ψ1 + ψ2, L1ψ1 = λ1ψ1, L1ψ2 = λ2ψ2, λ1 6= λ2
donde ψ0 es un vector constante en R4t , y ψ1, ψ2 son funciones no constantes diferenciables
en M2, R4t -evaluadas; entonces, a partir de lo realizado en [15, 16], podemos encontrar las
siguientes caracterizaciones de la superficie M2:
Teorema 1 Sea ψ : M2 → S3 ⊂ R4 una superficie orientable L1-2-tipo. Entonces M2 es
o un abierto del producto riemanniano estándar S1(a) × S1(b) donde a2 + b2 = 1, o M2
tiene curvatura media no constante H, curvatura gaussiana no constante K y curvaturas
principales no constantes κ1 y κ2.
Teorema 2 Sea ψ : M2 → H3 ⊆ R41 una superficie orientable L1-2-tipo. Entonces M2
es o un abierto del producto riemanniano estándar H1(−
√
1 + r2) × S1(r), r > 0; o M2
tiene curvatura media no constante H, curvatura gaussiana no constante K y curvaturas
principales no constantes κ1 y κ2.
Nuestra motivación principal es la unificación de los teoremas anteriores. En este trabajo
se presentarán todos los pre-requisitos principales para abordar el tema, y se expondrán de
una forma clara todas las demostraciones presentadas de los resultados enunciados.
Esta monograf́ıa está organizada de la siguiente manera: En el caṕıtulo 1 introducimos los
conceptos básicos de la geometŕıa diferencial para superficies: primero presentamos la cone-
xión de Levi Civita y el tensor de curvatura para una variedad, el cual nos permite definir la
curvatura de Gauss de una variedad; en la sección 1.1 describimos el concepto de subvariedad,
describiendo la conexión inducida y la segunda forma asociada a la inmersión, para después
restringirnos al caso de hipersuperficies espaciales, definiendo entonces el operador forma y
la curvatura media de la hipersuperficie, terminando la sección con un lema que nos permite
construir hipersuperficies a partir de funciones de valor real, mostrando algunos ejemplos de
gran interés para el presente trabajo; en la sección 1.2 se realiza un análisis detallado de las
transformaciones de Newton asociadas al operador forma de una hipersuperficie, presentando
un resultado que será de suma importancia para este trabajo. En el caṕıtulo 2 describimos
el espacio Mnc y analizamos las hipersuperficies L1-tipo finito inmersas en Mnc : en la sección
2.1 calculamos expresiones para L1ψ, L1N y L
2
1ψ para una hipersuperficie; en la sección
2.2 mencionamos brevemente las superficies L1-biarmónicas y su relación con las superficies
L1-tipo-finito; en la sección 2.3 presentamos ejemplos de superficies L1-1-tipo y L1-2-tipo en
la esfera S3 y el espacio hiperbólico H3, deduciendo un sencillo lema que es pieza clave en la
demostración de los resultados principales. En el último caṕıtulo exponemos el teorema de
clasificación de las superficies L1-2-tipo en M3c : En la sección 3.1 establecemos las ecuaciones
que caracterizan las superficies L1-2-tipo; en la sección 3.2 realizamos la demostración de los
resultados que en conjunto son la base para obtener dicha clasificación; y finalmente en la
sección 3.3 concluimos presentando el teorema de clasificación, cuya demostración se sigue
de los teoremas presentados en la sección anterior.
Caṕıtulo 1
Preliminares
Comenzaremos por fijar la notación que usaremos en lo sucesivo. Sea (Mn, g) una variedad
semi-riemanniana de dimensión n provista de una métrica g, que también denotaremos en
caso de no haber ambigüedad por 〈, 〉. Aśı, a cada punto p ∈M podemos asociarle una forma
bilineal, simétrica y no-degenerada gp : TpM × TpM → R, donde TpM denota el espacio
tangente de la variedad M en el punto p.
Nota 1.1 El ı́ndice de la métrica gp es el número entero k que corresponde a la dimensión
del mayor subespacio W ⊂ TpM donde gpW×W es definida negativa.
El valor común k del ı́ndice de las métricas gp sobre una variedad semi-riemanniana M
se denomina el ı́ndice de la variedad M . Si M es una variedad de ı́ndice k = 0, entonces se
dice que M es una variedad de Riemann, y en ese caso cada gp es un producto interno sobre
TpM . Si k = 1 y n ≥ 2, se dice que M es una variedad de Lorentz.
Consideremos la variedad diferenciable Rn+1t , dotada con la forma bilineal simétrica y no
degenerada 〈, 〉t, donde x = (x1, x2, ..., xn+1) ∈ Rn+1t es el sistema coordenado usual de Rn+1,
el cual está dotado con la métrica plana 〈, 〉t definida por







donde x = (x1, x2, ..., xn+1), y = (y1, y2, ..., yn+1) son elementos de Rn+1t , para t = 0, 1, ..., n.
Observemos que cuando t = 0 tenemos la métrica usual sobre Rn+1, cuando t = 1 estamos
en el espacio de Lorentz-Minkowski de dimensión n+ 1, y en general para 1 ≤ t ≤ n tenemos
que la métrica 〈, 〉t es de ı́ndice t.
Como la métrica 〈, 〉t de Rn+1t es semi-riemanniana, dado un vector v ∈ Rn+1t pueden
darse los siguientes casos dependiendo de su carácter causal:
Decimos que v es espacial si 〈v, v〉t > 0 ó v = 0.
Decimos que v es temporal si 〈v, v〉t < 0.
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4 CAPÍTULO 1. PRELIMINARES
Decimos que v es luminoso si 〈v, v〉t = 0 y v 6= 0
Denotaremos por X(M) al conjunto de campos de vectores diferenciables sobre M , y
por F(M) al conjunto de funciones diferenciables definidas sobre M con imagen real. En
particular, si X ∈ X(M) y f ∈ F(M) se tiene que
X(p) = Xp ∈ TpM ∀p ∈M y X(f) ∈ F(M) ∀f ∈ F(M).
Recordemos que dados X, Y ∈ X(M) se define el corchete de Lie de dichos campos
como el campo diferenciable [X, Y ] = XY − Y X. El corchete de Lie satisface las siguientes
propiedades:
a) (Linealidad en el primer argumento) Para toda terna X, Y , Z ∈ X(M):
[X + Y, Z] = [X,Z] + [Y, Z]
b) (Linealidad en el segundo argumento) Para toda terna X, Y , Z ∈ X(M):
[X, Y + Z] = [X, Y ] + [X,Z]
c) (Antisimetŕıa) Para todo par X, Y ∈ X(M):
[Y,X] = −[X, Y ]
d) Para todo par de campos de vectores diferenciables X, Y ∈ X(M), y para todo par de
funciones diferenciables f1, f2 ∈ F(M):
[f1X, f2Y ] = f1f2[X, Y ] + f1(X(f2))Y − f2(Y (f1))X









Z, [X, Y ]
]
= 0
Sean X y Y campos de vectores sobre una variedad semi-riemanniana M . El objetivo es
definir un nuevo campo de vectores sobre M , que notaremos ∇XY , cuyo valor en cada punto
p ∈M sea el vector variación de Y en la dirección Xp.
Este nuevo campo recibe el nombre de derivada covariante o conexión a una variedad
diferenciable M , para ello exigiremos la existencia de un operador ∇, que recibe a su vez el
nombre de conexión lineal, que asigne a cada par de campos de vectores X, Y ∈ X(M) un
nuevo campo de vectores ∇XY satisfaciendo las propiedades que enunciaremos a continua-
ción:
Definición 1.2 Una conexión ĺıneal ∇ en M es una aplicación
∇ : X(M)× X(M) −→ X(M)
(X, Y ) 7−→ ∇XY
que satisface para cada X, Y , Z ∈ X(M) y f ∈ F(M)
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1) ∇X+YZ = ∇XZ +∇YZ,
2) ∇fXY = f∇XY ,
3) ∇X(Y + Z) = ∇XY +∇XZ,
4) ∇X(fY ) = (Xf)Y + f∇XY .
El campo de vectores ∇XY recibe el nombre de derivada covariante de Y con respecto a
X.
Trataremos ahora de establecer un resultado fundamental en la geometŕıa semi-riemanniana,
como lo es el de la existencia de una única conexión que cumpla además las siguientes pro-
piedades
[X, Y ] = ∇XY −∇YX, (Simetŕıa)
X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉. (Compatibilidad)
Para garantizar la existencia de dicha conexión necesitaremos del siguiente resultado del
álgebra, cuya demostración podemos encontrar por ejemplo en [13, pág 60]:
Lema 1.3 Sea M una variedad semi-riemanniana, entonces existe un isomorfismo F(M)-
lineal entre X(M), el conjunto de los campos de vectores sobre M , y Ω1(M), el conjunto de
las 1-formas sobre M , dado por
X ∈ X(M)→ X∗ ∈ Ω1(M), donde X∗(Y ) = 〈X, Y 〉 ∀Y ∈ X(M).
X∗ es llamada la 1-forma métricamente equivalente a X.
El siguiente resultado nos permite garantizar la existencia y unicidad de la conexión con
las propiedades deseadas:
Teorema 1.4 Sea M una variedad semi-riemanniana. Existe una única conexión lineal ∇
que satisface
[X, Y ] = ∇XY −∇YX (Simétrica), (1.1)
X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉 (Compatible). (1.2)
Para todo X, Y, Z ∈ X(M), ∇ queda determinada por la fórmula:
2〈∇XY, Z〉 = X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉
− 〈X, [Y, Z]〉+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉 (1.3)
La anterior expresión recibe el nombre de la fórmula de Koszul.
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Demostración. Veamos primero la unicidad: Supongamos que ∇ es una conexión sobre M
que satisface las relaciones (1.1) y (1.2). Entonces:
X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉, (1.4)
Y 〈Z,X〉 = 〈∇YZ,X〉+ 〈Z,∇YX〉, (1.5)
Z〈X, Y 〉 = 〈∇ZX, Y 〉+ 〈X,∇ZY 〉. (1.6)
Ahora, sumando (1.4) y (1.5), y restando (1.6), se tiene por la simetŕıa de ∇
X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉 = 〈[X,Z], Y 〉+ 〈[Y, Z], X〉+ 〈[Y,X], Z〉
+ 2〈∇XY, Z〉.
Por lo tanto, por la antisimetŕıa del corchete de Lie, tenemos
2〈∇XY, Z〉 = X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉 −
(
〈[X,Z], Y 〉+ 〈[Y, Z], X〉+ 〈[Y,X], Z〉
)
= X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉 − 〈X, [Y, Z]〉+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉.
Para mostrar la existencia, definimos
β(X, Y, Z) = X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉 − 〈X, [Y, Z]〉+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉.
Fijando X, Y ∈ X(M), obtenemos la aplicación
α : X(M) −→ F(M)
Z 7−→ α(Z) = β(X, Y, Z).
Veamos que α es F(M)-lineal: Sean Z, W ∈ X(M), la igualdad α(Z+W ) = α(Z)+α(W )
es inmediata a partir de la linealidad en cada argumento de la forma bilineal 〈, 〉 y del corchete
de Lie. Veamos ahora que α(fZ) = fα(Z):
α(fZ) = β(X, Y, fZ)
= X〈Y, fZ〉+ Y 〈fZ,X〉 − fZ〈X, Y 〉 − 〈X, [Y, fZ]〉+ 〈Y, [fZ,X]〉+ 〈fZ, [X, Y ]〉
= X(f)〈Y, Z〉+ fX〈Y, Z〉+ Y (f)〈Z,X〉+ fY 〈Z,X〉 − fZ〈X, Y 〉
− 〈X, f [Y, Z]〉 − 〈X, Y (f)Z〉+ 〈Y, f [Z,X]〉 − 〈Y,X(f)Z〉+ 〈fZ, [X, Y ]〉
= fX〈Y, Z〉+ fY 〈Z,X〉 − fZ〈X, Y 〉 − f〈X, [Y, Z]〉+ f〈Y, [Z,X]〉+ 〈fZ, [X, Y ]〉
= fβ(X, Y, Z) = fα(Z).
Aśı, α es F(M)-lineal y por consiguiente una 1-forma. Por el Lema 1.3, existe un único
campo de vectores en X(M), que denotaremos ∇XY , tal que
2〈∇XY, Z〉 = β(X, Y, Z) ∀Z ∈ X(M).
Por la definición de β se obtiene la fórmula de Koszul, y de ella se pueden deducir las
propiedades de la Definición 1.2 y las propiedades (1.1) y (1.2).
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Las propiedades 1 y 3 de la Definición 1.2 son consecuencia inmediata de la linealidad en
cada argumento de la forma bilineal 〈, 〉 y del corchete de Lie. Para la demostración de la
propiedad 2, sean X, Y ∈ X(M). Tenemos por las propiedades del corchete de Lie que para
todo Z ∈ X(M)
2〈∇fXY, Z〉 = fX〈Y, Z〉+ Y 〈Z, fX〉 − Z〈fX, Y 〉 − 〈fX, [Y, Z]〉+ 〈Y, [Z, fX]〉
+ 〈Z, [fX, Y ]〉
= fX〈Y, Z〉+ Y (f〈Z,X〉)− Z(f〈X, Y 〉)− f〈X, [Y, Z]〉
+ 〈Y, f [Z,X] + Z(f)X〉+ 〈Z, f [X, Y ]− Y (f)X〉
= fX〈Y, Z〉+ Y (f)〈Z,X〉+ fY 〈Z,X〉 − Z(f)〈X, Y 〉 − fZ〈X, Y 〉




X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉 − 〈X, [Y, Z]〉+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉
)
= 2f〈∇XY, Z〉.
Como esto se cumple para todo Z ∈ X(M), entonces ∇(fX)Y = f∇XY . Para la demos-
tración de la propiedad 4, sean X, Y ∈ X(M). Tenemos por las propiedades del corchete de
Lie que para todo Z ∈ X(M)
2〈∇X(fY ), Z〉 = X〈fY, Z〉+ fY 〈Z,X〉 − Z〈X, fY 〉 − 〈X, [fY, Z]〉+ 〈fY, [Z,X]〉
+ 〈Z, [X, fY ]〉
= X(f〈Y, Z〉) + fY 〈Z,X〉 − Z(f〈X, Y 〉)− 〈X, f [Y, Z]− Z(f)Y 〉
+ f〈Y, [Z,X]〉+ 〈Z, f [X, Y ] +X(f)Y 〉
= X(f)〈Y, Z〉+ fX〈Y, Z〉+ fY 〈Z,X〉 − Z(f)〈X, Y 〉 − fZ〈X, Y 〉
− f〈X, [Y, Z]〉+ Z(f)〈X, Y 〉+ f〈Y, [Z,X]〉+ f〈Z, [X, Y ]〉
+X(f)〈Z, Y 〉
= 2X(f)〈Z, Y 〉+ f
(
X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉 − 〈X, [Y, Z]〉
+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉
)
= 2〈X(f)Y, Z〉+ 2f〈∇XY, Z〉,
de donde ∇X(fY ) = X(f)Y +f∇XY . Para mostrar la simetŕıa sean X, Y ∈ X(M). Tenemos
por la antisimetŕıa del corchete de Lie que para todo Z ∈ X(M)
2〈∇XY −∇YX,Z〉 = X〈Y, Z〉 − Y 〈X,Z〉+ Y 〈Z,X〉 −X〈Z, Y 〉 − Z〈X, Y 〉+ Z〈Y,X〉
− 〈X, [Y, Z]〉+ 〈Y, [X,Z]〉+ 〈Y, [Z,X]〉 − 〈X, [Z, Y ]〉+ 〈Z, [X, Y ]〉
− 〈Z, [Y,X]〉
= 〈Z, [X, Y ]〉 − 〈Z, [Y,X]〉 = 2〈[X, Y ], Z〉.
Concluimos que ∇XY −∇YX = [X, Y ]. Finalmente, para mostrar la compatibilidad sean
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X, Y , Z ∈ X(M). Entonces
2〈∇XY, Z〉+ 2〈∇XZ, Y 〉 = X〈Y, Z〉+X〈Z, Y 〉+ Y 〈Z,X〉+ Z〈Y,X〉 − Z〈X, Y 〉
− Y 〈X,Z〉 − 〈X, [Y, Z]〉 − 〈X, [Z, Y ]〉+ 〈Y, [Z,X]〉
+ 〈Z, [Y,X]〉+ 〈Z, [X, Y ]〉+ 〈Y, [X,Z]〉
= 2X〈Y, Z〉.
En resumen, X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉, como queŕıamos mostrar. 2
Definición 1.5 La conexión definida por la fórmula de Koszul se denomina como la conexión
métrica o conexión de Levi-Civita de (M, 〈, 〉).
Asociada a una conexión ∇ sobre una variedad M se define el tensor de curvatura. Si
denotamos por ∇0 la conexión canónica sobre Rn+1t se tiene que
∇0X∇0YZ −∇0Y∇0XZ = ∇0[X,Y ]Z,
con X, Y, Z ∈ X(Rn+1t ). En contraste, este resultado falla en general para la derivada co-
variante ∇. Esta desviación es medida por un campo de tensores, el cual juega un papel
importante en toda la geometŕıa diferencial, y que definiremos a continuación. Sin embargo,
antes de ello, recordemos lo que es un tensor.
Definición 1.6 Un tensor T de orden r sobre una variedad M es una aplicación F(M)-lineal
T :
r factores︷ ︸︸ ︷
X(M)× ...× X(M) −→ F(M).
Es decir, dados Y1, Y2, ..., Yr ∈ X(M), T (Y1, Y2, ..., Yr) es una función diferenciable sobre
M , y que es F(M)-lineal en cada argumento, esto es
T (Y1, ..., fX + hZ, ..., Yr) = fT (Y1, ..., X, ..., Yr) + hT (Y1, ..., Z, ..., Yr),
para todo X, Z ∈ X(M) y f , h ∈ F(M).
Al igual que definimos la derivada covariante de un campo de vectores diferenciable con
respecto a un segundo campo, es posible definir la derivada covariante de un tensor con
respecto a un campo de vectores:
Definición 1.7 Sea T un tensor de orden r. La diferencial covariante ∇T es un tensor de
orden r + 1 definido por la expresión
(∇ZT )(Y1, ..., Yr) = ZT (Y1, ..., Yr)− T (∇ZY1, ..., Yr)− ...− T (Y1, ...,∇ZYr),
para cada Y1, Y2, ... , Yr, Z ∈ X(M).
A continuación definimos el tensor de curvatura de Riemann asociado a una variedad:
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Definición 1.8 Sea M una variedad semi-riemanniana con conexión de Levi-Civita ∇. Se
denomina el tensor de curvatura de Riemann a la aplicación
R : X(M)× X(M)× X(M) −→ X(M)
(X, Y, Z) 7−→ R(X, Y )Z = ∇[X,Y ]Z −∇X∇YZ +∇Y∇XZ.
Ejemplo 1 En el espacio Eucĺıdeo Rn con el producto interno usual tenemos que
R(X, Y )Z = 0 ∀X, Y, Z ∈ X(Rn).
En efecto, sea Z = (z1, z2, ..., zn) un campo vectorial, luego ∇0XZ = (Xz1, Xz2, ..., Xzn).
Entonces
∇0X∇0YZ = (XY z1, XY z2, ..., XY zn),
∇0Y∇0XZ = (Y Xz1, Y Xz2, ..., Y Xzn),
∇0[X,Y ]Z =
(
[X, Y ]z1, [X, Y ]z2, ..., [X, Y ]zn
)
,
lo cual implica que
R(X, Y )Z =
(




[X, Y ]z1, [X, Y ]z2, ..., [X, Y ]zn
)
= 0.
El tensor de curvatura de Riemann satisface las siguientes propiedades:
Proposición 1.9 Sean X, Y, Z,W ∈ X(M), entonces
1. R(X, Y )Z = −R(Y,X)Z,
2. R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = 0, (Identidad de Bianchi)
3. 〈R(X, Y )Z,W 〉 = −〈R(X, Y )W,Z〉,
4. 〈R(X, Y )Z,W 〉 = 〈R(Z,W )X, Y 〉.
(Para una demostración de la proposición anterior ver por ejemplo [13, pág 75]).
Relacionado con el tensor curvatura asociado a una variedad, se definen los siguientes
conceptos:
Definición 1.10 Un subespacio bidimensional σ del espacio tangente TpM se denomina sec-
ción plana a M en p.
Consideremos la aplicación
Q : TpM × TpM −→ R
(x, y) 7−→ Q(x, y) = 〈x, x〉〈y, y〉 − 〈x, y〉2.
La aplicación Q tiene las siguientes propiedades:
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a) Una sección plana σ de TpM es no-degenerada si, y solo si, Q(x, y) 6= 0 para una (y
entonces para toda) base {x, y} de σ.
En efecto Q es no degenerado en σ si, y solo si, la matriz asociada a gσ×σ es no singular.
b) Q(x, y) > 0 ∀x, y ∈ σ − {0} si, y solo si, gσ×σ es definida positiva.
c) Q(x, y) < 0 para algunos x, y ∈ σ − {0} si, y solo si, gσ×σ es indefinida.
Para establecer estas dos últimas afirmaciones, basta usar bases ortonormales.
Definición 1.11 Dado un punto p ∈ M , y v, w ∈ TpM vectores linealmente independientes
que determinan un plano σ no-degenerado de TpM , se define la curvatura seccional de σ
como
K(p, σ) = K(v, w) =
〈R(v, w)v, w〉
Q(v, w)
donde {v, w} es una base de σ.
Esta definición es independiente de la base elegida. Además, por definición, el tensor de
curvatura R determina la curvatura seccional.
En el caso particular de que M sea una superficie, su espacio tangente en cada punto es
de dimensión dos. La curvatura seccional del plano tangente a M en p recibe el nombre de
curvatura gaussiana de M en el punto p.
Ejemplo 2 El espacio Eucĺıdeo Rn, con la métrica usual, satisface
K(p, σ) = 0, ∀σ ⊂ TpRn y ∀p ∈ Rn.
Definición 1.12 Una variedad semi-riemanniana M en el cual el tensor de curvatura R es
nulo en todo punto se dice que es llana.
Definición 1.13 Una variedad semi-riemanniana que tenga la misma curvatura seccional
en toda sección plana no-degenerada de cada espacio tangente se dice que tiene curvatura
constante.
En el caso en el que una variedad M tenga curvatura constante C, se verifica que su
tensor de curvatura de Riemann viene dado por la expresión
R(X, Y )Z = C
(
〈X,Z〉Y − 〈Y, Z〉X
)
∀X, Y, Z ∈ X(M). (1.7)
Para mostrar la anterior igualdad, es necesario el siguiente lema:
Lema 1.14 Sean M una variedad semi-riemanniana y p ∈ M . Si K(p, σ) = 0 para todo
plano no degenerado σ ⊂ TpM , entonces R(x, y)z = 0 para todo x, y, z ∈ TpM .
Demostración. Haremos la prueba por pasos:
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(a) 〈R(x, y)x, y〉 = 0 para todo x, y ∈ TpM .
Sean x, y ∈ TpM . Si x y y determinan un plano no-degenerado, no hay nada que mos-
trar. En caso contrario, podemos asumir que x y y son linealmente independientes, pues
a partir de la definición del tensor de curvatura tenemos que R(x, λx)x = 0. Basta mos-
trar entonces que toda pareja de vectores puede verse como el ĺımite de vectores que
determinan planos no-degenerados, de dónde obtenemos el resultado por continuidad de
〈R(x, y)x, y〉.
Supongamos que x y y determinan un plano degenerado. Si 〈x, x〉 = 0, tomemos z ∈ TpM
tal que 〈x, z〉 6= 0. Si 〈x, x〉 6= 0 tomemos z ∈ TpM de carácter causal opuesto. En ambos
casos Q(x, z) < 0.
Ahora, tomemos δ ∈ R, tenemos que
Q(x, y + δz) = 〈x, x〉〈y + δz, y + δz〉 − 〈x, y + δz〉2
= 〈x, x〉
(




〈x, y〉+ δ〈x, z〉
)2
= Q(x, y) + δ2Q(x, z) + 2δ
(
〈x, x〉〈y, z〉 − 〈x, y〉〈x, z〉
)
= δ2Q(x, z) + 2δb,
con b = 〈x, x〉〈y, z〉 − 〈x, y〉〈x, z〉, pues x y y determinan un plano degenerado. Si b 6= 0,
para δ suficientemente pequeño podemos garantizar que el valor de δ domina al valor de
δ2. Entonces Q(x, y + δz) 6= 0. Si b = 0, Q(x, y + δz) < 0, pues Q(x, z) < 0. En ambos
casos, para δ suficientemente pequeño, x y y + δz determinan un plano no degenerado y
por lo tanto 〈R(x, y + δz)x, y + δz〉 = 0. Por ende, tomando el ĺımite δ → 0 obtenemos
lo deseado.
(b) R(x, y)x = 0 para todo x, y ∈ TpM .
Para z ∈ TpM , por la linealidad del tensor de curvatura y de la métrica en cada argumento
〈R(x, y + z)x, y + z〉 = 〈R(x, y)x, y〉+ 〈R(x, z)x, y〉+ 〈R(x, y)x, z〉+ 〈R(x, z)x, z〉.
Por (1) tenemos que 0 = 〈R(x, z)x, y〉 + 〈R(x, y)x, z〉. Por las propiedades del tensor
curvatura, obtenemos que 2〈R(x, y)x, z〉 = 0 para todo z ∈ TpM , de donde R(x, y)x = 0.
(c) R(x, y)z = R(y, z)x para todo x, y, z ∈ TpM .
Nuevamente consideramos
R(x+ z, y)(x+ z) = R(x, y)x+R(x, y)z +R(z, y)x+R(z, y)z.
Por (2), tenemos que R(x, y)z + R(z, y)x = 0, de donde obtenemos lo deseado por la
antisimetŕıa de R.
Finalmente (3) nos dice que R(x, y, z) se preserva por permutaciones ćıclicas de sus
argumentos. Aśı, por la identidad de Bianchi obtenemos que R(x, y)z = 0.
2
Como en la prueba anterior solamente utilizamos las propiedades algebráicas y la conti-
nuidad del tensor curvatura, obtenemos el siguiente colorario:
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Corolario 1.15 Sea F : TpM×TpM×TpM×TpM −→ R una función continua y multilineal
que satisface para todo x, y, z, w ∈ TpM
1. F (x, y, z, w) = −F (y, x, z, w)
2. F (x, y, z, w) + F (y, z, x, w) + F (z, x, y, w) = 0
3. F (x, y, z, w) = −F (x, y, w, z)
4. F (x, y, z, w) = F (z, w, x, y)
y además, si para todo x, y que determinen una sección plana no degenerada de TpM se tiene
que
F (x, y, x, y) = 〈R(x, y)x, y〉,
entonces, para todo x, y, z, w ∈ TpM
〈R(x, y)z, w〉 = F (x, y, z, w).
La demostración del colorario anterior puede resumirse en la siguiente observación: La
diferencia H(x, y, z, w) = F (x, y, z, w) − 〈R(x, y)z, w〉 también satisface las propiedades
1-4 y es una función continua. Por hipótesis, H(x, y, x, y) = 0 si x y y determinan un
plano no-degenerado. Entonces, siguiendo la idea de la demostración anterior con la fun-
ción H(x, y, z, w) en el papel de 〈R(x, y)z, w〉, concluimos que H ≡ 0, de donde obtenemos
lo deseado.
Corolario 1.16 Si M tiene curvatura constante C, entonces para todo X, Y, Z ∈ X(M)
R(X, Y )Z = C
(
〈X,Z〉Y − 〈Y, Z〉X
)
.
Demostración. Sea p ∈M , tomemos la función multilineal
F : TpM × TpM × TpM × TpM −→ R
(x, y, z, w) 7−→ F (x, y, z, w) = C
(
〈x, z〉〈y, w〉 − 〈y, z〉〈x,w〉
)
.
Tenemos por hipótesis que si x, y determinan un plano no degenerado en TpM , entonces
F (x, y, x, y) = CQ(x, y) = 〈R(x, y)x, y〉. Por el corolario anterior tenemos que para todo x,
y, z, w ∈ TpM , F (x, y, z, w) = 〈R(x, y)z, w〉. Es decir,
〈R(x, y)z, w〉 = C
(
〈x, z〉〈y, w〉 − 〈y, z〉〈x,w〉
)
para todo x, y, z, w ∈ TpM . Como esto se cumple para todo w ∈ TpM , entonces
R(x, y)z = C
(
〈x, z〉y − 〈y, z〉x
)
,
para todo x, y, z ∈ TpM . Ahora sean X, Y , Z ∈ X(M), como Xp, Yp y Zp ∈ TpM , tomando
a Xp, Yp, Zp en el papel de x, y, z respectivamente de la igualdad anterior, obtenemos que
R(Xp, Yp)Zp = C
(
〈Xp, Zp〉Yp − 〈Yp, Zp〉Xp
)
.
Como la igualdad anterior es válida para todo p ∈M , obtenemos lo deseado. 2
A continuación definiremos el gradiente, el hessiano y el laplaciano de una función dife-
renciable sobre una variedad:
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Definición 1.17 Sea f ∈ F(M). Dado p ∈M , se define el gradiente de f , notado ∇f , como
el campo vectorial definido para cada p ∈ M como el único vector ∇f(p) = (∇f)p ∈ TpM
que satisface
〈(∇f)p, v〉 = v(f) ∀v ∈ TpM.
O equivalentemente, 〈∇f,X〉 = df(X) = X(f) para todo X ∈ X(M).
Definición 1.18 El hessiano de una función f ∈ F(M) es su segunda diferencial covariante
∇2f := ∇df .
Observe que para una función f ∈ F(M), su hessiano es la aplicación
∇2f : X(M)× X(M) −→ F(M)
(X, Y ) 7−→ ∇2f(X, Y ) = XY (f)− (∇XY )(f) = 〈∇X∇f, Y 〉
En efecto, como ∇f = df , obtenemos que
∇2f(X, Y ) = (∇(df))(X, Y ) = ∇Y (df(X))− df(∇YX)
= Y (df(X))− df(∇YX)
= Y X(f)− (∇YX)(f)
= XY (f)− (∇XY )(f).
La última igualdad en el procedimiento anterior es consecuencia de (1.1). Para obtener la
igualdad ∇2f(X, Y ) = 〈∇X∇f, Y 〉, observemos que por (1.2)
〈∇X∇f, Y 〉+ 〈∇f,∇XY 〉 −X〈∇f, Y 〉 = 0.
Luego, por la definición de gradiente, podemos escribir los últimos dos términos como
〈∇X∇f, Y 〉+ (∇XY )(f)−XY (f) = 0.
La simetŕıa se sigue del mismo cálculo.
Antes de definir el laplaciano de una funcion recordemos que es la divergencia de un
campo de vectores:
Definición 1.19 Sean M una variedad diferenciable y X ∈ X(M) un campo vectorial. La
divergencia de X es la función de valor real definida para cada p ∈M por la expresión









donde tr denota la traza del operador, y {e1, e2, ..., en} es cualquier base ortonormal de TpM .
Si f es una función definida en M y X, Y son campos vectoriales en M , se sigue de la
definición de divergencia y de las propiedades de la conexión que
div (X + Y ) = div X + div Y, (1.8)
div (fX) = fdiv X + 〈∇f,X〉. (1.9)
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Definición 1.20 El laplaciano ∆f de una función f ∈ F(M) es la divergencia de su gra-
diente, es decir
∆f = div (∇f).
Si f1, f2 ∈ F(M), a partir de la definición de laplaciano y de las propiedades de la divergencia
(1.8) y (1.9) se deduce que
∆(f1 + f2) = ∆f1 + ∆f2, (1.10)
∆(f1f2) = f1∆f2 + f2∆f1 + 2〈∇f1,∇f2〉, (1.11)




, 〈, 〉) una variedad semi-riemanniana con ı́ndice k y con conexión de Levi-Civita
∇. Sea Mn otra variedad diferenciable y ψ : M −→ M una inmersión. Es decir, para todo
punto p ∈ M , la diferencial dψp : TpM −→ Tψ(p)M es inyectiva y en particular se tiene que
n ≤ m. Decimos entonces que M es una subvariedad inmersa o simplemente una subvariedad
de M , y la diferencia l = m− n se llama codimensión de la inmersión. En el caso particular
en el que la codimensión es 1, decimos que M es una hipersuperficie de M . Por simplicidad
en la notación, haremos las siguientes identificaciones:
ψ(p) ≡ p; dψ(TpM) ≡ Tp(M) ≤ Tψ(p)(M) ≡ Tp(M)
(donde ≤ denota subespacio) para todo punto p ∈ M . Decimos que ψ es una inmersión
no-degenerada si la métrica de TpM restringida a TpM es no-degenerada en todo punto. En
este caso podemos descomponer TpM como TpM = TpM ⊕ TpM⊥. Observemos que cuando
el ı́ndice de 〈, 〉 es cero, cualquier inmersión es no-degenerada. En el caso en el que ψ es no-
degenerada, podemos inducir una métrica en M haciendo uso del pullback. Aśı, 〈, 〉 := ψ∗(〈, 〉)
definida por
〈, 〉p : TpM × TpM −→ R
(v, w) 7−→ 〈v, w〉p = 〈(dψ(v), dψ(w)〉ψ(p),
es una métrica en M y por lo tanto tiene asociada una conexión de Levi-Civita ∇. De ahora
en adelante, nos referiremos a una inmersión no-degenerada simplemente como inmersión.
Dada una inmersión ψ : M −→M , llamaremos campo de vectores diferenciable a lo largo
de ψ, a toda aplicación X que asocie a cada punto p ∈M un vector X(p) = Xp ∈ Tψ(p)M de
manera diferenciable. Por ejemplo, si X es un campo sobre M , entonces dψ(X) es un campo
a lo largo de ψ, pues dψ(X)(p) = dψp(Xp) ∈ Tψ(p)M . Decimos que un campo X a lo largo de
ψ es tangente si
Xp ∈ dψp(TpM) ≡ TpM ∀p ∈M,
y decimos que es normal si
Xp ∈ dψp(TpM)⊥ ≡ (TpM)⊥ ∀p ∈M,
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donde (TpM)
⊥ denota el complemento ortogonal de TpM en TpM . En lo sucesivo usaremos
la siguiente notación:
X(ψ) = {campos diferenciables a lo largo de ψ},
X(ψ)> = {campos diferenciables tangentes a lo largo de ψ},
X(ψ)⊥ = {campos diferenciables normales a lo largo de ψ}.
Claramente se tiene que X(ψ) = X(ψ)> ⊕ X(ψ)⊥, donde la descomposición anterior es
como suma directa de F(M)-módulos libres, lo cual nos permite definir las proyecciones
tangente y normal denotadas respectivamente por πT y πN como
πT : X(ψ) −→ X(ψ)> y πN : X(ψ) −→ X(ψ)⊥,
las cuáles son F(M)-lineales.
Observe también que si X ∈ X(ψ)>, existe un único X∗ ∈ X(M) tal que dψ(X∗) = X.
Haremos la identificación X∗ ≡ X y más generalmente X(ψ)> ≡ X(M). Es importante
señalar que X ∈ X(ψ)> deriva funciones definidas sobre M . Introduciremos ahora la conexión
inducida sobre M por M .
Definición 1.21 Sea M una subvariedad semi-riemanniana de M , la conexión de Levi-
Civita ∇ de M da lugar a una aplicación, que también denotaremos por ∇
∇ : X(M)× X(ψ) −→ X(ψ)
(X, Y ) 7−→ ∇(X, Y ) = ∇dψ(X)Y ≡ ∇XY,
que llamaremos conexión inducida sobre M por M .
Puede demostrarse que ∇ está bien definida y que cumple además las siguientes propie-
dades (ver por ejemplo [13, pág 99]):
Proposición 1.22 Sea ∇ la conexión inducida sobre M por M . Si X, Y ∈ X(M); Z,W ∈
X(ψ); a, b ∈ R y f, h ∈ F(M), entonces
1. ∇fX+hYZ = f∇XZ + h∇YZ,
2. ∇X(aZ + bW ) = a∇XZ + b∇XW ,
3. ∇X(fW ) = X(f)W + f∇XW ,
4. Si hacemos la identifcación ∇XY = ∇dψ(X)dψ(Y ), se verifica
∇XY −∇YX = dψ([X, Y ]) ≡ [X, Y ]
En particular, ∇XY −∇YX ∈ X(M),
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5. Tenemos que 〈Z,W 〉 es una función diferenciable sobre M . Aśı
X〈Z,W 〉 = 〈∇XZ,W 〉+ 〈Z,∇XW 〉.
Nota 1.23 Sean X, Y ∈ X(M). Entonces ∇XY = ∇dψ(X)dψ(Y ) ∈ X(ψ). Sin embargo, la
derivada covariante ∇XY no necesariamente es tangente a M .
Por la observación realizada en la nota anterior, es natural investigar el comportamiento
de las proyecciones πT (∇XY ) y πN(∇XY ). Obtenemos el siguiente resultado:
Proposición 1.24 Sea M una subvariedad semi-riemanniana de M . Si X, Y ∈ X(M),
entonces
πT (∇XY ) = dψ(∇XY ) ≡ ∇XY,
donde ∇ y ∇ son las conexiones de Levi-Civita de M y M , respectivamente.
Demostración. Como la métrica sobre M fue inducida por el pull-back, por la fórmula de
Koszul, para todo Z ∈ X(M)
2〈∇XY, Z〉 = 2〈∇dψ(X)dψ(Y ), dψ(Z)〉
= dψ(X)〈dψ(Y ), dψ(Z)〉+ dψ(Y )〈dψ(Z), dψ(X)〉 − dψ(Z)〈dψ(X), dψ(Y )〉
− 〈dψ(X), [dψ(Y ), dψ(Z)]〉+ 〈dψ(Y ), [dψ(Z), dψ(X)]〉+ 〈dψ(Z), [dψ(X), dψ(Y )]〉
Por otra parte
2〈∇XY, Z〉 = X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉 − 〈X, [Y, Z]〉+ 〈Y, [Z,X]〉+ 〈Z, [X, Y ]〉
= dψ(X)〈dψ(Y ), dψ(Z)〉+ dψ(Y )〈dψ(Z), dψ(X)〉 − dψ(Z)〈dψ(X), dψ(Y )〉
− 〈dψ(X), [dψ(Y ), dψ(Z)]〉+ 〈dψ(Y ), [dψ(Z), dψ(X)]〉+ 〈dψ(Z), [dψ(X), dψ(Y )]〉
Es decir, para todo Z ∈ X(M) se cumple que 2〈∇XY, Z〉 = 2〈∇XY, Z〉. Como 〈∇XY ∈ M ,
entonces πT (∇XY ) = dψ(∇XY ), como queŕıamos mostrar. 2
Ahora vamos a definir la segunda forma fundamental asociada a una inmersión ψ.
Proposición 1.25 (Segunda forma) Sea ψ : M −→ M una inmersión donde M , M son
variedades semi-riemannianas y ∇, ∇ las conexiones de Levi-Civita de M y M , respectiva-
mente. La aplicación B, definida por
B : X(M)× X(M) −→ X(ψ)⊥
(X, Y ) 7−→ B(X, Y ) = πN(∇XY )
es F(M)-lineal y simétrica. B se denomina la segunda forma fundamental de la inmer-
sión ψ.
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Demostración. Ya que ∇ es F(M)-lineal en el primer argumento y R-lineal en el segundo,
también lo es B. Ahora, sean X, Y ∈ X(M) y f ∈ F(M), entonces




= πN(f∇XY ) = fB(X, Y ),
donde la tercera igualdad se sigue de que X(f)Y ∈ X(M). Finalmente, por la Proposición
1.22,






B es un campo tensorial de carácter más general que los considerados hasta ahora, ya
que toma valores en X(M)⊥ y no en F(M). Aśı, en cada punto p ∈ M , B determina una
aplicación F(M)-bilineal
Bp : TpM × TpM −→ TpM⊥.
Aśı, podemos considerar la traza del operador Bp, pero antes de esto veamos el caso
sencillo de una aplicación R-bilineal b : V × V −→ R, donde V es un espacio vectorial real
de dimensión n dotado de una métrica no-degenerada 〈, 〉. Asociada a b existe una única
aplicación R-lineal b̃ : V −→ V tal que a cada v ∈ V asigna como b̃(v) al único elemento en
V que satisface la igualdad
〈b̃(v), w〉 = b(v, w) ∀w ∈ V.























Ahora, dado que Bp : TpM × TpM −→ TpM⊥ es R-bilineal para todo p, podemos definir




εiBp(ei, ei) ∈ TpM⊥,
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donde {e1, e2, ..., en} es una base ortonormal de TpM y εi = 〈ei, ei〉 = ±1. Globalmente se
puede definir el campo tr(B) ∈ X(ψ)⊥ como tr(B)(p) = tr(Bp).





tr(B) ∈ X(ψ)⊥, (1.13)
donde n es la dimensión de M . Las proposiciones anteriores se resumen en la siguiente
relación, la cual recibe el nombre de fórmula de Gauss
∇XY = ∇XY + B(X, Y ) ∀X, Y ∈ X(M). (1.14)
Sean ahora X ∈ X(M) y η ∈ X(ψ)⊥, como antes
∇Xη = (∇Xη)> + (∇Xη)⊥.
Para (∇Xη)> existe un único Y ∈ X(M) tal que (∇Xη)> = dψ(Y ) ≡ Y . Definimos
entonces SηX = −Y , es decir, obtenemos la aplicación
Sη : X(M) −→ X(M)
X 7−→ SηX




≡ −SηX. La intro-
ducción del signo negativo en esta definición tiene como consecuencia la importante igualdad
〈B(X, Y ), η〉 = 〈SηX, Y 〉, (1.15)
para X, Y ∈ X(M) y η ∈ X(ψ)⊥. Pues, como 〈η, Y 〉 = 0


















(∇XY )− (∇XY )>, η
〉
= 〈B(X, Y ), η〉.
A partir de la igualdad (1.15) se deduce fácilmente que Sη es autoadjunto. En efecto,
〈SηX, Y 〉 − 〈X,SηY 〉 = 〈B(X, Y ), η〉 − 〈B(Y,X), η〉 = 0, (1.16)
donde la última igualdad es consecuencia de la simetŕıa de B. A la aplicación Sη la denomi-
naremos endomorfismo de Weingarten, también llamado operador forma, asociado al campo
η ∈ X(ψ)⊥.
Nota 1.26 Cuando M es una hipersuperficie de M y N es el campo normal unitario, puede
solo estar definido localmente, sin embargo al reemplazar por −N entonces la aplicación
SN cambia de signo. Aśı, aunque M no admita un campo normal unitario global, SN está
globalmente definido salvo por el signo.
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No es dif́ıcil mostrar a partir de las propiedades de la conexión que el endomorfismo
de Weingarten es lineal. Además, cuando la métrica inducida sobre M tiene ı́ndice cero, el
endomorfismo de Weingarten es diagonalizable, y sus valores propios se denominan curvaturas
principales de la inmersión ψ.
A partir de este punto trabajaremos en el caso en el que la codimensión de la inmersión
es 1, es decir, M será una hipersuperficie de M , y supondremos también que el ı́ndice de la
métrica inducida sobre la variedad M es cero. Supondremos además que la hipersuperficie
es orientable, es decir, existe un campo normal unitario N globalmente definido sobre M al
que llamaremos aplicación de Gauss de la hipersuperficie. En este caso, unitario significa que
ε = 〈N,N〉 = ±1, donde el signo está determinado por el ı́ndice de la variedad ambiente M .
Observe que las dos únicas elecciones para este campo normal son una opuesta de la otra, por
lo que el endomorfismo de Weingarten es ahora único salvo por un signo y lo denotaremos
SN , o simplemente por S. Aśı, dados X, Y campos sobre M se tiene que B(X, Y ) = fN
para cierta función diferenciable f sobre M . Tenemos que
〈B(X, Y ), N〉 = f〈N,N〉 = εf,
de donde, por (1.15)
f = ε〈B(X, Y ), N〉 = ε〈SX, Y 〉,
y por lo tanto
B(X, Y ) = ε〈SX, Y 〉N. (1.17)
La fórmula de Gauss (1.14) para la hipersuperficie queda en ese caso de la forma
∇XY = ∇XY + ε〈SX, Y 〉N. (1.18)
Si tomamos ahora X ∈ X(M), y N ∈ X(ψ)⊥ es la aplicación de Gauss, entonces
∇XN = (∇XN)> + (∇XN)⊥,
como 〈N,N〉 = ε es constante, entonces al tomar la derivada covariante
0 = X〈N,N〉 = 2〈∇XN,N〉,








∇XN − (∇XN)>, N
〉
N
= ε〈∇XN,N〉 = 0.
Por lo que finalmente obtenemos que
∇XN = (∇XN)> = −SX. (1.19)
La expresión SX = −∇XN se conoce como la fórmula de Weingarten para hipersuperfi-
cies.
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Definición 1.27 Sea M una hipersuperficie de una variedad semi-riemanniana M . Un punto
p ∈M es umbilical si el operador forma S de M en p es un múltiplo de la identidad, es decir,
si existe λ ∈ R tal que Sp = λI, donde I es el operador identidad en TpM .
Geométricamente hablando, M se curva de igual forma en cualquier dirección en un punto
umbilical. Decimos que M es totalmente umbilical si todo punto p de M es umbilical. En ese
caso, el operador forma de M es de la forma S = λI donde I es el operador identidad en
X(M) y λ ∈ F(M). Además, si la hipersuperficie es totalmente umbilical y S ≡ 0, decimos
que M es totalmente geodésica.
Sea {E1, E2, ..., En} una base ortonormal local de campos diferenciables de M . A partir





























la llamamos curvatura media de la hipersuperficie M . Decimos que M tiene curvatura media
constante si H es constante. En particular, cuando la métrica inducida sobre M tiene ı́ndice
cero, decimos que la hipersuperficie es minimal si H = 0. En el caso de que la hipersuperfi-
cie M sea totalmente umbilical, obtenemos a partir de (1.20) que su operador forma puede
escribirse como S = εHI.
Sean R y R los tensores curvatura asociados a (M,∇) y (M,∇) respectivamente. Dados
X, Y y Z ∈ X(M), la relación entre R(X, Y )Z y R(X, Y )Z = R(dψ(X), dψ(Y ))dψ(Z) está
dada por la siguiente proposición
Proposición 1.28 Sea Mn es una hipersuperficie de M
n+1
, con tensores curvatura de Rie-
mann R y R respectivamente, y sea B la segunda forma fundamental de M . Entonces para
todo X, Y , Z, W ∈ X(M)
〈R(X, Y )Z,W 〉 = 〈R(X, Y )Z,W 〉+ 〈B(Y, Z),B(X,W )〉 − 〈B(X,Z),B(Y,W )〉
= 〈R(X, Y )Z,W 〉+ ε〈SY, Z〉〈SX,W 〉 − ε〈SX,Z〉〈SY,W 〉. (1.21)
Demostración. Observemos que para X, Y ∈ X(M), ∇XY = ∇XY + B(X, Y ), entonces
para X, Y , Z, W ∈ X(M); como B(U, V ) ∈ X(ψ)⊥ para todo U , V ∈ X(M)
1.1. HIPERSUPERFICIES ESPACIALES 21
〈R(X, Y )Z,W 〉 = 〈∇[X,Y ]Z,W 〉 − 〈∇X∇YZ,W 〉+ 〈∇Y∇XZ,W 〉
= 〈∇[X,Y ]Z + B([X, Y ], Z),W 〉 − 〈∇X(∇YZ + B(Y, Z)),W 〉
+ 〈∇Y (∇XZ + B(X,Z)),W 〉
= 〈∇[X,Y ]Z,W 〉 − 〈∇X∇YZ,W 〉 − 〈∇XB(Y, Z),W 〉
+ 〈∇Y∇XZ,W 〉+ 〈∇YB(X,Z),W 〉
= 〈∇[X,Y ]Z,W 〉 − 〈∇X∇YZ,W 〉 − 〈B(X,∇YZ),W 〉
−X〈B(Y, Z),W 〉+ 〈B(Y, Z),∇XW 〉+ 〈∇Y∇XZ,W 〉
+ 〈B(Y,∇XZ),W 〉+ Y 〈B(X,Z),W 〉 − 〈B(X,Z),∇YW 〉
= 〈R(X, Y )Z,W 〉+ 〈B(Y, Z),∇XW + B(X,W )〉
− 〈B(X,Z),∇YW + B(Y,W )〉
= 〈R(X, Y )Z,W 〉+ 〈B(Y, Z),B(X,W )〉 − 〈B(X,Z),B(Y,W )〉
= 〈R(X, Y )Z,W 〉+ ε〈SY, Z〉〈SX,W 〉 − ε〈SX,Z〉〈SY,W 〉,
donde la última igualdad es consecuencia de (1.17). 2
Definición 1.29 (Ecuación de Gauss para hipersuperficies) La expresión que se ob-
tiene a partir de la componente πT (R(X, Y )Z) se denomina ecuación de Gauss, es decir
R(X, Y )Z = (R(X, Y )Z)> + ε〈SX,Z〉SY − ε〈SY, Z〉SX. (1.22)
Definición 1.30 (Ecuación de Codazzi para hipersuperficies) La expresión que se ob-
tiene a partir de la componente πN(R(X, Y )Z) se denomina ecuación de Codazzi, es decir
(R(X, Y )Z)⊥ = ε
〈
(∇Y S)(X)− (∇XS)(Y ), Z
〉
N, (1.23)
donde (∇XS)(Y ) = ∇X(SY )− S(∇XY ).
En efecto, si X Y , Z ∈ X(M).
πN(R(X, Y )Z) = πN(∇[X,Y ]Z −∇X∇YZ +∇Y∇XZ)
= πN(∇[X,Y ]Z)− πN(∇X(∇YZ + B(Y, Z))) + πN(∇Y (∇XZ + B(X,Z)))
= πN(∇[X,Y ]Z)− πN(∇X∇YZ)− πN(∇XB(Y, Z))
+ πN(∇Y∇XZ) + πN(B(X,Z))
= B([X, Y ], Z)−B(X,∇YZ)− ε〈∇XB(Y, Z), N〉N
+ B(Y,∇XZ) + ε〈∇YB(X,Z), N〉N
= B([X, Y ], Z)−B(X,∇YZ)− εX(〈B(Y, Z), N〉)N + ε〈B(Y, Z),∇XN〉N
+ B(Y,∇XZ) + εY (〈B(X,Z), N〉)N − ε〈B(X,Z),∇YN〉N
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πN(R(X, Y )Z) = ε〈S[X, Y ], Z〉N − ε〈SX,∇YZ〉N − εX(〈SY, Z〉)N − ε〈B(Y, Z), SX〉N
+ ε〈SY,∇XZ〉N + εY (〈SX,Z〉)N + 〈B(X,Z), SY 〉N
= ε
[
〈S(∇XY −∇YX), Z〉 − 〈SX,∇YZ〉 −X(〈SY, Z〉)






























Recordemos que cuando nuestro espacio ambiente M tiene curvatura constante C, la
expresión para el tensor R tiene la forma
R(X, Y )Z = C
(
〈X,Z〉Y − 〈Y, Z〉X
)
∀X, Y, Z ∈ X(M).
Aśı R(X, Y )Z es tangente a M , y por lo tanto su parte normal es cero. En ese caso las
ecuaciones de Gauss y Codazzi toman la forma








Queremos encontrar ahora la relación entre las respectivas curvaturas seccionales K y K.
Dados X, Y ∈ X(M), por la ecuación (1.21) se tiene que
〈R(X, Y )Z,W 〉 = 〈R(X, Y )Z,W 〉+ ε〈SX,Z〉〈SY,W 〉 − ε〈SY, Z〉〈SX,W 〉. (1.26)
Observe que
Q(X, Y ) = 〈X,X〉〈Y, Y 〉 − 〈X, Y 〉2 = Q(X, Y ),
por lo tanto, a partir de la Definición 1.11 y (1.26), obtenemos que
K(X, Y ) = K(X, Y ) + ε
〈SX,X〉〈SY, Y 〉 − 〈SX, Y 〉2
〈X,X〉〈Y, Y 〉 − 〈X, Y 〉2
.
La anterior expresión se conoce como la ecuación de Gauss para la curvatura seccional.
En consecuencia, si el espacio ambiente tiene una curvatura constante C, entonces
K = C + ε
〈SX,X〉〈SY, Y 〉 − 〈SX, Y 〉2
〈X,X〉〈Y, Y 〉 − 〈X, Y 〉2
. (1.27)
Definición 1.31 Sean M una subvariedad de una variedad semi-riemanniana (M, g) y i :
M −→ M su inclusión canónica. Decimos que M es una variedad semi-riemanniana de M
si i∗g es un tensor métrico sobre M , es decir, una forma bilineal simétrica no-degenerada.
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Antes de continuar, enunciaremos un resultado que nos dará un método sencillo de obtener
hipersuperficies semi-riemannianas.
Proposición 1.32 Sea (M, g) una variedad semi-riemanniana, f ∈ F(M) y b ∈ f(M) ⊆ R.
Entonces M = f−1(b) es una hipersuperficie semi-riemanniana de M si ∇f 6= 0 y es siempre
espacial o temporal en M . En este caso, el ı́ndice de M está determinado por g(∇f,∇f), y
N = ∇f||∇f || es un campo de vectores normal unitario.
Demostración. Como ∇f 6= 0 y que M = f−1(b), se tiene que M es una hipersuperficie de
M . Ahora para mostrar que M es semi-riemanniana basta mostrar que M es no-degenerada.
Como g(∇f,∇f) 6= 0, entonces el espacio generado por∇f es no-degenerado. Por lo tanto
M = gen(∇f)⊕gen(∇f)⊥. Además, como gen(∇f)⊥ = TpM p ∈M , es no-degenerado, pues
si g(u, v) = 0 para todo u ∈ TpM , como también g(∇f, v) = 0, entonces v = 0. Observemos
que ∇f es normal en M , pues si v ∈ TpM
g(∇f, v) = df(v) = v(f) = v(fM) = 0,
ya que f es constante sobre M . 2
Nota 1.33 Como en general para una hipersuperficie M ⊂ M no existe un campo normal
unitario definido sobre todo M , no toda hipersuperficie semi-riemanniana se puede obtener
mediante la proposición anterior. La banda de Möbius como hipersuperficie de R3 es un ejem-
plo de esto. Sin embargo, es fácil mostrar que existe un campo normal unitario diferenciable
en un entorno de cada punto de M .
Cuando la variedad ambiente tiene ı́ndice 1, decimos que M ⊂ M es una hipersuperficie
espacial si la métrica inducida tiene ı́ndice cero, y diremos que es temporal o de Lorentz si
tiene ı́ndice uno.
Estudiaremos ahora algunos ejemplos interesantes que serán relevantes a lo largo del
escrito.
Ejemplo 3 Tomemos la esfera n-dimensional del espacio euclidiano Rn+1 de radio r y cen-
trada en el origen
Sn(r) =
{







Ahora, si consideramos la función diferenciable
f : Rn+1 −→ R
x 7−→ f(x) = 〈x, x〉,
se tiene que Sn(r) = f−1(r2), Como el gradiente de f no se anula en ningún punto de f−1(r2),
entonces por la Proposición 1.32 se tiene que Sn(r) es una hipersuperficie encajada, o en otras
palabras, una subvariedad semi-riemanniana de Rn+1. En efecto, para todo Y ∈ X(Rn+1)
〈∇̃f, Y 〉 = Y (f) = Y 〈x, x〉 = 2〈∇Y x, x〉 = 2〈Y, x〉.
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Aśı, 〈∇̃f, ∇̃f〉 = 2〈∇̃f, x〉 = 4〈x, x〉 = 4r2 > 0, para todo x ∈ f−1(r2).
Se comprueba fácilmente para el encaje i : Sn(r) −→ Rn+1 que
TpSn(r) ≡ dip(TpSn(r)) = ker(dfp) ∀p ∈ f−1(r2),
de modo que
Rn+1 ≡ TpRn+1 = dip(TpSn(r))⊕ gen(∇̃f(p))⊥
= Tp(Sn(r))⊕ gen(p).
En la anterior ecuación se usó el hecho de que df(v) = 0 si y solo si 〈∇̃f, v〉 = 0, es decir,
si y solo si v es ortogonal a p. En particular
TpSn(r) = {v ∈ Rn+1 : 〈v, p〉 = 0}.











pues N(p) = (1/r)p es un campo normal unitario globalmente definido sobre Sn(r). Obser-
vemos además que los únicos campos normales unitarios definidos sobre todo Sn(r) son este
y el opuesto a él.
La fórmula de Weingarten queda entonces en la forma









para todo campo diferenciable X sobre Sn(r). Es decir, S = −(1/r)I, donde I denota la
identidad en X(Sn(r)), y en particular su curvatura media H es constante e igual a −1/r. En














Como la curvatura de Rn+1 es constante igual a cero, si llamamos R al tensor de curvatura
de Sn(r), para el caso en el que la curvatura del espacio ambiente es constante, utilizando la
ecuación (1.24) obtenemos

























〈X,Z〉Y − 〈Y, Z〉X
)
.
Por lo tanto, usando (1.7), obtenemos que Sn(r) tiene curvatura gaussiana constante igual
a 1/r2.
1.1. HIPERSUPERFICIES ESPACIALES 25
Ejemplo 4 Consideremos ahora la esfera n-dimensional en el espacio de Lorentz Rn+11 de
radio r y centrada en el origen
Sn1 (r) =
{








f : Rn+11 −→ R
x 7−→ f(x) = 〈x, x〉1,
y repitiendo lo hecho en el ejemplo anterior, se obtiene que Sn1 (r) = f−1(r2) es una hipersu-
perficie encajada de Rn+11 . Sn1 (r) recibe el nombre de espacio de Sitter de dimensión n y radio





pues N(p) = (1/r)p es un campo normal unitario globalmente definido para el encaje de
Sn1 (r) en Rn+11 . Y de nuevo obtenemos que S = −(1/r)I es el endomorfismo de Weingarten
de Sn1 (r). Igualmente, se obtiene que Sn1 (r) tiene curvatura gaussiana constante igual a 1/r2,
y su curvatura media es constante e igual a −1/r pues ε = 〈N,N〉 = 1.
Ejemplo 5 Por último consideremos el espacio hiperbólico n-dimensional en Rn+11
Hn(r) =
{






Tomando otra vez la función
f : Rn+11 −→ R
x 7−→ f(x) = 〈x, x〉1,
obtenemos que Hn(r) = f−1(−r2) es una hipersuperficie encajada de Rn+11 . De nuevo ∇̃f =
2x, pero ahora
〈∇̃f(p), ∇̃f(p)〉 = 4〈p, p〉 = −4r2 < 0.
Por lo tanto, aunque la aplicación de Gauss de Hn(r) está dada por: N(p) = (1/r)p,
se tiene que ε = 〈N,N〉 = −1. Aśı obtenemos que el endomorfismo de Weingarten para el
encaje de Hn(r) en Rn+11 es S = −(1/r)I, de donde su curvatura media es H = 1/r. Por
último, tenemos que Hn(r) tiene curvatura gaussiana constante e igual a −1/r2. En efecto
























〈X,Z〉Y − 〈Y, Z〉X
)
,
de donde, usando (1.7), obtenemos que la curvatura de Hn(r) es igual a −1/r2.
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Nota 1.34
Cuando ε = 〈N,N〉1 = 1, la métrica inducida sobre Sn1 (r) es lorentziana, es decir, de
ı́ndice uno. Por lo tanto es una hipersuperficie temporal o de Lorentz de Rn+11 .
Cuando ε = 〈N,N〉1 = −1, la métrica inducida sobre Hn(r) es riemanniana, es decir, de
ı́ndice cero. Por lo tanto es una hipersuperficie espacial o de Riemann de Rn+11
1.2. Transformación de Newton
En la presente sección se definen las transformaciones de Newton Pk asociadas al operador
forma S de una hipersuperficie, y se estudian sus propiedades fundamentales, las cuales
tendrán una gran relevancia en la demostración de los principales resultados de este trabajo.
Los resultados presentados son una ampliación de lo realizado por L. J. Aĺıas y N. Gürbüz
en [1], y por R. C. Reilly en [17].
Sea n ≥ 2 y consideremos ψ : Mn 7−→ Mn+1 ⊂ Rn+2t una inmersión isométrica en la
hipersuperficie riemanniana M
n+1
inmersa en Rn+2t de una hipersuperficie conexa y orientable
M , con aplicación de Gauss N . Denotando por ∇0, ∇ y ∇ las conexiones de Levi-Civita en
Rn+2t , M
n+1
y Mn respectivamente, tenemos en particular que
SX = −∇XN = −∇0XN,
para todo campo de vectores X ∈ X(M), donde S denota el operador forma de M . En
particular, por (1.16), sabemos que S determina un operador autoadjunto en cada plano
tangente TpM , y sus valores propios κ1(p), κ2(p), ..., κn(p) reciben el nombre de curvaturas
principales de la hipersuperficie M en el punto p. Asociado al operador forma, existen n
invariantes algebráicos dados por la fórmula
sk(p) = σk(κ1, κ2, ..., κn)(p) =
∑
i1<...<ik
κi1(p) · · ·κik(p),
para 1 ≤ k ≤ n, donde σk es el k-esimo polinomio simétrico elemental de n variables. Observe
que el polinomio caracteŕıstico de S puede ser escrito en términos de los valores sk como




donde I denota el operador identidad en X(M) y s0 = 1 por definición.
Definición 1.35 La k-ésima curvatura Hk de la hipersuperficie es definida por la relación(n
k
)
Hk = sk, 0 ≤ k ≤ n.










no es otra que la curvatura media de M . Por otra parte, H2 define una cantidad geométrica
que está relacionada con la curvatura escalar (intŕınseca) de M .
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Definición 1.36 La transformaciones de Newton Pk se definen inductivamente a partir del
operador forma S por
P0 = I, P1 = s1I − S, P2 = s2I − SP1 = s2I − s1S + S2





Hk+1I − S ◦ Pk,
para 0 ≤ k < n.














Por el Teorema de Cayley-Hamilton, tenemos que Pn = 0 a partir de (1.28). Además, como
el operador forma S es autoadjunto, para p ∈ TpM , cada Pk(p) es un operador autoadjunto
en el plano tangente TpM que además conmuta con S(p). En efecto, S(p) y Pk(p) pueden ser
diagonalizados simultáneamente:
Lema 1.37 Sea S(p) el operador forma de M en p. Si {e1, e2, ..., en} ⊂ TpM son los vectores
propios de S(p) correspondientes a los valores propios κ1(p), κ2(p), ... , κn(p) respectivamente,














κi1(p) · · ·κik(p),
para cada 1 ≤ i < n.
Demostración. Haremos la prueba por inducción sobre k:
Fijemos p ∈M , y sean {e1, e2, ..., en} ⊂ TpM los vectores propios de S(p) correspondientes
a los valores propios κ1(p), κ2(p), ..., κn(p) respectivamente. Por simplicidad en la prueba
omitiremos el término p. Para k = 1,
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Ahora supongamos que Pkei = µ
i
kei para todo 1 ≤ i ≤ n, donde 1 ≤ k < n − 1. Veamos
que Pk+1ei = µ
i
k+1ei:


































Aśı, por inducción sobre k, obtenemos que Pk(p)ei = µi,kei para todo 1 ≤ i ≤ n y todo
1 ≤ k < n. 2
El siguiente lema presenta algunas propiedades que satisfacen las transformaciones de
Newton Pk y que serán relevantes a lo largo de este trabajo.
Lema 1.38 La transformación de Newton Pk satisface las siguientes propiedades:

















nH1Hk+1 − (n− k − 1)Hk+2).






(e) div (Pk) = 0.
Demostración.





Hk: Claramente tr(P0) = n. Fijemos p ∈ M , sea
{E1, E2, ..., En} un marco ortonormal local de direcciones principales del operador forma

















κi1 · · ·κik = (n− k)sk,
donde la última igualdad es consecuencia del siguiente argumento combinatorio:
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Consideremos cada uno de los términos κi1 · · ·κik , si fijamos i1 < i2 < ... < ik, entonces
el término κi1 ...κik aparecerá una única vez en la i-esima suma si ij 6= i para todo
1 ≤ j ≤ k. Como tenemos n sumatorias, y en k casos i = ij para algún ij, entonces en






κi1 · · ·κik = (n− k)
∑
i1<...<ik
κi1 · · ·κik = (n− k)sk,
lo que concluye la prueba.





Hk+1: Por la parte (a), y por la definición inductiva
de los operadores Pk, tenemos que para 0 ≤ k < n− 1
(n− k − 1)sk+1 = tr(Pk+1) = tr(sk+1I − S ◦ Pk) = nsk+1 − tr(S ◦ Pk).
Despejando obtenemos que tr(S ◦Pk) = (k+ 1)sk+1. En el caso k = n− 1, como Pn = 0,
tenemos que
0 = tr(snI − S ◦ Pn−1) = nsn − tr(S ◦ Pn−1).
Nuevamente, despejando obtenemos que tr(S ◦ Pn−1) = nsn, lo que concluye la prueba.





nH1Hk+1 − (n − k − 1)Hk+2): Nuevamente por la parte (a), y por
la definición inductiva de los operadores Pk, obtenemos para 0 ≤ k < n− 2
(n− k − 2)sk+2 = tr(Pk+2) = tr(sk+2I − sk+1S + S2 ◦ Pk)
= nsk+2 − sk+1s1 + tr(S2 ◦ Pk)
Donde la última igualdad es gracias a la parte (b). Despejando el término tr(S2 ◦ Pk) de
la igualdad anterior,














(k + 1)!(n− k − 1)!
Hk+1H1 −
(k + 2)n!




(k + 1)!(n− k − 1)!
Hk+1H1 −
(n− k − 1)n!







nH1Hk+1 − (n− k − 1)Hk+2)
En el caso k = n− 2, como Pn = 0 obtenemos
0 = tr(Pn) = tr(snI − sn−1S + S2 ◦ Pn−2) = nsn − sn−1s1 + tr(S2 ◦ Pn−2),
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es decir,
tr(S2 ◦ Pn−2) = sn−1s1 − nsn
= n(nHn−1H1 −Hn)
En el caso k = n − 1 nuevamente como Pn = 0, se deduce a partir de la definición
inductiva de los operadores Pk que S ◦ Pn−1 = skI, de donde S2 ◦ Pn−1 = skS. Aśı, por
la parte (b), tr(S2 ◦ Pn−1) = sns1 = nHnH1, lo que termina la prueba.






Fijemos p ∈M , sea {E1, E2, ..., En} un marco ortonormal local de direcciones principales
del operador forma S en un entorno de p tales que SEi = κiEi. Como S es un operador
autoadjunto, también lo es ∇XS para todo X ∈ X(M). Además, para 1 ≤ k < n tenemos
que PkEi = µ
i
kEi. Por lo tanto, para 1 ≤ k < n
tr(∇XS ◦ Pk) =
n∑
i,j=1
















donde la última igualdad del procedimiento anterior se tiene por el siguiente argumento:










Aśı, 〈S(∇XEi), Ei〉 = 0. Tenemos que
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(e) div (Pk) = 0: Fijemos nuevamente p ∈ M , y sea {E1, E2, ..., En} un marco ortonormal
local de direcciones principales del operador forma S en un entorno de p tales que SEi =


























((∇EiS) ◦ Pk)Ei + S(div (Pk)).
Tomemos X ∈ X(M), usando la ecuación de Codazzi (1.25) obtenemos
〈div (Pk+1), X〉 = 〈∇sk+1, X〉 −
n∑
i=1
〈(∇EiS ◦ Pk)Ei, X〉+ 〈S(div (Pk)), X〉
= 〈∇sk+1, X〉 −
n∑
i=1
〈PkEi, (∇EiS)X〉+ 〈S(div (Pk)), X〉
= 〈∇sk+1, X〉 −
n∑
i=1
〈PkEi, (∇XS)Ei〉+ 〈S(div (Pk)), X〉
= 〈∇sk+1, X〉 − tr((∇XS) ◦ Pk) + 〈S(div (Pk)), X〉.
La anterior ecuación junto a (d) nos lleva a
〈div (Pk), X〉 = 〈S(div (Pk−1)), X〉.
Como esto es válido para todo k, obtenemos que
div (Pk) = S(div (Pk−1)) = · · · = Sk(div (P0)) = 0,




Recordemos que Rn+1t es el espacio pseudo-euclideano de ı́ndice 1 ≤ t ≤ n dotado con la
métrica dada por la expresión:







donde x = (x1, x2, ..., xn+1) denota las coordenadas usuales en Rn+1. Cuando t = 0, podemos
definir la n-esfera de radio r como el conjunto
Sn(r) =
{
(x1, x2, ..., xn+1) ∈ Rn+1 : x21 + x22 + · · ·+ x2n+1 = r2
}
,
En general, en Rn+1t el conjunto
Snt (r) =
{
(x1, x2, ..., xn+1) ∈ Rn+1t : −x21 − · · · − x2t + x2t+1 + ...+ x2n+1 = r2
}
,
recibe el nombre de espacio de Sitter de ı́ndice t y radio r. Por otra parte, cuando t = 1
podemos definir el n-espacio hiperbólico de radio −r como
Hn(−r) = {(x1, x2, ..., xn+1) ∈ Rn+11 : −x21 + x22 + ...+ x2n+1 = −r2;x1 > 0},
A lo largo de este escrito, consideraremos simultáneamente el caso de hipersuperficies inmer-
sas en la n-esfera unitaria Sn = Sn(1), y el caso de hipersuperficies inmersas en el n-espacio
hiperbólico unitario Hn = Hn(−1). Con el propósito de simplificar la notación y los cálculos,
denotaremos por Mnc (r) la n-esfera Sn(r) de radio r y el n-espacio hiperbólico Hn(−r) de
radio −r de acuerdo a si c = 1 o si c = −1, respectivamente.
Usaremos Rn+1t para denotar el correspondiente espacio pseudo-euclidiano donde vive
Mnc (r). Observe que cuando c = 1, entonces t = 0 y estamos trabajando en el espacio
euclidiano Rn+1 con la métrica usual, y cuando c = −1, entonces t = 1 y estamos trabajando
en el espacio (n + 1)-dimensional de Lorentz-Minkowski Rn+11 . Aśı, la métrica en Rn+1t está
dada por
〈x, y〉t = cx1y1 + x2y2 + · · ·+ xn+1yn+1.
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En ambos casos, si x ∈Mnc (r), entonces
〈x, x〉t = cx21 + x22 + · · ·+ x2n+1 = cr2.
Observemos que Mnc (r) es la mayor hipersuperficie conexa en Rn+1t cuyos elementos son
de norma constante e igual a cr2 y que contiene al punto (r, 0, ..., 0). En particular, cuando
r = 1 hacemos la identificación Mnc (1) = Mnc . En el caso en que c = 1
Mn1 = Mn1 (1) = {(x1, x2, ..., xn+1) ∈ Rn+1 : x21 + x22 + · · ·+ x2n = 1} = Sn,
por otra parte, si c = −1
Mn−1 = Mn−1(1) = {(x1, x2, ..., xn+1) ∈ Rn+11 : −x21 + x22 + · · ·+ x2n = −1;x1 > 0} = Hn.
En ambos casos, si x ∈Mnc , entonces
〈x, x〉t = cx21 + x22 + ...+ x2n+1 = c.
A partir de los Ejemplos 3 y 5 obtenemos que Sn ⊂ Rn+1 y Hn ⊂ Rn+11 son hipersuperficies
totalmente umbilicales con curvatura seccional constante 1 y −1, respectivamente.
Sea ψ : M2 → M3c ⊂ R4t una inmersión isométrica en la hipersuperficie unitaria M3c
contenida en R4t de una superficie conexa y orientable M2, con aplicación de Gauss N .





donde i denota la función inclusión, de acuerdo a la Definición 1.21, para X ∈ X(M) y Y en
el conjunto de campos de vectores diferenciables a lo largo de i◦ψ, que denotaremos X0(i◦ψ),
entonces
∇0XY ≡ ∇0dψ(X)Y = ∇0d(i◦ψ)(X)Y ∈ X0(i ◦ ψ).
En particular si Y ∈ X(ψ), entonces
∇0XY ≡ ∇0dψ(X)Y ≡ ∇0d(i◦ψ)(X)di(Y ),
donde el segundo término de la equivalencia anterior denota la conexión inducida sobre M3c de
R4t . Recordemos que por la proposición (1.22), numeral 5, para X ∈ X(M) y Z,W ∈ X0(i◦ψ),
entonces
X〈Z,W 〉 = 〈∇0XZ,W 〉+ 〈Z,∇0XW 〉 (2.1)
Aśı, a partir de las ecuaciones (1.18) y (1.19) podemos reescribir las fórmulas de Gauss y
Weingarten como
∇0XY = ∇XY − c〈X, Y 〉ψ,
= ∇XY + 〈SX, Y 〉N − c〈X, Y 〉ψ, (2.2)
SX = −∇XN
= −∇0XN − 〈cX,N〉ψ
= −∇0XN. (2.3)
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para todo X, Y ∈ X(M2), donde S : X(M2)→ X(M2) denota el operador forma (o endomor-
fismo de Weingarten) de M2, respecto a la orientación escogida N . La curvatura media H
y la curvatura escalar H2 (también llamada la curvatura extŕınseca) de M
2 están dadas por
H = 1
2
(κ1 + κ2) y H2 = κ1κ2, respectivamente, donde κ1 y κ2 son las curvaturas principales
de la superficie (es decir, los valores propios de S). Como la curvatura de M3c es constante e
igual a c, a partir de la ecuación de Gauss (1.27) obtenemos que la curvatura gaussiana K
está dada por K = c+H2.
En este caso, como n = 2, la única transformación de Newton no trivial de M2 es el
operador P : X(M2)→ X(M2) definido por la expresión
P = 2HI − S. (2.4)
Note que por el Teorema de Cayley-Hamilton tenemos que P2 = 0, de donde S ◦P = H2I.
Observe también que para todo punto p ∈ M2, S(p) y P (p) pueden ser diagonalizados si-
multáneamente: si {e1, e2} ⊂ TpM son los vectores propios de S(p) que corresponden a los
valores propios κ1(p) y κ2(p), respectivamente, entonces son también los vectores propios de
P (p) con valores propios κ2(p) y κ1(p), respectivamente.
Por la Definición 1.19, tenemos que la divergencia de un campo de vectores X ∈ X(M)
es la función diferenciable definida por
div (X) = C(∇X) = 〈∇E1X,E1〉+ 〈∇E2X,E2〉,
donde {E1, E2} es cualquier marco ortonormal local de campos de vectores tangentes. Para
un operador T : X(M2) → X(M2) la divergencia asociada a la contracción métrica C12 será
el campo de vectores div (T ) ∈ X(M2) definido como
div (T ) = C12(∇T ) = 〈∇E1T,E1〉+ 〈∇E2T,E2〉.
En este caso, podemos reescribir el Lema 1.38 como
Lema 2.1 La transformación de Newton P satisface las siguientes propiedades:
(a) tr(P ) = 2H,
(b) tr(S ◦ P ) = 2H2,
(c) tr(S2 ◦ P ) = 2HH2,
(d) tr(∇XS ◦ P ) = 〈∇H2, X〉, donde ∇H2 denota el gradiente de H2,
(e) div (P ) = 0.
Asociada a la transformación de Newton P , podemos definir un operador lineal diferencial
de segundo orden L1 : F(M)→ F(M) mediante la expresión
L1(f) := tr(P ◦ ∇2f),
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donde ∇2f : X(M2) → X(M2) denota el operador autoadjunto métricamente equivalente al
hessiano de f , dado por 〈∇2f(X), Y 〉 = 〈∇X(∇f), Y 〉. Como para cualquier marco ortonor-















〈∇f, (∇EiP )Ei〉+ 〈∇Ei∇f, PEi〉
)
= 〈∇f, div (P )〉+ tr(P ◦ ∇2f) = tr(P ◦ ∇2f).
Obtenemos que
L1(f) = tr(P ◦ ∇2f) = div (P∇f). (2.5)
Una propiedad interesante del operador L1 es la siguiente. Para cada par de funciones
diferenciables f , g ∈ F(M) tenemos
L1(fg) = div (P (∇(fg)) = div (P (f∇g + g∇f))
= gdiv (P (∇f)) + fdiv (P (∇g)) + 〈P (∇f),∇g〉+ 〈P (∇g),∇f〉
= gL1(f) + fL1(g) + 2〈P (∇f),∇g〉. (2.6)
El operador L1 puede extenderse a campos de vectores de forma natural:
Si F = (f1, f2, f3, f4) : M
2 → R4, fi ∈ F(M), entonces L1F = (L1f1, L1f2, L1f3, L1f4).
Asociado a los operadores Lk se define la noción de subvariedades de Lk-tipo finito:
Definición 2.2 Sea ψ : Mn → Rm una inmersión isométrica de una subvariedad Mn en
Rm. Decimos que ψ es de Lk-tipo finito si admite una descomposición espectral en la forma
ψ = ψ0 + ψ1 + ψ2 + ...+ ψq, Lkψj = λjψj, 1 ≤ j ≤ q,
para algún número natural q, donde ψ0 es un vector constante en Rm y los términos λj son
constantes. En ese caso decimos que ψ es de Lk-q-tipo. En otro caso decimos que ψ es de
Lk-tipo infinito.
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2.1. Primeros Resultados
Observemos que para p ∈M y X ∈ X(M), como Ti◦ψ(p)R4t = R4t(
∇0Xψ
)
































































= d(i ◦ ψ)(Xp) ≡ Xp
Donde π1, π2, π3, π4 denotan las proyecciones en los espacios generados por los elementos
e1 = (1, 0, 0, 0); e2 = (0, 1, 0, 0); e3 = (0, 0, 1, 0) y e4 = (0, 0, 0, 1) de la base canónica de
R4t , respectivamente. Por lo tanto, ∇0Xψ = d(i ◦ ψ)(X) ≡ X. Ahora, si a ∈ R4t es un vector
constante, no necesariamente en M2, entonces ∇0Xa = 0, y
〈∇〈ψ, a〉, X〉 = X〈ψ, a〉
= 〈∇0Xψ, a〉+ 〈ψ,∇0Xa〉
= 〈X, a〉 = 〈a>, X〉,
donde en la última igualdad a> ∈ X(M2) denota la componente tangente del vector a. Como
esto vale para todo X ∈ X(M2) tenemos que el gradiente de la función 〈ψ, a〉 está dado por
∇〈ψ, a〉 = a> = a− 〈N, a〉N − c〈ψ, a〉ψ. (2.7)
Como para todo Y ∈ X(M2), por las fórmulas de Gauss y Weingarten
〈∇X∇〈ψ, a〉, Y 〉 = X〈∇〈ψ, a〉, Y 〉 − 〈∇〈ψ, a〉,∇XY 〉
= 〈∇0X∇〈ψ, a〉, Y 〉+ 〈∇〈ψ, a〉,∇0XY 〉 − 〈∇〈ψ, a〉,∇XY 〉
= 〈∇0Xa>, Y 〉+ 〈a>,∇0XY −∇XY 〉
= 〈∇0X(a− 〈N, a〉N − c〈ψ, a〉ψ), Y 〉+ 〈a>, 〈SX, Y 〉N − c〈X, Y 〉ψ〉
= 〈∇0Xa−X〈N, a〉N − 〈N, a〉∇0XN − cX〈ψ, a〉ψ − c〈ψ, a〉∇0Xψ, Y 〉
= 〈−X〈N, a〉N + 〈N, a〉SX − cX〈ψ, a〉ψ − c〈ψ, a〉X, Y 〉
= 〈〈N, a〉SX − c〈ψ, a〉X, Y 〉,
aqúı, a>, Y ∈ X(M) y ψ,N ∈ X(ψ)⊥. De donde
∇X∇〈ψ, a〉 = 〈N, a〉SX − c〈ψ, a〉X, (2.8)
para todo campo vectorial X ∈ X(M2). Finalmente, usando (2.5) y Lema 2.1, obtenemos
L1〈ψ, a〉 = 〈N, a〉tr(S ◦ P )− c〈ψ, a〉tr(P )
= 2H2〈N, a〉 − 2cH〈ψ, a〉. (2.9)
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Aśı L1 puede ser calculado como
L1ψ = 2H2N − 2cHψ. (2.10)
Nuevamente sea a ∈ R4t un vector constante. Tenemos que para X ∈ X(M2)
〈∇〈N, a〉, X〉 = X〈N, a〉
= 〈∇0XN, a〉+ 〈N,∇0Xa〉
= 〈−SX, a〉 = 〈−SX, a>〉 = 〈X,−Sa>〉,
como esto vale para todo X ∈ X(M2) tenemos que el gradiente de 〈N, a〉 está dado por
∇〈N, a〉 = −Sa>.
A partir de la fórmula de Weingarten y (2.8), obtenemos que
∇X∇〈N, a〉 = −(∇XS)a> − S(∇Xa>)
= −(∇a>S)X − 〈N, a〉S2X + c〈ψ, a〉SX,
para todo campo vectorial tangente X. Esta ecuación, conjuntamente con (2.5) y el Lema
2.1, produce
L1〈N, a〉 = −tr(∇a>S ◦ P )− 〈N, a〉tr(S2 ◦ P ) + c〈ψ, a〉tr(S ◦ P )
= −〈∇H2, a〉 − 2HH2〈N, a〉+ 2cH2〈ψ, a〉. (2.11)
En otras palabras
L1N = −∇H2 − 2HH2N + 2cH2ψ. (2.12)
A partir de (2.10), (2.12) y (2.6) obtenemos el siguiente resultado
Lema 2.3 Para todo f ∈ C∞(M2), tenemos que
L1(fψ) = 2P (∇f) + 2fH2N + (L1f − 2cHf)ψ,
L1(fN) = −(f∇H2 + 2H2∇f) + (L1f − 2HH2f)N + 2cH2fψ.
Por otra parte, las ecuaciones (2.6), (2.9) y (2.11) nos llevan a
L21〈ψ, a〉 = L1(2H2〈N, a〉 − 2cH〈ψ, a〉)
= 2H2L1〈N, a〉+ 2L1(H2)〈N, a〉+ 4 〈P (∇H2),∇〈N, a〉〉
− 2cHL1〈ψ, a〉 − 2cL1(H)〈ψ, a〉 − 4 〈P (∇H),∇〈ψ, a〉〉
= −2H2〈∇H2, a〉 − 4HH22 〈N, a〉+ 4cH22 〈ψ, a〉+ 2L1(H2)〈N, a〉
− 4〈S ◦ P (∇H2), a〉 − 4cHH2〈N, a〉+ 4c2H2〈ψ, a〉 − 2cL1(H)〈ψ, a〉
− 4c〈P (∇H), a〉
= −2H2〈∇H2, a〉 − 4〈(S ◦ P )(∇H2), a〉 − 4c〈P (∇H), a〉
+ [2L1(H2)− 4HH2(H2 + c)] 〈N, a〉+
[
4H2 + 4cH22 − 2cL1(H)
]
〈ψ, a〉.
Finalmente, como S ◦ P = H2I, obtenemos
L21ψ = −4cP (∇H)− 3∇H22 + 2 [L1(H2)− 2HH2(H2 + c)]N
+ 2
[
2H2 + 2cH22 − cL1(H)
]
ψ. (2.13)
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2.2. Superficies L1-biarmónicas
Una inmersión isométrica ψ : Mn → Rm se dice biarmónica si ∆
−→
H = 0, donde ∆ y
−→
H
son el laplaciano de la variedad Mn y el campo vectorial curvatura media de la inmersión,
respectivamente (ver por ejemplo [6]). A partir de la fórmula de Beltrami ∆ψ = n
−→
H , co-
nocemos que la subvariedad Mn es biarmónica si y solo si ∆2ψ = 0. La siguiente definición
aparece de forma natural (ver [3] y [12])
Definición 2.4 Una inmersión isométrica ψ : M2 → R4t se dice L1-biarmónica si L21ψ = 0.
En el caso en el que L21ψ = 0 y L1ψ 6= 0, decimos que ψ es una superficie propiamente
L1-biarmónica.
Si M2 es una superficie totalmente geodésica de M3c , entonces la ecuación (2.10) implica
que L1ψ = 0, y por lo tanto M
2 es una superficie (trivial) L1-biarmónica en R4t .
Sea ψ : M2 → R4t una superficie L1-biarmónica. Entonces, a partir de (2.13), se obtiene
4cP (∇H) + 3∇H22 = 0, (2.14)
L1(H2)− 2HH2(H2 + c) = 0, (2.15)
2(H2 + cH22 )− cL1(H) = 0. (2.16)
Si H es constante, por (2.16) tenemos H2 + cH22 = 0. De aqúı se obtienen dos casos:
Si c = 1, entonces H = H2 = 0. Es decir, M
2 es una superficie totalmente geodésica en
M31 = S3; en otras palabras, M2 es un abierto de una 2-esfera unitaria S2.
Si c = −1, entonces H = H2 o H = −H2. En cualquiera de los dos casos obtenemos
que M2 es una superficie de curvaturas principales constantes en M3−1 = H3.
Por otra parte, si K es constante (y por la ecuación de Gauss H2 también lo es), tomando
divergencia en (2.14) obtenemos que L1(H) = 0. Entonces nuevamente de (2.16) obtenemos
los casos anteriores. De donde concluimos el siguiente resultado.
Proposición 2.5 Sea ψ : M2 → M3c ⊂ R4t una superficie L1-biarmónica. Entonces se tiene
una, y solo una de las siguientes afirmaciones:
(a) M2 es un abierto de una 2-esfera unitaria S2,
(b) M2 es un abierto de un plano hiperbólico totalmente geodésico,
(c) M2 es un abierto de una superficie llana totalmente umbilical en H3, ó
(d) M2 tiene curvaturas no constantes H y K.
Este resultado puede ser mejorado de la siguiente manera. Si H es una función L1-armóni-
ca (es decir, L1(H) = 0), entonces (2.16) implica nuevamente que M
2 es una superficie de
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cruvaturas principales constantes en M3c . La misma conclusión se obtiene si H2 (o K) es una
función L1-armónica. En este caso, a partir de (2.15), se obtiene que
HH2(H2 + c) = 0.
Supongamos que H es no constante, (en otro caso no hay nada que mostrar), y tome el
conjunto no vaćıo U = {p ∈ M2|∇H2(p) 6= 0}. En este conjunto, como H es no constante,
tenemos que H2(H2 + c) = 0, y por lo tanto H2 (y por ende K) es constante en U .
Entonces la Proposición 2.5 implica que U es una superficie totalmente umbilical en M3,
pero entonces en U la curvatura media H es constante, lo cual es una contradicción. El
siguiente resultado ha sido probado.
Proposición 2.6 Sea ψ : M2 →M3c ⊂ R4t una superficie L1-biarmónica que no es totalmente
umbilical. Entonces las curvaturas H y K son no constantes ni L1-armónicas.
2.3. Ejemplos
Consideremos primero superficies Mn que son de L1-1-tipo en Rmt , es decir, superficies
Mn inmersas en Rmt cuyo vector posición ψ de Mn en Rmt puede ser escrito de la siguiente
forma
ψ = ψ0 + ψ1, L1ψ1 = λψ1, λ ∈ R,
donde ψ0 es un vector constante en Rmt , y ψ1 es una función que toma valores en Rmt y es
diferenciable no constante en Mn.
Ejemplo 6 (Superficies L1-1-tipo en S3) Superficies totalmente umbilicales en S3 son L1-
1-tipo. En efecto, Sea M2 ⊂ S3 una superficie totalmente umbilical, es decir, sus curvaturas
principales en todo punto son iguales. Tenemos entonces que su operador forma S está dado
por S = HI. Tomando X, Y ∈ X(M) linealmente independientes en (1.25), encontramos que
(∇XS)(Y ) = (∇Y S)(X)
∇X(SY )− S(∇XY ) = ∇Y (SX)− S(∇YX)
∇X(HY )−H(∇XY ) = ∇Y (HX)−H(∇YX)
X(H)Y +H(∇XY )−H(∇XY ) = Y (H)X +H(∇YX)−H(∇YX)
X(H)Y = Y (H)X.
De la última ecuación obtenemos que Z(H) = 〈∇H,Z〉 = 0 para todo Z ∈ X(M). En
resumen, si M es totalmente umbilical, entonces H es constante y H2 = H
2 también lo es.
Por otro lado, como −∇0XN = SX = HX, y ∇0Xψ = X para todo X ∈ X(M), entonces
∇0X(N +Hψ) = 0,
para todoX ∈ X(M2). Por lo tanto,N+Hψ = b para algún vector constante b. Reemplazando
en (2.10) obtenemos
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L1ψ = 2H2N − 2Hψ
= 2H2b− 2H2Hψ − 2Hψ
= 2H2b+ λψ,
donde λ = −2H(1 +H2). Si λ 6= 0, podemos escribir
ψ = ψ0 + ψ1, ψ0 = −
2H2
λ


















Como L1ψ1 = λψ1, entonces M
2 es L1-1-tipo.
En el caso λ = 0, entonces H = H2 = 0, y por lo tanto la superficie M
2 es totalmente
geodésica . A partir de (2.10) obtenemos que L1ψ = 0, mostrando aśı que M
2 es L1-1-tipo.
En [2], encontramos la siguiente proposición.
Proposición 2.7 Sea ψ : M2 → S3 ⊂ R4 una inmersión isométrica. Entonces ψ es L1-1-tipo
si y solamente si M2 es un abierto de una 2-esfera S2(r).
Ejemplo 7 (Superficies L1-1-tipo en H3) En este ejemplo mostraremos superficies M2 ⊂
H3 que son de L1-1-tipo en R41.
Es bien conocido que las superficies totalmente umbilicales en H3 se obtienen como inter-
secciones de H3 con un hiperplano de R41, y que el carácter causal del hiperplano determina
el tipo de la superficie.
En efecto, al igual que en el ejemplo anterior, a partir de (1.25) obtenemos que H y H2
son constantes, y como ∇0Xψ = X, por la fórmula de Weingarten obtenemos nuevamente que
∇0X(N +Hψ) = 0 para todo X ∈ X(M), de donde N +Hψ = b 6= 0. Tenemos que
〈b, b〉1 = 〈N,N〉1 + 2H〈N,ψ〉1 +H2〈ψ, ψ〉1
= 1−H2
Observemos que b será espacial si 0 ≤ H2 < 1, será luminoso si H2 = 1, y será temporal si
H2 ≥ 1. Definimos entonces a = b/||b|| si 〈b, b〉1 6= 0 y a = b si 〈b, b〉1 = 0. Por lo tanto, el
carácter causal de a es el mismo que el de b y estará normado, es decir, a ∈ R41 es un vector
constante no nulo con 〈a, a〉1 ∈ {1, 0,−1}.
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Consideremos la función diferenciable fa : H3 → R definida por fa(x) = 〈x, a〉. Observe-
mos que para cada campo X ∈ X(M) tenemos que
X(fa(ψ)) = X(〈ψ, a〉1)
= 〈∇0Xψ, a〉1 + 〈ψ,∇0Xa〉1
= 〈X, a〉1 = 0,
pues a ∈ gen{ψ,N}. De donde ∇fa = 0 en ψ(M) y por lo tanto la función fa es constante
sobre ψ(M), es decir fa(ψ) = τ ∈ R. Aśı obtenemos que
ψ(M) ⊆ f−1a (τ) = {x ∈ H3 : 〈x, a〉1 = τ}.
Observemos que f−1a (τ) es la intersección de un plano en R41 con H3. Observemos también
que el gradiente de la función fa(x) es a
> ∈ H3; de donde, por la Proposición 1.32, obtenemos
que N(x) = a>/||a>|| es un vector normal unitario globalmente definido sobre f−1a (τ) siempre
que su carácter causal no cambie.
Como para todo x ∈ f−1a (τ), a> = a+ 〈a, x〉1x = a+τx, tenemos que para todo τ ∈ R tal
que 〈a>, a>〉1 = 〈a, a〉1+τ 2 := δ2 > 0, el conjunto ψ(M) ⊂ f−1a (τ) es una superficie totalmente





(a+ τx), S = −τ
δ
I,
de donde obtenemos que ψ(M) tiene curvatura media constante H = −(τ/δ) y curvatura
gaussiana constante K = −〈a, a〉/δ2. Tenemos las siguientes posibilidades:
i) Si 〈a, a〉 = −1, entonces K = 1/(τ 2 − 1) es positiva, de donde ψ(M) es isomorfo a un
abierto de S2(
√
τ 2 − 1).
ii) Si 〈a, a〉 = 0, entonces K = 0, y ψ(M) es isomorfo a un abierto en R2. En este caso,
decimos que ψ(M) es una superficie llana totalmente umbilical.
iii) Si 〈a, a〉 = 1, entonces K = −1/(τ 2 + 1) es negativa, de donde ψ(M) es isomorfo a un
abierto de H2(−
√
τ 2 + 1).
Teniendo en cuenta (2.10), obtenemos



















En resumen, L1ψ = λψ + d, donde λ =
2τ
δ3
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i) Si τ = 0 (y por lo tanto S = 0), entonces L1ψ = 0. Por lo tanto ψ(M) ⊂ H3 es
L1-armónica y por lo tanto L1-1-tipo.
ii) Si τ 2 = δ2 > 0, entonces L1ψ = d 6= 0, 〈d, d〉 = 0, y ψ(M) ⊆ R2 es L1-tipo infinito.
iii) Si λ 6= 0, podemos escribir ψ = ψ0 + ψ1, donde ψ0 = −(1/λ)d y ψ1 = ψ + (1/λ)d, aśı
L1ψ1 = λψ1, mostrando que ψ(M) es L1-1-tipo.
Recordemos que una hipersuperficie Mn es llamada isoparamétrica si todas sus curvaturas
principales son funciones constantes; esto es equivalente a decir que todas las funciones Hi
son constantes.
El problema de clasificación de hipersuperficies isoparamétricas en Sn+1 aún está abierto,
sin embargo, si están totalmente caracterizadas en el caso particular de S3, donde son abiertos
de superficies totalmente umbilicales o abiertos de superficies de Clifford S1(a) × S1(b), con
a2 + b2 = 1 (ver [18, 19, 20]). Por otra parte, las hipersuperficies isoparamétricas en Hn+1 son
abiertos de hipersuperficies totalmente umbilicales o abiertos de cilindros hiperbólicos de la
forma Hm(−r1)× Sn−m(r2), −r21 + r22 = −1 (ver [18]).
Estudiaremos ahora el comportamiento del operador L1 en las hipersuperficies isopa-
ramétricas de M3c .
Ejemplo 8 (Superficies L1-2-tipo en S3) Veamos que un producto riemanniano estándar
M21,r = S1(
√
1− r2)× S1(r) ⊂ S3, 0 < r < 1, es L1-2-tipo en R4. Consideremos
M21,r = {x = (x1, x2, x3, x4) ∈ S3 : x23 + x24 = r2}
Tenemos que M21,r = f
−1(r2), donde f : S3 7−→ R está definida por la expresión





Sea X = (X1, X2, X3, X4) un campo de vectores sobre S3, entonces
X(f) = 〈∇0f,X〉 = 2x3X3 + 2x4X4,
donde ∇0f es el gradiente de la función vista como una función de R4 en R. Por lo tanto,
para todo campo vectorial X ∈ X(S3)
〈∇f,X〉 = X(f) = 〈(0, 0, 2x3, 2x4), X〉 = 〈2Z(x), X〉,
donde Z(x) = (0, 0, x3, x4) es la proyección en S1(r) del vector x. Si escribimos Z(x) =
(Z(x))> + 〈Z(x), x〉x, donde Z(x)> es la parte tangente a S3 de Z(x), entonces
〈∇f,X〉 = 〈2Z(x), X〉 = 〈2(Z(x))>, X〉 = 〈2(Z(x)− 〈Z(x), x〉x), X〉.
Aśı, obtenemos que





〈Z(x), Z(x)〉 − 2r2〈Z(x), x〉+ r4〈x, x〉
)
= 4(r2 − 2r4 + r4) = 4r2(1− r2) > 0,




































con 〈N,N〉 = 1. Aśı, si X = (X1, X2) es un campo tangente sobre M , donde X1 y X2 son
campos sobre S1(
√
1− r2) y S1(r), respectivamente, obtenemos que
















































y H2 = −1.
Si escogemos ψ1 = (x1, x2, 0, 0) y ψ2 = (0, 0, x3, x4), es fácil ver que ψ = ψ1 +ψ2, y usando
(2.10) obtenemos que























(x1, x2, x3, x4)
=
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Por lo tanto, M21,r es L1-2-tipo en S3 ⊂ R4.
Ejemplo 9 (Superficies L1-2-tipo en H3) Veamos que un producto riemanniano estandar
M2−1,r = H1(−
√
1 + r2)× S1(r) ⊂ S3, r > 0, es L1-2-tipo en R41. Consideremos
M2−1,r = {x = (x1, x2, x3, x4) ∈ H3 : x23 + x24 = r2}.
Tenemos que M2−1,r = f
−1(r2), donde f : H3 7−→ R está definida por la expresión




4. Sea X un campo de vectores sobre H3, entonces
〈∇f,X〉 = X(f) = 〈(0, 0, 2x3, 2x4), X〉 = 〈2Z(x), X〉,
donde Z(x) = (0, 0, x3, x4) es la proyección en S1(r) del vector x. Si escribimos Z(x) =
(Z(x))> − 〈Z(x), x〉x, donde (Z(x))> es la parte tangente a H3 de Z(x), obtenemos que
〈∇f,X〉 = 〈2Z(x), X〉 = 〈2(Z(x))>, X〉 = 〈2(Z(x) + 〈Z(x), x〉x), X〉.
Aśı, ∇f = 2(Z(x) + 〈Z(x), x〉x) = 2Z(x) + 2r2x. Como
〈∇f,∇f〉 = 4
(
〈Z(x), Z(x)〉+ 2r2〈Z(x), x〉+ r4〈x, x〉
)
= 4(r2 + 2r4 − r4) = 4r2(1 + r2) > 0,

















2x2, (1 + r





















con 〈N,N〉 = 1. Aśı, si X = (X1, X2) es un campo tangente sobre M , donde X1 y X2 son
campos sobre H1(−
√
1 + r2) y S1(r), respectivamente, obtenemos que










































y por lo tanto, sus curvaturas media y escalar están dadas respectivamente por





y H2 = 1.
Si tomamos ψ1 = (x1, x2, 0, 0) y ψ2 = (0, 0, x3, x4), entonces ψ = ψ1 +ψ2, y usando (2.10)
obtenemos que























(x1, x2, x3, x4)
=
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Por lo tanto, M2−1,r es una superficie L1-2-tipo en H3 ⊂ R41.
Observemos que en los ejemplos anteriores conseguimos definir una hipersuperficie de M3c ,
que denotamos M2c,r como:
M2c,r = M1c(c
√
1− cr2)× S1(r) = {(x1, x2, x3, x4) ∈M3c ⊂ R4t : x3 + x4 = r2},
donde r > 0, 1 − cr2 > 0; y en ambos casos obtuvimos que M2c,r es una superficie L1-2-tipo
en R4t cuyas curvaturas principales son constantes.
Lema 2.8 Abiertos de la superficie M2c,r → M3c ⊂ R4t , con r > 0, 1 − cr2 > 0, son super-
ficies orientables L1-2-tipo en M3c de curvatura media H constante, curvatura gausiana K
constante, y curvaturas principales κ1 y κ2 constantes.
Demostración. Basta mostrar que la superficie M2c,r es una superficie orientable L1-2-tipo que
posee curvaturas principales constantes; de donde, como el concepto de curvatura es local,
obtenemos el resultado deseado. Repitiendo lo realizado en los dos ejemplos anteriores, como:
M2c,r = {x = (x1, x2, x3, x4) ∈M3c : x23 + x24 = r2}.
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Tenemos que M2c,r = f
−1(r2), donde f : M3c 7−→ R está definida por la expresión





Si X es un campo de vectores sobre M3c , se tiene que
〈∇f,X〉 = X(f) = 2x3X3 + 2x4X4
= 〈(0, 0, 2x3, 2x4), X〉 = 〈2Z(x), X〉,
donde Z(x) = (0, 0, x3, x4) es la proyección en S1(r) del vector x. Si escribimos
Z(x) = (Z(x))> + c〈Z(x), x〉x,
donde (Z(x))> es la parte tangente a M3c de Z(x), obtenemos que
〈∇f,X〉 = 〈2Z(x), X〉 = 〈2(Z(x))>, X〉 = 〈2(Z(x)− c〈Z(x), x〉x), X〉.
Aśı, ∇f = 2(Z(x))> = 2(Z(x)− c〈Z(x), x〉x) = 2Z(x)− 2cr2x. Como
〈∇f,∇f〉 = 4
(
〈Z(x), Z(x)〉 − 2cr2〈Z(x), x〉+ r4〈x, x〉
)
= 4(r2 − 2cr4 + cr4) = 4r2(1− cr2) > 0,




































con 〈N,N〉 = 1. Aśı, si X = (X1, X2) es un campo tangente sobre M , donde X1 y X2 son
campos sobre M1c(c
√
1− cr2) y S1(r), respectivamente, obtenemos que

















































y H2 = −c.
Si tomamos ψ1 = (x1, x2, 0, 0) y ψ2 = (0, 0, x3, x4), entonces ψ = ψ1 +ψ2, y usando (2.10)
obtenemos que























(x1, x2, x3, x4)
=
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Por lo tanto, M2c,r es una superficie L1-2-tipo en M3c ⊂ R4t . 2
Caṕıtulo 3
Superficies L1-2-tipo
Supongamos que M2 es una superficie L1-2-tipo en R4t , esto es, que el vector posición ψ
de M2 en R4t puede ser escrito de la siguiente forma
ψ = ψ0 + ψ1 + ψ2, L1ψ1 = λ1ψ1, L1ψ2 = λ2ψ2, λ1 6= λ2, λi ∈ R,
donde ψ0 es un vector constante en R4t , y ψ1, ψ2 son funciones R4t valuadas diferenciables no
constantes en M2.
3.1. Ecuaciones que caracterizan las superficies L1-2-
tipo






2ψ2, un cálculo sencillo muestra que
L21ψ = (λ1 + λ2)L1ψ − λ1λ2(ψ − ψ0),
y usando (2.10) obtenemos
L21ψ = λ1λ2ψ
T
0 + [2(λ1 + λ2)H2 + λ1λ2〈N,ψ0〉]N
+ [−2c(λ1 + λ2)H − λ1λ2 + cλ1λ2〈ψ, ψ0〉]ψ.
A partir de esta ecuación, junto con (2.13), obtenemos las siguientes ecuaciones que
caracterizan las superficies L1-2-tipo en M3c :
λ1λ2ψ
T
0 = −3∇H22 − 4cP (∇H) (3.1)
λ1λ2〈N,ψ0〉 = 2L1(H2)− 2H2(2HH2 + 2cH + λ1 + λ2) (3.2)
λ1λ2〈ψ, ψ0〉 = 4H22 + 4cH2 + 2(λ1 + λ2)H + cλ1λ2 − 2L1(H) (3.3)
3.2. Resultados Principales
Teorema 3.1 Sea ψ : M2 → M3c ⊂ R4t una superficie orientable L1-2-tipo. Entonces M2
tiene curvatura media H constante si, y solo si, M2 es un abierto de un producto riemanniano
estándar M2c,r = M1c(c
√
1− cr2)× S1(r), con r, 1− cr2 > 0.
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Demostración. Observemos que del Lema 2.8 sabemos que los abiertos de las superficies
M2c,r = M1c(c
√
1− cr2) × S1(r), con r, 1 − cr2 > 0 son en particular superficies orientables





Ahora, para mostrar la otra implicación, sea M2 una superficie L1-2-tipo con curvatura
media constante H. Nuestra meta es mostrar que la curvatura gaussiana K de M2 es cons-
tante. Como K = c+H2, donde H2 es la curvatura escalar de M
2, basta mostrar que H2 es
constante.
Tomando derivada covariante en (3.3), como por hipótesis H es constante, obtenemos que
λ1λ2ψ
T
0 = 4∇H22 . Reemplazando en (3.1) se deduce que ∇H22 = 0, de donde se concluye que
H2 es constante, como queŕıamos mostrar.
Por lo tanto H2 también es constante en M
2, es decir, M2 es una superficie isoparamétrica
en M3c . A partir de la caracterización de las superficies isoparamétricas en M3c (ver, por
ejemplo, [18, 19, 20]), obtenemos que o M2 es una superficie totalmente umbilical, o M2 es
un abierto de un producto riemanniano estándar M2c,r = M1c(c
√
1− cr2)×S1(r). Como vimos
en los Ejemplos 6 y 7 que las superficies totalmente umbilicales en M3c son o L1-1-tipo o
L1-tipo infinito, se obtiene el resultado. 2
Teorema 3.2 Sea ψ : M2 →M3c ⊂ R4t una superficie orientable L1-2-tipo. Entonces M2 tie-
ne curvatura gaussiana K constante si y solo si M2 es un abierto de un producto riemanniano
estándar M2c,r = M1c(c
√
1− cr2)× S1(r), con r, 1− cr2 > 0.
Demostración. Nuevamente del Lema 2.8 sabemos que los abiertos de las superficies M2c,r =
M1c(c
√
1− cr2)× S1(r), con r, 1− cr2 > 0 son en particular superficies orientables L1-2-tipo
con curvatura escalar constante H2 = −c. A partir de la ecuación de Gauss (1.27) obtenemos
que la curvatura gaussiana K = c+H2 = 0 es constante.
Veamos la otra implicación: sea M2 una superficie L1-2-tipo con curvatura gaussiana
constante K, y considere el conjunto abierto
U = {p ∈M2|∇H2(p) 6= 0}.
Nuestra meta es mostrar que U es vaćıo. Supongamos que no lo es: Tomando derivada




0 = 4H2(H2 + c)∇H.
De (3.1) y teniendo en mente que S ◦ P = H2I, obtenemos que λ1λ2SψT0 = −4cH2∇H,
y por lo tanto
H2(H2 + 2c)∇H = 0.
Consecuentemente, en U tenemos que H2 = −2c ó H2 = 0. Estudiaremos cada caso por
separado.
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Caso 1: H2 = −2c. Aplicando el operador L1 a ambos lados de (3.2) y usando (3.3) ob-
tenemos
λ1λ2L1〈N,ψ0〉 = L1(−2H2(2HH2 + 2c+ λ1 + λ2))
= L1(4c(−2cH + λ1 + λ2)) = −8L1(H)
= 4
[
λ1λ2〈ψ, ψ0〉 − 4cH2 − 2(λ1 + λ2)H − cλ1λ2 − 16
]
.
Por otro lado, a partir de (2.11), tenemos que
cλ1λ2〈N,ψ0〉H − λ1λ2〈ψ, ψ0〉 = λ1λ2〈ψ, ψ0〉 − 4cH2 − 2(λ1 + λ2)H − cλ1λ2 − 16,
y usando (3.2) se sigue que
2λ1λ2〈ψ, ψ0〉 = cλ1λ2〈N,ψ0〉H + 4cH2 + 2(λ1 + λ2)H + cλ1λ2 + 16
= 4H(−2cH + λ1 + λ2) + 4cH2 + 2(λ1 + λ2)H + cλ1λ2 + 16
= −4cH2 + 6(λ1 + λ2)H + cλ1λ2 + 16,
es decir,
λ1λ2〈ψ, ψ0〉 = −2cH2 + 3(λ1 + λ2)H +
1
2
(cλ1λ2 + 16). (3.4)
Tomando gradientes en (3.4),
∇λ1λ2〈ψ, ψ0〉 = λ1λ2ψT0 = [−4cH + 3(λ1 + λ2)]∇H.
Por otro lado, de (3.1) y (2.4),
λ1λ2ψ
T
0 = −4cP (∇H) = −8cH∇H + 4cS(∇H).
Igualando ambas expresiones para λ1λ2ψ
T
0 obtenemos
[−4cH + 3(λ1 + λ2)]∇H = −4cP (∇H) = −8cH∇H + 4cS(∇H), (3.5)
esto es,
S(∇H) = 4cH + 3(λ1 + λ2)
4c
∇H.
Ahora, aplicando el operador S a ambos lados de la primera igualdad en (3.5), y teniendo
en cuenta que S ◦ P = −2cI, llegamos a
[−4cH + 3(λ1 + λ2)]S(∇H) = 8(∇H),
en otras palabras,
S(∇H) = 8
−4cH + 3(λ1 + λ2)
∇H.
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Las últimas dos ecuaciones para S(∇H) implican que H es constante en U , lo cual es una
contradicción.
Caso 2: H2 = 0. Supongamos que κ1 = 0 y que κ2 = 2H 6= 0. (de otra forma, M2 seŕıa
una superficie totalmente geodésica y por ende L1-2-tipo). Sea {E1, E2} un marco ortonor-
mal local de direcciones principales de S tales que SEi = κiEi.
Afirmación 1 Por las ecuaciones de Codazzi, obtenemos que
∇E1E1 = 0, ∇E1E2 = 0,
∇E2E1 = − αHE2, ∇E2E2 =
α
H




donde α = E1(H).
Demostración. Dado que 〈Ei, Ei〉 = 1, entonces para i, j = 1, 2
0 = Ej〈Ei, Ei〉 = 2〈∇EjEi, Ei〉,
por ende, para j = 1, 2
∇EjE1 = 〈∇EjE1, E2〉E2,
∇EjE2 = 〈∇EjE2, E1〉E1.
Como M3c tiene curvatura constante, por la ecuación (1.25)
(∇E1S)(E2) = (∇E2S)(E1),
∇E1(SE2)− S(∇E1E2) = ∇E2(SE1)− S(∇E2E1).
recordando que SEi = κiEi, obtenemos que
−S(∇E2E1) = ∇E1(2HE2)− S(∇E1E2),
−〈∇E2E1, E2〉SE2 = 2E1(H)E2 + 2H∇E1E2 − 〈∇E1E2, E1〉SE1,
−2H〈∇E2E1, E2〉E2 = 2E1(H)E2 + 2H〈∇E1E2, E1〉E1.
Ahora, como 〈E1, E2〉 = 0, para j = 1, 2
0 = Ej〈E1, E2〉 = 〈∇EjE1, E2〉+ 〈E1,∇EjE2〉,
de donde deducimos que
〈∇E1E2, E1〉 = −〈∇E1E1, E2〉 = 0,




Como E1(H) = α, obtenemos lo deseado. 2
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De la definición del tensor de curvatura,
R(E1, E2)E1 = ∇[E1,E2]E1 − [E1, E2]E1





































Mientras que de la ecuación de Gauss (1.24),
R(E1, E2)E1 = (R(E1, E2)E1)
> + c〈SE1, E1〉SE2 − c〈SE2, E1〉SE1
=
(




Igualando las dos últimas ecuaciones, deducimos que
HE1(α) = cH
2 + 2α2. (3.6)
Por otra parte, como P (∇H) = κ2〈∇H,E1〉E1 +κ1〈∇H,E2〉E2 = κ2αE1, obtenemos que
L1H = div (P (∇H))
= 〈∇E1P (∇H), E1〉+ 〈∇E2P (∇H), E2〉
= 〈∇E1(κ2αE1), E1〉+ 〈∇E2(κ2αE1), E2〉
= 〈E1(κ2)αE1 + κ2E1(α)E1 + κ2α∇E1E1, E1〉
+ 〈E2(κ2)αE1 + κ2E2(α)E1 + κ2α∇E2E1, E2〉





= 2E2(H)α + 2HE1(α)− 2α2 = 2HE1(α),
(veáse (2.5)). En resumen
L1H = 2HE1(α). (3.7)
Usando (3.6) y (3.7), podemos reescribir (3.3) como
λ1λ2〈ψ, ψ0〉 = 2(λ1 + λ2)H + cλ1λ2 − 8α2. (3.8)
Tomando derivada covariante a lo largo de E1, obtenemos que
E1(λ1λ2〈ψ, ψ0〉) = 2(λ1 + λ2)α− 16αE1(α). (3.9)
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Por otro lado, como H2 = 0 la ecuación (3.1) queda en la forma
λ1λ2ψ
T









Esta ecuación, en conjunto con (3.9), implica que (λ1 +λ2)α− 8αE1(α) = −4cHα. Como
α 6= 0 (veáse (3.6)), deducimos
8E1(α) = 4cH + λ1 + λ2. (3.10)
De la anterior ecuación y (3.7), obtenemos que 4L1H = 4cH
2+(λ1+λ2)H. Reemplazando
esto en (3.3),
λ1λ2〈ψ, ψ0〉 = 2cH2 +
3
2
(λ1 + λ2)H + cλ1λ2. (3.11)
















Finalmente, aplicando el operador S a ambos lados de la primer igualdad de (3.12),







Las últimas dos ecuaciones implican que H es constante en U , lo cual es una contradicción.
Hemos probado que si M2 es una superficie L1-2-tipo con H2 constante, entonces H es
constante. Entonces, por el Teorema 3.1, deducimos que M2 es un abierto de un producto
riemanniano M2c,r, con r, 1− cr2 > 0. Esto concluye la demostración del Teorema 3.2. 2
Recordemos que una superficie en M3c se dice de curvatura principal constante si una de sus
curvaturas principales es constante. Esta definición nos lleva de forma natural al siguiente
resultado:
Teorema 3.3 Sea ψ : M2 → M3c ⊂ R4t una superficie orientable L1-2-tipo. Entonces M2
tiene una curvatura principal constante si y solo si M2 es un abierto de un producto rieman-
niano estandar M2c,r = M1c(c
√
1− cr2)× S1(r), con r, 1− cr2 > 0.
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Demostración. Observemos que a partir del Lema 2.8 se obtiene que los abiertos de las
superficies M2c,r, con r, 1 − cr2 > 0 son en particular superficies orientables L1-2-tipo con
curvaturas principales constante κ1 =
cr√





Ahora sea M2 una superficie L1-2-tipo y supongamos que κ1 es una constante no nula (en
otro caso H2 = 0 y el resultado es consecuencia del Teorema 3.2). Consideremos el conjunto
abierto
U = {p ∈M2|∇κ22(p) 6= 0},
nuestra meta es mostrar que U es vaćıo. Si escribimos las ecuaciones (3.1)−(3.3) en términos
de κ2, como κ1 es constante, entonces toman la siguiente forma:
λ1λ2ψ
T
0 = −6κ21κ2∇κ2 − 2cP (∇κ2), (3.13)
=
[
−6κ21κ2 − 2c(κ1 + κ2)
]
∇κ2 + 2cS(∇κ2), (3.14)
λ1λ2〈N,ψ0〉 = 2κ1L1κ2 − 2κ1κ2 [(κ1 + κ2)(κ1κ2 + c) + λ1 + λ2] , (3.15)
λ1λ2〈ψ, ψ0〉 = 4κ21κ22 + c(κ1 + κ2)2 + (λ1 + λ2)(κ1 + κ2) + cλ1λ2 − L1κ2. (3.16)
Las ecuaciones (3.15) y (3.16) nos llevan a




2 + c(κ1 + κ2)
2 + (λ1 + λ2)(κ1 + κ2) + cλ1λ2
]
− 2κ1κ2 [(κ1 + κ2)(κ1κ2 + c) + λ1 + λ2]






1 + cκ1κ2 + (λ1 + λ2)κ1 + cλ1λ2 − κ1κ32
]
.
Si tomamos gradiente en el primer y último término de la anterior igualdad,
−λ1λ2SψT0 = −2κ1λ1λ2ψT0 + 2κ21
[
c+ 6κ1κ2 − 3κ22
]
∇κ2. (3.17)
Por otra parte, dado que S ◦ P = H2I, podemos deducir de (3.13) que
λ1λ2Sψ
T
0 = −6κ21κ2S(∇κ2)− 2cκ1κ2∇κ2. (3.18)









c+ 6κ1κ2 − 3κ22
]
∇κ2 − 6κ21κ2S(∇κ2)− 2cκ1κ2∇κ2,
Como por hipótesis κ1 6= 0, simplificando 2κ1 en la ecuación anterior y utilizando (3.14),
encontramos que[
−6κ21κ2 − 2c(κ1 + κ2)
]
∇κ2 + 2cS(∇κ2) = κ1
[
c+ 6κ1κ2 − 3κ22
]
∇κ2 − 3κ1κ2S(∇κ2)− cκ2∇κ2,
en otras palabras,
(3κ1κ2 + 2c)S(∇κ2) = (−3κ1κ22 + (12κ21 + c)κ2 + 3cκ1)∇κ2.
Como 3κ1κ2 + 2c 6= 0 (de otra forma κ2 seŕıa constante), deducimos
S(∇κ2) = f(κ1, κ2)∇κ2, donde f(κ1, κ2) =
−3κ1κ22 + (12κ21 + c)κ2 + 3cκ1
3κ1κ2 + 2c
.
Esta ecuación implica que ∇κ2 es un vector propio de S, de donde f(κ1, κ2) = κ1 o
f(κ1, κ2) = κ2. En cualquier caso se concluye que κ2 es constante en U , lo cual es una
contradicción. Aśı, en particular obtenemos que las curvaturas media H y gaussiana K de M




A partir de los Teoremas 3.1, 3.2 y 3.3, obtenemos como corolario inmediato la siguiente
caracterización de las superficies L1-2-tipo en M3c .
Teorema 3.4 Sea ψ : M2 → M3c ⊂ R4 una superficie orientable L1-2-tipo. Entonces, M2
satisface únicamente una de las siguientes afirmaciones:
M2 es un abierto de un producto riemanniano estándar M2c,r = M1c(c
√
1− cr2)×S1(r),
con r, 1− cr2 > 0.
M2 tiene curvatura media no constante H, curvatura gaussiana no constante K y
curvaturas principales no constantes κ1 y κ2.
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