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Fock spaces over n x N complex matrices are introduced to deal with the reduc- 
tion of n-fold tensor products of representations of GL(N, C). These spaces are 
decomposed into orthogonal direct sums of finite-dimensional polynomial spaces 
Bt”) that are invariant under GL( N, C). A Frobenius reciprocity theorem is proved 
which relates the number of times an irreducible representation of GL(N, C) 
appears in B (W to the number of times this irreducible representation contains a 
representation of its diagonal subgroup. A GL(n, C) action is shown to commute 
with the GL(N, C) action aqd is used to tind maps that send irreducible represen- 
tations of GL(N, C) into the L@““) spaces. Invariant Casimir operators are 
introduced to deal with the multiplicity occurring in n-fold tensor products. 
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1. INTRODUCTION 
Holomorphic Hilbert spaces were first introduced by I. E. Segal in Cl]; 
V. Bargmann then used these spaces in a number of different applications. 
In particular he used these spaces to analyze the representations of SU(2) 
(see [2]), find the matrix elements of SU(2), and by enlarging the Hilbert 
space, decompose tensor products and compute Clebsch-Gordan and 
Racah coefficients of SU(2). 
In previous papers (see [3,4]) we have shown how irreducible represen- 
tations of GL(N, C) can be realized concretely and how to compute matrix 
coefficients of GL(N, C) in a Gelfand-Zetlin basis. Our goal in this paper is 
to generalize other results of Bargmann’s SU(2) paper. To do this we 
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introduce an enlarged Bargmann space consisting of holomorphic functions 
of n x N complex matrices. The holomorphic Hilbert space (Fock space) 
can be decomposed into subspaces each of which is isomorphic to an n-fold 
tensor product representation space of GL(N, C), and we show how to 
further decompose these subspaces into irreducible representation spaces of 
GL(N, C). This is done by making use of the theory of dual pairs of groups 
introduced by R. Howe [S], in which the GL(n, C) left action commutes 
with the GL(N, C) right action, and by using the universal enveloping 
algebra generated by the Lie algebra of GL(n, C) to get maps that send 
irreducible representations of GL(N, C) into the n-fold tensor product 
spaces. 
The plan of the paper is as follows: In Section 2, Fock spaces over n x N 
complex matrices are introduced, and two inner products, an integration 
inner product and a differentiation inner product, are shown to be 
equivalent. It is important to have a differentiation inner product, for this 
inner product plays a significant role in computing Clebsch-Gordan and 
Racah coefficients. The Fock spaces are decomposed into an orthogonal 
direct sum of finite-dimensional polynomial spaces, YcM), that transform to 
the left by the diagonal subgroup of GL(n, C). The main theorem of this 
section is a Frobenius reciprocity theorem, which was conjectured in [6] 
and which gives the multiplicity of the irreducible representations of 
GL(N, C) in @M). 
The Frobenius reciprocity theorem does not indicate how to map 
irreducible representations of GL(N, C) as realized concretely in [3,4] into 
p(M). To find such maps we make use of the commuting left action of 
GL(n, C) to find Lie algebra elements of raising and lowering operators 
which map irreducible GL(N, C) representations into PC”“). 
As shown by the Frobenius reciprocity theorem, an irreducible represen- 
tation of GL(N, C) in general occurs more than once in PC”“). We deal with 
the multiplicity problem by showing that 9 (M) is isomorphic to the n-fold 
tensor product of irreducible representations of GL(N, C) with signature of 
the form (Mi, 0, . . . . 0), 1 < i < n. And the multiplicity of this stepwise mul- 
tiplicity-free tensor product can be completely dealt with according to a 
theorem of H. Weyl and by making use of the Casimir operators associated 
with various coupling schemes of this tensor product. 
Finally, in Section 3 we briefly indicate how Clebsch-Gordan and Racah 
coefficients associated with n-fold tensor products can be computed for any 
coupling scheme, by using Casimir operators from the universal enveloping 
algebra associated with the right GL(N, C) action, and showing how these 
Casimir operators are equivalent to simpler Casimir operators associated 
with the left GL(n, C) action. The paper closes with a long example. 
We would like to thank Professor Irving E. Segal for several discussions. 
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2. DECOMPOSITION OF FOCK SPACES 
Let @“x N denote the vector space of all n row by N column matrices 
over the complex number field C. If 2 = (Z,) is an element of @“’ N, we let 
Z denote its complex conjugate and write Z, = X,+ J-1 YO; 1~ i< n, 
1 <j< A? If dX, (resp. dY,) denotes the Lebesgue measure on R we let 
dZ=Li..,,.j., dX,dY, denote the Lebesgue product measure on 
RnN. Define a Gaussian measure dp on Cx N by 
dp(Z) = nenN exp[ - tr(ZZ’)] dZ 
where tr denotes the trace of a matrix. 
DEFINITION 2.1. A map f: @” x N -+ @ is a holomorphic square-integrable 
function if it is holomorphic on the entire domain C” x N and if 
i cnxNIf(~)12 dAZ)< ~0. 
It is obvious that the holomorphic square-integrable functions form a 
complex vector space; in fact, they form a Hilbert space with respect to the 
inner product 
(2.2) (fi, f~)=sy"~~f~(Z)f22(Z)d~(Z). 
Let F = F(@” x “) denote this Hilbert space. 
If D, denotes the group of all complex diagonal invertible matrices of 
order n and if (M) = (M,, . . . . M,) is an n-tuple of nonnegative integers we 
define a holomorphic character R(““): D, + @* by 
#“j(d) = d;’ . ..d$ d= ED,. 
DEFINITION 2.3. A polynomial function p: Cx N + @ is said to frans- 
form covariantly with respect to ?I(~) if 
p(dZ) = @‘(d) p(Z), (d,Z)ED,xFXN. 
It is obvious that the polynomial functions which transform with respect 
to ?I(~) form a subspace of 9. We denote this subspace by PCM). By using 
Eq. (2.2) it is easy to verify that 9 can be decomposed into an orthogonal 
direct sum of its subspaces 9’ CM) when (M) ranges over all n-tuples of non- 
negative integers. (This is an obvious generalization of Eq. (1.10) of [2].) 
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If 9(CnxN) is the vector space of all polynomial functions on UYx N then 
it is clear that P(@” x “) is a dense subspace of %( @” x “). Moreover, if we 
endow .Y(CnxN) with the inner product 
(2.4) 
where p(D) denotes the differential operator obtained by replacing Z, by 
the partial derivative a/aZ, (1 d i < n, 1 < j < N), then we can easily verify 
that the inner products ( .,.) and ( .,. ) are identical on P(V x v). If U(N) 
denotes the group of unitary matrices of order N then we can define a 
representation R, of U(N) on 9 by 
C&(y)fl(Z)=f(Z~)> Y E WV, fE 9”. 
It follows from Eq. (2.2) that R, is a unitary representation. Our main goal 
is to obtain the explicit spectral decomposition of this representation. Since 
obviously each 9 w  is an invariant subspace of R,, it suffices to decom- 
pose the subrepresentation RhM) = R. JgCMj of U(N) on PCM) for each n-tuple 
(M). For this purpose we shall briefly review the theory of holomorphically 
induced representations of the complex general linear groups. If r is a 
positive integer we set G = GL(r, C) and let B denote the subgroup of G 
consisting of all lower triangular invertible matrices. If (m) = (ml, . . . . m,) is 
an r-tuple of nonnegative integers such that m, > m2 2 . . . 2 m, 2 0: define 
a holomorphic character rP): B + C * by 
Set 
dm)(b) = by; . . bz, b E B. 
v’“’ = {f: @,X, H @ (f polynomial and 
f(bZ) = d”‘(b) f(Z), V(b, Z) E B x F’}. 
Let R(“) denote the representation of G on v’“’ defined by 
tR’“‘tdfU) =f(Zg), ZE@‘~‘, gEG, fE ycrn). 
Then Rem) is an irreducible representation of G with signature (m); 
moreover, the restriction Rhm) = R’“‘I ucrJ is unitary with respect to the inner 
product ( .,. ) given by Eq. (2.4) (cf. [3]). 
Now let (M) = (M,, . . . . M,) and consider the space z?PCM)= PCM)(Crxr). 
Let R(““) denote the holomorphically induced representation of @) from 
D = D, to G; i.e., RtM) = Ind, t G zCM) acts on zPCM) by right translation. 
DEFINITION 2.5. Let W’I(Crxr)=91MI be the subspace of 9(Cxr) 
consisting of all homogeneous polynomials of degree IMI = M, + ... + M,. 
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The covariant condition I;(dZ) = r~‘~‘(d) F(Z) implies that PtM) is a sub- 
space of PI”I, and it is easy to exhibit nonzero polynomials belonging to 
~9’~~). Thus (R ~4) 9@‘)) is a nontrivial finite-dimensional G-module. , 
We have the following Frobenius reciprocity. 
THEOREM 2.6. The number of times the G-module I/@“’ is contained in the 
G-module ~3’~~) is equal to the number of times the D-module V(“‘)l D contains 
the one-dimensional character 7tCM’ of D. 
Proof This theorem was conjectured in [6] and its proof is an adap- 
tation of the same theorem for finite groups. In general, if S and Tare two 
representations of a group on V, and V,, respectively, then the vector 
space of all linear mappings from V, to V, which intertwines T and S is 
denoted by Hom( T, S). It is well known that if S is finite dimensional and 
completely reducible and T is finite dimensional irreducible then the dimen- 
sion of Hom( T, S) is equal to the dimension of Hom(S, T); moreover, this 
common dimension is equal to the multiplicity of occurrence in S of the 
irreducible representation T. It follows that the content of the theorem is 
equivalent to the statement: dim Hom(R’“‘, RcM)) = dim Hom(rr(“), R(“) 1 D). 
We shall prove this by showing that Hom(R(“), RcM’) is actually 
isomorphic to Hom(R(“) 1 D, zcM’). 
If @: V(“’ + ~9’~~) is such that @ is linear and 
@R'"'(g)f=P"'(g)@J fe VCm), gEG, 
we define @, : V(“‘) + 6: by @,f = f (l), where 1 denotes the identity matrix 
of order r. Clearly @i is linear and for all d in D we have 
@,R’“‘(d) f = [@R’“‘(d) f](l) 
= [W”(d) @f](l) 
= @f(ld) = @f(d) 
= #‘(d) @f(l) 
= nCM)(d) @JI 
Thus @r belongs to Hom(R’“) 1 D, &““). Conversely, if A: V(“) + @ is a 
linear map such that 
AR’“‘(d) f = zCM)(d) Af 3 f E I’@) > 
we define the complex valued function @,,, f by 
[@/If I(g) = ~@%)f, ge G. 
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Since G is dense in Cx r and since R(“’ is a polynomial representation and 
A is linear, the function @J-may be considered as a polynomial on Crx’. 
Moreover, we have 
~nf(dg)=/iR(m)(dg)f=/iR(m)(d)(R(m)(g)f) 
= d”‘(d) A(R’“‘(g)f) 
= @‘(d)[@nfl(g) 
for all (4 g) E D x G. Thus @,,f belongs to PCM) whenever f belongs to 
V(“‘. Now if go E G then for all g E G we have 
C~in~~m~~~o~fl~~~=~~~m~~~~C~~m~~~o~fl 
= ~Rc”“kgo)f 
= @nf(ggo) 
= R(“)koWnflk). 
It follows that CD,,: VCm) -+ PCM) belongs to Hom(R(“), R”“‘) whenever ,4 
belongs to Hom(R(“) / D, ?I(~)). Now if we consider the following chain of 
successive maps Q, + @i -+ Q, @, of Hom(R (m), RCM’) into itself; then for all 
f~ V’“’ and g E G we have 
C@,,flk)= @#‘%)f= C@@“(dfl(l~ 
= L-R’%) W-l(1) = @f(b) 
=@fkh 
It follows that the map CD + @@, is the identity map on Hom(R(“), RCM’). 
Similarly, if we consider the chain of successive maps A + @,, -+ (@n)l of 
Hom(R(“’ ID, 7~~“‘)) into itself then for all f E Vcm) we have 
(On)lf = [@,,f](l)=AR(‘“)(l) f=AjI 
It follows that the mapping A + (@,,)r is the identity map on Hom(R’“’ I D, 
?I(~)). Thus Hom(RCm), RCM)) i s isomorphic to Hom(R(“)I D, T-C(~)), and 
hence, the proof of the theorem is achieved. 1 
Now let us consider PCM)(Cflx “) and set (Mi) = (Mi, 0, . . . . 0). Then we 
have the following 
THEOREM 2.7. The GL(N, C)-module 9(“‘(@” x “) is isomorphic to the 
GL(N, C) Kronecker product VCM1) @ . . . @ VCMn’. 
n 
Proof: The proof is similar to that of Lemma 2 of [6]. m 
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Theorem 2.7 shows that to obtain the spectral resolution of B@‘)(@” x “) is 
equivalent to obtaining the Clebsch-Gordan series for the Kronecker (ten- 
sor) product VcM1) @ ... @ V(““,). For this purpose let us recall that if 
Cm 1, . . . . m,) is the signature of an irreducible representation of GL(N, C) 
and if (m, 0, . . . . 0) is the signature of another irreducible representation of 
GL(N, C) then we have the following Weyl formula (cf. [7, Chap. XII, 
5.801): 
(2.8) Cm I, . ..> m,) 0 h, 0, . . . . 0) 
= c (m, +h, -.,mN+pN), OGPltlGS1 p, + .” +p,v=m 
where si=mi--mi+,, i = 1, . . . . N- 1. From Eq. (2.8) it follows that in order 
to obtain the Clebsch-Gordon series for VfM1)@ . . . @ VtMn) one needs 
only to apply (2.8) n times and each time no multiplicity is involved. 
Applying the previous theorems to the GL(N, @)-module @“‘)(CnxN) 
leads to the following 
COROLLARY 2.9. (a) Zf n < N then the frequency of occurrence of 
the irreducible representation of GL(N, C) with signature (m,, m2, . . . . mN) 
in YCM’(@” x “) is equal to the dimension of the weight space 
W , , . . . . M,, 0, . . . . 0) in Vmlx ...’ mN). 
(b) Zf n > N then the frequency of occurrence of the irreducible 
representation of GL(N, C) with signature (m,, . . . . mN) in @“)(@nx “) is 
equal to the dimension of the weight space (Al,, . . . . M,) in the representation 
T/h 1 .-.mN. 0, .. . 0) of GL@,, J-). 
Prooj (a) P(“)(CnxN) can be viewed as oJ~(MI~ -3 Mna 0 -3 ‘J)(@NxN), and 
the conclusion follows immediately from the theorem with r = N. 
(b) If Theorem 2.6 is used with r = n, we can infer that the number of 
times the character K(~~T..-P Mu) of D, occurs in the D,-module 
pzl, . . . . m,v. 0, . . . . 0) ID, is equal to the number of times the GL(n, C)-module 
with signature (m,, . . . . mN, 0, . . . . 0) occurs in #““I,..., Mn)(C” x “). It follows 
that the proof can be completed by showing that the latter is equal to the 
frequency of occurrence of the irreducible representation of GL(N, C) with 
signature (m i , . . . . mN) in P(““l, ...’ Mn)(Cn x “). By Theorem 2.7 the GL(n, C)- 
(MI. 0. . . . . 0) (Mm 0, . . . . 0) 
;~u~~P(~;(‘~~C’)~~ isimorphic to VT @ ... ($3 VT 
I (MI. . . . . Mn)( c” x “) is the isomorphic to 
(Ml. 0, . . . . 0) (M”, 0, . . . . 0) 
v--7- @ . . . @ I/-%--. It follows that the assertion above is 
equivalent to the statement that a signature (m,, . . . . m,) occurs with mul- 
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tiplicity p in the Clebsch-Gordan series of (M,, 0, . . . . O)@ . . . @ 
(0,) if and only if the signature (m,, . . . . mN, 0, . . . . o", occurs in the 
Clebs:h-Gordan series of (M, , 0, . . . . 0) @ ... &4 0 &) with the 
same multiplicity. For fixed n an”d N (n > N) we shill show this by 
considering the Clebsch-Gordan series of 
(MI,@ .a., 010 ... @(e)o .‘. @(MNf,,O, . ..) 0) 
N N N 
and the corresponding Clebsch-Gordan series of 
(M,,O, . . . . 0)O ... @(M,,O, . ..) 0)O ... @(M,+,,O, . ..) 0) 
n n n 
and prove by induction on 1 that the statement above holds for all Z, 
0 < Idn - N. By observing that Formula (2.8) applied to the tensor 
product (m,, . . . . mp, 0, . . . . 0) 8 (m, 0, . . . . 0) gives the Clebsch-Gordan series 
_h_u 
r r 
(2.10) (ml,..., mp, 0, . . . . O)@(m, 0, . . . . 0) 
where si = mi - mi, , , i= 1, . . . . p, mp+ , = 0, we infer that the statement 
above is obviously true if I =O. 
Next assume the statement true for 1 and write 
(2.11) (M, , O, *.*, O) @ ’ ’ ’ @ t”N+ I, O, . . . . O) 
n n 
=g’ m;, . . . . ml,, 0, . . . . 0) 
+C (my, . . . . rnk, m;,,, . ..). 
S2 
where in the sum S, if the zeros are deleted from the signature 
I29 ‘;;’ 
6, , 0 . . . . 0) we have exactly the Clebsch-Gordan series of 
&I@ ... @(MN+,, 0, . . . . 0), and in the sum S, all signatures 
N N 
(my, . . . . rng, mk+ 1, . ..) must have mk+ 1 >O. By coupling Eq. (2.11) with 
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(MN+,+,, 0, .‘., 0) it follows from Formula (2.8) that every signature in the 
Clebsch-Gordan series of 
C(m;‘, . . . . mk, mk,,, . ..)I @(MN+,+,, f-4 . . . . 0) 
must contain a nonzero entry at the (N+ 1)th slot, and is therefore 
irrelevant for comparing multiplicity. Now by coupling a specific signature 
(m;, . . . . rnh, 0, . . . . 0) in the sum S, with (MN+[+,, 0, . . . . 0) Formula (2.8) 
shows that a signature of the form (my, . . . . rnt, 0, . . . . 0) occurs in this ten- 
n 
sor product if and only if the corresponding signature (my, . . . . m;;‘) occurs 
in the tensor product (m;, . . . . rnL)@ (MN+,+ r, 0, ,,,, 0). This completes the 
N 
induction and shows that the signatures in the Clebsch-Gordan series of 
(M, ) 0, . ..) 0) 0 . . . 0 (& 0) are in one-to-one correspondence with 
N N 
the signatures of the form (m,, . . . . mN, 0, . . . . 0) in the Clebsch-Gordan 
series of (M, , 0, . . . . 0) @ . . . 0 (M,, 0, . . . . 0). j 
n n 
Remark 2.12. (i) Equation (2.10) can be used to show that when 
n <N the Clebsch-Gordan series of ((M,, 0, . . . . 0) 0 ,.. @ (M,, 0, . . . . 0) 
and (M,, 0, . . . . 0)O ... @(M,, 0, ..? 0) are idkrtical, thus giving aLother 
proof for p:rt (a) of Corollary 2y9. 
(ii) To illustrate the inductive proof of part (b) of Corollary 2.9 we 
exhibit below the Clebsch-Gordan series of two tensor products for n = 4 
and N=2, 
(LO) 0 (270) 0 (2, 0) 0 (330) 
= (8,0) + 3(7, 1) + 5(6,2) + 5(5, 3) + 2(4,4) 
(LO, 0, 0) 0 (2,0,0,0) 0 GO, 0, 0) 0 (3,0,0,0) 
= (8, O,O, 0) + 3(7, 1, 0,O) + 5(6, 2,0,0) + 5(5, 3,0,0) 
+ 2(4, 4, 0, 0) + 3(6, 1, 1, 0) + 6(5, 2, 1, 0) + 5(4, 3, 1,0) 
+ 3(4, 2,2,0) + 2(3, 3, 2,O) + (5, 1, 1, 1) + 2(4, 2, 1, 1) 
+ (333, 1, 1) + (3,232, 1). 
Now the group GL(n, C) acts on 9(C n x “) by left translation and we can 
define a representation of GL(n, C) x GL(N, C) on P(C”x “) by the 
equation 
(nk &T)PNZ) = v-’ Z&T), V(h, g) E GL(n, C) x GL(N, a=). 
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Setting r = max(n, N) according to Theorem 3, Section 56, Chapter VIII of 
[7], we have the following: 
The representation T of GL(n, C) x GL(N, C) on P(Cnx”) decomposes 
into a direct sum of irreducible representations with double signatures of type 
(ala) where a=(m,,m, ,..,, m,,O ,..., 0), k=min(n, N), rn,a ... >m,>O. 
The vector 
f,(Z) = fi 4 (Z), si=mi-mi+, 
i= I 
is the highest weight vector corresponding to the signature (a 1 a). Moreover, 
the cyclic module generated by f, is isomorphic to the tensor product 
WfL(“, “)a 5tp(N-C) where 9S?zL@‘, C) (resp. 9%?fL(N, C)) is the space of an 
irreducible representation of GL(n, C) (resp. GL(N, C)) of signature a. 
The dual actions of GL(n, C) and GL(N, C) on .P(Cnx N, lead to the 
following definition. 
DEFINITION 2.13. The isotypic component of the GL(N, C)-module 
v(~I, ...) mu) in g(@” x N ) is the sum of all submodules in P(Cnx “‘) which are 
isomorphic to V (m’,...’ mN). We shall denote the isotypic component of v’“‘, 
Cm) = (ml, . . . . m,), by Y( V’““). 
It follows from Theorem 4.3 of [S] that if n > N, i.e., r = n, k = N, 
n 
highest weight vector f fi,Jx of I@). It follows from Eq. (2.10) and 
Theorem 3, Section 5.6, Chapter VIII of [7] just quoted above that in part 
(a) of Corollary 2.9 (n d N, r = N, k = n) the irreducible representations of 
I’@) that actually occur in B”““(C” x “) must have signatures of the form 
(m i, . . . . m,,O, . . . . 0); that is, mn+l= ... = mN = 0 (using the Gelfand-Zetlin 
basis we”can also see that if m “+ i > 0 then no weights of the form 
W 1, ..-, M,, 0, . . . . 0) can occur in F’@l,‘.., mN), and thus Corollary 2.9a) is 
indeed consistent). Thus in this case fa is again the highest weight vector 
of I+‘. 
This theory of dual pairs will be discussed further in the next section. We 
conclude this section with a corollary that will be useful for that section. 
COROLLARY 2.14. Zf P@‘)(CnxN) contains a submodule isomorphic to 
v’“’ then the isotypic component 9( I/‘“‘) is contained in 91MI(Cnx N). 
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ProoJ If 
ml.N- 1 ‘“mN-l,N-l 
“.. 
: 
: 
ml1 > 
is a Gelfand-Zetlin label for I”“‘, where mi = miN, 1 d i< N, then 
according to Theorem 3 of [7, Chap. X] each Gelfand-Zetlin basis element 
hi?\ is a weight vector in I’(“‘), with weight 
n(“)(d)=dy”~ . ..@.%I, de DN, 
where sj = Xi= l,...,j mv is the sum of entries in the jth row of the tableau l?j 
and s0 = 0. So from Corollary 2.9, if I/(“‘) occurs in Y(“‘)(C’x “) then 
(M i, . . . . M,) is a weight of V (“‘I. It follows that M,=si-so, Mz=sz-s,, 
etc. Now 
=(sl-$,)+(s2-s1)+ “’ +(s,--N-l) 
=sN=m,+ ... +m,+ ... +m, 
and therefore VW) must be contained in .41”l(Cnx “). In particular, j$ix 
belongs to BI”I(C”’ “). If de D, is a scalar matrix, i.e., d= AZ,, 1 E C, then 
hd = dh = Ah for all h E GL(n, C). It follows immediately that T(h, g) fc& 
belongs to PI”‘(@” x N ) for all (h, g) E GL(n, C) x GL(N, C). Since 
T(h, g) f$& = T(h, g) f, generates 9( I’(“)) (see remark before this 
corollary), it follows immediately that Y( Vcm)) is contained in 
PyFXN). 1 
Theorem 2.7 together with Formula (2.8) and Corollary 2.9 show that we 
have obtained an abstract spectral decomposition of the representation R0 
on 8. In the next section we shall give a method to actually decompose 9 
explicitly and more importantly to canonically solve the multiplicity 
problem occurring in this decomposition. 
3. MULTIPLICITY BREAKING OF TENSOR PRODUCTS OF GL(iV,C) 
In this section we shall give a procedure to concretely decompose the 
G-module BcM’(@” x N ). For this we set G’= GL(n, C) and define a 
representation of G’ on the space of all polynomial functions on C” x N by 
CL(h) PI(Z) = Ah- ‘Zh (3.1) 
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for all p E 9(Cn x N, and h E G’. Then it is clear that the actions of G and G’ 
on S(Cflx “) commute; in fact, this is the natural setting for the dual pair 
(G’, G) as described in [S]. Now fix (M) = (M,, . . . . M,). Then it follows 
immediately from Definition 2.5 that the subspace Y”“‘(CnxN) contains 
,(,“)(CxN) d an is invariant under both actions of G and G’. It follows 
from Theorem 3, Section 56, Chapter VIII of [7], Theorem 4.3 of [S], and 
Corollary 2.10 of the present article that the dual pair tensor product 
(G’, G)-module @“‘(CnxN) can be decomposed into an orthogonal direct 
sum of isotypic components Y( v@‘)) (see Definition 2.13) where (m) ranges 
over all k-tuples of nonnegative integers m, >, . .* 3 mk such that 
k = min(n, N) and m, + . . . + mk = /MI; moreover, each Y( V’“‘) is 
irreducible under the tensor product representation L’“’ 0 R’“’ of (G’, G). 
If L, (resp. R,,) denotes the infinitesimal operators of L (resp. R) 
corresponding to the standard basis e,i (resp. ers) of the Lie algebra Cflxn 
(resp. C Nx “) of G’ (resp. G) then 
(3.2) 
1 <i,j<n and 1 d r, s < N. 
The infinitesimal operators L, form a basis for a Lie algebra with com- 
mutation relations 
(3.3) CL,, Lut71 = sju Lio - 6iu Luj~ 1 d i, j, u, v d n. 
These basis elements generate a universal envelopping algebra % of right 
invariant differential operators which also acts on 9(@” x “‘). Moreover, by 
the PoincarbBirkhoff-Witt theorem the ordered monomials in L, form a 
basis for the algebra a. 
Now suppose Vcrn) occurs in 9(“‘)( @” x “) with multiplicity p, Then from 
the theory of reductive dual pairs (cf. [ 51) and from a consequence of 
Burnside’s theorem (cf. [8, Chap. 5, Sect. 141) there exist ,U linearly 
independent elements in @ which form a basis for Hom,( vcm), 
$F”‘(@” x “)). In fact, if hciX is the highest weight vector of y(m) then one 
can choose ,U elements p,(L,,), . . . . p,(Lq) of % such that p,(Lg) AK&, 
1 < I < p, are linearly independent highest weight vectors of the p copies of 
the G-modules equivalent to V’“” which are contained in B’“‘(@” x “). 
Thus we have obtained a direct sum decomposition of 9”“‘(C3” x “). 
However, in general we do not obtain an orthogonal direct sum 
decomposition. To obtain an orthogonal direct sum decomposition of 
@W(C” x N) we let lJ’ei!“) denote the subspace of 9’c”)(Q=” x “) spanned by 
P,(L,) heiX, 1 d 1 d p, and observe that if we could find operators in Q that 
decompose WE&“) into an orthogonal direct sum of ,U one-dimensional 
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subspaces then these same operators can be used to obtain an orthogonal 
direct sum decomposition of B”““(C” x “) n 9( I/‘“‘) since they commute 
with the right action of G on this G-module. To find these operators we use 
the G-modules I’(““‘), . . . . VcMn) defined in Section 2. Consider the action of G 
on the tensor products VcM1) @ . . 0 VMfl) defined by 
(3.4) u,Q ... Qu, 
-'UlQ ..' QR(g)uiQ ... QR(g)uj+,p, Q ... Qu,, 
where i varies between 1 and n and i + 16 n, and where R(g) vi denotes 
the right translation by g E G of USE V(Mz). In particular, Theorem 2.11 
shows that under the action u, @ ... Q u, + R(g) u1 @ ... 0 R(g) v, the 
Kronecker product VcMI)@ ... @ VcMn) can be identified with the 
G-module BcM’(C” x “). B ecause the Casimir operators (cf. [7]) of the 
G-actions (3.4) leave WrC;a!“) invariant, they will decompose W&Y$“) into 
an orthogonal direct sum of one-dimensional subspaces. Note that the idea 
of using the various coupling schemes in a stepwise multiplicity-free tensor 
product (see Formula (2.12)) and the casimir operators of these actions to 
canonically break the multiplicity of W~~c;H’!“) is necessary in order to even 
define the Racah coefficients (cf. [9]) which we shall deal with in 
subsequent papers. Now observe from the theory of dual pairs that the 
dual action to the G-action (3.4) is just the left action (3.1) restricted to the 
subgroups of G’ consisting of elements of the form 
1 <idn, OQldn, ii-ldn. 
The Casimir operators for the left action of these subgroups are easy to 
compute. Indeed, let us fix i and 1 and let ME M(i, I) denote the matrix 
with entries L,,, i < r, s<i+Z-- 1; then the Casimir operators 
corresponding to this subgroup action are given by 
(3.5) tr(MP), OdpdO, 
where tr denotes the trace of a matrix. In theory, one must let p vary 
between 0 and I but in practice just a few values of p generally suflice 
(especially, p = 2). In the next section we shall illustrate this procedure by 
an example. 
We conclude this section by briefly indicating how Clebsch-Gordan 
and Racah coefficients associated with the n-fold tensor products 
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ffC”f)@ .. . 0 VcM*) can be computed. First, observe that it is easy to 
construct a Gelfand-Zetlin basis for each VcMi), 1 <i< n, so that 
V”I) @ ... @ VMn) and hence S w  has a natural tensor product basis. 
From [4] it follows that a Gelfand-Zetlin polynomial basis can be con- 
structed for each irreducible GL(N, C)-module I/(*) in 9”“” Vx “). Now ( 
suppose p,(L,), . . . . p,(L,) are p intertwining operators that map V’“’ into 
p mutually orthogonal submodules of P(““). Then the Clebsch-Gordan 
coefficients are just the overlaps between the tensor product basis and the 
images of the Gelfand-Zetlin basis of I’@) by the p,(Lq), 1 < k < 11, and the 
Racah coefficients are just the overlaps between two bases of two different 
coupling schemes. 
4. THE DECOMPOSITION OF .P(***, “( C3 x 3, 
In this section we shall give a complete orthogonal decomposition of the 
GL(3, C)-module 9’ (*,*,‘)(C3 x ‘). According to Theorem 2.11 the latter is 
isomorphic to the Kronecker product V(2,0qo) @ V(*,‘,‘) @ I’(‘,‘,‘). It follows 
from Formula (2.12) that we have the following spectral decomposition 
=(5,0,0)+2(4, 1,0)+2(3,2,0)+(3, 1, 1)+(2,2, 1). 
so that the GL(3, C)-modules (5,0,0), (3, 1, l), and (2,2, 1) occur in 
P(2*2,1)(C3x3) with multiplicity one, and the GL(3, C)-modules (4, 1, 0) 
and (3,2,0) occur in 9 (*.*,l)(C3 x ‘) with multiplicity two. The infinitesimal 
operators of the left action L are 
L,= 2 zig, 1 <i, j<3. 
I= 1 JI 
Since 2 + 2 + 1 = 5 = 1(2,2, 1 )I we must consider the GL(3, @)-module 
9s(C3” ‘) which contains 9’ (2*2*1)(C3x 3, together with the irreducible 
GL(3, @)-modules Yc5~o~o), p4,1,0) p,~3,*,0) 
intertwining operators that send P’(‘,‘*‘) 
~(3,1,1), and v(2,2,1). The 
and’1/(3-‘,‘) into 93(*9291)(~3X3) are 
~2~~5~~ and L,,, respectively, while V(2.2,1) is already a submodule of 
giN,2,1)(~3 x 3). It remains for us to deal with the cases V(4,‘o) and V(3,2xo) 
which involve multiplicity. 
Case V(4,1,0). It is easy to see that both intertwining operators L,, L,, 
and L3*L& map V(4*1,0) into 9’(2*2,1)(@3x3). If /~fii;~’ is the highest weight 
vector of V(4,1,0) then it is given by 
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It follows that if we set f’ = Lx1 L,, hnJ;O) and f 2 = L,, L$ /#J;O) then 
We can see that although f1 and f 2 are not orthogonal they are linearly 
independent and span a two-dimensional subspace Wfi~‘;“)~(2~2~1) of P(*,*,‘). 
To obtain an orthogonal direct sum we consider the coupling scheme 
((2,0,0) 0 (2,0,0)) 0 ( l,O, 0) which according to the theory developed in 
the previous section gives rise to the left action of the group [ GL62,C) y] on 
W#J;“)~(2~2*1). The linear Casimir operator of this group action is 
C, = L,, + L,, and the quadratic Casimir operator is given by 
Cz= C LoLji= Lf, + L:2 + L,,L,, + L2, L,,. 
,,,= 1.2 
The commutation relations (3.3) imply that 
C,=Lf, + L:+2L,zL,, +L**-L,,. 
It follows that 
and 
An easy computation shows that the eigenvalues of C2 are 12 and 20, 
respectively. Corresponding to the eigenvalue 12 we can take the eigen- 
vector 
and corresponding to the eigenvalue 20 we can take the eigenvector 
It follows immediately from Eq. (2.4) that f’ + f 2 and f’ -f * are 
orthogonal. Thus, the intertwining operators L,, L,, + L,, L:, and 
L,, L,, - L,, L$ map V(4,1,0) into two mutually orthogonal submodules of 
gjd2,*,1)(~3~3) 
Case V(3*2,0). The intertwining operators L,, and L,, L,, map V(3V270) 
into @2,2,11(@3x3). We have 
hf&?;“‘(Z) = Z,,(d i:(z))2 = Z,,(Z,, z,, - z12z21)2. 
580/84/l-2 
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Again, setting f’ = L,, h&$O) and f2 = L,, 15,,h$,!$~) we obtain 
f’(z)= 3ZT,ZZ2Z3, -~ZIIZ,ZZZ~Z~~ZS, 
-~~:,~21~22~32+~:2~:,~31+~~11~12~:1~32 
and 
f'(z)= -~Z:IZ:~Z~I+~ZTIZ~IG~Z~~ 
+2-G,-G~31-4~,,z,,z:,~32. 
As in the case P4.‘.0) we apply C, to f1 and fz to obtain 
~2f’~~~=4~7~:,~:2~31-~~11~12~21~22~3* 
-6Z:,Z,,Z22Z~z+Z:2Z:lZ31+6Z11Z12Z:,Z323 
and 
~,~~(Z)=~~~-Z:,Z:~Z,,+~Z:,Z~,Z~~Z,, 
+~z:2~:1~31-~~11~12~:1~32~~ 
Therefore C2 has 12 and 8 as eigenvalues. Corresponding to the eigenvalue 
12 we can take the eigenvector 
f’(z)= -2ZTJi2Z31+4Z:1&1Z22Z32 
+ 2ZT2Z$Z31 - 4211 Zl2ZZiZ32 
and corresponding to the eigenvalue 8 we can take the eigenvector 
2f1(Z)+f2(Z)=4{Z:lZ:2Z~1 -~~,,~,2~21~22~,, +Gz:lG~. 
Clearly f2 and 2f1 + f 2 are orthogonal, and the intertwining operators 
L,, Lj2 and 2L3, + L,, L,, map V(3,2*o) into two mutually orthogonal sub- 
modules of L?(~,~,‘)( C3 X 3). 
5. CONCLUSION 
We have shown how to decompose Fock spaces over n x N complex 
matrices into irreducible representation spaces of GL(N, C). This has been 
done by first decomposing the Fock space into an orthogonal direct sum of 
finite-dimensional polynomial spaces PcM) (see Definition 2.3) that trans- 
form covariantiy with respect to the diagonal subgroup of GL(n, C). These 
subspaces PcM) are isomorphic to n-fold tensor product spaces of represen- 
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tations with signatures (Mi, 0, . . . . 0), i= 1, . . . . n, of GL(N, C). Therefore 
decomposing PC”“) is equivalent to decomposing the n-fold tensor product 
of GL(N, C). 
The decomposition of ~9’~““) is carried out explicitly by making use of the 
commuting left action of GL(n, C) on the space PLM’ which contains PP”‘) 
(see Eq. (3.1)). Infinitesimal operators of this left action are used to map 
irreducible representations of GL(N, C) into P(“‘). The multiplicity of such 
maps is given by a Frobenius reciprocity theorem proved in Section 2. 
Once a choice of multiplicity labels is made, Casimir operators 
corresponding to these multiplicity labels are used to diagonalize the mul- 
tiplicity space, and intertwining operators are then constructed that 
orthogonally map irreducible representations of GL(N, C) into PC”“). 
As discussed in this paper the procedure given for diagonalizing the mul- 
tiplicity subspaces is very general, and therefore suitable for diagonalizing 
representation spaces of subgroups of GL(N, C), for example, SO(N) and 
Q(N). However, all the representations of GL(N, C) occurring in the 
n-fold tensor product have signatures of the form (Mi, 0, . . . . 0), that is to 
say the simplest generalization of representations of W(2), as found in 
Bargmann’s paper [2]. In a succeeding paper we will deal with n-fold ten- 
sor products of arbitrary irreducible representations of GL(N, C). In fact in 
Ref. [6] we have already found the map that carries 2-fold tensor products 
of irreducible representations of GL(N, C) into PcM). 
Finally, our goal in this series of papers is to reduce the problem of com- 
puting Clebsch-Gordan and Racah coefficients to a procedure which 
basically consists of differentiating polynomials and which can be done on 
a computer. Such a procedure is to be distinguished from the more 
traditional way of computing these coefhcients where closed form 
expressions are given as sums which are dependent on a choice of a basis. 
Our procedure also requires a choice of a basis, but is much more flexible 
in terms of the multiplicity space. A thorough discussion of these ideas will 
be given in a forthcoming paper. 
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