when A is not necessaxily a Lipschitz continuous operator. The operator
Introduction
Let us consider the Cauchy problem fu' = i4(i,u), tel, a ro {f{t,B))<Ka r {B) (r < r 0 ),
where a r is the Hausdorff noncompactness measure in X r (see Definition
2.2).
Furthermore some authors ( [4] , [9] , [14] ) treated (1.1), by assuming conditions of "compact type", i.e., they supposed that the imbeddings X T X s (s < r) are compact, and that A is a continuous function, verifying: [14] (he treated some more general systems) Later on in [7] it was considered the case in which the imbeddings X T X s (s < r) are not necessary compact and A : I x X T -• X s (s < r) is a Caratheodory (weakly Caratheodory) operator such that:
1. A verifies (1.3); 2. there exists a constant K such that for every bounded set U C X r a s (A(I x U)) < K
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In this paper we give a generalization of the results of [6] and [7] . THEOREM 1.1. (see [6] ) Let (X r )o< r <r 0 be a scale of Banach spaces and 0 < ri < 7*0-Let us assume that A(t,u) = B (t,u,u) and that: (ii) B (-,v,u 
Then problem (1.1) has at least a local solution.
The second one generalize [7] . 
Let us remark that in the case of a single Banach space the assumption (iv) of Theorems 1.1, 1.2 was introduced by G. Pianigiani [13] .
These results may be applied to prove the existence of local analytic solutions of systems of PDE. For example by using Theorem 1.1, setting 4 When the Banach space X is unambiguously determined by the context, we denote ax only by a.
Preliminaries
Let C be a subset of X. Let us indicate by cl(C) the closure of C and by co(C) its convex hull. PROPOSITION 2.3 . (see [6] , p. 19). Let A, B be bounded subsets of X, then:
Q(iUB) < a(A.) V at(B); 4. A(-I4) = 0 if and only if A is relatively compact; 5. a(XA) = |A|a(A); 6. a(A + B) < a(A) + a(B); 7. a(A) < a(B) if Ac B.
We recall now some well known results that we use in the sequel. THEOREM 
(see [6] p. 25). Let C be a closed, bounded convex subset of X. Let F : C -» C be continuous and F be a-condensing, that is there exists K < 1 such that: a(F(C)) < Ka{C).
Then F has at least one fixed point. Let us remark that if F : X -> 2 X , where X is a complete metric space and F(x) is relatively compact, then F is upper semicontinuous at x if and only if (2.1)
For the set valued maps the following fixed point theorem holds true. THEOREM 
(see [2]). Let K be a convex compact subset of a Banach space X. Let F : K -> 2 K be an upper semicontinuous map. Then F has a fixed point, i.e., there exists x 6 K such that x G F(x).
We shall use also the known existence result for (1.1) in the case of Lipschitz continuous mappings. THEOREM 
Let us suppose that A : I x B rt n(uo) -» X s (s < r) and that A(-,u) is measurable and A(t,-) is Lipschitz continuous (see (1.2)).
Then the problem (1.
1) has a unique local solution u and for every e > 0 there exists S e = S e (R, M,C) such that u(t) 6 B re^ ji(uo), where r E (t) = 1 -e-S e t fort <

Proofs of the result
First of all let us remark that we can assume uo = 0, and ro = 1 without loss of generality; moreover in the following we denote B t^R {0) only by B t R.
We divide the proofs in some parts.
An "auxiliary" problem
Let us set
In this section we discuss the problem of existence of local solutions for
The following lemma is a straightforward consequence of Theorem 2.9. Proof. We can use the same method as in [7] ; so we give only the outline of the proof. We introduce for n € N the following approximate problems of Tonelli type (see [15] ) Step 1 (some well-known estimate). Let us define:
It is easy to see that (see [3] and [7] ):
If we then set p(t) = 1 -St -u, we have ||un(i)||p(t) < R-
Step 2 (equicontinuity). Now let us define pi(t) = 1 -St -2u. Step 3 (compactness). For a subset U of Xs let us denote by cls(U) the closure of U in Xs and by co(U) its convex hull. Let us set
fl(t) = {un(t) : n e N}, il(<7,t)= (J n(r),
C<T<t
B(x,v(x),un(x -^jj dx o, (t•>
Cauchy-Kovalevskaya
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a(n((0,o))) = sup sup {Pl{t) -s)as(n(t)). t<a s<pi(t)
Let e > 0, using step 2, we can find 8 > 0 such that 0 < t -t < 6 =» n(r, t) C il(i) + e £pi(t)>1. Now let t 6 [0, a], and (A*), i = 0,..., 2 m -1 be a subdivision of [0, t] in 2 m equal parts, with 2~m < 6. Let k >m and (t k ) be a finite partition of [0,i] in 2 k equal parts. Let s < pi(t). Then, as in [7] , for all no > 1 we get 
Since 7 is compact in Xri, and \ f2no(i) is a finite set, we obtain
Moreover, by the choice of Aj and tj, we get
hence, by taking first m -> +oo and second e -» 0, we have Step 4 (final step) By the Ascoli-Arzelà theorem and by a diagonal argument (see [14] and [7] ) we can prove that there exists u nk -> u, where u is solution of (3.1) u : [0,<] -> Sr(t)+/3,.R> for t < a: where r{t) = r\{t) -¡3, P = \{l-r l ),r 1 {a)>n+ [3. .
Properties of solutions
Let us denote by u v the solutions of (3.1) as in Lemmas 3.1, 3.2.
We have the following result. 
Proof. It is enough to use the method of step 2 in the proof of Lemma 3.2, by remarking that in both the cases we can also prove the following lemma, using the method of step 3 in the proof of Lemma 3.2. hence, for some ¿>i > 0 one gets 
M + CR \\B(t,v,u)\\ 3 < (ueB r< R, veB Tu R, s<r).m r -s
where an is the Hausdorff noncompactness measure in H = C°([0, a], X Tl ). Hence u 6 F(vo), but, by (3.8); ||u -u;|| ri > e Vu; G F(vo). By this contradiction, F must be upper semicontinuous at VQ. m
Final remarks
It is also possible to prove Theorems 1.1, 1.2 directly (i.e., without introducing the auxiliary problem (3.1)), using Tonelli approximations instead of fixed point theorems. By using this latter method, one can prove also the analogous of Theorems 1.1, 1.2 with respect to the weak topology, i.e. these results are still true if we replace: measurable by weakly measurable, continuous by weakly continuous and the noncompactness measure by the weak noncompactness measure .
