Indefinite fractional elliptic problem and Liouville theorems by Chen, Wenxiong & Zhu, Jiuyi
ar
X
iv
:1
40
4.
16
40
v1
  [
ma
th.
AP
]  
7 A
pr
 20
14
Indefinite fractional elliptic problem and Liouville
theorems
Wenxiong Chen and Jiuyi Zhu
Abstract. In this paper, we consider the indefinite fractional elliptic problem. A cor-
responding Liouville-type theorem for the indefinite fractional elliptic equations is es-
tablished. Furthermore, we obtain a priori bound for solutions in a bounded domain
by blowing-up and re-scaling. We also classify the solutions of some degenerate elliptic
equation originated from fractional Laplacian.
1. Introduction
The paper is to devote to studying the fractional Laplacian with indefinite nonlinearity:
(1.1)


(−△)
α
2 u = a(x)g(u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
where 0 < α < 2, Ω is a smooth bounded domain in Rn with n > α. Concerning the
function a(x), we assume that a(x) ∈ C2(Ω¯),
Ω+ := {x ∈ Ω : a(x) > 0} and Ω− := {x ∈ Ω : a(x) < 0}
are nonempty, and that
Γ := Ω¯+ ∩ Ω¯− ⊂ Ω, with ∇a(x) 6= 0 ∀x ∈ Γ.
As for g(u), it is a C1 function on R+ with power-like growth at infinity
(1.2) lim
s→∞
g(s)
sp
= l > 0 for some p > 1.
Without loss of generality, we may assume that l = 1. The model (1.1) with α = 2 has
been studied in [BCN], which is called the indefinite semilinear problem. Hence the case
0 < α < 2 we studied here could be considered as an indefinite fractional elliptic problem.
The fractional Laplacian has attracted much attention recently. It has applications in
mathematical physics, biological modeling and mathematical finances and so on. Espe-
cially, it appears in turbulence and water wave, anomalous dynamics, flames propagation
and chemical reactions in liquids, population dynamics, geophysical fluid dynamics, and
American options in finance. It also has connections to conformal geometry, e.g. [CG].
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The fractional Laplacian (−△)
α
2 in Rn is a nonlocal operator defined as
(−△)
α
2 u = Cn,αP.V.
∫
Rn
u(x)− u(y)
|x− y|n+α
dy,
where P.V. means in the cauchy principle value sense. Another equivalent definition is
given by Fourier transform, that is,
̂(−△)
α
2 u(ξ) = |ξ|αuˆ(ξ),
where u(x) is in the Schwartz class of functions. Observe that the above definitions are
nonlocal. Recently, Caffarelli and Silvestre in [CS] introduced a local realization of the
fractional Laplacian (−△)
α
2 in Rn through the Dirichlet-Neumann map of an appropriate
degenerate elliptic operator in Rn+1+ . Based on Caffarelli-Silvestre’s extension, we are able
to study the fractional Laplacian (−△)
α
2 in a local way and to use the tools for semilinear
elliptic equations. More precisely, if u ∈ H
α
2 (Rn), then w is its extension in Rn+1+ , if it
solves the equation
−div(y1−α∇w) = 0 in Rn+1+ ,
w = u on Rn × {y = 0}.
It is shown that in [CS] that
lim
y→0+
y1−α
∂w
∂y
(x, y) = kα(−△)
α
2 u(x),
where the constant
kα =
21−αΓ(1− 1
2
α)
Γ(1
2
α)
.
To define the fractional Laplacian in a bounded domain, the idea is to use the Caffarelli-
Silvestre’s extension in a cylindrical domain. See [CT] for the case α = 1 and [BCDS]
for its generalization to 0 < α < 2. Let {λk, φk}
∞
k=1 be the eigenvalues and corresponding
eigenfunctions of the Laplacian operator −△ in Ω with zero Dirichlet boundary values on
∂Ω,
(1.3)
{
−△φk = λkφk in Ω,
φk = 0 on ∂Ω
such that ‖φk‖L2(Ω) = 1 and 0 < λ1 < λ2 ≤ λ3 ≤ · · · . The fractional Sobolev space
H
α
2
0 (Ω) is defined by
H
α
2
0 (Ω) = {u =
∞∑
k=1
akφk ∈ L
2(Ω) : ‖u‖
H
α
2
0 (Ω)
= (
∑
a2kλ
α
2
k )
1
2},
which is also a Hilbert space. Let
CΩ = {(x, y) : x ∈ Ω, y ∈ R+} ⊂ R
n+1
+
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and ∂LCΩ := ∂Ω × (0, ∞) its lateral boundary. If we reformulate the nonlocal problem
(1.1) by Caffarelli-Silvestre’s extension, then it corresponds to

−div(y1−α∇w) = 0 in CΩ,
w(x, y) = 0 on ∂LCΩ,
w(x, 0) = u(x) on Ω× {0},
− lim
y→0+
y1−α ∂w
∂y
= a(x)g(u) on Ω× {0}.
The indefinite elliptic problem for Laplace operator
(1.4)
{
−△u = a(x)up in Ω,
u = 0 on ∂Ω
has been extensively studied in the literature, where a(x) satisfies the condition as above.
See e.g. [AL], [AT], [BCN], [BCN1], [DL], [Z], just to mention a few. In order to prove
the existence and multiplicity of positive solutions, it is very important to obtain a priori
bound of solutions. Blow-up techniques of Gidas-Spruck [GS] and Liouville theorems are
very useful in obtaining the a priori bound. Concerning problem (1.4), the maxima of a
sequence of solutions may blow up on ∂Ω, Ω+ ∪ Ω− or Γ. If the blow-up occurs at ∂Ω
or Ω+ ∪ Ω−, we can make use of the classical Liouville theorems in Rn and Rn+ to get a
contradiction and hence obtain a priori bound. If the blow-up occurs on Γ, Berestycki,
Capuzzo-Docetta and Nirenberg in [BCN] were able to obtain the a priori bound by
establishing a Liouville theorem for
(1.5)
{
−△u = x1u
p in Rn,
u ≥ 0 in Rn.
It was shown that there exists no positive solution for p < n+2
n−1
. Later Chen and Li
[CL],[CL1] further relaxed the restriction on a(x) near Γ and obtain a priori bound with
a general p > 1. As we know, Liouville theorem is a key in obtaining a priori bound.
There are also several Liouville theorems for indefinite elliptic problems. Lin [Lin] proved
that the nonnegative solution for
−△u = xm1 u
n∗ in Rn
is trivial, when m is an odd positive integer and n∗ = n+2
n−2
is the critical exponent of
Sobolev imbedding. Du and Li [DL] considered nonnegative solution of the problem
(1.6)
{
−△u = h(x1)u
p in Rn,
supRn <∞ in R
n,
where h(t) = t|t|s or h(t) = (t+)s for some s > 0 and p > 1. They showed the solution is
trivial. Zhu [Z1] investigated the indefinite nonlinear boundary condition motivated by
a prescribing sign-changing scalar curvature problem on compact Riemannian manifolds
with boundary. He proved that there exists no solution for{
−△u = 0 in Rn,
∂u
∂xn
= −x1u
p on ∂Rn+.
If one considers the fractional indefinite problem (1.1) and applies the blow-up tech-
nique, one will also have to deal with the case that the blow-up occurs on Γ. Hence we
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shall first establish a Berestycki, Capuzzo-Docetta and Nirenberg’s type Liouville theorem
for the fractional Laplacian. This is our first goal. We prove
Theorem 1. Let 1 ≤ α < 2 and w ∈ H1loc(y
1−α, Rn+1+ ). Then the degenerate elliptic
equation
(1.7)


−div(y1−α∇w) = 0 in Rn+1+ ,
− lim
y→0+
y1−α ∂w
∂y
(x, y) = x1w
p(x, 0) on ∂Rn+1+
has no positive bounded solution provided 1 < p <∞.
The weighted Sobolev space in a domain D in Theorem 1 is given by
H1(y1−α, D) := {u ∈ L2(D, y1−αdxdy) : |∇u| ∈ L2(D, y1−αdxdy)}.
An immediate consequence of the theorem is the following.
Corollary 1. Let 1 ≤ α < 2 and u be nonnegative bounded solution of
(1.8) (−△)
α
2 u = x1u
p in Rn.
Then u ≡ 0 if 1 < p <∞.
With aid of the Liouville theorem for (1.7), we are able to establish a universal L∞
bound for every solution in (1.1).
Theorem 2. If 1 ≤ α < 2 and 1 < p < n+α
n−α
, then there exists a universal positive
constant C such that every solution in (1.1) satisfies
‖u‖∞ ≤ C.
Due to the importance and powerful applications of Liouville theorems in elliptic
problems, we further investigate the Liouville theorem for the equation
(1.9)


−div(y1−α∇w) = 0 in Rn+1+ ,
lim
y→0+
y1−α ∂w
∂y
(x, y) = wp(x, 0) on ∂Rn+1+ .
We are able to classify all the solutions.
Theorem 3. Let w ∈ H1loc(y
1−α, Rn+1+ ) be a nonegative solution of (1.9), 0 < α < 2,
and p > 1, then w = ay
α
α
+ b where b > 0 and a = bp.
A similar result for the case of α = 1 has been obtained in [LZ]. Equation (1.9) can
be regarded as the Caffarelli-Silvestre’s extension for
(1.10) (−△)
α
2 u = −up in Rn.
We know that there exist no nonnegative solution for (1.10). Interestingly, the solutions
for (1.9) exist locally and we are able to classify all.
The paper is organized as follows. Section 1 is devoted to proving Liouville theorem
for (1.7). We study the a priori bound for the fractional indefinite elliptic problem (1.1)
in section 2. In section 3, we classify all the solutions in (1.9) and establish Theorem 3.
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2. Liouville theorem for fractional indefinite problem
An efficient way to prove the Liouville theorem is to apply the moving plane method
in appropriate settings. We show Theorem 1 by a contradiction argument and adapt the
ideas in [Z1] and [Lin]. The case of α = 1 is studied in [Z1] by the method of moving
planes. However, for the general case 1 ≤ α < 2, we have to introduce new and appropriate
auxiliary functions and take the regularity of solutions into considerations. New ideas are
introduced on selecting the auxiliary functions and more complicated calculations are
involved.
Suppose that there is a nontrivial solution to (1.7). By the strong maximum principle
in [CaS], we know that w(x, y) > 0 in Rn+1+ . For ease of notation, we define the operators
Lαw := y
α−1div(y1−α∇w) = △w +
1− α
y
∂w
∂y
and
∂w
∂να
:= − lim
y→0+
y1−α
∂w
∂y
.
Then problem (1.7) can be rewritten in the form:
(2.1)
{
Lαw = 0 in R
n+1
+ ,
∂w
∂να
= x1w
p on ∂Rn+1+ .
To employ the moving plane method, we set up some useful notation. Let
X = (x, y) = (x1, · · · , xn, y).
For λ ∈ R, we define
Σλ = {X ∈ R
n+1
+ |x1 < λ}
and
Tλ = {X ∈ R
n+1
+ |x1 = λ}.
The reflection of X with respect to Tλ is
Xλ = (2λ− x1, x2, · · · , xn, y).
Set wλ(X) = w(X
λ). We compare the value of w and wλ. Let
vλ(X) = wλ(X)− w(X).
We can verify that vλ(X) satisfies
(2.2)
{
Lαvλ = 0 in Σλ,
∂vλ
∂να
= xλ1w
p
λ − x1w
p on ∂Rn+1+ ∩ Σλ.
We would like to show that w(X) is monotone nondecreasing in x1 direction. The
goal is to prove the following proposition.
Proposition 1. For any λ ∈ R and X ∈ Σλ, vλ(X) ≥ 0 in Σλ.
Proof. We divide the proof in two major steps.
Step 1: For any λ ≤ 0 and X ∈ Σλ, vλ(X) ≥ 0 in Σλ.
We select the test function
g(X) =
n∑
i=2
ln[(2− x1)
2 + x2i ] + ln[(2− x1)
2 + y2].
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It is easy to see that
g(X)→∞ as |X| → ∞.
We can also check that for λ ≤ 0,
(2.3) △g(X) = 0, g(X) > 0,
∂g
∂y
> 0 in Σλ and
∂g
∂y
= 0 on ∂Rn+1+ ∩ Σλ.
Define
v¯λ(X) =
vλ(X)
g(X)
.
Then v¯λ satisfies the following equation
(2.4)
{
Lαv¯λ + 2
∇g
g
· ∇v¯λ +
1−α
y
1
g
· ∂g
∂y
· v¯λ = 0 in Σλ,
∂v¯λ
∂να
= 1
g
· (xλ1w
p
λ − x1w
p) on ∂Rn+1+ ∩ Σλ.

In the above equation, we have used the facts in (2.3). Since w is bounded, then
v¯λ(X) → 0 as |X| → ∞. If v¯λ(X) < 0 at some point in Σλ, then v¯λ(X
0) = infΣλ v¯λ(X)
must be attained in Σλ. If X
0 ∈ Σλ, then
△v¯λ(X
0) ≥ 0, ∇v¯λ(X
0) = 0, and v¯λ(X
0) < 0.
It contracts the first equation in (2.4) since 1 ≤ α < 2. It is also impossible for X0 ∈ Tλ.
So X0 ∈ ∂Rn+1+ ∩ {x1 < λ}, which implies that
∂v¯λ
∂y
(X0) ≥ 0. Hence
∂v¯λ
∂να
≤ 0.
However,
x0,λ1 w
p
λ(X
0)− x01w
p(X0) > x01(w
p
λ(X
0)− wp(X0)) > 0,
where x0,λ1 is the reflection of x
0
1 with respect to Tλ. Obviously a contradiction is arrived
because of the second equation in (2.4). Therefore v¯λ(X) ≥ 0 in Σλ for λ ≤ 0, so is vλ.
We complete the first step.
We move the plane further to the right. Define
λ0 = sup{λ : vλ(X) ≥ 0 in Σµ for µ ≤ λ}.
From the conclusion in step 1, we know that λ0 ≥ 0. We shall show that the plane can
be moved all the way to the positive infinity, that is,
Step 2 : λ0 = +∞.
We also prove it by contradiction. Suppose that λ0 < +∞. It is clear that vλ0(X) 6≡ 0.
By the maximum principle in [CaS], we infer that
(2.5) vλ0(X) > 0 in Σλ0
and
∂vλ0
∂x1
(X) < 0 for X ∈ Tλ0 ∩ Σλ0 .
In order to derive a contradiction in the future argument, a subtle analysis has to
be given to the corner point Xˆ ∈ Tλ0 ∩ ∂R
n+1
+ . We are able to establish the following
technical lemma to take care of Xˆ . Our argument is inspired by lemma 2.4 in [LYZ].
Since we consider degenerate elliptic equations, more considerations have to be taken into
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the choice of auxiliary function. After careful calculations, we are able to find the desired
auxiliary function in fractional Laplacian setting.
Lemma 1. Assume that vλ0 satisfies (2.2) and vλ0 > 0 in Σλ0 . If Xˆ ∈ Tλ0 ∩ ∂R
n+1
+ ,
then
∂vλ0
∂x1
(Xˆ) < 0.
Proof. Without loss of generality, we assume that λ0 = 1 and Xˆ = (1, 0, · · · , 0). Set
Ωˆ := {X : B+1 \B
+
1
2
, y ≤
1
5
}.
Introduce the function
h(X) = β(|x|−γ − 1)(yα + µ),
where γ > max{n+α
2
, (n − 2)} and β, µ > 0 will be determined later. The test function
is given by
ψ(X) = h(X)− |X|α−nh(
X
|X|2
).
Let
Z(X) = |X|α−nw(ξ),
where ξ := X
|X|2
.
A matter of calculus yields that
(2.6) LαZ(X) = |X|
α−n−4Lαw(ξ).
Direct calculations also show that
Lαh(X) = βγ(γ + 2− n)|x|
−γ−2(yα + µ).
It follows from (2.6) that
Lα(|X|
α−nh(
X
|X|2
)) = βγ(γ + 2− n)|X|α−n+2γ|x|−γ−2(|X|−2αyα + µ).
Therefore,
Lαψ(X) = βγ(γ + 2− n)|x|
−γ−2(yα + µ− yα|X|2γ−α−n − |X|2γ+α−nµ)
≥ 0(2.7)
since γ > max{n+α
2
, (n− 2)} and 1
2
< |X| < 1. Let
A(X) = vλ0(X)− ψ(X).
It follows that
(2.8)
{
LαA(X) ≤ 0 in Ωˆ,
∂A(X)
∂να
≥ x1(w
p
λ0
− wp) + ∂ψ
∂να
on Ωˆ ∩ ∂Rn+1+ .
By choosing suitable small β and µ, we want to show that
(2.9) A(X) ≥ 0 ∀X ∈ Ωˆ.
Since vλ0 > 0 in Σλ0 , we can find some positive constant β0 such that
A(X) ≥ 0 on ∂Ωˆ ∩ {∂B 1
2
∪ {y = 1/5}}
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for all 0 < β < β0. By the construction of ψ, we know that ψ(X) = 0 on ∂B1. Then
A(X) > 0 on ∂Ωˆ ∩ ∂B1. If (2.9) is not true, then there exist some X¯ = (x¯, y¯) such that
A(X¯) = min
Ωˆ
A(X) < 0.
By the maximum principle, it yields that X¯ ∈ Ωˆ ∩ ∂Rn+1+ , that is, y¯ = 0. We have
(2.10) vλ0(X¯) < βµ(|x¯|
−γ − 1)(|x¯|γ+α−n + 1)
and
(2.11)
∂A
∂y
(X¯) ≥ 0, i.e.
∂A
∂να
(X¯) ≤ 0.
If we calculate ∂ψ
∂να
at X¯, it is shown that
(2.12)
∂ψ
∂να
(X¯) = αβ(|x¯|−γ − 1)(1 + |x¯|γ−α−n).
The inequality (2.11) and equality (2.12) together with the second inequality in (2.8)
implies that
px¯1ξ
p−1(X¯)vλ0(X¯) + αβ(|x¯|
−γ − 1)(1 + |x¯|γ−α−n) ≤ 0,
where ξ(X¯) is between wλ0(X¯) and w(X¯).
Thanks to (2.10), it follows that
(2.13) µpx¯1ξ
p−1(X¯) + α ≤ 0.
If we choose
0 < µ < min
1
2
≤|X|≤1
α
1 + p|x|ξp−1(X)
at the beginning, we will arrive at a contradiction from (2.13). Therefore A(X) ≥ 0 in Ωˆ.
Note that A(Xˆ) = 0, which implies that
∂A
∂x1
(Xˆ) ≤ 0.
Thus
∂vλ0(Xˆ)
∂x1
=
∂A(Xˆ)
∂x1
+
ψ(Xˆ)
∂x1
≤
ψ(Xˆ)
∂x1
= −2αβµ < 0.
This completes the proof of the lemma. 
We now continue our argument in Step 2. Let
g(X) =
n∑
i=2
ln[(2 + λ0 − x1)
2 + x2i ] + ln[(2 + λ0 − x1)
2 + y2]
and
v¯λ(X) =
vλ(X)
g(X)
.
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We know that v¯λ(X) satisfies (2.4) in Σλ0 . For a fixed λ, it is true that v¯λ(X) → 0 as
|x| → ∞. From the definition of λ0 and the maximum principle, there exist sequences of
λj > λ0 and X
j ∈ Σλj ∩ ∂R
n+1
+ , such that λj → λ0 as j →∞ and
v¯λj (X
j) = inf
Σλj
v¯λj (X) < 0.
Moreover,
(2.14)
∂v¯λj
∂x1
(Xj) = 0 and
∂v¯λj
∂να
(Xj) ≤ 0.
However, we are able to show that (2.14) contradicts the following lemma. To complete
the proof of Proposition 1, we only need to prove the following result.
Lemma 2. Let λj > λ0 and λj → λ0 as j →∞. If X
j ∈ Σλj ∩ ∂R
n+1
+ with
∂v¯λj
∂x1
(Xj) = 0 and v¯λj (X
j) < 0,
then there exists a sufficiently large j0 such that
∂v¯λj
∂να
(Xj) > 0 ∀j > j0.
Proof. We verify it by contradiction. If it is not true, then there exist sequences
λj → λ0 (λj > λ0), X
j ∈ Σλj ∩ ∂R
n+1
+ and v¯λj (X
j) such that
(2.15)
∂v¯λj
∂x1
(Xj) = 0 and v¯λj (X
j) < 0,
but
(2.16)
∂v¯λj
∂να
(Xj) ≤ 0.
Let xj1 be the first component of X
j, and then x
j,λj
1 = 2λj − x
j
1. Because of (2.16),
x
j,λj
1 w
p
λj
(Xj)− xj1w
p(Xj) ≤ 0.
Due to the fact that λ0 ≥ 0, we have x
j,λj
1 ≥ 0. Thus, x
j
1 > 0. Furthermore, x
j
1 ∈ (0, λj).
Note that Xj ∈ ∂Rn+1+ . We may write X
j = (xj1, x˜
j , 0), here x˜j = (xj2, · · · , x
j
n). If x˜
j
is bounded, there exists X0 such that there is a subsequence (we do not distinguish the
sequence and its subsequence in the whole paper ) such that Xj → X0 ∈ Σλ0 ∩ ∂R
n+1
+ .
Also notice that
∂v¯λ0
∂x1
(X0) = lim
j→∞
∂v¯λj
∂x1
(Xj) = 0.
From Lemma 1, we can infer that X0 6∈ Tλ0 and v¯λ0(X
0) ≤ 0, which contradicts the fact
that
v¯λ0(X
0) > 0 in Σλ0\Tλ0 .
Without loss of generality, we assume that x˜j is unbounded, that is, |x˜j | → ∞ as j →∞.
Let
wj(X) = w(x1, x˜
j + x˜, y),
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where x˜ = (x2, · · · , xn). Since w
j is uniformly bounded, by Corollary 2.1 in [JLX]), there
exists w˜ ∈ H1loc(y
1−α,Rn+1+ ) ∩ C
β
loc(R
n+1
+ ) such that{
wj ⇀ w˜ weakly in H1loc(y
1−α,Rn+1+ ),
wj → w˜ in C0, βloc (R
n+1
+ )
for β > 0, and w˜ satisfies
(2.17)


−Lαw˜ = 0 in R
n+1
+ ,
w˜ > 0 in Rn+1+ ,
∂w˜
∂να
= x1w˜ on ∂R
n+1
+ .
Next we want to show that w˜ ≡ 0 in Rn+1+ .
Let v˜λ = w˜λ − w˜. Then v˜λ satisfies
(2.18)
{
−Lαv˜λ = 0 in R
n+1
+ ,
∂v˜λ
∂να
= xλ1 w˜
p
λ − x1w˜
p on ∂Rn+1+ .
By (2.5), we know that v˜λ0(X) ≥ 0 in Σλ0 . From (2.15), it follows that
v˜λj (x
j
1, 0, 0) ≤ 0.
Since xj1 ∈ (0, λj), then x
j
1 will converge to some number in [0 λ0] as j → ∞. If
xj1 → x
0
1 < λ0, we have v˜λ0(x
0
1, 0, 0) = 0. However,
∂v˜λ0
∂να
(x01, 0, 0) = x
0,λ0
1 w˜
p
λ0
(x01, 0, 0)− x
0
1w˜
p(x01, 0, 0)
> x01(w˜
p
λ0
(x01, 0, 0)− w˜
p(x01, 0, 0))
= 0,(2.19)
which contradicts the Hopf lemma in [CaS]. Thus, xj1 → x
0
1 = λ0 as j → ∞. If w˜ 6≡ 0,
then v˜λ0 > 0 in Σλ0 . Since
∂vλ
∂x1
= g
∂v¯λ
∂x1
+
∂g
∂x1
v¯λ,
it follows from (2.15) that
∂v˜λ0
∂x1
(x0, 0, 0) = lim
j→∞
∂vλj
∂x1
(Xj)
= lim
j→∞
∂v¯λj
∂x1
(Xj)g + lim
j→∞
v¯λj (X
j)
∂g
∂x1
= 0.
It contradicts Lemma 1. Therefore, w˜ ≡ 0.
It follows that wj(0)→ 0 as j →∞. Define
W j(X) =
wj(X)
wj(0)
.
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By the Harnack inequality in [CaS], W j(X) is bounded in B¯+R for every R. Also W
j(X)
satisifies
(2.20)
{
−LαW
j = 0 in Rn+1+ ,
∂W j
∂να
= x1(W
j)p(wj(0))p−1 on ∂Rn+1+ .
By Corollary 2.1 in [JLX] again, it follows that{
W j ⇀W weakly in H1loc(y
1−α,Rn+1+ ),
W j → W in C0, βloc (R
n+1
+ )
for some β > 0 with W (0) = 1. Furthermore, W (X) ≥ 0 satisfies
(2.21)
{
−LαW = 0 in R
n+1
+ ,
∂W
∂να
= 0 on ∂Rn+1+ .
Thanks to the Harnack inequality in [CaS] again, that is,
sup
B
+
R
W ≤ C inf
B
+
R
W,
where C is independent of R. Let
W¯ = W − infW.
W¯ satisfies the same equation as (2.21). Since inf W¯ = 0, then exists a sequence of
Xj ∈ ∂R
n+1
+ such that lim
j→∞
W¯ (Xj) = 0. Thus, for every ǫ > 0, there exist some X¯ ∈ ∂R
n+1
+
such that W¯ (X¯) ≤ ǫ. By Harnack inequality again,
sup
B
+
R(X¯)
W¯ (X) ≤ Cǫ.
Since C is independent of R,
W¯ (X) ≤ Cǫ ∀X ∈ Rn+1+ .
Let ǫ→ 0, then W¯ ≡ consant. Hence W (X) ≡ 1. By Proposition 2.6 in [JLX], it follows
that for every R, ǫ and X ∈ B+R(x
j
1, 0, 0),
|∇xW
j(X)| ≤ ǫ, as j large enough.
The application of Harnack inequality further implies that
|∇xw
j(X)| ≤ ǫwj(0) ≤ Cǫ inf
B
+
R(x
j
1,0,0)
wj(X)
for X ∈ B+R(x
j
1, 0, 0) and large enough j, where C = C(R,max(w), λ0). Therefore,
(2.22) |∇xw(X)| ≤ Cǫw(X) for X = (t, x˜
j , 0),
where t ∈ (0, λ0 +R/2) with large R.
For X = (t, x˜j , 0) and t ∈ (0, λ0 +R/2), from (2.22),
∂(x1w
p)
∂x1
= wp + px1w
p−1 ∂w
∂x1
= wp−1(w + px1
∂w
∂x1
)
> 0
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if ǫ is sufficiently small. Then, for j large enough,
∂v¯λj
∂να
(Xj) =
1
g
· (x
j,λj
1 w
p
λj
(Xj)− xj1w
p(Xj)) > 0
which contradicts (2.16). We finally arrive at the conclusion of Lemma 2. This completes
the proof of Proposition 1.

With the help of Proposition 1, we are able to give the proof of Theorem 1. We need to
construct some new type of auxiliary function. Unlike the semilinear Laplacian equation,
the construction of auxiliary functions for fractional Laplacian is more involved. Our
auxiliary function is base on the product of the first eigenfunction of Laplacian equation
and some Bessel function.
Proof of Theorem 1. We first introduce some test functions. ψ solves the follow-
ing equation
ψ
′′
+
1− α
s
ψ′ = ψ,
ψ(0) = 1,
lim
s→∞
ψ(s) = 0.(2.23)
In fact ψ minimizes the following function
Hα(ψ) :=
∫ ∞
0
(|ψ(s)|2 + |ψ′(s)|2)s1−α ds.
It is known that ψ is a combination of Bessel function [L] or [BCDS] and it satisfies the
following asymptotic behavior
ψ(s) ∼


1− c1(α)s
α for s→ 0,
c2(α)s
α−1
2 e−s for s→∞,
where
c1(α) =
21−αΓ(1− 1
2
α)
αΓ(1
2
α)
and c2(α) =
2
1−α/2
2 π
1
2
Γ(1
2
α)
.
Moreover,
− lim
s→0+
s1−αψ′(s) = kα.
Recall that kα = αc1(α). Since lim
s→0+
s1−αψ′(s) < 0, there exists some δ > 0 such that
ψ′(s) < 0 in (0, δ). Let
φ∗(X) := φ(x)(ψ(λ
1
2y)− ψ(λ
1
2 δ) > 0
and
CR := {(x, y)|(x1 − R)
2 + |x˜|2 < 1 and 0 < y < δ}
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be the cylindrical domain. Here φ(x) is the first eigenfunction of the following eigenvalue
problem
(2.24)


−△φ = λφ in {x|(x1 − R)
2 + |x˜|2 < 1},
φ > 0 in {x|(x1 − R)
2 + |x˜|2 < 1},
φ = 0 on {x|(x1 −R)
2 + |x˜|2 = 1}.
It follows that
(2.25)


−Lαφ∗ +
λφ∗ψ(λ
1
2 δ)
ψ(λ
1
2 y)−ψ(λ
1
2 δ)
= 0 in CR,
φ∗ = 0 on ∂CR\{y = 0},
∂φ∗
∂να
=
kαλ
α
2
1 φ∗
1−ψ(λ
1
2 δ)
on ∂CR ∩ {y = 0}.
Since w is nondecreasing in x1 direction, from Proposition 1, we obtain that
x1w
p−1(X) ≥ (R− 1)mp−10
for R > 2 and X ∈ CR, where
m0 = min
X∈C1
w(X) and C1 = {(x, y)|(x1 − 1)
2 + |x˜|2 < 1 and 0 < y < δ}.
We can also see that w(X) satisfies the following
(2.26)


−Lαw = 0 in CR,
w > 0 on ∂CR\{y = 0},
∂w
∂να
≥ (R − 1)mp−10 w on ∂CR ∩ {y = 0}.
Set
ψ∗ := φ∗/w > 0.
Then ψ∗(X) satisfies
(2.27)


Lαψ∗ + 2∇ψ∗ ·
∇w
w
− λψ∗ψ(λ
1
2 δ)
ψ(λ
1
2 y)−ψ(λ
1
2 δ)
= 0 in CR,
ψ∗ = 0 on ∂CR\{y = 0},
∂ψ∗
∂να
= (
kαλ
α
2
1
1−ψ(λ
1
2 δ)
− (R− 1)mp−10 )ψ∗ on ∂CR ∩ {y = 0}.
If we choose R sufficiently large, then
(
kαλ
α
2
1
1− ψ(λ
1
2 δ)
− (R − 1)mp−10 ) ≤ −C0
for some C0 > 0. Thus
(2.28)
∂ψ∗
∂να
≤ −C0ψ∗.
By maximum principle, the maximum value value of ψ∗ should be attained at some point
on ∂CR ∩ {y = 0}. Then
∂ψ∗
∂να
≥ 0 at that point. Obviously, it is a contradiction with
(2.28). Hence ψ∗ ≡ 0 in CR. Then φ∗ ≡ 0, which contradicts the construction of φ∗.
Therefore w ≡ 0 in Rn+1+ . We complete the proof of Theorem 1.
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
3. A priori estimates
We apply the blow-up argument in [GS] to obtain the a priori estimates. It reduces the
a priori bound to the results of Liouville theorems. We first recall two classical Liouville
theorems for fractional Laplacian in [BCDS].
Lemma 3. Let 1 ≤ α < 2 and 1 < p < n+α
n−α
. Then the problem
(3.1)


−div(y1−α∇w) = 0 in Rn+1+ ,
w > 0 in Rn+1+ ,
∂w
∂να
= wp on ∂Rn+1+
has no bounded solution.
Let
R
n+1
++ := {X = (x
′, xn, y)|xn > 0, y > 0}.
Lemma 4. Let 1 ≤ α < 2 and 1 < p < n+α
n−α
. Then the problem
(3.2)


−div(y1−α∇w) = 0 in Rn+1++ ,
∂w
∂να
= wp(x′, xn, 0) on {X|y = 0},
w(x′, 0, y) = 0 on {X|xn = 0}
has no positive bounded solution.
Our Liouville theorem (i.e. Theorem 1) is also essential in performing the blow-up
argument for (1.1). In order to get the a priori bound for (1.1), we shall consider Caffarelli-
Silvestre’s extension, that is,
(3.3)


−div(y1−α∇w) = 0 in CΩ,
w(x, y) = 0 on ∂LCΩ,
∂w
∂να
= a(x)g(w) on Ω× {0}.
Here w(x, 0) = u on Ω, If one obtains the a priori bound for (3.3), then one proves
Theorem 2. We shall prove the following proposition. The proof is an adaption of the
argument in [GS] and [BCN].
Proposition 2. Assume that 1 ≤ α < 2 and 1 < p < n+α
n−α
. Then there exists a
generic constant C such that every solution of (3.3) satisfies
‖w‖∞ ≤ C.
Proof. We prove it by contradiction. Suppose the conclusion in the proposition is
false. Then there exists a sequence of {wj} such that
Mj = ‖wj‖∞ →∞, as j →∞.
By the maximum principle, there exists (xj , 0) such that Mj = wj(x
j , 0). Let
z =
x− xj
λj
.
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The positive scale factor λj will be determined later with λj → 0 as j →∞. We introduce
the rescaled function
Vj(z, y) :=
wj(x
j + λjz, λjy)
Mj
.
Let
Ωj =
1
λj
(Ω− xj).
We can easily see that
maxVj = Vj(0) = 1.
A direct calculation shows that Vj satisfies
(3.4)


−div(y1−α∇Vj) = 0 in CΩj ,
Vj = 0 on ∂LCΩj ,
∂Vj
∂να
= M−1j λ
α
j a(x
j + λjz)g(MjVj) on Ωj × {0}.
Since xj is bounded in Ω, then xj → x0 ∈ Ω¯ as j → ∞. There are several cases for the
location of the limit point x0. Namely,
Case 1: x0 ∈ Ω+ ∩ Ω−.
Case 2: x0 ∈ ∂Ω.
Case 3: x0 ∈ Γ.
If Case 1 occurs, set
λj = Mj
1−p
α .
Let dj = dist{x
j , ∂Ω}. Since x0 ∈ Ω, then dj/λj → ∞ as j → ∞. The fact that
Bdj/λj ⊂ Ωj implies that Ωj → R
n as j → ∞. By regularity estimates as in the proof of
Theorem 1, we have {
Vj ⇀ V weakly in H
1
loc(y
1−α,Rn+1+ ),
Vj → V in C
0, β
loc (R
n+1
+ )
for some β > 0 and the equation (3.4) will turn into be a limit equation
(3.5)


−div(y1−α∇V ) = 0 in Rn+1+ ,
V ≥ 0 in Rn+1+ ,
∂V
∂να
= a(x0)V p on ∂Rn+1+ .
In above, we have used the assumption (1.2). The maximum principle implies that a(x0) >
0. We also have V (0) = 1. However, V ≡ 0 from Lemma 3. A contradiction is arrived.
If Case 2 occurs, then dj → 0 as j →∞. We choose the same λj as case 1. We have
two subcases for the ratio of dj/λj, that is,
Case (a): dj/λj → δ0 ≥ 0 for a subsequence.
Case (b): dj/λj →∞ for a subsequence.
In case (a), after a limit procedure, the domain Ωj converges to (up to a rotation)
some half space Hδ0 := {x ∈ R
n|xn ≥ −δ0}. We obtain that V is a nonnegative solution
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of
(3.6)


−div(y1−α∇V ) = 0 in Hδ0 × (0, ∞),
V = 0 on ∂Hδ0 × (0, ∞),
∂V
∂να
= a(x0)V p on Hδ0 × {0}
where V (0) = 1. We can also see that a(x0) > 0. By a translation, we can infer that
V ≡ 0 from Lemma 4. Clearly, it is a contradiction. In case (b), if we carry out the same
procedure as case 1, we will also arrive at a contradiction. We only need to take care of
Case 3.
If case 3 occurs, set
δj := dist(x
j , Γ) = |xj − zj |, zj ∈ Γ.
Then δj → 0 as j →∞. Since ∇a 6= 0 on Γ, it follows that δj is given by
δj =


∇a(zj)
|∇a(zj)|
(xj − zj), xj ∈ Ω+,
− ∇a(z
j)
|∇a(zj)|
(xj − zj), xj ∈ Ω−.
Since a(zj) = 0 and a(x) ∈ C2(Ω¯), by Taylor expansion, we have
a(xj + λjz) = ±|∇a(z
j)|δj + λj∇a(z
j) · z +O(λ2j |z|
2 + δ2j ).
Substituting this identity into (3.4) yields that
(3.7)

−div(y1−α∇Vj) = 0 in CΩj ,
Vj = 0 on ∂LCΩj ,
∂Vj
∂να
=Mp−1j λ
α
j (±|∇a(z
j)|δj + λj∇a(z
j) · z +O(λ2j |z|
2 + δ2j ))g(MjVj)/M
p
j on Ωj × {0}.
Observe that the third equation of (3.7) on Ωj × {0} holds in the ball
|z| ≤
1
3λj
dist(x0, ∂Ω)
for large j. There are several subcases to consider.
Case a: δj/M
1−p
1+α
j → 0 for a subsequence.
We choose λj =M
1−p
1+α
j . Note that Ωj tends to R
n,
δjλ
α
jM
p−1
j → 0
and
O(λ2j |z|
2 + δ2j )λ
α
jM
p−1
j → 0
for fixed z as j →∞. By regularity estimates, Vj → V in C
0, β
loc (R
n+1
+ ) and V satisfies
(3.8)


−div(y1−α∇V ) = 0 in Rn+1+ ,
V ≥ 0 in Rn+1+ ,
∂V
∂να
= ∇a(x0) · zV p on ∂Rn+1+
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with V (0) = 1. After a suitable rotation and rescaling, it becomes
(3.9)


−div(y1−α∇V ) = 0 in Rn+1+ ,
V ≥ 0 in Rn+1+ ,
∂V
∂να
= z1V
p on ∂Rn+1+ .
Furthermore, V (0) = 1. However, we know that the solution for (3.9) is trivial from
Theorem 1. A contradiction is arrived.
Case b: δj/M
1−p
1+α
j →∞ for a subsequence.
We select λj = δ
−1
α
j M
1−p
α
j . Then
λ1+αj M
p−1
j = δ
−(1+α)
α
j M
1−p
α
j → 0
and
O(λ2j |z|
2 + δ2j )λ
α
jM
p−1
j → 0
for fixed z as j →∞. By regularity estimates, Vj → V and V satisfies
(3.10)


−div(y1−α∇V ) = 0 in Rn+1+ ,
V ≥ 0 in Rn+1+ ,
∂V
∂να
= ±|∇a(x0)|V p on ∂Rn+1+ .
Performing a rescaling, we know there exists only trivial solution, which contradicts the
fact the V (0) = 1.
Case c: There exists some constant δ˜ such that δj/M
1−p
1+α
j → δ˜ for a subsequence.
Let again λj = M
1−p
1+α
j . Then we have
O(λ2j |z|
2 + δ2j )λ
α
jM
p−1
j → 0
for fixed z as j →∞. By elliptic estimates, Vj → V and V is the solution of
(3.11)


−div(y1−α∇V ) = 0 in Rn+1+ ,
V ≥ 0 in Rn+1+ ,
∂V
∂να
= (±|∇a(x0)|δ˜ + a(x0) · y)V p on ∂Rn+1+ .
After a suitable rescaling, rotation and translation, it again becomes
(3.12)


−div(y1−α∇V ) = 0 in Rn+1+ ,
V ≥ 0 in Rn+1+ ,
∂V
∂να
= z1V
p on ∂Rn+1+
with V (0) = 1. Clearly it is a contradiction from Theorem 1 again. In conclusion, we
obtain the a priori bound of solutions.

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4. Proof of Theorem 3
In this section, we give the proof of Theorem 3. We first consider the nonexistence of
solutions in the supercritical case, i.e. p > n+α
n−α
. For the subcritical and critical cases, i.e.
1 < p ≤ n+α
n−α
, we consider the solutions in a suitable higher dimension and reduce it to
the supercritical case. The idea is inspired by the work of [LZ].
Proof of Theorem 3. The proof of the theorem is divided in two cases. We shall
show the nonexistence of solutions in both cases.
Case 1 (Supcritical case) : p > n+α
n−α
.
Since no decay for the solution w(X) is imposed at infinity, we introduce the Kelvin
transform, that is,
w˜(X) =
1
|X|n−α
w(
X
|X|2
).
Then w˜ satisfies
(4.1)


−div(y1−α∇w˜) = 0 in Rn+1+ ,
∂w˜
∂να
= −|X|β˜w˜p(x, 0) on ∂Rn+1+ \{0},
where β˜ = p(n− α)− (n+ α).
Because of the Kelvin transform, the origin is the singular point. We first prove a
technical lemma to take care of the origin.
Lemma 5. Assume that w˜(X) satisfies (4.1). For all 0 < ǫ < min{1, 2α
α+1
min∂B+1 ∩∂B1 w˜},
we have w˜(X) ≥ ǫ/2 for every X ∈ B¯+1 \{0}.
Proof. For 0 < r < 1, we introduce the following test function
ψ1(X) =
ǫ
2
−
α + 1
2α
rn−αǫ
|X|n−α
+
ǫyα
2α
∀x ∈ B+1 \B
+
r .
Set
A1(X) := w˜(X)− ψ1(X).
Direct calculation shows that
(4.2)
{
−div(y1−α∇A1) = 0 in B
+
1 \B
+
r ,
∂w˜
∂να
= −|X|β˜wp(x, 0) + ǫ
2
on ∂(B¯+1 \B¯
+
r ) ∩ ∂R
n+1
+ .
We claim that
(4.3) A1(X) ≥ 0 in B¯
+
1 \B¯
+
r .
We show this claim by contradiction. On ∂B+r ∩ ∂Br, we have
A1(X) = w˜ − (
ǫ
2
−
(α + 1)ǫ
2α
+
ǫyα
2α
) > w˜ > 0.
On ∂B+1 ∩ ∂B1, it follows that
A1(X) = w˜ − (
ǫ
2
−
(α + 1)ǫ
2α
rn−α +
ǫyα
2α
) > w˜ −
(α + 1)ǫ
2α
> 0.
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If (4.3) is not true, by maximum principle, there exists some X¯ = (x¯, 0) ∈ ∂Rn+1+ with
r < |x¯| < 1 such that
A1(X¯) = min
B¯
+
1 \B¯
+
r
A1(X) < 0.
On one hand,
∂A1
∂να
= − lim
y→0
y1−α
∂A1
∂y
= −|X¯|β˜w˜p(X¯) +
ǫ
2
≤ 0.
Thus
w˜p(X¯) ≥
ǫ
2
since β˜ > 0. On the other hand,
A1(X¯) = w˜(X¯)− (
ǫ
2
− (α+1)ǫ
2α
rn−α
|X¯|n−α
)
> w˜(X¯)− ǫ
2
≥ 0.
It contradicts that A1(X¯) < 0. Hence we verify the claim. For X ∈ B1\{0}, it follows
that A1(X) ≥ 0 for 0 < r < |X|. Let r → 0, we have that w˜ ≥
ǫ
2
. 
For λ < 0, let
Σλ = {X|x1 ≤ λ}
and
Σ˜λ = Σλ\{0
λ}.
Here 0λ is the reflection point of 0 with respect to the plane Tλ. Let
v˜λ(X) = w˜λ(X)− w˜(X).
Then v˜λ satisfies
(4.4)


−div(y1−α∇v˜λ) = 0 in R
n+1
+ ,
∂v˜
∂να
≥ −p|Xλ|
β˜ξp−1(X)v˜λ(x, 0) on ∂R
n+1
+ \{0},
where ξ is a positive function between w˜λ and w˜. We apply the moving plane method
for solutions of equation (4.4). Our goal is to show that w˜ is symmetric with respect to
x1 = 0. The proof consists of two steps.
Step 1: If λ is sufficiently negative, then v˜λ ≥ 0 for all x ∈ Σ˜λ.
Suppose it fails, then v˜λ < 0 somewhere in Σ˜λ. Since w˜λ and w˜ both converge to 0 as
|X| → ∞, then v˜λ(X)→ 0 as |X| → ∞. it follows from Lemma 5 that if λ is sufficiently
negative, v˜λ(X) > 0 for X close to 0
λ, Thus there exists some point X¯ such that
v˜λ(X¯) = min
X∈Σ˜λ
v˜λ(X) < 0.
From the maximum principle, we know that X¯ ∈ Σ˜λ ∩ ∂R
n+1
+ . Furthermore,
∂v˜λ
∂να
< 0,
but it contradicts the second equation in (4.4). Thus the plane can be moved to the right
from the negative infinity. We assume that the plane will reach a critical point. Define
λ0 = sup{λ < 0|w˜µ ≥ 0 in Σ˜λ for all −∞ < µ < λ}.
Step 2: We show that λ0 = 0.
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If it is not true, it follows that λ0 < 0. We claim that
(4.5) v˜λ0(X) ≡ 0,
which contradicts
∂v˜λ
∂να
= −|Xλ|
β˜w˜pλ(X) + |X|
β˜wp(X) for X ∈ ∂Rn+1+ .
We also show it by contradiction. By the maximum principle, v˜λ0(X) > 0 in Σ˜λ0\Tλ0 . we
need the following lemma to take care of the singular point.
Lemma 6. For r0 < min{
1
2
λ0, 1}, there exists some positive constant c such that
v˜λ0(X) > c in B
+
r0
(0λ0)\{0λ0}.
Proof. Since v˜λ0 > 0 in Σ˜λ0 ∩ B
+
r0
(0λ0), then min∂B+r0 (0λ0 )
v˜λ0 ≥ ǫ for some 0 < ǫ < 1.
By the continuity of w˜ in Rn+1+ \{0}, there exists some positive constant c1 such that
(4.6) w˜(X) < c1 for X ∈ B¯
+
r0(0
λ0).
Let
ψ2(X) =
ǫµ
2
−
rn−αǫ
|X|n−α
+
ǫ(1− µ)yα
2
in B+r0(0
λ0)\B+r (0
λ0),
where the positive constant µ will be determined later. Set
A2(X) = v˜λ0(X)− ψ2(X).
Direct calculation shows that
(4.7){
−div(y1−α∇A2) = 0 in B
+
r0
(0λ0)\B+r (0
λ0),
∂A2
∂να
= −|Xλ0 |β˜w˜pλ0(x, 0) + |X|
β˜w˜p(x, 0) + ǫ(1−µ)
2
on ∂(B¯+r0(0
λ0)\B¯+r (0
λ0)) ∩ ∂Rn+1+ .
We also claim that
A2(X) ≥ 0 in B
+
r0
(0λ0)\B+r (0
λ0).
On ∂B+r0(0
λ0) ∩ ∂Br0(0
λ0),
A2(X) ≥ ǫ− (
ǫµ
2
−
rn−αǫ
|r0|n−α
+
ǫ(1 − µ)
2
) > 0.
On ∂B+r (0
λ0) ∩ ∂Br(0
λ0),
A2(X) > w˜λ0(X) > 0.
By the maximum principle, the minimum value ofA2(X) shall occur on ∂(B¯
+
r0(0
λ0)\B¯+r (0
λ0))∩
∂Rn+1+ . So there exists some X¯ ∈ ∂(B¯
+
r0(0
λ0)\B¯+r (0
λ0)) ∩ ∂Rn+1+ such that
A2(X¯) < 0 and
∂A2
∂να
(X¯) ≤ 0.
The fact that A2(X¯) < 0 implies that
w˜λ0(X¯)− w˜(X¯)− ψ2(X¯) < 0.
Then
(4.8) w˜λ0(X¯) ≤ c2,
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where c2 only depends on c1. Furthermore, A2(X¯) < 0 implies that
(4.9) v˜λ0(X¯) ≤
ǫµ
2
−
rn−αǫ
|X¯|n−α
<
ǫµ
2
.
With the help of (4.6),(4.8) and Mean value theorem, we obtain
|X¯λ0 |β˜w˜pλ0(x¯, 0)− |X¯|
β˜w˜p(x¯, 0) ≤ |X¯λ0 |β˜(w˜pλ0(X¯)− w˜
p(X¯))
≤ c3v˜λ0(X¯)
where c3 depends on λ0, c1 and c2. Since
∂A2
∂να
≤ 0, by the second equation of (4.7), we
infer that
(4.10)
ǫ(1− µ)
2c3
≤ v˜λ0(X¯).
Together with (4.9) and (4.10), we have
ǫ(1 − µ)
2c3
<
ǫµ
2
.
If we choose µ small enough such that µ < 1/(1 + c3) at the beginning, we will reach a
contradiction. Hence we prove the claim. Let r → 0. Hence
v˜λ0(X) > c =
ǫµ
2
for µ < 1/(1 + c3). This completes the proof. 
We continue the proof of Step 2. By the definition of λ0, there exist sequences of
λk(λk > λ0) and X¯k such that λk → λ0 and v˜λk(X¯k) = infΣ˜λk
v˜λk(X) < 0. By Lemma 6
and continuity of v˜λk , we have
v˜λk(X) >
c
2
∀X ∈ B+r0(0
λ0)\{0λ0}
for k large enough, since v˜λk(X) → 0 as |X| → ∞. By the maximum principle, X¯k ∈
(Σ˜λk\B
+
r0
(0λ0))∩∂Rn+1+ . The same argument as Step 1 gives the contradiction. Therefore,
it is confirmed that λ0 = 0.
It is clear that w(x, y) is symmetric with respect to x1 = 0. Since the equation is
invariant under rotation, we conclude that w(x, y) is radially symmetric with respect to
the point (0, y) for every fixed y. Thanks to the Kelvin transform, we can choose the
origin arbitrarily on the plane y = 0. Thus, w(x, y) only depends on the variable y. The
degenerate partial differential equation (1.9) turns out to be ordinary differential equation,
that is, 

wyy +
1−α
y
wy = 0 ∀ y > 0,
− lim
y→0+
y1−αwy = w
p(0).
Solving the ordinary differential equation gives that
w =
a
α
yα + b
where b > 0 and a = bp.
Case 2 (Subcritical and critical cases) : 1 < p ≤ n+α
n−α
.
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We expand the dimension of the space and reduce the problem into supercritical case.
We choose a large integer m such that
p >
n+m+ α
n +m− α
.
Let
w0(x1, · · · , xn, xn+1, · · · , xn+m, y) = w(x1, · · · , xn, y).
Then w0 satisfies
(4.11)


−div(y1−α∇w0) = 0 in Rn+m+1+ ,
lim
y→0+
y1−α ∂w
0
∂y
(x, y) = (w0)p on ∂Rn+m+1+ .
Observe that p is supercritical in the equation (4.11). Applying the same argument as Case
1, we deduce that w0 is independent of xi for i = 1, · · · , n +m. Thus, w is independent
of x1, · · · , xn. Again w only depends on y. Therefore, w satisfies the same conclusion as
Case 1. This completes the proof of Theorem 3.

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