The problem of finding the densest subgraph in a given graph has several applications in graph mining, particularly in areas like social network analysis, protein and gene analyses etc. Depending on the application, finding dense subgraphs can be used to determine regions of high importance, similar characteristics or enhanced interaction. The densest subgraph extraction problem is a fundamentally a non-linear optimization problem. Nevertheless, it can be solved in polynomial time by an exact algorithm based on the iterative solution of a series of maximum flow sub-problems. Despite its polynomial time complexity, the computing time required by the exact algorithms on very large graphs could be prohibitive. Thus, to approach graphs with millions of vertices and edges, one has to resort to heuristic algorithms. We provide an efficient implementation of a greedy heuristic from the literature that is extremely fast and has some nice theoretical properties. We also introduce a new heurisitic algorithm that is built on top of the greedy and the exact methods. An extensive computational study is presented to evaluate the performance of various solution methods on a benchmark composed of 86 instances taken from the literature. This analysis shows that the proposed heuristic algorithm proved very effective on a large number of test instances, often providing either the optimal solution or near-optimal solution within short computing times.
Introduction
A graph is a mathematical structure containing vertices and edges that is often used to represent different real-life scenarios. Besides very traditional applications in transportation, mapping, logistics, etc., graphs may also be used to describe many social, biological, financial, and technological systems. In these cases, vertices represent individuals, cells, proteins, components, etc., and edges represent some kind of interaction between the vertices. As a result, Graph Theory is one of the most extensively researched areas in computer science.
Graph networks that arise in real-life applications have edges which are either weighted or unweighted. While unweighted edges simply represent some connection between two vertices, weighted edges are used to indicate the importance of a connection in the graph, or the time required for travelling on a given edge, or probability of an edge to occur in the network. The edges could be further directed or undirected: the former models one-way relationships, like the "follow" network in Twitter, while the latter are used for two-ways connections, for instance, Facebook friendships.
One of the most interesting problems in social networks is the identification of dense areas. Intuitively, dense areas in a graph can be considered to be a subset of highly-connected vertices that correspond to regions where there is more interaction among the vertices. For instance, consider a network describing the interactions between various Internet service providers, exchange points, customers, and other related parties: identifying dense subgraphs in this network allows us to detect critical points of failure, which could further help in planning for contingencies to mitigate unplanned service outages. Similarly, for social networks, dense subgraphs identify areas of common interests and communities. Many other examples, where finding dense subgraphs is a key problem are detailed in [17] and in [9] .
Definition of the Problem
In this section we give a formal definition of the problem. Let G = (V, E) be an unweighted, undirected graph with vertex set V and edge set E. Through out the text, we will assume that G is a simple graph, i.e., there are no multiple edges connecting the same pair of vertices. The density of G, sometimes referred to as average degree, is defined as
and corresponds to the ratio between the number of edges and the number of vertices in the graph. For a given subset of vertices S ⊆ V , we define E(S) as the induced set of edges, i.e., E(S) = {e = (u, v) ∈ E : u ∈ S, v ∈ S}, and G(S) = (S, E(S)) as the subgraph induced by S. When no confusion arises, we will write that set S has a density f (S) = f (G(S)) = |E(S)| |S| (2) Given an unweighted graph G = (V, E), the Densest Subgraph Extraction (DSE) problem requires to determine a subset S ⊆ V of vertices that induces a subgraph of maximum density.
As already mentioned, in many applications each edge e ∈ E has a positive weight w e , which could, for instance, be used to represent the importance of a relationship between two vertices in the network. Weighted graphs can also be used to model a unique scenario where the actual edge set is unknown and each potential edge has associated a non-negative probability. In this probabilistic setting, one is interested in finding a subgraph that has a large probability to be the one with maximum density. This leads to a natural extension of the density definition (1) to the weighted case density of a weighted graph as
Similarly, we can define the weighted density for a given set S ⊆ V of vertices. The aforementioned density definitions are valid for undirected graphs only. For directed graphs, different definitions are typically used and we refer the interested reader to [6, 16] .
The DSE problem has been studied since the early 1980s. Though this problem is fundamentally an unconstrained non-linear optimization problem, it can still be solved efficiently. Indeed, a flow-based algorithm to get an optimal solution of the problem for unweighted graphs was introduced in [18] and it requires utmost |V | max-flow (min-cut) operations on a network of |V | + 2 vertices i.e., it runs in polynomial time. Later, an alternative flow-based algorithm with better computational complexity was introduced in [12] . This algorithm determines the densest subgraph in only O(log(|V |)) max-flow operations and can be easily extended to weighted graphs. Finally, a parametric max-flow algorithm which can solve the DSE with a single max-flow computation was given in [10] . This parametric max-flow algorithm improves upon the complexity of the previous method described in [12] by a factor of log(|V |) but that improvement in computational complexity can not be extended to weighted graphs.
Though solvable in polynomial time, computing densest subgraphs using flow-based algorithms could be very time consuming for very large graphs. Thus, when real-world applications that involve millions of vertices and edges are considered, one has to resort to heuristics. One of the most important heuristic algorithms for the DSE problem is the Greedy Peeling introduced in [3] . Besides being very fast in practice, this algorithm has nice theoretical properties. It has been proved in [6] that this algorithm has a worst-case 2-approximation, i.e., the density of the subgraph found by Greedy Peeling will be at least half of the density of the optimal subgraph. Finally, we mention a variant of the Greedy Peeling algorithm, introduced in [4] , that can be implemented in a distributed way to reduce the memory requirement for storing all the data. The resulting algorithm produces a solution with a worst-case approximation of (2 + 2ǫ) for any ǫ > 0.
In some applications, additional constraints are imposed to limit (either from below or from above) the size of set S; in this case, the resulting problem becomes an N P-hard problem. An extensive discussion on finding dense subgraphs with size bounds can be found in [2] .
Many alternative definitions of density have been proposed in the literature. Indeed, the average degree may produce subgraphs that have a large number of vertices, and not extensively connected. For instance, a clique, which is intuitively a dense area in a graph, might not be the densest subgraph according to the average degree definition, as another larger and loosely connected subgraph could produce a bigger ratio according to (1) . Additional considerations about the downsides of using definition (1) as a metric to find the dense subgraphs are given in [15] . A different density metric, called quasi-clique, was introduced in [20] ; according to this definition, the density of graph G = (V, E) is given by f (G) = |E(S)| − α |S| 2 , where α is a tuning parameter. This function tends to produce subgraphs that are relatively compact and well connected. The discounted average degree, proposed in [15] , is defined as f (S) = |E(S)| |S| β , where β is a parameter that can be chosen to affect the size of the desired subgraph. The authors showed that this metric favours subgraphs that have certain desirable properties, like increased connectivity between vertices, and more compact subgraph. Other than these two definitions, depending on the type of graph, there have been many other definitions of density, see, e.g., [1, 5, 7] . While each of these metrics might give a more compact subgraph with respect to the average degree, there is no general consensus on the use of alternative metrics for finding dense subgraphs, and average degree remains the most common and accepted. Besides the average degree metric, other metrics based on density have been considered, like edge ratio, triangle density, and triangle ratio (see [19] for details).
The rest of the paper is organized as follows. In Section 3 we will review the main exact and heuristic approaches from the literature for solving the DSE problem. Section 4 introduces a new Hybrid Algorithm that is built on top of Greedy Peeling and Exact Algorithms. All algorithms are computationally tested in Section 5 on a large set of graph instances taken from the literature including both unweighted and weighted graphs. Finally, in Section 6 we draw some conclusions. This paper has three main contributions. From a practical viewpoint, we introduce a simple heuristic algorithm that is built on top of the greedy heuristic and any exact method. Our proposed algorithm is typically very fast, produces solutions that improve over the greedy solution, and gives us near optimal solutions. From a theoretical point of view, we present a simple graph instance where the Greedy Peeling algorithm approaches its worst-case performance. To the best of our knowledge, there is only one contribution in the literature showing a similar behaviour of the Greedy Peeling algorithm (see [11] ) but the example we present is simpler than the previous one.
Finally, from a computational study perspective, we present a through computational study that is by far the most extensive reported in the literature for this class of problems. While most of the previous works in the literature have dealt with small or medium-sized instances, in this paper we make a considerable step forward concerning the problem size by considering graphs with tens of millions of vertices and hundreds of millions of edges. Our computational study shows that the practical performance of the Greedy Peeling algorithm is much better than its theoretical guarantee, and that a further improvement can be achieved with limited computational effort.
Algorithms
In this section we discuss solution approaches for the DSE problem proposed in the literature. The next section describes two exact algorithmic approaches, while Section 3.2 presents a greedy heuristic and analyzes its theoretical performance.
Exact algorithms
The first exact algorithm we consider is the Goldberg's Algorithm which has been introduced in [12] and is a relatively fast exact algorithm to compute the densest subgraph in a given graph G. The algorithm primarily works by iteratively solving a series of max-flow problems on an augmented graph G ′ which is constructed from the original G. At each iteration, the algorithm "guesses" the density value say g, defines an augmented graph G ′ according to the current g value, and computes the maximum flow on G ′ . As the maximum density value will lie in the interval [0, |E(S)|], a binary search approach is used to determine the optimal g value. It is proved in [12] that, as the optimal g value can only take a finite set of values, the number of iterations of the algorithm is bounded by O(log(|V |)). There are many efficient algorithms for solving max-flow problem (see, e.g., [14] ). Using the Push-Relabel algorithm (see [13] ), the maximum flow problem can be solved in O(|V | 3 ) time, producing an overall O(log(|V |) |V | 3 ) time complexity.
A completely different exact solution method has been proposed in [6] . This approach describes the DSE problem by means of a Linear Programming (LP) model, that can be solved using any general-purpose LP solver. The LP model can also be easily extended to the weighted case with minor modifications. The model has |V | + |E| variables and two constraints per edge, i.e., its size is polynomial in the size of the input graph. Despite this, the constraint matrix of the formulation can be massive and the memory requirements to solve the model can be prohibitive for large graph instances. Typically this produces computational performances that are worse than those of the flow-based algorithm Goldberg's Algorithm discussed above. However, the LP model provides a good foundation for finding the densest subgraphs in directed graphs and its related proofs as discussed in [6] .
Greedy Peeling Algorithm
For very large graph instances, the application of the exact algorithms described in the previous section may require large memory and long computational times. This is where heuristic approaches can be used for getting reasonably good solutions quickly. The heuristic algorithm described in this section produces subgraph whose density is usually close to the optimal one.
As the objective of DSE is to find a subgraph with best average degree, the algorithm consists of starting with the initial graph and removing, one at a time, the vertex with smallest degree in the current graph. The resulting algorithm, called Greedy Peeling, is described in Figure 1 and can be naively implemented to run in O(n 2 ) on a graph G = (V, E) with n = |V | vertices and m = |E| edges. To prove the time complexity it is enough to observe that there are n iterations; each iteration requires O(n) time to find the vertex u with minimum degree with respect to the current subgraph (breaking ties arbitrarily), and another O(n) time to update the subgraph once u has been removed. A more efficient implementation can be obtained using a "degree-lists" data structure, in which a list is defined for each possible value of the degree of a vertex. All vertices with same degree are placed in the same list and lists are ordered by increasing degree. Using this data structure, the determination of the next vertex u to be removed can be done in constant time, taking an arbitrary vertex in the first non-empty list. Since removing vertex u decreases the degree of its neighbours by one unit, updating the graph (essentially data-lists) can be done by moving each neighbour of u from its current list to the previous one (i.e., to the list with degree one less than current degree). Since the number of vertex movements among the lists is equal to the number of edges of G, the time complexity of the algorithm is O(n + m). The results in this paper (see Section 5) correspond to this implementation of the algorithm.
Algorithm Greedy Peeling(V, E) initialize: n := |V |, S n := V ; for i = n to 1 do let u be the smallest degree vertex in G(S i ); The Greedy Peeling algorithm can be easily extended to the weighted case by selecting, at each iteration, vertex u as the one having the minimum weighted sum of all the incident edges with respect to the current subgraph. However, the linear time complexity of the algorithm is not preserved because the degree-lists data structure cannot be used for graphs with general weights. Using Fibonacci heaps to determine, at each iteration, the minimum weighted degree vertex, the algorithm runs in O(m + n log(n)), see [6] . The degree-lists implementation could however be used to determine the weighted dense subgraphs, similar to the unweighted case, if weights are either integer numbers or are all scaled to integers. In both cases, there is a considerable worsening in the performances of the algorithm as the number of lists to be considered is bounded by the maximum weight degree of all vertices, i.e., it is pseudo-polynomial in the size of the input (and is strongly dependent on the number of significative digits in the weight values, if these are not integer). In this paper, we use binary heaps to implement the Greedy Peeling algorithm for the weighted cases and report results for this implementation, which works for both rational and integer weights, and is very fast in practice even for large graphs.
Worst-case Analysis
The theoretical performance of the Greedy Peeling algorithm was analyzed in [6] (and in [3] for a constrained version of the DSE problem), where the worst-case performance ratio of the algorithm was proved to be equal to 2. To the best of our knowledge, the only example for which the approximation is asymptotically tight has been given in [20] . As the given instance is somehow complicated and for the sake of completeness, we report a simpler instance where the worst-case approximation is approached.
The bad instance, shown in Figure 2 , is a graph G wc which has an hub-and-spoke central structure with a single vertex acting as hub and a single vertex at the end of each of t spokes. In addition to the hub-and-spoke arrangement of the central vertices, we have 2p vertices which are divided into p pairs, each pair of vertices being connected by a single edge. It is trivial to see that the central hub-and-spoke structure, with t edges and t + 1 vertices is the densest subgraph in G wc and the optimal density is given by f (S * ) = t t+1 , where S * denotes the set of vertices in the densest subgraph.
Consider now the Greedy Peeling algorithm, and assume that ties are broken by selecting the vertex with minimum index among those with smallest degree. Observe that each vertex in G wc , except for the central one, has a degree of 1. Thus, the first selected vertex is 1, then vertex 2 follows, and so on. At iteration k the algorithm removes vertex k, and defines a subgraph with 1 + t + 2p − k vertices and t + p − k edges, i.e., the density of the graph keeps decreasing. Thus, the solution S G returned by the Greedy Peeling corresponds to the entire set of vertices and has a density f (S G ) = t+p 1+t+2p . The ratio between the densities of the optimal solution and of the Greedy Peeling solution is is given by
For sufficiently large values of p and t with p >> t, the above ratio converges to 2.
Algorithm Hybrid(V, E)
Peeling phase S 1 := Greedy Peeling(V, E);
Expansion phase 
Hybrid algorithm
In this section we present a Hybrid Algorithm that combines both Greedy Peeling and Exact Algorithm to improve the greedy solution value. The algorithm is given in Figure 3 and consists of three phases, namely Peeling phase, Expansion phase, and Exact phase. The first phase corresponds to the execution of the Greedy Peeling algorithm discussed in Section 3.2 and is intended to quickly produce an initial solution. Using the greedy solution, the Expansion phase obtains a "core" subgraph, which is likely to contain either all or most of the vertices in an optimal solution. Finally, the Exact phase solves the DSE problem on the core using an exact algorithm, for instance, the flow-based Goldberg's Algorithm or the LP approach described in Section 3.1. The Expansion phase takes in input a subset of vertices S 1 , possibly identified by the Greedy Peeling, expands the vertex set by adding all those vertices that are neighbors of one vertex in S 1 , and defines the induced edge set E 2 . An implementation of this phase is described in Figure 4 . Set S 2 is a list of all vertices that are currently included in the expanded graph. Before the expansion phase, S 2 = ∅. In the expansion phase we considers all vertices in S 1 , one at a time. For each u ∈ S 1 , we consider all its neighbors; if the current neighbor v is both is in S 1 ∩ S 2 , we add the edge (u, v) to E 2 . If v / ∈ S 2 , we add vertex v to S 2 and edge (u, v) to E 2 , and scan all neighbors of v; for each neighbor k that is currently in set S 2 we also add an edge (v, k) to E 2 .
Procedure Expansion
add edges between vertices that both are in S 2 \ S 1 Figure 4 : Expansion phase. Figure 5 gives an example of the expansion phase. The original graph has 12 vertices and S 1 = {5, 6, 7, 8}. At first, S 2 = ∅. We can start at vertex u = 5 which makes S 2 = {5} and consider the first of its neighbors, i.e., vertex v = 2. From the algorithm, we can add vertex 2 to S 2 and the edge (2, 5) to E 2 . Now, we scan the neighbors of 2 and we can add an edge to E 2 if any of the neighboring vertices of 2 are present in S 2 . Since no new neighboring vertices of 2 (essential vertex 1) are present in S 2 , we do not add any new edges to E 2 . So we have S 2 = {5, 2} and E 2 = {(2, 5)}. Then, we examine the other neighboring vertices of 5 namely 6, 7 and 8. As all these vertices belong to S 1 and none of them are in S 2 , no action is taken. Then, we move on the next member in S 1 , i.e. u = 6. We add 6 to S 2 and examine the neighbors of 6. We have vertex v = 3 that can be added to S 2 and the edge (3, 6) can be added to E 2 . Now, S 2 = {5, 2, 6, 3} and S 2 \ S 1 = {2, 3}, implying that edge (3, 2) has to be added to E 2 . Since no other edge can be added, we then move on to the next neighbor of 6, namely 5. When considering this vertex, edge (6, 5) can be added to E 2 as 5 is in both S 1 and S 2 . As all the neighbors of 6 have been considered, we move onto the next vertex in S 1 , i.e. 7. We continue doing the above process for all the members in S 1 until we get the expanded subgraph, shown in Figure 5 In the third phase, an exact algorithm is applied to the graph obtained by expansion. Typically this graph is much smaller than the original one, allowing a fast execution of the exact algorithm. In addition, if the flow-based algorithm is used, the greedy solution value, combined with the 2approximation guarantee of the method, produces good initial lower and upper bounds for the value of the density, which can be used to speed up the binary search. The biggest caveat is that there are instances for which the Greedy Peeling produces very large subgraphs. In this situation, the expansion procedure may require a very long computing time, and often returns the complete graph, making the approach impractical.
Computational experiments 5.1 Setup and Programming
All the algorithms described in this paper were implemented in C++ using standard containers, like, e.g., std::vector, std::queue etc. We used the GCC compiler with a high level of optimization enabled (-O3). All our experiments were executed on a computer equipped with an Intel(R) Xeon(R) CPU E3-1220 V2 @ 3.10GHz CPU and 16 GB of RAM; all computing times given below are expressed in milliseconds.
In the following we report the results obtained using the three algorithms, namely:
• The Greedy Peeling discussed in Section 3.2.
• The Hybrid Algorithm of Section 4. It should be noted that this algorithm requires to construct an augmented network which has twice the number of edges than the original graph network. As a result, the augmented network could occupy very large space in memory, and hence the algorithm may fail for memory requirement on very large instances.
We analyzed both weighted and unweighted instances (see below). For weighted problems, the Greedy Peeling was implemented using binary heaps as this solution turned out to be much more efficient than using the degree-list implementation. As to the exact algorithm, it required very minor modifications for handling the weighted case as well. The Hybrid Algorithm uses the Greedy Peeling and the Goldberg's Algorithm as modular components to create and solve the expanded subgraph respectively, while the expansion procedure clearly is not affected by the presence of weights on the edges.
Testbed
All the instances, both unweighted and weighted, were taken from Suite Sparse Collection [8] . To select the instances, we considered all graphs that:
(i) are classified as undirected graph or undirected weighted graph or undirected graph with communities or undirected random graph;
(ii) have at least 20,000 vertices;
(iii) have at most 65,000,000 vertices and 150,000,000 edges;
(iv) have only positive weights (for weighted instances).
This produced a testbed with 170 instances. The benchmark includes 50 census-based weighted graphs (like xx2010 in Table 5 ) that have very similar characteristics. To avoid presenting very similar results, we decided to consider only the ten largest among these instances. In addition, we have also considered three large directed graphs (called Wikipedia instances), that were present in the computational analysis in [11] ; for these instances, minor modifications were required, e.g., converting directed arcs to undirected edges and removing duplicated edges. Finally, we do not present the results on some graphs where the greedy algorithms fails. We explain the reason later in this section for this specific exclusion.
Most of the available graphs are unweighted and hence we have partitioned them into different buckets, depending on their size. The Medium bucket contains those instances which have less than 1,000,000 vertices. The Large bucket contains instances having more than 1,000,000 vertices but less than 10 million vertices and less than 50,000,000 edges. Finally, the Xtra-Large bucket includes all the remaining instances.
Analysis
In this section we report the outcome of our computational experiments. The results are given using a table for each set of instances. The bold numbers in the tables below indicate the best density found and which algorithm finds it for the first time. The tables report, for each instance, the following information:
• The name of the problem and the main characteristics of the graph.
• For the Greedy Peeling algorithm: the required computing time T G and the associated density value f G .
• For the Hybrid Algorithm: the computing time for the expansion phase and for the exact phase (T 2 and T 3 , respectively), the overall computing time T H of the algorithm and the density value f H of the best solution found.
• For the Exact algorithm: the required computing time T E and the density value f * .
If an algorithm runs out of memory during its execution, we report the failure by '-'. The results in Table 1 show that the exact algorithm can handle quite efficiently instances of medium size: the required computing time is equal to 137 seconds on average and no failure was experienced due to memory reasons. The Greedy Peeling algorithm, though having a worst-case performance ratio equal to 2, gives a very tight approximation on the optimal density in practice. The average gap with respect to the optimal density is below 3% and the average CPU time is around 0.07 seconds. Nevertheless, the Hybrid Algorithm improves over the greedy solution in 27 cases (out of 41) and produces an average gap to the optimum of about 1%. However, there are a number of instances for which the Hybrid Algorithm performs poorly in terms of computing time.
We can also see that for the instance mycielskian17, the Hybrid Algorithm runs out of memory. In Table 2 we report all the instances where the ratio of T H T E > 0.75 and where the Hybrid Algorithm runs out of memory. For each such instance, the table gives:
• The name of the problem.
• The number of vertices |V G | in the subgraph produced by Greedy Peeling and the ratio between |V G | and the total number of vertices V .
• The number of vertices and edges (|V 2 | and |E 2 |, respectively) in the expanded subgraph and the ratio between |V 2 | and the total number of vertices V . Table 2 : Instances for which the Hybrid Algorithm can take a very long time. Table 2 shows that the pitfalls of Hybrid Algorithm occur in those instances where the solution produced by Greedy Peeling has almost the same number of vertices as the whole graph. And sometimes, even when Greedy Peeling produces a smaller and more compact solution, the expansion phase produces either the original graph or almost the original graph. In these cases, the expansion phase may be time consuming, and the application of the exact algorithm requires the same computing time as solving the initial problem to optimality. Thus, the Hybrid Algorithm may overall be even slower than the direct application of the exact algorithm on the initial graph. The average computing time taken by the Hybrid Algorithm for the Medium instances is around 115 seconds; if we exclude the pathological cases listed in Table 2 , the hybrid time falls to around 21 seconds.
In Table 3 we present the results of our experiments on Large instances. Based on the outcome of the results in Table 2 , we do not run the Hybrid algorithm for those instances where the greedy solution (or the expanded subgraph) is almost as large as the complete original graph. In particular, we removed the graphs for which |V 2 | |V | > 0.85, namely the instances in the series delaunay series, hugebubbles, hugetrace, and hugetric, as well as instances 333SP, adaptive, AS365, channel-500x100x100-b050, NACA0015, and NLR. Note that |V 2 | can be computed in negligible time before performing the expansion, simply scanning all the edges that are incident to vertices in the greedy solution.
Results in Table 3 show that, like medium instances, Hybrid Algorithm consistently improves upon the density value produced by Greedy Peeling, and often times finds the optimal solution. The Hybrid Algorithm was able to find the optimal solution in 13 cases out of 21 instances, and in 12 cases it was faster than the Goldberg's Algorithm. As for the remaining 8 instances that are not solved to optimality, the associated average gap is around 4%. The average gap over all the 21 instances is around 1%, much smaller than that of the Greedy Peeling, which is around 7%. As for the computing time, Greedy Peeling just takes around 1.4 seconds on average, while the Hybrid Algorithm takes 215 seconds on average. The Goldberg's Algorithm takes almost 1100 seconds on average for solving these problems to optimality.
In Table 4 , we present the results of the three algorithms for the eight Xtra-Large instances in our benchmark. These graph instances were derived from real-life applications like gene networks (kmer series), road networks, social networks etc. It can be immediately seen that the exact algorithm fails for all the instances due to memory limitation. For these instances, Greedy Peeling finds a dense subgraph within 10 seconds on average, despite running on some graphs having tens of millions of vertices and hundreds of millions of edges. The Hybrid Algorithm consistently improves upon the greedy solution for almost all these istances as well, the only exception being problem socorkut, for which the algorithm runs out of memory. Ignoring this instance, the average computing time taken by the Hybrid Algorithm is around 40 seconds, and the average improvement produced by this algorithm over the Greedy Peeling is by 9%.
Finally, Table 5 presents the results of the three algorithms on the weighted instances. Table 4 : Results on Xtra-Large instances.
The Greedy Peeling performs very well, and determines an optimal solution in 9 out of 16 cases; for instance mawi 201512020000 it produces the same density value as the Hybrid, but optimality of the solution cannot be confirmed as the exact method failed. The Hybrid improves over the greedy solution in 5 of the 6 remaining instances, in all these cases finding an optimal solution. On average, the Greedy Peeling takes 2 seconds, while the Hybrid Algorithm takes 3 seconds. On the other hand, the exact algorithm requires almost 98 seconds to find the optimal solution. By removing the two mawi instances, we see that the average error of the Greedy Peeling is around 1.7%, reduced to less than 0.02% by the Hybrid Algorithm. 
Conclusions
In this paper, we have studied a non-linear graph optimization problem that requires to determine the densest subgraph in a given graph. We introduced a new heuristic algorithm that combines a fast and effective greedy algorithm and an exact method from the literature. We have provided a simple instance for which the greedy algorithm shows its worst case performance. We have presented an efficient implementation of the algorithms to solve both unweighted and weighted problems, with the aim of attacking instances of very large size, like those arising, e.g., in social network applications. To the best of our knowledge, this is the most comprehensive computational study on Densest Subgraph Extraction problem involving instances with tens of millions of vertices and hundreds of millions of edges.
