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Large datasets and increased computing power give statisticians the ability to fit
more complex and realistic models. However, with this capability comes an increased
risk of model misspecification that can seriously impact inferences of interest. This
thesis is concerned with a number of tools which can be useful for specifying bet-
ter models in a Bayesian framework, and with robustifying model based Bayesian
analyses.
The thesis makes three main contributions. The first contribution, detailed in
Chapter 2, concerns methodology for linear regression with a high-dimensional co-
variate where it is desired to simultaneously identify, and limit the influence of,
outliers in the analysis. A sparse signal shrinkage prior, the Horseshoe+ prior, is
considered for both regression coefficients and mean shift outlier terms in this ap-
proach, and computations are done in a scalable way using variational approxima-
tion methods. The second and third main contributions of the thesis are concerned
with developing new ways of measuring prior-data conflict, and using the results of
conflict checks for hypothetical data as a way of eliciting prior distributions. Prior-
viii
Summary
data conflict may be explained as the situation where there are values for a model
parameter that provide a good fit to the data, but the prior distribution does not
put any of its mass on such values. Prior predictive p-values are considered as a
way of measuring prior-data conflicts, and in Chapter 3 we consider specifying prior
information in terms of the results of prior predictive model checks for hypotheti-
cal data. This gives a novel method for prior elicitation that is implemented using
numerical techniques related to the method of history matching considered in the
literature on computer models. In Chapter 4, a new way of measuring prior-data
conflicts is introduced, based on a prior predictive p-value where the discrepancy
function is a prior to posterior divergence measure. The new prior-data conflict mea-
sure is attractive and extends to hierarchical settings with interesting relationships
asymptotically with some conventional objective Bayesian notions.
Chapter 5 of the thesis summarizes the contributions and suggests some direc-
tions for future research.
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Statistical modeling has evolved fast to work in the big data world. More com-
plex and flexible models are continually being developed to incorporate data from
different sources in a more reasonable and efficient way. Bayesian methods are a very
popular and effective methodology for combining information, and this thesis is con-
cerned with some tools which are useful for better Bayesian model specification in
complex problems. This chapter is organized as follows. Section 1.1 describes some
basic background on Bayesian methods and existing approaches and philosophies
concerning Bayesian prior specification. Section 1.2 briefly discusses some common
Bayesian computational methods, focusing on variational approximation methods
which are used in later chapters. Section 1.3 introduces basic ideas about Bayesian
model checking. Section 1.4 summarizes the main contributions of this thesis.
1
Chapter 1. Introduction
1.1 Prior specification in Bayesian statistics
Although it will be assumed in this thesis that the reader has a basic knowledge
of Bayesian statistics, we review some fundamental ideas here. Suppose there is
some data y, and a parameter θ that we wish to learn about. In Bayesian statistics
we set up a full probability model for (y, θ) as
p(θ, y) = p(θ)p(y|θ)
where p(θ) is the so-called prior density which expresses what is assumed about
θ before observing data, and p(y|θ) is the assumed density for the data given the
unknown θ, which as a function of θ becomes the likelihood function when y is fixed
at its observed value. The beliefs expressed in the prior are updated by conditioning
on y once it is observed, to obtain
p(θ|y) ∝ p(θ)p(y|θ) (1.1.0.1)
where p(θ|y) is the posterior density which expresses uncertainty under the assumed
model after the data is observed. (1.1.0.1) is referred to as Bayes’ rule. In complex
models where the unknown θ is high-dimensional, model-based inference is a chal-
lenging task. Specification of a suitable model p(y|θ) for the data is difficult, and in
the Bayesian approach there is the additional task of choosing the prior distribu-
tion p(θ). Employing a suitable prior distribution to represent assumed knowledge
can be useful as one way of bringing information beyond the data at hand into an
analysis, but it also creates the possibility of trying to combine possibly incompat-
ible sources of information if the expressed prior beliefs and the likelihood are in
conflict. This thesis is concerned with some careful consideration of some problems
2
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of model specification in Bayesian models (both p(y|θ) and p(θ)) and of checking
for prior-data conflicts.
In this subsection we briefly review some common attitudes towards prior spec-
ification in the Bayesian statistical community, which will help to put in context
some of the later contributions. Sometimes we would like the prior distribution to
express strong prior information, perhaps summarizing past data which is indirectly
relevant to the problem at hand or summarizing the beliefs of an expert. Such infor-
mative prior distributions, however, can sometimes be difficult or expensive to elicit,
and if the dataset is large the information in the likelihood may swamp the prior in
any case so the effort of elicitation may not be warranted. In addition, sometimes
we may wish to communicate the information in the data to an audience having
no agreed common prior beliefs, and an informative prior may not be appropriate
in this setting. Good introductions to the literature on prior elicitation are given
by O’Hagan et al. (2006) and Daneshkhah and Oakley (2010).
Given the above, there are settings where elicitation of an informative prior is
impractical, unnecessary, or not aligned with the goals of scientific communication.
In settings like this, it may be appropriate to consider conventional priors of some
kind, so-called “non-informative” priors. When such a prior integrates to a finite
constant, it is said to be proper, and if it integrates to infinity, then it is called
improper - common rules for non-informative prior construction can lead to im-
proper priors. While an improper prior may result in a proper posterior density,
this needs to be checked on a case by case basis. Perhaps the most commonly used
non-informative prior is Jeffreys’ prior, and this takes the form p(θ) ∝ √|I(θ)|,
where |I(θ)| represents the Fisher information for θ. One way to motivate Jeffrey’s
prior is based on invariance considerations, with the idea being that an equivalent
3
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posterior distribution should be obtained when the rule for obtaining the prior from
the likelihood is applied, regardless of the parametrization of the model. Jeffreys’
prior satisfies this principle. It is well known that Jeffreys’ prior is not satisfactory
in multiparameter problems, and reference priors (Berger et al., 2009; Ghosh, 2011)
modify the Jeffreys’ prior appropriately in multiparameter settings, essentially by
applying the Jeffreys’ principle iteratively based on an ordering of the parameters,
or blocks of parameters, in terms of importance. Kass and Wasserman (1996) give
a thorough review of various methods for the construction of non-informative or
conventional priors, and Ghosh et al. (2006) is a good textbook level discussion of
common methods.
As well as non-informative priors, it is common also in modern Bayesian analy-
sis to use so-called weakly informative priors, which are proper but only provides
little or quite limited information. The notion of a weakly informative prior seems
to have been first articulated in Gelman (2006) and Gelman et al. (2008), and the
basic idea is to express some genuine prior information, but less than we actually
have. One way to make the idea precise is discussed in Evans and Jang (2011b).
Weakly informative priors can be useful for purposes such as providing some weak
regularization in estimation of the model parameters, and also in sensitivity analy-
ses.
What approach to prior specification to adopt depends on statistical goals and var-
ious pragmatic cost/benefit trade-offs. Although there are advocates of the routine
use of non-informative priors, particularly for the goal of scientific communication,
there are problems with this as mentioned above. Constructing such priors is not
easy in multiparameter problems and established methods which work well, such
4
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as reference priors, may require the use of different priors for different inferential
questions. Deriving such priors, checking their propriety, and computing with such
priors involves very real difficulties in many cases. On the other hand, in many mod-
eling situations where the number of parameters is large compared to the number
of data points, it can be very important to use some background knowledge such
as sparsity of effects in the analysis, and in the Bayesian setting this requires an in-
formative prior, often constructed hierarchically. We will discuss the use of sparsity
inducing priors more extensively in Chapter 2.
1.2 Variational Bayes
In Bayesian inference, once a model is specified inferences are performed based
on the posterior distribution p(θ|y), where θ is the parameter of interest, and y is
the data. In simple cases the posterior distribution can have the form of a standard
distribution where appropriate summaries of the data such as moments or proba-
bilities can be easily computed, but more commonly this is not the case and a lot
of research has been devoted to numerical methods to summarizing analytically in-
tractable posterior distributions. A variety of numerical techniques and algorithms,
both Monte Carlo and deterministic, have been developed and are available for mak-
ing approximations. Markov Chain Monte Carlo (MCMC) and variational Bayes
(VB) are two common approaches that we briefly discuss, with further details of
the VB method being given in some particular applications in the later chapters.
MCMC is a sampling method which draws samples with each depending on the pre-
vious sample in a sequence. That is to say, the sampled sequence follows a Markov
chain. As the process goes on, if the Markov chain is appropriately constructed, the
samples drawn will tend to converge in their distribution to a specified target distri-
5
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bution, and the sampled values can be used to estimate moments and probabilities
for the target under suitable conditions. See, for example, Gelman et al. (2014,
Chapter 11 & 12) for an introduction to MCMC methods. In a Bayesian context,
the target distribution is the posterior distribution. Most MCMC algorithms used
in practice are variants of the Metropolis-Hastings algorithm (Metropolis et al.,
1953; Hastings, 1970) which gives a general recipe for constructing a Markov chain
having a given posterior distribution as its stationary distribution. We describe the
algorithm informally here. The algorithm constructs a Markov chain {θ(n);n ≥ 0}
on the parameter space, where at step t we generate θ(t+1) from θ(t) by:
A1 Proposing θ∗ ∼ q(θ|θ(t)) (q(θ|θ′) is called the proposal density and is a density
in the θ for every θ′).




and setting θ(t+1) = θ(t) otherwise.
Although the proposal density can be almost anything subject to some mild re-
strictions, its choice is very important for computational efficiency. Also under mild
conditions, the Markov chain will satisfy ergodic and central limit theorems and the
implication of this is that starting from an arbitrary θ(0) and running the chain, we
can obtain estimates of quantities of interest for the target posterior by averaging
over the iterates for a single path of the chain. There are many practical issues
to be addressed in MCMC implementations that we do not discuss here such as
diagnosing when the Markov chain is sampled from its stationary distribution, how
long to run the chain, and so on. Although MCMC can be successful in approximat-
6
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ing the true distribution to any desired precision given enough computation time,
application of the method may be very time consuming, especially when the dimen-
sion of the parameter is high or the dataset is large. Fast approximate approaches
to Bayesian inference are thus of interest, both in themselves and possibly also as
a starting point for constructing more efficient MCMC proposal distributions. In
this thesis, we will focus on such variational Bayes (VB) methods developing and
applying the principles of these algorithms to various examples.
Mean Field Variational Bayes (MFVB), or variational Bayes (VB), is an algo-
rithm for approximating a joint posterior distribution, usually implemented in a
deterministic fashion, in situations where the posterior distribution is intractable
(Jordan et al., 1999; Ghahramani and Beal, 2001; Rohde and Wand, 2015). It is a
fast alternative to MCMC for Bayesian inference, although the speed may be com-
promised by some loss of accuracy, as addressed later. Suppose we have a model,
p(y|θ), where y is our observations, θ is the parameter and the posterior distribution
p(θ|y) is intractable. In MFVB, we use an approximation q(θ) to p(θ|y) which is
restricted to be within some more tractable family of distributions, and in the mean
field approach the restriction is that q(θ) can be factorized into a product form, i.e.,
q(θ) =
∏M
i=1 qi(θi), for a partition {θ1, θ2, . . . , θM} of θ. To measure how close q(θ) is
to the true posterior p(θ|y), we consider the Kullback-Leibler divergence (KL diver-
gence) (Kullback and Leibler, 1951) between q(θ) and p(θ|y). The KL divergence











The integral above is a non-negative quantity with equality holding if and only if
q(θ) = p(θ|y). We would like to optimize q(θ) within the chosen class of factorized
approximations to minimize the KL divergence. To see how this might be done, we
can re-write the integral on the right hand side of (1.2.0.2) as
KL(q(θ)||p(θ|y)) =
∫
















To search for a q(θ) which minimizes KL(q(θ)||p(θ|y)), it is equivalent to maximizing







, on the right hand side of (1.2.0.3). Here Eq
















is called the variational lower bound, and is the
target we aim to maximize. Further, if we plug in the factorized form of q(θ) =
M∏
i=1
qi(θi), a variational argument (see, for example, Ormerod and Wand (2010))
shows that given current estimates of qj(θj), j 6= i, the optimal choice of qi(θi) for
maximizing the lower bound is
qi(θi) ∝ exp {E−θi log p(y, θ)} , i = 1, 2, . . . ,M (1.2.0.4)





suggests an iterative algorithm, where each of the factors qi(θi) are optimized in a
coordinate ascent fashion until convergence.
It is not hard to notice that the assumption on full factorization of q(θ) is doubtful
in many applications with dependencies among θi, i = 1, 2, . . . ,M being ignored.
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Exact methods such as MCMC do not have this problem, and can be made as ac-
curate as possible as long as the Monte Carlo sample size is large enough. However,
VB generally has much lower computational demands than MCMC. MFVB is best
suited for models with a hierarchical exponential family structure and conditionally
conjugate priors. In this situation, usually the mean field coordinate ascent updates
can be derived in a closed form. In non-conjugate models, although VB can still be
performed and can achieve rather good results, this may involve more complicated
approaches. For example, we may need replace the optimal mean field form for var-
ious factors with parametric forms, and the coordinate optimizations may involve
the use of specialized Monte Carlo or other methods.
1.3 Bayesian model checking
In Bayesian analysis, after we have specified a Bayesian model it is also essential
to check its adequacy before inferences are made. There are two possibilities where
a Bayesian analysis can result in poor inferences: either the model is misspecified,
or the prior distribution concentrates its mass on a region of the parameter space
in the tails of the likelihood (prior-data conflict). There is a substantial literature
discussing Bayesian model checking, much of which, however, does not distinguish
between misspecification of the likelihood and prior-data conflict (Box, 1980; Ba-
yarri and Berger, 2000; Evans and Moshonov, 2006; Bayarri et al., 2007; Evans,
2015). Perhaps the most common approach to Bayesian predictive model checking
is the so-called posterior predictive approach (Guttman, 1967; Rubin, 1984; Gel-




The framework is to draw simulated samples from the posterior predictive dis-
tribution, and then compare with the observed data. Most simply we might consider
a complete hypothetical replicate of the data observed, generated under the same
parameter value. If ypost is the hypothetical replicate, and yobs is the observed data,




This comparison of the posterior predictive distribution for the replicate with the
observed data is performed using a test statistic or discrepancy measure, T (y, θ),
which can be a function of both data and parameters and is often some kind of lack of
fit measure (either local or global), the choice of which is usually application specific.
It is not uncommon for the discrepancy to be a function of y only, T = T (y, θ),
and in some alternative approaches to Bayesian predictive model checking that may
be a requirement. If the discrepancy depends on θ, then we can consider the joint
posterior distribution of θ and ypost and perform a comparison of the observed data
with the fitted model by computing a p-value,
p = Pr(T (ypost, θ) > T (yobs, θ)), (1.3.0.5)
where (θ, ypost) ∼ p(θ|yobs)p(ypost|yobs). A small p-value hence indicates that the
observed data are surprising under the fitted model and perhaps some aspects of
the model specification need to be rethought. The posterior predictive approach is
sometimes criticized for being conservative, due to the way that the observed data
is both used to construct the reference distribution for comparing with the observed
data and deciding what probability to compute to measure the fit of the observed
data to that reference distribution.
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In this thesis we will focus on checking for prior-data conflicts, i.e., we assume
a properly defined model, however, the prior distribution is in conflict with the
likelihood. That is, there is some parameter value for the model which can explain
the data well, but the prior does not put its mass on a reasonable region of the
parameter space. For checking for prior-data conflicts it is more useful, for reasons
discussed later in Chapter 4, to consider discrepancies in predictive checks that are
functions of the data only and to use the prior predictive distribution rather than
the posterior predictive to measure surprise. We write our discrepancy measure now
as D(y), and we can consider a p-value
p = Pr(D(Y ) > D(yobs)), (1.3.0.6)
where Y ∼ m(y) and m(y) = ∫ p(θ)p(y|θ) dθ is the prior predictive distribution. We
will consider the use of the prior predictive distribution and prior predictive checks in
an application to elicitation of prior information in Chapter 3, and in Chapter 4 we
will discuss a novel choice of discrepancy for prior predictive checks that addresses
the issue of measuring prior-data conflicts. Before moving on we mention that other
possibilities exist for choosing the reference distribution for the data in predictive
model checking apart from the prior and posterior predictive distributions. These
alternatives are often used in the context of hierarchical models and again this is




In this thesis we make three main contributions that all relate to better specifi-
cation of complex Bayesian models. Chapter 2 considers models robust to outliers
for complex high-dimensional data. We develop a variational Bayesian method to
detect multiple outliers as well as estimating the coefficients in sparse linear regres-
sion model with a “Horseshoe+”(Bhadra et al., 2015) prior density. A hierarchical
representation of the “Horseshoe+” prior density suggests a feasible method for
implementing variational approximations in Bayesian inference. We show that our
method achieves comparable results compared with several other multiple outlier
detection methods in the literature. Furthermore, the variational Bayesian approach
provides rich posterior inference and not just point estimates. We also give a gen-
eral extension of our method to high-dimensional modeling (p n, where p is the
dimension and n is the sample size).
In Chapter 3, we consider some issues of prior choice. It can be important in
Bayesian analysis of complex models to construct informative prior distributions
which reflect knowledge external to the data at hand. Nevertheless, how much prior
information an analyst is able to use in constructing a prior distribution will be lim-
ited for practical reasons, with checks for model adequacy and prior-data conflict
an essential part of the justification for the finally chosen prior and model. Chapter
3 develops effective numerical methods for exploring reasonable choices of a prior
distribution from a parametric class, when prior information is specified in the form
of some limited constraints on prior predictive distributions, and where these prior
predictive distributions are analytically intractable. The methods developed may
be thought of as a novel application of the ideas of history matching, a technique
12
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developed in the literature on assessment of computer models. We illustrate the
approach in the context of logistic regression and sparse signal shrinkage prior dis-
tributions for high-dimensional linear models.
In Chapter 4, we continue to study the checking for consistency of the information
being combined when using complex Bayesian models. A new method is developed
for detecting prior-data conflicts in Bayesian models based on comparing the ob-
served value of a prior to posterior divergence to its distribution under the prior
predictive distribution for the data. The divergence measure used in our model
check is a measure of how much beliefs have changed from prior to posterior, and
can be thought of as a measure of the overall size of a relative belief function. It
is shown that the proposed method is intuitive, has desirable properties, can be
extended to hierarchical settings, and is related asymptotically to Jeffreys’ and ref-
erence prior distributions. In the case where calculations are difficult, the use of
variational approximations as a way of relieving the computational burden is sug-
gested. The methods are compared in a number of examples with an alternative but
closely related approach in the literature based on the prior predictive distribution
of a minimal sufficient statistic.
The various chapters of the thesis are manuscripts which have been, or are soon
to be, submitted for publication. Chapter 3 is available in preprint form as Wang,
Nott, Drovandi, Mengersen and Evans (2016). Chapter 4 is available as Nott, Wang,
Evans and Englert (2016). Because the chapters are identical with manuscripts for
or under submission, there is some duplication of material in different chapters and
the notation used may differ from one chapter to another.
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CHAPTER 2
Sparse signal regression and outlier
detection using variational
approximation and the horseshoe+ prior
In Chapter 1, we introduced briefly the main ideas of mean field variational
Bayes. In this chapter, we will apply some of variational computational tools to
a complex model, namely a linear regression with high-dimensional covariate and
mean shift outlier terms to robustify against outliers in a small number of observa-
tions. The approach we consider of uses shrinkage estimation together with mean
shift outlier terms to perform robust estimation in linear models. This approach has
recently been suggested by She and Owen (2011), inspired by similar approaches due
to Gannaz (2007) and McCann and Welsch (2007). However, She and Owen (2011)
do not consider a Bayesian approach in their work. Instead of using common fre-
quentist penalty terms in point estimation here we will investigate the use of a state
14
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of the art sparse signal shrinkage prior, namely the horseshoe+ prior (Bhadra et al.,
2015), in performing full Bayesian inference via such an approach. We find that we
are able to obtain similar performance in terms of outlier detection to the method
of She and Owen (2011) and other state of the art methods in the literature, but
the Bayesian approach provides more, in terms of a full posterior distribution that
may be useful for uncertainty quantification and predictive inference. This chapter
is organized as follows. Section 2.1 provides further background on variational Bayes
and sparse signal shrinkage prior distributions, as a complement to Chapter 1 and
more tailored to the problem we study in this chapter. Some background on the
problem of outlier detection will also be given. Section 2.2 explains MFVB theory,
and establishes our model and algorithms. Section 2.3 presents simulation results
for both artificial data and a real data set. Section 2.4 contains concluding remarks.
2.1 Background
Outliers are commonly present in data analysis. In this chapter we consider
robustifying linear regression to outliers using a linear model with mean shift outlier
terms,
y = Xβ + γ + ε, (2.1.0.1)
where X is an n × (p + 1) data matrix with the first column being a vector of 1
to incorporate intercept β0, y is an n × 1 observation vector, γ is the mean-shift
vector, and ε is the error term with distribution ε ∼ N(0, σ2ε · I).
In the case of the classical linear model, a common approach to outlier detection is
based on a leave one out analysis, which is effective when there is only a single out-
15
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lier but is well known to have difficulties in some cases when there are many outliers.
This classical approach, when used for testing whether one particular observation,
observation i say, is an outlier, can be thought of in terms of a model incorporating
a mean shift term for the ith observation (i.e., we can consider the model (2.1.0.1)
above in which γi is 0 if observation i is not an outlier but γi is allowed to be
nonzero for an outlier). Gannaz (2007) and McCann and Welsch (2007) considered
the model (2.1.0.1) above for robust estimation, where a mean shift outlier term
is included for all observations at once, and this inspired She and Owen (2011) to
consider outlier detection using shrinkage estimation in this framework.
In the outlier detection literature, the terms masking and swamping are used to
describe certain phenomena that can complicate outlier detection in the case of mul-
tiple outliers. Masking happens when one particular outlier makes the other outliers
undetectable, and swamping refers to the phenomenon that when too many obser-
vations are declared as outliers some good data points are misclassified as outliers.
According to Hadi and Simonoff (1993), outlier detection approaches can be classi-
fied broadly into two categories: direct approaches and indirect approaches. A for-
ward stepping algorithm or a backward selection, for instance, is a direct approach.
Indirect approaches involve a robust regression algorithm. Later in this thesis, we
will consider some of these indirect algorithms, i.e., MM-estimators (Yohai 1987),
least trimmed squares (LTS) (Leroy and Rousseeuw 1987), the one-step procedure
(denoted hereafter as GY) proposed by Gervini and Yohai (2002) and Θ-IPOD (She
and Owen 2011) as a comparison with our method.
The methods developed in this chapter are directly inspired by the approach of She
and Owen (2011) for outlier detection. However, instead of considering only point
16
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estimation of β and γ in (2.1.0.1) using penalized likelihood approaches with differ-
ent penalties, we instead consider a full Bayesian analysis where shrinkage is done
using a sparse signal shrinkage prior. In addition to providing robust estimation of
coefficients and outlier detection, this approach can provide uncertainty quantifica-
tion through the resulting posterior distribution. There has been a proliferation in
the Bayesian literature of suggestions for prior distributions suitable for the analysis
of sparse signals in very high dimensions. Examples include the horseshoe (Carvalho
et al., 2010), Normal-Exponential-Gamma (Griffin and Brown, 2011) and Gener-
alized Double Pareto (Armagan et al., 2013) prior distributions, among others. A
recent reference giving an overview of different priors and discussing limitations
of some of these suggestions is Bhattacharya et al. (2016). These prior distribu-
tions generally share the feature of having a spike of mass near zero consistent with
sparsity, but long tails. This encourages heavy shrinkage of very weak signals that
may simply be noise, while at the same time performing little shrinkage of strong
signals. These kinds of prior distributions may be applied in applications such as
high-dimensional regression, even in cases where we have more features than ob-
servations, i.e., p  n. In our work, we adopt the horseshoe+ prior distribution
proposed by Bhadra et al. (2015). While it has been theoretically shown that horse-
shoe distribution is robust in handling unknown sparsity and large outlying signals
(Carvalho et al., 2009), Bhadra et al. (2015) proves that the horseshoe+ achieves
convergence in the sense of KL divergence at a faster rate.
In addition to using shrinkage priors for the outlier detection problem, we also
wish to develop computational methods that operate in an efficient way for the
problems we consider. Neville et al. (2014) have recently developed mean field vari-
ational Bayes methods for a variety of sparse signal shrinkage priors, including
17
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the horseshoe prior (although they do not consider the robustified model above).
Variational approximation methods have their origins in statistical physics (Parisi,
1988), but have been more recently adapted for use in computational problems in
the statistics and machine learning fields (Jordan et al., 1999; Winn and Bishop,
2005). In Bayesian analysis, variational techniques are usually referred to by the
name variational Bayes (VB) and they are a very useful class of methods for pos-
terior approximation in complex models when the posterior distribution is not an-
alytically tractable. Although variational Bayes is an approximate method, it is
much faster than Markov chain Monte Carlo approaches which are exact in princi-
ple. Variational approximation methods may be categorized into two broad groups
(Ormerod and Wand, 2010). One is mean field variational Bayes (MFVB), which
was introduced in Chapter 1, and this technique is usually employed in models with
hierarchical exponential family structure and conditionally conjugate priors where
the coordinate ascent updates of the approach can be done in closed form (Attias,
1999; Waterhouse et al., 1996; Ghahramani and Beal, 2001). The other broad cat-
egory of variational approaches consists of fixed-form Variational Bayes (FFVB)
methods, which together with Monte Carlo methods based on stochastic gradient
ascent optimization (Robbins and Monro, 1951), or other methods, can deal with
more general model classes. FFVB approaches work with parametrized variational
families (for example, multivariate normal) and it is the parameters in these para-
metric approximations that are optimized using a variety of different techniques
(Honkela et al., 2010; Salimans and Knowles, 2013). We don’t discuss FFVB in this
thesis, but focus on MFVB, as addressed in Chapter 1. Although MFVB methods
are fast compared to standard Monte Carlo methods such as MCMC, one limitation
of MFVB methods lies in their accuracy. This limitation does not, as we have men-
tioned, apply to MCMC which will be exact in principle in the sense that answers
18
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of any required precision can be obtained with a large enough Monte Carlo sample
size. The tractability of MFVB is induced by a special product structure in the
densities that approximate the true posterior. This assumes posterior independence
among the parameters. Hence, the accuracy of MFVB relies on posterior depen-
dencies among parameters. Strong dependencies in the true posterior will cause a
deterioration in the the quality of the VB approximation. Some discussion of the
accuracy of MFVB methods generally can be found in Jordan (2004), Titterington
(2004) and Wand et al. (2011).
2.2 Variational Bayesian method for multiple outliers de-
tection in sparse signal regression model
2.2.1 Mean field variational Bayes theory
We first introduce some theory of MFVB. Let θ ∈ Θ be a vector of parameters,





where p(y) in (2.2.1.1) is the marginal likelihood. However, the posterior distribution
often takes a form that is not analytically tractable. To counter this, Variational
Bayes (VB) works in such a way that we find another density function q(θ) to
approximate the posterior p(θ|y). The closeness of approximation is monitored by
the Kullback-Leibler divergence (KL(·,·)) (Kullback and Leibler, 1951). The KL
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where KL(q||p) ≥ 0 for any density q defined on Θ, and equality holds if and
only if q(θ) = p(θ|y) almost everywhere. Furthermore, KL(q||p) is asymmetric, i.e.,
KL(q||p) 6= KL(p||q). The marginal log-likelihood log p(y) can be expressed into the
following form:













Since for any q over Θ, KL(p||q) is a nonnegative quantity, we have log p(y) ≥
LB(q). Putting it in another way, we have
LB(q) ≡ Eq[log p(y,θ)− log q(θ)] ≤ log p(y). (2.2.1.2)
The tractability of q(θ) is achieved through a factorization assumption. Specifi-
cally, we consider the situation in which θ can be partitioned into K independent




the factorization assumption, the posterior density p(θ|y) can be approximated in
the following expression
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Then the lower bound in Equation (2.2.1.2) becomes






















qi(θi) log qi(θi)dθi + C,
=
∫
qi(θi) log f(y,θi)dθi −
∫












qk(θk) log p(y,θ)dθ1 · · · dθi−1dθi+1 · · · dθK
}
≡ exp {E−θi log p(y,θ)} ,
where E−θi denotes taking expectation with respect to
∏
k 6=i qk(θk). Then the opti-
mal qi(θi), denoted as q
∗
i (θi), is obtained as











∝ exp {E−θi log p(y,θ)} , i = 1, . . . , K.
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The above derivation shows that we can seek for q∗i (θi) using an iterative scheme
to maximize the lower bound on marginal likelihood. As we have mentioned in Sec-
tion 2.1, the accuracy of variational approximation greatly depends on the actual
posterior dependencies among the parameters in p(θ1, . . . ,θK |y). If there are strong




will lead to a poor Bayesian inference. Conversely, if the posterior dependencies are
weak, then (2.2.1.3) can achieve a good approximation.
2.2.2 Variational approximation method for multiple outliers detection
with the horseshoe+ prior
We consider the mean-shift model (2.1.0.1), together with two different hierar-
chical models employing the horseshoe+ prior for outlier detection. The first model,
which is explained in the next subsection, is what we call the augmented horseshoe+
model, and it employs a common shrinkage parameter for both β and γ in (2.1.0.1).
Following that, we consider what we call the full horseshoe+ model, in which there
are separate shrinkage parameters for β and γ. We work with hierarchical forms of
the horseshoe+ prior, and give details of mean field variational updates for approx-
imating the posterior distribution. A detailed derivation of the mean field updates
is not given within the text, but relegated to the Appendix.
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2.2.2.1 Augmented horseshoe+ model
In the augmented horseshoe+ model, model (2.1.0.1) can be written in a con-
catenated way, following She and Owen (2011):





is the augmented data matrix, and ξ =
β
γ
 is the augmented
“coefficient vector”. The elements of ξ are written as ξ = (ξ0, . . . , ξp+n)
>, and we
consider a prior distribution on ξ defined by:
ξ0 ∼ N(0, σ2ξ0),
ξj|σξ ind.∼ Horseshoe+(0, σξ), for all j = 1, 2, . . . , (n+ p),
σε ∼ C+(0, Aε),
where σβ0 , Aε > 0, and C
+ denotes half-Cauchy distribution. The horseshoe+ prior
distribution may be defined hierarchically, as in Bhadra et al. (2015), by
ξj|σξj ind.∼ Horseshoe+(0, σξj) ⇔ ξj|σξj ,ηj, Aξ ∼ N(0, σ2ξj),
σξj |ηj, Aξ ∼ C+(0, Aξηj),
ηj ∼ C+(0, 1)
for j = 1, . . . , n + p. The half-Cauchy distribution (C+), can also be represented
hierarchically (Neville, 2013) as
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j = 1, 2, . . . , (n+ p).







j = 1, 2, . . . , (n+ p).







In the above hierarchical model, σβ0 , Aε and Aξ are hyperparameters. These hier-
archical representations of the horseshoe+ prior and half-Cauchy prior are used in
deriving mean field variational Bayes updates for fitting the model, details of which
are given in the Appendix. This is summarized in the following algorithm:
Augmented horseshoe+ variational Bayes algorithm
Step 1. Initialize
µq(ξ˜),Σq(ξ˜), µq(1/σ2ξ), µq(1/aη), µq(1/η2), µq(1/σ2ε).
Step 2. Cycle
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ξ , j = 1, 2, . . . , (n+ p).
4. µq(1/η2j ) ← 1
/
µq(1/aη) + µq(1/aξj )A
−2
ξ , j = 1, 2, . . . , (n+ p).





























, . . . , µq(1/σ2ξ(n+p) )
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Step 3. Do Step 2 until the increment in lower bound LB(q∗) shown
description below is negligible.
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− log [µq(1/σ2ε) + A−2ε ]+ µq(1/aε)µq(1/σ2ε),
where CLB is a constant, and
CLB = −n
2
log 2pi − 3(n+ p+ 1) log Γ(1
2
) + log Γ(
n+ p+ 1
2














*Note: Notations with “∼” have the following meaning:
1. B˜n×(n+p+1) = [1n,Xn×p, In×n] is the data matrix Bn×(n+p) = [Xn×p, In×n]
with the intercept effect added as the first column.
2. ξ˜ = [ξ0, ξ
>]>, i.e., ξ˜ = [ξ0, ξ1, . . . , ξ(n+p)]> is an (n+ p+ 1)× 1 parameter vector
with intercept ξ0.
3. Σq(ξ˜) is the covariance matrix for ξ˜, and Σq(ξ) is the covariance matrix for ξ
2.2.2.2 Full horseshoe+ model
In our full horseshoe+ model, we implement a horseshoe+ hierarchical model on
β and γ respectively, with separate shrinkage parameters. Specifically, in model (2.1.0.1),
we have
β0 ∼ N(0, σ2β0),
βj|σβ ind.∼ Horseshoe+(0, σβ), for all j = 1, 2, . . . , p,
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γi|σγ ind.∼ Horseshoe+(0, σγ), for all i = 1, 2, . . . , n,
σε ∼ C+(0, Aε), (2.2.2.2)
where σβ0 , Aε > 0. Similarly to the augmented horseshoe+ model, we have for
j = 1, 2, . . . , p:
βj|σβ ind.∼ Horseshoe+(0, σβ) ⇔ βj|σβj ,ηβj , Aβ ∼ N(0, σ2βj),
σβj |ηβj , Aβ ∼ C+(0, Aβηβj),
ηβj ∼ C+(0, 1),
and representing the Half-Cauchy distribution hierarchically,

















Similarly, for i = 1, 2, . . . , n,
γi|σγ ind.∼ Horseshoe+(0, σγ) ⇔ γi|σγi ,ηγi , Aγ ∼ N(0, σ2γi),
σγi |ηγiAγ ∼ C+(0, Aγηγi),
ηγi ∼ C+(0, 1),
and
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The hyperparameters in the above model are σβ0 , Aε, Aβ and Aγ . Again we consider
a mean field variational algorithm for approximation of the posterior, the updates
for which are summarized below, with derivations of the updating steps given in
the Appendix.
Full horseshoe+ variational Bayes algorithm
Step 1. Initialize
µq(β˜),Σq(β˜), µq(1/aβ), µq(1/η2β), µq(1/aηβ ),




















µq(1/aηβ ) + µq(1/aβj )A
−2
β .
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, i = 1, 2, . . . , n.
8. µq(1/aγi ) ← 1
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γ , i = 1, 2, . . . , n.
9. µq(1/η2γi ) ← 1
/
µq(1/aηγ ) + µq(1/aγi )A
−2
γ , i = 1, 2, . . . , n.
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Step 3. Do Step 2 until the increment in lower bound is negligible.

































































µ2q(ηγi ) + Σq(γ)i,i
)]
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where CLB is a constant, and















+ 2 log Γ(
n+ 1
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− p logAβ − n logAγ − logAε.
*Note: Notations with “∼” have the following meaning:
1. X˜n×(p+1) = [1n,Xn×p] is the data matrix Xn×(p+1) with the intercept
effect added as the first column.
2. β˜ = [β0,β
>]>, i.e., β˜ = [β0,β1, . . . ,βp]> is an (p+1)×1 parameter vector, with
intercept β0.




We now describe how we use mean field variational approach to perform outlier
detection, and compare the suggested approach to other methods in the literature.
Both artificial data where the truth is known, as well as a real data set, are con-
sidered. In the mean field variational algorithm convergence can be monitored by
evaluating the lower bound until its increment is negligible. However, the lower
bound sometimes is extremely complicated to evaluate, or numerical evaluation
may be unstable (Neville et al., 2014). Hence, it is reasonable to stop when a cer-
tain number of iterations is reached, or when the relative changes in parameter
estimates themselves are negligible. The approach followed here will be described
in the examples.
2.3.1 Artificial data
In this subsection we consider some artificial data, simulated according to a
study design similar to that considered in She and Owen (2011), Sections 5 and 6.
Following the model (2.1.0.1), we will consider both cases where p ≤ n and p > n.
Firstly for p ≤ n, we consider dimension p = 15 and p = 50, and the sample size
is n = 1000. For p = 15, we have 1 signal, i.e., β15×1 = [5, 0, 0, . . . , 0]>, while for
p = 50, we have 2 signals, i.e., β50×1 = [5, 5, 0, 0, . . . , 0]>. We generate the design
matrix as follows: firstly, we generate matrix Un×p, where Uij
i.i.d.∼ U(−15, 15). Let
Σ be a p×p matrix where Σij = 0.5Ii6=j , and I denotes the indicator function. Then
X = UΣ1/2 is to be our initial design matrix. To modify X to contain high lever-
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age points, we let the first O rows of X be high leverage values, with Xij = 15 for
i = 1, 2, . . . , O and j = 1, 2, . . . , p and consider the cases whereO ∈ {10, 20, 50, 100}.
Correspondingly, γ is the mean-shift vector, and γ = [{5}O, {0}n−p]>. ε is the error
vector with εi
i.i.d.∼ N(0, 1). We adopt the augmented horseshoe+ model for p < n,
with comparison to four other methods: MM-estimator (Yohai, 1987), GY estima-
tor (Gervini and Yohai, 2002), LTS (least trimmed squares) estimator (Leroy and
Rousseeuw, 1987) and Θ-IPOD estimator (She and Owen, 2011). We will report
boxplots, and averages of the following performance measures over 100 simulations:
TO (True outliers) Among the O outliers detected, how many of them are
true outliers
CO (Coverage outliers) How many observations need to be declared as outliers
in order to detect all of the O true outliers.
Ave TO Average number of true outliers over 100 simulations
Ave CO Average number of coverage outliers over 100 simulations
TO (Ave TO) is no more than the value of O, and CO (Ave CO) is no smaller
than O. The closer they are to O, the better. We will also report an average 95%
credible interval coverage ratio (Ave CICR) for VB. Specifically, we compute the
percentage of coefficient and mean shift vector parameters covered by 95% credi-
ble intervals, then take the average frequency over 100 simulations. The closer the
Ave CICR is to 95%, the better. All of the methods require a robust initialization,
except VB, for which we show that results both for a simulation with a robust
initialization and one without a robust initialization. The determination of hyper-
parameters, however, is something that needs to be considered in our Bayesian
approach. Elicitation of the prior in this model is considered further in Chapter
3. In the augmented horseshoe+ model, the hyperparameters are σξ0 , Aξ and Aε.
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We fix σξ0 to be 1. Since we want our model to be sparse, we will impose a strong
shrinkage prior on coefficients, i.e., a small Aξ. We use a weakly informative prior
on the error term, i.e., a moderately large Aε. We discuss the hyperparameters in
the full horseshoe+ model later. Convergence is very fast and we only use 10 itera-
tions in our experiment for VB with a robust initialization. For VB without robust
initialization, we can make the stopping rule more strict, for example, we stop when
a relative increase in the lower bound is no larger than 0.0001.
Table 2.1: Outlier detection results on simulated data with p = 15, n = 1000, in
augmented horseshoe+ model with Aξ = 0.00001, Aε = 25, σβ0=1.
O = 10 O = 20 O = 50 O = 100
Ave Ave Ave Ave Ave Ave Ave Ave Ave Ave Ave Ave
TO CO CICR TO CO CICR TO CO CICR TO CO CICR
VBwoRob 9.51 12.43 0.9810 19.21 25.61 0.9800 48.24 68.41 0.9773 97.27 126.64 0.9781
VB 9.5 12.37 0.9352 19.13 25.46 0.9352 48.31 68.03 0.9355 97.56 124.29 0.9339
MM 9.48 12.43 N.A. 19.11 25.48 N.A. 48.32 67.83 N.A. 97.63 123.08 N.A.
GY 9.49 12.41 N.A. 19.09 25.4 N.A. 48.33 67.32 N.A. 97.7 121.69 N.A.
LTS 9.49 12.55 N.A. 19.08 25.7 N.A. 48.32 67.46 N.A. 97.63 121.63 N.A.
IPOD 9.52 11.89 N.A. 19.14 24.79 N.A. 48.39 66.37 N.A. 97.73 120.62 N.A.
Note: Six methods are compared: variational Bayes without robust initialization (VBwoRob),
variational Bayes with robust initialization (VB), MM-estimator (MM), Gervini - Yohai’s fully
efficient one-step procedure (GY), least trimmed squares (LTS) and hard-IPOD (IPOD).
Number of outliers (O) is explained in the text, and so do measurements Ave TO (average true
outliers), Ave CO (average coverage ouliers), and Ave CICR (average credible interval coverage
ratio).
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Table 2.2: Outlier detection results on simulated data with p = 50, n = 1000, in
augmented horseshoe+ model with Aξ = 0.00001, Aε = 25, σβ0 = 1.
O = 10 O = 20 O = 50 O = 100
Ave Ave Ave Ave Ave Ave Ave Ave Ave Ave Ave Ave
TO CO CICR TO CO CICR TO CO CICR TO CO CICR
VBwoRob 9.5 12.42 0.9805 19.11 25.63 0.9805 48.27 68.23 0.9835 97.23 126.53 0.9846
VB 9.15 12.47 0.9377 19.13 25.54 0.9380 48.32 67.83 0.9380 97.63 124.08 0.9373
MM 9.44 12.48 N.A. 19.11 25.3 N.A. 48.33 66.42 N.A. 97.53 122.15 N.A.
GY 9.4 12.59 N.A. 19.03 25.62 N.A. 48.22 66.03 N.A. 97.61 119.46 N.A.
LTS 9.4 13.07 N.A. 18.99 26.37 N.A. 48.1 67.61 N.A. 97.47 121.08 N.A.
IPOD 9.5 11.67 N.A. 19.14 24.42 N.A. 48.43 65.12 N.A. 97.77 118.78 N.A.
Note: Six methods are compared: variational Bayes without robust initialization (VBwoRob),
variational Bayes with robust initialization (VB), MM-estimator (MM), Gervini - Yohai’s fully
efficient one-step procedure (GY), least trimmed squares (LTS) and hard-IPOD (IPOD).
Number of outliers (O) is explained in the text, and so do measurements Ave TO (average true




(a) O=10: True outliers











(b) O=10: Coverage outliers







(c) O=20: True outliers









(d) O=20: Coverage outliers







(e) O=50: True outliers







(f) O=50: Coverage outliers













(g) O=100: True outliers








(h) O=100: Coverage outliers









Figure 2.1: Boxplot of true outliers and coverage outliers on simulated data with
p = 15, n = 1000. Six methods are compared: variational Bayes without robust
initialization (VB w.o. Rob), variational Bayes (VB), MM-estimator (MM), Gervini
- Yohai’s fully efficient one-step procedure (GY), least trimmed squares (LTS) and
hard-IPOD (IPOD).
35
Chapter 2. Sparse signal regression and outlier detection using variational
approximation and the horseshoe+ prior
(a) O=10: True outliers











(b) O=10: Coverage outliers







(c) O=20: True outliers









(d) O=20: Coverage outliers







(e) O=50: True outliers







(f) O=50: Coverage outliers













(g) O=100: True outliers








(h) O=100: Coverage outliers









Figure 2.2: Boxplot of true outliers and coverage outliers on simulated data with
p = 50, n = 1000. Six methods are compared: variational Bayes without robust
initialization (VB w.o. Rob), variational Bayes (VB), MM-estimator (MM), Gervini
- Yohai’s fully efficient one-step procedure (GY), least trimmed squares (LTS) and
hard-IPOD (IPOD).
The above tables and plots show that all of these methods provide reasonable
and comparable results across the range of conditions examined. Although the VB
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method in the augmented horseshoe+ model does not obviously outperform other
methods, an advantage of the approach is that it provides a full posterior distribu-
tion on the models that may be useful for uncertainty quantification. The coverage
performance of the VB approaches as described by the measure Ave CICR, seems
to show that the VB inferences are well calibrated in a frequentist sense. It is
worth noticing that even without a robust initialization, VB can be implemented
in the regular way, and it is not significantly ill-performed. This means that for an
ultra-sparse signal regression, as in our simulated data, as long as we impose a hy-
perparameter informative enough to guarantee adequate shrinkage on coefficients,
and a hyperparameter non-informative enough on the error, we can get a good es-
timation, while parameter tuning is more difficult in many of the other methods
(She and Owen, 2011).
Here we make a comparison between the results obtained from MCMC and VB.
We will demonstrate various cases using only one dataset, due to the computational
cost of the MCMC procedure. For the case p = 15, we plot marginal posterior distri-
butions for one signal coefficient, one noise coefficient and one outlier, while for the
case p = 50 we plot the marginal posterior distributions for two signal coefficients,
one noise coefficient and one outlier. MCMC results are based on 5000 samples with
5000 burn-in. It took more than 15 hours to complete one simulation for the MCMC
method. Hence, given the figures below showing the good performance of VB, the
VB approach is attractive.
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(a) O=10: Signal 1













(b) O=10: Noise 1



















(c) O=10: Outlier 1




















(d) O=20: Signal 1












(e) O=20: Noise 1



















(f) O=20: Outlier 1




















(g) O=50: Signal 1
















(h) O=50: Noise 1





















(i) O=50: Outlier 1




















(j) O=100: Signal 1













(k) O=100: Noise 1

















(l) O=100: Outlier 1




















Figure 2.3: VB and MCMC comparison for p = 15, n = 1000
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(a) O=10: Signal 1














(b) O=10: Signal 2














(c) O=10: Noise 1










































(e) O=20: Signal 1













(f) O=20: Signal 2














(g) O=20: Noise 1










































(i) O=50: Signal 1













(j) O=50: Signal 2













(k) O=50: Noise 1








































(m) O=100: Signal 1













(n) O=100: Signal 2













(o) O=100: Noise 1








































Figure 2.4: VB and MCMC comparison for p = 50, n = 1000
Next, we simulate some data for the p > n case and consider performance of
the full horseshoe+ model in this situation. We generate X in the same way as in
the p ≤ n setting. We simulate data with p = 100 and p = 200, where in both cases
n = 50, and β = [5, 5, 0, 0, . . . , 0]>. Again, we let the first O rows of X be high
leverage points, with Xij = 15 for i = 1, 2, . . . , O and j = 1, 2, . . . , p and consider
O ∈ {5, 10, 20}. With such a high degree of ultra sparsity and high dimensionality,
it is necessary to use a robust initialization as an at least non-implausible starting
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point. Our robust initialization involves a standard robust regression fit, but applied
after a preliminary rank correlation screening of predictors has been implemented
(Li et al., 2012) to reduce the number of covariates to be around n
2
so that standard
robust regression algorithms can be run. Details of the screening process can be
found in the Appendix. Note that coefficients which are filtered out can be initialized
as zero’s. For p > n, again, we need to determine the hyperparameters σβ0 , Aβ, Aγ
and Aε. As stated, we consider elicitation of hyperparameter in Chapter 3. We
use a robust initialization to fix σβ0 . A strong shrinkage in predictors, i.e., small
Aβ is still desirable because of the ultra sparsity assumption. Compared to the
augmented horseshoe+ model, we have one more hyperparameter on the mean
shift vector which gives us more control and flexibility in estimation, but this can
also make elicitation more complicated. The problem of hyperparameter choice for
this model is considered more thoroughly in Chapter 3. In the tables below, we
show the performance of VB with different values of Aγ , but only for the purpose
of acknowledging the impact of hyperparameters without delving into the problem.
The boxplot is for the case Aγ = 25. A standardized data scaling on X is also
required for robust initialization with an iterative-weighted-least-squares method for
the VB algorithm. We monitor convergence by stopping when a relative increment
in the lower bound is no larger than 0.0001.
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Table 2.3: Outlier detection results on simulated data with
p = 100, n = 50, in full horseshoe+ model with Aβ =
0.00001, Aε = 0.5, and different values of Aγ .
O = 5 O = 10 O = 20
Ave Ave Ave Ave Ave Ave Ave Ave Ave
TO CO CICR TO CO CICR TO CO CICR
Aγ = 25 4.56 7.67 0.8573 9.36 11.48 0.8829 15.44 26.99 0.7812
Aγ = 0.1 4.2 11.62 0.9578 9.01 13.02 0.9254 17.91 23.89 0.7735
Aγ = 0.01 4.2 11.62 0.9594 8.97 13.08 0.9241 17.91 23.9 0.7667
Aγ = 0.001 4.2 11.62 0.9594 8.93 13.25 0.9241 17.89 23.82 0.7667
Aγ = 0.0001 4.2 11.62 0.9594 8.93 13.25 0.9241 17.82 23.9 0.7667
Aγ = 0.00001 4.2 11.62 0.9594 8.87 13.33 0.9594 17.8 23.96 0.7663
Note: Number of outliers (O) is explained in the text, and so do measurements Ave TO
(average true outliers), Ave CO (average coverage outliers), and Ave CICR (average cred-
ible interval coverage ratio).
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Table 2.4: Outlier detection results on simulated data with
p = 200, n = 50, in full horseshoe+ model with Aβ =
0.00001, Aε = 0.5, and different values of Aγ .
O = 5 O = 10 O = 20
Ave Ave Ave Ave Ave Ave Ave Ave Ave
TO CO CICR TO CO CICR TO CO CICR
Aγ = 25 4.67 7 0.9289 9.57 10.81 0.9376 15.81 29.05 0.9112
Aγ = 0.1 4.18 11.93 0.9765 8.97 13.05 0.9584 17.02 24.31 0.8812
Aγ = 0.01 4.17 12 0.9774 9.01 13.01 0.9580 17.05 24.16 0.8739
Aγ = 0.001 4.17 12 0.9774 9 13.02 0.9580 17.17 24.1 0.8739
Aγ = 0.0001 4.17 12 0.9774 8.99 13.02 0.9580 17.19 24.07 0.8738
Aγ = 0.00001 4.16 12.01 0.9774 8.94 13.09 0.9580 17.18 24.07 0.8738
Note: Number of outliers (O) is explained in the text, and so do measurements Ave TO
(average true outliers), Ave CO (average coverage outliers), and Ave CICR (average cred-
ible interval coverage ratio).
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Figure 2.5: Boxplot of true outliers and coverage outliers on simulated data with p
= 100, n = 50, with full horseshoe+ model.
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Figure 2.6: Boxplot of true outliers and coverage outliers on simulated data with p
= 200, n = 50, with full horseshoe+ model.
It is clear that the full horseshoe+ model can be easily extended to a high di-
mensional case almost without modification, which makes it very convenient to use
and advantageous to other methods. Convergence is also extremely fast. Although
without a reliable robust initialization, Ave TO, Ave CC and Ave CICR are still
acceptable, the performance is not as good as in the p < n case. We notice that the
VB performance is improved slightly in the case p = 200 relative to p = 100 case,




We also make a comparison between MCMC and VB result for the p > n case.
We generate 10000 samples with 10000 burn-in in the MCMC simulations. As pre-
viously, the computation burden is a disadvantage of MCMC. We cannot use a
non-informative prior for the outlier vector, and since the number of outliers is as-
sumed to be small we choose a prior with hyperparameter equal to 0.01 for γ. A too
large hyperparameter can also cause numerical difficulties in the MCMC sampling.
In the case where the data are very wide, the signals are extremely sparse (p = 100
or 200, n = 50), and furthermore, the number of outliers is relatively a little bit
“large” (20 out of 50 samples in our example), as shown in Figure 2.7 and Figure 2.8
(i) to (p), (i) to (l) subfigures are “ill-estimated” examples of VB, and (m) to (p) are
“well-estimated” examples, that is to say, VB does well in identifying the presence
of non-zero coefficients in one case ((m) to (p) in both Figure 2.7 and Figure 2.8),
but not the other ((i) to (l) in both Figure 2.7 and Figure 2.8), but variability is
underestimated by VB quite significantly compared to MCMC in both cases.
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(a) O=5: Signal 1












(b) O=5: Signal 2
























(c) O=5: Noise 1























(d) O=5: Outlier 1


















(e) O=10: Signal 1


























(f) O=10: Signal 2


























(g) O=10: Noise 1




















(h) O=10: Outlier 1


















(i) O=20: Signal 1























(j) O=20: Signal 2




















(k) O=20: Noise 1


























(l) O=20: Outlier 1
































(m) O=20: Signal 1
















(n) O=20: Signal 2
















(o) O=20: Noise 1























(p) O=20: Outlier 1


















Figure 2.7: VB and MCMC comparison for p = 100, n = 50.“xp” following MCMC
legend means magnifying the density by the number in front of it (e.g., “1000xp”
means times the density by 1000) so that visualization of both methods can be
observed in the same plot window.
46
2.3. Simulation results
(a) O=5: Signal 1












(b) O=5: Signal 2












(c) O=5: Noise 1




















(d) O=5: Outlier 1


















(e) O=10: Signal 1


























(f) O=10: Signal 2


























(g) O=10: Noise 1




















(h) O=10: Outlier 1






















(i) O=20: Signal 1


















(j) O=20: Signal 2




















(k) O=20: Noise 1




















(l) O=20: Outlier 1





























(m) O=20: Signal 1









































(o) O=20: Noise 1




















(p) O=20: Outlier 1




















Figure 2.8: VB and MCMC comparison for p = 200, n = 50. “xp” following MCMC
legend means magnifying the density by the number in front of it (e.g., “1000xp”
means times the density by 1000) so that visualization of both methods can be
observed in the same plot window.
2.3.2 Real data
We also applied the VB full horseshoe+ model on the sugar data in Brown et al.
(1998). The training dataset contains 125 samples with 3 response variables and
700 predictors. We focus on glucose (sugar 2) as the response variable and all 700
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predictors, which are second derivative spectra of 700 absorbances at frequencies
corresponding to wavelengths of 1100-2498 nm in steps of 2 nm. We present results
with two prior distributions which are chosen using a history matching process as
specified in Chapter 3. As in the artificial data simulation of p > n, we perform rank
correlation screening (Li et al., 2012) to roughly reduce the number of predictors
to be n
2
, so that then we can implement a robust initialization using rlm function
in R. Note that the screening is only used in the initialization stage. Besides the
hyperparameters which are selected using the history matching process, we will also
need to initialize in the variational optimization the standard deviation of the error
term, scale of mean shifts, coefficients, mean shift vector and covariance of predic-
tors; we do this using the s, reciprocal of weight, coefficients and residuals
from the rlm and vcov functions in the R package robustbase (Rousseeuw et al.,
2015). The unselected predictors are initialized as 0, and their variances and covari-
ance in the covariance matrix are simply initialized as 1 and 0. Other parameters
which also need initialization in the algorithm can be randomly initialized according
to the conditional prior in the hierarchical model. All simulations use 300 iterations.
Figures 2.9 shows the results using an informative shrinkage prior with hyperparam-
eters elicited according to the history matching process in Chapter 3. We see that
two clear outliers are identified. The residuals from the fit with robust initialization
are shown in Figure 2.10. The 74th and 99th samples are the two outliers we have
identified in our model. This result is consistent with the result achieved in She and
Owen (2011), with one more outlier declared.
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Figure 2.9: Coefficients and mean shifts in sugar data with full horseshoe+ model.
Hyperparameters are chosen using history matching process with (Aβ, Aγ , Aε, σ0) =
(0.000013, 0.000045, 0.016, 3.91). For details, see Wang et al. (2016).
















Figure 2.10: Residuals in sugar data from robust initialization. The two obvious
outliers are marked with a red square.
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2.4 Discussion
In this chapter we have discussed the problem of detecting multiple outliers by
considering a linear model with mean shift outlier terms for all observations, and
using the horseshoe+ prior to perform sparse signal shrinkage in both estimation
of coefficients and mean shift outlier terms. Both cases with p < n and p ≥ n are
considered. The VB method can achieve a reliable result similar to other state of
the art approaches in the literature, and can also further provide a full posterior
distribution for inference on the model parameters. We did not discuss in detail
methods for eliciting the values of hyperparameters in the large p small n case, such
as in the real data example. This is something that we take up in Chapter 3.
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CHAPTER 3
Using history matching for prior choice
The text of this chapter is available in preprint form as Wang, Nott, Drovandi,
Mengersen and Evans (2016).
Specification of prior hyperparameters in Bayesian hierarchical models can be a
difficult issue. In some complex models, and especially in situations where the num-
ber of parameters is large compared to the sample size, an informative prior may
be necessary or desirable, as we have seen in Chapter 2. In this chapter, we consider
carefully the problem of prior choice, and in a certain sense try to treat the problem
of prior choice as one of model checking. We formulate what we mean by a reason-
able prior in terms of the results of certain prior predictive checks for hypothetical
data, and then conduct a search for reasonable prior hyperparameters using the idea
of history matching from the literature on computer models. One of the examples
in this chapter considers the sugar data with the model established in Chapter 2.
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This chapter is organized as follows. Section 3.1 introduces background informa-
tion on prior elicitation and history matching. In Section 3.2, we describe how we
specify predictive information in the later examples and review relevant concepts
of Bayesian predictive model checking since the results of certain model checks for
hypothetical data summaries are the way that we formulate predictive constraints.
Section 3.3 discusses methods of history matching in the literature on computer
models and its novel application to prior choice. Section 3.4 discusses the use of
approximate Bayesian computation methods to ease the computational burden of
implementation. Section 3.5 describes some examples and Section 3.6 concludes.
3.1 Background
Elicitation of a prior distribution is an important part of Bayesian analysis.
However, often a detailed representation of an expert’s beliefs is difficult to ob-
tain when the parameter is high-dimensional, assuming it is reasonable to suppose
that there are true probabilities representing an expert’s beliefs at all. Even if it
were possible to perform comprehensive elicitations in high dimensions, it might
not be worth the cost involved in many cases, and this is certainly the case in
model development where different models might be fitted and then discarded very
quickly. In complex models how much prior information can be easily obtained and
used in a prior distribution will necessarily be limited for practical reasons, with
checking for prior-data conflict at the analysis stage an important part of the jus-
tification for the finally chosen model. For an overview of modern prior elicitation
methods including realistic goals of the process, ways of evaluating its success, and
the cognitive biases that make it difficult, see Garthwaite et al. (2005), O’Hagan
et al. (2006), Daneshkhah and Oakley (2010), Martin et al. (2012) and Morris et al.
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(2014), among others. For a recent discussion of model checking including criticism
of the prior see Chapter 5 of Evans (2015).
Here we consider the problem of predictive elicitation, where prior information is
given in terms of certain limited constraints on prior predictive distributions which
are not analytically tractable. We will be concerned with developing effective numer-
ical methods for identifying a reasonable value or set of values for a hyperparameter
indexing some parametric class of prior distributions and consistent with the stated
predictive constraints. It is not our intention in this chapter (and thesis) to consider
the best ways to elicit the predictive constraints from an expert - these are assumed
to be given - and the numerical methods discussed here are a tool to be used as
part of an iterative process of questioning and feedback in the elicitation context.
A more comprehensive discussion of elicitation methods is given in the references
above.
The method we propose can be thought of as a novel application of the method of
history matching (Craig et al., 1997) used in the literature on assessment of com-
puter models. A recent application of history matching in the context of a complex
infectious diseases model that explains what history matching does is Andrianakis
et al. (2015). We delay further discussion of the relevant literature to Section 3.3.
Computer models, sometimes called “simulators”, are complex computer codes that
take certain inputs or parameters and produce an output. The models can either be
stochastic or deterministic. The goal of history matching is to eliminate regions of
the computer model parameter space where predictions from the computer model
are clearly inconsistent with observed data. This may result in the conclusion that
there are no plausible values of the parameters given the level of model discrepancy
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considered to be reasonable, and the results of a history match can guide model
development and make any subsequent calibration of the model more efficient.
To apply history matching to the problem of prior choice, we can identify the
computer model parameters with the prior hyperparameters to be chosen, and the
computer model outputs with certain characteristics of the prior predictive densities.
From these outputs an implausibility measure of the type used in history matching
can be constructed. Similar to the computer models context, the approach can give
an indication if there are no priors within the class considered satisfying the stated
predictive constraints as well as exploring the set of possible prior choices when the
set of constraints do not uniquely determine a suitable prior. The set of appropriate
prior choices returned by the method can be used as a basis for making a unique
prior choice less arbitrary, as a starting point for adding further information, or in
a sensitivity analysis.
Clearly the method we discuss here, while focusing on computational problems,
is in the tradition of predictive elicitation methods which elicit information about
potentially observable data, rather than eliciting information about parameters di-
rectly. Examples of predictive elicitation methods in the literature for particular
models include, for example, Kadane et al. (1980) and Garthwaite and Dickey (1988)
for linear models, and Bedrick et al. (1996) for generalized linear models, among
many others. Another popular method for informative prior choice in this tradition
is the “power prior” approach of Ibrahim and Chen (2000), where a tempered ver-
sion of the likelihood for data from a past study is used as the basis for the prior; if
no past study is available the data can also be imaginary data created by an expert.
Extensions or modifications of the method include Neuenschwander et al. (2009)
and the commensurate priors of Hobbs et al. (2011). However, as mentioned above,
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we do not focus here on best ways to elicit prior information for particular models,
either predictively or on the parameters directly. Rather, we are concerned with
quite general algorithms for finding good priors satisfying stated prior predictive
constraints already given and where the relevant prior predictive distributions are
analytically intractable.
3.2 Formulating prior information using Bayesian model
checks
Consider for a parameter of interest θ in a statistical model a class of prior dis-
tributions p(θ|λ) indexed by a hyperparameter λ. The problem of prior choice is to
choose λ. In predictive elicitation the choice will be based on some characteristics
of prior predictive distributions of data or summaries of the data. Here we will de-
scribe one useful way of formulating predictive constraints for elicitation purposes,
although of course there may be others. The idea is to use the results of model
checks for specified hypothetical data as a way of defining what it means for a prior
elicitation to be good enough. In a sense, then, we treat the problem of elicitation
as one of model checking (for hypothetical data).
Suppose there are some summary statistics Sj = Sj(y) j = 1, . . . , k of some data
y to be observed, with density p(y|θ), and that for these summary statistics we are
able to say for each one whether certain values, Sj0 say, should be considered sur-
prising or not under the prior if they were to be observed. That is, we are specifying
some “likely” and “unlikely” data summaries. Without loss of generality, suppose
that observing Sj = Sj0 is considered to be surprising for j = 1, . . . , d, and not
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surprising for j = d + 1, . . . , k. The meaning of what is considered surprising here
will be in terms of the result of a prior predictive check (Box, 1980). Let p(Sj|λ) be





pj(λ) = P (log p(S
j|λ) ≤ log p(Sj0|λ)), (3.2.0.1)
for Sj ∼ p(Sj|λ). Its computation gives a measure of how far out in the tails of
p(Sj|λ) the value Sj0 is, and hence how surprising it is. We define a “reasonable”
prior p(θ|λ) in the light of the available prior information to be one for which for
some appropriate cutoff value α, we have pj(λ) < α for j = 1, . . . , d, and pj(λ) ≥ α,
j = d + 1, . . . , k (i.e., the value Sj = Sj0 results in failing a prior predictive check
for j = 1, . . . , d and not failing it for j = d+ 1, . . . , k). α is chosen according to the
degree of surprise that is considered relevant for the information we want to put into
the prior. It is possible also to use a different cutoff value for different summaries,
i.e.,αj for pj(λ). The passing and failing of certain prior predictive checks for hy-
pothetical data summaries represent constraints on what we consider a reasonable
prior to be, and we wish to develop methods for searching the hyperparameter space
to find corresponding priors satisfying our constraints. The summary statistics can
either be univariate or multivariate - it could in fact be the case that Sj is the
same vector summary for j = 1, . . . , d with the different Sj0 represent values to be
considered likely or unlikely in the corresponding joint prior predictive. However,
considering a vector valued Sj is more difficult computationally than considering
univariate summaries due to the need to estimate the prior predictive density in
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(3.2.0.1) and in our later examples we generally choose univariate Sj. More com-
ments on this, and a cautionary example, are given in Section 5.2.
As noted in the introduction, while in this work we specify constraints in the form
of passing or failing model checks for hypothetical data, the constraints could also
be specified in some other way in our procedure, such as through inequalities on
quantiles of predictive distributions for example. The numerical search procedures
developed later can also be used with constraints in these other forms. The p-value
(3.2.0.1) is an example of a prior predictive p-value (Box, 1980) and such p-values
have in particular found use in the checking for prior-data conflicts when the sum-
mary statistic is a minimal sufficient statistic (Evans and Moshonov, 2006) and for
giving a precise formulation of the notion of a weakly informative prior (as in Evans
and Jang (2011b), inspired by earlier work of Gelman (2006)). While in the applica-
tion here to problems of prior choice it is natural for us to focus on prior predictive
checking, see also the discussion papers of Gelman et al. (1996) and Bayarri and
Berger (2000) or Chapter 5 of Evans (2015) for a variety of perspectives on the
broader problem of Bayesian model checking and different types of model checks.
3.3 Connections with history matching
History matching is a method used in the literature on assessment of computer
models. A computer model or simulator is a complex computer code that takes an in-
put which we denote as λ and produces a set of outputs η(λ) = (η1(λ), . . . , ηk(λ))
T .
We are overloading our previous notation for prior hyperparameters deliberately
here. In a history match there are some observed data, say z = (z1, . . . , zk)
T , in-
tended to correspond to the computer model outputs, and then a so-called implau-
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sibility measure which measures the degree of mismatch between the observations
and the computer model output is constructed. The implausibility measure may be
based on some implicit or explicit model allowing for measurement error, ensemble
variability (the inherent variability of η(λ) when run multiple times at the same
λ when the simulator is stochastic) and model discrepancy (a model term which
represents beliefs about lack of fit of the simulator when run at its best input val-
ues). In the case of a computationally expensive model, we may also wish to use a
flexible interpolator such as a Gaussian process to interpolate or smooth the model
outputs η(λ) based on simulator runs at a limited number of inputs to reduce com-
putational demands. Such a model is called an emulator, and emulation uncertainty
at inputs where the computer model has not been run can also be included within
the implausibility measure.
History matching proceeds in waves, starting with a space-filling design covering the
range of model inputs, and at each wave comes up with a current non-implausible
region for the inputs, reducing the size of the non-implausible region at each stage.
The iterative aspect of the process allows us to place more points adaptively in
“promising” regions of the space, something which is important when λ is high
dimensional. Thresholds on the implausibility measure determining the current im-
plausible region may become more stringent as the waves proceed and different
observations may also be introduced sequentially in this process. The philosophy of
history matching is not to somehow find a “best input” for the model, but rather
to explore the space of non-implausible values for the model parameters. The non-
implausible region at the end of the process may be empty. A history match can be
very instructive for guiding model development, and if a model is thought to be good
enough to warrant a calibration exercise then the history match can be useful for
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developing efficient computational algorithms. History matching has been success-
fully used in petroleum reservoir modelling (Craig et al., 1997), galaxy formation
models (Vernon et al., 2010, 2014), rainfall-runoff models (Goldstein et al., 2013),
climate models (Williamson et al., 2013) and infectious diseases models (Andri-
anakis et al., 2015) among many other applications. Relationships between history
matching and approximate Bayesian computation (ABC) algorithms have been con-
sidered recently by Wilkinson (2014) and Holden et al. (2015).
Given an implausibility measure I(λ) history matching proceeds in the following
way.
A1 Initialization. Set j = 1 and generate a collection of points λ
(j)
1 , . . . , λ
(j)
r for λ
according to a space-filling design covering the range of the inputs.
A2 Until some stopping rule is satisfied:
(a) Calculate I(λ
(j)
1 ), . . . , I(λ
(j)
r ).
(b) Choose some subset of the collection of the current inputs, λ
(j)
1 , . . . , λ
(j)
q
say, as non-implausible based on thresholding the implausibility measure.
This set of points is used to define a current non-implausible region N j.
(c) Generate points λ
(j+1)
1 , . . . , λ
(j+1)
r according to a new space-filling design
covering N j and set j = j + 1.
In the procedure above the details of certain steps are simplified or left vague in
cases where the implementation is very much application dependent. In different
applications the implausibility measure might change between iterations or only a
subset of observations might be considered in the early stages; the implausibility
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thresholds might change between iterations; and the way that the space-filling de-
signs are generated also needs to be considered.
Next, consider how this relates to our problem of prior choice. If λ now denotes
prior hyperparameters in a problem of prior choice, given λ we can compute cer-
tain features of prior predictive distributions as outputs of the Bayesian model. In
the procedure of Section 2 we may consider the outputs to be the p-values pj(λ),
j = 1, . . . , k. From these an implausibility measure can be constructed based on




max(0, pj(λ)− αj) +
k∑
j=d+1
max(0, αj − pj(λ)), (3.3.0.2)
and we note that I(λ) is 0 if the constraints considered in Section 2 are satisfied,
i.e. pj(λ) < αj, j = 1, . . . , d and pj(λ) ≥ αj, j = d + 1, . . . , k, with I(λ) > 0 if
one or more of these constraints are violated. So the search for prior hyperparam-
eters satisfying certain constraints can usefully be attempted using the methods
of history matching. In the implausibility measure (3.3.0.2) one might object that
the thresholds αj are somewhat artificial. However it should be born in mind that
these thresholds are not used in a binary decision making context here, and that the
purpose of I(λ) is just to guide the search to a fruitful region of the hyperparameter
space. Obtaining an exactly 0 value of I(λ) may not be so important. The use of
p-values in I(λ) is convenient for the way that it puts information from the different
summary statistics on the same scale, and we have found the choice (3.3.0.2) for
the implausibility measure to be useful although there are certainly other ways that
the implausibility could be defined.
60
3.3. Connections with history matching
Steps 2 b) and c) of the algorithm above for wave j are implemented in our later
examples in the following way. First, choose some fraction γ of r in such a way that
both 1/γ and q = γr are integers. For instance, in the first example of Section 5
we use γ = 0.1 and r = 100. Next, choose the q values of λ in the current wave
for which I(λ) is smallest. Write these values as λ
∗(j)
1 , . . . , λ
∗(j)
q . Then for each of










where d is the dimension of λ. Note that this results in q/γ = r
samples that we take as the wave j + 1 samples. In our later examples we use
the modified sampling approach in the mvrnorm function in the R package MASS
(Venables and Ripley, 2002) with the option empirical=TRUE to obtain generated
samples that have exactly the sample covariance matrix Σ(j). The definition of Σ(j)
in the sample generation step is obtained by inflating a conventional choice of ker-
nel used in multivariate kernel density estimation by a factor of 4 (Silverman, 1986).
There are other ways to generate a space-filling design for each wave; the idea
above and that we implement later in examples is a simple one based on a similar
suggestion in Andrianakis et al. (2015) based on perturbing values according to a
normal kernel with enough variability to ensure that the new points are sufficiently
different to the current one. The only remaining detail to specify in the algorithm
is the stopping rule. We don’t specify a formal rule for this but instead examine the
results of the latest wave graphically every few iterations to see whether the im-
plausible region continues to be reduced or an acceptable match to the constraints
has been found.
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3.4 Approximate Bayesian computation
Computing the implausibility measures in the application of history matching
to prior choice as discussed in Section 3 involves computation of the p-values pj(λ)
for a large number of different values of λ and this seems like a difficult task.
Here we introduce approximate Bayesian computation (ABC) methods which are
subsequently used for computing these p-values in a computationally thrifty way.
The methods considered are based on those developed in Nott et al. (2015), and play
a similar role in our later examples to the use of emulators in history matching for
computationally expensive computer models (see, for example, Andrianakis et al.
(2015) for further discussion).
3.4.1 Regression Approximate Bayesian computation methods
ABC methods are used in the Bayesian analysis of models where the likelihood
can’t be easily calculated (Tavare´ et al., 1997; Pritchard et al., 1999; Beaumont
et al., 2002). The basic idea of simple ABC methods is to conduct forward simu-
lations from the model according to parameter values sampled from the prior and
to then see whether the simulated data is similar to the observed data. If it is,
then the parameter value that generated the simulated data is retained as one that
might plausibly have generated the data. A recent review of these methods is given
by Marin et al. (2012), but here we confine ourselves to describing only some re-
gression based approaches used in the ABC literature which are relevant to the
calculations done in the next section (Beaumont et al., 2002; Blum and Franc¸ois,
2010).
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Suppose that p(θ) is the prior, p(y|θ) is the data model and yobs is the observed
data. We simulate (θi, yi), i = 1, . . . , n from the prior and then the simulated data
are reduced to a summary statistic Si = S(yi) say with Sobs = S(yobs). The role of
summary statistics in an ABC analysis is to reduce the dimensionality of the data,
which is important for determining whether simulated data are a good match to the
observed data in ways relevant to inference about θ. The idea of regression based
ABC methods is to use regression to obtain a conditional density estimate of θ
given Sobs (i.e. to approximate the posterior distribution p(θ|Sobs)). We assume that
Sobs contains most of the relevant information about θ in yobs. Blum and Franc¸ois
(2010) extending methods originally due to Beaumont et al. (2002), consider the
regression model
θi = µ(Si) + σ(Si)i, (3.4.1.1)
where µ(·) and σ(·) are flexible mean and standard deviation functions (which they
parametrize using neural networks) and the i are zero mean variance one residuals.
It is assumed above that θ is a scalar parameter, but extensions to the multivariate
case are straightforward in which µ(S) and the i are multivariate and σ(S) is a
matrix square root of the covariance matrix of θ given S. To obtain an approximate
sample from θ|Sobs, which we write as θai , i = 1, . . . , n (i.e. an approximate sample
from the posterior) we can consider fitting the regression model to obtain estimates
µˆ(·) and σˆ(·) of µ(·) and σ(·) respectively, and then use empirical residuals in the
fitted regression at S = Sobs:
θai = µˆ(Sobs) + σˆ(Sobs)ˆi = µˆ(Sobs) + σˆ(Sobs)σˆ(Si)
−1(θi − µˆ(Si)),
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i = 1, . . . , n. In the discussion above it is also possible to localize the regression
using a kernel function and attach weights to the adjusted sample values θai .
Nott et al. (2015) consider related methods for repeated conditional density es-
timation when we want to simulate from a data model for different values of a
parameter and where that is expensive. For approximate simulation from the data
model the roles of S and θ are reversed in (3.4.1.1). That is, we consider
Si = µ(θi) + σ(θi)i, (3.4.1.2)
and then for a given θ an approximate sample from S given θ would be
Sai = µˆ(θ) + σˆ(θ)σˆ(θi)
−1(Si − µˆ(θi)),
for estimates µˆ(θ) and σˆ(θ) of µ(θ) and σ(θ). In the next subsection we use a
model similar to (3.4.1.2) to simulate in a computationally thrifty way from a prior
predictive distribution p(S|λ) for summary statistics S conditional on a prior hyper-
parameter λ with θ integrated out according to the prior p(θ|λ). Such approximate
prior predictive samples may clearly be useful for estimating p(Sj|λ) (a quantity
which appears in our prior predictive p-value (3.2.0.1)) and hence for choosing an
appropriate value of λ.
3.4.2 Application in history matching
Suppose in assessing the potential suitability of p(θ|λ) as the prior distribution
we wish to explore a possibly large set of different λ values, λi, i = 1, . . . ,m say.
These values might be a grid over the region of interest for λ if λ is low-dimensional,
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or in the history matching procedure of Section 3 they might be the hyperparameter
values generated in the current wave. When m is large, computation of the p-values
pj(λ
i) seems like a formidable task. We describe now a fast way to approximate
these p-values using the regression ABC methods of the previous subsection.
Let p(λ) be a pseudo-prior for λ which covers the range of the values of λ of inter-
est. This pseudo-prior is not to be used for inference but is used in generation of
samples of the summaries Sj. We simulate values (λi, θi, yi) from p(λ)p(θ|λ)p(y|θ),




i = 1, . . . , n, j = 1, . . . , k. We can obtain an approximate sample from p(Sj|λ) for
any given value of λ by considering the regression adjustment methods of Section




where the i are independent and identically distributed errors with variance one
and µj(λ) and σj(λ) are flexible mean and standard deviation functions. This is
similar to the regression adjustment approach considered for equation (3.4.1.2) in
Section 3 applied to the marginalized model for the summaries where θ has been
integrated out according to p(θ|λ). As mentioned in the previous section, extension
to the case where Sji is multivariate can also be considered but in our later examples
the Sj are each univariate summaries. Fitting the regression model locally based on
a certain number of nearest neighbours of the target λl, possibly with non-uniform
kernel weights, is also possible.
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i = 1, . . . , n, and then we can construct a kernel density estimate of p(Sj|λl), written
pˆ(Sj|λl) say, from these approximate samples. Note that the regression computa-
tions are very convenient as they simply involve mean and scale adjustments for
particles based on a fitted regression model. After obtaining an approximate sample







I(log pˆ(Sj,li |λl) ≤ log pˆ(Sj0|λl)).
From the pˆj(λ
l) we can check whether a certain λl value is acceptable according to
our criteria by checking if pˆj(λ
l) < α, j = 1, . . . , d and pˆj(λ
l) ≥ α, j = d+ 1, . . . , k,
and also compute an approximate implausibility value I(λl) in the history match-
ing approach. Note that the regression ABC computations are simply screening
computations, and high accuracy is not needed. In particular, once a certain value
λ∗ is chosen based on the regression calculations as giving a prior satisfying the
desired constraints we can generate a large number of values of Sj, j = 1, . . . , k
from p(Sj|λ∗) and approximate pj(λ∗), j = 1, . . . , k accurately to check that the
approximate calculations were good enough, or dispense with p-values and look at




We illustrate our methodology in three examples. In the first two examples
there are just two hyperparameters to be chosen and we can plot the way that
the predictive p-values in our checks vary with the hyperparameters over a grid;
such plots are useful for checking the results of the history match. In the third
example there are four hyperparameters to be chosen, and consideration of a grid
of hyperparameter values is no longer feasible.
3.5.1 Logistic regression example
We consider a logistic regression for an experiment described in Racine-Poon
et al. (1986) where 5 animals at each of 4 dose levels were exposed to a toxin. We
write the dose levels as x1 < x2 < x3 < x4 and assume that these values have been
transformed to a log scale, centered and scaled as in Gelman et al. (2008). If yi is
the number of animals killed at dose level xi, the data model is yi ∼ Binomial(5, pi)
with log pi/(1−pi) = β0+β1xi. Gelman et al. (2008) consider a prior on β where β0
and β1 follow independent Cauchy distributions centered on zero with scale λ1 = 10
and λ2 = 2.5 respectively. Here we consider λ = (λ1, λ2) as hyperparameters to be
chosen, with λ ∈ [0.5, 10]× [0.5, 10].
Our elicitation method requires us to specify some hypothetical data to be sur-
prising or not surprising under the prior. Write βˆ = (βˆ0, βˆ1) for the posterior mode
of β based on independent normal N(0, 100) priors on β0, β1. Note that βˆ is simi-
lar to the MLE in non-degenerate settings but will exist even when the MLE does
not. For each dose xi, let pˆi = 1/(1 + exp(−βˆ0 − βˆ1xi)) be the corresponding fitted
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probability of death at dose xi under the fitted model. Let us consider the summary
statistic S1 =
∑4
i=1 5pˆi(1 − pˆi) which is the sum of the variances of the responses
when β = βˆ. The statistic S1 will tend to be small if all the responses are close
to either zero or the maximum value of 5 resulting in fitted probabilities at the
different dose levels all close to zero or one. If all pˆi are equal to either 0.01 or 0.99
say, then the value of S1 would be 0.198 and we might wish the prior to express the
information that this is a surprising value for S1.
In this example we might also expect that it would not be surprising if the fit-
ted probability of death goes from a value near zero at the lowest dose to a value
near 1 at the highest dose, in a fairly smooth way. If we had pˆ1 = 0.01, pˆ2 = 0.25,
pˆ3 = 0.75 and pˆ4 = 0.99, then the corresponding value of S
1 would be 1.974. So we
will consider a prior within our framework in which S1 = S2 and S1 = S10 = 0.198 is
considered to be surprising, and S2 = S20 = 1.974 is considered to be not surprising.
This might be considered fairly weak prior information, but it is enough to constrain
hyperparameter choice in a useful way. We are treating S1 as a continuous quantity
in our calculations in this example, even though strictly speaking it is discrete. This
is a reasonable approximation when the number of different possible values is large,
as here.
For the hypothetical data summary S1 = 0.198, we compute the predictive p-value
for the summary statistics chosen using the method of Section 4.2 and using a grid
of 10,000 λ values in our target range λ ∈ [0.5, 10]× [0.5, 10] with the grid formed
from 100 equally spaced values covering the range in each dimension. The regression
adjustment calculations for computation of the p-values are done using the default
implementation of the abc function in the abc R package Csille´ry et al. (2012), using
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400,000 summary statistics with local linear regression adjustments and a tolerance
of 0.0025. Note that in implementing the regression adjustment the usual role of
the parameter and summary statistic is being reversed. A plot of how the p-value
changes as a function of λ is shown in the left panel of Figure 3.1. Note the two
blue regions in the graph where the p-value is small; the region on the left occurs
for hyperparameter values where 0.198 is a surprisingly small value, whereas the
region on the right occurs for hyperparameter values for which 0.198 is surprisingly
large. A similar plot of the p-value as a function of λ for the check with S2 = 1.974
is shown in the right panel. An acceptable value for λ is a value in the light blue
region in the left panel (small p-value indicating a prior-data conflict) and avoiding
the light blue region in the right panel (a p-value which is not small indicating the
absence of a conflict). The points overlaid on the graphs are obtained from using
the history matching method of Section 3. In the history match the algorithm is
initialized with a maximin latin hypercube design of r = 100 points, γ = 0.1 and
the points shown in the graph are the retained values after 4 waves. The p-values
in the implausibility measure are again computed using the method of Section 4.2.
The minimum implausibility obtained is 0, i.e. we are successful at finding hyperpa-
rameter values satisfying the constraints. As mentioned above, in considering this
example Gelman et al. (2008) considered a default prior with λ1 = 10 and λ2 = 2.5.
This is a weakly informative choice, and it can be seen from Figure 3.1 that to
match the information we have suggested putting into our analysis a much smaller
value of λ1 is needed.
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Figure 3.1: Conflict p-value as a function of λ for logistic regression example. p-
value for check for S1 = 0.198 (left) and for S2 = 1.974 (right). In both graphs the
overlaid points are from the fourth wave of the history match and the minimum
implausibility obtained is zero.
3.5.2 Sparse signal shrinkage prior
Next we consider prior choice for a linear model with a sparse signal shrinkage
prior on the coefficients. The shrinkage prior we consider is the horseshoe+ prior
of Bhadra et al. (2015). The need in modern data analysis to consider increasingly
complex models with respect to both the number of parameters and hierarchical
structure has resulted in a very large literature on sophisticated shrinkage priors in a
range of applications. We consider only the horseshoe+ prior for a high-dimensional
linear model in this example, but of course the kind of analysis we do here could be
done for other shrinkage priors, of which there are many. Bhadra et al. (2015) give a
survey of the current state of the art in the area. We describe a fairly general version
of our model first which also incorporates observation specific mean shift terms that
can account for outliers in the model, using similar ideas to those considered in She
and Owen (2011). A simplified version of the model with two hyperparameters will
be considered in this subsection, and the more general form of the model with four
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hyperparameters will be considered in the next subsection.
For some design matrix X (n× p) consider the model
y = β01n +Xβ + δ + , (3.5.2.1)
where y = (y1, . . . , yn)
T is an n-vector of responses, β0 is an intercept term, 1n
denotes an n-vector of ones, β is a p × 1 vector of regression coefficients, δ =
(δ1, . . . , δn)
T is an n-vector of mean shift parameters intended to be sparse and
which allows for outliers in a small number of observations, and  ∼ N(0, σ2I) are
zero mean normal independent and identically distributed residuals. The model is
not identifiable unless sparsity assumptions are made for δ, and in the case where
p > n, which is the case we consider here, we also need to make some assumptions
of sparsity for β.
We consider a Bayesian analysis with priors β0 ∼ N(0, σ20) and σ ∼ HC(0, Aσ)
(where HC(0, Aσ) denotes the half Cauchy distribution with scale parameter Aσ).
The elements of β are independent in their prior, βj ∼ N(0, σ2j ), with σj ∼
HC(0, Aβγj), γj ∼ HC(0, 1) and Aβ is a scale parameter to be chosen. Similarly
in the prior for δ the elements of δ are independent in the prior with δj ∼ N(0, τ 2j ),
τ 2j ∼ HC(0, Aδζj), ζj ∼ HC(0, 1) where Aδ is a hyperparameter to be chosen. Our
hierarchical priors on β and δ correspond to the horseshoe+ prior of Bhadra et al.
(2015). The prior specification is complete once the hyperparameters σ20, Aσ, Aβ
and Aδ are fixed. In the current section we consider the model where δ = 0 and
hence there is no need to set Aδ and where σ
2
0 is fixed at 100. The full model is
considered further in the next subsection.
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We consider choice of (Aσ, Aβ) in the context of the sugar data set considered
in Brown et al. (1998). In this dataset there are p = 700 predictors in the training
sample, 3 response variables and 125 observations in the training set, so that we
are considering a case where p > n. We consider the response variable glucose and
centered and scale all columns of the design matrix. Now consider applying our
method. For summary statistics, we define S1 to be the log of the marginal variance







where y¯ is the sample mean of y. Some idea of the range of the responses marginally
is very likely to be available in applications and so it may be easy to specify what
would be surprising or unsurprising values for S1. We take S1 = S2 and consider
S1 = S10 = log 16 to be unsurprising and S
2 = S20 = log 50 to be surprising (the
marginal variance for the observed data is about 16 here).
We also consider another summary statistic S3 = S3(y) defined as follows. The
summary statistic is an adjusted R2 type measure of how much variation is ex-
plained by the predictors, but one that is appropriate to the situation of more
covariates than observations and which is based on a simple version of the refitted
cross-validation method of Fan et al. (2012). Specifically, for any y, we split the
data into 2 halves randomly, rank the predictors by absolute correlation with the
response on one half of the data, fit to the other half of the data using only the
n/4 highest ranked variables on the first half, obtain the adjusted R2 value, and
then swap the roles of the two halves and average the two adjusted R2 estimates
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obtained. This gives an adjusted R2 estimate for a certain random split. We split
randomly 10 times and then our summary statistics S3(y) is the average of the
adjusted R2 estimates over the ten splits. We set S3 = S4 and want to require
that both S3 = S30 = 0.05 as well as S
4 = S40 = 0.95 are unsurprising, so that the
model allows both a small or large amount of variation in the response variable to
be explainable through the regression a priori.
Figure 3.2 shows plots of the p-values for the tests based on the four summary
statistics as (Aσ, Aβ) vary. The plots are for 100× 100 grids equally spaced in each
dimension for (Aσ, logAβ) covering the range [0, 2] × [− log 100p,− log p]. The re-
gression adjustment calculations for computation of the p-values are done using the
default implementation of the abc function in the abc R package Csille´ry et al.
(2012), using 100,000 summary statistics with local linear regression adjustments
and a tolerance of 0.01. Similar to the last example overlaid on the graphs are the
retained points from the third wave of a history match implemented in the same
way as the previous example with r = 100 and γ = 0.1. The history match succeeds
in finding prior hyperparameter values corresponding to priors which satisfy the
constraints. In the top right plot we want to be in the darkest blue region (i.e. the
corresponding summary is surprising), and in the other plots we want to avoid the
darkest blue region (i.e. the corresponding summaries are unsurprising).
It is interesting to see what happens in this example when we change the prior
on β to βj ∼ N(0, Aβ), so that now Aβ is a scale parameter to be chosen in a nor-
mal prior, but where our predictive constraints remain the same. We continue to
use the notation Aβ for the scale parameter in the prior on β even though this is of
course a different parameter in the two priors. State of the art sparsity inducing pri-
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Figure 3.2: Conflict p-value as a function of (Aσ, Aβ) for sparse signal shrinkage
example. p-value for check for S1 = log 16 (top left), S2 = log 50 (top right),
S3 = 0.05 (bottom left) and S4 = 0.95 (bottom right). In both graphs the overlaid




ors like the horseshoe+ have good frequentist performance in a number of senses as
described in Bhadra et al. (2015). Here we illustrate a more Bayesian way in which
this prior is good in this example. Before we did a history match in this example we
expected that the normal prior would work poorly in the sense of not being able to
capture the information that either a large or small amount of the variation in the
response should be explainable through the covariates a priori. Our intuition was
incorrect, and it was in fact possible to satisfy our constraints. The results of wave
5 of our history match for the normal prior are shown in Figure 3.3. However, now
consider the following. If S1 = log 16 and S4 = 0.95 should both be unsurprising,
perhaps we should also require that (S1, S4) = (log 16, 0.95) should be unsurprising
in the joint prior predictive for (S1, S4). Figure 3.4 shows kernel estimates of the
joint prior predictive density for (S1, S4) for the horseshoe+ and normal priors for
two particular hyperparameter values achieving zero implausibility, based on 1000
prior predictive samples. We can see that (S1, S4) = (log 16, 0.95) is unsurprising
for the horseshoe+ prior, but not for the normal prior. The explanation for this is
that it is only when the noise variance is small that the regression can explain a lot
of the variation in the case of the normal prior. The behaviour of the horseshoe+
prior, however, is more acceptable. This example illustrates perhaps some of the
pitfalls of considering surprising and unsurprising values for one-dimensional sum-
mary statistics separately. While this is a useful strategy for defining constraints
and it makes computations more convenient once a reasonable candidate hyperpa-
rameter value is found it may be useful to consider the behaviour of the joint prior
predictive for several summaries simultaneously.
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Figure 3.3: Conflict p-value as a function of (Aσ, Aβ) for normal prior example. p-
value for check for S1 = log 16 (top left), S2 = log 50 (top right), S3 = 0.05 (bottom
left) and S4 = 0.95 (bottom right). In both graphs the overlaid points are from the
third wave of the history match and the minimum implausibility obtained is 0.
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Figure 3.4: Prior predictive densities for (S1, S4) for two zero implausibility hy-
perparameter values for horseshoe+ prior (left) and normal prior (right). The
point (S1, S4) = (log 16, 0.95) is marked. The hyperparameters are (Aσ, Aβ) =
(0.36, 0.014) for the normal prior, and (Aσ, Aβ) = (0.033, 0.00004) for the horse-
shoe+ prior.
3.5.3 An example with higher-dimensional hyperparameter
Continuing the last example, consider the full model (3.5.2.1) described in Sec-
tion 3.5.2 where now we allow δ to be nonzero. We also consider the situation where
σ20 is not fixed in the prior for β0. Now we have four hyperparameters to be chosen,
(σ0, Aσ, Aβ, Aδ). Unlike the previous two examples with only two hyperparameters,
it is already not feasible to use a grid-based approach to produce plots of how the
conflict p-values vary over the hyperparameters for comparison with the results of
the history match. We retain the summary statistics and constraints of Section 3.5.2,
with the difference that s2 is replaced by a robust measure of scale (the MAD esti-
mator), and in the linear regression fits for the refitted cross-validation procedure
we use the robust lmrob function in R (Rousseeuw et al., 2015) to obtain the ad-
justed R2 estimate. We also add to the constraints of Section 3.5.2 three additional
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constraints. We choose summary statistics S5 = S6 to be the log of the absolute
value of the median of the responses, and specify S5 = log 15 to be unsurprising,
and S6 = log 20 to be surprising. As an additional summary statistic we use the
following procedure. We consider the log sample kurtosis of the residuals obtained
from the lmrob function averaged over 10 split samples using the same refitted
cross-validation procedure as for the adjusted R2 measure. This is intended to be
some sample measure of the “tailedness” of the distribution. Writing S7 for this
statistic, we consider S7 = log 50 to be surprising. The value of log 50 was obtained
as the log of the approximate median of sample kurtosis values from a Cauchy
distribution sample of size 125. Note that we use sample kurtosis here as a sum-
mary of the data without worrying about whether any corresponding population
quantity exists. The information in this last summary statistic is intended to state
the requirement that we should not have a very large proportion of very extreme
outliers. Figure 3.5 shows pairwise scatter plots of the hyperparameter values on a
log scale in wave 1 through wave 5 of a history match with r = 1000 and γ = 0.1
and the first wave initialized with a maximin latin hypercube design covering the
range [e−3, e2]× [e−5, e]× [10−6, 0.5]× [10−6, 0.5] for the hyperparameters.The his-
tory match succeeds in finding prior hyperparameter values corresponding to priors
which satisfy the constraints.
Figure 3.6 shows estimated prior predictive densities of the summary statistics used
in the history match obtained from one of the hyperparameter values ((σ0, Aσ, Aβ, Aγ) =
(3.91, 0.016, 0.000013, 0.000045)) with implausibility measure 0. The graphs pre-
sented are histograms and kernel estimates based on 1000 prior predictive samples.
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Figure 3.5: Pairwise scatterplots of hyperparameters on log scale of wave 1 to wave
5 of the history match. The minimum implausibility value obtained in wave 5 is 0.
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We have considered a novel application of the ideas of history matching used
in the assessment of computer models to the problem of prior choice. By defining
the implausibility measure in the history match through some prior predictive con-
straints, we are able to implement predictive elicitation in quite a general way even
for complex models. Regression adjustment ABC methods are also used to ease
the computational burden in application of the method. We believe the analyses
presented in some of the examples are insightful, and in some cases led to some new
understanding of the effects of the parameter prior on the prior predictive densi-
ties. In the next chapter, we will explore further on the topic of prior-data conflict
checking by making use of a measure called Re´nyi divergence.
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Checking for prior-data conflict using
prior to posterior divergences
The text of this chapter is available in preprint from as Nott, Wang, Evans and
Englert (2016).
In Chapter 3, we considered elicitation of the prior, but this is not the end of
the story in terms of setting up a Bayesian model. It is also necessary to check the
model, and that includes checking whether the prior is in conflict with the data.
Chapter 4 deals with this topic. In this chapter we take up the task of detecting
when a prior and likelihood conflict.
In modern applications, statisticians are often confronted with the task of either
combining data and expert knowledge, or of combining information from diverse
data sources using hierarchical models. In these settings, Bayesian methods are
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very useful. However, whenever we perform Bayesian inference combining different
sources of information, it is important to check the consistency of the information
being combined. This work is concerned with the problem of detecting situations in
which information coming from the prior and the data are in conflict in a Bayesian
analysis. In this chapter, we consider further on the topic of prior-data conflict
checking. Our idea is to detect a prior-data conflict basing on a measure which tells
how much belief has changed from prior to posterior. This chapter is organized as
follows. Section 4.1 gives an introduction on prior-data conflict checking, as a sup-
plementary background knowledge to Chapter 1 and more closely related to this
chapter. In Section 4.2, we introduce the basic idea of our method and discuss its
relationship with other approaches in the literature. In Section 4.3, a series of simple
examples where calculations can be done analytically is described. In Section 4.4,
we consider the asymptotic behaviour of the checks, and some more complex ex-
amples are considered in Section 4.5, where computational implementation using
variational approximation methods is considered. Section 4.6 concludes with some
discussion.
4.1 Background
In Bayesian analysis, prior-data conflict can highlight a lack of understanding of
the information put into the model, and it is only when there is no conflict between
prior and data that we can expect Bayesian inferences to show robustness to the
prior (Al-Labadi and Evans, 2015). See Andrade et al. (2006) for a discussion of
Bayesian robustness and the behaviour of Bayesian inferences in the case of prior-
data conflict.
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Here a new and attractive approach to measuring prior-data conflict is introduced
based on a prior to posterior divergence, and the comparison of the observed value
of this statistic with its prior predictive distribution. We show that this method
extends easily to hierarchical settings, and has an interesting relationship asymp-
totically with Jeffreys’ and reference prior distributions. For the prior to poste-
rior divergence, we consider the class of Re´nyi divergences (Re´nyi, 1961), with the
Kullback-Leibler divergence as an important special case. In the present context,
the Re´nyi divergence can be thought of as giving an overall measure of the size
of a relative belief function, which is a function describing for each possible value
of a given parameter of interest how much more or less likely it has become after
observing the data. Evans (2015) and Baskurt et al. (2013) give details of some
attractive solutions to many inferential problems based on the notion of relative
belief. A large change in beliefs from prior to posterior (where this is calibrated by
the prior predictive) may be indicative of conflict between prior and likelihood, so
that a check with prior to posterior Re´nyi divergence as the checking discrepancy
is an intuitive one for prior-data conflict detection.
Checks for prior-data conflict have usually been formulated within the broader
framework of Bayesian predictive model checking, although much of this work is
concerned with approaches which check the prior and model jointly (see, for exam-
ple, Gelman et al. (1996) and Bayarri et al. (2007) for entries into this literature).
In general the idea is that there is a discrepancy function D(y) of data y (where a
large value of this discrepancy might represent an unusual value) and then for some
reference predictive density m(y) a p-value is computed as
p = P
(





where Y ∼ m(y) is a draw from the reference predictive distribution and yobs is the
observed data. A small p-value indicates that the observed value of the discrepancy
is surprising under the assumed model, and that the model formulation might need
to be re-examined. The choice of discrepancy will reflect some aspect of the model
fit that we wish to check, and this is generally application specific. The reference
predictive density m(y) needs to be chosen, and there are many ways that this can
be done. For example, m(y) might be the prior predictive density
∫
g(θ)p(y|θ)dθ
(Box, 1980), where g(θ) is the prior density and p(y|θ) is the density of y given
θ. Another common choice of reference distribution is the posterior predictive for
a hypothetical replicate (Guttman, 1967; Rubin, 1984; Gelman et al., 1996). More
complex kinds of replication can also be considered, particularly in the case of hier-
archical models. In some cases, the discrepancy might also be allowed to depend on
the parameters, in which case the reference distribution defines a joint distribution
on both the parameters and y. When the discrepancy is chosen in a casual way in
the posterior predictive approach it may be hard to interpret checks in a similar
way across different problems, and a variety of authors have suggested modifications
which have better calibration properties (Bayarri and Berger, 2000; Robins et al.,
2000; Hjort et al., 2006). The choice of a suitable discrepancy and reference dis-
tribution in Bayesian predictive model checking often depends on statistical goals,
and this is discussed more later.
Checking for prior-data conflict is distinct from the issue of whether the likelihood
component of the model is adequately specified. An incorrect likelihood specifica-
tion means that there are no parameter values which provide a good fit to the data,
whereas a prior-data conflict occurs when the prior puts all its mass in the tails
of the likelihood. See Chapter 5 of Evans (2015) for a discussion of different kinds
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of model checks. Although we focus here on prior-data conflict checks, and not on
checking the adequacy of the likelihood specification, Carota et al. (1996) describe
one method for the latter problem related to the current work. They consider check-
ing model adequacy by defining a model expansion and then measuring the utility
of the expansion. Their preferred measure of utility is the marginal prior to pos-
terior Kullback-Leibler divergence for the expansion parameter, and they consider
calibration by comparison of the Kullback-Leibler divergence with its value in some
reference situations involving simple distributions. Their use of a prior to posterior
divergence in a model check is related to our approach and an interesting comple-
ment to our method for prior-data conflict checking. The approach is very flexible,
but the elements of their construction need to be chosen with care to avoid con-
founding prior-data conflict checking with assessing the adequacy of the likelihood,
and their approach to calibration of the diagnostic measure is also quite different.
Henceforth we will focus exclusively on model checking with the aim of detect-
ing prior-data conflicts. We postpone a comprehensive survey of the literature on
prior-data conflict assessment to the next section, after first describing the basic
idea of our own approach. However, one feature of many existing suggestions for
prior-data conflict checking is that they require the definition of a non-informative
prior. Among methods that don’t require such a choice our approach is closely re-
lated to that of Evans and Moshonov (2006). They modify the approach to model
checking given by Box (1980) by considering as the checking discrepancy the prior
predictive density value for a sufficient statistic, and they use the prior predictive
distribution as the reference predictive distribution. They show that these choices
are logical ones for the specific purpose of checking for prior-data conflict. We will
use this method as a reference for comparison in our later examples.
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4.2 Prior-data conflict checking
4.2.1 The basic idea and relationship with relative belief
Let θ be a d-dimensional parameter and y be data to be observed. We will
assume henceforth that all distributions such as the joint distribution for (y, θ) can
be defined in terms of densities with respect to appropriate support measures and
that in the continuous case these densities are defined uniquely in terms of limits
(see, for example, Appendix A of Evans (2015)). We consider Bayesian inference
where the prior density is g(θ) and p(y|θ) is the density of y given θ. The posterior
density is g(θ|y) ∝ g(θ)p(y|θ). We consider checks for prior-data conflict based on
a prior to posterior Re´nyi divergence of order α (Re´nyi, 1961) (sometimes referred









where α > 0 and the case α = 1 is defined by letting α → 1. This corresponds to









Also of interest is to consider α→∞, which gives the maximum value of log g(θ|y)
g(θ)
,
and we writeMR(y) = limα→∞Rα(y). Our proposed p-value for the prior-data con-
flict check is
pα = pα(yobs) = P
(
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where yobs is the observed value of y and Y ∼ p(y) =
∫
g(θ)p(y|θ)dθ is a draw
from the prior predictive distribution. This is a measure of how surprising the ob-
served value Rα(yobs) is in terms of its prior distribution. For if this is small then
the distance between the prior and posterior is much greater than expected. The
use of p-values in Bayesian model checking as measures of surprise is well estab-
lished, but we emphasize here that these p-values are not measures of evidence, and
it may be better to think of the tail probability (4.2.1.2) as a calibration of the
observed value of Rα(yobs). However, we will continue to use the well-established
p-value terminology in what follows. We will use the special notation pKL and pMR
for the p-values based on the discrepancies KL(y) and MR(y) respectively. In the
definition (4.2.1.1) it was assumed that we want an overall conflict check for the
prior. If interest centers on a particular quantity ψ(θ), however, we can look at the
marginal prior to posterior divergence for ψ instead of θ in (4.2.1.1).
The prior-data conflict check (4.2.1.2) can be motivated from a number of points of
view. First, the choice of discrepancy is intuitive, since Rα(y) is a measure of how
much beliefs change from prior to posterior, and comparing this measure for yobs
against what is expected under the prior predictive intuitively tells us something
about how surprising the observed data and likelihood are under the prior. This
point of view connects with the relative belief framework for inferences summarized
in Baskurt et al. (2013) and Evans (2015). For a parameter of interest ψ = ψ(θ), the
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RB(ψ|y) measures how much belief in ψ being the true value has changed after
observing data y. If RB(ψ|y) is bigger than 1, this says that there is evidence for
ψ being the true value, whereas if it is less than 1 this says that there is evidence
against. Use of the Re´nyi divergence as the discrepancy in (4.2.1.2) is equivalent to






as a test statistic, where s = α − 1, since Rα(y) = log ‖RB(θ|y)‖s. (4.2.1.3) is a
measure of the overall size of the relative belief function. The limit s → 0 gives
exp(KL(y)), s → ∞ gives RB(θˆ|y) where θˆ denotes the maximum relative belief
estimate which maximizes the relative belief function, and s = 1 is the posterior
mean of the relative belief.
In Section 4.4 we also investigate the asymptotic behaviour of pα, which under






where I(θ) is the Fisher information at θ, θ∗ is the true value of the parameter that
generated the data, and θ ∼ g(θ). To interpret (4.2.1.4), note that g(θ)|I(θ)|−1/2 is
just the prior density, but written with respect to the Jeffreys’ prior as the support
measure rather than Lebesgue measure. So (4.2.1.4) is the probability that a draw
from the prior has prior density value less than the prior density value at the true
parameter. It is a measure of how far out in the tails of the prior the true value
θ∗ lies. There is a similar limit result for the check of Evans and Moshonov (2006),
but where the densities are with respect to Lebesgue measure (Evans and Jang,
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2011b). Interestingly, (4.2.1.4) might be thought of as giving some kind of heuristic
justification for why the Jeffreys’ prior could be considered non-informative – if we
were to choose g(θ) as the Jeffreys’ prior, g(θ) ∝ |I(θ)|1/2 then the value of the
limiting p-value (4.2.1.4) is 1 and hence there can be no conflict asymptotically.
Some similar connections with reference priors (Berger et al., 2009; Ghosh, 2011)
are considered in Section 4.4 for hierarchical versions of our checks and we discuss
these in Section 4.2.2.
Further motivation for the approach follows from some logical principles that any
prior-data conflict check should satisfy. Evans and Moshonov (2006) and Evans and
Jang (2011a) consider for a minimal sufficient statistic T a decomposition of the
joint model as
p(θ, y) = p(t)g(θ|t)p(y|θ, t) = p(t)g(θ|t)p(y|t) (4.2.1.5)
where the terms in the decomposition are densities with respect to appropriate sup-
port measures, p(t) is the prior predictive density for T , g(θ|t) is the density of θ
given T = t (which is the posterior density since T is sufficient) and p(y|t) is the
density of y given T = t (which does not depend on θ because of the sufficiency of
T ). This decomposition generalizes a suggestion of Box (1980). In the case where
there is no non-trivial minimal sufficient statistic a decomposition (4.2.1.5) can still
be contemplated for some asymptotically sufficient T such as the maximum likeli-
hood estimator. The three terms in the decomposition could logically be specified
separately in defining a joint model and they perform different roles in an analysis.
For example, the posterior distribution p(θ|t) is used for inference, and p(y|t) is use-
ful for checking the likelihood, since it does not depend on the prior. Ideally a check
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of adequacy for the likelihood should not depend on the prior since the adequacy
of the likelihood has nothing to do with the prior.
For checking for prior-data conflict, Evans and Moshonov (2006) and Evans and
Jang (2011a) argue that the relevant part of the decomposition (4.2.1.5) is the prior
predictive distribution of T . Since a sufficient statistic determines the likelihood,
a comparison between the likelihood and prior can be done by comparing the ob-
served value of a sufficient statistic to its prior predictive distribution. Clearly any
variation in y that is not a function of a sufficient statistic does not change the
likelihood, and hence is irrelevant to determining whether prior and likelihood con-
flict. Furthermore, a minimal sufficient statistic will be best for excluding as much
irrelevant variation as possible. For a minimal sufficient statistic T , the p-value for
the check of Evans and Moshonov (2006) is computed as
pEM = pEM(yobs) = P
(
p(T ) ≤ p(tobs)
)
(4.2.1.6)
where tobs is the observed value of T and T ∼ p(t) is a draw from the prior pre-
dictive for T . This approach, however, does not achieve invariance to the choice of
the minimal sufficient statistic, which is generally not unique; see, however, Evans
and Jang (2010) for an alternative approach which does achieve invariance. They
also consider conditioning on maximal ancillary statistics when they are available.
Coming back from these general principles to the check (4.2.1.2), we notice that
the statistic Rα(y) is automatically a function of any sufficient statistic, since it
depends on the data only through the posterior distribution. Furthermore, it is the
same function no matter what sufficient statistic is chosen. So our check is a func-
tion of any minimal sufficient statistic as Evans and Moshonov (2006) and Evans
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and Jang (2011a) would require, and is invariant to the particular choice of that
statistic.
4.2.2 Hierarchical versions of the check
Next, consider implementation of the approach of Section 4.2.1 in a hierarchical
setting. Suppose the parameter θ is partitioned as θ = (θ1, θ2), where θ1 and θ2 are
of dimensions d1 and d2 respectively, and that the prior is decomposed as g(θ) =
g(θ1|θ2)g(θ2) . Sometimes it is natural to consider the decomposition of the prior
into marginal and conditional pieces since it may reflect how the prior is specified
(such as in the case of a hierarchical model). We may wish to check the two pieces
of the prior separately to understand the nature of any prior-data conflict when it
occurs. Mirroring our decomposition of the prior, write g(θ|y) = g(θ1|θ2, y)g(θ2|y).









denote the conditional prior to conditional posterior Re´nyi divergence of order α
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so that Rα2(y) is the marginal prior to posterior divergence for θ2.
For hierarchical checking of the prior we consider the p-values
pα1 = P
(










Rα2(Y ) ≥ Rα2(yobs)
)
(4.2.2.5)
where Y ∼ p(y) = ∫ p(θ)p(y|θ)dθ. The p-value (4.2.2.3) is just measuring whether
the conditional prior to posterior divergence for θ1 given θ2 is unusually large for
values of θ2 and a reference distribution for Y that reflects knowledge of θ2 under
yobs. The p-value (4.2.2.5) is just the non-hierarchical check (4.2.1.2) applied to the
marginal posterior and prior for θ2. We explore the behaviour of these hierarchi-
cal checks in examples later, as well as by examining their asymptotic behaviour
in Section 4.4, where we find that these checks are related to two stage reference
priors. In the above discussion we can also consider a partition of the parameters
with more than two pieces and the ideas discussed can be extended without diffi-
culty to this more general case. We can also consider functions of θ1 and θ2, ψ1(θ1)
and ψ2(θ2), and prior to posterior divergences involving these quantities in the def-
inition of Rα1(y) and Rα2(y). Later we will also use the special notation KL1(y),
KL2(y), pKL1 and pKL2 for limα→1Rα1(y), limα→1Rα2(y), limα→1 pα1 and limα→1 pα2.
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As mentioned earlier, the limit α → 1 in the Re´nyi divergence corresponds to the
Kullback-Leibler divergence.
There are a number of ways that the basic approach above can be modified. One
possibility is to replace the posterior distribution g(θ2|yobs) in the refence distribu-
tion (4.2.2.4) with an appropriate partial posterior distribution (Bayarri and Berger,
2000; Bayarri et al., 2007) g(θ2|yobs\Rα1(yobs)) defined for data y by
g(θ2|y\Rα1(y)) ∝ g(θ2) p(y|θ2)
p(Rα1(y)|θ2) .
The partial posterior removes the information in Rα1(y) about θ2 from the likeli-
hood p(y|θ2) in calculating a reference posterior for θ2 for use in (4.2.2.4). We would
also use the partial posterior in taking the expectation in (4.2.2.2). To get some in-
tuition, imagine receiving the information in y in two pieces where we are told the
value of Rα1(y) first, followed by the remainder; if we applied Bayes’ rule sequen-
tially, first updating the prior g(θ2) by p(Rα1(y)|θ2), then the “likelihood” term
needed to update the posterior given Rα1(y) to the full posterior g(θ2|y) would be
p(y|θ2)
p(Rα1(y)|θ2) . So the partial posterior just updates the prior for g(θ2) by this second
likelihood term that represents the information in the data with that from Rα1(y)
removed. This somehow avoids an inappropriate double use of the data where the
same information is being used to both construct a reference distribution and assess
lack of fit. Use of the partial posterior distribution makes computation of (4.2.2.3)
more complicated, however.
There are some other ways that the basic hierarchically structured check can be
modified in some problems with additional structure. In their discussion of check-
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ing hierarchical priors, Evans and Moshonov (2006) consider two situations. The
first situation is where the likelihood is a function θ1 only, p(y|θ) = p(y|θ1). In
this case, suppose that T is a minimal sufficient statistic for θ1 in the model
p(y|θ1) and that V = V (T ) is minimal sufficient for θ2 in the marginalized model∫
p(y|θ1)p(θ1|θ2) dθ1. Writing tobs and vobs for the observed values of T and V ,
they suggest further decomposing the term p(t) in (4.2.1.5) as p(v)p(t|v) where p(v)
denotes the prior predictive density for V and p(t|v) denotes the prior predictive
density for T given V = v. In this decomposition it is suggested that p(t|v) should
be used for checking g(θ1|θ2), by comparing p(tobs|vobs) with p(T |vobs) for draws
of T from p(t|vobs), and then if no conflict is found p(v) should then be used for
checking g(θ2), by comparing p(vobs) with p(V ) for V ∼ p(v). So checking g(θ2)
should be based on the prior predictive for V and checking g(θ1|θ2) should be based
on a statistic that is a function of T with reference distribution that of the condi-
tional for T |V = vobs induced under the prior predictive for the data. Looking at
our hierarchically structured check, if there exists a minimal sufficient statistic V
for θ2, then we see in (4.2.2.5) our checking statistic Rα2(y) is a function of that
statistic and it will be invariant to what minimal sufficient statistic is chosen. We
are also using the prior predictive for the reference distribution so our approach fits
nicely with that of Evans and Moshonov (2006). In the check (4.2.2.3) we can see
that the model checking statistic is a function of T and invariant to the choice of
T . If we were to change the reference distribution (4.2.2.4) to that of T |V = vobs
then (4.2.2.3) would also fit naturally with the approach of Evans and Moshonov
(2006). However, sometimes suitable non-trivial sufficient statistics are not avail-
able and the conditional prior predictive of T given V = vobs might be difficult
to work with. Our general approach of using the posterior distribution of θ2 given
vobs to integrate out θ2 comes close to achieving the ideal considered in Evans and
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Moshonov (2006) when there are sufficient statistics at different levels of the model.
A final observation is that we could consider a cross-validatory version of the check
if interest centered on a certain observation specific parameter within the vector θ1.
This approach is considered further in a later example.
The other situation considered in Evans and Moshonov (2006) for checking hi-
erarchical priors is the case where p(y|θ) can depend on both θ1 and θ2. Here they
suppose there is some minimal sufficient T and a maximal ancillary statistic U(T )
for θ, and a maximal ancillary statistic V for θ1 (ancillary for θ1 means that the
sampling distribution of V given θ depends only on θ2). Conditioning on ancillaries
is relevant since we don’t want assessment of prior-data conflict to depend on vari-
ation in the data that does not depend on the parameter. They suggest in (4.2.1.5)
decomposing p(t) as p(u)p(v|u)p(t|v, u) and using the second term p(v|u) (the con-
ditional distribution of V given U induced under the prior predictive for the data)
to check g(θ2), with the third term p(t|v, u) (the conditional distribution of T given
V and U under the prior predictive for the data) used to check g(θ1|θ2). Again we
can modify our suggested approach where this additional structure is available. If
we change g(θ2|y) to g(θ2|v) in the definition of Rα2(y), then we are checking g(θ2)
using a discrepancy which is a function of V . If no maximal ancillary for θ were
available, the suggestion of Evans and Moshonov (2006) would use the prior pre-
dictive for V for the reference distribution. Because V is ancillary for θ1 the check
does not depend in any way on g(θ1|θ2), which is desirable because we would like
to check for conflict with θ2 separately from checking for any conflict with g(θ1|θ2).
For the check (4.2.2.3) our discrepancy is a function of T as Evans and Moshonov
(2006) would recommend, and if the reference predictive distribution were changed
to be that of T given U and V we could use this approach to check for conflict
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with g(θ1|θ2). However, in complex situations identifying suitable maximal ancil-
lary statistics may not be possible. Nevertheless consideration of problems like this
provides some guidance as an ideal.
4.2.3 Other suggestions for prior-data conflict checking
Now that we have given the basic idea of our method we discuss its connections
with other suggestions in the literature. Perhaps the approach to prior-data con-
flict detection most closely related to the one developed here has been suggested
by Bousquet (2008). Similar to us, Bousquet (2008) considers a test statistic based
on prior to posterior (Kullback-Leibler) divergences, but uses the ratio of two such
divergences. Briefly, a non-informative prior is defined and then a reference pos-
terior distribution for this non-informative prior is constructed. Then, the prior to
reference posterior divergence for the prior to be examined is computed and divided
by the prior to reference posterior divergence for the non-informative prior. When
the non-informative prior is improper, some modification of the basic procedure is
suggested, and extensions to hierarchical settings are also discussed. The approach
we consider here has similar intuitive roots but is simpler to implement because
it does not require the existence of a non-informative prior. We consider the prior
to posterior divergence for the prior under examination, a measure of how much
beliefs have changed from prior to posterior, and compare the observed value of this
statistic to its distribution under the prior predictive for the data. There is hence
no need to define a non-informative prior, although as mentioned earlier there are
interesting asymptotic connections between the checks we suggest and Jeffreys’ and
reference non-informative priors. This will be discussed further in Section 4.4. Our
focus here is not on deriving non-informative prior choices, however, but on detect-
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ing conflict for a given proper prior.
A quite general and practically implementable suggestion for measuring prior-data
conflict has been given recently by Presanis et al. (2013). Their approach general-
izes earlier work by Marshall et al. (2007) and also relates closely to some previous
suggestions by G˚asemyr and Natvig (2009) and Dahl et al. (2007). They give a
general conflict diagnostic that can be applied to a node or group of nodes of a
model specified as a directed acyclic graph (DAG). The conflict diagnostic is based
on formulating two distributions representing independent sources of information
about the separator node or nodes which are then compared. Again, in general,
there is a need in this approach to specify non-informative priors for the purpose of
formulating distributions representing independent sources of information. O’Hagan
(2003) is an earlier suggestion for examining conflict at any node of a DAG that
was inspirational for much later work in the area, although the specific procedure
suggested has been found to suffer from conservatism in some cases. Scheel et al.
(2011) consider a graphical approach to examining conflict where the location of
a marginal posterior distribution with respect to a local prior and lifted likelihood
is examined, where the local prior and lifted likelihood are representing different
sources of information coming from above and below the node in a chain graph
model. Reimherr et al. (2014) examine prior-data conflict by considering the dif-
ference in information in a likelihood function that is needed to obtain the same
posterior uncertainty for a given proper prior compared to a baseline prior. Again,
some definition of a non-informative prior for the baseline is needed for this ap-
proach to be implemented. Finally the model checking approach considered in Dey
et al. (1998) can also be used for checking for prior-data conflict. There is some
similarity with our approach in that they use quantities associated with the poste-
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rior itself in the test. Specifically they consider Monte Carlo tests based on vectors
of posterior quantiles and the prior predictive with a Euclidean distance measure
used to measure similarity between the vectors of quantiles.
4.3 First examples
To begin exploring the properties of the conflict check (4.2.1.2), we consider a
series of simple examples where calculations can be done analytically. These exam-
ples were also given in Evans and Moshonov (2006), and we compare with their
check (4.2.1.6) in each case.
Example 4.1. Normal location model.
Suppose y1, . . . , yn ∼ N(µ, σ2) where µ is an unknown mean and σ2 > 0 is a known
variance. In this normal location model the sample mean is sufficient for µ and nor-
mally distributed so without loss of generality we may consider n = 1 and write the
observed data point as yobs. The prior density g(µ) for µ will be assumed normal,
N(µ0, σ
2
0) where µ0 and σ
2
0 are known.
To implement the conflict check of Evans and Moshonov (2006) we need p(y) which
is normal, N(µ0, σ
2 + σ20) (the sufficient statistic in this case of a single observation
is just y). Here and in later examples we use the notation A(y)
.
= B(y) to mean that
A(y) and B(y) are related (as a function of y) by a monotone transformation. When
conducting a Bayesian model check with discrepancies D1(y) and D2(y) then they
will result in the same predictive p-values if D1(y)
.
= D2(y) (although care must
be taken to compute the appropriate left or right tail area, since in our definition
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of the
.
= notation the relationship between A(y) and B(y) can be either monotone
increasing or decreasing). Now we can write log p(y)
.
= (y − µ0)2 and we see that
the check of Evans and Moshonov (2006) compares (yobs − µ0)2 to the distribution
of (Y − µ0)2 for Y ∼ p(y). Following the similar example of Evans and Moshonov









Next, consider the prior-data conflict check based on the Re´nyi divergence statistic.
The posterior density for µ is N(τ 2γ, τ 2) where τ 2 = (1/σ20 + 1/σ




2) and the prior to posterior Re´nyi divergence of order α is (using, for












α(τ 2γ − µ0)2
σ2α
,
where σ2α = ασ
2
0 + (1− α)τ 2. Here only γ depends on y, so that
Rα(y)
.
= (τ 2γ − µ0)2 .= (γ − µ0/τ 2)2 = (y − µ0)2/σ2 .= (y − µ0)2
and the divergence based check is equivalent to the check of Evans and Moshonov
(2006) in this example for every value of α.
Example 4.2. Binomial model
Suppose that y ∼ Binomial(n, θ) and write yobs for the observed value. The prior
density g(θ) of θ is Beta(a, b), which for data y results in the posterior density g(θ|y)
being Beta(a+ y, b+n− y). Using the expression for the Re´nyi divergence between
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two beta distributions (Gil et al., 2013)
Rα(y) = log
B(a, b)





a+ αy, b+ α(n− y)
)
B(a+ y, b+ n− y)
=T1 + T2 (4.3.0.1)
where B(·, ·) denotes the beta function. Now consider the check of Evans and







B(a+ y, b+ n− y)
B(a, b)
, y = 0, . . . , n.
Hence a suitable discrepancy for the check of Evans and Moshonov (2006), which
we denote by EM(y), is







B(a+ y, b+ n− y)
B(a, b)
.
= log Γ(a+ y) + log Γ(b+ n− y)− log Γ(y + 1)− log Γ(n− y + 1).
(4.3.0.2)
The check of Evans and Moshonov (2006) and the divergence based check are not
equivalent in this example. However, they can be related to each other when y and
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for x and z large, we obtain
T1
.
= logB(a, b)− (a+ b+ n)θˆn log θˆn + 1
2
log θˆn








where some constants not depending on y have been ignored on the right hand side
and θˆn = (a + y)/(a + b + n) is the posterior mean of θ. Another application of






a+ αy, b+ α(n− y)
)





(a+ b+ αn) θ˜n log θ˜n + (a+ b+ αn) (1− θ˜n) log(1− θ˜n)












. Making the Taylor series approximations






(1− θ˜n) log(1− θ˜n) =(1− θˆn) log(1− θˆn)− (θ˜n − θˆn)
(







and also observing that n(θ˜n − θˆn) = α−1α
{








T2 =nθˆn log θˆn + n(1− θˆn) log(1− θˆn) +
(















Combining (4.3.0.3) and (4.3.0.4) gives
Rα(y)
.
= logB(a, b)− 1
2
log θˆn − 1
2
log(1− θˆn)− (a− 1) log θˆn − (b− 1) log(1− θˆn) +O(1/n)
.
=− log g(θˆn) + 1
2
log |I(θˆn)|+O(1/n)
where I(θ) = n/(θ(1 − θ)) is the Fisher information and g(θˆn) is the prior density
evaluated at θˆn. The posterior mean can be replaced by any other estimator differ-
ing from it by O(1/n) such as the maximum likelihood estimator. We explain in
Section 4.4 why the form of the result above is expected much more generally.
Turning now to the check of Evans and Moshonov (2006), appropriate Taylor ex-
pansions in (4.3.0.2) gives
log Γ(a+ y) = log Γ(y + 1) + (a− 1)ψ(a+ y)
= log Γ(y + 1) + (a− 1) log(a+ y) +O(1/n),
log Γ(b+ n− y) = log Γ(n− y + 1) + (b− 1)ψ(b+ n− y)




= log Γ(y + 1) + (a− 1) log(a+ y) + log Γ(n− y + 1) + (b− 1) log(b+ n− y)
− log Γ(y + 1)− log Γ(n− y + 1) +O(1/n)
.
=(a− 1) log(a+ y) + (b− 1) log(b+ n− y) +O(1/n)
.
= log g(θˆn) +O(1/n),
where as before θˆn is the posterior mean for θ. A general result about the check of
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Evans and Moshonov (2006) explaining the limiting form of the check above is given
in Evans and Jang (2011b). So the two checks differ asymptotically according to the
presence of the term −0.5 log I(θˆn(y)). See the next section for further discussion.
It is helpful to consider finite sample behaviour in some particular cases. We see
that for Rα(y) if we consider α→∞, we obtain
MR(y) = log
B(a, b)














































reveals that it is symmetric with an antimode at
n/2 when n is even and at {(n + 1)/2, 1 + (n + 1)/2} when n is odd. So prior-
data conflict is detected whenever yobs is near 0 or n. This does seem strange when
the prior is uniform but is perhaps not surprising given the asymptotic connection
between our checks and the Jeffreys’ prior, which is also not uniform in this example.
On the other hand note that, letting p(m) denote the prior predictive density of
MR(y), then p(m) = 2/(n + 1) when n is even for all m except when m is the
antimode and when n is odd then p(m) = 1/(n+1) for all m. So if we were to check
the prior using p(m) as the discrepancy rather than MR(y) the p-value would never
be small and any conflict would be avoided.
Example 4.3. Normal location-scale model, hierarchically structured check
Extending our previous location normal example, suppose y1, . . . , yn are indepen-
dent N(µ, σ2) where now both µ and σ2 are unknown. Write y = (y1, . . . , yn). We
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consider a normal inverse gamma prior for θ = (µ, σ2), NIG(µ0, λ0, a, b) say, having




















This prior is equivalent to g(θ) = g(θ2)g(θ1|θ2) = g(σ2)g(µ|σ2) with g(σ2) in-
verse gamma, IG(a, b) and g(µ|σ2) normal, N(µ0, σ2/λ0). In this model a suffi-
cient statistic is T = (y¯, s2) where y¯ denotes the sample mean and s2 the sample
variance and we write tobs = (y¯obs, s
2
obs) for its observed value. The normal in-




µ′0(y) = (n + λ0)
−1(µ0λ0 + ny¯), λ′0 = n + λ0, a
′ = (a + n/2) and b′ = b′(y) =
b+ (n− 1)s2/2 + n(y¯ − µ0)2/(2(n/λ0 + 1)). It is natural to consider the hierarchi-
cal checks we discussed earlier for testing the two components of g(θ). First, let’s
consider the check for conflict with g(µ|σ2). Using the expression for the Re´nyi
















where σ2α = ασ
2







= (y¯ − µ0)2.
Our suggested hierarchical check compares Rα1(yobs) to a reference distribution
based on Y ∼ m(y) = ∫ p(σ2|yobs) ∫ p(y|µ, σ2)p(µ|σ2) dµ dσ2. Noting that the dis-












we see that the divergence
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is larger in magnitude than a t2a′(0, 1) variate. The hierarchical check of Evans and
Moshonov (2006), p. 909, on the other hand calculates the probability that (y¯obs −
µ0)/σ˜ is larger in magnitude than a t2a′−1(0, 1) variate, where σ˜2 = (1/λ0(n/λ0 +
1)(2b+ (n− 1)s2obs))/(n/λ0(n+ 2a− 1)). Clearly these checks are very similar, since
both σ∗ and σ˜ are approximately s/
√
λ0 for large n and there is only one degree
of freedom difference in the reference t-distribution. We also note that in our check
if we change the reference distribution to be that of y given s2 (noting that s2 is
ancillary for µ and following the discussion of Section 4.2.2) then our check would
then coincide with that of Evans and Moshonov (2006).
Consider next the check on p(σ2). For two inverse gamma distributions, p1(σ
2)
and p2(σ2), being IG(a




















where aα = a
′α+ (1− α)a and bα = αb′ + (1− α)b. Since a, b and a′ don’t depend
on the data, this gives
Rα2(y)
.
=a′ log b′ +
1
α− 1a
′ log b′ − 1
α− 1aα log bα.
Using log bα = log(αb
































Note also that s2 ≈ b′/a′ for large n, so that for large n using Rα2(y) as discrepancy








The check described in Evans and Moshonov (2006), p. 910, compares s2/(b/a)
to an Fn−1,2a density. Plugging in s2/(b/a) to the expression for the log of the F













































































which, comparing with (4.3.0.5), clarifies the relationship to the divergence based
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check .
Example 4.4. A non-regular example
The following example is adapted from Jaynes (1976) and Li et al. (2016). Suppose




I(y > θ) where r is
a known parameter, θ > 0 is unknown and I(·) denotes the indicator function. We
consider an exponential prior on θ, g(θ) = κ exp(−κθ)I(θ > 0). Note that this is a
non-regular example when inference about θ is considered, due to the way that the
support of the density for the data depends on θ. This means, for example, that the
MLE as well as the posterior distribution are not asymptotically normal.
The likelihood function is




I(0 < θ < ymin),





where y¯ denotes the sample mean. A sufficient statistic is ymin, and its sampling
distribution has density




I(0 < θ < ymin).
The prior predictive of ymin is
p(ymin) =nrκ exp (−nrymin)
∫ ymin
0








and this is the discrepancy for the test of Evans and Moshonov (2006). Consider
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I(0 < θ < ymin) so that





I(0 < θ < ymin),











































To simplify notation, we write t = (nr − κ)ymin as κ(ν − 1)ymin, where ν = nr/κ.
We write tobs for the observed value. Then the prior predictive for t obtained by a
















The p-value pα is

















where t1 and t2 are such that Rα(t1) = Rα(t2) = Rα(tobs) with t1 < t0 < t2 and t0 is
the value of t at which Rα(y) = Rα(t) is minimal. There is a single global minimum
with Rα(t) decreasing for t < t0 and increasing for t > t0. Either t1 or t2 will be
equal to tobs. We can easily see that if tobs = t0 then pα = 1, and if tobs →∞ then
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pα → 0. Figure 4.1 considers the special case of the KL divergence and shows some
plots of how pKL varies with tobs for a few different values of ν = nr/κ.



















































Figure 4.1: Plots of pKL versus tobs for ν = 2, 8 and 50.
4.4 Limiting behaviour of the checks
We now give derivations of some of the limit results stated in Section 4.2. We will
consider the special case of the Kullback-Leibler divergence first. Let y1, . . . , yn be
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independent and identically distributed from p(y|θ) and denote the true value of θ
by θ∗. Write nI(θ) for the Fisher information and nIˆn for the observed information.
Then under suitable regularity conditions (see for example Theorem 1 of Ghosh
(2011), which summarizes the discussion in Ghosh et al. (2006); see also Johnson
(1970)) an asymptotic expansion of the posterior distribution gives







log |Iˆn|+ n(θ − θˆn)







almost surely Pθ∗ . Adding and subtracting log g(θ) from the left hand side and
taking expectation with respect to g(θ|y) gives
KL(y) +
∫









n(θ − θˆn)T Iˆn(θ − θˆn)
2
g(θ|y)dθ = op (1),
and using the asymptotic normality of the posterior and noting that Iˆn − I(θ)
converges to zero almost surely, and θˆn converges to θ
∗ almost surely under the
assumed regularity conditions, gives








log |I(θ∗)| = op (1) .





log |I(θ)| − log g(θ) ≥ 1
2







Next, consider our hierarchical checks and the conflict p-values (4.2.2.3) and
(4.2.2.5). The check (4.2.2.5) is really just the same check as in the non-hierarchical
case, but applied to the model and prior with θ1 integrated out so the limit is the
same as in the non-hierarchical case with the Fisher information being that for
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the marginalized model p(y|θ1) =
∫
p(y|θ)p(θ2|θ1), provided that an appropriate
asymptotic expansion of the marginal posterior is available. For the check (4.2.2.3),
the reference predictive distribution m(y) converges to p(y|θ∗2) =
∫
p(y|θ)p(θ1|θ∗2)dθ1
as n→∞ and in this model with θ2 = θ∗2 fixed we will get the limiting p-value
P
(
g(θ∗1|θ∗2)|I11(θ∗1, θ∗2)|−1/2 ≥ g(θ1|θ∗2)|I11(θ1, θ∗2)|−1/2
)
where I11(θ) denotes the submatrix of I(θ) formed by the first d1 rows and d1
columns and θ1 ∼ g(θ1|θ∗2). Just as the choice of g(θ) as the Jeffreys’ prior results
in a limiting p-value of 1 in the non-hierarchical case, choosing g(θ) according to
the two stage reference prior (Berger et al., 2009; Ghosh, 2011) results in both the
limiting p-values corresponding to (4.2.2.3) and (4.2.2.5) being 1. This provides at
least some heuristic reason why, from the point of view of avoidance of conflict, a
reference prior might be considered desirable. It is not our intention here however
to develop methodology for default non-subjective prior choice or even to justify
existing choices, but rather to develop methods for checking for conflict with given
proper priors.
Regarding the extension of the above ideas to the more general case of the Re´nyi








expanding about the mode θˆ of g(θ|y) and replacing the Hessian of log g(θ|y) at the
mode with nIˆn, gives
(2pi)d/2g(θˆ|y)αg(θˆ)−(α−1)|αnIˆn|−1/2, (4.4.0.7)
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and using the asymptotic normal approximation to g(θ|y), N(θˆ, n−1Iˆ−1n ), so that
g(θˆ|y) ≈(2pi)−d/2|nIˆn|1/2, (4.4.0.8)






















=− log g(θˆ) + 1
2
log |Iˆn|,
which converges to − log g(θ) + 1
2
log |I(θ)| and hence we expect a similar limit will
hold for the p-value as for the Kullback-Leibler case, under suitable conditions.
4.5 More complex examples and variational Bayes approx-
imations
To calculate the check (4.2.1.2) or its hierarchical extensions may seem difficult.
Computation of Rα(y) involves an integral which is usually intractable, and an ex-
pensive Monte Carlo procedure may be needed to approximate it. Furthermore,
the integrand involves the posterior distribution. Even worse, as well as comput-
ing Rα(yobs), we need to compute a reference distribution for it, and this may
involve calculating Rα(y
(i)) for y(i), i = 1, . . . ,m, independently drawn from the
prior predictive distribution. So a straightforward Monte Carlo computation of pα
may involve calculating Rα(y) for m+ 1 different datasets where m might be large
and with each of these calculations itself being expensive. Here we suggest a way to
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make the computations easier using variational approximation methods. Tan and
Nott (2014) also considered the use of variational approximations for computation
of conflict diagnostics in hierarchical models and they show a relationship between
the diagnostics they consider and the mixed predictive checks of Marshall et al.
(2007). Their use of variational approximations for conflict detection is very differ-
ent to that considered here, however.
In the variational approximation literature there are quite general methods for
learning approximations to the posterior that are in the exponential family (At-
tias, 1999; Jordan et al., 1999; Winn and Bishop, 2005; Rohde and Wand, 2015).
If the prior distribution for a certain block of parameters is also in the same expo-
nential family as its variational approximation, it is possible to compute the Re´nyi
divergence in closed form (Liese and Vajda, 1987). Furthermore, because variational
approximations are fast to compute, they are ideally suited to the repeated pos-
terior computations for samples under a reference predictive distribution that we
need to compute pα.
More generally there are also useful methods for learning approximations which
are mixtures of Gaussians (Salimans and Knowles, 2013; Gershman et al., 2012)
and if the prior can also be approximated by a mixture of Gaussians then useful
closed from approximations to Kullback-Leibler divergences are available (Hershey
and Olsen, 2007). We illustrate the use of variational methods for computing ap-
proximations of our conflict p-values in two examples. In these examples we use the
Kullback-Leibler divergence as the divergence measure. In the first example we use
a variational mixture approximation, and in the second a Gaussian approximation
in a hierarchically structured check for a logistic random effects model.
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Example 4.5. Beta-binomial example
We consider the example in Albert (2009, Section 5.4). This example estimates
the rates of death from stomach cancer for males at risk aged 45 − 64 for the 20
largest cities in Missouri. The data set cancer mortality is available in the R package
LearnBayes (Albert, 2009). It contains 20 observations denoted by (ni, yi), i =
1, . . . , 20, where ni is the number of people at risk and yi is the number of deaths
in the ith city. An interesting model for these data is a beta-binomial model with















to θ = (θ1, θ2) where





, θ2 = log(K).
We use this parametrization, but since Albert’s prior on (η,K) is improper we con-
sider a Gaussian prior for θ, g(θ) = N(µ0,Σ0), where µ0 is the mean and Σ0 the
covariance matrix. The posterior distribution g(θ|y) has a non-standard form, and
we approximate it using a Gaussian mixture model (GMM). Variational compu-
tations are done using the algorithm in Salimans and Knowles (2013, Section 7.2)
where the same dataset was also considered but with Albert’s original prior. We
consider a two component mixture approximation,
g(θ|y) ≈ q(θ) = ω1q1(θ) + ω2q2(θ),
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where q(θ) denotes the variational approximation, ω1 and ω2 are mixing weights
with ω1 + ω2 = 1, and q1(θ) and q2(θ) are the normal mixture component densities















K˜L(y) replaces the true posterior g(θ|y) with its variational approximation. Then
we replace the exact computation of (4.5.0.9) with the closed form approximation
of Hershey and Olsen (2007, Section 7), which here takes the form
ω1 · log
















where D(q1||q2), D(q1||g), D(q2||g) are the Kullback-Leibler divergences between q1
and q2, q1 and g and q2 and g respectively where g is the prior. There are closed
form expressions for these Kullback-Leibler divergences since they are between pairs
of multivariate Gaussian densities. After application of the Hershey-Olsen bound,
we have an approximating statistic KL∗(y) to KL(y). Then we can approximate
pKL by simulating datasets y
(i), i = 1, . . . ,M under the prior predictive, computing
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For illustration, consider three different normal priors, all with prior covariance
matrix Σ0 diagonal with diagonal entries 0.25, but with prior means representing
a lack of conflict, moderate conflict and a clear conflict (µ0 = (−7.1, 7.9), µ0 =
(−7.4, 7.9) and µ0 = (−7.7, 7.9) respectively). Figure 4.2 shows for the three cases
contour plots of the prior and likelihood (left column) and the true posterior together
with its two component variational posterior approximation computed using the
algorithm of Salimans and Knowles (2013). The three rows from top to bottom
show the cases of lack of conflict, moderate conflict and a clear conflict. The p-values
approximated by the variational method and Hershey-Olsen bound with M = 1000
are 0.58, 0.25 and 0.03 for the three cases. We can see that the variational posterior
approximation is excellent even with just two mixture components and the p-values
behave as we would expect.
Example 4.6. Bristol Royal Infirmary Inquiry data
We illustrate the computation of our conflict checks in a hierarchical setting using a
logistic random effects model. Here the data are part of that presented to a public
inquiry into excess mortality at the Bristol Royal Infirmary in complex paediatric
surgeries prior to 1995. The data are given in Marshall et al. (2007, Table 1) and a
comprehensive discussion is given in Spiegelhalter et al. (2002). The data consists
of pairs (yi, ni), i = 1, . . . , 12 where i indexes different hospitals, yi is the number of
deaths in hospital i and ni is the number of operations. The first hopsital (i = 1) is
the Bristol Royal Infirmary. Marshall et al. (2007) consider a random effects model
of the form yi ∼ Binomial(ni, pi) where log(pi/(1− pi)) = β + ui and ui ∼ N(0, D)
so that ui are hospital specific random effects, and they consider formal measures
of conflict involving the prior for ui given D. Particular interest is in whether there
is a prior data conflict for i = 1 (Bristol) which would indicate that this hospital
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Figure 4.2: Contour plots of log-likelihood and prior (left) and true poste-
rior together with Gaussian mixture approximation (right) for priors centered at
(−7.1, 7.9), (−7.4, 7.9) and (−7.7, 7.9) (from top to bottom).
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is unusual compared to the others. In our analysis here we consider priors on β
and D where β ∼ N(0, 1000) and logD ∼ N(−3.5, 1) which were chosen to be
roughly similar to priors chosen in Tan and Nott (2014) for this example. So we
have a hierarchical prior, g(θ) = g(u, β,D) = g(u|D)g(β,D) and we can use our
methods for checking hierarchical priors to check for conflict involving each of the ui.
We will use a multivariate normal variational approximation to g(θ|y) (but with
D transformed by taking logs) and computed using the method described in Ku-
cukelbir et al. (2016). The conditional prior p(u|D) is normal, and in the variational
posterior the conditional for u given β,D is also normal, so that conditional prior to
(variational) posterior divergences can be computed in closed form. For checking for
conflict for the uis we will use the statistic KL1(y) = limα→1Rα1(y), except that we
replace the conditional posterior and prior for u given β,D in the definition (4.2.2.1)
with that of ui given β,D when checking ui. This is because we are intersted in
checking for conflicts for individual hospital specific effects. We will approximate
KL1(y) by KL
∗
1(y) obtained by replacing all computations involving the true poste-
rior with the equivalent calculations for the variational Gaussian posterior.
Figure 4.3 shows for the observed data the variational posterior distribution, to-
gether with the true posterior approximated by MCMC. Table 4.1 also shows our
conflict p-values for the different hospitals. Also listed are cross-validated mixed
predictive p-values obtained by the method of Marshall, Spiegelhalter et al. (2007)
by MCMC and given in Tan and Nott (2014, Table 1), as well as a cross-validated
version of our divergence based p-values. The cross-validated divergence based p-
values use the posterior distribution for (β,D) obtained when leaving out the ith
observation, g(θ2|yobs,-i), instead of g(θ2|yobs) in the definition of the reference dis-
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Table 4.1: Cross-validatory conflict p-values us-
ing the method of Marshall and Spiegelhal-
ter (pMS,CV), KL divergence conflict p-values
(pKL), and cross-validated KL divergence p-values
(pKL,CV) for hospital specific random effects
Hospital pMS,CV pKL pKL,CV
Bristol 0.001 0.010 0.002
Leicester 0.436 0.527 0.516
Leeds 0.935 0.912 0.947
Oxford 0.125 0.173 0.123
Guys 0.298 0.398 0.383
Liverpool 0.720 0.690 0.745
Southampton 0.737 0.680 0.715
Great Ormond St 0.661 0.595 0.628
Newcastle 0.440 0.455 0.430
Harefield 0.380 0.474 0.452
Birmingham 0.763 0.761 0.787
Brompton 0.721 0.591 0.631
tribution (4.2.2.3) and in taking the expectation in (4.2.2.2). We can see that the
p-values are similar although the priors on the parameters (β,D) were not exactly
the same in Tan and Nott’s analysis. For comparison with previous analyses of
the data, we have computed a one-sided version of our conflict p-value here, which
makes sense because excess mortality is of interest. We have modified our p-value
measuring surprise to pKL1 = P
(
KL1(Y ) ≥ KL1(yobs
)
and Eq(ui|Y ) > 0) for clus-
ters i with Eq(ui|yobs) > 0, and to pKL1 = P
(





KL1(yobs) and Eq(ui|Y ) > 0
)
for clusters i with E(ui|yobs) < 0, where in these
expressions Eq(·) denotes expectation with respect to the appropriate variational
posterior distribution. Although it is not expected that these conflict p-values should
be exactly the same, it is seen that they give a similar picture about the degree of
consistency of the data for each hospital with the hierarchical prior.
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Figure 4.3: Marginal posterior distributions computed by MCMC (red) and Gaus-
sian variational posteriors (blue) for u (top) and (β,D) (bottom).
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4.6 Discussion
We have proposed a new approach for prior-data conflict assessment based on
comparing the prior to posterior Re´nyi divergence to its distribution under the prior
predictive for the data. The method can be extended to hierarchical settings where
it is desired to check different components of a prior distribution, and has some
interesting connections with the methodology of Evans and Moshonov (2006) and
with Jeffreys’ and reference prior distributions. It works well in the examples we
have examined, and we have suggested the use of variational approximations for
making the methodology implementable in complex settings.
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Conclusions and future work
This thesis has developed some useful tools for improved Bayesian model spec-
ification in complex settings. The first main contribution is the development of
computationally efficient methodology for high-dimensional sparse linear regression
in the presence of outliers. Motivated by a similar shrinkage approach to outlier
detection considered in She and Owen (2011), we take a Bayesian percspective and
consider sparse signal shrinkage priors on both regression coefficients and mean shift
outlier terms. Computations are done using mean field variational Bayes methods,
and the approach is extended to the p  n case. Although the results are similar
in terms of outlier detection to the existing methods, the Bayesian approach can
provide rich posterior inference and a natural framework for predictive inference
where parameter uncertainty is accounted for.
A second main contribution of the thesis is the use of Bayesian predictive model
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checks for hypothetical data, and the methods of history matching from the liter-
ature on computer models, as a way eliciting a prior. The iterative nature of the
history matching algorithm allows us to efficiently search a space of possible hy-
perparameter values, and approximate Bayesian computation tools can be used to
accelerate computations, with the use of these methods being analogous to the use
of emulators in traditional history matching applications.
The third main contribution of the thesis involves the consideration of a new method
for the detection of prior-data conflicts in Bayesian models. We consider prior pre-
dictive checks, in which the discrepancy measure for the check is a prior to posterior
Re´nyi divergence. We demonstrate that this approach has some nice properties that
any prior-data conflict measure should have, that it is related to some objective
Bayes notions such as Jeffreys’ prior and their extensions, and that the framework
extends easily to hierarchical settings. The method also has good properties in sim-
ple examples where calculations can be performed analytically, and also performs
well in more complex examples where we suggest and implement variational ap-
proximation methods for computations.
We next discuss some directions for future work.
Higher dimensional data and more complex models. In the development
in Chapter 2, we have considered cases where p ≥ n. However, many real mod-
ern applications involve ultra-high dimension, and it would be interesting to see
how well our methodology scales up to both higher dimensions and larger sample
sizes. Regarding the latter, variational methods are amenable to stochastic gradi-
ent descent implementations where the data is subsampled in each iteration of the
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variational optimization, and this is one advantage of the optimization based vari-
ational approach for large datasets.
Prior choice. In Chapter 3, it is also of interest for our history matching methodol-
ogy to consider more complex models; the most complex example considered there
involves the choice of four hyperparameter values, but again it is of interest to see
how well the history matching methodology scales to the choice of larger numbers
of hyperparameters in more complex models.
The best way to implement history matching also requires further investigation.
One area to examine further is the choice of the implausibility measure in the pro-
cedure. It is not clear whether the specific form for the implausibility measure that
was chosen in our analysis was the best one, or whether other tuning parameter
choices in the history matching procedure are best or capable of a more automated
implementation. We mainly focused on computational questions in our work, but
it is also worthy of further attention to consider how the methods and algorithms
developed are best integrated within an elicitation procedure in complex applied
problems.
We note that Simpson et al. (2015) have also considered a method recently for
prior elicitation that is well suited to a practical elicitation of hierarchical priors.
Another aspect of this work worthy of further investigation is whether greater use
can be made of the full set of prior distributions returned by the history match
in Bayesian sensitivity analyses. Here we have simply focused on choice of a single
“adequate” prior but there is clearly a richer source of information that can be used
in the results of the history matching procedure.
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Chapter 5. Conclusions and future work
In the literature on Bayesian model checking a distinction is often made (as de-
scribed in Chapter 4) between checking the data model and checking for prior-data
conflict. It would be interesting in our work in Chapter 3 on prior choice to con-
sider the role of different kinds of checks in the elicitation procedure. For example,
matching certain desired results for prior predictive checks for hypothetical data
might require changing the model rather than the prior and it would be nice if the
kinds of checks employed in the history matching elicitation procedure could be
informative about such questions.
Prior data conflict checks. One line of future development concerning the work
in Chapter 4 concerns the computational approximations developed to implement
the very expensive computations involved. We have suggested the use of variational
approximation methods as one way to relieve the computational burden, but no
doubt the methods we have used in the examples can be further improved. On the
more statistical side, Evans and Jang (2011a) define a notion of weak informativity
of a prior with respect to a given base prior, inspired by ideas of Gelman (2006), and
their particular formulation of this concept makes use of the notion of prior-data
conflict checks. It will be interesting to examine how the prior-data conflict checks
we have developed in Chapter 4 perform in relation to this application.
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A.1 Augmented horseshoe+ model derivation
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Expressions for q(σ2ξj) and µq(1/σ2ξj )
For each j = 1, . . . , (p+ n):
q(σ2ξj) ∼ IG
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and hence











Expressions for q(aξj) and µq(1/aξj )
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Expressions for q(η2j ) and µq(1/η2j )
For each j = 1, . . . , (n+ p):
q(η2j ) ∼ IG
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Eq(θ\σ2ε) {log p(y|θ)p(θ)} = Eq(θ\σ2ε)
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Expressions for q(aε) and µq(1/aε)
q(aε) ∼ IG
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A.1. Augmented horseshoe+ model derivation
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Expressions for lower bound
LB(q∗) = Eq(θ) [log p(y,θ)− log q(θ)]
= Eq(θ) [log p(y|θ)p(θ)− log q(θ)]
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− log [µq(1/σ2ε) + A−2ε ]+ µq(1/aε)µq(1/σ2ε),
where CLB is a constant, and
CLB = −n
2
log 2pi − 3(n+ p+ 1) log Γ(1
2
) + log Γ(
n+ p+ 1
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A.2 Full horseshoe+ model derivation
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A.2. Full horseshoe+ model derivation
Expressions for q(σ2βj) and µq(1/σ2βj )
For each j = 1, . . . , p:
q(σ2βj) ∼ IG
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A.2. Full horseshoe+ model derivation
Eq(θ\ηβj ) {log p(y|θ)p(θ)} = Eq(θ\ηβj )
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q(γ) ∝ exp{Eq(θ\γ) {log p(y|θ)p(θ)}}
Eq(θ\γ) {log p(y|θ)p(θ)} = Eq(θ\γ)
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Expressions for q(σ2γi) and µq(1/σ2γi )
For each i = 1, . . . , n:
q(σ2γi) ∼ IG
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Expressions for q(aγi) and µq(1/aγi )
For each i = 1, . . . , n:
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Expressions for q(η2γi) and µq(1/η2γi )
For each i = 1, . . . , n:
q(η2γi) ∼ IG
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Expressions for q(aηγ ) and µq(1/aηγ )
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Derivations:
q(aηγ ) ∝ exp
{
Eq(θ\aηγ ) {log p(y|θ)p(θ)}
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Eq(θ\σ2ε) {log p(y|θ)p(θ)} = Eq(θ\σ2ε)
{
log p(y|σ2ε , β˜,γ) + log p(σ2ε |aε)
}
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Expressions for q(aε) and µq(1/aε)
q(aε) ∼ IG
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Expressions for lower bound
LB(q∗) = Eq(θ) [log p(y,θ)− log q(θ)]
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where CLB is a constant, and















+ 2 log Γ(
n+ 1
2
) + log Γ(
p+ 1
2
)− p logAβ − n logAγ − logAε
A.3 Rank correlation screening
The following rank correlation screening procedure (Li et al., 2012) is used when
we implement robust initialization in p > n simulation.
Consider the linear model
y = Xβ + ε,
where X is an n × p matrix and β is a p × 1 vector. Firstly, standardize the data
matrix X so that each column of X has mean 0 and standard deviation 1. Let






I(Xik < Xjk)I(yi < yj)− 1
4
, k = 1, 2, . . . , p,
where I(·) is the indicator function. Then we sort |τ | in a decreasing order, and
consider the index set
s = {1 ≤ k ≤ p : |τk| is among the largest s values }
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and construct the submodel
y = Xsβs + ε.
Here s is a predetermined reasonable value. In this way, the original linear model
in which p > n can be reduced to a submodel in which s < n. In our simulation, s
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