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ABSTRACT
MIGHTEE is a galaxy evolution survey using simultaneous radio continuum, spectro-polarimetry, and spectral line
observations from the South African MeerKAT telescope. When complete, the survey will image ∼20 deg2 over the
COSMOS, E-CDFS, ELAIS-S1, and XMM-LSS extragalactic deep fields with a central frequency of 1284 MHz. These
were selected based on the extensive multiwavelength datasets from numerous existing and forthcoming observational
campaigns. Here we describe and validate the data processing strategy for the total intensity continuum aspect of
MIGHTEE, using a single deep pointing in COSMOS (1.6 deg2) and a three-pointing mosaic in XMM-LSS (3.5 deg2).
The processing includes the correction of direction-dependent effects, and results in thermal noise levels below 2 µJy
beam−1 in both fields, limited in the central regions by classical confusion at ∼8′′ angular resolution, and meeting
the survey specifications. We also produce images at ∼5′′ resolution that are ∼3 times shallower. The resulting
image products form the basis of the Early Science continuum data release for MIGHTEE. From these images we
extract catalogues containing 9,896 and 20,274 radio components in COSMOS and XMM-LSS respectively. We also
process a close-packed mosaic of 14 additional pointings in COSMOS and use these in conjunction with the Early
Science pointing to investigate methods for primary beam correction of broadband radio images, an analysis that is
of relevance to all full-band MeerKAT continuum observations, and wide field interferometric imaging in general. A
public release of the MIGHTEE Early Science continuum data products accompanies this article.
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1 INTRODUCTION
Radio continuum observations are a uniquely powerful tool
in the pursuit of understanding how galaxies form and
evolve over cosmic time, one of the key goals of modern
astrophysics. Radio emission arises from the cores of act-
ive galactic nuclei (AGN; White et al. 2015; Whittam et al.
2016), and their powerful jet-driven radio lobes (Laing et al.
2011; Fanaroff et al. 2021); star-formation in ‘regular’ galax-
ies can be detected via generally-fainter synchtrotron emis-
sion (Condon 1992; Jarvis et al. 2010; Delvecchio et al. 2021)
as well as from thermal emission at higher radio frequencies
(Murphy et al. 2017); and, on Mpc scales, radio observations
reveal diffuse radio haloes that trace the hot gas within galaxy
clusters, as well as the shock-driven relic structures that can
⋆ E-mail: ian.heywood@physics.ox.ac.uk
be found on their peripheries (van Weeren et al. 2019). Ad-
vances in instrumentation and data processing methods over
the last decade have led to a new generation of large-scale
radio surveys that are targeting the emission processes de-
scribed above to efficiently gather galaxy detections in stat-
istically significant numbers, and in a range of environments
out to the highest redshifts.
Telescope time is a finite commodity, and the most ef-
ficient way to conduct extragalactic surveys is to adopt a
tiered approach whereby areal coverage is traded for ob-
servational depth. Examples of on-going surveys that are
essentially covering the entire sky visible to their respect-
ive observatories are the Australian Square Kilometre Ar-
ray’s (ASKAP; Hotan et al. 2021) Rapid ASKAP Con-
tinuum Survey (RACS; McConnell et al. 2020; Hale et al.
2021) and forthcoming Evolutionary Map of the Universe
(EMU; Norris 2015) survey, the Very Large Array Sky Sur-
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vey (VLASS; Lacy et al. 2020), and at lower radio frequen-
cies the Galactic and Extragalactic All-sky Murchison Wide-
field Array survey (GLEAM; Hurley-Walker et al. 2017) and
the LOFAR Two-metre Sky Survey (LoTSS; Shimwell et al.
2017) being conducted on the Murchison Widefield Ar-
ray (MWA; Lonsdale et al. 2009) and Low Frequency Ar-
ray (LOFAR; van Haarlem et al. 2013) respectively. Com-
plementary to these are intermediate tier surveys that have
higher sensitivities over areas of ∼100s–1000s of square de-
grees, such as the VLA Stripe 82 surveys (Heywood et al.
2016; Mooley et al. 2016), the 325 MHz observations of the
Galaxy and Mass Assembly (GAMA) fields with the Gi-
ant Metrewave Radio Telescope (Mauch et al. 2013), and
the imaging surveys with the Westerbork Synthesis Radio
Telescope’s Aperture Tile In Focus (APERTIF) upgrade
(van Cappellen et al. 2021). Finally, over smaller areas, typ-
ically 1–10 deg2, we find the deepest radio surveys reach-
ing µJy sensitivities, well into the regime where regular star-
forming galaxies are dominating the radio source counts (e.g.
Prandoni et al. 2018; Matthews et al. 2021), for example the
deep VLA observations of the COSMOS field (Smolčić et al.
2017; van der Vlugt et al. 2021), the VLA Hubble Fron-
tier Fields survey (Heywood et al. 2021), the e-MERLIN
e-MERGE project (Muxlow et al. 2020), the LoTSS deep
fields (Tasse et al. 2020), and the ‘DEEP2’ observations
(Mauch et al. 2020) with the South African MeerKAT tele-
scope (Jonas & MeerKAT Team 2016).
MeerKAT consists of 64 × 13.5 m dishes with offset
Gregorian optics, providing an unblocked aperture. It is
equipped with three receiver bands; UHF (544 – 1088 MHz),
L-band (856 – 1712 MHz), and S-band (1750 – 3500 MHz).
Three-quarters of the collecting area is within a dense, 1 km
diameter core region, and the remaining dishes are situated
around the core, providing a maximum baseline of 8 km. The
large number of baselines, wide field of view (1 deg at L-
band), and low (∼20 K) system temperature all conspire
to make MeerKAT an exceptionally fast and capable syn-
thesis imaging telescope. The correlator can also deliver up to
32,768 frequency channels, delivering excellent spectroscopic
imaging capabilities.
Also coming in at the deep end is MIGHTEE (MeerKAT
International Gigahertz Tiered Extragalactic Explorations;
Jarvis et al. 2016). MIGHTEE is one of MeerKAT’s flag-
ship Large Survey Projects, a galaxy evolution survey that is
using simultaneous continuum, polarimetry (Sekhar et al.,
in prep.) and spectral line (Maddox et al. 2021) measure-
ments to investigate the formation and evolution of galax-
ies over cosmic time. It will use ∼1000 h of observations
with MeerKAT’s L-band receivers, with the goal of ima-
ging 20 square degrees over four extragalactic deep fields,
namely COSMOS, the Extended Chandra Deep Field South
(E-CDFS), the southermost field of the European Large Area
ISO Survey (ELAIS-S1), and the XMM-Newton Large Scale
Structure field (XMM-LSS). The deep multiwavelength data
in these fields is essential for obtaining redshifts for the radio
sources, and disentangling the relative contributions of star
formation and black-hole accretion to the total radio emis-
sion (White et al. 2017). The design of the MIGHTEE sur-
vey is such that the total intensity continuum images reach
the classical confusion limit of MeerKAT with RMS fluctu-
ations of approximately 2µJy beam−1. The field selection and
the large investment of telescope time from the observatory
provide MIGHTEE with an unrivalled combination of depth,
area, and corresponding multiwavelength data, pushing both
the survey parameters and the resulting science beyond the
state of the art.
This article presents a description (Section 2) and valid-
ation (Section 4) of the continuum data processing strategy
for the MIGHTEE survey. The wide field of view and ex-
treme instantaneous sensitivity of MeerKAT means that dir-
ection dependent calibration methods are necessary to reach
the requirements of the survey’s design. We use this pro-
cessing strategy to provide the ‘Early Science’ continuum
data products for the MIGHTEE survey (Section 3), namely
a single pointing in the COSMOS field, and a three-pointing
mosaic in the XMM-LSS field, from which we extract com-
ponent catalogues (Section 3.3).
In designing and validating our data processing strategy,
we conducted an investigation of some different primary beam
correction methods for broadband radio continuum imaging,
and we include the results of this investigation here, as it is
more broadly relevant for widefield, full-band imaging with
MeerKAT, and modern radio interferometers in general. We
provide a public data release1 of the catalogue and image
products with this article. In the interests of reproducibility,
and to provide even more detail on our processing methods
for the truly curious, the scripts that were written to process
the MIGHTEE data are made available online2 (Heywood
2020c). These have already proven to be suitable for general,
semi-automatic processing of MeerKAT continuum observa-
tions, and continue to be developed.
2 OBSERVATIONS AND DATA PROCESSING
In addition to providing an initial release of continuum data
to the community, the Early Science phase of MIGHTEE
has also been used to develop and refine the data processing
methods for the full-scale survey. This section provides a
summary of the Early Science observations, and a detailed
description of the full-band, Stokes I continuum imaging
strategy. Numerous software packages are used, as cited in
the sections that follow.
2.1 MeerKAT observations
The properties of the MeerKAT observations that make up
the MIGHTEE continuum Early Science products are lis-
ted in Table 1. In total there are 25 h of observations in
COSMOS for an on-source time of 17.45 h. For the three
pointings in XMM-LSS there are 16.05, 16.12 and 16.03 h
for XMM-LSS_12, XMM-LSS_13 and XMM-LSS_14, with
12.41, 12.45 and 12.43 h of on-source time respectively. The
observational setup depends slightly on the vintage of the
observing block. Typically, primary calibrators were visited
for 5-10 minutes, at least twice per block, and secondary cal-
ibrators were visited for 2-3 minutes following every 20-30
minute target scan. As part of the verification of the Early
Science data (Section 4) we also image and make use of all
1 https://doi.org/10.48479/emmd-kf31
2 v0.1; https://github.com/IanHeywood/oxkat
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of the pointings available in COSMOS at the time of writ-
ing, although these image products are not part of the Early
Science data release. These additional observations are sum-
marised in Table B1. For all observations used in this paper
the correlator integration time was 8 s per visibility point.
2.2 Flagging and reference calibration (1GC)
Each individual MeerKAT observation, as itemised in Tables
1 and B1, is a self-contained block containing scans of the
target as well as scans of appropriate primary and second-
ary calibrator sources3. These calibrator sources are used to
derive corrections for instrumental and propagation effects
that are then applied to the target data, a process known as
first-generation calibration, or 1GC.
For each observation we used the KAT Data Access Lib-
rary4 to convert the visibility data into Measurement Set
format (Kemball & Wieringa 2000). Flags generated by the
telescope’s control and monitoring system were applied, and
frequency averaging was also performed at this point to re-
duce the number of channels (natively either 4096 or 32768)
to 1024. Basic flagging commands were applied to all fields us-
ing casa (McMullin et al. 2007). The bandpass edges and the
Galactic neutral hydrogen line were flagged for all baselines.
Frequency ranges containing persistent radio frequency inter-
ference (RFI) were flagged on spacings shorter than 600 m.
The auto-flagging algorithms tfcrop and rflag were used
on the calibrator fields with their default settings.
The primary calibrator was used to derive delay and band-
pass solutions (both per-scan), and frequency-independent
complex gain corrections amplitude and phase terms (per
integration time) using the gaincal and bandpass tasks
in casa. We used the Reynolds (1994) model (see also
Heywood et al. 2020b) to predict the spectral behaviour of
the standard calibrator PKS B1934−638. In the case of the
primary calibrator being PKS 0408−65, we assume a point
source model with a flux density of 17.066 Jy beam−1, and
a spectral index5 of −1.179, the reference frequency being
1284 MHz. The calibration is iterative, with rounds of auto-
flagging on residual (corrected − model) visibilities taking
place before the next iteration.
The gain solutions derived from the primary were applied
to the secondary calibrator. We derived complex gain correc-
tions (one solution per scan) from the scans of the second-
ary calibrator in eight spectral bins. These gains were scaled
according to the gain amplitudes derived from the primary
calibrator, using the casa fluxscale task, allowing us to de-
termine a polynomial model of the intrinsic spectral shape of
the secondary calibrator. We then derived per-scan complex
gain corrections from the observations of the secondary using
this intrinsic model with the gaincal task. This process com-
pensates for the effects of the large fractional bandwidth of
MeerKAT. If the secondary calibrator deviates significantly
from being spectrally flat, then the flux scale may be biased
if this is not taken into account.
3 Polarisation calibrators are also included, however we do not
make use of them for the total intensity continuum processing.
4 https://github.com/ska-sa/katdal
5 Note that throughout this paper we adopt the convention that
the flux density S is related to frequency ν via the spectral index
parameter α: S ∝ να.
The final reference calibration step was to apply the gain
solutions to the target data, which were then split out into
a separate Measurement Set and flagged using the tricol-
our
6 package. Following the removal of the low-gain band-
pass edges there is approximately 800 MHz of usable band-
width. A further loss of about 50 per cent of the data within
this region is typical following auto-flagging. The RFI occu-
pancy is strongly dependent on baseline length, and most of
this loss occurs on spacings shorter than 1 km in the core of
MeerKAT (see also Mauch et al. 2020).
2.3 Direction-independent self-calibration (2GC)
The use of the target data themselves to further refine the
antenna-based gain corrections is known as self-calibration,
or second-generation calibration (2GC). Multi-frequency syn-
thesis (MFS) images of the target data were made using
wsclean (Offringa et al. 2014). The full-band data were im-
aged without a cleaning mask, with deconvolution terminat-
ing after 100,000 clean components or when the peak residual
reaches 20 µJy beam−1, whichever occurs first. A clean mask
was derived from the resulting image, excluding regions be-
low a local threshold of 6σ, where σ is an estimate of the
local pixel standard deviation. We estimate σ as a function
of position following the method of Tasse et al. (2020). Con-
sider a set of n pixel brightness measurements X, drawn from
an image with pixels that follow a normal distribution with
a mean of 0 and a standard deviation of 1. The cumulative












where erf is the Gaussian error function. This allows a factor
to be derived that converts a measurement of min{X} to σ for




The number of measurements n is governed by the sliding
box size within which min{X} is evaluated for each pixel
in the image. The MIGHTEE fields are dominated by com-
pact sources, and we find that a value
√
n = 50 gives high
completeness, returning large numbers of true sources across
the full field whilst excluding positive artefacts surrounding
brighter sources. Minimum statistics are a good estimator of
local noise since thermal noise should be symmetric about
zero, and the corrupted PSF that dominates regions blighted
by calibration artefacts also has correspondingly lower neg-
atives. The filter is, however, not sensitive to true source con-
fusion which manifests itself as a positive tail on a histogram
of pixels drawn from a total intensity radio image. Following
the creation of the deconvolution mask the original blind-
clean image is discarded and the data are re-imaged using
this mask.
All images extend into the sidelobes of the primary beam
in order to deconvolve and model the many sources which
are readily detected by MeerKAT in those regions. The total
image extent is 10240 × 10240 pixels, each pixel spanning
1′′.1 for a total image extent of 3.13 × 3.13 deg2.
The multi-frequency clean components from the masked
image were used to predict a visibility model in eight
spectral bins, and the data were self-calibrated using the
6 https://github.com/ska-sa/tricolour
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Table 1. Properties of the MeerKAT observations of the COSMOS and XMM-LSS fields that form the MIGHTEE Early Science data.
Date Block ID Field RA Dec Track On-source Nchan Nant Primary Secondary
(UT, J2000) (h) (h) calibrator calibrator
2018-04-19 1524147354 COSMOS 10h00m28.s6s +02◦12′21′′ 8.65 6.1 4096 64 J0408-6545 3C237
2018-05-06 1525613583 COSMOS 10h00m28.s6s +02◦12′21′′ 8.39 5.1 4096 62 J0408-6545 3C237
2020-04-26 1587911796 COSMOS 10h00m28.s6s +02◦12′21′′ 7.98 6.25 32768 59 J0408-6545 3C237
2018-10-06 1538856059 XMMLSS_12 02h17m51s -04◦49′59′′ 8.02 6.22 4096 59 J1939-6342 J0201-1132
2018-10-07 1538942495 XMMLSS_13 02h20m42s -04◦49′59′′ 8.07 6.22 4096 59 J1939-6342 J0201-1132
2018-10-08 1539028868 XMMLSS_14 02h23m22s -04◦49′59′′ 8.03 6.19 4096 60 J1939-6342 J0201-1132
2018-10-11 1539286252 XMMLSS_12 02h17m51s -04◦49′59′′ 8.05 6.23 4096 63 J1939-6342 J0201-1132
2018-10-12 1539372679 XMMLSS_13 02h20m42s -04◦49′59′′ 8.03 5.92 4096 62 J1939-6342 J0201-1132
2018-10-13 1539460932 XMMLSS_14 02h23m22s -04◦49′59′′ 8.0 6.24 4096 62 J1939-6342 J0201-1132
casa gaincal task.7 Frequency-independent phase correc-
tions were derived for every 64 seconds of data, and an amp-
litude and phase correction was derived for every target scan,
with the solutions for the former applied while solving for
the latter. The self-calibrated data were then re-imaged us-
ing wsclean, and the cleaning mask was refined based on
the self-calibrated image, and a lower local noise threshold of
5.5σ.
2.4 Direction-dependent self-calibration (3GC)
The dynamic range of the MIGHTEE images is limited by the
presence of direction dependent effects (DDEs). At L-band
these are principally caused by the time8, frequency, and dir-
ection dependent variations in the antenna primary beam
pattern, coupled with pointing errors. DDEs manifest them-
selves in the radio images as error patterns resembling a cor-
rupted point spread function (PSF) around off-axis sources of
moderate brightness (e.g. stronger than a few tens of mJy).
Images from all modern radio telescopes with high sens-
itivities and broad bandwidths tend to be DDE-limited at
some level, and as such many techniques have emerged for
dealing with these effects, the so-called third-generation [of]
calibration, or 3GC. Visibility-domain treatments include
the use of differential gains (Smirnov 2011b,c), which is
a multi-directional successor to single-source peeling. Ap-
proaches that are based on image plane operations in-
clude A-Projection, which corrects for DDEs using con-
volution kernels applied during gridding of the visibilities
(Bhatnagar, Rau, & Golap 2013), and faceting schemes that
apply corrections assuming that DDEs are piecewise con-
stant on a per-facet basis when producing a wide-field image
(Tasse et al. 2018). For the MIGHTEE continuum processing
we primarily adopt the latter image plane facet based ap-
proach (Section 2.4.2), with visibility domain treatments for
certain pointings that require it (Section 2.4.1).
7 Note that for full-survey MIGHTEE continuum data this step
has been replaced by a phase and delay self-calibration operation
using cubical (Kenyon et al. 2018), which has been demonstrated
to yield improved results (as implemented in oxkat v0.2). The
latest version is recommended always.
8 Although the MeerKAT primary beam pattern has relatively low
sidelobes, the main lobe is not circularly symmetric. The telescope
mount causes this pattern to rotate on the sky as an observation
progresses. The main lobe variation in the beam holography cor-
responds to a ∼5% amplitude variation at the nominal half-power
point over the course of a full track.
2.4.1 Peeling a problem source
Pointings that have a single, dominant, problematic source
(typically an off-axis source with an apparent flux density
upwards of ∼100 mJy beam−1) can be subjected to an addi-
tional processing step. This involves modelling the source and
its associated DDE and subtracting it from the visibility data-
base entirely, a process more generally known as peeling. This
is achieved by imaging the data with wsclean, with masked
deconvolution over a high number of sub-bands (32 by de-
fault), and with lower Briggs (1995) robust weighting (−0.6
by default) in order to obtain a model with high angular and
spectral resolution. Model visibilities are then predicted into
two separate columns in the Measurement Set, one of which
contains only the problem source, and one containing the rest
of the sky model. The cubical package (Kenyon et al. 2018)
is then used to solve for a direction-independent gain term
(G, with a default time / frequency interval of 2.4 min /
256 channels) using the complete sky model, whilst simul-
taneously solving for an additional complex gain term (dE,
with a default time / frequency interval of 9.6 min / 64 chan-
nels) against a model that contains only the problem source.
The model of the problem source is then subtracted from the
visibilities with dE applied, and the residual visibilities con-
taining the rest of the sky are corrected with G, ready for
subsequent imaging.
An illustrative Measurement Equation (Smirnov 2011a)
that describes the problem of direction-dependent calibration












where V is the visibility matrix, p and q represent antenna in-
dices, and X is the coherency matrix for source (or direction)
s. When subtracting a single dominant source s = {0, 1},
and the dE terms are fixed to unity for s = 0. Direc-
tion 0 is represented in this case by the full clean component
model covering the entire field of view down to the cleaning
threshold, minus the dominant source.
The legacy approach to peeling involves phase-rotation of
the visibilities to the direction of the problem source, self-
calibrating on that source using a direction-indepenent solver
such as the casa gaincal task, subtracting the model per-
turbed by the best-fitting gain solutions, and then undoing
the phase-rotation and gain corrections to form the residual
visibilities.
The simultaneous solving of G and dE offered by cubical
(and first introduced by meqtrees; Noordam & Smirnov
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2010) is facilitated by the implementation of an explicit
Measurement Equation such as the one above. This has
two main advantages over the legacy approach, namely:
(i) the inclusion of global G solution means that the re-
sidual visibilities are less prone to biases such as ghost
sources (e.g. Grobler et al. 2014) and flux suppression (e.g
Mouri Sardarabadi & Koopmans 2019); (ii) the process is
fully general and can subtract multiple problematic sources
simultaneously rather than iteratively.
For the Early Science data the peeling step was applied
to only two observing blocks, which were those from the
XMMLSS_13 pointing, in order to suppress the effects of
the strong compact double source at J2000 02h21m43.s14
−04◦13′46.′′6s. However for the full survey this process will
be routine for many of the pointings in E-CDFS and ELAIS-
S1, both of which are known to contain a dominant confusing
source.
2.4.2 Facet-based DDE corrections
Direction-dependent corrections were made by imaging the
visibilities, either those produced following the 2GC stage
(Section 2.3), or those produced by the peeling step (Section
2.4.1), with ddfacet (Tasse et al. 2018). Multiple Measure-
ment Sets containing data from a common pointing centre
are brought together at this stage.
The refined cleaning mask produced following self-
calibration was used. Högbom (1974) CLEAN was used for
decovolution in 8 frequency sub-bands, with the termination
thresholds set to 100,000 iterations or a residual peak of 3µJy
beam−1, ensuring a deep clean is performed within the mask,
and a deep sky model is produced. The resulting model was
manually partitioned into typically ∼10 directions, the exact
number depending on the location of off-axis problem sources
in the field being imaged, as well as the need to retain suitable
flux in the sky model per direction. The killms package (e.g
Smirnov & Tasse 2015) was then used to solve for a complex
gain correction for each direction with a time / frequency
interval of 5 min / 128 channels.
Another run of ddfacet reimaged the data, applying these
directional corrections. For all imaging steps prior to this
point (except in the case where a strong source is peeled
using a higher resolution model) we use a Briggs’ robustness
parameter value of −0.3. However for the final images we
run ddfacet twice, with robust values of 0.0 to generate
an image optimised for sensitivity, and −1.2 to produce a
shallower image with higher angular resolution to aid with
the multiwavelength cross-matching process.
An example of the directional partitioning can be seen in
Figure 1, with the thirteen regions (tesselations) used in the
case of the Early Science COSMOS field (the position of
which is shown by the central ‘+’ marker’) delineated by
the grey convex polygons, representing the patches of sky
over which a unique killms solution is applied. Figure 1 also
shows the full area that is imaged, with the inner and outer
concentric circles showing the distance from the phase centre
at which the primary beam gain has nominally dropped to
values of 0.5 and 0.3 respectively. The background image of
Figure 1 shows a saturated version of the full COSMOS im-
age, and many sources outside the 30% primary beam level
are visible. Please refer to the caption of Figure 1 and Section
4.5 for further information.
Figure 1. A schematic diagram of the COSMOS field. This shows
the full extent of the images formed during the processing of the
MIGHTEE continuum data, and the grey polygons show the tes-
selation pattern over which directional gain corrections are applied
in the case of the COSMOS pointing (see Section 2). The imaged
area is significantly larger than the main lobe of the MeerKAT
primary beam, the 50% (0.97 deg2) and 30% (1.62 deg2) levels
of which are shown by the concentric circles. The central ‘+’ sym-
bol marks the MIGHTEE Early Science COSMOS pointing centre.
The numbers mark the locations of the additional pointings used
in the analysis in Section 4.5, as summarised in Appendix B. The
surrounding circles show the range of the nominal 97% cut of the
primary beam pattern for each pointing. The additional ‘+’ marker
close to pointing 4 is the pointing centre of the CHILES survey
(Fernández et al. 2013), and the blue box shows the coverage of
the VLA-COSMOS 3 GHz Large Project (Smolčić et al. 2017).
2.5 Restoring beams, primary beams, and
mosaicking
We perform a post-processing step on the image products
in order to impart uniform angular resolution to the mosa-
icked continuum products, within each of the four MIGHTEE
Early Science fields. The clean component model produced by
ddfacet is convolved with a circular Gaussian, the size of
which is selected to slightly exceed the size of the largest ma-
jor axis (for each of the two weighting settings) from the list
of fitted restoring beams for the pointings in and given field.
In the case of the Early Science data this was only applicable
to XMM-LSS, however the COSMOS field was processed in
the same way for consistency9. Following the convolution of
the clean component model, we convolved the residual image
with a homogenization kernel computed using the pypher
package (Boucaud et al. 2016). The goal here is to bring the
residual image to a resolution that closely matches that of
the restored model, assuming that the fitted restoring beam
9 This process was also used for the full COSMOS mosaic (Sec-
tion 4.5 and Appendix B) to give the constituent images matched
resolution.
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well-approximates the shape of the main lobe of the synthes-
ised beam (the true PSF). Following these two convolution
operations, the model and residual images were summed. The
differing of the synthesised beams from pointing to pointing
is much less of an issue for MIGHTEE than for larger-area
snapshot surveys, as the long tracks and relatively compact
mosaics do not give rise to significant variations. However
this process ensures that the mosaics can be delivered with
restoring beam information in the header that is consistent
across each of the constituent fields in a mosaic, which is be-
neficial for photometric accuracy (see Section 4.2), as well as
image-plane stacking experiments and P (D) measurements
(Scheuer 1957; Condon et al. 2012).
The convolved image products for each pointing were cor-
rected for primary beam attenuation by dividing them by a
model of the Stokes I primary beam pattern, evaluated at
1284 MHz using the eidos (Asad et al. 2021) package. The
main lobe of MeerKAT’s primary beam is not circularly sym-
metric, resulting in a beam gain that varies with azimuthal
angle by ∼5% at the nominal half-power point. We smear
this variation out by azimuthally-averaging the beam model
prior to the division.
Finally, the image products at both resolutions were mo-
saicked together using the montage10 software, using the
usual variance-weighted linear combination of pointings, and
blanking pixels in each of the constituent images beyond the
distance from the phase centre where the beam gain nomin-
ally drops below 0.3.
3 EARLY SCIENCE CONTINUUM DATA
PRODUCTS
The observations listed in Table 1 were processed using the
methods described in Section 2, and the resulting images
presented here form the basis of the MIGHTEE Early Sci-
ence continuum data. The subsections that follow describe
the final total intensity images, as well as additional derived
image and catalogue products.
3.1 Total intensity images
The total intensity MIGHTEE Early Science images for COS-
MOS and XMM-LSS are shown in Figures 2 and 3 respect-
ively. These images are both the low resolution / high sens-
itivity variants, imaged with a robust weighting value of 0.0,
with angular resolutions of 8′′.6 and 8′′.2 for COSMOS and
XMM-LSS respectively.
We measure the thermal noise in these images by taking
the RMS of the pixel values in clean, source-free regions away
from the main lobe of the primary beam in the images prior
to primary beam correction. In the robust 0.0 COSMOS im-
age, the thermal noise is 1.7 µJy beam−1. The deepest com-
bined part of the robust 0.0 XMM-LSS mosaic reaches 1.5
µJy beam−1. Both of these values exceed the design goals
of the MIGHTEE survey, which was to reach a depth of 2
µJy beam−1, based on simulations of the angular resolution
of MeerKAT, its sensitivity, and the expected classical con-
fusion limit.
10 http://montage.ipac.caltech.edu/
The central regions of the robust 0.0 images are indeed lim-
ited by classical confusion rather than thermal noise. Clas-
sical confusion imposes a fundamental limit to the depth of
an astronomical image, occuring when the surface density of
discrete sources increases to the point where the angular res-
olution of the instrument is no longer sufficient to separate
them. An often used definition of classical confusion is that
it occurs when the number of synthesised beam solid angles
per source falls below some value (typically 10–20). There
is however no formal way to determine the level at which it
affects an image. The classical confusion limit depends not
only on the angular resolution of the image but its depth
(coupled to the shape of the source counts function), as well
as local astronomical clustering and sample variance effects
(Heywood, Jarvis, & Condon 2013). For example, the RMS
of the pixels in the central region of the (robust 0.0) resid-
ual COSMOS image is ∼5.5 µJy beam−1, although this will
contain some contribution from the sub-5.5σ sources that did
not get included in the final cleaning mask, were not decon-
volved, and thus are still present in the residual image. This
is therefore likely an overestimate of the true confusion limit.
Figure 4 shows the inner 0.75 × 0.375 deg2 of the COS-
MOS image, in order to contrast the image in Figure 2 with
its higher angular resolution, less confused counterpart. The
higher angular resolution (robust −1.2) images in COSMOS
and XMM-LSS are not limited by classical confusion, and
have 1σ noise levels of 5.5 and 6 µJy beam−1 respectively.
The angular resolution of the robust −1.2 images is 5′′ in
both of the Early Science fields.
3.2 Effective frequency images
The antenna primary beam response causes the gain of a
telescope to be a strong function of direction, but the pat-
tern width is also inversely proportional to the observing fre-
quency. Although MFS imaging techniques allow broadband
interferometric data to be used to produce deep continuum
images, the effective frequency at which each pixel samples
the sky brightness distribution in the final image can dif-
fer significantly from the nominal band centre frequency. A
source catalogue derived from a broadband image or mosaic
will contain flux density and brightness measurements that
are made at a range of effective observing frequencies. Here
we determine the effective observing frequency as a function
of position in order to provide consistent measurements in
the source catalogues (see Section 3.3).
For each individual pointing, we calculate the effective fre-
quency (for a spectrally flat source) νeff for each pixel (x,y)
in the full-band image using the weighted mean
νeff(x, y) =
∑








where Ai(x, y) is the primary beam attenuation at pixel (x, y)
for sub-band i, and σi is the 1σ noise level in sub-band i.
The noise levels are measured directly from each of the eight
sub-band images. It is assumed that these sub-band sensit-
ivity measurements coarsely capture several effects, includ-
ing the differing amount of RFI losses in each sub-band, the
frequency-dependent system temperature, and the imaging
weights. The effective frequency will also be sensitive to the
latter, since the robust −1.2 images will give more weight to
longer baselines, and RFI generally affects shorter spacings.
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Figure 2. The MIGHTEE COSMOS Early Science image. The angular resolution is 8′′.6, and while the thermal noise in the data is 1.7
µJy beam−1 this map is limited by classical confusion at approximately 4.5 µJy beam−1. The image covers 1.6 deg2 and contains almost
10,000 radio components with peak brightnesses exceeding 5σlocal (see Section 3.3 for details). The pair of giant radio galaxies reported
by Delhaize et al. (2021) are visible towards the top and in the lower third of the image.
The relative contribution of RFI-prone regions will thus be
decreased in images made with weighting that is closer to
uniform.
For the XMM-LSS field, the three per-pointing effective fre-
quency maps are mosaicked together using the same weight-
ing scheme as was used for the total intensity mosaic shown
in Figure 3. The suitability of using a narrowband primary
beam correction factor in a broadband MFS image is a sep-
arate issue that we investigate in Section 4.5.
Figure 5 shows histograms of the effective frequency dis-
tribution as a function of area for both the COSMOS and
XMM-LSS images, and for each of the two robust values
that the data were imaged with. The weighting that deliv-
ers higher angular resolution has a lower effective frequency,
consistent with the distribution of the RFI across MeerKAT’s
L-band, and it affecting primarily shorter spacings. The range
of effective frequencies in the mosaic spans approximately
100 MHz in all cases, and deviates from the nominal band
centre frequency by a maximum of 157 MHz (the lowest ef-
fective frequency in the high resolution XMM-LSS mosaic).
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Figure 3. The three-pointing MIGHTEE Early Science mosaic covering 3.5 deg2 of the XMM-LSS field, with an angular resolution of
8′′.2.
This corresponds to a maximum flux density correction factor
of 8.4 per cent for a source with a spectral index of −0.7. We
return to this issue in the context of the Early Science source
catalogues in Section 3.3.4.
3.3 Radio component catalogues
Here we describe the production of the catalogues for the
MIGHTEE Early Science continuum data. This process
makes use of an automated source finder to extract features
from the image. The resulting database of components is then
processed further, making use of some of the additional im-
age products described above. We refer to the ‘raw’ output of
the source finding software as the Level-0 catalogue, and the
processed catalogue as the Level-1 catalogue, both of which
are made available. The structure of the Level-1 catalogue
is given in Appendix A. The cross-identification of the radio
components with their optical / NIR counterparts (Level-2
catalogues) will be presented by Prescott et al. (in prep.).
3.3.1 Source finding
We used the pybdsf source finder (Mohan & Rafferty 2015)
to locate and characterise components in the primary beam
corrected COSMOS image, and the XMM-LSS mosaic.
Briefly, pybdsf works by using a sliding box to estimate the
local background noise (σlocal) as a function of position in the
image. It then locates pixels in the image whose brightness ex-
ceeds the local background noise by some factor (in this case
5σlocal). A flood-fill algorithm is then used to identify islands
of contiguous emission down to some secondary threshold,
in this case 3σlocal. These islands are then iteratively fit-
ted with point and 2D Gaussian components, and pybdsf
then attempts to group point and Gaussian components into
sources, based on the brightness of the pixels between com-
ponents in relation to the secondary threshold, and a separa-
tion criterion based on the measured sizes of the components.
A catalogue describing the properties of the components and
source groupings is then exported, and this raw output forms
our Level-0 catalogue products. The Level-0 catalogues de-
rived from the robust 0.0 images contain 9,915 and 20,397
components in COSMOS and XMM-LSS respectively. The
steps in the sections that follow describe the modifications
and additions that are made to produce the Level-1 cata-
logues.
3.3.2 Visual inspection
We visually examined the components by overlaying them
on the FITS images for COSMOS and XMM-LSS. Spurious
features around strong sources were removed. The nearby
(z = 0.007651, see also Maddox et al. 2021) spiral galaxy
NGC 895 (RA 02h21m36.s47 -05◦31′17.′′0) in XMM-LSS is also
bisected by the edge of the mosaic where the primary beam
cut-off was applied, so the incomplete set of components asso-
ciated with this source was also removed from the catalogue.
In total, 19 and 123 components were removed from COS-
MOS and XMM-LSS respectively, bringing their total num-
bers of components to 9,896 and 20,274. Note that although
pybdsf makes some attempt to group components together
into sources, the results are generally not perfect. Users of
the catalogue products who wish to detemine the properties
of extended sources that consist of many components should
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Figure 4. The central 0.75 × 0.375 deg2 of the COSMOS Early Science image, showing the effects of the two different weighting schemes.
The upper and lower images have angular resolutions of 8′′.6 and 5′′ respectively. The higher angular resolution image is noise limited
rather than confusion limited, with a 1σ noise level of 5.5 µJy beam−1.
perform this grouping manually. Prescott et al. (in prep.) will
provide a Level-2 catalogue that groups the radio compon-
ents of a particular source together, in addition to identifying
the optical hosts of the MIGHTEE continuum detections.
3.3.3 Resolved sources
Following Murphy et al. (2017), the deconvolved size
(θM × θm) of a Gaussian component with a fitted size of
(φM × φm), where the M and m subscripts denote the ma-
jor and minor axes respectively, is given by
θM =
√
φ2M − θ2beam (4)
where θbeam is the FWHM of the circular restoring beam (and
similarly for θm and φm; see Wild 1970 for the equations for
the generalised case involving an elliptical restoring beam).
Dropping the M and m subscripts, the uncertainty in the
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Figure 5. Histogram of the effective frequency values as a function
of area for the COSMOS pointing (upper panel) and the XMM-LSS
mosaic (lower panel). The two plots per panel show the distribu-
tions for the two different robust (r) values used in the imaging.
The range of effective frequencies present in both images spans ap-
proximately 100 MHz. The vertical lines show the mean effective
frequencies of each of the four images.
where σφ is the uncertainty in the fitted image component,
as returned by pybdsf. A source is deemed to be reliably
resolved if its deconvolved major axis size exceeds the FWHM
of the restoring beam by
φM − θbeam ≥ 2σφM . (6)
For each component in the Level-0 catalogue we compute
the deconvolved source sizes and associated uncertainties ac-
cording to Equations 4 and 5, and evaluate the relationship
given in Equation 6 to flag sources that are deemed to be reli-
ably resolved. The resulting values are provided in the Level-
1 catalogues. For sources where pybdsf returns unphysical
fitted source sizes (i.e. the major or minor axes of the fit-
ted components have extents that are smaller than that of
the restoring beam), the Level-1 catalogues contain zeros for
the deconvolved component sizes. The number of components
that are flagged as resolved are 898 (10%) and 1376 (7%) in
COSMOS and XMM-LSS respectively.
3.3.4 Effective frequencies
For each component in the catalogue we extracted the effect-
ive frequency (νeff) at its position from the maps described
in Section 3.2, assuming a spectral index of −0.7, in order to
correct the flux density and peak brightness measurements to
a common frequency of 1.4 GHz. This frequency is selected
as it is the commonly used reference frequency for previous
L-band continuum studies. As noted in Section 3.2 this cor-
rection factor will be at most 8.4% for the canonical synchro-
tron spectral index of −0.7. The mean correction factor across
both Early Science fields is 4%, with a standard deviation of
1%.
4 DISCUSSION
Parts of the following subsections rely on the cross-matching
of the component catalogues with additional catalogues,
either from observations made with the VLA, or with those
derived from alternative processing (see Section 4.5) of the
MIGHTEE data. This is primarily for validation of the
MIGHTEE continuum data products. In all cases where a
cross-match is performed we conduct a nearest-neighbour
match, and enforce the criteria that the radial separation of
the two components must be less than 1′′, and the compon-
ents in both catalogues must be described only by a single
point or Gaussian component. The latter is to minimise any
biases introduced by differing angular resolution, or sensitiv-
ity to extended emission. In the case where we make use of
VLA data, rather than using the published catalogues, we ob-
tain the radio images and run pybdsf on them as described
in Section 3.3.1 in order to further ensure that the catalogues
being matched are as consistent as possible.
4.1 Astrometry verification
The absolute positional accuracy of a radio source is determ-
ined by a statistical component that is related to the signal-
to-noise ratio (SNR) of the source and the angular resolution
(e.g. Condon 1997), as well as a systematic component that
is governed principally by the accuracy of the calibrator po-
sitions, and the transfer of the gain solutions derived from
them. Atmospheric effects and primary beam phase gradi-
ents can also play a role in the wide field regime.
Determining the positional accuracy of the MIGHTEE
data is important, as the potential of the data is fully real-
ised when it is combined with observations of these fields
from other facilities, including radio observations at other fre-
quencies. Early observations made with MeerKAT had some
potential issues that caused systematic errors in the meas-
ured positions of sources (Mauch et al. 2020, see also Knowles
et al., submitted). The primary effects were: (i) timestamp
offsets of 2 s (one correlator-beamformer interval), causing
u, v, w coordinate errors that manifested as an apparent ro-
tation about the phase centre; (ii) erroneous pointing (or
catalogued) positions for calibrator sources, introducing posi-
tional offsets corresponding to that error into the target field
if the calibrator was assumed to be a at the phase centre.
A third consideration is the presence of significant structure
in the emission of either the calibrator itself, or in the sur-
rounding field. The effect of this has on the gain solutions is
qualitatively similar to case (ii) above.
The first issue above was fixed by recomputing the u, v, w
coordinates in the first stages of the data processing, and the
MIGHTEE data were not ostensibly affected by the second
issue. We investigate any remaining unforeseen astrometric
issues by comparing the positions of the MIGHTEE sources
to those measured from two surveys using the VLA, both
of which have superior angular resolution to MeerKAT. In
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Figure 6. Differences between the MeerKAT and VLA positions
for the matched components as described in Section 4.1. The fig-
ures show a 2D log-scale histogram of the distribution for COS-
MOS and XMM-LSS, and the cross shows the mean offset values,
with the extent of the cross being 1σ in both directions. The mean
(RA,Dec) values are (-0′′.27 ± 0′′.01, -0′′.19 ± 0′′.01) and (-0′′.20
± 0′′.01, -0′′.43 ± 0′′.01) for COSMOS and XMM-LSS respect-
ively, with the uncertainties quoted here being the standard error
of the mean. The dashed box in the centre of the Figure shows the
extent of a single map pixel (1.′′1 × 1.′′1) in the MIGHTEE data.
COSMOS we make use of the VLA-COSMOS 3 GHz Large
Project (Smolčić et al. 2017) with an angular resolution of
0′′.75, and in XMM-LSS the positional measurements of a
1.5 GHz survey with 4′′.5 angular resolution (Heywood et al.
2020a). Both of these VLA surveys are shallower than the
robust 0.0 MIGHTEE Early Science images, however they
cover slightly larger areas in both fields.
Figure 6 shows the differences in RA and Dec between the
MeerKAT and VLA components for COSMOS (upper panel)
and XMM-LSS (lower panel). The mean offsets in (RA, Dec)
are (-0′′.27 ± 0′′.01, -0′′.19 ± 0′′.01) for COSMOS, and (-
0′′.20 ± 0′′.01, -0′′.43 ± 0′′.01) for XMM-LSS, with the un-
certainties quoted being the standard error of the mean. The
positions of the mean offsets are marked on the figure by
the blue ‘+’ symbol, the extent of which shows the standard
deviation of the underlying offset distribution.
The forthcoming Level-2 catalogues (Prescott et al., in
prep) contain host galaxy information from the visual cross-
matching of the MIGHTEE Early Science data with the op-
tical/NIR data (the latter being tied to the GAIA DR2 as-
trometric frame; Gordon et al. 2021). This process reveals
mean offsets between the MIGHTEE positions and their op-
tical/NIR hosts of (-0′′.03, 0′′.01) in (RA, Dec) in the COS-
MOS field. But users of the MIGHTEE Early Science data
should be aware that sub-pixel astrometric errors may be
present between the MIGHTEE data and an external data
set.
4.2 Photometry verification
Here we validate the integrated flux density measurements
from the MIGHTEE Early Science catalogues (Section 3.3)
by comparing them to matched components measured with
the VLA. For the COSMOS field we use the 1.4 GHz meas-
urements from the VLA-COSMOS Survey (Schinnerer et al.
2010) which was observed with a combination of the exten-
ded A and compact C configurations of the VLA. While
this has significantly higher angular resolution (1′′.5) than
MIGHTEE, we opt for this over the deeper VLA-COSMOS
3 GHz Large Project (Smolčić et al. 2017) as the observing
frequency is much closer to that of MIGHTEE and reduces
the uncertainty introduced by spectral index corrections.
Similarly, to compare the integrated flux density measure-
ments in the XMM-LSS field we use a VLA mosaic at L-
band made from observations in the more compact C and
D configurations (Peters 2019). This mosaic uses the same
pointing grid as the B-configuration mosaic used in Section
4.1 (Heywood et al. 2020a). Although the depth is shallower
than the B-configuration mosaic, the angular resolution is
lower, and the short spacing coverage is much better than
that of the B-configuration mosaic.
The cross-matched VLA and MeerKAT components are
shown on Figure 7 for the COSMOS and XMM-LSS fields.
The increasing scatter with decreasing integrated flux dens-
ity due to the increasing fractional noise contribution is evid-
ent. The diagonal line on the plot shows the 1:1 ratio. The
(mean,median) MeerKAT:VLA ratios for the entire distribu-
tion are (0.96,0.95) for COSMOS and (0.99,1.0) for XMM-
LSS, and are therefore consistent.
4.3 Reliability of resolved sources
We estimate the reliability of the resolved criterion described
in Section 3.3.3 by means of a simulation. A true point
source is injected at a random location into the COSMOS
image, with peak brightness drawn from a uniform distribu-
tion with values between 10 µJy beam−1 and 1 mJy beam−1.
The pybdsf source finder is run on the resulting image, and
the properties of the fitted component at the location of the
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Figure 7. Integrated flux density measurements from the
MIGHTEE catalogues plotted against matched components from
VLA observations of the corresponding field. Details of the match-
ing procedure is given in Section 4, and of the VLA observations
used in Section 4.2. The 1:1 line is shown across the diagonal of
the figure.
injected source are compared. We repeated this process to
compare the true vs recovered properties of 82,000 simulated
sources.
Figure 8 shows the percentage of true point sources that
are (erroneously) deemed to be resolved as a function of an-
gular distance from the phase centre of the COSMOS image,
and in two peak brightness bins (0.01 < Speak < 0.1, and 0.1
< Speak < 1.0, with peak brightness values in mJy beam
−1).
In the higher brightness bin the fraction of sources that are
erroneously found to be resolved is 1–2 per cent. For the lower
brightness bin the fraction reaches 10 per cent in the centre
Figure 8. Percentage of sources that are erroneously marked as
resolved as a function of distance from the phase centre in the
COSMOS image. The results are presented in two peak bright-
ness bins, as well as the total counts, as indicated on the legend.
This plot was generated by injecting a true point source into the
data and recovering its properties using pybdsf, a process that we
repeated to characterise 82,000 simulated sources.
of the map, with a gradual decline to 2 per cent as the angu-
lar distance increases. The thermal noise in the MIGHTEE
Early Science images is below 2 µJy beam−1, and the source
finder was configured with a peak brightness threshold of
5σlocal. Thus although the faintest sources in the simulation
have peak brightnesses that are ∼5 times the thermal noise,
in practice these sources are never recovered: classical confu-
sion elevates the effective noise in the centre of the image, and
the primary beam correction raises both the confusion and
thermal contributions away from the field centre. The shape
of the curve for the lowest brightness bin will be governed
by these two effects. Although the simulated source bright-
ness was drawn from a uniform distribution between the two
limits, the brighter sources dominate the counts in the simu-
lation. This explains why the fractions for the total simulated
population shown on Figure 8 is closer to those of the higher
brightness bin. We investigate the issue of completeness in
the next section.
Since the goal for the final MIGHTEE continuum survey
is to achieve uniform sensitivity by means of close-packed
mosaics, the innermost angular separation bin of Figure 8 is
likely to be representative for the fraction of reliably resolved
sources. In summary, in regions where the survey reaches its
target depth, the fraction is conservatively 3 per cent on av-
erage, but may rise to 10 per cent for the fainter source pop-
ulation.
4.4 Completeness
We make use of the simulation described in Section 4.3 to
examine catalogue completeness, as shown in Figure 9. To
generate this figure we simply count sources that are injected
into the data but not recovered by pybdsf. In the full-depth
(confused) regions, MIGHTEE’s continuum data is 96 per
cent complete at 1 mJy beam−1, 90 per cent complete at 300
µJy beam−1, and 60 per cent complete at 50 µJy beam−1.
A companion paper (Hale et al., in prep.) presents an ana-
lysis of the differential source counts and sky background
temperature, and includes a thorough analysis of the bias
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Figure 9. Point source completeness (expressed as a percentage)
as a function of peak brightness in the COSMOS image. The com-
pleteness percentages are determined in concentric annuli with an-
gular separation ranges from the phase centre indicated on the fig-
ure legend. The uppermost curves are representative of the point
source completeness for the maximum depth (confused) regions of
the COSMOS image (or mosaicked image products).
corrections required to account for completeness and other
effects in the source counts derived from the Early Science
catalogues.
4.5 Primary beam correction in broadband,
widefield imaging
The ‘traditional’ approach for primary beam correction is
to divide the final continuum image by an image of the
primary beam pattern. For modern broadband observations
the primary beam image is usually evaluated at the nom-
inal central frequency of the observing band. This approach
is potentially problematic for several reasons. The main is-
sue, already touched upon in Section 3.2, is the large frac-
tional bandwidth. In this case a single-frequency primary
beam model becomes inaccurate for off-axis sources in a way
that depends on both the bandwidth (including gaps due to
RFI) and the intrinsic spectra of the sources. The second issue
is that due to the telescope mount the primary beam is time
dependent as well as frequency and direction dependent, and
effects such as pointing errors impart an effective primary
beam that differs from antenna to antenna. For anything
other than a snapshot observation, an image-based primary
beam model will also be a time (and thus direction) averaged
product.
The two main alternatives to the traditional approach for
primary beam correction are A-projection, and facet-based
corrections. In the former approach a primary beam cor-
rection is applied to each visibility in the form of a con-
volution kernel during gridding (Bhatnagar, Rau, & Golap
2013). The advantage of this approach is that in principle
the frequency, time, polarisation, and direction dependen-
cies of the primary beam can be fully modelled, however
the computational cost is significant. At the time of writ-
ing, an A-projection implementation for general use with
MeerKAT is forthcoming (Sekhar et al. 2021), so this is not
tested here. Facet-based primary beam corrections can be
applied by ddfacet (Tasse et al. 2018) in much the same
way as the direction-dependent gain corrections that are ap-
plied on a per-tessellation basis as described in Section 2.2.
The beam model in this case consists of a multi-dimensional
FITS model that contains a full 2×2 Jones matrix model of
the MeerKAT beam as a function of direction, evaluated at
several frequency intervals. The sky image is divided up into
a regular grid of facets, and a piecewise primary beam cor-
rection is evaluated for the direction corresponding to the
facet centre. The beam model for each facet is averaged in
time according to the parallactic angle interval of the observa-
tion, and frequency dependence is captured by evaluating and
applying the beam model for each of the (de-)gridding sub-
bands. The beam corrections can also be optionally smoothed
in the spatial dimensions. The advantage of this approach is
that the sky model during deconvolution is generated in an
intrinsic rather than apparent form, allowing for constraints
on the source spectra that are astrophysically rather than in-
strumentally motivated, as well as fewer degrees of freedom
when subsequently solving for direction-dependent effects.
In this section we compare the traditional and facet-based
approaches, making use of additional MIGHTEE pointings
in the COSMOS field, in order to match attenuated and cor-
rected sources with counterparts that are on-axis in the addi-
tional pointings, and thus represent the intrinsic properties.
4.5.1 Production of additional images and catalogues
The MIGHTEE COSMOS observations form a close-packed
mosaic of 15 individually deep pointings, the arrangement
of which can be seen in Figure 1. The inner regions of the
numbered pointings where the primary beam response is re-
latively flat can be used to provide intrinsic integrated flux
density and peak brightness measurements for ensembles of
sources that lie off-axis to varying degrees in the single cent-
ral Early Science pointing. Thus the apparent and beam-
corrected intrinsic measurements from the single pointing
can be compared to a set of true intrinsic measurements de-
rived from the additional pointings to test the validity of the
primary beam model. For the true intrinsic measurements
we restrict source extraction to the inner 0.12 degree radius
of the 14 additional pointings. In this region the nominal
primary beam gain does not fall below 97%.
Each of the 14 additional pointings were processed using
the methods described in Section 2, up to and including the
correction for DDEs (although no peeling step was used for
any COSMOS pointings). The model and residuals for each
pointing were also convolved to a common resolution prior to
mosaicking. No primary beam correction was applied to the
individual pointings, however each of them was masked to the
circular regions shown on Figure 1 prior to mosaicking with
montage in order to produce a single FITS image from which
to extract a catalogue. The pybdsf source finder was run on
the resulting image. Components that were within 18′′ of the
edge of a pointing were excluded in order to avoid compar-
isons between sources that were partially missing due to the
radial cuts. The resulting catalogue (hereafter the ‘intrinsic’
catalogue) contains 4,828 point and Gaussian components.
The 2GC-calibrated (Section 2.3) Early Science COSMOS
data was imaged again with ddfacet, however for this run a
model of the primary beam was used. The model was applied
to the data over 1024 facets covering the 3.13 × 3.13 deg2 area
shown in Figure 1, although the beam model is interpolated
and smoothed by ddfacet when producing the final image,
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with an independent beam correction evaluated in each of 10
sub-bands. The beam model was generated using the eidos
package (Asad et al. 2021). The real and imaginary part of
each correlation product (XX, XY, YX and YY) are captured
via a FITS cube (for a total of eight cubes). Each cube covers
6 × 6 deg2 by means of 257 × 257 spatial pixels, and the full
MeerKAT L-band is captured in 95 frequency channels.
Deconvolution of the data with the beam model enabled
used the sub-space deconvolution mode (SSD2), with a
second-order log-space polynomial capturing the (intrinsic)
sky frequency dependence. Five major cycles were performed,
with 60,000 iterations, and making use of the same post-2GC
cleaning mask that was employed to produce the images de-
scribed in Section 2.4.
The final primary beam corrected image was convolved to
the common resolution using the same method as described
in Section 2.5, and masked to the same circular region as
the ‘traditional’ Early Science COSMOS image. Once again
the pybdsf source finder was used, and the resulting ‘facet’
catalogue contains 10,675 point and Gaussian components.
The excess sources are mainly artefacts around strong sources
that remain present despite the use of the beam model. Figure
10 illustrates this, showing cutouts of two bright double radio
sources from the COSMOS field to show the differing levels
of artefacts for different processing stages / methods. Each of
these sources is about half a degree from the pointing centre.
Another cause of the increased artefacts in the image with the
faceted beam model could be the second-order polynomial
used to fit the spectra of the clean components. While likely
to be ‘astrophysically’ suitable given typical source spectra, a
higher order fit may allow more flexibility to compensate for
any deficiencies in the beam model for sources this far away
from the pointing centre.
To produce the plots that follow, the cross-matching
between the traditional (apparent and primary beam correc-
ted), mosaic, and facet catalogues was performed using the
same criteria described in Section 4. We further impose the
additional constraint that the SNR of the components must
exceed 20.
4.5.2 Apparent over intrinsic
An obvious check of the suitability of the primary beam
model is to compare the apparent (no primary beam correc-
tion applied) flux density measurements from the MIGHTEE
COSMOS Early Science image with the assumed-intrinsic
measurements from the ‘mosaic’ catalogue. Such a compar-
ison is shown in Figure 11, where the apparent to intrinsic
ratio is plotted as a function of the angular distance of the
source from the phase centre. The difference between the
single frequency primary beam model (the solid black line)
and the median measurements of the ratio in seven bins is
shown on the figure, and is ∼1%.
The ratio shown by the black points exhibit significant scat-
ter, and we investigate the expected level of this scatter by
means of a Monte Carlo simulation. A simulated source is
assigned a radial offset in the range [0,0.7] and its true flux
density is assigned by selecting a random value from the list
of ‘mosaic’ flux densities. A random spectral index value is
assigned drawn from a normal distribution with a mean of
−0.7 and a standard deviation of 0.1, consistent with the
1.4 GHz - 4.86 GHz spectral index distribution of the ex-
Figure 10. Thumbnails spanning 4′, showing two bright double
radio galaxies in the COSMOS field. Each of these sources is ap-
proximately half a degree from the pointing centre, and they are
on opposite sides of the image. From top to bottom the panels
show the imaging quality (i) after the 2GC step (Section 2.3); (ii)
after the 2GC step but using SSD clean and a primary beam model
(Section 4.5.1); (iii) after the 3GC step (Section 2.4); (iv) the full
COSMOS mosaic, for which the increase in depth is apparent due
the contributions of multiple overlapping pointings. The colour
scale is the same as that used in Figures 2, 3, and 4, and runs from
-50 to 150 µJy beam−1.
tragalactic sky simulation presented by Wilman et al. (2008).
Using the spectral index and the true flux density, an eight-
point spectrum for the simulated source is computed, repres-
enting the eight sub-bands across the L-band in which the
MeerKAT data is deconvolved. This true spectrum is then
perturbed with frequency-dependent primary beam attenu-
ations, as well as thermal noise that is appropriate for each
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Figure 11. The apparent source flux densities from the Early
Science COSMOS image divided by the presumed-intrinsic meas-
urements produced for the ‘mosaic’ catalogue (see Section 4.5.1),
as a function of the angular distance of the component from the
phase centre (black points). The nominal primary beam model is
shown by the solid black line, and the median (and median abso-
lute deviation) is shown in seven bins by the heavy points with
error bars. A Monte Carlo simulation is used to show the scatter
on the points that is introduced by the source spectral indices and
the differing noise properties of the two measurements. The results
of simulating 150,000 components is shown in the background of
this figure as a 2D log-scale histogram. Please refer to Section 4.5.2
for details. The percentages are the difference between the median
points and the primary beam model.
sub-band, based on the measured values that were used in
Section 3.2. The mean value of this corrupted spectrum is
then taken to be the apparent measured flux density. The
simulated ratio is produced by dividing this value by the in-
trinsic flux density of the source perturbed by appropriate
Gaussian noise. This process is repeated 150,000 times, and
the resulting distribution is plotted as the 2D log-scale histo-
gram in the background of Figure 11. Note also that the ad-
ditional COSMOS pointings are significantly shallower (and
therefore noisier) than the central Early Science pointing (as
can be see in the on-source time column of Table B1). In the
final COSMOS mosaic the depth will be recovered by the co-
addition of the many neighbouring pointings, however that
is not done for this analysis in order to minimise the effects
of the antenna primary beam on the flux density measure-
ments. The increased depth provided by the co-addition of
neighbouring pointings can be seen in the lowest row of Fig-
ure 10.
The distribution of the measured points is well represented
by the simulation. The principal cause of the scatter is the
differing noise properties of the two images (illustrated fur-
ther by the innermost radii where the mosaic and the Early
Science image share the same data), however the spectral
index of the source also plays a part via the colour correc-
tion issues mentioned in Section 3.2, as evidenced by the
deviation between the distribution of the simulated meas-
urements and the primary beam model at high angular sep-
arations. The distribution of spectral indices based on the
Wilman et al. (2008) simulation may be somewhat simplistic,
e.g. flatter spectrum AGN cores may be under-represented at
these depths (Whittam et al. 2017).
Despite these issues and the use of the single-frequency
primary beam image for correcting broadband data, the me-
dian ratios between the apparent and intrinsic flux densities
are typically ∼1% and in all radius bins are better than 3%.
4.5.3 Comparison of the traditional and facet-based methods
In this final section we make a comparison between the tra-
ditional and facet-based approaches for primary beam cor-
rection, as well as comparing both of these methods to the
assumed-intrinsic ‘mosaic’ measurements. As in Section 4.5.2
these comparisons are made by determining the ratio of the
flux densities of matched components as a function of their
separation from the phase centre in order to determine the
level of any systematic biases.
The results are presented in Figure 12, which shows
such plots for traditional/mosaic (upper panel), facet/mosaic
(middle panel), and facet/traditional (lower panel). Since all
the flux density measurements that go into these plots are
intrinsic, the unity line represents the point where there is no
difference between the methods. The level of scatter in these
plots is (as expected) consistent with the scatter evident in
Figure 11, and as simulated in Section 4.5.2.
The median (and median absolute deviation) of the flux
density ratios is plotted in seven bins, and the deviation
from unity is expressed as a percentage label in each bin on
the plots. The traditional correction method (upper panel)
is in all bins consistent with unity. The medians of the fa-
cet/mosaic points (central panel) have hints of a sinusoidal
structure, although the traditional/mosaic points also show
a slight excess in the 0.1 – 0.4 deg bins. The facet/traditional
distribution also begins to deviate from unity beyond a radius
of 0.4, so the real differences could mainly be in the region
beyond the half power point of the primary beam. Within
this region there is essentially no clear difference between the
traditional and facet based methods.
A further difference between the two methods arises via
the deconvolution. As mentioned earlier, the ddfacet SSD
approach is to fit for the intrinsic properties of the sky model.
When producing the final image, this model is evaluated at
the reference frequency and then restored into the residual.
This means that the deconvolved part of the sky will in
principle not be subjected to the effective frequency issues
touched upon in Sections 3.2 and 4.2. The images used in the
traditional approach however, are restored with components
that are the weighted mean of the MFS model, which are
then restored into the MFS-weighted residual. Clearly both
of these approaches have their advantages; the former avoids
the primary beam and position-dependent effective frequency
effects, and while the latter method is subject to these effects,
the deconvolved and residual portions of the image are at
least consistent. As is often the case in radio astronomy one
size does not fit all, and the choice of method often depends
on the science goals and the observational parameters. For
survey observations it is essential to conduct (and continue
to conduct) tests such as this to investigate such systematics.
5 CONCLUSIONS
We have described in detail the total intensity continuum pro-
cessing strategy for the MeerKAT MIGHTEE survey, and val-
idated the suitability of this approach. This has been achieved
by producing the continuum Early Science data products,
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Figure 12. Flux density ratios for matched components as a func-
tion of their separation from the phase centre for (top to bottom)
the traditional/mosaic, facet/mosaic, and facet/tradtional scen-
arios. The scatter in these plots is discussed in Section 4.5.2, and
the fact that the additional COSMOS pointings that form the mo-
saic are shallower than the Early Science pointing is evident. The
median ratios (and median absolute deviations) are shown in seven
bins by the points with error bars, and the deviation from unity of
these points expressed as a percentage is also noted in each bin.
totalling 5.1 deg2 in the COSMOS and XMM-LSS fields,
and performing both self-consistency checks and comparisons
with existing radio observations in these fields. The imaging
data is presented with two different depth / angular resolu-
tion combinations, and the images are decomposed into per-
field catalogues, the combined component count of which is
30,174.
Corrections for direction-dependent effects (DDEs) are
essential for delivering performance-limited images from
MeerKAT, a goal which is highly desirable for surveys such
as MIGHTEE where uniformity of the data is key, and for
maximising their legacy value when not all science goals can
be foreseen. The use of a primary beam model during imaging
does not fully correct for the DDEs in the image. Assuming no
major deficiencies in the beam model, this suggests that the
dominant causes are stochastic processes (mechanical point-
ing errors and possibly ionospheric effects at lower frequen-
cies) that cannot be known a priori and must be solved for
via self-calibration techniques.
Despite the major role the antenna primary beam patterns
play in these (and all other) broadband, wide-field observa-
tions, we demonstrate that the traditional method of primary
beam correction (namely the division of the final science im-
age by a single frequency beam model at the band centre)
is likely to be good enough for observations of this type. It
does not appear to significantly bias the photometry extrac-
ted from the images, even at significant radii from the phase
centre. Flux densities extracted from the primary beam cor-
rected COSMOS image are consistent with those extracted
from the central regions of 14 additional offset pointings at
the ∼1% level. This level is on par with other effects that in-
troduce photometric uncertainties, such as absolute flux-scale
calibration, and the uncertain colour corrections for sources
that do not have a well-constrained spectral index measure-
ment.
Several studies have made use of these data during the
development and validation phase (e.g. Pasini et al. 2020;
Delhaize et al. 2021; Delvecchio et al. 2021), however a pub-
lic release of the image and catalogue products that form
the Early Science MIGHTEE continuum data now accom-
panies this article. The properties of the Early Science con-
tinuum data meet or exceed the design specifications of the
MIGHTEE survey, meaning that the continuum science goals
of the full survey can also be met as planned. A set of sky foot-
prints for the MIGHTEE survey that supersede those presen-
ted along with the science overview by Jarvis et al. (2016)
are shown in Appendix C, with machine readable pointing
centres available as supplementary material.
DATA AVAILABILITY
The raw MeerKAT visibilities for which any proprietary
period has expired can be obtained from the SARAO
archive at https://archive.sarao.ac.za. The image and
catalogue products presented in this article can be freely
accessed from https://doi.org/10.48479/emmd-kf31. The
data processing scripts used can be downloaded from
https://github.com/IanHeywood/oxkat (v0.1), and the un-
derlying software packages from the links therein.
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APPENDIX A: STRUCTURE OF THE LEVEL-1
SOURCE CATALOGUE
The Level-1 Early Science catalogues for COSMOS and XMM-LSS
contain a subset of the columns from the raw pybdsf output
(the Level-0) catalogues, as well as some additional derivative
columns. In addition they have been filtered for artefacts and
incomplete sources that are cut off by the primary beam correc-
tion and mosaicking (see Section 3.3 for full details). Below we
describe the set of columns that form the Level-1 catalogues. The
first ten rows of the COSMOS catalogue are presented in Table A1.
(0): An IAU-style identifier of the form JHHMMSS.SS+/-
DDMMSS.S.
(1), (2): The J2000 Right Ascension of the component in degrees,
and its associated 1σ positional uncertainty.
(3), (4): The J2000 Declination of the component in degrees,
and its associated 1σ positional uncertainty. Note that columns
(2) and (4) are the statistical uncertainties derived from the
component fitting by pybdsf and thus do not include astrometric
errors. Note also that columns (1) and (3) have not been corrected
for any systematic offsets. Please refer to Section 4.1 for further
details.
(5), (6): The integrated flux density and its associated 1σ
uncertainty in Jy.
(7), (8): The peak brightness and its associated 1σ uncertainty
in Jy beam−1.
(9): The effective frequency in Hz at which the source is observed
assuming a spectral index of −0.7 (see Section 3.2 for details).
(10), (11): The integrated flux density and its associated 1σ
uncertainty in Jy, corrected to 1.4 GHz assuming the effective
frequency given in column (9) and a spectral index of −0.7.
(12), (13): The peak brightness and its associated 1σ uncertainty
in Jy beam−1, corrected to 1.4 GHz assuming the effective
frequency given in column (9) and a spectral index of −0.7.
(14), (15): The major axis and associated 1σ uncertainty of the
2D Gaussian fitted to the source by pybdsf, in degrees.
(16), (17): The minor axis and associated 1σ uncertainty of the
2D Gaussian fitted to the source by pybdsf, in degrees.
(18), (19): The position angle (measured east of north) and
associated 1σ uncertainty of the 2D Gaussian fitted to the source
by pybdsf, in degrees.
(20), (21): The major axis and associated 1σ uncertainty of
the deconvolved source size, in degrees, evaluated according to
Equations 4 and 5, see Section 3.3.3 for details. A zero in these
columns means that the source was fitted with an unphysical size
by pybdsf and is assumed to be unresolved along the major axis.
(22), (23): The minor axis and associated 1σ uncertainty of the
deconvolved source size, in degrees, evaluated as per columns
(19) and (20). A zero in these columns means that the source
was fitted with an unphysical size by pybdsf and is assumed to
be unresolved along the minor axis.
(24): A Boolean flag indicating if the source is reliably resolved,
i.e. if it satisfies the criterion given in Equation 6.
(25): The estimate from pybdsf of the background RMS around
the component, in Jy beam−1.
(26): A unique integer identifier for the Gaussian component
from the raw pybdsf output.
(27): A unique integer identifier for the source from the raw
pybdsf output.
(28): A unique integer identifier for the island from the raw
pybdsf output. Columns 25, 26 and 27 are provided in the Level
1 catalouges to preserve the source finder’s original groupings of
Gaussian components into sources.
APPENDIX B: ADDITIONAL OBSERVATIONS
IN COSMOS
Table B1 lists the properties of the 14 additional COSMOS obser-
vations (totalling 111 h) that we made use of for the analysis in
Section 4.5. The table columns are the same as Table 1, and the
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Table A1. The first ten rows from the COSMOS Level 1 Early Science catalogue. Please refer to the text in Appendix A for full column
descriptions.
Name RA σRA Dec σDec Sint σlocal Speak σpeak
(deg) (deg) (deg) (deg) (Jy) (Jy) (Jy beam−1) (Jy beam−1)
(0) (1) (2) (3) (4) (5) (6) (7) (8)
1 J100320.73+020931.7 150.83641 0.00029 2.15882 0.00030 0.0001038 0.0000289 0.0000555 0.0000107
2 J100320.26+021312.7 150.83442 0.00003 2.22022 0.00008 0.0003704 0.0000235 0.0002480 0.0000101
3 J100319.37+021447.2 150.83073 0.00011 2.24645 0.00013 0.0000749 0.0000159 0.0000785 0.0000095
4 J100318.49+021000.5 150.82705 0.00016 2.16682 0.00021 0.0000608 0.0000179 0.0000582 0.0000099
5 J100317.73+021606.7 150.82388 0.00007 2.26855 0.00008 0.0001638 0.0000186 0.0001419 0.0000097
6 J100317.32+022016.0 150.82219 0.00007 2.33780 0.00009 0.0001212 0.0000163 0.0001200 0.0000093
7 J100316.70+020457.0 150.81962 0.00012 2.08250 0.00024 0.0000833 0.0000203 0.0000683 0.0000100
8 J100316.52+021207.5 150.81886 0.00011 2.20209 0.00014 0.0001001 0.0000189 0.0000876 0.0000099
9 J100316.52+021810.2 150.81884 0.00011 2.30284 0.00016 0.0000695 0.0000157 0.0000708 0.0000091















(Hz) (Jy) (Jy) (Jy beam−1) (Jy beam−1) (deg) (deg) (deg) (deg)
(9) (10) (11) (12) (13) (14) (15) (16) (17)
1 1304066432 0.0000987 0.0000275 0.0000528 0.0000101 0.00397 0.00087 0.00269 0.00045
2 1304924800 0.0003526 0.0000224 0.0002361 0.0000096 0.00364 0.00018 0.00234 0.00008
3 1305698816 0.0000713 0.0000152 0.0000748 0.0000090 0.00246 0.00031 0.00222 0.00025
4 1306541312 0.0000579 0.0000170 0.0000555 0.0000094 0.00276 0.00053 0.00216 0.00033
5 1306921600 0.0001561 0.0000177 0.0001352 0.0000093 0.00261 0.00018 0.00253 0.00017
6 1305002624 0.0001154 0.0000155 0.0001143 0.0000089 0.00256 0.00021 0.00225 0.00016
7 1306006144 0.0000794 0.0000193 0.0000651 0.0000095 0.00325 0.00058 0.00214 0.00026
8 1308797184 0.0000955 0.0000180 0.0000835 0.0000095 0.00279 0.00034 0.00234 0.00024
9 1307299840 0.0000662 0.0000150 0.0000675 0.0000087 0.00267 0.00039 0.00210 0.00024







θ Resolved σIsl IDGaus IDSrc IDIsl
(deg) (deg) (deg) (deg) (deg) (deg) (Jy beam−1)
(18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28)
1 137.6 25.1 0.00317 0.00109 0.00124 0.00098 0 0.0000100 0 0 0
2 179.6 4.7 0.00274 0.00023 0.00000 0.00000 1 0.0000097 1 1 1
3 178.8 50.2 0.00057 0.00135 0.00000 0.00000 0 0.0000096 2 3 2
4 153.7 31.5 0.00138 0.00106 0.00000 0.00000 0 0.0000099 3 4 3
5 178.8 89.3 0.00104 0.00045 0.00082 0.00053 0 0.0000094 4 5 4
6 12.7 25.8 0.00092 0.00059 0.00000 0.00000 0 0.0000093 5 6 5
7 165.1 17.3 0.00221 0.00085 0.00000 0.00000 0 0.0000099 6 7 6
8 20.6 28.3 0.00144 0.00066 0.00000 0.00000 0 0.0000097 7 8 7
9 167.3 24.1 0.00119 0.00087 0.00000 0.00000 0 0.0000092 8 9 8
10 10.9 0.0 0.00000 0.00000 0.00000 0.00000 0 0.0000093 9 10 9
data were also processed using the methods described in Section
2.
APPENDIX C: UPDATED MOSAIC LAYOUTS
The footprint of the MIGHTEE survey is principally determined
by those of existing and planned optical and near-infrared surveys
in the four target fields. A secondary consideration is the place-
ment of the pointing centres of the radio observations within these
regions. The pointing strategy has been modified since the layout
presented in Figure 4 by Jarvis et al. (2016), with the above con-
siderations being joined by our experience with the first batch of
MeerKAT observations in each of the four fields. The modifications
aim to increase the uniformity of the final survey products, and im-
prove the off-axis polarimetry, mainly by increasing the density of
pointings with a corresponding reduction on the time spent on
each pointing.
For XMM-LSS and E-CDFS most of the area is covered by a
standard close-packed hexagonal mosaic pattern, which is known
to efficiently deliver uniform coverage (e.g. Condon et al. 1998). In
these two fields each pointing is typically covered by either 2 × 4
h track, or a single 8 h track (both including overheads), however
there will be additional depth in certain areas due to the addition
of the initial batch of pointings that were taken as part of the
commissioning and Early Science phases. Such additional pointings
are marked on the relevant figures. COSMOS and ELAIS-S1 have
smaller areas but go deeper due to either having a closer packed
mosaic, having 2 × 8 h tracks on some pointings, or both. The
pointing centres for COSMOS are not provided in this appendix
as they are already presented in this paper via Table B1, and shown
in Figure 1.
Figure C1 shows the proposed final survey coverage for (left to
right) E-CDFS, ELAIS-S1, and XMM-LSS. The blue rectangles
show the coverage of the VIDEO (Jarvis et al. 2013) or VEILS
(Hönig et al. 2017) infrared surveys, and are generally represent-
ative of the regions that contain the deepest ancillary data from
numerous facilities. The labelled pointing centres represent the
positions of the final pointing grid, with the circles showing the
nominal half-power point of the MeerKAT L-band primary beam
at 1284 MHz. The pink markers represent the positions of com-
missioning or Early Science pointings, the latter featuring in this
article, all of which will be used for the final survey products.
Note that for E-CDFS the MIGHTEE pointing grid is snapped
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Table B1. Details of the additional pointings in the COSMOS field, as plotted in Figure 1, and discussed in Section 4.5.
Date ID Field RA Dec Track On-source Nchan Nant Primary Secondary
(h) (h)
2019-07-16 1563267356 COSMOS_1 09h59m46s +02◦01′44.′′6 7 6.33 4096 59 J0408-6545 3C237
2019-07-27 1564215117 COSMOS_2 09h59m46s +02◦22′57.′′4 7.95 6.98 4096 61 J0408-6545 3C237
2019-07-28 1564301832 COSMOS_3 10h01m11s +02◦01′44.′′6 7.96 6.97 4096 60 J0408-6545 3C237
2019-08-16 1565939836 COSMOS_4 10h01m11s +02◦22′57.′′4 7.99 6.97 4096 58 J0408-6545 3C237
2020-03-28 1585413022 COSMOS_5 09h59m04s +02◦12′21.′′0 8 6.25 32768 59 J0408-6545 3C237
2020-03-29 1585498873 COSMOS_6 10h01m54s +02◦12′21.′′0 8 6.25 32768 59 J0408-6545 3C237
2020-03-31 1585671638 COSMOS_7 10h00m29s +01◦51′08.′′2 8 6.25 32768 60 J0408-6545 3C237
2020-04-02 1585844155 COSMOS_8 10h00m29s +02◦33′33.′′8 8 6.25 32768 60 J0408-6545 3C237
2020-04-30 1585928757 COSMOS_9 10h01m54s +02◦33′33.′′8 8 6.25 32768 60 J0408-6545 3C237
2020-04-04 1586016787 COSMOS_10 09h59m04s +02◦33′33.′′8 8.03 6.25 32768 60 J0408-6545 3C237
2020-04-06 1586188138 COSMOS_11 09h58m21s +02◦22′57.′′4 8 6.25 32768 59 J0408-6545 3C237
2020-04-07 1586274966 COSMOS_12 09h58m21s +02◦01′44.′′6 8 6.25 32768 60 J0408-6545 3C237
2020-04-12 1586705155 COSMOS_13 09h59m04s +01◦51′08.′′2 8 6.25 32768 59 J0408-6545 3C237
2020-04-13 1586791316 COSMOS_14 10h01m53s +01◦51′08.′′2 8 6.25 32768 60 J0408-6545 3C237
Figure C1. The final pointing layouts (and thus eventual sky coverage) for the MIGHTEE observations of E-CDFS, ELAIS-S1 and
XMM-LSS. Please refer to Appendix C for further details, and Figure 1 and Appendix B for the COSMOS layout.
to the position of the pointing centre for the ultra-deep LADUMA
survey (Baker et al. 2018), marked on Figure C1 by the central
cross marker. The continuum imaging from LADUMA will be in-
cluded in the final MIGHTEE mosaic, and since most of LAD-
UMA’s observations will be conducted with MeerKAT’s UHF re-
ceivers, there will also be a lower frequency (νcentre = 860 MHz)
continuum image for that central pointing available for combin-
ation with the L-band MIGHTEE data. The background image
of the E-CDFS panel on Figure C1 shows the continuum image
from a single LADUMA UHF track, without any primary beam
correction applied, demonstrating the ∼2 degree field of view of
the UHF imaging (MIGHTEE collaboration, priv. comm.). The
XMM-LSS Early Science image forms the background to the lower
panel of Figure C1, showing the signficant increase in sky area (and
cosmological volume) that the full survey will provide. Note that
the XMM-LSS pointings are snapped to the original XMMLSS_12
pointing (see Table 1), which has already achieved full depth with
the 32,768 channel mode necessary for the spectral line compon-
ent of MIGHTEE. For planning purposes the pointing centres of
the final MIGHTEE survey are provided online as supplementary
material.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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