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Abstract 
Several researches have been made about applying machine learning to material 
development. Methods are found and theories are built in this area during the past 
decade. But no effort is made to develop cathode material of solid oxide fuel cells using 
deep learning. In this project, a database which includes all the information necessary 
for developing new perovskite materials is established. All these data are generated into 
a machine understandable format. Machine learning models are built and tested. All 
three machine learning methods chosen in this project give good accuracy. 
Comparisons are made between different methods. The result shows that machine 
learning is able to be applied to this field but need further research. 
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1 Introduction 
During the past decade, fuel cells have aroused people’s attention. The reason why the 
160-year-old conception become a hot topic nowadays is that it has low emission in 
SOx and NOx as well as the possibility to take the place of internal combustion engine 
as a energy converter .Among all kinds of fuel cells, the solid-oxide fuel cells (SOFC) 
have been improved rapidly because of its high efficiency, wide range of fuels and its 
property of producing huge amount of heat during the procedure.  
Though it has great properties, there are still may disadvantages which limited the 
development of SOFC. Operating temperature is one of the most important constraints. 
High operating temperature requires a strict chemical reaction environment and a high 
energy input to start the reaction which created a big trouble in commercializing. Efforts 
have been made to get the operating temperature lower and researchers have found that 
using materials which have a higher ionic conductivity than yttria-stabilized zirconia 
(YSZ). At the same time, the combined area-specific resistivity (ASR) should be low 
enough to ensure a high-power density. Latter a kind of cathode was been developed 
using lanthanum strontium manganite (LSM) which perform well with temperature 
over 800℃. But when the operating temperature comes below 700℃, ASR become not 
acceptable. Hence new material development is in urgent need. 
Designing cathodes in a traditional way consumes much time, money and labours. 
Combinations of different kinds of cathode and anode materials or even different 
concentrations are almost countless thus it is impossible to do all the experiments 
manually. 
Recently, machine learning is becoming a mature technology and is used in various 
fields. Developing methods together with theories are proposed and several researches 
successfully showed that machine learning could be effective in material developments, 
but no effort was made to find new materials in SOFC. 
The aim of this project is to find out whether machine learning is useful in developing 
new materials for the cathode of SOFC. Area specific resistance (ASR) can represent 
the performance of SOFCs. Because directly making an regression model to predict the 
ASR is difficult, the whole procedure will be divided into a few steps (Figure 1-1).  
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Figure 1-1 Whole Framwork 
This project is working on the first step that aims to make a classification model which 
can predict different crystal structures. Objectives of this project consists of the 
following 3 points: 
 Establishing a database which contains all the features necessary for machine 
learning to learn the crystal structure. 
 Converting the data in to a machine understandable format 
 Building and tunning machine learning methods to achieve the goal. 
  
Atom Attributes ASR 
Crystal Structure 
Lattice Parameters 
Electronic Conductivity Ionic Conductivity Catalytic activity For ORR 
Microstructure 
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2 Literature Review 
2.1 Solid Oxide Fuel Cells 
Properties of SOFCs and fuel cells are introduced here. The operating method and basic 
chemical reaction will be introduced. Current problems and restrictions will be 
presented in this part. 
2.1.1 Fuel Cells 
Fuel cells are energy convert devices. They consume fuel and produce electricity. If 
fuel is produced continuously, the fuel cell will give a stable electricity output. The 
design is based on the fact that the energy in hydrogen-hydrogen and oxygen-oxygen 
bonding configurations is more than the energy in water bonding configuration. When 
breaking the hydrogen-hydrogen bond and then form the oxygen-oxygen bond, the 
energy difference will be released. The best condition is that all the energy presents as 
electrical energy. When breaking the reactant bonds, hydrogen become hydrogen ion 
and produces electrons. Oxygen at the same time get the electrons and become oxygen 
ion. If the two reaction is separated and a conductive wire is linking the two reaction 
environments, there will be electrical energy in the conductive wire. 
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Figure 2-1 Configuration of Fuel cells(Ruth Knibbe, 2018) 
The reaction of the is: 
H2 ⇌ 2𝐻
+ + 2𝑒− 
1
2
𝑂2 + 2𝐻
+ + 2𝑒− ⇌ 𝐻2𝑂 
 
Figure 2-2  Electrical Efficiency and power output of various power generation 
devices(Ruth Knibbe, 2018) 
Fuel cells are highly efficiency devices (Figure 2-2). Especially when compared with 
the internal combustion engines, fuel cells show almost an overwhelming advantage. 
ENGG4282 Engineering Thesis 
 
 
5 
 
  
This is probably due to how internal combustion engine works. Internal combustion 
engine will burn the fuel, and the energy difference between reactant bonds and product 
bonds is released in heat. Heat is difficult to be directly converted into electrical energy 
but is much easier to be transformed into mechanical energy. It is also not difficult to 
convert mechanical energy into electrical energy. There will be energy loss in each 
converting procedure, so the efficiency is very low compared with fuel cells which 
enable directly converting chemical energy into electrical energy. 
 
2.1.2 Thermodynamics 
It’s a difficult problem to measure the output ability of fuel cells. It has been 
mentioned before that there is energy difference between the reactant bonds and the 
product bonds, this energy can be released as heat and other format of energy. It can 
be represented as the following formulas: 
U = Q − W 
ΔU = ΔQ − ΔW 
Here U means system internal energy which is a function of entropy and volume, Q is 
heat which the outer environment gives to the system and W means work the system 
does to the environment. But not all this energy can be used to do reversible work. We 
use another term called Gibbs free energy to measure the energy which can do 
reversible work. 
G = U − Q + W 
= U − TS + pV 
Here T is the temperature, S is a term called entropy which represents possible 
microscopic state configuration of atoms and molecules of the system and have the 
following relationship with Q: dS = dQ/T, p is the partial pressure and V is the 
volume. 
What should be mentioned is that entropy is defined as S = k logΩ, where k is 
Boltzmann’s constant and Ω is the number of possible microstates. And as mentioned 
before, U is a function of entropy S and volume V. Thus, the change in Gibbs free 
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energy shows an overall quantity of energy which can be transformed into electrical 
energy, that is dG = −SdT + Vdp. 
So as calculated, for per mol H2O produced, the Gibbs energy will reduce 237kJ. An 
equation gives the reversible voltage generated in the reaction H2+1/2O2=H2O under 
standard-state conditions: 
Eθ = −
ΔG
nF
 
= −
−237KJ/mol
(2mol e−/𝑚𝑜𝑙 𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡)𝐹
= 1.23𝑉 
F is the Faraday’s constant and n is the number of moles of electrons transferred. As 
the reaction can be divided into two halves, the reduction part is 
1
2
𝑂2 + 2𝑒
− ⇌ 𝑂−2 
and the oxidation part is  𝐻2 − 2𝑒
− ⇌ 2𝐻+. Both two parts shows that with each 
molar H2O generated, 2 molars of electrons will be transferred. 
When it comes to other conditions (not standard-state conditions), the Nernst equation 
is introduced to give the open cell voltage: 
E = Eθ −
RT
nF
ln
𝑝𝐻2𝑂
𝑝𝐻2 ∙ (𝑝𝑂2)
1/2
 
Here R is the universal gas constant which has an approximated value at about 
8.314J·K-1mol-1. As Nernst equation shows, the open cell voltage will differ due to 
change in temperature or partial pressure of reactants.  
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Figure 2-3 Cell polarization as a function of operating current(Reddy & Linden, 
2010) 
 
The cell voltage of operating cell can be represented as 
E = EOCV − [(𝜂𝑐𝑡)𝑎 + (𝜂𝑐)𝑎] − [(𝜂𝑐𝑡)𝑐 + (𝜂𝑐)𝑐] − 𝑖𝑅𝑖       Reddy & Linden, 2010 
In this equation, EOCV is the open cell voltage, ηct is the charge transfer overpotential, 
ηc means the concentration overpotential, Ri is the internal cell resistance and i is the 
operating current of the cell. All these factors can cause a loss in fuel cells’ voltage 
output which is usually called overpotential losses. 
The charge transfer overpotential can be expressed using the following equation (Reddy 
& Linden, 2010): 
ηct = −
𝑅𝑇
𝛼𝑛𝐹
ln 𝑖0 +
𝑅𝑇
𝛼𝑛𝐹
ln 𝑖                 
where α is the transfer coefficient which is usually estimated as 0.5, i0 is the exchange 
current and i is current. The exchange current depends much on the electrode area, the 
material. Platinum usually gives a higher exchange current so it is often used in fuel 
cells. This is also the main obstruction for fuel cell to get commercialized because price 
of platinum is too high.  
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Figure 2-4  The structure of fuel cell(Ruth Knibbe, 2018) 
The concentration overpotential represents the difficulty of transferring the reactant 
ions to the reaction sites and then have both reactants react together. It depends on the 
micro structure of the cathode and anode. If they are porous, the reactant flow can 
approach the electrolyte in order to have the reaction. If the structure is not well-
designed, it would be harder to make the reaction happen which presents as a 
overpotential loss. 
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2.1.3 SOFCs 
 
Figure 2-5  A basic SOFC system(Ruth Knibbe, 2018) 
Solid oxide fuel cell (SOFC) is a kind of fuel cell. It uses solid oxide as its cathode 
material. The main difference between SOFCs and other fuel cells is that SOFCs will 
produce much heat during the reaction so theoretically, it will have a higher efficiency 
than other fuel cells if heat energy can be used properly. A basic idea is combining the 
SOFCs with a combustion engine.   
For a typical SOFC system, it consists of three parts just like any other fuel cells, an 
electrolyte, a cathode and an anode.  
For the material of electrolyte, it should have a high chemical stability, high temperature 
stability and a high conductivity for oxygen ions. The electrodes are usually made of 
several layers of porous materials. The layers will give a gradient of electrode parts 
from pure electrolyte material to pure electrodes materials. The cathode material should 
be able to reduce oxygen atoms to oxygen ions and the anode material should support 
the oxidant reaction. The reaction take place at the contact surface of anode and the 
electrolyte. (Singhal & Kendall, 2002) 
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With these constraints, yttria-stabilised zirconia (YSZ) is the most popular electrolyte 
material. There are also other electrolyte material which meets the constraints like 
Gadolinium-doped ceria(GDC) and Sm0.2Ce0.8O1.0(SDC). Nickel-YSZ seems to be the 
main anode material. 
But when it comes to cathode material, things seem to get complex. It can have different 
states of material for the cathode such as single phase, composite and impregnated. The 
material of cathode will be introduced in part 2.2 
 
2.2 Cathodes 
At first platinum was used as the electrodes material in SOFCs but platinum is very 
expensive. One of the most important reason why people are interested in SOFCs is 
that its high efficiency contains a huge potential commercial value. If platinum is used 
in SOFCs, the commercial value will be greatly decreased. 
Later, perovskites were found to be much cheaper but also have properties like high 
electrode conductivity and high catalyst activity for oxygen reduction(Singhal 
& Kendall, 2002) .  
 
Figure 2-6  Ideal perovskite structure(Ishihara, 2009) 
A typical perovskite have a molecular formula similar to ABO3, where A and B 
represent different cations(Ishihara, 2009). A typical perovskite has 12-coordinated 
cations at A site and 6-coordinated cations at B site. Complex compounds with different 
combinations in perovskite are possible such as La1-xSrxMnO3. The crystal structure 
could have different distortions as is shown in Figure 2-7. 
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Figure 2-7 Different distortions for perovskite crystal structure 
Some perovskites perfectly meets the requirements of SOFCs’ cathodes. To be brief, 
these perovskites will just be called ‘perovskites’. Perovskites show a high surface 
exchange rate in oxygen isotope exchange which means they have good catalytic 
activity. The electronic conductivity mainly depends on the B site cations. With Co, 
Mn and Fe cations in B site, perovskites always show high electronic conductivity. 
Some of the perovskites have high thermal stability in air. But the chemical stability 
with electrolyte material depends on the material of electrolyte itself. For YSZ 
electrolyte, only Mn-based oxides have a satisfactory stability. Another problem is 
morphological stability. Normally, the expansion coefficient under 600℃ to 900℃ is 
quite good for perovskites but it will become much larger under higher temperatures. 
The crystal structure of perovskite can be guessed using Goldschmidt tolerance factor 
(Kronmüller & Parkin, 2007):  
τ =
rA+rB
√2(𝑟𝑏+𝑟𝑂)
    
The rA and rB in the formula are the ionic radii of A and B site elements. (Glazer, 1975) 
This is the theoretical basement for this project. And there is also a database which 
could be helpful in the future researches. (Bergerhoff, Hundt, Sievers, & Brown, 1983) 
2.3 Machine Learning Methods 
This part will first introduce the related works about this thesis project. Neural network 
is found to be very popular among these researches. Other methods will also be applied 
to this project. Random forest and support vector machine are chosen. All three methods 
will be introduced later. 
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2.3.1 Related Researches 
There exist several different machine learning methods. They probably have different 
performance on the same application. Thus, it’s important to find the main properties 
of these algorithms in order to explain the different performance. There are already 
several researches about material development. Learning the methods from these 
literatures could be helpful.  
Jacob et al. (2018) made a research about the progress of SOFC material development. 
The literature summarized several different directions and methods to develop new 
SOFC materials. The most popular cathode material is using a combination of YSZ and 
LSM. Most researches are done based on experiences and they intend to improve the 
existing material rather than trying a completely new one. Several other methods are 
using density functional theory to give a theoretical result of material properties. No 
machine learning methods has been applied to this field before. Data used in the 
researches they found are gathered to form the first-generation database of this project. 
At the beginning, the database was very small. Methods should be taken to deal with 
this small sample learning. Askerka et al.(2019) introduced a proper way to apply neural 
network on a small sample set. Arnold et al. (Arnold, Protzner, Bray, Levy, & Iaria, 
2014) introduced the method to improve the efficiency of neural network. 
Coley et al.(2017)  made a convolutional neural network to predict the chemical 
properties including solubility and toxicity. They found a way to describe an organic 
molecule as a graph structure which can be applied to the convolutional neural network. 
These thoughts and methods are very important. It means that if the crystal structure of 
the perovskite is clear, it will be possible to use the convolutional neural network to 
extract properties from the crystal structure graph. Similar methods are taken to predict 
the chemical footprints of organic molecules (Gómez-Bombarelli et al., 2018). 
2.3.2 Random Forest 
Random forest is a very useful machine learning method. It has a high efficiency, great 
accuracy even on a small dataset and isn’t sensitive to the scale of different data. This 
model is a kind of ensemble model based on decision trees, so decision tree will be 
introduced first.  
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Decision tree is a statistical tool. The main idea is that making several judgments using 
provided features according to a proper tree would lead to a predicted value of a class 
(Attarian Shandiz & Gauvin, 2016). Figure 2-8 shows a typical decision tree. 
 
Figure 2-8 Decision Tree 
A decision tree can be applied to a certain dataset for both classification and regression 
use. The algorithm to build a decision tree is based on a theory called information gain. 
A decision tree works in a iteration way described as the following steps: 
 Detecting whether there are multi classes in this node.  
 If there are at least two classes, make a new evaluation criterion and two nodes. 
One node will receive the data samples which pass the evaluation and the other 
node will receive the data samples which fail to pass the evaluation. 
 If there is only one class in this node, it will stop generating new nodes and 
making new criterions. This node is called a leaf, or a terminal node and it means 
a kind of classification is made. 
In this procedure, the most important part is generating a new evaluation criterion. 
Decision trees usually use greedy algorithm which means it wants to achieve the best 
performance at every step, even if it may not be the best decision overall. In this project, 
we use Gini impurity to express the impurity of classes. If we have a sample set T, and 
there are k classes, the Gini coefficient can be expressed as: 
Gini(T) = 1 − ∑𝑝𝑖
2
𝑘
𝑖=1
 
ENGG4282 Engineering Thesis 
 
 
14 
 
  
where pi is the probability to take a sample in class i from set T. This coefficient can be 
understood in this way: when randomly taking two samples from dataset T, Gini 
coefficient is the probability of that these two samples are in different classes. So, it is 
also called Gini impurity because the lower Gini coefficient is, the purer the dataset T 
is. When splitting the data T into two parts, the lower Gini impurity is preferred 
according to the greedy algorithm. Thus, we evaluate the performance of different 
features. If feature a is chosen as the evaluation criterion feature, the Gini coefficient 
of feature a is defined as this equation: 
Gini_feature(T, 𝐚) = ∑
|𝑇𝑣|
|𝑇|
𝐺(𝑇𝑣)
V
𝑣=1
  
A={a1, a2 , a3, … , aV } includes every possible value in feature a, and Tν is a sub set of 
T that only includes the data samples which have value νi for its feature a. The notation 
|T| is the number of samples in set T. 
With these coefficients, a term called information gain could be calculated as: 
Gain(T, 𝐚) = Gini(T) − Gini_feature(T, 𝐚) 
This information gain shows how Gini impurity is reduced using feature a as the 
evaluation criterion feature. When generating the tree, the Gini_feature of every 
features will be calculated, and the algorithm will find a maximum information gain 
using a certain feature. 
Random forest is an ensemble method based on decision tree. It is made up of several 
decision trees. The basic idea of random forest is that if different trees are using 
different features and randomly selected samples, they will certainly have different 
classification. The output of random forest is determined by a voting system. The 
number of trees the random forest is generating is decided by the parameter 
‘n_estimators’.  More estimators may lead to a better generalization ability.  
The random forest using a dataset with N samples and M features works as the steps 
follows: 
 Select N samples with a bootstrap sample method. 
 Select m features, where m is much smaller than M. 
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 Use the new dataset to train a decision tree 
 Go back to sample and feature selection again and begin to form new trees until 
the number of trees reach ‘n_estimators’. 
This method works very well on nonlinear models because a small change in training 
data may have a large impact on the accuracy. It can effectively reduce error and neglect 
the unstable learners (Rokach, 2019). 
2.3.3 Support Vector Machine 
Support Vector Machine is a famous classification method. It uses and hyperplane 
(including dot in 1D situation, line in 2D situation and plane in 3D situation) to make 
classification. 
 
Figure 2-9 A typical hyperplane which makes a best classification (Data Application 
Lab, 2019) 
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The aim is to find a best hyperplane which have a maximum margin on both two classes 
as is shown in Figure 2-9. 
 
Figure 2-10 A linear inseparable situation 
 
Figure 2-11 A mapping to a higher dimension space 
A more common situation is, SVM has to be applied to a linear inseparable dataset. In 
this situation, kernel functions is introduced to map the data to a higher dimension space. 
As is shown in Figure 2-10 and Figure 2-11, the dataset is originally a One-Dimension 
dataset which is linear inseparable. After using a kernel function X′ = X2, which simply 
added another coordinate to the origin input vector, the data become linear separable 
using y=6.5. In order to ensure in every occasion, the dataset is always separable, a 
kernel called Gauss Kernel is introduced. This kernel is also called radial basis function 
(RBF). This function can map the data into an unlimited dimension space. For this 
kernel, there are two main parameters, C and gamma. C controls the margin between 
the hyperplane and two classes. A larger C will give a much better accuracy, but the 
classification model could be much more complex. While a lower C leads to a simpler 
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model with the cost of accuracy. Gamma defines the penalty of the mis-classification. 
(scikit-learn, 2019) 
 
2.3.4 Neural Network 
There are several methods to reach the goal of machine learning. One of them, which 
is also the most well-known one, is artificial neural network.  The design of artificial 
neural network is imitating the way computation works in the brain. It uses neurons to 
build a connection between input and output as shown in Figure 2-12 An artificial 
neuron example(Goldberg, 2017, p. 41). The whole structure may look like a real 
neuron. 
 
Figure 2-12 An artificial neuron example(Goldberg, 2017, p. 41) 
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Figure 2-13 A biological neuron structure (Wikipedia) 
In a neural network, often there will be several neurons. The whole network have 
several layers and each layer have several neurons which is also called nodes. The 
arrows pointing to a node means input and the arrows pointing out means output. The 
bottom layer is called input layer and the top-most is called output layer. 
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Figure 2-14 A typical feed-forward nerual network(Goldberg, 2017) 
 
As more and more researches have been done about neural network, the main purpose 
of using neural network has changed. Scientists found that rather than learning a human 
activity, neural network has a better performance in data predicting. “Given a large set 
of desired input-output mapping, deep learning approaches work by feeding the data 
into a network that produces successive transformations of the input data until a final 
transformation predicts the output.” (Goldberg, 2017, p. 3) 
Consider an easiest model, which only contains a set of input nodes and an output node, 
as presented in Figure 2.3.5.  
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Figure 2-15 A simplest model of neural network 
Usually, if there are n inputs from x1 to xn as shown in Figure 2-15, a n dimension vector 
X can be used to represent all the inputs. 
X(i) = [x1
(𝑖)
x2
(𝑖)
x3
(𝑖)
… xn
(𝑖)]
T
 
Suppose y is either 1 or 0, the model is usually called a classifier. This won’t affect 
much because it can be extended later. Several (X, Y) couples can be used in training 
the neural network. The notation {(X(1), Y(1)), (X(2), Y(2)), (X(3), Y(3)),… , 
(X(𝑚), Y(𝑚))} is used to represent the training set which include m (X,Y) couples. 
Hence, a clearer way is designed to show the inputs and outputs as the following 
formula: 
X = [X(1) X(2) X(3) … X(m)] =
[
 
 
 
 𝑥1
(1)
𝑥1
(2)
𝑥1
(3)
… 𝑥1
(𝑚)
𝑥2
(1)
𝑥2
(2)
𝑥2
(3)
… 𝑥2
(𝑚)
… … … … …
𝑥𝑛
(1)
𝑥𝑛
(2)
𝑥𝑛
(3)
… 𝑥𝑛
(𝑚)
]
 
 
 
 
 
Y = [y(1) y(2) y(3) … y(m)] 
The way neurons map the inputs and outputs is by setting weights on each input and 
defining a differentiable function between connected nodes. A common example is: 
ŷ(i) = σ(wT 𝑋(𝑖) + 𝑏) 
ENGG4282 Engineering Thesis 
 
 
21 
 
  
Here, ŷ(𝑖) is the probability that y(m) equals to 1 when given X(m) as an input. Hence 
ŷ(𝑖) can be written in the following formula to represent its probability meaning: 
ŷ(i) = 𝑃(𝑦(𝑖) = 1|𝑋(𝑖)) 
The notation w is also a vector which represents the weight of each input and b is added 
here only to make sure it can fit most conditions. σ(x) is to ensure that ŷ(i) belong to 
the set [0,1]. An example of the σ function is 
ŷ(i) = σ(𝑤T 𝑋(𝑖) + 𝑏) =
1
1 + e−(𝑤
T 𝑋(𝑖)+𝑏)
 
The aim of training the machine is to make ŷ(i)  closer to y(i) . So loss function is 
introduced to measure the error between ŷ and y. The value of loss function L( ŷ, y) 
shows if the ŷ function is working well when the actual output is y. A loss function 
which is often used is shown below: 
L(ŷ, y) = −(y log ?̂? + (1 − 𝑦) log(1 − ?̂?)) 
The loss function is only effective on a single training example but can’t represent the 
whole training set. It is the cost function which can apply to the whole training set. 
J(𝑤, 𝑏) =
1
m
∑𝐿(?̂?(𝑖), 𝑦(𝑖))
𝑚
𝑖=1
 
Algorithm will be designed to correct vector w and the value of b. By continuously 
correcting the value of w and b, the prediction will become more and more accurate 
through the training procedure. 
The neural network need activation functions to provide the nonlinearity. This is 
believed to have a good performance on nonlinear datasets. There are several different 
activation functions 
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Figure 2-16 Activation functions (Zhubo Jiang, 2018) 
Figure 2-16 shows the frequently used activation functions. Sigmoid used to be a very 
popular method but it has some problems. The gradient of sigmoid is only significant 
if x belongs to (-3,3). The gradient of sigmoid will become smaller and smaller in the 
backward propagation procedure, which is called gradient vanish. Besides, it doesn’t 
have a 0 centred value which may cause some problem. Tanh fixed the 0 centred 
problem, but it has a even smaller x range. 
ReLu could be a good function as it doesn’t have gradient vanish, but it could cause a 
problem called dead net. This is because it doesn’t have any respond to value below 0. 
Leaky ReLu and ELu are theoretically improved versions of ReLu, but no evidence has 
shown that these two activation functions are absolutely better than ReLu. 
2.3.5 Tuning methods 
X-fold cross validation is a method to test the generalization ability of a model. X fold 
means the whole data set will be equally split into X parts, the model will be trained 
using X-1 parts and tested on the rest one. It will generate X models and will calculate 
the score on the test set. The final result of cross validation is the average score of these 
x models on the test set. 
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Figure 2-17 An example of 4-fold cross validation (Wikipedia contributors, 2019) 
Grid search is a method based on cross validation. For a machine learning method, 
usually there will be many different hyperparameters which are difficult for researcher 
to determine. Grid search could help the researchers to find the best hyperparameters. 
It uses cross validation to evaluate the performance of the models using different 
hyperparameters. 
This part introduced the basic algorithms which is used in this project. Several related 
literatures are also reviewed to give a view how other researchers are doing similar 
projects. The mathematic derivations are given. This may help to gain a better 
understanding of these methods. The derivation procedure will also be helpful in the 
discussion part.   
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3 Methodology 
As is introduced in the Introduction, the objectives in this project are: setting up 
database, quantifying all the data and building models. This chapter mainly introduce 
the whole procedure and the method which is used in this project. Data preparation and 
data selection are database building processes. Quantifying data is deeply related to the 
algorithm, so the method used to quantify data is different. As this project is related to 
python coding, methods in software engineering will also be introduced. 
3.1 Data Preparation 
The datasets used in this project is collected from Emery and Wolverton’s work (Emery 
& Wolverton, 2017). The dataset consists of two parts: the first part is based on 
experiment records and the second part is a theoretically calculated dataset. The dataset 
includes the chemical formula of perovskite candidates, A and B site elements, valence 
and ionic radius. These features are related to the chemical elements in the perovskite. 
These features are available if the chemical formula is given. The dataset also includes 
the lowest distortion of the perovskite crystal structure, formation energy, stability, 
magnetic moment, volume per atom, band gap, lattice parameters and vacancy energy. 
Table 3-1 Features in the database from Emery's paper 
Atom Attributes Perovskite Properties 
Atomic mass of A site Lowest distortion (crystal structure) 
Atomic mass of B site Formation energy 
Valence of A site Stability 
Valence of B site Magnetic moment 
Ionic Radii of A site Volume per atom 
Ionic Radii of B site Band gap 
 Lattice parameters (a, b, c, α, β, γ) 
 Vacancy energy 
 
These properties show properties either in the forming procedure of perovskites or after 
it is formed. These data won’t be available before the perovskite is actually made. As 
the aim of the current stage is to predict the crystal structure only with given chemical 
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formula, the second part which shows a strong relationship with the perovskite 
properties is excluded from the input dataset. The lowest distortion is kept as the label 
of each data sample. The ionic radius should has some relationship with the crystal 
structure according to the Goldschmidt tolerance factor even though the tolerance factor 
had a poor performance on our dataset in our later test. 
Besides this dataset, some other atom attributes are taken into consideration. 
Polarizability and electronegativity have effects on the binding energy between atoms. 
The effect will eventually be presented on different lattice parameters, while the lattice 
parameters define the crystal structure. Thus, polarizability and electronegativity are 
imported into the dataset. These data are available in a python library called Mendeleev 
(Mentel, 2014--). Because the electronegativity of some elements in our dataset isn’t 
available under Allen’ s, Mulliken’ s or Pauling’ s scale of electronegativity, Ghosh’ s 
scale of electronegativity is chosen in the dataset. It can be calculated using the 
following formula (GHOSH, 2005): 
χGH = 𝑎 ∙ (1/𝑅) + 𝑏  
where R is the absolute atomic radius and a and b are both empirical parameters. The 
polarizability here is using Nagle’ s scale derived as the follows (Nagle, 1990): 
χN = √
𝑛
𝛼
3
  
 
3.2 Feature selection 
As introduced above, the features selected include the ionic radius, the valence, the 
polarizability, the electronegativity of both A and B sites. The chemical formula of 
perovskites is ABO3, so we only keep the atomic number and the atomic mass for A 
and B sites but exclude the attributes of oxygen.  
3.2.1 Importance Testing 
In order to make sure that all the features selected are useful, a random forest model is 
built to test the database. This random forest model shouldn’t have restrictions on its 
depth and splitting method. At least 200 estimators should be used. The model can give 
an importance list based on the information gain of each feature. 
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All the importance values will be normalized to 100. The features which have 
importance values less than 5 could be treated as useless features and will be removed 
from the database. 
3.2.2 Correlation Testing 
There may also be some repetitive features in the dataset. In order to remove these 
features, correlation matrixes are made to calculate the Pearson correlation coefficient  
Each value is calculated according to the following formula (Kantardzic, 2011): 
R =
𝑐𝑜𝑣(𝑋, 𝑌)
√𝑣𝑎𝑟(𝑋)𝑣𝑎𝑟(𝑌)
 
cov(X,Y) means the covariance of X and Y and var designates variance. In the 
procedure, R is taken an absolute value. |R| equals 1 means the two features are either 
positive correlation or negative correlation, so one of them can be deleted from the 
dataset. Highly correlated features which have a much higher  
In the dataset, there are four kinds of crystal structures: cubic, rhombohedral, tetragonal 
and orthorhombic. As characters are difficult for the machine learning algorithm to 
understand, they are replaced by natural numbers (Table 3-2). 
Table 3-2 Crystal Structure Representation 
Crystal Structure Value 
Cubic 0 
Rhombohedral 1 
tetragonal 2 
Orthorhombic 3 
 
3.3 Models Setting 
The basic machine learning method of this project is the supervised learning, which 
means with a given set of samples and their label, the machine learning algorithm 
should build a classifier or regression model in order to label the new samples. In this 
project, the data samples are different chemical elements combination together with 
their properties and the labels are crystal structures. We’ve got 222 data samples from 
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the experimental dataset and 2003 data samples from the DFT calculated data sample. 
The whole set is split randomly in to 3 parts: train set, validation set, test set. There are 
50 data samples in test set. 80% of the rest belongs to train set and still rest part is the 
validation set. The train set and the validation set are used throughout the training 
procedure, and the test set is used only once to evaluate the actual performance of a 
model. Besides, the test set isn’t changed throughout the whole model setting procedure 
while train set and validation set are randomly split from the whole set. 
Three machine learning algorithms are chosen in this project in case different algorithm 
may have different results. These machine learning methods will be introduced briefly 
in order to explain how these models are builded and modified. 
3.3.1 Environment Selections 
There are several machine learning tools available, including MATLAB, python 
together its libraries, R and other machine learning model generator. 
MATLAB has a very friendly user interface, but it is hard to change the detailed settings 
in MATLAB machine learning tools. It is providing tools like a black box. User can 
neither know what happens in the black box nor modify it. Especially for neural 
network, MATLAB seems to provide only a single layer neural network which is hard 
to come to a good result, we give up using the MATLAB. 
R is a very powerful programming language and statistic tool because it has many in-
build functions and packages which support statistical computing very well. But it 
currently has a poor support on deep learning which may be very important for this 
project in later stages. 
Other tools may probably provide more powerful functions or detailed settings, but 
similar to MATLAB, the functions they provide are black boxes which is unknown to 
users. 
Python is a programming which is easy to learn, and also easy to understand. There are 
several useful open source libraries built for scientific use. There are also packages 
which support machine learning algorithms. Most of these packages are open source 
and the package itself always provide functions to modify the learning model. Thus, 
python is the best choice for this project. 
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Python 3 is chosen as the programming language we use in this project. Scikit-learn 
(Fabian Pedregosa et al., 2011) is chosen as the framework for the SVM and Random 
Forest models. Pandas (Wes McKinney, 2010) works as main data processing tool for 
its complicated and efficient functions in selecting and modifying data. Matplotlib 
(Hunter, 2007) is used to handle the visualization part.  
3.3.2 Tuning Guidelines 
In the training process, these is a situation called overfitting. This means that the model 
is fitting too exactly or closely to the train data. This won’t be a very good situation 
because it may lose the ability to predict unknown data correctly. Thus, the whole 
dataset is separated into 3 part: train set, validation set and test set. 
Train set and validation set are involved in the training procedure while test set is used 
to see the final result of the model. 
 
Figure 3-1 Database splitting 
Figure 3-1 shows the proportion each set. 
In the training procedure, score on validation set is used to evaluate the performance of 
the model. The tunning procedure ensures that the model will have a good performance 
on the validation set. 
ENGG4282 Engineering Thesis 
 
 
29 
 
  
When the hyperparameters are hard to set, grid search will be used to find the proper 
hyperparameters.  
3.3.3 Random Forest 
Random forest is not a scale sensitive machine learning algorithm, so no modification 
is applied to the dataset before using random forest. There are two hyperparameters 
which are difficult to determine: maximum depth of the tree and the minimum sample 
split. The maximum depth of the tree means the depth of each estimator is restricted by 
a certain value. If it reaches the maximum depth, it will not keep generating new nodes. 
The minimum sample split defines how much nodes each evaluation could generate. 
For a traditional decision tree, its maximum depth is not restricted, and the minimum 
sample split is 2 (e.g. Figure 2-8). 
In order to find the proper value of maximum depth and minimum sample split of the 
random forest, we use a method called grid search. We input the range of max depth 
and min samples split to the gird search function and it will output the performance of 
the random forest model using these settings. 5-fold cross validation is used in the grid 
search procedure. 
3.3.4 SVM methods 
In the SVM model, RBF kernel is chosen. This would make the SVM model possible 
to predict nonlinear dataset. Because traditionally, the SVM can only classify two 
classes, 6 model in all should be built to give the classification result of all 4 classes in 
this project. This is called one-against-one method. The classifier will compare every 
two classes for a data sample and will eventually give the best classification of one 
class. 
The SVM model is very sensitive to the scale of data. Thus, every data is normalized 
from 0 to 1.  
There are only two key hyperparameters in SVM model, C and gamma. These two 
hyperparameters will be determined using grid search with a 5-fold cross validation. 
3.3.5 Neural Network 
The neural network part is more complicated. As currently there are only about 2000 
data samples in the database, there shouldn’t be too much layers. While more layers 
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mean a better learning ability, it could also cause overfitting. 4to 6 layers should be 
chosen and there can be 4 to 15 nodes on each layer.  
Activation functions should be used to give the model ability to fit nonlinear functions. 
If sigmoid is chosen as the activation function, the data should be normalized between 
0 and 1, with an average value of 0.5. If ReLu is chosen as the activation function, the 
data should be normalized from 0 to 1. If tanh is used, the input data should be 
normalized to a average value of 0 with a variance of 1. 
The output layer should always use softmax as the activation function because it gives 
the best performance on multi-classification jobs. In order to use this property, the 
output label should be transformed from normal numbers to one-hot keys. 
3.4 Software Engineering 
This project works as a fundamental work in a big project framework. Thus, the codes 
should be stable and readable. In order to achieve these properties, several efforts are 
taken: 
Version Control The code is frequently edited. Thus Git-Hub works as a version 
controller. History version can be traced back if the new added 
features has caused problem. A change log will be uploaded each 
time a new version is released. 
Code Layout All codes obey Google Python Style Guide (Google, 2019). This 
helps to form a easy-to-read structure.  
Code Structure The project obeys modular design. Codes are wrapped up into 
functions. The functions which have close relationships will be 
in the same python file. The project will have 3 main parts: Data, 
Model and Utils. Every function will have its own description. 
This will be very helpful because it explains the use of each 
parameter. 
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4 Results 
The feature selection results will be given at the first. These results determine what data 
will be used in later steps. The model details and tunning results will be given to show 
what model is used in this section. Accuracy table will be given. The confusion matrixes 
will be presented to show how each model is working. For neural network, a loss over 
time figure we be given to show the generalization ability of the neural network. 
4.1 Feature Selections 
 
Figure 4-1 Importance of different features 
Figure 4-1 shows the importance value for a range of different atom features. These 
values have been normalised to an importance value of 100.  The figure shows that the 
ionic radii of A site element is the most important one. Other features all shows some 
importance to the prediction. Even the least important one, Electronegativity of B site 
element, shows 1/5 of the importance value of the most important feature. As such, all 
of the atom parameters used are considered important in determining the crystal 
structure.   
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Figure 4-2 Pearson correlation matrix 
Figure 4-2 shows the Pearson correlation matrix between two features. It is not 
important whether the correlation values are positive or negative. As such, absolute 
values are provided. A high number suggests there is a correlation between these two 
terms. A correlation of 1, indicates that this is the same term. Conversely, a low number 
suggest there is little correlation between these two terms. For example, valence A and 
B show a high correlation with each other (0.85). However, this is still not enough to 
remove these to feature from the database as both of them shows some importance to 
the prediction. As such, all the features chosen are important in determining the crystal 
structure.  
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4.2 Model Configuration 
 
Figure 4-3 Grid Search of Random Forest 
A random forest with 200 estimators is chosen as this amount of trees may not cause 
any overfitting and will also save the calculation power. A grid search figure is made 
to help selecting a proper hyperparameter (Figure 4-3). It shows that with 
min_samples_split=2 and max_depth=29, the random forest model will give a best 
performance on the validation set. Very low maximum depth will lead to a low accuracy. 
Although the best min_samples_split and the max_depth are chosen, significant trend 
is observed on how these two parameters may affect the accuracy. The accuracy 
difference may be simply due to the different random states. However, after several 
tests the model still showed similar results.  
ENGG4282 Engineering Thesis 
 
 
34 
 
  
 
Figure 4-4 The grid search result for C and gamma in RBF kernel SVM 
C and gamma are two key parameters in SVM classifier when using RBF kernel. C and 
gamma are continuous parameters, so a very small step change is set to make a more 
detailed figure. The figure shows that with the increase of gamma or C, the accuracy 
on the validation set will first rise and then go down. The best C and gamma 
combination are C=0.21 and gamma=8.1.  
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Figure 4-5 Neural network Setting 
The neural network was tested several times to find the best structure. There are ten 
features in all so the input layer has ten nodes. The output is using the format of one-
hot key so there should be four nodes in each layer. In addition, four hidden layers were 
chosen. After several tests it was determined that the first two layers, should each have 
eight nodes and the second two hidden layers, should have six nodes. This model 
provided the best validation set accuracy (Figure 4-5). 
For the output layer, softmax is used as the output activation function. This is usually 
used in the output layer for multiple classification jobs. It will output the probability of 
being classified into each class. In the hidden layers ReLu was used as the activation 
function. (He, 2011) The He initialization is chosen as the initialization method for 
these hidden layers. The test procedure shows that a uniform initialization and a normal 
initialization give almost the same results.  
4.3 The Accuracy of Models 
There are three accuracies for each model: accuracy on train set, accuracy on validation 
set and accuracy on test set. The results listed are using the models which have been 
tuned to obtain the best performance on the validation set. 
All these results vary marginally each time it is run. This is due to the random methods 
used within the algorithms to ensure that overfitting does not occur. Random forest and 
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neural network have relatively small differences between each test. The accuracy of 
random forest and neural network can have an accuracy error of about ±2%. While the 
accuracy of SVM on validation set can vary from about 72% to 79% (when using 
C=0.21 and γ=8.1). All the data in accuracy table here and confusion matrixes given 
are using a single test result but not an average value. It makes no sense to use the 
average value since the train set and validation set split is different between two tests. 
Table 4-1 Accuracy table 
Learning Model 
Accuracy 
Train set (%) Validation set (%) Test set (%) 
Random Forest 76.97 73.71 80 
SVM 
(C=0.21,γ=8.1) 
74.10 74.15 68 
SVM 
(C=1,γ=8.1) 
83.25 79.95 86 
Neural Network 77.92 78.65 82 
 
The accuracy table (Table 4-1) shows that the performance of the three learning 
methods are similar. Two SVM settings shows a strong difference between each other. 
And at present, the SVM model with C = 1 and γ = 8.1 is giving the best result. 
4.4 The Confusion Matrix 
Because the model is actually trained with the train set and the validation set altogether, 
there is not separate confusion matrix for the training and validation dataset. From the 
confusion matrix, how well the algorithm is working on predicting each class can be 
understood. In the confusion matrix, the columns show the number of data samples 
which are classified by the algorithm and the rows show the amount of data samples 
actually in each class. For example,  
ENGG4282 Engineering Thesis 
 
 
37 
 
  
4.4.1 Random Forest 
 
Figure 4-6 The confusion matrix of random forest model on the train and validation 
set 
 
Figure 4-7 The confusion matrix of random forest model on the test set 
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These figures (Figure 4-6 and Figure 4-7) are called confusion matrixes. The bottom 
labels show what class the data samples are predicted to be while the left hand side 
labels show what classes they should be. For example, in Figure 4-7, there are 38 data 
samples classified as cubic structure and 12 data samples classified as orthorhombic 
structure. In fact, there should be 34 cubic structures, 2 rhombohedral structures, 1 
tetragonal structure and 13 orthorhombic structures. 2 cubic data samples are predicted 
to be orthorhombic structures and 5 orthorhombic structures are classified as cubic data 
samples. 
These two figures show that the random forest can distinguish cubic structures from 
orthorhombic structures. But this classification is not very accurate. It doesn’t have any 
ability to learn from rhombohedral and tetragonal structures. 
4.4.2 Support Vector Machine 
 
Figure 4-8 The confusion matrix of SVM model on the train and validation set using 
C=0.21 and gamma=8.1 
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Figure 4-9 The confusion matrix of SVM model on the test set using C=0.21 and 
gamma=8.1 
These two graphs show that the support vector machine using C=0.21 and gamma=8.1 
is giving a poor result. It doesn’t have the ability to figure out rhombohedral and 
tetragonal structures. 
As later will be discussed in this paper, the value of C is changed from 0.21 to 1 to 
compare with the original result. 
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Figure 4-10 The confusion matrix of SVM model on the train and validation set using 
C=1 and gamma=8.1 
 
Figure 4-11 The confusion matrix of SVM model on train set using C= 1 and 
gamma=8.1 
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Figure 4-10 and Figure 4-11 show that this C and gamma pair has a great accuracy. 
With a higher C value, the model gains the ability to predict rhombohedral and 
tetragonal structures. It even has a much better accuracy on both orthorhombic and 
cubic structure than the random forest.  
4.4.3 Neural Network 
 
Figure 4-12 The confusion matrix of NN model on the train and validation set 
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Figure 4-13 The confusion matrix of NN model on the test set 
Figure 4-12 and Figure 4-13 show that the neural network obtains a good learning state, 
because it recognized the rhombohedral and tetragonal structures. But it still has a very 
poor performance on these two structures. It is hard for it to correctly figure out whether 
a data sample is cubic or orthorhombic because the accuracy of orthorhombic structures 
on train set is poor. 
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4.5 Loss over Time for Neural Network 
 
Figure 4-14 Loss vs Time 
Figure 4-14 shows that the neural network model has almost same performances on 
train and validation sets. This suggests that the model should obtain a great 
generalizability. 
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5 Discussion 
In this part, comparison between models will be discussed. The reason why different 
model has such big different performance will be explained. Another section will talk 
about the comparison between two SVM models. The third part of this chapter will 
point out several directions and methods which could be helpful to fix the current 
problems. 
5.1 Imbalanced data 
In the dataset, there are 1379 cubic data samples, 651 orthorhombic data samples, 131 
rhombohedral data samples and tetragonal data samples. This is a typical imbalanced 
dataset where the amounts of different classes have huge differences. 
For random forest, the models are based on the idea called information gain. Though it 
is an effective method in the classification procedure, it could also make the classes 
with few data samples have small affect to the classification. To be more accurate, the 
decision trees choses the features with high information gain on classifying, but the 
classes with few data samples have very little impact on the information gain. This 
would lead to a poor performance on the imbalanced dataset. 
SVM uses C to control the accuracy of classification. Comparing the results given by 
two SVM models, it’s clear that the one with a higher C value have a significant better 
performance. The second model (the C = 1, gamma = 8.1 one) is built after the result 
of the first one (the C = 0.21, gamma = 8.1 one) is observed. Theoretically, a higher C 
will increase the recognition ability to different classes, especially in the situation where 
some classes are absolutely ignored. 
Neural network is very hard to tune because there are infinity combinations of number 
of layers, number of nodes, activation functions and layer settings. There are also 
hyperparameters like L1 and L2 regularization which wasn’t used in this project. As 
training neural network is very time consuming, it’s very hard to apply grid search to 
neural networks. A four layer is believed to be enough for this project and at the same 
time it can save much calculation power. The current problem is it still doesn’t have a 
good learning ability on the two small sample classes. 
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These results suggest that a new evaluation guideline should be chosen instead of 
simply using the accuracy on validation set when the dataset is imbalanced. 
5.2 SVM settings 
The difference between two SVM models are clear, the higher C has a higher accuracy 
on both training set and validation set. The problem is the grid search should give a best 
result of hyperparameter selection, but the fact is that even a randomly chosen higher 
C could give a much better performance. This is probably because the evaluation 
properties are different. When tuning other models, accuracy on the validation set is 
chosen as the evaluation property while grid search can only give the score based on 
cross validation. The result given by cross validation should be different from the result 
given by a randomly separated validation set. But the reason why there is such a huge 
difference need further research. 
5.3 Restrictions of the Project and Future Improvements 
The current project is mainly focused on predicting crystal structures with the atom 
attributes given. What should be emphasized is that the feature ‘valence’ is not a atom 
attribute. It is strongly related to the chemical structure. While in this project, the 
valence determines which ionic radii should be used. All the valence in the database 
are either given by the paper or guessed by the researchers. 
The database impurity may have some effect on performance of the models. Some 
faults are found in the datasets. For example, there are some data samples which shows 
that A site ionic radii is smaller than B site ionic radii which is impossible. Other 
mistakes like A and B have the same element are also found. These bad data should be 
removed from the database but there is no enough time to finish this work. 
In the future, efforts could be taken on expanding the dataset, especially on 
rhombohedral and tetragonal structures. The algorithms can be modified to fit this 
imbalanced dataset. Methods like drop out and over sampling can be taken in neural 
network. Other methods like SMOTE, a data generating algorithm, can be applied to 
the dataset. 
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6 Conclusion 
Several conclusions can be made based on the discussions above: 
1. Database are built. There are enough data inside the database thought part of 
them are bad data or ‘noise’.  
2. All the data in the database has a proper way to be quantified. For different 
machine learning method, it can have different normalization method. 
3. In this project, three machine learning algorithms are chosen. Machine learning 
methods can give an accuracy at about 80%. This shows that the machine 
learning can be applied to classifying crystal structures. The imbalanced data 
have a huge impact on the algorithm, which should be emphasized. Thus, the 
accuracy on an imbalanced dataset will not be as persuasive as it is on other 
datasets. A new evaluation criterion should be made instead of simply using the 
accuracy. The accuracy also has a big difference with the score given by cross 
validation. This will lead to errors in the hyperparameter selection.  
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