A large amount of SPC procedures are based on the assumption that the process subject to monitoring consists of independent observations. Chemical processes as well as many non-industrial processes exhibit autocorrelation, for which the above mentioned control procedures are not suitable. This paper proposes a Phase II control procedure for This comparison is carried out using Bayes factors, which help to establish the in-control or out-of-control state of the process in Phase II. Using the threshold rules of the Bayes factors we propose a binomial-type control procedure for the monitoring of the process.
Introduction
Statistical process control (SPC) was initially used to monitor a process, consisting of independent observations, collected usually over time. The first applications were motivated by manufacturing and industry more generally, where the objective was to use SPC in order to enable the final product to conform to predefined standards and to reduce process variability.
The control chart, first suggested by Shewhart, became a standard tool in SPC and its various versions and extensions highlight perhaps its central role in SPC.
Nowadays, the wide availability of plethora of data sets for various processes, including non-industrial processes, has resulted in the requirement of constructing control charts for autocorrelated data (Woodall and Montgomery, 1999) . On one hand processes sampled in high frequency induces autocorrelation and on the other hand some processes such as chemical processes and environmental processes inherently introduce autocorrelation when they are sampled. The effect of autocorrelation in standard control charts has been studied by various authors. Considering cumulative sum (CUSUM) charts, Johnson and Bagshaw (1974) and Bagshaw and Johnson (1975) conclude that even small levels of autocorrelation, generated by simple autoregressive and moving average time series models, may well fail to detect out of control signals, if a conventional CUSUM chart is used. As many authors have pointed out (VanBrackle and Reynolds, 1997; Schmid, 1997; Psarakis and Papaleonida, 2007) , this has the implication that the control limits need to be tightened in order to take into account autocorrelation. Alwan and Roberts (1988) presented a control procedure for the residuals in order to treat the effect of correlation. This control procedure monitors the residuals of an adequate model that describes the data. Several other studies consider monitoring the residuals after fitting a time series model to processes that exhibit autocorrelation and may be stationary or non-stationary (Hawkins, 1991 Considering autocorrelated processes (either industrial or non-industrial) a key difficulty for devising control charts is the definition of the in-control state; Alwan and Roberts (1988) discuss this difficulty. Due to autocorrelation and time-series dynamics such processes may exhibit certain non-standard variation over time even in the in-control state. As a result the overall mean of the process is not a good indicator of the stability of the process. Many of the above mentioned processes exhibit local stationarity or stability, which in short implies that from one point of time to another the process may change just slightly, but overall the process changes quite significantly. This suggests that control should not be based on an overall mean, but instead it should focus on the time-to-time conformance to a given model, hence the in-control state should suggest agreement with such a given model, while out-ofcontrol state should favour deviations or shifts from this. This naturally suggests fitting a null model, using Alwan and Roberts (1988) way of thinking, and forming an alternative or model of deviations from the null; hence defining in-control and out-of-control states according to whether support is cast on the null or the alternative model.
In this paper we set-up such an approach for Phase II control, suggesting as null model a time-varying autoregressive (AR) time series model. The process is assured to be in-control in Phase I during which the time series model is optimised, its parameters are estimated and calibrated, hence this model describes the process well. The autoregression is able to model many time series data and the time-varying AR coefficients are responsible for driving possible local non-stationarities. The model is then casted in convenient state-space form and Bayesian inference is employed in order to fit the model to the data. The goodness of fit is assessed by residual analysis in Phase I. As mentioned above we consider as in-control state the process when the time series model fit is adequate, or when the residuals follow independently a standard normal distribution. An alternative model is set, which quantifies possible deviations in mean and variance of this distribution. Then the proposed control procedure is based on a comparison at each time of these two models. Such a model comparison is facilitated (a) by using Bayes factors to create an index of similarity or distance of the two models and (b) by developing a binomial-type control procedure, based on the empirical guidelines and interpretation rules of the Bayes factors that have been used in the long-run in various fields of statistics (Kass and Raftery, 1995; Robert, 2007) .
The remainder of the paper is organised as follows. Section 2 describes the time series model and discusses Bayesian inference and forecasting. The next section describes Bayes factors and proposes the control strategy and control rules developed in the paper. In Section 4 two processes consisting temperature measurements in two stages in the production of a plastic mould are used to illustrate the methodology. Conclusions are provided in the following section, while the appendix details technical details of the computation of the average run length (ARL) of the proposed control procedure.
2 Time-varying autoregressive model
Model set-up
Suppose that observations y 1 , y 2 , . . . , y n are collected over time and that {y t } forms a univariate time series, so that y i and y j are serially correlated, for i = j ; in other words {y t } exhibits autocorrelation. The principle aim of this section is to propose a mechanism for describing the time series, which will later enable us to detect an out of control state and the general evaluation of the process {y t }.
A general purpose approach to the control of autocorrelated processes is to consider a time series model that describes well the process and then to devise some control procedure, usually on the residuals of the fitted model. Following this approach we consider the autoregressive model of order p with time-varying parameters, defined as
where the innovations sequence {ε t } is a white noise process, i.e. {ε t } is an i.i.d. series of random variables with zero mean and some variance σ 2 . In this paper we assume that ε t follows a normal distribution, for all t, so that ε t ∼ N (0, σ 2 ). The parameters of this model are the time-varying autoregressive (AR) coefficients φ 1t , φ 2t , . . . , φ pt together with the variance of the innovations σ 2 . Each of φ it is assumed to follow a random walk process, i.e.
where ν it is a white noise process. The random walk of φ it is motivated by the assertion that locally at time t, φ it ≈ φ it−1 , i.e. that locally the AR coefficients are assumed to slowly vary, if the variance of ν it is small; in other words locally the AR coefficients are expected to be time-invariant, i.e. E(φ it ) = E(φ it−1 ), where E(·) denotes expectation. The transition equation (2) allows the above local expectation constancy from t − 1 to t, but with increased variance, i.e. Var(φ it ) ≥ Var(φ it−1 ).
The above model can be put in state-space form by defining
where x t = [y t−1 , y t−2 , . . . , y t−p ] ⊤ is a design vector, the state vector is composed of the AR coefficients φ t = [φ 1t , φ 2t , . . . , φ pt ] ⊤ and the sequence of random vectors {ν t } is assumed to be a p-dimensional Gaussian white noise, with some covariance matrix V t . It is assumed that at time t = p a priori φ p is independent of ε t and ν t , for any t > p and φ p follows a Gaussian prior, while 1/σ 2 (the precision of ε t ) follows a gamma prior φ p ∼ N p (m p , σ 2 C p ) and 1/σ 2 ∼ G(n p /2, n p S p /2), for some mean vector m p , some covariance matrix σ 2 C p and positive parameters n p , S p .
It is worth pointing out that if we force V t = 0 (the p × p zero matrix), then the model is reduced to an autoregressive model with time-invariant AR coefficients, since φ it = φ i,t−1 with probability 1, for all t and i = 1, 2, . . . , p. The model, however, benefits by setting a non-zero V t so that φ t may be slowly varying allowing AR coefficients being locally appropriate and changing reflecting on the dynamics of {y t }. The specification of V t may be facilitated by the use of a discount factor δ (0 < δ ≤ 1), so that Var(φ t ) = δ 
Bayesian inference
Based on the observed data y 1 , y 2 , . . . , y n , with information at time t:
a Bayesian version of the Kalman filter may be applied. At time t, the posterior distribution of φ t , given σ 2 and y 1:t is φ t | σ 2 , y 1:t ∼ N p (m t , σ 2 C t ) where m t and C t are updated by the recurrent relationships
k t is the Kalman gain and e * t is the one-step forecast error.
With the gamma prior of 1/σ 2 , the posterior distribution of 1/σ 2 is the gamma distribution 1/σ 2 | y 1:t ∼ G(n t /2, n t S t /2), with parameters n t /2 and n t S t /2, where where n t = n t−1 + 1 and n t S t = n t−1 S t−1 + e * 2 t /q t . It follows that the posterior distribution of σ 2 is an inverse gamma with parameters n t /2 and n t S t /2 and so σ 2 | y 1:t concentrates about its modeσ 2 t = n t S t (n t + 2) −1 asymptotically degenerating. The mode of σ 2 | y 1:t is a better estimator than the mean, because the posterior distribution of σ 2 | y 1:t is not symmetric and this choice is in line with standard practices in Bayesian analysis (Robert, 2007) . Conditional on σ 2 =σ 2 t the distribution of the residuals is e t+1 | σ 2 =σ 2 t , y t ∼ N (0,σ 2 t q t+1 ). Model assessment is usually carried out by the standardised residuals, defined at each time t as
which distribution is e t | y 1:t−1 ∼ N (0, 1) and hence when the model fit is good one would expect 95% of the residuals to fall within the ±1.96 quantiles of the standard normal distribution N (0, 1). This can be exploited in order to construct chi-square tests, for more details of which the reader is referred to West and Harrison (1997) and to references therein. In addition to the above the residuals are serially independent (Durbin and Koopman, 2012), i.e. e i is independent of e j , for any i = j.
Control procedure
Consider the situation that the process of interest {y t } is subject to monitoring. SPC is usually concerned with the detection of shifts from the mean or the variance of an observed process. However, since this paper deals with monitoring of locally stationary processes, it is expected that even in the in-control state of the process, some temporal changes in the mean and / or in the variance will incur (e.g. departing from stationarity), but not considered as significant to cause an out of control signal. Hence, comparing and contrasting the process with a constant overall mean and variance is not appropriate here; instead we want to take into account for small shifts, not from an overall constant mean or variance, but from a local mean, e.g. comparing the observed value y t with a projection in that time, such as the one-step ahead forecast mean at t. This naturally leads us to define control procedures that out of control signals on the residuals. Suppose that there is some out of control signal at time t, that is e t follows a N (µ, κ 2 ), for some µ = 0 and / or κ = 1. Then
from which it follows
where f t = x ⊤ m t−1 is the one-step ahead forecast mean of y t . As we see this updated forecast distribution (which is now accurate as e (new) t follows a N (0, 1) distribution, indicates that y t has shifted by a mean of µ and a variance of κ 2 times the original variance q t . In order to explore graphically this even further, we simulate 100 observations from a time-varying AR (1) model (in-control process) and produce the in-control residuals (see solid lines in Figure 1 in both panels of the plot). Subsequently, for the out of control signals first we simulate 100
values of 0 and 1 from a Bernoulli distribution with probability of success p = 0.1 and then we add to the existing residuals shifts of size randomly generated by a N (1, 2) distribution at the randomly generated points of ''1" (that is we inflate the residuals by 10% shifts each having size simulated from a normal distribution). The randomly generated at time-points 54, 59, 72, 75, 77, 84, 88 (7 points while 3 more were ignored because the added shift outliers was negligible). From the implied values of the residuals e ′ t (inflated by the shifts) we determine the implied values of the out of control process Phase II analysis -are easily accommodated (West, 1986) . In this paper, given a set of data 
it is apparent that
• if B t < 1 we have evidence that M 0 fits to data better than M A , while
• if B t > 1 we have evidence that M A fits to data better than M 0 .
Obviously, if B t = 1, the two models are inseparable, in the sense they both produce the same error distribution.
In the context of Bayesian thinking B t has been used as a tool for decision making. Note that classical hypothesis testing gives one hypothesis (or model) preferred status (the "null hypothesis" H 0 ), and only considers evidence against it while B t offers an excellent tool for making a decision about which is the underlying model that produced the data (not simply against a hypothesis). In general, according to the literature (see e.g. Kass and Raftery, 1995) a value of B t < 1 means that M 0 is more strongly supported by the data under consideration than M A . Harold Jeffreys (Jeffreys, 1935 (Jeffreys, ,1961 ) gave a scale for interpretation, summarised in Table 1 , of the strength of evidence B t gives in favour or against M 0 . Jeffreys' scale has been used successfully for decades in decision making (Kass and Raftery, 1995; Robert, 2007) .
Returning to the context of SPC we suggest that if M 0 describes the process in the incontrol state and M A describes the process in the out-of-control state, we can then setup a control procedure based on the classification of B t . In fact, using this classification ( that are too extreme causing complexity for the user, without offering significant benefits in monitoring. The proposed classification is only one of the possible arrangement. In order to define more complex procedures more than three categories can be considered, however, the additional complexity may not be appealing to the practitioner. The proposed categories and related control procedure results in a simple and effective monitoring approach, as evidenced in the illustration in the next section.
The probability of assigning a value of B t in one of these categories is unknown since the distribution of B t is unknown. Nevertheless, still we may calculate accurately the corresponding probabilities by simulation. Then, after calculating the probabilities of assigning a value of B t to a category we may define appropriate control rules. In this paper, we propose the following composite rule: The process is out-of-control if
• a value of B t assigned to category 2 appears in the sequence, or
• two values of B t assigned to category 1 appear in the sequence, in a window of length
The length k of the window is a parameter of the control procedure and may be changed accordingly depending on desired sensitivity set-up by the modeller. A smaller value of k gives small sensitivity, while larger values of k increase the sensitivity of the procedure. The ARL of this procedure may be studied using the Markov chain approach, as described The method is described in the appendix.
In the remaining of the section we proceed to an extensive exploration of the performance of the new control procedure based on the rules given in Table 1 . As it is already mentioned above, these rules were first proposed by Jeffreys (1935) in his pioneering paper on Bayes factors and later reported in his book (Jeffreys, 1961) . They have been used extensively and documented widely within the practice of the Bayesian paradigm; for an excellent exposition see Kass and Raftery (1995) and Robert (2007, Section 5.2).
Since the rules given in Table 1 have been tested in practice in many fields, we engage them for the first time in SPC after appropriately modified them (see Table 2 ). Thus, in the sequel we provide numerical results related to the performance of the control procedure by assuming the control limits as fixed in the way Jeffreys proposed. The exploration of the rules performance is done using the ARL (average run length).
In Table 3 we give the ARL values for the case that an event that affects the time series is the cause of an out-of-control state. It is evident that under the assumption that the process is in-control the corresponding ARL will tend to infinity (equation (6) takes the value 1, with probability 1, if M A = M 0 , which is the case of an in-control procedure). This is similar to testing a null hypothesis H 0 against an alternative that is exactly equal to the null H A ≡ H 0 ; in such a case the ARL is equal to infinity as you would require infinite observations in order to reject H 0 (since H A ≡ H 0 ). In other words the value of infinity in the ARL depicts that no matter how many observations we have, there will be no chance to reject the null hypothesis (model M 0 ). This is a very significant characteristic of the control procedure since if we compare the model with itself the probability of rejecting the model should be zero. In the context of Bayesian hypothesis testing, a discussion on the uncertainty related to the parameters of the alternative hypothesis can be found in Aitkin (1997) and Aitkin et al. (2005) . As we define shifts-departures from the null model (i.e. we specify the alternative distribution shifting from N (0, 1)), we observe that the process is getting out of control (because the true distribution is not the null any more) and the ARL decreasing from infinity to lower values. As we can see the proposed procedure can identify very fast (ARL=2.02) a shift in the original process that causes deviations to the mean of the residuals equal to two sigma. In case that a shift in the original process appears and causes deviations to the mean of the residuals equal to three sigma then the proposed procedure will identify almost immediately (ARL=1.28). The results of Table 3 suggest that the rules given in Table State Distribution mean variance ARL Table 4 : ARL when the residuals are affected by variance shifts.
2 lead to an efficient monitoring procedure. Table 4 contains the ARL values in the case of an event that affects the time series is causing an out-of-control state characterised by aberrant fluctuations of the residuals. As we can see the proposed procedure can identify fast (ARL=33.40) a shift in the original process that doubles the corresponding variance of the residuals while this expected time is event smaller in the case that the shift in the original process triples the corresponding variance of the residuals.
In Table 5 ARL values are provided in the case of an event that affects the time series is causing an out-of-control state characterised by aberrant fluctuations of the residuals as well as to a shift in the mean of the model deviations. The ARL values are quite small justifying once more the overall good performance of the proposed method.
Finally, in Table 6 : ARL when the residual distribution changes.
residuals. As an alternative model we consider the standard Student t-distribution t ν with various values of degrees of freedom ν. As the degrees of freedom decrease, the underlying process of the residuals shifts away from the model of the normal distribution. As we can see in the case the degrees of freedom are equal to 3 the ARL is equal to 21.12. The method appears to be sensitive to the disturbance distribution; in particular the values of the ARL increase as the degrees of freedom increase (for 15 degrees of freedom the ARL is equal to 957.92). However, we observe that the t distribution considered as an alternative model has mode 0 and scale equal to 1; so in other words the alternative model considers deviations of zero mean and of variance ν/(ν −2), which for large degrees of freedom are close to 1 (same as in the null model). Thus, the main deviation from the null model comes in the tails between the t and the normal distribution. When we consider a t alternative model with mean and scale shifts, i.e. a t ν (1, 2), then the ARL is much lower even for ν = 15 (results not shown).
From the above results it is evident that the proposed method performs excellent in a wide range of situations. conduct a comparative study with a classical control scheme for autocorrelated data, proposed by Alwan and Roberts (1988). Table 7 shows in-control and out-control ARL for the proposed chart (ARL bt ) and that of Alwan and Roberts (1988) (ARL et ), for mean shifts, variance shifts and shifts in both the mean and the variance. The ARLs are computed using Monte Carlo simulations of size 100,000. Since the proposed chart is based on the relative comparison of an in-control state and an out of control state (residual distributions), it has the implication of an infinite ARL when both states are in control (i.e. the alternative hypothesis is the same as the in control process). This makes the chart not directly comparable with other procedures which exhibit finite in-control ARL, such as that of Alwan and Roberts (1988) .
Nevertheless, Table 7 illustrates that the proposed control chart has very good performance for a wide range of out of control shifts (alternative hypotheses); indeed for that range of out of control scenaria, it outperforms the classical chart mentioned above. In particular we note that for mean shifts exceeding 0.6208σ has smaller in-control ARL compared to that of Alwan and Roberts (1988) . For the proposed control chart, the table highlights a very steep drop of the ARL in relation to increases in the mean shifts; the ARL of Alwan and Roberts 
Production data set
In this section we consider two data sets consisting of temperature values (in 0 C) of 2 components in the production process of a plastic mould. The data we consider here are two of the variables of the production data described in some detail in Pan and Jerrett (2004). For this data set we consider Phase I up to time t = 220 (in the sense that the time series model is estimated) and Phase II (time t = 221 − 276); the right vertical line in Figure 2 indicates the end of Phase I. For Phase I analysis we have excluded the first 20 observations needed for the model to train to the data set; this is indicated in Figure 2 by the left vertical It remains to select the values of the discount factor δ (responsible for the dynamic evolution of the time-varying AR coefficients) and the order of the AR model p. We used the following criteria to choose a model:
Production data: variable 1
• the mean of squared standardised residuals MSR = 200 −1 200 t=21 e 2 t should be close to 1, where e t are the standardised residuals defined in (5);
• the residuals in Phase I should be independent, or at least uncorrelated. Figure 4 shows the normal probability plot of the residuals in Phase I; we note the 10 (5%) outliers which are depicted also in Figure 3 . It is noted that if the first 40 observations are used as a training data set, then the process is much more in control in Phase I (see the right panel of is no evidence to suggest that e t does not follow a N (0, 1) in Phase I. All the above establish the time series model in Phase I.
Proceeding now to Phase II, with the specification of the Bayes factor as detailed in the section above and defined in equation (6), is
Noting that the alternative model has a N (µ, κ 2 ), measuring deviations from N (0, 1) of the residuals, we need to specify µ and κ. Obviously, if µ, κ are too close to 0,1, respectively, the two models will be harder to separate; on the other hand if µ, κ are large (in modulus), then the control procedure may fail to detect small shifts in mean or variance. In this paper for illustration purposes we consider two alternative scenarios (a) N (1.5, 1) (increase in mean by 1.5 unit, 150%) and (b) N (0, 1.3) increase in variance by 30%. Other alternatives were considered (not shown here), but gave no out of control signal or the same out of control signals as the above. We note that in Phase II we do not know which alternative models may be true, hence to declare the process to be in-control a range of alternative models needs to be considered and no signal to be issued. However, a case that appears many times in practice is that the practitioner knows a set of possible out-of-control states. Thus, the practitioner may test for the deviation distributions corresponding to these specific out-of-control states. In other words, if an alternative model gives a Bayes factor in category 0 this gives only support in favour of the in-control hypothesis for the given alternative model. Table 8 shows the control classification of Table 2 for Phase II of the production data using the Bayes factor with the alternative model e t ∼ N (1.5, 1), i.e. µ = 1.5 and κ = 1.
Out of 56 time points in Phase II there are 3 out of control signals (indicated in Table 8 by either 1 or 2). Highlighted in Table 8 are the first two signals that each concerns a different sub-rule, for t = 245 (sub-rule 1) and t = 254, 270 (sub-rule 2). In a comparison with an EWMA control chart in the residuals in Phase II, the proposed methodology seems to be even more sensitive than the EWMA; the latter gave an out of control signal on the 257th observation. The three solid points in Figure 2 
Production data: variable 2
In this section we consider 200 temperature values of the 2nd component of the production data. In order to investigate whether the process is in control or not, we follow a similar analysis as in variable 1 above. Figure 5 shows the data; we use the first 150 observations in Phase I and the last 50 in Phase II. We are going to fit the time-varying autoregressive Figure 6 shows the standardised residuals in Phase I together with the usual ±1.96 confidence intervals; out of 150 observations in Phase I there are 8 outliers corresponding to a 5.3% of outliers, which is close to the ideal 5% of a good model fit. Figure 7 shows the normal probability plot of the standardised residuals; the left panel considers the residuals when the first 20 observations are used as a training data set and the right panel when the first 50 observations are used as a training data set. We note that when only 20 observations are used as a training data set there are some outliers, which is also depicted in the residual plot of Figure 6 ; the situation is considerably improved when the first 50 observations are used as a training data set (right panel of Figure 7 ).
Moving on to Phase II analysis, several alternative models Table 9 : Control in Phase II (time t = 151 − 200) for the 2nd variable of the production data.
Out of control signals are those with associated counts 1 or 2.
and in Figure 5 (solid points in Phase II). Other alternative models with different shifts from N (0, 1) gave a subset of these 3 out of control signals or no out of control signal. Therefore, based on this analysis, we conclude that for this data set there are three out of control signals in Phase II driven by a shift of 200% in the mean of the standardised residuals, while the variance of the process seems to be stable. This is reinforced when considering both mean and variance shifts and finding out that the possible out of control signals are the same as those considering mean shifts only.
Concluding comments
This paper develops a methodology for monitoring autocorrelated processes. A time-varying autoregressive (AR) model is fitted to the data and the standardised residuals are obtained.
The model is capable of addressing local non-stationarities via the dynamic evolution of the AR coefficients and so it can describe stable and non-stable processes. Several criteria of goodness of fit based on the residuals are discussed. After the model has been set up in Phase I, a control procedure based on the theory of Bayes factors is proposed. The main idea is to compare the performance of the time series model against some alternative, which quantifies departures from it. As a result a control procedure based on binomial-type statistics and taking into account the empirical rules and guidelines for Bayes factors is proposed. The methodology is put into practice using two data sets consisting of temperature measurements in two stages of manufacturing of a plastic mould. It is believed that the developed methodology will be particularly appealing to non-industrial process monitoring, where non-stable or non-stationary processes are typical (finance, environmentrics and so forth; for references see the discussion in the introduction). A comparative study using simulation illustrates that the the proposed monitoring procedure outperforms a classical control chart, due to Alwan and Roberts (1988) . Future research should consider a more extensive comparison study as well as multivariate extensions of the proposed monitoring scheme and it is our intentions to explore these lines of research in the near future.
the waiting time random variable T can be easily derived, on observing that
The last formula offers an easy to use formula for the evaluation of the run length distribution of the proposed control chart. The methodology described briefly here is used here in order to calculate the ARL distribution. The first step is to acquire the in control distribution (F in (·)) of B t . This can be done by simulation.
Having calculated the corresponding in-control distribution F in (·) of B t we may calculate the probabilities p 0 = P (B t < 3.2), p 2 = P (B t > 10) and p 1 = 1−p 0 −p 2 . Therefore, provided that the process is in-control, the charting procedure can be modelled by a sequence of multistate trials with 3 possible outcomes in each trial and respective occurrence probabilities for each outcome p 0 , p 1 , p 2 .
According to the proposed rule, the events that give an out-of-control signal are: one value of B t assigned to category 2 or two values of B t assigned in category 1 in a window of length 4. These events may be described via the multi-state model given above by the family of patterns ǫ a = {2, 11, 101, 1001}. It is now easy to introduce a Markov chain {X t , t = 0, 1, 2, . . .} on the state space Ω = {0, 1, 2, ǫ a }, where ǫ a = {2, 11, 101, 1001} is the absorbing state of the chain, and 0, 1, 2 indicate that the last sample used for monitoring the process, produced a point in zones 0, 1, 2 respectively.
If we denote by π ⊤ 0 = [P (X 0 = 0), P (X 0 = 1), P (X 0 = 10), P (X = 100), P (X 0 = ǫ a )] the its transition probability matrix, we may readily evaluate the probability distribution of the waiting time T by using (A-1).
