We examine the evolution of the effects of monetary policy shocks on the distribution of disaggregate prices and quantities of personal consumption expenditures to assess the contribution of monetary policy to changes in U.S. inflation dynamics. Given that the transmission of monetary policy to aggregate inflation is determined by the responses of its underlying components, the degree of monetary non-neutrality is ultimately the result of relative price effects at the sectoral level. We provide evidence of considerable heterogeneity in sectoral price responses by introducing time variation in a factoraugmented vector autoregression model. Over time the majority of individual prices respond negatively after a contractionary monetary policy shock and the price dispersion diminishes. We link these empirical findings to a multi-sector DSGE model and show that they are consistent with firms' heterogeneous pricing decisions and changes in the importance of the cost channel of monetary policy and the degree of wage flexibility.
Introduction
In formulating policy decisions, central banks not only rely on information about the aggregate economy, but also carefully monitor sectoral conditions by conducting business surveys that provide important information about the price-setting process of …rms (e.g. Blinder, 1991) . For monetary authorities it is also crucial to know how their monetary actions a¤ect the pricing decisions of …rms in various sectors since this determines the e¤ectiveness of monetary policy in stabilizing the economy as a whole. Altissimo et al. (2009) , Bils and Klenow (2004) and Clark (2006) show that important di¤erences in in ‡ation dynamics arise at the aggregate and disaggregate level. Lastrapes Another important empirical feature is that the volatility of in ‡ation and output has declined considerably since the mid-1980s creating a more stable macroeconomic environment. In addition, the level and persistence of aggregate in ‡ation have reached historical lows. 1 However, little is known about the evolution of the underlying components of aggregate price and output measures.
Over the last decades, macroeconomic developments such as increased monetary policy credibility, enhanced competition due to globalization, …nancial innovations, and technological advances might have contributed to alter the price-setting behavior across sectors which ultimately changes the way monetary policy is transmitted to the macroeconomy. The main contribution of this paper is to analyze changes in disaggregate price dynamics after a monetary policy shock, often hidden by aggregate measures, in order to inform policymakers about changes in the relative price e¤ects of their monetary actions.
Since exploring the monetary transmission mechanism at the disaggregate level requires an empirical framework that lends itself to including information from a large number of macroeconomic indicators and sectoral variables representing various dimensions of the economy, we employ an extended version of the factor-augmented VAR (FAVAR) introduced in Bernanke et al. (2005) .
Given the possibility that disaggregate dynamics have changed over time, we extend the FAVAR model to allow for time variation in the coe¢ cients and for stochastic volatility in the variances 1 Evidence in support of these changes can be found in a number of recent papers including Kim and Nelson (1999b) , McConnell and Pérez-Quirós (2000), Cogley and Sargent (2005) and Benati and Mumtaz (2007) . 1 of the shocks. Previously, changes in the monetary transmission mechanism have been studied for the aggregate economy by incorporating time variation into small-scale VAR models that typically consist of three variables-a short-term interest rate, a measure of real economic activity and in‡ation. 2 One problem with this approach is that the amount of information incorporated in these models is relatively limited which has two potential consequences. First, missing variables could lead to biases in the reduced-form VAR coe¢ cients and the estimates of persistence and volatility.
Second, the omission of some variables could hinder the correct identi…cation of structural shocks.
One possible manifestation of these problems are impulse response functions that are at odds with economic theory. For instance, Bernanke et al. (2005) raise the issue that if the information set used by the econometrician is smaller than that employed by the monetary authority, then structural shocks and responses to them may be mis-measured because the empirical model excludes some variables that the central bank responds to. Similarly, Castelnuovo and Surico (2010) and Benati and Surico (2009) building on Lubik and Schorfheide (2004) , argue that during periods of indeterminacy, the dynamics of the economy are characterized by a latent variable. Therefore, reduced-form and structural estimates of the VAR model may be biased when estimation is carried out over these periods. Thus, with our estimation framework, we are not only able to provide novel insights about the time-varying responses of disaggregate prices and consumption quantities, but also to re-examine the mixed evidence on possible changes in the responses of the main macroeconomic variables after a monetary policy shock reported in earlier studies addressing some of the shortcomings discussed above.
Our results suggest that the propagation mechanism of monetary disturbances is highly heterogeneous across components of personal consumption expenditures suggesting that monetary policy actions exert an important in ‡uence on relative prices in the U.S. economy. We show that a considerable fraction of sectoral prices increases at short horizons after a contractionary monetary policy shock, which however decreases from the early eighties onwards. On the other hand, we …nd no evidence of a price puzzle for any of the aggregate price measures throughout the sample period which indicates that the extra information is helpful in correctly identifying monetary policy shocks. In addition to considerable variation in the median responses of prices and quantities at the disaggregate level, we …nd that the cross-sectional distribution of responses has undergone substantial changes over the sample period. In particular, there has been a marked decline in the variance of the distribution of sectoral prices, while the median response has become more negative over time.
The variance of the distribution of quantity responses has also declined, but the median response has become smaller in magnitude.
To better understand these empirical …ndings, we conduct a simulation exercise within a multisector sticky-price dynamic stochastic general equilibrium (DSGE) model to explore the interaction 2 See, for instance, Cogley and Sargent (2005) , Primiceri (2005) , and Sims and Zha (2006) . 2 between the …rms'heterogeneous pricing decisions and monetary policy shocks over time. We show that the presence of the cost channel of monetary policy, which leads to a temporary increase in marginal costs following a monetary tightening, is consistent with the price puzzle in the short run at a high level of disaggregation. Depending on their sector-speci…c frequency of price adjustment, …rms respond to higher interest rates either by rising or lowering their prices, which generates cross-sectional heterogeneity in price responses. The attenuation of the disaggregate price puzzles over time can in part be explained by decreases in the sensitivity to the cost channel of monetary policy and increases in the degree of wage ‡exibility.
The rest of the paper is organized as follows. Section 2 introduces the empirical methodology adopted in this study and describes our large dataset. Section 3 discusses the time-varying dynamics of selected macroeconomic aggregates and of disaggregate prices and quantities in response to monetary policy shocks, and conducts a sensitivity analysis of the baseline model. Section 4 relates the empirical results to a multi-sector sticky-price model and explores how variations in various model parameters can account for changes in sectoral dynamics over time. Section 5 o¤ers some concluding remarks.
Empirical methodology 2.1 A time-varying FAVAR model with stochastic volatility
Vector autoregressions (VARs) o¤er a convenient and ‡exible framework for capturing the monetary transmission mechanism. However, the assumptions made about the information structure are crucial when deciding whether a standard VAR can provide an accurate description of economic relationships. Measurement error in the endogenous variables included in the VAR can a¤ect the precision of the estimated dynamic relationships. Furthermore, it is highly likely that the researcher only observes (and includes in the VAR model) a subset of the variables examined by the monetary authority when making its policy decisions. This omitted-variable problem can lead to a substantial bias in the VAR estimates of the impact of a shock to monetary policy (see Benati and Surico, 2009 ). Measurement error and omitted variables can potentially a¤ect small-scale VAR analyses of changes in the transmission of structural shocks quite acutely. When examining time variation in impulse responses, the assumptions about the measurement of variables and the information set used by agents apply at each point in time and are more likely to be violated. If important information is excluded from the VAR, this can a¤ect inference on the temporal evolution of impulse responses and lead to misleading conclusions about changes in the transmission mechanism.
The obvious solution to this problem is to include more variables in the VAR. However, the degrees of freedom constraint becomes binding quite quickly in standard datasets. 3 An alternative approach is to incorporate extra information into the VAR model in the form of factors from a large cross section of economic indicators, which are included as endogenous variables in the VAR (e.g. Bernanke et al., 2005) . More formally, the Bernanke et al. approach is based on the following factor model
where X i;t is a panel of variables that contains a large amount of information about the current state of the U.S. economy and F t = fF 1 t ; :::; F K t ; R t g denotes a matrix that includes K latent factors that summarize the comovement among the underlying series at each date, while e i;t are the i.i.d.
idiosyncratic components with E e 0 i;t e i;t = R , where R is a diagonal matrix. F t is related to X i;t through the factor loadings i . Note that F t includes the federal funds rate R t which is assumed to be an 'observed'factor, i.e. the only variable observed by both the econometrician and the monetary authority. The economy is assumed to be driven by the set of structural shocks u t , which are related to the reduced-form shocks via a structural matrix A 0 . Given the impact matrix A 0 , one can estimate the impulse response of F t and all the underlying variables in the panel X i;t through the …rst equation.
This model can be used to incorporate a large amount of information about the U.S. economy in the interest rate equation (via lagged factors F 1 t ; : : : ; F K t ) and is therefore less likely to su¤er from omitted-variable bias and model mis-speci…cation. Bernanke et al. (2005) show that the traditional price puzzle associated with VARs disappears in this 'Factor-Augmented'VAR (FAVAR) model.
As our interest centers on changes in the behavior of impulse responses across time, we extend the FAVAR model along two dimensions: First, we allow the dynamics of the system to be time-varying to capture changes in the propagation of structural shocks as a result of shifts in private sector behavior and/or monetary policy preferences. Second, our speci…cation incorporates heteroscedastic shocks which account for variations in the volatility of the underlying series. This extended FAVAR model provides a ‡exible framework to examine changes in the transmission of structural shocks. Moreover, the time-varying FAVAR model is less likely to su¤er from problems created by omitted variables and therefore provides a robust framework to examine changes in the transmission mechanism.
A number of recent papers also employ dynamic factor models with either time-varying factor loadings or time-varying factor dynamics. Del Negro and Otrok (2008) were the …rst to incorporate time-varying factor loadings and stochastic volatility into a dynamic factor model. They use the model to study the evolution in international business cycles and report a decline in the volatility across a panel of 19 countries. Mumtaz and Surico (forthcoming) use a dynamic factor model with time variation in the dynamics of the factors to study the evolution of the common component of in ‡ation in the industrialized world. 4 The time-varying FAVAR model (and the estimation methodology) proposed in this study is closely related to models used in Del Negro and Otrok (2008) and Mumtaz and Surico (forthcoming) . However, the model in this paper is designed for structural analysis, i.e. to investigate possible changes in the transmission of structural shocks. In contrast, most previous papers have used time-varying factor models for reduced-form analysis. 5 The time-varying FAVAR model can be re-written in state-space format. Consider …rst the 
:::
where 's and 's are the elements of the factor loading matrix i . The structure of the loading matrix implies that some of the variables are allowed to have a contemporaneous relationship with the nominal interest rate, i.e. non-zero elements of .
We introduce time variation into the model by allowing for drift in the coe¢ cients and the error covariance matrix of the transition equation. An alternative speci…cation is to model the time variation associated with the factor loadings ( and ) (see Del Negro and Otrok, 2008) . However, Bayesian model selection criteria (speci…cally, the deviance information criterion) strongly support time variation in the parameters and variances of the transition equation rather than in the factor loadings and the variances of the idiosyncratic components. 6 These model selection criteria also support setting the number of factors equal to three. As described in the online appendix, further support for three factors comes from the application of the Bai and Ng (2002) IC 1 criterion to our dataset. 4 Note that these papers are essentially a generalization of the dynamic factor model used in Kose, Otrok, and Whiteman (2003) . 5 In a recent contribution, Korobilis (2011) proposes a time-varying FAVAR, where the factors are estimated via principal components. In contrast, our paper uses a complete likelihood-based approach. 6 Speci…cally, we conduct a model comparison exercise along two dimensions of the model. We compare our benchmark speci…cation against (1) a …xed-coe¢ cient FAVAR, and (2) a FAVAR that incorporates time variation in the factor loading matrix i and stochastic volatility in the variance of the idiosyncratic components. The results are reported in Table 1 in the not-for-publication appendix (available at: http://www.bankofcanada.ca/author/christianebaumeister).
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The transition equation of the system is a time-varying VAR model of the following form
where 
The time-varying covariance matrix of the VAR innovations v t can be factored as
H t is a diagonal matrix which contains the stochastic volatilities and A t is a lower triangular matrix that models the contemporaneous interactions among the endogenous variables: 
with the h i;t evolving as geometric random walks:
Along the lines of Primiceri (2005), we postulate that the non-zero and non-one elements of the matrix A t evolve as driftless random walks:
The speci…cation described by equations (4) to (10) can be used to incorporate a large amount of information about the U.S. economy into the model. In particular, if the factors in equation (4) contain additional information not captured by a three-variable VAR used in studies such as Primiceri (2005) , then one might expect policy shocks identi…ed within the current framework to be more robust. Our ‡exible speci…cation for the transition equation implies that the model accounts for the possibility of structural breaks in the dynamics that characterize the economy and allows the 7 In the not-for-publication appendix we provide evidence that models with more lags display a poorer …t.
6 monetary authority to continuously update its knowledge about the macroeconomic environment. 8 The speci…cation of our factor model (barring time variation) is simpler than the structural dynamic factor model (SFM) examined in Forni and Gambetti (2010) , which builds on the work in Forni et al. (2000) . In the notation of Forni and Gambetti (2010), we make the simplifying assumption that the number of primitive shocks or dynamic factors u t equals the number of static factors F t . This simpli…cation enables us to incorporate stochastic volatility in the structural shocks using standard Bayesian estimation methods. Incorporating time variation in the SFM is an interesting topic for future research. Note also that relative to Forni and Gambetti (2010), we treat the federal funds rate as an observed factor. Given that R t is the policy instrument of the Federal Reserve, and changes in R t are highly publicized and observed by economic agents, it can be argued that this assumption is fairly innocuous in the context of our application.
The model described by equations (4) to (10) is estimated using Bayesian methods described in Kim and Nelson (1999a) . Details regarding the prior speci…cations and the estimation and model selection procedures are provided in the not-for-publication appendix.
Identi…cation of monetary policy shocks
To enable structural analysis, we place the interest rate last in the transition equation (5) potential problem associated with a recursive identi…cation scheme is that inference could be distorted due to the incompatibility of zero restrictions with the underlying data-generating process postulated in general equilibrium models (see Canova and Pina, 2005) . However, the structure of the observation equation (4) in our model implies that any contemporaneous correlation between 'fast-moving'variables (e.g. asset prices) and the policy rate is already accounted for by the factor loadings . In other words, this amounts to removing the component of the factors that is contemporaneously a¤ected by movements in the funds rate. 9 This implies that a recursive ordering 8 Stock and Watson (2008) examine the forecasting performance for a panel of U.S. data using a factor model allowing for the possibility of a structural break in the model parameters. They report strong evidence of instability in the factor dynamics and factor loadings around 1984. They …nd that the best forecast performance is obtained by using the full sample estimate of the factors and a sub-sample estimate of the coe¢ cients of the forecasting equation. The focus of this paper di¤ers from Stock and Watson's (2008) work in two respects. First, we allow for the possibility of drift in the VAR model parameters and for stochastic volatility. Second, our focus is to gauge the extent of time variation rather than evaluating the performance of a …xed-coe¢ cient model when the true data-generating process is characterized by parameter shifts. 9 A classi…cation of the data series according to their speed of adjustment to interest rate movements can be found in the not-for-publication appendix.
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(with the interest rate placed last) can be used in the transition equation.
We calculate the impulse responses t of F K t and R t to the monetary policy shock for each quarter. The shock is normalized such that it increases the federal funds rate by 100 basis points at each date in the sample to make the responses comparable over time. With these in hand, the timevarying impulse responses of each underlying variable can be easily obtained using the observation equation (4) ::: 
Given the presence of time-varying parameters in the transition equation, computation of impulse responses has to take into account the possibility of parameter drift over the impulse response horizon. Therefore, following Koop et al. (1996) , we de…ne the impulse response functions at each date as
where t denotes all the parameters and hyperparameters of the VAR at time t, and k is the horizon under consideration. Equation (12) states that the impulse response functions are calculated as the di¤erence between two conditional expectations. The …rst term in equation (12) 
Data
The 1 1 Ideally, the assessment of central bank behavior would rely only on information that was available at the time of policymaking i.e. real-time data as opposed to fully revised ones. However, Bernanke and Boivin (2003) provide compelling evidence that this distinction makes little di¤erence given the latent nature of the factors; what matters most, is the variety of data included in the information set. 1 2 A detailed description of the data sources and transformations is available in the not-for-publication appendix. 
Disaggregate price and quantity responses
In this section, we shed some light on the evolution of disaggregate price and quantity responses over time since movements in relative prices determine the extent to which monetary policy impulses have real e¤ects. If all individual prices were to adjust rapidly and by similar amounts to monetary disturbances, then policy actions would only have moderate and short-lived e¤ects on real economic activity. Knowing how price dynamics di¤er across goods and services that are part of household consumption expenditures helps understanding the monetary transmission mechanism at the disaggregate level and thus provides valuable insights to policymakers since aggregate price measures are not necessarily the most reliable guide for the conduct of monetary policy. 
Heterogeneity of price responses
The dispersion across responses of individual prices to monetary policy impulses reinforces the idea that various channels of monetary transmission are at work in di¤erent sectors that di¤er in strength and importance, i.e. industries respond di¤erently to monetary shocks depending on which channel they are most sensitive to. Hence, it might be of interest to explore which sectors contribute most to the dispersion and are more prone to displaying a price puzzle by grouping the price and quantity responses into di¤erent categories. We …rst organize the responses into three major sub-categories -durables, nondurables, and services -which are depicted in Figure 5 , panel A, for the entire sample period.
We report the dynamic e¤ects 8 quarters after the monetary policy innovation since this strikes a good balance between the short run (the price puzzle dying out) and the long run (the widening of 
Sensitivity analysis
The FAVAR model in equations (4) and (5) o¤ers a ‡exible speci…cation that can be used to examine changes in the monetary transmission mechanism. However, the speci…cation of the observation equation of the model involves a number of simplifying assumptions.
First, we assume that the idiosyncratic shocks are uncorrelated across time and across cross sections. That is, we estimate an exact factor model rather than considering an approximate factor model which allows for non-spherical and serially-correlated idiosyncratic components (see Chamberlain and Rothschild, 1983 go to in…nity) using a mis-speci…ed model which ignores both cross-sectional and serial correlation.
This result is important in our application which is based on likelihood techniques and applied to a panel with a large cross-section and time dimension.
Our benchmark speci…cation also assumes that the idiosyncratic components are homoscedastic.
In this section, we relax this assumption and allow the diagonal elements of R to follow a stochastic volatility process: If mis-speci…cation and other biases can be excluded as potential explanations for the sectoral price puzzles, our evidence provides a case for the price puzzle as not being a "puzzle" at the disaggregate level, but rather a distinctive feature of sectoral dynamics. In what follows, we examine several explanations for our empirical …ndings by means of simulation experiments using a multisector sticky-price model.
A multi-sector sticky-price dynamic stochastic general equilibrium model
We use the multi-sector sticky-price DSGE model by Nakajima et al. (2010) . In this model, …rms display heterogeneous price-setting behavior such that …rms in each sector face a di¤erent (Calvo) probability k of resetting prices optimally. 13 When …rm j in sector k sets its price X kj;t , …rm kj solves where Y kj;t+s , W kj;t+s , and N kj;t+s are the …rm's output, nominal wage, and labor input respectively; Q t;t+s ; P t+s ; and Y t+s are the stochastic discount factor, the aggregate price level, and aggregate output; and is the elasticity of substitution between di¤erentiated products. Solving the …rm's problem in (14) yields the following …rst order condition:
The distribution of future wages, W kj;t+s , conditional on information at time t, is the same for all …rms in sector k, and therefore all …rms in sector k choose the same optimal price X k;t . Thus, the sectoral price under Calvo-type price stickiness can be written as: 
The sectoral price puzzles and the cost channel
Heterogeneity itself can not explain the price puzzle at the disaggregate level. There are a number of studies that suggest that the cost channel of monetary policy is an important part of the monetary transmission mechanism. 14 Barth and Ramey (2001) argue that in view of …nancial market frictions, …rms experience an unanticipated increase in the federal funds rate as a cost-push shock and cope with it by passing the increased production costs on to consumers, at least in the short run. In a similar vein, Stiglitz (1992) suggests that in an imperfectly competitive environment …rms tend to raise their prices following a monetary contraction in order to increase their cash ‡ows momentarily before sales recede. However, this comes at the expense of facing greater demand reductions in the future. These pricing strategies will depend on the degree of market power …rms possess, which are likely to di¤er across sectors. Nakajima et al. (2010) introduce the cost channel of monetary policy by assuming that …rms must borrow from …nancial intermediaries in advance to pay the wage bill (as a proxy for working capital). Therefore, changes in the nominal interest rate have a direct impact on …rms'marginal cost of production such that
where R t and Z t are respectively the nominal interest rate and the aggregate of technology common to all …rms. The presence of the cost channel generates asymmetric disaggregate price responses to a monetary policy shock. 15 Figure 7 shows the sectoral price responses of Nakajima et al.'s multi-sector model after a contractionary monetary policy shock. We split the responses of sectoral prices into " ‡exible …rms"
and "in ‡exible …rms" according to the frequency of price changes using the median frequency as the cut-o¤ point. Flexible …rms correspond to sectors that adjust their prices more frequently with durations less than 4.5 quarters. On the other hand, in ‡exible …rms belong to sectors with durations of more than 4.5 quarters. The left-hand side panels plot the disaggregate sectoral price responses of the ‡exible and in ‡exible …rms, while the right-hand side panels display the aggregate price response and the share of positive responding items at di¤erent horizons. 16 The …rst observation is that there is a temporary increase in the aggregate price level immediately after a monetary policy tightening. Following an increase in the interest rate caused by a monetary shock, real marginal costs decline because wages fall as a result of declining labor demands. This traditional channel of monetary policy-the demand-side e¤ect-will induce …rms to lower their prices. However, with the presence of the cost channel, the increase in the nominal interest rate acts as a cost-push shock pushing up the marginal cost of …rms-the supply-side e¤ect.
However, from the disaggregate price responses it becomes evident that not all …rms increase their prices.
Generally, more ‡exible …rms increase their prices on impact in response to the higher marginal 1 5 Nakajima et al. (2010) also include heterogeneity in real rigidities across sectors to help weaken the cross-sectional correlations between the disaggregate price responses and the frequency of price adjustment. Here, we focus on the speci…cation with the cost channel of monetary policy. 1 6 The model's calibration assumes that each sector receives equal weight in the consumption basket.
17 cost because of their ability to adjust prices more frequently now and in the future. On the other hand, less ‡exible …rms are more likely to maintain or lower prices re ‡ecting their inability to adjust prices in the near future once they reset their prices today. Thus, the existence of a price puzzle in the short run at a high level of disaggregation in our empirical results is consistent with the presence of the cost channel of monetary policy combined with heterogeneous pricing behavior across di¤erent sectors.
Changes in disaggregate price dynamics over time
Another key empirical …nding is that both the price puzzle and the dispersion of individual price responses appear to attenuate considerably over our sample period, although the price puzzle does not vanish for all categories of goods and services. Here we present two simulation experiments using the multi-sector model outlined above to explore which structural changes may explain these observed empirical …ndings over time. However, the two structural changes illustrated here are by no means an exhaustive list of structural features that may be compatible with our empirical results. For ease of comparison, panel B reports the empirical counterparts over time. As the sensitivity to the cost channel decreases, the median price responses decline across all horizons, and at the same time, the decrease in the median quantity responses gets smaller. Both the standard deviation of price and quantity responses also decline, which indicates that the dispersion of these responses becomes smaller. These observations are consistent with our empirical results, which suggests that the cost channel of monetary policy has weakened over time.
Sensitivity to the cost channel
Intuitively, the cost channel interacts with the heterogeneous pricing behavior of …rms that ampli…es the heterogeneity in the price and quantity responses. In the absence of the cost channel, all …rms will respond to the monetary tightening by reducing their prices, which weakens the "strategic-complementarities" e¤ects in heterogeneous price setting as described in Carvalho (2006) .
That is, pricing decisions of …rms in sectors with more frequent price changes are also in ‡uenced by the existence of slower-adjusting sectors, since the former do not want to set prices that will deviate too much from the aggregate price in the future. This in part explains the reduction in the dispersion of the sectoral price and quantity responses with the decline in importance of the cost channel.
Degree of wage ‡exibility
Using microdata from the Current Population Survey, Champagne and Kurmann (2010) show that there has been a substantial increase in the volatility of wages relative to output volatility in the U.S. during the past 25 years. They argue that this increase in relative volatility is predominantly due to an increase in the ‡exibility of wages across di¤erent groups of workers. At the same time, this increase in wage ‡exibility generates a considerable decrease in the magnitude of business cycle ‡uctuations, which provides a new explanation for the Great Moderation. In addition, Rabanal The intuition for this result is that when wages are very sticky, the possibility for downward adjustment following a monetary policy shock decreases. The supply-side e¤ect (the cost channel)
will play a larger role in keeping …rms' marginal costs higher. Consequently, more …rms choose to increase their prices which results in a more pronounced price puzzle at the aggregate and disaggregate level. The degree of wage stickiness interacts with sticky prices, which act as another ampli…cation mechanism for the cost channel, and therefore induce larger dispersions in …rms'price and quantity responses.
Policy implications
Based on our empirical …ndings and simulation results from a multi-sector sticky-price model,
we …nd signi…cant evidence in support of models with sectoral heterogeneity that endogenize the 
Conclusions
In this paper, we have examined the evolution of the U.S. monetary transmission mechanism over time at both the aggregate and disaggregate level using an extended version of the factor-augmented Apart from considerable heterogeneity in the median responses of prices at the disaggregate level,
we also observe important changes in the cross-sectional distribution of responses over the sample period. While the price dispersion diminishes slightly over time, it widens considerably over the forecast horizon and is very persistent in the long run.
To gain a better understanding of these empirical …ndings, we use a multi-sector DSGE model to investigate the interaction between …rms' heterogeneous pricing decision and monetary policy shocks. We …nd that the presence of the cost channel of monetary policy, which acts as a "cost- 
