ABSTRACT On the basis of H ∞ control approach instead of using the conventional optimization method, we present a distributed power allocation algorithm for a cognitive radio network (CRN), where underlying secondary users (SUs) share same licensed spectrum with primary users (PUs) and the channel gain is timevarying between two time slots. Based on the target signal-to-interference-plus-noise ratio (target-SINR) tracking power control (TPC) algorithm in the conventional network and the dynamic description of the channel gain fluctuation in the CRN as a first-order Markov model, we formulate the power allocation in the CRN into a state-space system model with exogenous input. In this time, the core for us becomes to design a H ∞ state feedback controller obtained by solving a linear matrix inequality (LMI) for this system to realize power allocation for SUs. The SINR requirement of SUs and the interference temperature (IT) constraint of all PUs can be guaranteed. According to this controller design principle, we also give a H ∞ delay-independent state feedback controller to treat time-delay for the protection of the communication performance. Simulation results demonstrate the validity, effectiveness, and advantages of this approach compared with the algorithms obtained by the optimization theory for the power allocation in CRNs.
I. INTRODUCTION
Power allocation is the key technology to solve the problem that the reuse of the spectrum licensed to primary user (PU) by secondary user (SU) introduces mutual interference among them in cognitive radio networks (CRNs) [1] . In this research area, the distributed power allocation algorithms are widely studied since these approaches only use local information and are more reliable and practical than the centralized ones that need more overhead [2] - [4] .
The conventional power allocation schemes often come from optimization. Most of them require current channel state information (CSI) to calculate optimal transmit power sequence by maximizing or minimizing one or more target functions of certain communication performance subject to some constraints and protection mechanism for PUs, such as the interference temperature (IT) constraint, the outage probability constraint of PU, etc. For those inevitable various disturbances, uncertainties and time-delay in CRN, robust optimization is adopted to overcome these inacceptable effects on the communication performance in recent researches [5] , [6] . However, some necessary prior knowledge is difficult to obtain, and this method is conservative because the formulation of all disturbances, errors and timedelays are considered as the worst or statistical uncertainties. Moreover, the traditional power allocation algorithms are not dynamic in the sense of a dynamic description of a CRN. The optimized solution is determined via static modeling of the power allocation problem in a time slot.
In fact, power allocation of CRNs should be a dynamic process for its time-varying characteristics, since there are time-varying channel gain, stochastic uncertainties, different estimation errors, time-delay influence, random change of users and the different quality of service (QoS) requirement of each user in real CRNs. Thus, it is important and significant to study power allocation problem under the dynamic description of CRN to dynamically adjust transmit power of each active SU based on instantaneous objective function, all available information and varying environment. This idea to solve the power allocation problem is very different from the optimization method.
Dynamic control theory, as a powerful and useful tool to deal with almost all real control problems on-line in various fields with high precision, has been introduced into the power allocation of the conventional wireless networks [7] - [11] . In these studies, a feedback controller is usually designed to realize power allocation for the non-cognitive wireless networks with robustness against measurement errors, channel uncertainty and time-delay.
At present, there have been some interesting researches using control theory to solve power allocation problem in CRNs. Setoodeh and Haykin [12] and Haykin and Setoodeh [13] present the analysis of transient behavior of a CRN based on the modeling of the power allocation problem as a projected dynamic system (PDS) by variational inequality. And the feedback controller design method for this PDS description is proposed in [14] . These fundamental works provide us with other research direction with the possibility and feasibility of using control theory for the power allocation in a CRN. However, the modeling of power allocation problem in CRNs by this method is difficult and it is perhaps only suitable to some specific network models. Matsui et al. [15] adopt the simple PID control to deal with the power allocation problem of CRN and the model predictive control is also used to improve the performance of their scheme. Although the power allocation scheme based on PID control is robust to some extent, it cannot well tackle measurement errors, different uncertainties, and time-delay, particularly the changing environment in CRN, since it is not designed according to a suitable dynamic description.
Naturally, on the basis of the aforementioned results, using control theory to solve power allocation problem of CRNs becomes a possible and realizable method with high performance since power allocation does not need high control precision but only requires keeping certain constraints under their requirements with the objects high enough. Following this idea, we should carefully formulate a dynamic CRN model and a reasonable definition of control reference or target. The existence of IT constraint in CRN makes the dynamic modeling of power allocation problem more difficult than that in conventional wireless communication network [12] . Fortunately, optimal control theory provides a strong tool to deal with this problem through transforming the constraint to a controlled performance index. By minimizing this index, we can complete the power allocation with a designed controller [16] . Meanwhile, in the consideration of the influence from exogenous disturbance, parameter uncertainties and time-delay, etc., the linear quadratic Gaussian (LQG) control, H ∞ control technology can be used in the study of power allocation [17] .
LQG control is one of the methods to deal with external interference in the control process. Its weakness is that the external interference needs to be a white noise process [18] . Although LQG control can also be used for nonwhite noise processes, to guarantee an optimal control still requires the pre-given statistical characteristics of external disturbances [19] . However, H ∞ control does not require any statistical information of the external interference except a bounded energy constraint which is pervasive in a physical environment [9] . This property makes the H ∞ control approach easier to implement than LQG control. And the optimal control results given by H ∞ control are for worst case but not in average sense like LQG control, which may introduce some conservativeness. Interestingly, the most basic control requirements can always be guaranteed, which is very suitable to protect the communications of PUs.
The above discussion motivates us to remodel the power allocation problem of CRNs as a dynamic control process by state-space description, where the IT constraint and QoS requirement of SUs are formulated as state variables and a cost function. Then, we design a corresponding H ∞ state feedback controller to minimize the cost function to satisfy the requirements of power allocation of CRNs.
The major contributions of this paper are as follows:
• We formulate the dynamics of power allocation problem in the CRN as a linear state-space model with exogenous input by using variable transformation from the linear scale to the logarithmic scale. As the basis of the closedloop controller design of CRN, this dynamic model is simple and general with respect to the power allocation problem of CRN and provides a possibility of using H ∞ control approach.
• Considering the issues of time-varying channel gain and that the on-line channel estimation is not easy in a CRN, we propose a distributed power allocation algorithm based on H ∞ state feedback control for a given CRN. The control objective is to optimize the control performance index parameterized by the IT constraint and QoS of SU. The feasible target-SINR regarded as necessary control reference of the follow-up power control is given.
• We provide the analysis through the corresponding simulations on the performance comparison with typical power allocation algorithms for the proposed power allocation algorithm. In particular, considering the negative effect on the communication performance caused by time-delay, we also design a H ∞ delay-independent state feedback controller to deal with the problem.
The remainder of the paper is organized as follows. Section II introduces the system model, the problem and the state-space description for the CRN. H ∞ state feedback controller design is given in Section III. Section IV presents the analysis of the proposed power allocation algorithm. Simulation results are presented in Section V and conclusion is drawn in Section VI.
II. CRN MODELING FOR H ∞ CONTROL-BASED DISTRIBUTED POWER ALLOCATION A. CRN MODEL
We consider a CRN whose schematic diagram is presented in Fig. 1 , where there is a primary cellular network and a secondary arbitrary network. The primary network consists of a base station (PU-BS) and L PU receivers (PU-RXs) with index l, l ∈ L and L = {1, · · · , L}, and the secondary network has M SU transmitter (SU-TX) and SU receiver (SU-RX) pairs with index i, i ∈ M and M = {1, · · · , M }.
In this paper, the discrete time power control is directly used and the time used to allocate power for a data packet is divided into N time slots. The time slot period T s is appropriately chosen where power control, including signal measurement, feedback and corresponding information update, is conducted. Notably, we mainly study this power control process of SUs at the downlink of PUs when the signals of PUs are transmitted from the PU-BS to the PU-RXs. The obtained results can also be used for the uplink of PUs for the channels from the PU-RXs to the PU-BS.
B. CHANNEL MODEL
We consider the channel with varying channel gain (channel power gain unless otherwise noted) under the lognormal distribution shadow fading on the path loss. Moreover, we assume that the relative distance between any two users does not change during a data packet transmission period, which means that the channel gain change is only dominated by the shadow fading in a time slot. When we neglect the data symbol level effect, the channel gain of any communication link G (k) can be expressed as
where
2 is a constant depending on the antenna characteristics and the average channel attenuation, d is the distance from the transmitter to the receiver, d 0 is the reference distance for the antenna of far-field, η is the path loss exponent, and ψ dB (k) is the Gaussian distribution random variable with mean zero and variance σ 2 ψ dB . The correlation of the shadow over the distance can be characterized by
where v is the moving velocity of user, T s is the moving time of user, namely a time slot as mentioned before, and X is the decorrelation distance.
In this CRN model, we define that h l i (k) is the interference power gain between the i th SU-TX and the l th PU-RX and g ij (k) is the channel gain from the j th SU-TX to the i th SU-RX at the time slot k. In order to simplify the subsequent control model, we use the decibel scale of a variable and definē x = 10 lg x as the decibel scale transformation. Thenh l i (k) andḡ ij (k) are the decibel values of the interference power gain between the i th SU-TX and the l th PU-RX and the channel gain from the j th SU-TX to the i th SU-RX at the time slot k, respectively.
According to [7] , the spatial correlation of the channel gain at the decibel scale can be described as a simple first-order Markov random model when the shadow fading is dominant. When we take the i th SU, the first-order Markov random model of its channel gain can be written as
whereḡ 0 ii is a constant bias,ω g ii is a zero-mean white Gaussian random sequence, a = exp −vT s X . From (3) and (4), we can obtain
When SU does not move, i.e., v = 0, which results in a = 1 in (5), then we have
Similarly, the dynamics of the channel gain of the PU l can be written as
where ω g ii (k) andω l h i (k) are the modeling of the channel gain fluctuations for the corresponding links. These channel gain fluctuations are defined as the difference between the current channel gain and the previous one. Note that the difference is not too large since we only consider the influence caused by the lognormal distribution shadow fading during a data packet transmission period. The following study will depend on the above channel description and the modeling of the channel gain fluctuations.
C. PROBLEM STATEMENT AND STATE-SPACE MODEL DESCRIPTION
In the CRN, the communication of SU is limited by the IT constraint of PUs. This means that the interference from SUs to the l th PU must be below the corresponding IT threshold, which can be written as a mathematical expression
where p i (k) is the transmit power of the i th SU and I l th is the IT threshold of the l th PU. Since the interference at the l th PU-RX caused by SUs is coupled by (8) , the power allocation for SU cannot be conducted by only using local information. Moreover, it is impractical that each SU obtains the interference value at the PU-TX from all SUs, including VOLUME 6, 2018 itself. Thus, in our research, we deal with the problem by the method of [20] that replaces the original constraint with the average IT constraint. Therefore, the transmission of the l th PU can be guaranteed if the averaged IT constraint (9) holds, where I l avg = I l th /M is the corresponding average IT threshold and its value can be provided by the primary network. Although this constraint is little more conservative than the original one, it can well satisfy the essential requirement that the data transmission of SUs cannot interrupt the communication of PUs in the CRN. Taking the decibel scale transformation of (9), the linear description of the average IT constraint isĪ (10) Normally, the communication quality of SUs is often measured by the obtained SINR described as
It is a parameter directly related to the carrier power and can be controlled by transmit power adjustment, where j =i g ij (k)p j (k) and I ps i (k) are the interferences at the i th SU-RX from other SUs and all PUs, respectively, and n i 2 is the background noise power. We define I ss
i as the interference plus noise at the i th SU-RX, where N 2 i = I ps i (k) + n i 2 is regarded as the generalized background noise power, including the interference from all PUs to the SU i, and its value is assumed to be measurable and invariable in a packet transmission. This assumption is based on the fact that each SU can utilize a quiet period according to IEEE 802.22 WRANs to measure the interference from primary transmissions since there is only a primary transmission in this period [21] . The dynamic description of the interference plus noise at the i th SU-RX is similar to that of the channel gain, namelȳ
whereω I ss
(k) is the modeling of the fluctuations of the interference plus noise at the i th SU-RX. Although (12) cannot precisely describe the dynamics of I ss −i (k) all the time, it is still reasonable when the shadow fading is dominant in the channel gain [22] .
Alternatively, defining µ i (k) = g ii (k) I ss −i (k) as the effective channel gain of the i th SU, and combining (6) and (12), we can obtain its dynamic modeling in the decibel scale as
With the decibel scale transformation, the SINR of the i th SU in the decibel scale can be written asγ Our purpose is to design a distributed power allocation scheme by only using local information to allocate power for each SU. And we will formulate this problem into a dynamic control process.
In a non-cognitive network, the conventional method to control transmit power of user is to design a target tracking algorithm for the given QoS benchmark in a fixed or timevarying SINR form. And the power control process is always divided into two parallel parts: inner loop and outer loop. In the inner loop, the user adopts target-SINR tracking power control algorithm (TPC) [23] to make the received SINR track the target-SINR given by the outer loop. The procedure to update the target-SINR of the outer loop usually depends on the communication requirement of users and the current network status.
We adopt the above idea in our study to allocate transmit power for each SU in the described CRN, and the corresponding block diagram is demonstrated in Fig. 2 . In this system, the SU-RX uses an outer loop controller to update the target-SINR based on the information from the environment, including the instantaneous SINR and the interference to PUs, and uses the standard power controller with TPC algorithm of non-cognitive network to allocate transmit power to make its instantaneous SINR track the adapted target-SINR. Here, the updating period of the target-SINR is one time slot equal to the frequency of power control.
The control law of the TPC algorithm for the system in Fig. 2 isp
where 0 < α i < 1 is the control gain of standard power controller with TPC algorithm, which varies from one link to another to provide the ''smoothing'' change of transmit power from one time slot to the next whenp i (k + 1) is not larger thanp max i . And the initial powerp i (0) is also different in different links. In (15) ,γ * i (k) is the decibel form of the time-varying target-SINR γ * i (k). In this scheme, the control law of updating target-SINR we design in the outer loop control is defined as
where u i (k) is the controller we need to design in this paper. Substituting (13), (15) and (16) into (14), we obtain the following new representation about the instantaneous SINR 56896 VOLUME 6, 2018 γ i (k) of the i th SU as
Meanwhile we also need to deduce the difference equation of the interference to PU to establish the relation between the target-SINR and the IT constraint. Substituting (7) and (15) into (10), we havē
Now our work is to obtain a power allocation sequence {p i (k)} such that the actual SINR of SU must approach as closely as possible to the target defined by (16) subject to the given IT constraint. Different from the previous power allocation schemes that often formulate the power allocation of CRN as a constraint optimization problem with all useful information at the current time, we develop a novel power allocation approach on the basis of the following state-space description of the CRN and the control theory. The performance requirement of the CRN can also be satisfied in our proposed approach.
When using control theory, we normally transform some constraints into a controlled output performance indicator then design a feasible controller to make the indicator optimum. In this paper, we also adopt this method to first define two state variablesε ss
whereε ss i (k) is the difference between the target-SINR and its actual value, andε l i (k) is the difference between the IT threshold and its actual value.
According to (16) , (17) and (18), the difference equations of the two state variables can be derived as
Then we define an element state vector
for SU link i, where
is defined as the index of PU whose transmission is the most easily disturbed. The reason for the selection of l min is that only the most vulnerable PU is working to adjust the power controller at each time slot. Now the simultaneous difference equations of (21) and (22) can be formulated as a state-space model
are the coefficient matrices, and
is the vector for the combination of the fluctuations of effective channel gain and interference channel gain. We consider this vector as the exogenous disturbance in the control process. Since the controllability matrix
is full rank, this state-space model is controllable, which is the premise of the controller design. Next we will give our controlled output performance indicator mentioned above. To achieve our control objective that the IT constraint and the communication requirements of SUs must be satisfied, we need to design a controller to make
as small as possible within the period of a data packet with N samplings. This requirement can be obtained by minimizing the following cost function
and r i are the control weights adjusted according to the requirements. In particular, these weights decide whether the corresponding element is important or not as long as we add more or less weight to any term onε ss i (k),ε l min i (k) and u i (k). Precisely, ρ ss i and ρ
help us to pay more attention to the SINR and the IT threshold tracking in particular, and r i can guarantee the change of the control signal not too large. In order to make SUs efficiently utilize the available spectrum resource, we assign ρ l min i larger than both ρ ss i and r i for better tracking of the IT threshold. So far we have transformed power allocation of CRN into the following dynamic optimal control problem
where the state-space model (24) has a uncertain exogenous disturbance. And we know that the known information a priori of the exogenous disturbance directly determines the control mode and the precision [7] , [9] . Ideally, an optimal power controller u * i (k) can be obtained if a probabilistic model of w i (k) is constructed through channel estimation or adaptive learning algorithms. Especially, the controller can be formulated as the LQG solution if the exogenous disturbance is assumed as a given Gaussian distribution with zero mean. This work has been studied in our previous researches [17] . However, this assumption is ideal for the formulation of the actual communication since we hardly know the distribution of the exogenous disturbances. Without this information, it is difficult to design an applicable controller. Moreover, for unpredictable disturbances, it is impossible to prevent J i becoming large only by the control of the LQG regulator at any time.
On-line channel estimation is still an open problem and requires a large amount of computation at the terminal. However, we can take a compromise between the SINR tracking accuracy and the computational cost by using a robust control scheme regarding w i (k) as an uncertain external disturbance with finite average power. In this consideration, H ∞ control is an efficient and reasonable approach to solve this problem, since it does not need the above mentioned probabilistic model of w i (k). Therefore, we will address how to design the controller u i (k) based on H ∞ control to realize the power allocation for SUs.
III. H ∞ STATE FEEDBACK CONTROLLER DESIGN FOR POWER ALLOCATION IN CRN
In this section, considering the above state-space model, we propose a distributed power allocation scheme based on H ∞ state feedback control for each SU. The diagram of the corresponding closed-loop control system is shown in Fig. 3 . In Fig. 3 , a feedback control module U needs to be designed for the minimization of the cost function (25) by using H ∞ state feedback controller u i (k). From the previous section, we know that this minimization can guarantee the communication requirements of PUs and SUs at the same time. And the introduction of H ∞ control is to overcome the negative influence from the unpredictable exogenous disturbances w i (k) which deteriorates the whole system performance. For easy and better understanding, we first briefly introduce the principle of H ∞ control.
A. PRELIMINARY KNOWLEDGE
The standard H ∞ control problem is to obtain a feasible controller to make H ∞ norm of the transfer function from exogenous disturbance to the controlled output be minimal. The H ∞ norm to describe the worst case produced by the exogenous disturbance is a maximum gain of the transfer function and is usually regarded as a controlled output performance indicator of the system. Thus, it can also be interpreted as that the obtained H ∞ controller resists the exogenous disturbance by suppressing maximum gain of the transfer function from the exogenous disturbance to the controlled output. According to this essential idea, the problem (26) can be transformed into a standard H ∞ control problem by following mathematical transformation for (25) .
Then the original control objective of minimizing the performance index (25) with the exogenous disturbance can be transformed into the minimization of sup
Defining T zw as the transfer function from w i (k) to z i (k), we obtain T zw
, where T zw ∞ is the H ∞ norm of T zw . Thus, the problem can be treated as a design of a controller u i (k) to make T zw 2 ∞ as small as possible or be smaller than a given value γ 2 , where the former is the H ∞ optimal control problem and the latter is its suboptimal version.
In control theory, it is difficult to directly solve the H ∞ optimal control problem. In practice, it is often not necessary and sometimes even undesirable to design an optimal controller especially for the power allocation for a CRN. It is usually much more easy and realizable to obtain some suboptimal controllers that are very close in the norm sense to the optimal ones [24] . Furthermore, we can also obtain the optimal controller by an indirect way that iterates the suboptimal controller several times to make the given value γ 2 be minimal.
In addition, the state variable in (24) is completely observable, and we further assume that the output measurement does not have error. Thus, the controller design or the power allocation for the given CRN in this paper becomes a H ∞ state feedback control problem.
In order to facilitate the procedure of the design of the follow-up controller, we will give two auxiliary definitions and a useful lemma.
Definition 1: H ∞ suboptimal control [25] . A controller u i (k) makes the closed-loop system meet H ∞ performance index γ > 0 means that 1) The closed-loop system is asymptotically stable when w i (k) = 0; 2) The closed-loop system satisfies T zw 2 ∞ < γ 2 for all non-zero w i ∈ l 2 [0, ∞) under the zero initial condition. Definition 2: Lyapunov stability criterion [26] . A closedloop system is asymptotically stable at an equilibrium origin if there is a positive definite scalar function, called Lyapunov function, and its difference along the trajectory of the system is negative definite.
Lemma 1: Schur Complements [27] . A linear matrix
T and S 12 (x) depend affinely on x.
B. H ∞ STATE FEEDBACK CONTROLLER DESIGN
Through the above transformation, the power allocation with the uncertain exogenous disturbance can be transferred into a standard H ∞ control problem with the state-space model as follows G :
Based on the H ∞ control theory, we need to design a state feedback controller u i (k) = K i x i (k) to make the H ∞ norm of the transfer function from w i (k) to z i (k) as small as possible [28] , which can be further represented as
where R 1 i and R 2 i are two positive definite matrix parameters and the norm ratio between the two is more important than their respective values. In general, the ratio is often taken as 1, which is also adopted in our simulation.
Since the standard H ∞ optimal control problem is not easy to solve, according to Definition 1, we introduce its suboptimal version
For a given positive value γ 2 , the designed H ∞ controller must make the above ratio smaller than it. Then we can gradually reduce γ 2 to get an approximate optimal controller. In consideration of the initial uncertainty, when u i (k) in (29) is substituted by K i x i (k), (31) can be updated as
is satisfied with the control gain (31) is also satisfied for a given γ 2 , where
The proof is in the Appendix A. Note that ''*'' expresses as an ellipsis for terms induced by symmetry.
To 
With the help of the suboptimal controller, we can obtain an approximate optimal H ∞ controller by solving the following optimization problem
to get the optimal solutionsQ * i and Y * i . And then the optimal state feedback controller can be calculated by
Meanwhile, the optimization problem (35) with the LMI constraints can also be easily solved by using the MATLAB LMI ToolBox [28] .
After obtaining the feedback control module U, the i th SU can control its transmit power in the closed-loop system given in Fig. 3 . For clear presentation, we summarize our proposed distributed power allocation algorithm based on H ∞ state feedback control for the CRN in Algorithm 1 and hereinafter to be referred as Hinf in the following simulations.
In fact, the operation to update the target-SINR by u i (k) can be included in the direct process of power control since the VOLUME 6, 2018 target-SINR is adapted at every moment in the power control operation. Therefore, substituting (16) into (15), we obtain the control law of the distributed power control of the i th SU asp
From (37), we find that the control algorithm has a time slot delay, since the measurements at time slot k are used to update the transmit power of SU at time slot k + 1, i.e.,p i (k + 1). In addition, the measurement operations, the data transmission and the calculation of the power allocation scheme also need time. As shown in Fig. 3 , the time delay of this power control process can be divided into two kinds: the forward delay d 1 and the feedback delay d 2 . The influence of this time delay will be discussed in the later section.
IV. REMARKS ON PROPOSED POWER ALLOCATION ALGORITHM
In this section, we give some brief remarks on the proposed power allocation algorithm in terms of feasibility, network stability, signal overhead, computational complexity and influence of time delay.
A. FEASIBILITY
Our proposed power allocation algorithm is based on the flexible QoS service, the feasibility of which has been discussed in [7] and [10] . In traditional cellular communication, varying target-SINR is provided by the outer control loop according to the network requirements, such as the transmission rate or the bit error rate (BER). Moreover, the update frequency of the target-SINR in the outer loop is lower than that of the transmit power. For the current networks or even 5G networks, the update period for the target-SINR in one time slot is also technically supported by the rapid development of hardware technology, which allows the flexible target-SINR tracking in communication [10] .
Meanwhile, to make the power allocation feasible, the current number of active SUs must be reasonable, which means that some admission control should be added to the network to adjust the number of access users. However, the focus of this paper is to solve power allocation problem in the CRN through H ∞ control approach in consideration like the scenario in [10] . In this scenario, the proposed algorithm cannot achieve the lowest acceptable SINR though it uses the largest transmit power and its interference to PUs is above the IT threshold, which may automatically interrupt the communication of PU.
B. NETWORK STABILITY
In our proposed power allocation scheme, the whole network dynamic model consists of all subsystems of SUs, where every subsystem for each co-channel link is equivalent to an independent system since the influence of the co-channel is modeled as a steady decoupled first-order Markov random model via (12) addressed in Section II. Therefore, the whole network can be decomposed into M co-channel decoupled subsystems and we can analyze the stability of each statespace model (24) to evaluate the entire stability of the CRN. We take the Lyapunov stability criterion to guarantee the closed-loop stability of each subsystem by the designed corresponding H ∞ state feed-back controller, so that the stability of the overall system can also be guaranteed.
C. SIGNAL OVERHEAD
In our power allocation scheme, we need not only the available information used in the traditional power control algorithms for the traditional mobile communication networks, but also an additional information from primary network when SUs update their transmit power in each time slot. Precisely, every SU needs to know the information about the difference between the IT threshold and the instantaneous interference to the l th PU,ε l i , l ∈ L. Therefore, our proposed scheme requires more signal overhead than that in the traditional networks. This extra overhead is inevitable in the CRN since SU cannot complete its power allocation task to guarantee the nominal communication of PUs by itself without any help from primary network. There have been some useful and possible approaches for the information transformation from primary network to each SU. For example, Matsui et al. [15] propose to set some detection points in primary network, where the interference to PUs from SUs is measured and sent to SUs in real time. Wang and Zhang [29] use a limited channel feedback technology to transmit relevant primary network information.
To calculateε l i needs two parameters, the interference to PU and the average IT threshold. We find that the interference changes at every time slot, and the variation of the average IT threshold only occurs when the number of users in the secondary network changes. Therefore, the real-time interference to PU, as the feedback information, needs to be transmitted in every time slot but the average IT threshold is only transmitted when the number of SUs in the network changes. In our scheme, the two quantities are separately passed from PUs to SUs. Alternatively, we can also ask PUs to transmit the calculated difference value ofε l i to SUs. Certainly, this way will increase the workload of the primary network.
The complexity of the proposed scheme is low compared with the algorithms based on the optimization theory, since the control gain of each SU is only calculated in one time and does not need CSI. The signals calculated recursively by each SU at each time slot are only the state variables, namely the error between the IT constraint threshold and the actual interference to PU, and the error between the target-SINR and the instantaneous SINR, which can be accomplished by the existing technologies in wireless communications.
E. INFLUENCE OF TIME DELAY
In the power allocation of actual wireless communication network, time delay is one of the main issues that deteriorate the communication performance of users or even cause an unstable closed-loop system or divergence of an optimization algorithm. Thus, we should consider delay influence in the controller design. In Section III, Fig. 3 shows that there are two kinds of time delays in our proposed power allocation scheme, forward delay d 1 and feedback delay d 2 . In particular, d 1 and d 2 represent the state delay and the input delay, respectively. They will appear in the state-space model. According to the control theory, in this case, the power allocation in the CRN can be formulated as the following state-space model with the state delay and the input delay [30] G d : (39) is asymptotically stable and the closed-loop system
satisfies T zw 
The proof is in the Appendix B. Note that I is an identity matrix with appropriate dimension.
We can also calculate the controller gain with the time delay compensation by MATLAB LMI ToolBox and obtain its optimal H ∞ solution in the similar way as to solve (35).
Note that the LMI in (41) does not include d 1 and d 2 . This delay compensation is called the delay-independent feedback control. Comparing with the delay-dependent feedback control, the delay-independent feedback control is conservative, but it can always guarantee the performance of a controlled system for any introduced time delay.
V. SIMULATION RESULTS
In this section, the simulations for our proposed power allocation algorithm are given to illustrate its effectiveness and superiority. We first give our simulations for a small-scale CRN to provide an easy understanding and analysis of the overall system performance. Then, we conduct more simulations for the general case with more users compared with the conventional approaches. The simulations are under the frame level for the allocated transmit power and the interference without considering modulation and coding.
We consider only path loss and shadow fading for all links regardless of fast fading, and each channel gain follows a lognormal distribution. The channel parameters can be obtained by the approximation of either analytical or empirical model. In our simulations, we choose the carrier frequency f c is 3 The user distributions in the small-scale CRN and the large-scale CRN are given in Fig. 4 . In the small-scale CRN, the primary network contains a PU-BS and 2 PU-RXs and the secondary network consists of 3 pairs of SU-TXs and SU-RXs, where the position of each device is fixed in an area of 1000 m × 1000 m as shown in Fig. 4(a) . As illustrated in Fig. 4(b) , the large-scale CRN is assumed to have an area of 10000 m×10000 m with 10 PU-RXs and 100 pairs of SU-TXs and SU-RXs. The generalized background noise at each SU-RXs is randomly generated within (0, 
A. VALIDITY OF PROPOSED POWER ALLOCATION ALGORITHM
We first demonstrate the validity of the proposed power allocation algorithm in terms of power evolution, IT threshold tracking and SINR tracking in the small-scale CRN. From  Fig. 5, Fig. 6 and Fig. 7 , we can see that each SU can smoothly allocate its transmit power after several initial slots to achieve the aim that the interference to PU from each SU tracks the average IT threshold (Ave-Ith), and the instantaneous SINR of each SU gradually goes close to the target value. We find that SU increases both its target-SINR and the transmit power when the interference to PU is below the IT threshold. On the contrary, the target-SINR is reduced by the designed H ∞ controller to suppress the power interference to PU.
In addition, we also find that the setting gain of the standard power control with TPC algorithm α i affects the power allocation process, and the proposed H ∞ controller can get the same stable states no matter how much α i is. However, the transient processes with different α i are different from each other. In particular, the smaller α i is, the more slowly the power increases, which implies the low convergence speed. In contrast, higher α i results in large power increment in each time slot. This will bring an inacceptable interference to PU, called overshoot in the control perspective. Thus, an acceptable α i should be cautiously selected according to the actual situation. When we set α i = 0.88, it is clear that the excessive fluctuation only happens in few time slots. In the stable stage, there are only some slight variations for the time-varying channel gain. Notably, the interference to PU from each SU is just little above the average IT threshold sometimes, but the total IT threshold of each PU can still be protected by the averaging operation of the IT threshold, which can be illustrated in the subsequent simulations.
B. PERFORMANCE COMPARISON OF DIFFERENCE ALGORITHMS
In this section, we compare the performance of our proposed algorithm with that of typical power allocation algorithms, including distributed optimization algorithm referred to as ConOpt algorithm, and TPC-PP and ITPC-PP algorithms of [31] . In ConOpt algorithm, its objective is to maximize the total data transmission rate of SUs defined by the Shannon capacity expression with respect to the IT constraint on each PU and the maximum transmit power constraint. However, the chosen feasible region for this problem makes the IT constraint dominant and the maximum transmit power constraint weak. Similar to our proposed scheme, TPC-PP and ITPC-PP algorithms are also designed on the basis of TPC algorithm, where each SU employs TPC algorithm as long as the total interference power at each PU-RX is below a given IT threshold. Otherwise, they will reduce the transmit power in proportion to a ratio calculated according to the relationship between the given threshold and the total interference power at PU-RX. In particular, for our communication scenario, the ratio used by TPC-PP algorithm can be expressed by
, l ∈ L (42) And the ratio used by ITPC-PP algorithm can be written as
where (42) and (43), we can find that ITPC-PP algorithm considers the interference level of PUs from each SU further comparing with that of TPC-PP algorithm.
Since the channel gain is considered time-varying, the comparison of the corresponding robust versions of ConOpt, TPC-PP and ITPC-PP, called WorstCase, TPC-PP-W and ITPC-PP-W, are also provided. These three robust algorithms are all based on the robust optimization theory [5] , [6] , [31] , where we take a worst percentage of uncertainty P δ to deal with all unsatisfactory but inevitable factors, such as the fluctuation of channel gain and the influence caused by time delay of the feedback information in the power allocation process. In fact, a high worst percentage of uncertainty can reduce the sensitivity of a power allocation algorithm to these undesirable factors but increase the conservativeness of the algorithm. In the following simulations, we use three typical worst percentages of uncertainty, namely 0.05, 0.1 and 0.2. VOLUME 6, 2018 FIGURE 8. Total interference from SUs to every PU for different algorithms.
In this section, both the small-scale CRN and the large scale CRN are used for our simulations, where the performance indicators compared for the small-scale CRN are the interference to each PU, the outage ratios of PUs and SUs, and the total data transmission rates of SUs. While in the large scale CRN, the average the outage ratios of PU and SU are taken as the performance indicators. Here, the outage ratio of PU is defined as the ratio of the number of PUs whose IT threshold is broken to the total number of PUs in the last two third of time slots. While the outage ratio of SU is defined as the ratio of the number of SUs whose instantaneous SINR is lower than the fixed target-SINR to the total number of active SUs in the last two third of time slots. The total data transmission rate is the sum of the data transmission rates of all SUs denoted as a Shannon capacity-like expression.
1) PERFORMANCE COMPARISON OF DIFFERENCE ALGORITHMS IN SMALL-SCALE CRN
The simulation results including the interference to PU, the outage ratios of PUs and SUs, and the total data transmission rates of SUs, are presented in Fig. 8, Fig. 9 and Fig. 10 respectively. Fig. 8 demonstrates the interference on the 1 st PU and the 2 nd PU, where Ith1and Ith2 are the corresponding IT thresholds respectively. As shown in Fig. 8 , there are interference fluctuations for all algorithms due to the existence of the channel variation, some of them even break the IT threshold for certain algorithms, especially ConOpt algorithm. Although the corresponding robust versions of ConOpt, TPC-PP and ITPC-PP algorithms outperform the original versions, they still have much more stronger interferece to PUs than our Hinf algorithm with only slightly higher interference affecting the 1 st PU in the first few control transient slots. After this period, the interference becomes smooth compared with those of other algorithms through the control process, and the interference to PUs is always below the IT threshold. In addition, we know that ConOpt algorithm and its robust version, WorstCase algorithm, protect all PUs through the IT constraint, so that the interference affecting any PU is basically the same. On the contrary, TPC-PP, TPC-PP-W, ITPC-PP, ITPC-PP-W algorithms and our proposed algorithm all interfere with the 2 nd PU more than the 1 st PU since the 2 nd PU is the most vulnerable one. This phenomenon is consistent with the previous analysis about (23) in Section II.
Furthermore, in order to demonstrate the superiority of our proposed power allocation scheme and the effect of different worst percentages of the uncertainty used, we give the bar graphs of outage radio of PU and SU for different algorithms and different worst percentages of uncertainty in Fig.9 . Fig. 9(a) gives the outage ratio of PU and SU in one time control process for the small-scale CRN, where the worst percentages of uncertainty adopted by WorstCase, TPC-PP-W and ITPC-PP-W algorithms are all 0.1 and the least acceptable fixed target-SINR are all 10dB. As shown in Fig. 9(a) , although all algorithms take their corresponding protection for PUs, except for our proposed algorithm, the other rest algorithms still make the outage ratio of PUs larger than zero in considering the time-varying channel gain. For the robust versions of each typical power allocation algorithms, the WorstCase, TPC-PP-W and ITPC-PP-W algorithms, 0.1 worst percentage of uncertainty makes the protection from these algorithms stronger than that of ConOpt, TPC-PP and ITPC-PP algorithms, but their outage ratios of PUs are larger than 0. Moreover, the outage ratio of SU of our algorithm is almost the same as those of ConOpt and WorstCase algorithms, but TPC-PP and ITPC-PP algorithms including their robust versions, TPC-PP-W and ITPC-PP-W algorithms, have some undesired outage ratios of SUs, especially the ratios of TPC-PP and TPC-PP-W algorithms even reach 1. It is easy to find that enhancing the protection of PUs and reducing the outage ratio of SU are contradictory in Fig. 9(a) . If we take TPC-PP and ITPC-PP algorithms for example, we can see that they have lower outage ratio of PU than that of ConOpt algorithm, but their outage ratios of SU are higher than that of ConOpt algorithm. Similarly, we also find this result among typical power allocation algorithm and its robust version. Therefore, the corresponding robust algorithms adopting the worst percentage to protect the communications of PUs have a lower outage ratio of PU than their original algorithms, but their outage ratio of SU is higher comparing with that obtained by their original algorithms. In addition, we also obverse that ITPC-PP algorithm and its robust version, ITPC-PP-W algorithm, can obtain a better outage ratio of SUs than those of TPC-PP and TPC-PP-W algorithms respectively but with a higher outage ratio of PU, which is consistent with the results of [31] . However, from Fig. 9(a) , we can conclude that our proposed algorithm not only has zero outage ratio of PU but also similar outage ratio of SU for ConOpt and WorstCase algorithms.
In order to illustrate the effect of different worst percentages of uncertainty, we present the bar graphs of outage ratios of PU and SU for WorstCase, TPC-PP-W and ITPC-PP-W algorithms with multiple worst percentages of uncertainties. As addressed in [5] and [6] , the original non-robust algorithm is equivalent to the robust algorithm with zero worst percentage of uncertainty, thus the simulations with worst percentages of uncertainty P δ = 0, P δ = 0.05, P δ = 0.1 and P δ = 0.2 are shown in Fig. 9(b) . Since a high worst percentage of uncertainty will introduce strong conservativeness, for these algorithms, the higher the worst percentages of uncertainty they use, the lower the outage ratios of PUs they get or the larger the outage ratios of SUs they will obtain. A high worst percentage of uncertainty can certainly better protect the communication of PU, but it suppresses the communications of SUs. Thus, it is necessary to know some prior knowledge on the worst percentage of uncertainty when we use the robust algorithm to protect the communications of PUs.
We show the total data transmission rate of SUs in Fig. 10 . We find that this rate for ConOpt algorithm is the highest, since it considers the sum of transmission rate of all SU as its optimization objective. And the total rate of Worstcase algorithm is a little lower than that of ConOpt algorithm due VOLUME 6, 2018 to the use of robust optimization. From this figure, we also find that the proposed Hinf algorithm cannot achieve such a high transmission rate, but it can give reliable protection to PUs as analyzed above in Fig. 9 . Importantly, the total data transmission rate of SU for our proposed Hinf algorithm is higher than those of TPC-PP, TPC-PP-W, ITPC-PP and ITPC-PP-W algorithm. In addition, we also know that ITPC-PP algorithm can get higher total transmission rate of SUs than that of TPC-PP algorithm since it uses the control law (43) to further suppress the interference of PUs from each SU.
2) PERFORMANCE COMPARISON OF DIFFERENCE ALGORITHMS IN LARGE-SCALE CRN
We take a large-scale CRN as the simulation scenario to illustrate the performances of different algorithms with different fixed target-SINR [−15, −5, 0, 5, 10, 20, 30] dB in Fig. 11 and Fig. 12 respectively. Notably, Fig. 11 presents the outage ratios of PU and SU for the large-scale snapshot given in Fig. 4(b) by averaging 1000 times experiments. And Fig. 12 shows the average outage ratios for PU and SU for 1000 randomly generated large-scale CRN snapshots. From Fig. 11 and Fig. 12 , we can observe that our Hinf algorithm has considerable advantages for the largescale CRN given in Fig. 4(b) and any large-scale CRN. Specifically, it can better guarantee the requirements of both PUs and SUs than the other algorithms. Even though, WorstCase, TPC-PP-W and ITPC-PP-W algorithms perform better than ConOpt, TPC-PP and ITPC-PP algorithms respectively, they cannot guarantee zero outage ratios for PU. We also find that the outage ratios of PU produced by ConOpt and WorstCase algorithms do not change with the variation of the fixed target-SINR, since they only maximize the current total data transmission rate without considering the lowest acceptable SINR. Making a summary based on all the simulations, when we jointly consider the outage ratios of PU and SU, our proposed power allocation scheme is superior to all algorithms mentioned in this paper.
C. EFFECT OF DELAY COMPENSATION
In this section, we present the effect of time-delay compensation on the power allocation in the small-scale CRN given by Fig. 4(a) . As mentioned above, there are state delay, input delay and the inherent delay within one sampling period in the process of power allocation. In the simulation, we assume that the state and the input delays are one time slot. And the controlled results without and with the consideration of time-delay compensation are compared in Fig. 13 , where we call the algorithm with time-delay compensation Hinf-D. To better demonstrate the steadystate response, we extend the number of control time slots to 100.
From Fig. 13 , we find that Hinf algorithm cannot fulfill the normal power allocation and do not converge anymore when there exists time-delay. However, Hinf-D algorithm can still achieve relatively smooth power allocation even though there are several large oscillations in the early time slots. This result is due to the solution of the different control gain calculated by two algorithms given in Table 1 . From Table 1 , we can see that the absolute value of control gain obtained by Hinf-D algorithm is smaller than that of Hinf algorithm, which weakens the regulation operation for the unreliable feedback to avoid the divergence of the control process.
Fig. 14 provides the total interference to each PU when using Hinf-D algorithm to demonstrate that our Hinf-D algorithm can still protect the communication of PUs with timedelays. But we should note that there are more violent over shootings or oscillations in the control process because of the negative effect of time-delays, which means that we need more time to adjust the transmit power for SUs. This also tells us that time-delay in CRNs is difficult to deal with by either control approaches or optimization methods. However, the situation we consider in the above simulations that the forward path and feedback path both have the delay of one time slot, is a worse hypothesis. In fact, the general process of power control dose not have so much delay. Thus, both the Hinf algorithm and the Hinf-D algorithm can accomplish the power allocation problem of CRN well.
VI. CONCLUSIONS
In this paper, we propose a distributed power allocation scheme based on H ∞ control approach with time-varying channel gain and delay for a CRN. This power allocation problem is formulated as a state-space system model controlled by a designed H ∞ state feedback controller to adjust target-SINR of SUs. Based on the analysis and the given simulation results from different perspectives, we conclude that the proposed power allocation algorithm achieves better communication performance, lower computational complexity and same signal overhead compareing with those of the power allocation algorithms based on convex optimization technology. In addition, this allocation algorithm can well guarantee zero outage ratio for PUs, and an acceptable outage ratio and total data transmission rate for SUs in dynamic power allocation process with varying channel gain. We also find that after some modification, this approach can also resist a certain time-delay in the CRN.
The important and significant result is that this approach for the power allocation in consideration of varying environment in CRNs is a dynamic one since this feasible controller dynamically adjusts the transmit power of SUs. We believe that dynamic control for CRNs with dynamic descriptions is interesting and challenging since it can deal with time-varying channel, stochastic uncertainties, different estimation errors, time-delay, the random changing of users, different QoS requirements, robustness against control parameters. Define a Lyapunov function as follows
where P i > 0. Then the difference of V i (k) along the trajectory of the system is
To let V i (k) < 0, we need to make A cl 
Comparing (48) with (33), we know that (48) can be satisfied as long as Theorem 1 is true. Thus the closed-loop system (44) is asymptotic stable when w i (k) = 0.
Then we prove that the closed-loop system (44) meets H ∞ performance index γ .
Comparing
with (32), we require 
APPENDIX B PROOF OF THE THEOREM 2
Proof: We first prove the asymptotically stable performance of the closed-loop system (39).
According to Definition 2, we define a Lyapunov function
where P i > 0, S i > 0 and T i > 0. Then the difference of V i (k) along the trajectory of the system is 
