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In this paper, we propose the conceptual use of fuzzy clustering techniques as iterative spatial
methods to estimate a posteriori statistics in place of the weighted averaging scheme of the
Unscented Kalman ﬁlter. Speciﬁcally, instead of a linearization methodology involving the statistical
linear regression of the process and measurement functions through some deterministically chosen
set of test points (sigma points) contained within the ‘‘uncertainty region’’ around the state estimate,
we present a variant of the Unscented transformation involving fuzzy clustering techniques which
will be applied to the test points yielding ‘‘degrees of membership’’ in which Gaussian shapes can
be ‘‘ﬁt’’ using a least squares scheme. Implementation into the Kalman methodology will be shown
along with simple state and parameter estimation examples.
 2006 Elsevier Inc. All rights reserved.
Keywords: Unscented transformation; Fuzzy clustering; Fuzzy C-means; Gustafson/Kessel; Weighted least
squares; Covariance; State estimation; Parameter estimation1. Introduction
Unlike linear stochastic systems, in which optimal ﬁltering techniques were ﬁrst devel-
oped by Kalman [1] for state estimation, approximations are needed to handle all nonlin-
earities. For implementation of sub-optimal Kalman methodologies for nonlinear0888-613X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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the resulting errors. Two examples of these sub-optimal methodologies are the extended
Kalman ﬁlter and the Unscented Kalman ﬁlter. Each methodology has advantages and
disadvantages regarding accuracy, computational costs, ease of implementation, etc.
The extended Kalman ﬁlter (EKF) [2–4] is an iterative method which linearizes about a
trajectory in state space that is continuously updated with state estimates determined from
measurements (when available). EKF implementation is not trivial in that many assump-
tions must be made. These assumptions include the identiﬁcation and linearization of the
system nonlinearities before applying the Kalman equations. This assumes that the non-
linear functions are diﬀerentiable so that the computation of the Taylor series around
the current estimates can be conducted using the proper partial derivatives of the nonlin-
ear process and/or measurement equations. Accuracy may suﬀer due to the fact that the
Taylor series must be truncated to the ﬁrst order. If higher order terms are signiﬁcant
(i.e. assumption of local linearity breaks down), the extended Kalman formulation can
become unstable [5].
In order to address the approximation assumptions of the EKF, Julier and Uhlmann
developed the Unscented Kalman ﬁlter (UKF) [5,6]. The UKF, through the Unscented
Transformation, does not approximate the process and/or measurement equations, but
approximates the state distribution using a set of computed test points which capture
the true ﬁrst two moments (under Gaussian assumption). When these test points are prop-
agated through the ‘‘true’’ nonlinear system, the posterior mean and covariance are cap-
tured accurately to the second order (as compared to a ﬁrst order Taylor series expansion
in the EKF). Within recent literature, it is well proven that the UKF leads to better esti-
mation accuracy than the EKF [7–11]. Besides accuracy, another primary advantage of the
UKF is that it is ‘‘derivative-free’’. The disadvantages of the UKF are that there are scal-
ing parameters which need tuning to assist in accuracy and the condition of the error
covariance matrix after nonlinear transformation [12].
In this paper, we propose a conceptual use of fuzzy clustering techniques to develop a
variant of the UKF which has the goal of eliminating the diﬃculties of the tuning param-
eters. To do this, we employ a linearization methodology using a deterministically chosen
set of test points (sigma points) contained within the ‘‘uncertainty region’’ around the state
estimate, and apply fuzzy clustering techniques to the test points yielding ‘‘degrees of
membership’’ in which Gaussian shapes can be ‘‘ﬁt’’ using least squares.
2. Background
2.1. Fuzzy clustering
Techniques to solve the general pattern recognition problem can be classiﬁed into two
broad categories: supervised and unsupervised techniques. Supervised algorithms use a
dataset with known classiﬁcations, whereas, unsupervised algorithms do not use a given
set of characteristics of a dataset. One of the best-known algorithms for implementing
unsupervised clustering technique is Fuzzy C-means (FCM) algorithm [13]. Using a similar
strategy but modifying the objective function, the Gustafson/Kessel (GK) derived algo-
rithm [13–15] looks for ‘‘hyper-ellipsoidal clusters’’ of varying sizes.
Let xk ¼ Rn, k = 1, . . . ,N be the given set of data to be clustered; N being the number of
data sets. Next, let vi ¼ Rn, i = 1 , . . . , c be centers of clusters to be determined; c being the
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bership value uik which is a measure of the closeness of the data to the corresponding cen-
ter. Generally, in an iterative manner, the centers vi, and uik, are determined from the
minimization of
JmðU ; V Þ ¼
Xn
k¼1
Xc
i¼1
ðuikÞmdðvi; xkÞ2 ð1Þ
with constraints
Pc
i¼1ðuikÞ ¼ 1 and 0 6 uik < 1, and degree of fuzziness m 2 (2,1). For
FCM, d( Æ )2 is deﬁned as
dðvi; xkÞ2 ¼ kxk  vik2 ð2Þ
For GK (oval shape elliptical clusters), d( Æ )2 is deﬁned as
dðvi; xkÞ2 ¼ ðxk  viÞTAiðxk  viÞ ð3Þ
where
Ai ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detðSiÞ
p
ðS1i Þ ð4Þ
Si ¼
Xn
k¼1
umikðxk  viÞðxk  viÞT ð5Þ
In addition, for GK, the fuzzy covariance can be deﬁned as
Cf i ¼
Pn
k¼1u
m
ikðxk  viÞðxk  viÞTPn
k¼1u
m
ik
ð6Þ
Notice that for proper implementation of the GK technique, for each cluster, a matrix
inversion and a determinant has to be calculated for each iteration.
2.2. Unscented transformation
Before applying the fuzzy clustering techniques mentioned above, we need to review the
Unscented Transformation [7]. To explain this transformation, let x 2 Rn be a n-dimen-
sional Gaussian random variable distribution with a mean x 2 Rn and covariance
Pxx 2 Rnn. Consider x to propagate through some nonlinear function or y ¼ gðxÞ 2 Rm.
One can generate a deterministic set of symmetric statistical sigma test points containing
the same general covariance information of the original distribution by taking the roots
(both positive and negative) from the columns or rows of  ﬃﬃﬃﬃﬃﬃﬃﬃﬃnPxxp .1 By adding x, the
set of points will be symmetric and contain the mean and covariance information of the
original distribution. This set of points is then propagated through the nonlinear function,
g(x). The statistics of y are calculated through the formation of a matrix X of (2n + 1) sta-
tistical sigma test points or 2-tuples, Si = {Xi,Wi}. That is, the matrix X will consist of
(2n + 1) weighted points given by1 A matrix square root of A is deﬁned as
ﬃﬃﬃﬃ
A
p
where
ﬃﬃﬃﬃ
A
p ﬃﬃﬃﬃ
A
p T ¼ A. A symmetric positive deﬁnite matrix A can be
transformed as A =MDMT where M is the orthonormal modal matrix (columns of eigenvectors, MMT = I)
associated with the diagonal matrix D consisting of eigenvalues of A. Then
ﬃﬃﬃﬃ
A
p ¼M ﬃﬃﬃﬃDp MT is the matrix square
root of A.
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X i ¼ xþ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðnþ kÞPxx
p
Þi; W i ¼ 1=½2ðnþ kÞ; i ¼ 1; . . . ; n
X i ¼ x ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðnþ kÞPxx
p
Þi; W i ¼ 1=½2ðnþ kÞ; i ¼ nþ 1; . . . ; 2n
ð7Þ
The scalar k is a scaling parameter representing the ‘‘spread’’ of the symmetric statistical
sigma test points and ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðnþ kÞPxxp Þi is the ith column of the matrix square root of
(n + k)Pxx. Wi is the weight associated with ith sigma test points such that the total sum-
mation of the weights will be equal to unity or
P2n
i¼0W i ¼ 1. Again, since y = g(x), each
statistical sigma test point is propagated through the ‘‘true’’ nonlinear function yielding
Y i ¼ gðX iÞ; i ¼ 0; . . . ; 2n ð8Þ
The estimated mean and covariance of the transformed points are
y ¼
X2n
i¼0
W iY i
Pyy ¼
X2n
i¼0
W iðY i  yÞðY i  yÞT
ð9Þ
Referring to Eq. (7), scaling the size of the covariance ellipse or the distance to x is accom-
plished though the use of the parameter k. In other words, the value of k is used to scale
the statistical sigma test points toward or away from the mean of the prior distribution.
Also, the distance of the ith sigma point from x, or jX i  xj, is directly proportional toﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðnþ kÞp . But if k is chosen to be negative, the set of weights, W, will result in the com-
puted covariance of the transformed points, Pyy, to become non-positive semi-deﬁnite.
Thus k must be carefully chosen in accordance to the particular application at hand
[12,16].
It is also noted here that some applications may require additional sampled test points
within the region of uncertainty [17,18], but careful consideration must be observed before
conducting this. If the determination of these points were of random nature, spurious
modes will exist in the transformed distribution yielding high frequency noise in ﬁltering
applications [7]. Hence, the scope of this paper will involve the minimal set of symmetric
test points as deﬁned above.
3. Fuzzy statistical test point (FSTP) Kalman ﬁlter
3.1. Fuzzy variant of the unscented transformation
Using a similar strategy as in [5] and brieﬂy deﬁned in Section 2, a fuzzy variant of the
Unscented Transformation (general example shown in Fig. 1) will now be discussed.
Referring to Fig. 1, let x be a n-dimensional Gaussian random variable distribution
with a mean x and covariance Pxx. Consider x to propagate through some nonlinear func-
tion as y = g(x), with the goal of determining the ﬁrst two statistical moments of y (y and
Pyy). As in the original Unscented Transformation, a deterministic set of symmetric sam-
pled test points containing the same general covariance information can be computed by
taking the positive and negative ‘‘roots’’ from the columns of  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðnþ kÞPxxp , where k is an
arbitrary chosen scaling parameter (representing the distribution ‘‘spread’’). By adding x,
Fig. 1. General representation of the unscented transformation using fuzzy clustering techniques. The
deterministic set of symmetric test points of a priori distribution is shown in (a). Fuzzy clustering, with
the ‘‘cluster of interest’’ (bold), of the resultant a posterior distribution is shown in (b). Finally, (c) depicts the
‘‘Gaussian ﬁt’’ of the memberships with the two statistical moments of the ‘‘cluster of interest’’.
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tribution. This is shown in Fig. 1(a). This set of test points is then propagated through
some nonlinear function and clustered using either the FCM or the GK algorithm, as
depicted in Fig. 1(b). The fuzzy clustering process will also yield a ‘‘cluster of interest’’.
While maintaining the mean information of this cluster, a Gaussian ﬁt may be made on
the ‘‘cluster of interest’’ using a least squares approach which will appropriately give the
covariance information as shown in Fig. 1(c). Thus, using this approach, the ﬁrst two
moments of y are computed spatially, not statistically, though the a priori set of sigma test
points are computed statistically. The following section will show this process in more
detail with the implementation into the Kalman ﬁltering methodology.3.2. Implementation into Kalman set of equations
Now that a fuzzy variant of the Unscented Transformation has been described, it is
straightforward to implement it into the basic Kalman methodology. This variant of
the Kalman algorithm will be developed using the standard two sets of equations: (1) time
update (prediction) and (2) measurement update (correction) [19]. The main diﬀerence is
that the weighted averaging scheme will be replaced with a fuzzy clustering technique (fuzzy
C-means and Gustafson–Kessel). To emphasize the diﬀerence, we will label the resulting
method as the fuzzy statistical test point (FSTP) Kalman ﬁlter algorithm and is presented
as follows with an assumed ‘‘spread’’ constant k.
Consider the system,
xkþ1 ¼ f ðxk; uk;xkÞ
zk ¼ hðxk; vkÞ
ð10Þ
where, xk 2 Rn, uk 2 Rm, xk 2 Rn, zk 2 Rp, vk 2 Rp, f ðÞ 2 Rn, and hðÞ 2 Rp. Now that the
fuzzy variant of the Unscented Transformation has been described, it is straightforward to
implement it into the basic Kalman methodology. Using an assumed ‘‘spread’’ constant k,
augmentation of the state vector with associated noises is represented by
xak ¼ xTk xTk vTk
 T
; na ¼ 2nþ p ð11Þ
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x^0j0 ¼ E½x0j0; where x^0j0 2 Rn1;
P0j0 ¼ E½ðx0j0  x^0j0Þðx0j0  x^0j0ÞT; where P0j0 2 Rnn;
x^a0j0 ¼ E½xa0j0 ¼ x^T0j0 0 0
 T
; where x^a0j0 2 Rna1;
Pa0j0 ¼ E½ðxa0j0  x^a0j0Þðxa0j0  x^a0j0ÞT ¼
P0j0 0 0
0 Q 0
0 0 R
2
64
3
75 2 Rnana
ð12Þ
Table 1 presents a concise iterative summary of the FSTP Kalman ﬁlter as proposed in this
paper.
In reviewing Table 1, the function FuzzyCluster refers to the general method of fuzzy
clustering and Gaussian statistical estimation of the ‘‘cluster of interest’’ with the given
arguments. The direct method of clustering may be either FCM or GK, which will return
centers and corresponding membership values to the speciﬁed number of clusters. If GK
algorithm is selected, an additional structure (fuzzy covariance matrix) will be computed
using Eq. (6) for each of the speciﬁed clusters. A pseudo algorithm for the function Fuzzy-
Cluster is given in Table 2.
Referring to Table 2, the weighted least squares approach for calculating the covariance
ðP~x~x;P~z~zÞ and cross-covariance ðP~x~zÞ terms needs to be discussed. With reference to the
notion of the ‘‘cluster of interest’’,
ðUmfÞi ¼ e
ðxixÞTH1ðxixÞ
2 ð13Þ
or,
2 lnðUmfÞi ¼ ðxi  xÞTH1ðxi  xÞ ¼ trace
nh
ðxi  xÞðxi  xÞT
i
H1
o
ð14Þ
where i 2 Rnp (index for np test points), x 2 Rn1 of n dimension, x 2 Rn1 is the center of
the ‘‘cluster of interest’’ of n dimension, (Umf)i (degrees of membership of the correspond-
ing ith test point of the ‘‘cluster of interest’’), and H 2 Rnn is the covariance matrix of the
‘‘cluster of interest’’ to be determined. Using the substitutions,
h ¼ vecðH1Þ ð15Þ
where vec is column stacking operation, and h 2 Rn21,
yi ¼ 2 lnðUmfÞi ð16Þ
Ai ¼ ðxi  xÞT ð17Þ
Bi ¼ ðxi  xÞ ð18Þ
and the Kronecker product (denoted as ), the following relationship can be derived:
y1
y2
..
.
ynp
2
666664
3
777775
¼
BT1  A1
BT2  A2
..
.
BTnp  Anp
2
666664
3
777775
½vecðH1Þ ð19Þ
Table 1
FSTP Kalman ﬁlter algorithm
Loop for the number of iterations (beginning at k = 1)
Calculate augmented Test Point Matrix
Xak1jk1 ¼ x^ak1jk1 x^ak1jk1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðna þ kÞPak1jk1
q 
j
. . . x^ak1jk1 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðna þ kÞPak1jk1
q 
j
. . .
 
,
Xx1;k1jk1 X
x
2;k1jk1    Xx2naþ1;k1jk1
Xx1;k1jk1 X
x
2;k1jk1    Xx2naþ1;k1jk1
Xv1;k1jk1 X
v
2;k1jk1    Xv2naþ1;k1jk1
2
4
3
5
where ( Æ )j represents the j
th of matrix ( Æ ); Xak1jk1 2 Rnað2naþ1Þ; and,
Pak1jk1 ¼
P~xk1jk1~xk1jk1 0 0
0 Q 0
0 0 R
2
4
3
5 2 Rnana
Time update through de-augmentation of Test Point Matrix and Fuzzy Clustering results
Xxi;kjk1 ¼ f ðXxi;k1jk1; uk1;Xxi;k1Þ
Z i;kjk1 ¼ hðXxi;kjk1;Xvi;k1Þ
½x^kjk1;P~xkjk1~xkjk1  ¼ FuzzyClusterðXxi;kjk1Þ
½z^kjk1;P~zkjk1~zkjk1  ¼ FuzzyClusterðZ i;kjk1Þ
P~xkjk1~zkjk1 ¼ FuzzyClusterðXxi;kjk1;Z i;kjk1Þ
where, f( Æ ) and h( Æ ) are the given dynamic and measurement relationship
respectively, and i = 1,. . .,2na + 1
Measurement update
Kk ¼ P~xkjk1~zkjk1P1~zkjk1~zkjk1
x^kjk ¼ x^kjk1 þ Kkðzk  z^kjk1Þ
P~xkjk~xkjk ¼ P~xkjk1~xkjk1  KkP~zkjk1~zkjk1KTk
End iteration loop
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Table 2
FUNCTION FuzzyCluster
Step 1: Initialization
Formulate the dataset argument
Set ‘‘degree of fuzziness’’, m
Set number of clusters equal to the dataset dimension + 1
Step 2: Iterate through Fuzzy C-means or Gustafson–Kessel clustering algorithm
Step 3: Find ‘center of gravity’ between all cluster centers. Determine the closest cluster to the ‘center of grav-
ity’. This is the ‘cluster of interest’
Step 4: Determine statistics of ‘cluster of interest’. The estimates will be the corresponding center of the chosen
cluster. For covariance(s) and cross-covariance(s):
If Fuzzy C-means: Fit a Gaussian surface to the membership values using a weighted least squares scheme.
Weight out outliers (memberships close to zero). Return covariance matrix H
If Gustafson–Kessel: Apply Eq. (6), Fuzzy Covariance Matrix equation, directly to the chosen cluster (computed
from Gustafson–Kessel algorithm) and construct the required covariance and cross-covariance terms and
matrices (a ﬁt may also be required using a weighted least squares scheme)
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y ¼ Nh ð20Þ
where y 2 Rnp1, N 2 Rnpn2 , and h 2 Rn21. Since the elements of h are the ‘‘unknowns’’,
the following least squares relationship can be established,
h ¼ ½NTN1NTy ð21Þ
Since outliers (e.g. possible degrees of membership of the ‘‘cluster of interest’’ close to
zero) can cause problems for the ﬁt, a weighting matrix is implemented in Eq. (21) to lower
their eﬀects on the overall ﬁt,
h ¼ ½NTN1NTWy ð22Þ
where the diagonal matrix W 2 Rnpnp . Finally, the elements of h are de-stacked to deﬁne
H1. Inverting the matrix, we arrive at H and thus establish the variance and cross-vari-
ance terms based on the results of the function FuzzyCluster.
4. Simulation experiments
4.1. One-dimensional nonlinear system state estimation problem
The following example implements the algorithm described in the previous section in a
one-dimensional case. The general objectives of this example are to show comparisons
between the EKF, UKF, and the FSTP Kalman ﬁlter algorithm. The problem is deﬁned
in state-space as follows:
xkþ1 ¼ xk þ xk sinðxkÞ þ xk
zk ¼ x2k þ vk
ð23Þ
where xk is represented by N(0,0.1) and vk is represented by N(0,0.01). The parameters for
this example are shown in Table 3.
Table 3
Parameters and values for one dimensional nonlinear system example
Parameter Value Description
n,p 1, 1 Dimension of system, dimension of output
na = 2n + p 3 Augmented system dimension
nsp = 2na + 1 7 Number of sigma test points
k 2 Initial spread
q 0.1 Assumed process error variance
r 0.01 Assumed measurement error variance
x0 1 Initial state estimate
p0 1 Initial error covariance estimate
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3. Before showing the results, lets examine some of the behavior of the FSTP Kalman ﬁlter
algorithm for this example. Fig. 2 gives a ‘‘snap shot’’ of the propagation of the test point
distribution representing the state uncertainty between iterations 10 and 20. The circle in
Fig. 2 represents the mean (state estimate) of the test point distribution at that particular
iteration. Fig. 3 shows an example of a weighted least squares Gaussian ﬁt of the test
points with comparison to the UKF. The circles are the test point membership values.
Only ﬁve of the seven are shown in Fig. 3 due to symmetry (test points may overlap).
Notice that the Gaussian moments computed using the FSTP Kalman algorithm closely
resemble the moments calculated by the UKF.
Results of two trials (since both the measurement and process noise sequences are ran-
domly generated) are shown numerically in Table 4. Additionally, Fig. 4 shows the error
variance of all four algorithms under comparison (for Trial 1 only). Referring to these
results, the FSTP (FCM) Kalman ﬁlter generally performed as well as the originalFig. 2. Distribution of the statistical test point transformation ðXxkÞ via Eq. (23). Circles indicate the mean at any
time k.
Fig. 3. Example of the ‘‘Gaussian ﬁt’’.
Table 4
Results for the one dimensional state estimation example
Algorithm Trial 1 (MSE) Trial 2 (MSE)
EKF 0.1102 18.3826
UKF 0.0545 0.0466
FSTP (FCM) 0.0427 0.0539
FSTP (GK) 0.3511 0.6062
Fig. 4. Error variance comparisons (Trial 1 only).
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introduced using Jacobian linearization. The FSTP (GK) Kalman ﬁlter did not perform
well in either trial due to errors introduced in the computation of error covariance estima-
tion from (6) as evident in Fig. 4 where the error covariance estimates were lower in mag-
nitude in comparison to the other algorithms.
4.2. Two-dimensional nonlinear system parameter estimation problem
The following example demonstrates the direct implementation of the FSTP (FCM
only) Kalman ﬁlter in a two-dimensional parameter estimation problem. The general
objective of this example is to train a single artiﬁcial neuron for the following set of
input/output pairs: (1,0.5), (3,0.4), and (2,0.8). The parameters (deﬁned as the weight
and bias) of the artiﬁcial neuron are treated as an unforced nonlinear dynamic system,
xkþ1 ¼ xk þ xk
zk ¼ hðxk; ukÞ þ vk
ð24Þ
where weight vector x 2 Rn; input vector u 2 Rp; process noise x 2 Rn; output vector
z 2 Rm; measurement noise v 2 Rm; and overall network nonlinearity h( Æ ). Applying Eq.
(24) to the single artiﬁcial neuron yields
xk ¼
w
b
 
k
zk ¼ hðwuk þ bÞ þ vk
ð25Þ
where h( Æ ) is the ‘‘logsig’’ function (logsig(n) = 1/1 + en). Augmenting the state vector
with noise(s) gives
xak ¼
w
b
xw
xb
v
2
6666664
3
7777775
; Pak ¼
Pxx 0
Q
0 R
2
64
3
75 ¼
Pww Pwb 0
Pbw Pbb
qw
qb
0 r
2
6666664
3
7777775
ð26Þ
Variable and parameter initialization are given in Table 5.Table 5
Parameters and variables for the single neuron training example
Parameter/variable Initial value Description
n, p 2, 1 Dimension of system, dimension of output
na 5 Augmented system dimension
nsp 11 Number of Sigma Test Points
k 3.5 Initial spread
Q
0:01 0
0 0:01
 
Assumed process error covariance matrix
R 1.0 Assumed measurement error covariance
x0
3
2
 
Initial state estimate
P0
1 0
0 1
 
Initial error covariance matrix
Fig. 5. Top view of clustering results for one iteration (kth instant) within sigma test point space.
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the behavior of the FSTP (FCM) Kalman algorithm. Fig. 5 shows the top view of the clus-
tering results for one iteration. Fig. 6 illustrates the weighted least squares Gaussian ﬁt of
the ‘‘cluster of interest’’ for one iteration. Referring to Figs. 5 and 6, notice that there are aFig. 6. Gaussian ﬁt of test points ðXxkÞ, at kth instant. This is the ‘‘cluster of interest’’.
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cluster to the ‘‘center of gravity’’ within the test point space as required by the FSTP Kal-
man algorithm. Again, as in the previous example, some of the test points overlap in the
plots, thus are not shown. The results of this single artiﬁcial neuron training example are
illustrated in Figs. 7 and 8. Training ended once the epoch mean squared error (eMSE)Fig. 7. Plot of the epoch MSE for example 2 where an epoch is deﬁned as one complete presentation of the data
set in training.
Fig. 8. Path from initialization showing convergence to an acceptable global solution.
468 G.R. Hudas et al. / Internat. J. Approx. Reason. 45 (2007) 455–469reached 0.025. An acceptable global solution was obtained in the determination of the
weight and bias parameters of a single artiﬁcial neuron using the FSTP (FCM) Kalman
algorithm. FSTP (GK) was attempted to derive the parameters but failed due to ﬁlter
instability. This instability is believed to be the result of errors in the estimation of the nec-
essary covariance terms (similar to the preceding example) computed using Eq. (6). Recall
that the test points to be used in the next iteration are computed from the current error
covariance matrix (in general terms  ﬃﬃﬃPp ). Hence, any errors in the error covariance esti-
mation will directly aﬀect the computation of the next iteration test points as revealed in
Table 1.5. Conclusion and future work
This paper presented a conceptually novel technique, involving fuzzy clustering, to esti-
mate a posterior distribution statistics for implementation into a ‘‘derivative-free’’ nonlin-
ear Kalman ﬁlter methodology. First, this paper gave a brief introduction to two known
fuzzy clustering techniques (C-means and Gustafson–Kessel). Using these fuzzy clustering
techniques, a fuzzy variant of the Unscented Transformation was developed and imple-
mented into the Kalman set of equations to produce a new algorithm being termed as
the Fuzzy Statistical Test Point (FSTP) Kalman ﬁlter. Two examples were conducted in
simulation showing the various implementations of the FSTP Kalman algorithm with
comparisons to existing theory. General results were that the FSTP (FCM) Kalman algo-
rithm outperformed the EKF and was similar in performance with the UKF.
Future research will include the implementation of additional test points within the
uncertainty region to aide in the estimation of the covariance/cross-covariance terms.
Also, future work will include an extensive look into the computational requirements of
the FSTP algorithm.Acknowledgements
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