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Abstract. Let g be a Kac-Moody algebra. The Kashiwara B(∞) crystal parame-
terizes a basis for the Verma module of highest weight zero. For every sequence J of
reduced decompositions of Weyl group elements it admits a realization BJ(∞) as a
subset of a crystal BJ which as a set identifies with the free additive semi-group N
|J |.
A natural question is whether BJ(∞) is a polyhedral subset and if so to determine
a (minimal) set of linear inequalities which define BJ (∞) as a subset of BJ .
In earlier work this question led to the notion of an S-set associated with a given
simple root. In the present work the notion of a giant S-set is studied. Essentially
this is for every simple root, a disjoint union of S-sets associated to that simple root.
Its elements are to give the linear inequalities which define BJ(∞).
A trail is a certain sequence of vectors specified by the choice of J in a fundamental
module for Langlands dual of g. Every such sequence gives a linear function on BJ
whose elements are to give the linear inequalities which define BJ(∞).
The present work inter-relates these two approaches for describing BJ(∞). Under
the hypothesis that there are no “false trails”, the set of all trails is determined.
Then the resulting functions are shown to describe the “envelope” of a giant S-set.
This in turn leads to the description of BJ(∞) as a polyhedral subset of BJ .
1. Introduction
1.1. Let g be a Kac-Moody algebra (not necessarily symmetrizable). Recall that
the construction of g depends on a choice of Cartan subalgebra h and a set π :=
{α ∈ h∗} (resp. π∨ := {α∨ ∈ h}) of simple roots (resp. coroots). Let W denote the
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corresponding Weyl group and P (resp. P+) the corresponding set of integral (resp.
integral and dominant) weights. Let b be the Borel subalgebra of g defined by π and
n its nilradical.
Assume for the moment that g is symmetrizable. Then after Kashiwara [11] the
dual Verma module δM(0) for the pair (g, b) of highest weight zero admits a crystal
basis. We call the corresponding crystal, the Kashiwara B(∞) crystal. It has a
combinatorial structure of great intricacy which one would like to understand. This
is partly because it can provide useful information on the nature of tensor product
decomposition of integrable highest weight modules and on their Demazure sub-
modules and partly because we believe it leads to new combinatorial constructions,
specifically that of giant S-sets.
1.2. Again for g symmetrizable, Lusztig [13] showed that the Verma module M(0)
admits a canonical basis which coincides with Kashiwara’s globalisation of the B(∞)
crystal basis. In this Lusztig further discussed how this basis behaves under the
action of the simple root vectors eα : α ∈ π. In particular for g simply-laced, the
resulting coefficients are all non-negative integers.
Assume λ ∈ P+ and let V (λ) be the integrable module with highest weight λ. let
k−λ denote the one-dimensional b module of weight −λ. As noted in [4, Lemma 2.4]
there is a unique up to scalars b module embedding of V (λ)⊗ k−λ into δM(0). It is
then a consequence of Kashiwara-Lusztig theory (cf [5, Thm. 6.2.19]) that the dual
canonical basis of δM(0) restricts to a basis of V (λ), called its dual canonical basis.
Here one may remark that the extremal vectors vwλ of weight wλ : w ∈ W , up to an
appropriate scalar, belong to this basis.
1.3. Fix an index set I for π. Given i ∈ I let si denote the corresponding reflec-
tion and ̟i the corresponding fundamental weight. Fix a possibly infinite sequence
J = . . . , ij, ij−1, . . . , i1 of elements of I so that wj := sijsij−1 · · · si1 is a reduced de-
composition for all j ∈ J . A construction of Kashiwara (cite Ka2, [6, 2.4]) gives a
crystal BJ which identifies with N
|J | as a set. The element b∞ in which all entries are
zero, generates a subcrystal BJ(∞). A remarkable result of Kashiwara is that, as a
crystal BJ(∞), is independent of J . This follows from Kashiwara’s embedding the-
orem which we remark is extended in [6, 2.5.7] to the case when g is not necessarily
symmetizable. Here the way in which the embedding theorem is applied is discussed
in [6, 2.5.8]. In this there is a minor subtlety concerning the number of appearances
of a given element of I in J , but it need not detain us here. Suffice to say that for
B(∞) to be independent of J as a crystal, it is enough that s ∈ I appears in the set
{ij : j ∈ J} sufficiently many times. In any case we shall not presently be concerned
with the independence of BJ(∞) on J as a crystal.
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1.4. As a subset of BJ (and hence of N
|J |), the crystal BJ(∞) is dependent on J
and can be extremely complicated to describe. Yet for g of type A, that is to say
for g = sl(n), Gleizer and Postnikov [3] gave a beautiful description of BJ(∞) in a
purely combinatorial manner using wiring diagrams. It is notable that they viewed
their result as an extension of the classical Littlewood-Richardson rule for tensor
product decomposition. Moreover they showed that BJ(∞) is always a polyhedral
subset of BJ (in type A). This latter result was extended to the case when W is
finite, by Berenstein and Zelevinsky [1]. However this latter description was less
precise in that it was given in terms of i-trails (which we call simply, trails) which
are not combinatorially defined and are basically unknown quantities.
1.5. In [7] we initiated a new approach to the description of BJ(∞). This was
based on the duality operation on B(∞), due to Kashiwara for g symmetrizable and
extended to all g Kac-Moody in [6, Sect. 2]. For this one must construct a set Zt
of “dual Kashiwara functions” whose maximum must be “almost” invariant under
the action of the Kashiwara operators. In particular invariance under the Kashiwara
operators assigned to a fixed s ∈ I, resulted in the notion of an S-set of linear
functions on BJ (identified with N
|J |). Then Zt is to be a disjoint union of S-sets
for every s ∈ I with one exceptional element z1t called the initial driving function
associated to t. (For a more precise statement see 8.1.)
We call such a set Zt, if it exists - a giant S-set. Its structure must be particularly
intricate and a challenge to describe.
Given a giant S-set Zt, its maximum on BJ restricts to the function ε
⋆
t on BJ(∞)
described in [12]. We call ε⋆t : t ∈ I the dual Kashiwara parameter associated with
t ∈ I. The set of dual Kashiwara parameters may be used to determine BJ(∞) as
a precise polyhedral subset of BJ , for any choice of J . Here we remark that the
ε⋆t : t ∈ I are determined intrinsically through the crystal structure of BJ(∞), which
is independent of J ; but viewed as functions on BJ(∞) ⊂ BJ , are dependent on J .
To us the interest in the present work lies in the description of S-sets, giant S-sets,
trails and their properties and inter-relations rather than in just describing BJ(∞).
Thus in [7], S-sets were described as the vertices of certain S-graphs. A canonical
family of S-graphs was described [7], [9] and it was shown that the functions they
define exhibit some remarkable convexity properties [8]. In the present work we
concentrate on the much more subtle giant S-set. It may again be viewed as the
set of vertices of a graph called a giant S-graph whose vertices are obtained from
those of its S-subgraphs. At first it was completely unclear for the moment why our
canonical S-graphs are the correct ones to choose in describing a giant S-graph. The
answer can now be seen to be given by the results of Section 7, which relates S-sets
to trails under the hypothesis that there are no “false trails”.
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1.6. One may read off from [3] (resp. [1, Thm. 3.9]) the dual Kashiwara functions in
type A (resp. in finite type). In the latter case they are defined in terms of unknown
trails. In this we remark that a trail in the lowest weight module V (−̟t) : t ∈ I is a
sequence of non-zero vectors vj ∈ V (−̟t) : j ∈ J with v1 = v−st̟t and then defined
inductively through vj+1 = e
nj
αij
vj for some nj ∈ N satisfying the following boundary
condition. Namely there exists k ∈ N+ such that vj+1 is proportional to the extremal
vector v−wj̟t, for all j ≥ k. In particular these extremal vectors will have several
different presentations. This boundary condition implies that the linear function
on BJ defined by a given trail is locally finite. It can happen that vj is always an
extremal vector for all j ∈ J (though not necessarily proportional to v−wj−1̟t). Such
trails are easy to describe and of course exhaust all trails if V (−̟t) is minuscule.
Otherwise the boundary condition makes it extremely difficult to write down a trail.
One should of course be aware that the set of trails in V (−̟t) depends on the
choice of J . Here we shall always take J to be fixed and not mention this dependence
further.
1.7. The present work is a by-product of attempting to reconcile our work on S-
graphs with the description in [1] of dual Kashiwara functions. In this we conjecture
the absence of “false trails”. This involves a natural suggestion about relations be-
tween monomials expressions in simple root vectors for Demazure modules extending
the relations in U(n) itself. Here we remark that the latter are known at least when g
is symmetizable to be given by the Chevalley-Serre relations, a result [2] considered
deep, though ultimately not too difficult.
Given the truth of this conjecture we are also able to give a simple algorithm
to compute the proportionality factors between the extremal vectors given by the
various trails. These proportionality factors are binomial coefficients, hence positive
as would be expected from the positivity result of Lusztig in the simply-laced case
mentioned in 1.2.
The main result of this paper is that the absence of “false trails” in V (−̟t)
is equivalent to the existence of the giant S-set envelope Kt associated to t ∈ I.
In principle the desired giant set S-set Zt can be recovered as the set of extremal
points of Kt, whilst the latter should be the Z-convex hull of Zt. For the moment
these refinements are open questions and in any case not of any importance to the
computation of the dual Kashiwara parameter ε⋆t - see Theorem 8.7.
In general one may compute Zt by induction on j ∈ J , using our knowledge of
S-sets; but in general it is not assured that this procedure can result in a giant S-set
unless “false trails” are absent. Nevertheless when V (−̟t) is minuscule one can
easily show that this inductive procedure does lead to a giant S-set, though this
computation will not be presented here. Again the complexity of Zt depends on the
choice of J and it is often possible to find choices for which the Zt : t ∈ I are rather
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simple. We find these cases rather boring and are more concerned with “nasty”
choices of J for which Zt is very complicated.
It is always true that Zt = {z
1
t }, if i1 = t, and indeed this combined with the
behaviour of BJ(∞) under changes of J led to the above mentioned result in [1,
Thm. 3.9]). This procedure is restricted to finite type since otherwise it is impossible
to alter a given J so that j1 becomes a chosen element of I. Moreover handling the
resulting computations based on tropical fields and cluster algebras is by no means
easy.
It should be noted that using trails in V (−̟t) leads to a giant S-set not for g,
but for the Langlands dual of g. This is no surprise considering that [1] considered
fundamental modules for the Langlands dual in the first place. To obtain a giant
S-set for g one has only (to remember!) to interchange roots and co-roots in the
expressions for the functions they define.
1.8. In the absence of false trails, Kt indexes all trails in V (−̟t) which can then
be described purely combinatorially. Then by the results of [10] the maximum of the
resulting functions on BJ(∞) gives dual Kashiwara parameter ε
⋆
t . Up to the absence
of false trails, this extends the result of Berenstein and Zelevinsky from the finite to
the general case and since trails are determined is a much more explicit result. In the
sense that we only need to compute maxima, the set of all trails is highly redundant
and the description of these maxima by a giant S-set much more economic. At first
sight this redundancy was a great surprise. It is now understood through the present
work.
However perhaps the most fascinating part of this work is that S-graphs which
were invented to describe invariance under the Kashiwara operators made a second
appearance as providing extremal points of certain convex sets [8], which is not so
surprising, but now also make a third appearance by virtue of the fact that the integer
points of these convex sets are determined by relations in Demazure submodules of
fundamental modules.
Acknowledgements. I would like to thank S. Zelikson for explaining to me
the results in [1] and his understanding of the relation between trails and functions
on BJ(∞), without which this paper would not have been brought into existence.
He also provided me with extremely useful computer outputs of the description of
these functions in types F4 and D5 for some (nasty) special choices of J . These
are far to long to reproduce here and it seems practically impossible to illustrate
diagrammatically the giant S-graphs in these cases.
2. Trails
2.1. The notion of an i trail, which we call simply, a trail, was introduced by
Berenstein and Zelevinsky [1], in the case when W is finite to describe BJ(∞) as a
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polyhedral subset of BJ . In this they were also able to describe the dual Kashiwara
parameters [1, Thm. 3.9]. One may remark that in [1] trails are defined in funda-
mental modules for the Langlands dual of g. Here we prefer to stay with g itself and
eventually just interchange roots and co-roots in the resulting functions (see 2.4).
When W is finite, a trail is a sequence of vectors in a fundamental module from
the almost lowest weight vector of weight −st̟t to its highest weight vector. In the
general case we replace the latter end-point by a boundary condition. Although this
is an obvious thing to do, we stress that this boundary condition is rather subtle and
leads to a surprising and valuable conclusion (Lemma 4.3).
2.2. Definitions. Define I, J as in 1.3 and recall the notation introduced there. As
a set BJ identifies with N
|J |, that is to say with |J |-tuples of natural numbers in which
almost all entries are zero. If W is finite, let w0 denote its unique longest element
and identify J with {1, 2, . . . , ℓ(w0)}, where ℓ(·) denotes reduced length. Otherwise
J is a countable set and may be identified with N+.
Fix t ∈ I.
Let V (−̟t) denote the lowest weight module of lowest weight−̟t and Ω(V (−̟t))
its set of weights.
It is convenient to relabel J in the following fashion.
For all s ∈ I, k ∈ N+ let (s, k) denote the element of J for which ij = s for
the kth time counting from the right. Observe that the natural order on J defines
a total order on this set of pairs. We may also use these two parameterizations
simultaneously and in particular (s, k) + 1 means j + 1, when (s, k) = j. Note also
that if u = (s, k), then iu = s by definition.
A trail K associated to t is a sequence of non-zero vectors vγKj ∈ V (−̟t) : j ∈ Jˆ
of weight γKj satisfying the following rules
(T ). Trails. For all j ∈ J , there exists nj ∈ N such that e
nj
ij
vγKj = vγKj+1 .
(B). The Boundary Conditions.
(i). γK1 = −st̟t.
(ii). For every trail K there exists ϕ(K) ∈ N+ such that γKj+1 = −wj̟t, for all
j ∈ J |j ≥ ϕ(K).
We shall say that a trailK trivializes at wj : j ∈ J , or simply at j ∈ J , if j ≥ ϕ(K).
From then on the trail is just the appropriate sequence of extremal vectors.
From this definition it follows that the subset of K BZt of trails which trivialize at
j ∈ J is increasing in j.
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When W is finite we take ϕ(K) = ℓ(w0), for all K ∈ K . Notice that this means
that γKℓ(w0)+1 = −w0̟t.
The initial driving trail K1t associated to t is defined as follows.
Set u = (t, 1), so then iu = t. Set
γ
K1t
j :=
{
−st̟t, if j ≤ u+ 1,
−sij−1 . . . siu+1st̟t, if j > u+ 1.
(1)
The driving trail K1t consists just of extremal vectors; but it only trivializes at
(t, 1), because γ
K1t
j+1 = −wj̟t, if and only if j ≥ u = (t, 1).
(P ). The Positivity Condition.
γKj ∈ γ
K1t
j + Nπ, for all j ∈ J .
We use K BZt to denote the set of all (Berenstein-Zelevinsky) trails associated to
t, that is to say all trails K satisfying (T ), (B), (P ) above.
We write vγKj simply as v
K
j . We remark that the sequence of weights γ
K
j : j ∈ J
uniquely determines the trail K if it exists.
Notice our insistence on vγKj being non-zero. When we drop this hypothesis we
shall call the resulting object a potential trail. The hard part of the present work is
to determine when a potential trail is a trail.
Lemma. Let j ∈ J be minimal such that there exists a trail K ∈ K BZt which
trivializes at wj. Then j = (t, 1) and K = K
1
t .
Proof. SinceK1t trivializes at w(t,1), it follows from the choice of j ∈ J andK ∈ K
BZ
t ,
that γKj+1 = −wj̟t, if j ≥ (t, 1). In particular γ
K
(t,1)+1 = −w(t,1)̟t = −st̟t. Since
−st̟t is the unique minimal weight of Ω(V (−̟t)) \ {−̟t}, it follows from (P ) that
γKj = −st̟t, for all j ≤ (t, 1). Hence K = K
1
t . 
2.3. Functions. To a trailK we may associate a linear function zK on BJ as follows.
Let mj denote the j
th co-ordinate function on BJ . Set δ
K
j =
1
2
(γKj + γ
K
j+1) and
zK :=
∑
j∈J
α∨ij (δ
K
j )mj . (2)
For example if K = K1t , then z
K is, up to interchanging g by its Langlands dual,
just the initial driving function z1t associated to t introduced in [10].
By the second boundary condition, zK is locally finite on BJ , for all K ∈ K
BZ .
When we write j ∈ J as (s, k) ∈ I × N+ as prescribed in 2.2, we set mj = m
k
s .
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Again we may define the Kashiwara functions rks : s ∈ I, k ∈ N
+ which in this
paper we shall always take to be for the Langlands dual of g, that is to say by
interchanging roots and co-roots in [6, 2.3.2]. Explicitly one has
rks = m
k
s +
∑
j>(s,k)
α∨ij (αs)mj , ∀(s, k) ∈ I × N
+.
In particular these functions are linear on BJ (though not locally finite).
By the definition of BJ , given for example in [6, 2.4.2], there exists for all b ∈ BJ
an element jb ∈ N
+ such that mj(b) = 0, for all j > jb. Thus r
k
s (b) is a finite sum (of
integers) for all b ∈ BJ .
Through the first boundary condition we can reconstruct the set of weights γKj :
j ∈ J from zK and hence obtain a potential trail K. Of course it is completely
unclear when K is a trail, that is when K ∈ K BZt .
Observe that if a trail K trivializes at n ∈ N+, then the coefficient of mj in z
K
is zero for j > n, that is to say the sum in (2) stops at j = n. In the finite case a
trail trail trivializes at ℓ(w0) and then stops. Corresponding the sum in (2) stops at
j = ℓ(w0).
For example the driving trail K1t trivializes at (t, 1) and the sum in (2) is up to
j = (t, 1).
Lemma. For all K ∈ K BZt , j ∈ J one has
sijγ
K
j+1 = γ
K
j − α
∨
ij
(δKj )αij .
In particular the right hand side is a weight of V (−̟t).
Proof. Set αij = α and s = sij and omit the superscript K. There exists qj+1 ∈ Q
and ̟ ∈ P (π) such that γj+1 = qj+1α + ̟ and α
∨(̟) = 0. By (T ) we obtain
γj = qjα+̟, with qj+1+ qj = α
∨(δj). Yet sγj+1 = γj− (qj+1+ qj)α, so the assertion
obtains. 
2.4. Faces. Given (s, k) ∈ I × N+, with k > 1, we define the closed face F ks of type
s as follows. Set u = (s, k), v = (s, k− 1) viewed as elements of J (as above). Recall
that iu = iv = s. Set
γ
F ks
j :=
{
αs, if v < j ≤ u,
0, otherwise.
(3)
Here we regard F 1t := K
1
t as the unique open face associated to t.
This terminology and what follows is motivated by wiring diagrams in type A. In
this, faces are bounded by paths and adjoining a face corresponds to altering the
original path to go around the added face. Gleizer and Postnikov [3] found a way
to exclude certain paths and then the set of all allowed paths going from one end
point of the unique open face for t to the other end point, identifies with Zt. Wiring
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diagrams can be defined for all g, though are easier to visualize if the Dynkin diagram
is linear. However it is not clear what should be the allowed paths and some paths
need to go around a face more than once.
Given a trailK, a basic question is the following. When can the face F ks be adjoined
to K? More precisely given a trail K when is there a trail K + F sk determined by
the condition
γ
K+F ks
j = γ
F ks
j + γ
K
j , ∀j ∈ J. (4)
It is clear that we may define a function zF
k
s on BJ by replacing K by F ks in (2)
above. It satisfies (4), with γj is replaced by z. It is instructive to compute z
F ks .
Recall that k > 1 and set u = (s, k), v = (s, k − 1). One checks that
zF
k
s = mu +
u−1∑
j=v+1
α∨ij (αs)mj +mv = r
k−1
s − r
k
s , ∀(s, k − 1) ∈ I × N
+. (5)
One may define r0s = −
∑
j∈J α
∨
ij
(αs)mj and check that
z1s = r
0
s − r
1
s =
(s,1)∑
j=1
(α∨ij (αs)− δij ,s)mj = m
1
s +
(s,1)−1∑
j=1
α∨ij (αs)mj ,
where δ is the Kronecker delta. Thus the successive differences rk−1s − r
k
s : (s, k) ∈
I×N+ of the Kashiwara functions are locally finite and are related to the co-ordinate
functions of BJ by a triangular matrix with ones on the diagonal.
For all t ∈ I, set
Xt := z
1
t +
∑
(s,k)∈I×N+
N(rks − r
k+1
s ).
In this sums are viewed as being finite. Observe that there is a partial order ≤ on
Xt defined by z ≤ z
′ if z′ − z ∈
∑
(s,k)∈I×N+ N(r
k
s − r
k+1
s ).
The basic idea formulated in [10] is that the giant S-set Zt can be constructed as
a subset of Xt inductively, starting from the initial driving function z
1
t associated to
t, by successively adding non-negative multiples of the rks − r
k+1
s : k ∈ N
+ given by
an appropriate S-set of type s specified by a driving function of type s lying in the
subset of Zt previously obtained. In this we remark that z
1
t is not a driving function
of type t. It is a driving function of type s for all s ∈ I \{t}; leading to S-sets strictly
larger than {z1t } if and only α
∨
s (αt) 6= 0 and (s, 1) < (t, 1). If this condition is not
satisfied for all s ∈ I \ {t}, then Zt is reduced to z
1
t , which in turn equals m
1
t in this
case.
Even if the S-sets in question can be defined at each step, it is still not clear that
Zt will have the remarkable property of being a disjoint union of S-sets for each
choice of s ∈ I.
10 ANTHONY JOSEPH
The main goal of this paper is to show that this construction is compatible with
adjoining the faces obtained from an appropriate S-set to give new trails. Then
the fact that trails are associated to a fundamental g module should enable us to
recover this remarkable decomposition property, in analogy with the simultaneous
decomposition of an integrable module as a direct sum of simple sl(2) modules for
every simple root.
Unfortunately to carry out this procedure we are forced in the present paper
to assume that there are no “false trails” in V (−̟t). Under this hypothesis the
envelope Kt of the sought after giant S-set Zt will be constructed and moreover we
show that it identifies with the set K BZt of all Berenstein-Zelevinsky trails (Corollary
8.3). Conversely we show (Theorem 9.1) that the possibility to construct K BZt by
adjoining faces excludes the presence of false trails in V (−̟t). This is a weaker
condition than saying that our construction gives a giant S-set. We expect (though
at present cannot prove) that Zt to be just the set of extremal elements of Kt, but
this refinement is of no consequence in computing the dual Kashiwara parameter ε⋆t
since it is defined by taking a maximum.
2.5. Fix s ∈ I. The driving trail K1t is rather special and sometimes has to be
excluded. For this we introduce the condition
(H). s 6= t or K 6= K1t .
Lemma. Take K ∈ K BZt and assume (H). Then
(i) α∨s (δ
K
(s,1)) ≤ 0.
(ii) γK(s,1) − αs /∈ Ω(V (−̟t)).
Proof. Observe that (i) follows from (ii), (T ) and the definition of δK(s,1).
Suppose s 6= t.
By (B) every trail K starts at the weight γK1 := −st̟t. Then by (T ) we obtain
γK(s,1) ∈ −st̟t +
∑
s′∈I|(s′,1)<(s,1) Nαs′ ⊂ −̟t + N(π \ {αs}). Yet every weight of
V (−̟t) lies in −̟t + Nπ and so (ii) holds for all K ∈ K
BZ
t .
Suppose s = t.
As above we obtain γK(t,1) = −st̟t + N(π \ {αt}). Then γ
K
(t,1) − αt ∈ Ω(V (−̟t))
implies that γK(t,1) − αt = −̟t and so γ
K
(t,1) = −st̟t. Then by (T ) we obtain
γKj = −st̟t, for all j ≤ (t, 1) + 1. Let us show inductively that this implies that
γKj = γ
F 1t
j for all j ∈ J .
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We may assume j ≥ (t, 1) + 1. Then by the induction hypothesis γKj − αij =
γ
F 1t
j − αij is not a weight of V (−̟t) and so by (T ) we obtain γ
K
j+1 = γ
K
j + njαij ,
where nj ≤ −α
∨
ij
(γKj ). Then by the induction hypothesis and the definition of γ
F 1t
j
we obtain γKj+1 ∈ γ
F 1t
j+1 − Nαij and we conclude by (P ).
Thus K = F 1t which is excluded by (H). We conclude that (ii) holds for s = t
also. 
3. An sl(2) computation
3.1. In order to study trails we need the following standard (or at least not far from
standard) sl(2) computation. Here we take the standard basis (e, h, f) for sl(2) given
by the relations [e, f ] = h, [h, e] = 2e, [h, f ] = −2f .
3.2. Fix a positive integer n and non-negative integers ai, ki, ℓi : i = 1, 2, . . . , n.
Let e−ai be a lowest weight vector of h eigenvalue −ai and let V (−ai) denote the
simple finite-dimensional sl(2) module generated by the action of e on e−ai viewed as
a lowest weight vector. Let vk denote the vector e
knv−an⊗e
kn−1v−an−1⊗· · ·⊗e
k1v−a1
in the n-fold tensor product V (−an)⊗V (−an−1)⊗· · ·⊗V (−a1) given the “diagonal”
action of sl(2), that is to say that given by the Leibnitz rule or in modern terminology
by the coproduct on U(sl(2)).
For all j = 1, 2, . . . , n, set bi = ki − ℓi and
a(j) =
j∑
i=1
ai, b
(j) =
j∑
i=1
bi k
(j) =
j∑
i=1
ki, ℓ
(j) =
j∑
i=1
ℓi. (6)
Set a = {ai}
n
i=1,b = {bi}
n
i=1,k = {ki}
n
i=1, l = {ℓi}
n
i=1,.
Let Ab(k, l) denote the coefficient of vl in f
bvk. This can be non-zero only if
bi := ki − ℓi ≥ 0, for all i = 1, 2, . . . , n and that b =
∑n
i=1 bi, which we shall assume.
Note that b(n) = b.
Lemma. One has
Ab(k, l) = b!
n∏
i=1
(
ki
ℓi
) n∏
j=1
bj∏
i=1
(a(j) + 1− i− k(j−1) − ℓ(j)). (7)
Proof. The proof by induction on b and on n.
Set
Bb(k, l) := (−1)
bb!
n∏
i=1
(
ki
ℓi
)
, Cb(k, l) =
r∏
j=1
bj∏
i=1
(i+ k(j−1) + ℓ(j) − 1− a(j)). (8)
12 ANTHONY JOSEPH
We need to show that
Ab(k, l) = Bb(k, l)Cb(k, l). (9)
Let k − δt : t ∈ {1, 2, . . . , n} designate that kt has been reduced by 1 leaving the
remaining ki unchanged. Give a similar meaning to b− δt.
Recall that for all u ∈ N+ one has [f, eu] = −eu−1u(h+u−1). From this we obtain
the recurrence relation
Ab(k, l) = −
n∑
t=1
kt(kt + 2k
(t−1) − a(t) − 1)Ab−δt(k− δt, l). (10)
The right hand side of (10) may be computed through induction on b.
Observe that the replacement of k by k− δt replaces k
(j) by k(j) − 1 if j ≥ t.
Consider Cb−δt(k−δt, l). For j < t, we remove from
∏bj
i=1(i+k
(j−1)+ℓ(j)−1−a(j))
the factor corresponding to i = bj , noting that bj + k
(j−1) + ℓ(j) = k(j) + ℓ(j−1). For
j > t we replace the dummy index i by i + 1 and remove the factor corresponding
to i = 0. For j = t, we drop the factor for which i = bj entirely.
Finally we note that
(
kt−1
ℓt
)
= kt−ℓt
kt
(
kt
ℓt
)
.
We thus conclude that each term in the sum in the right hand side of (10) has the
factor
1
bn
Bb(k, l)
n∏
j=1
bj−1∏
i=1
(i+ k(j−1) + ℓ(j) − 1− a(j)), (11)
and up to this common factor the tth term in the sum in (10) takes the form
(kt−ℓt)(kt+2k
(t−1)−a(t)−1)
t−1∏
j=1
(k(j)+ℓ(j−1)−1−a(j))
n∏
j=t+1
(k(j−1)+ℓ(j)−1−a(j)). (12)
Now for t < n, the terms in (12) have the common factor (k(n−1)+ ℓ(n)− 1− a(n)).
Up to this common factor, they are just the terms we obtain from the right hand
side of (10) by reducing n by 1, up to the common factor given by (11) with n is
reduced by 1.
By the induction hypothesis on n, this sum (with the said common factor) must
equal the left hand side of (12) in which n is reduced by 1. We conclude that the
sum of the first n− 1 terms in (12), must supply the missing factor for which i = bj
in (11) (with n reduced by 1). Hence this sum is equal to
b(n−1)(k(n−1) + ℓ(n)− 1− a(n))
n−1∏
j=1
(k(j) + ℓ(j−1) − 1− a(j)). (13)
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On the other hand the last term in (12) is just
(kn − ℓn)(kn + 2k
(n−1) − 1− a(n))
n−1∏
j=1
(k(j) + ℓ(j−1) − 1− a(j)). (14)
The expressions in (13), (14) share the product as a common factor and so we have
only to note that the sum of the quadratic expressions which proceeds them is just
b(n)(k(n) + ℓ(n−1) − 1 − a(n)). It follows that the sum of the terms in (13) and (14)
equals b
∏n
j=1(bj+k
(j−1)+ ℓ(j)−1−a(j)). Multiplication by the common factor given
in (11) recovers the asserted expression for Ab(k, l). 
3.3. From now on we view n above is a fixed element of N+ and we set N =
{1, 2, . . . , n− 1}, Nˆ = {1, 2, . . . , n}.
4. The Minimax Theorem
4.1. Recall the notation and hypotheses of 2.4, particularly the integers u, v and
recall (3). In order to adjoin the face F ks to a trail K to obtain a new trail K + F
k
s ,
we must replace vK(s,k−1)+1 by esv
K
(s,k−1)+1 and make the consequent replacements in
the vj : v < j ≤ u. This meets three obstructions. First we must be sure that these
vectors are all non-zero. Second we need to know that γK(s,k) + αs does not exceed
γK(s,k)+1. This implies that v
K
(s,k)+1 = e
b
sv
K
(s,k), with b ∈ N
+. Finally we need to show,
up to a non-zero scalar, that vK(s,k)+1 is also given by applying e
b−1
s to the vector which
replaces vK(s,k). We call this the matching condition at (s, k).
4.2. At first sight it might seem that the matching condition could only be satisfied
by a miracle. Actually it follows from the second boundary condition and an easy
fact about Demazure modules. Let us examine this in more detail.
Consider a trail K which trivializes at some j ∈ J . Then we may write
v−wj̟t = v
K
j+1 = e
nj
ij
e
nj−1
ij−1
· · · en1i1 v−̟t . (15)
Set w = wj and s = ij .
We introduce some further notation which will be compatible with that of Section
3.
We write j = (s, n) and identify N with the set {(s, i)}ni=1. The simple weight
vectors ej : (s, i) < j < (s, i + 1) are distinct from es and their product may be
written as a weight vector eµi of U(n) of weight µi. This product commutes with fs.
In (15) we must recall that a trail is defined to start at v−st̟t and not at v−̟t .
Because of this we must assume that (H) holds. Then by Lemma 2.5(ii) we have
fsv
K
(s,1) = 0, so we can take vµ1 = v
K
(s,1).
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Let e denote the n-tuple consisting to the products {eµi}
n
i=2 and the weight vector
vµ1 ∈ V (−̟t). Fixing e, we may consider the set of all non-zero vectors described
by (16), where only the set of exponents k := (kn, kn−1, . . . , k1) are varied, as corre-
sponding to a subset Ts(e) of trails trivializing at w.
Set ai := −α
∨
s (µi) which is non-negative integer. Let a denote the r-tuple
(a1, a2, . . . , ar) of non-negative integers.
Set hs := [es, fs]. Then {es, hs, fs} is a basis for an sl(2) subalgebra ss of g, which
we assume to be of standard form (cf. 3.1). We shall often drop the s subscript.
We write eµi simply as e−ai , for r ≥ i > 1 and vµ1 simply as v−a1 . Then we may
write v−w̟t as vk, where
vk := e
kne−ane
kn−1e−an−1 · · · e
k1v−a1 . (16)
The vector vk in the n-fold tensor product V (−an) ⊗ V (−an−1) ⊗ · · · ⊗ V (−a1)
defined in 3.2 is non-zero if and only if ki ≤ ai, for all i ∈ Nˆ .
Observe that there is an s module map ϕ of V (−an)⊗ V (−an−1)⊗ · · · ⊗ V (−a1)
into V (−̟t) taking vk to vk.
The hard part of the present work is to determine when vk is non-zero.
We may consider vk to be the inverse image of vk ∈ V (−̟t) in the tensor product
even when the latter is zero, since its definition is just a matter of specifying k.
We shall not always distinguish between the elements of Ts(e) and the vectors vk
they define.
Let Ms(e), or simply M , denote their linear span of the elements of Ts(e). It is
clearly an s module.
By definition Ms(e) = ϕ(V (−an)⊗ V (−an−1)⊗ · · · ⊗ V (−a1)).
Lemma. Ms(e) is a simple s module.
Proof. Let n− be the opposed algebra to n in g. Recall that w ∈ W has reduced
decomposition w = sijsij−1 · · · si1 . Set Vw(−̟t) := U(n
−)v−w̟t, which is a so-
called Demazure module. It is a classical fact (see [5, 4.4.6(i)]) that Vw(−̟t) =
k[eij ]k[eij−1 ] · · ·k[ei1 ]v−̟t . Thus from our construction v ∈M belongs to U(b
−)v−w̟t.
Moreover if v is a weight vector then its weight must lie in −w̟t+Zαs. Yet the only
weight vectors of weight Zαs lying in U(n
−) are the powers of fs. Thus v = f
n
s v−w̟t
for some n ∈ N, from which the simplicity of M follows. 
Remark. This is a remarkable fact, which depends crucially on the second bound-
ary condition B(ii) which imposes that eventually γKj+1 is an extremal vector −w̟t
with w ∈ W of length j - at which point we are saying that K trivializes at w).
This forces a trail to move efficiently (that is without taking to many steps). Of
course since a fundamental weight has a large stabilizer in W , there are nevertheless
many possible trails trivializing at a given element of W and these need not only
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pass through extremal weights. The simplest example of the latter occurs in type
B2 for its five dimensional fundamental module.
This fact will play a significant role in our work (for example see Corollary 6.2)
as well as providing an important guideline. Indeed if vectors vk, vk′ ∈ Ms(a) have
the same weight, then they must be proportional and it is natural to try to compute
these proportionality factors. This was one motivation for the present work. We
provide the solution when there are no false trails - see in particular Lemma 5.2 and
section 7.
4.3. It is clear that v−w̟t ∈Ms(e) (resp. v−sαw̟t ∈Ms(e)) and is its unique up to
scalars highest (resp. lowest) weight vector. Any choice of k for which vk = v−sαw̟t,
up to a non-zero scalar, has the property that kn = 0; but the converse is false.
We denote by T+s (e), (resp. T
−
s (e)) the subset of Ts(e), of all vectors vk propor-
tional to the highest (resp. lowest) weight vector of Ms(e).
Convention. Up to the end of Section 7 only the values given by a are of any
importance and so we replace e by a.
We may and do regard T+s (a) (resp. T
−
s (a)) as the set of all trails defined by the
pair (s, a) trivializing at v−w̟t (resp. v−sαw̟t). Any element of Ts(a) becomes an
element of T+s (a) by multiplying on the left by a suitable power of es. In this sense
we may view Ts(a) and T
−
s (a) as subsets of T
+
s (a).
Recall the notation 4.1 and let us describe how to adjoin (resp. remove) the face
F ℓs : ℓ > 1 from the trail K. Indeed by (B) we may assume that K trivializes at
j ∈ J and is hence represented by (16). Then adjoining (resp. removing) the face
F ℓs to (resp. from) K is simply a matter of taking a factor of es through e−aℓ from
left to right (resp. right to left). Of course to be able to do this we need to know
that kℓ > 1 (resp. kℓ−1 > 0), which is the condition we already met. Another “minor
matter” is to show that the resulting expression is non-zero which we referred to in
4.1 as our first obstruction. However given this, the matching condition at (s, ℓ) is
automatically satisfied since non-zero vectors in Ms(a) of the same weight, which are
just the elements of Ts(a), are proportional. In particular all the elements of T
+
s (a)
viewed as elements of Ms(a) are proportional.
4.4. The remainder of this paper is dedicated to trying to resolve the “minor matter”
brought up in 4.3. By the remark in 4.2 and an induction argument on the length of
the element w ∈ W at which a given trail trivializes, it is equivalent to determining
which expressions in (15) (and hence in (16) for every s ∈ I) are non-zero.
The solution to the above problem we have in mind is that the non-zero expressions
in (16) are just the integer points of the convex hull of the S-set determined by Ts(a).
The next section addresses how this S-set should be described.
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4.5. An S-set is determined by a set of parameters c1, c2, . . . , cn−1 ∈ N. The latter
are computed from its minimal element. Therefore what we need is a partial order
on T+s (a) compatible with adjunction of faces of the given type s, with the property
that it admits a unique minimal element.
Observe that there an obvious total ordering on T+s (a) compatible with adjunction
of faces of type s. It is just that induced by the lexicographic order on Nn, when we
view an element vk as being determined by an element k ∈ N
n.
Definition. The unique trail in T+s (a) which is minimal (resp. maximal) for the
lexicographic ordering is called the ℓ-minimal (resp. ℓ-maximal) trail Kℓmin (resp.
Kℓmax) .
4.6. For the moment we shall consider a conceptually simpler definition of a minimal
(resp. maximal) trail).
Fix s ∈ I.
Definition. A trail K ∈ K BZ is said to be minimal if fsv
K
(s,k) = 0, for all k ∈ N
+.
In terms of (16), this condition is just that
fse−aie
ki−1
s e−ai−1 · · · e
k1
s v−a1 = 0, ∀i = 1, 2 . . . , n. (17)
One may remark by (1) and Lemma 2.3(ii) that K1t is a minimal trail for all s 6= t.
A difficulty is that T+s (a) does not obviously admit a minimal trail. However if it
does then it is clearly ℓ-minimal. A related difficulty is that a minimal trail is not
combinatorially defined that is to say it cannot be read off from the knowledge of
T+s (a).
Definition A trail K ∈ K BZ is said to be maximal if esv
K
(s,k)+1 = 0, for all
k ∈ N+.
In terms of (16), this condition is just that
ese
ki
s e−aie
ki−1
s e−ai−1 · · · e
k1
s v−a1 = 0, ∀i = 1, 2 . . . , n. (18)
A difficulty is that T+s (a) does not obviously admit a maximal trail. However if it
does then it is clearly ℓ-maximal.
Take vk ∈ T
+
s (a). Then (17) always holds for i = 1. Here we remark that condition
(H) can always be assumed since the driving trail K1t is never considered to be an
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element of Ts(a) for s = t. Again (18) holds for i = r since vk is a highest weight
vector of Ms(a).
When K1t is not minimal with respect to any s ∈ I, then z
1
t = mt,1. In this case Zt
is reduced to {z1t }. This holds in particular when (t, 1) = 1. When W is finite, one
can always find a reduced decomposition of w0 so that this latter condition holds.
However the change of parametrization of B(∞) is extremely complicated. Yet it can
be handled by the tropical calculus and this was the basis behind [1, Thm. 3.9] to
describe Zt using trails. When W is not finite, it is not at all clear why trails should
give a correct description of Zt, nor indeed even for W finite, that trails should form
a set which is so highly redundant.
4.7. The minimax theorem (Theorem 4.7.4) states that if T+s (a) admits a maximal
element, then it admits a minimal element, whilst the converse holds by Lemma 4.7.5.
In this the parameters which describe the minimal trail define an S-set (cf 4.5). In
addition the maximal trail exactly corresponds to the unique maximal element of the
S-set. The various parts of this theorem will be handled separately in the subsections
below.
The minimax theorem will not be used after section 4.7 and so some may want
to skip this section. It could be useful if an ℓ-minimal trail could be shown to be
minimal. We believe that it makes a useful preamble.
In the proof of the minimax theorem, Lemma 4.2 will not be used, nor the full
force of Lemma 3.2. Again we shall not use the Chevalley-Serre relations. All these
will be needed when minimal trails are replaced by ℓ-minimal trails, so presumably
the latter theory is deeper and indeed goes much further.
Throughout we fix s ∈ I and assume (H).
4.7.1. Given integers i ≤ j, set [i, j] = {i, i+ 1, . . . , j}.
Lemma. Take K ∈ K BZt and suppose there exists k ∈ N such that esv
K
(s,k+1)+1 = 0
and fsv
K
(s,k) = 0. If fsv
K
(s,k+1) 6= 0, then k > 0 and one may remove a copy of the face
F k+1s from K to obtain K
′ ∈ K BZt by setting
vK
′
j =
{
fsv
K
j , if j ∈ [(s, k) + 1, (s, k + 1)],
vKj , otherwise.
Moreover this process may be repeated till fsv
K ′
(s,k+1) = 0, for the new trail K
′ obtained
from K by removing finitely many copies of F k+1s .
Proof. That k > 1 follows from Lemma 2.5. By definition of a trail there exists b ∈ N
and a product e−a2 of the simple root vectors distinct from es of hs eigenvalue −a2
such that vK(s,k+1) = e−a2v
K
(s,k)+1 and v
K
(s,k)+1 = e
b
sv
K
(s,k). Since e−a2 commutes with fs,
one has a2 ∈ N.
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Choose p ∈ N maximal such that f ps v
K
(s,k+1) = f
p
s e−a2e
b
sv
K
(s,k) 6= 0. Yet fsv
K
(s,k) = 0,
so 1 ≤ p ≤ b. Since v(s,k) is a lowest weight vector, it follows from sl(2) theory
that f ps v
K
(s,k+1) = e−a2f
p
s v
K
(s,k+1) is a non-zero multiple of e−a2e
b−p
s v
K
(s,k). Set v−a1 =
en−ps v
K
(s,k). One has fse−a2v−a1 = 0, so then a1 + a2 ∈ N.
We conclude that the v(k2,k1) := e
k2
s e−a2e
k1
s v−a1 : k2, k1 ∈ N span an s module not
necessarily simple but having a unique up to scalars vector of the lowest possible
weight, namely v = v(0,0). Since v−a1 is non-zero of weight −a1 and e−a2v−a1 is
non-zero of weight −a2 − a1, the non-vanishing of v(k2,k1) implies that k1 ≤ a1 and
k1+ k2 ≤ a1 + a2. The converse, which is slightly less obvious, obtains by examining
the zeros in the right hand side of (7), taking n = 2, l = 0.
On the other hand there exists q ∈ N maximal such that eqsv
K
(s,k+1) 6= 0. By the
hypothesis esv
K
(s,k+1)+1 = 0, the resulting vector can be taken to be v
K
(s,k+1)+1.
When k1 ≤ a1 and k1 + k2 = a1 + a2 the above vectors are all non-zero. All
have weight a1 + a2, which is the negative of the weight of v. Then since v is
unique up to scalars and of lowest possible weight, it follows that these vectors are
all proportional. One of these vectors namely v(q,p) is just v
K
(s,k+1)+1. Then the non-
vanishing and proportionality of the vectors v(q+i,p−i) : i = 0, 1, . . . , p, establishes the
lemma.

4.7.2. Assume that T+s (a) admits a minimal trail Kmin (necessarily unique).
Set cKmink (s) := −α
∨
s (δ
Kmin
(s,k) ) : k ∈ N
+. Observe that cKmink (s) = 0 is non-zero, if
k ≥ n.
Lemma. For all k ∈ N+, one has cKmink (s) ≥ 0.
Proof. This follows from the hypothesis that fsv
Kmin
(s,k) = 0, (T ) and sl(2) theory. 
4.7.3. Assume that T+s (a) admits a maximal trail Kmax (necessarily unique). Set
dKmaxk (s) := α
∨
s (δ
Kmax
(s,k) ) : k ∈ N
+.
Observe that dKmaxk (s) = 0 is non-zero, if k > n.
Lemma. For all k ∈ N+, one has
(i) dKmaxk (s) ≥ 0.
(ii) dKmax1 (s) = 0.
(iii) fsv
Kmax
(s,1) = 0.
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Proof. (i) follows from the hypothesis that esv
Kmax
(s,k)+1 = 0, (T ) and sl(2) theory. Then
(ii) (resp. (iii)) follow from (i) (resp. (ii)) of Lemma 2.5. 
4.7.4.
Theorem. Assume that T+s (a) admits a maximal trail Kmax.
One may successively subtract with k ∈ N+ increasing, faces of F k+1s from Kmax
to obtain a minimal trail Kmin in T
+
s (a).
Moreover
(i) dKmaxk+1 (s) = c
Kmin
k (s), for all k ∈ N.
(ii) Kmax = Kmin +
∑∞
k=1 c
Kmin
k (s)F
k+1
s , with the sum being finite.
Proof. Write dKmaxk (s) simply as dk. Recall that esv
Kmax
(s,k)+1 = 0.
Set K1 = Kmax. For all ℓ > 1 we show inductively that one may subtract dℓ copies
of F ℓs from Kℓ−1 and setting Kℓ = Kℓ−1 − dℓF
ℓ
s , that
fsv
Kℓ
(s,k) = 0, ∀ℓ ≥ k. (19)
vKℓj = v
Kmax
j , ∀j > (s, ℓ). (20)
α∨s (δ
Kℓ
(s,k)) =


−dk+1, if k < ℓ,
0, if k = ℓ,
dk, if k > ℓ.
(21)
Take ℓ = 1 and recall that K1 = Kmax. Then (19) holds by Lemma 4.7.3(iii),
whilst (20) holds by definition of K1. Finally (21) holds by Lemma 4.7.3(ii) and the
definition of dk.
Since s = i(s,ℓ), we obtain sαsγ
Kℓ
(s,ℓ+1)+1 = γ
Kℓ
(s,ℓ+1)−dℓ+1αs, by Lemma 2.3 and (21)).
On the other hand esv
Kℓ
(s,ℓ+1)+1 = 0 by (20) and the definition of Kmax. Thus dℓ+1 is
exactly the largest value of b ∈ N such that f bsv
Kℓ
(s,ℓ+1) 6= 0, the latter being a vector
of weight sαsγ
Kℓ
(s,ℓ+1)+1. Yet by (19) one has fsv
Kℓ
(s,ℓ) = 0. Thus by Lemma 4.7.1, we
may remove dℓ+1 copies of F
ℓ+1
s from Kℓ to obtain Kℓ+1.
In this v
Kℓ+1
(s,ℓ+1) = f
dℓ
s v
Kℓ
(s,ℓ+1), so then fsv
Kℓ+1
(s,ℓ+1) = 0, whilst v
Kℓ+1
(s,p) = v
Kℓ
(s,p), for all
p ≤ ℓ. This gives (19) at the next induction step. Again v
Kℓ+1
j = v
Kℓ
j , for all
j /∈ [(s, ℓ)+ 1, (s, ℓ+1)]. This gives (20) at the next induction step and the first and
third lines of (21). Again α∨s (δ
Kℓ+1
(s,ℓ+1)) = α
∨
s (δ
Kℓ
(s,ℓ+1))− dℓ+1α
∨
s (
1
2
(0 + αs)) = 0, by the
construction and the induction hypothesis. This is the second line of (21).
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Finally by the observation in the first part of 4.7.3, dℓ = 0, for all ℓ > n. Then
Kℓ = Kn+1, for all ℓ > n. It follows from (i) that Kmin := Kn+1 is a minimal trail in
Ts(a). By (21) it satisfies (i) and furthermore (ii) holds by the construction.

4.7.5. To describe a converse to Lemma 4.7.1 a little more notation is needed. Recall
as in 4.7.1 that by definition of a trail there exists a product e−a2 of the simple
root vectors distinct from es of hs eigenvalue −a2 such that v
K
(s,k+1) = e−a2v
K
(s,k)+1.
Moreover for each j ∈ [(s, k) + 1, (s, k + 1)] there is a sub-product e[j] of e−a2
obtained by deleting simple root vectors from the left such that vKj = e[j]v
K
(s,k)+1. In
this e[(s, k) + 1] = 1, e[(s, k + 1)] = e−a2 .
Lemma. Take K ∈ K BZt and suppose there exists k ∈ N such that esv
K
(s,k+1)+1 = 0
and fsv
K
(s,k) = 0. Let u ∈ N be maximal such that e
u
sv
K
(s,k)+1 6= 0. Then for all
ℓ = 1, 2, . . . , u, one may adjoin ℓ copies of the face F k+1s to K to obtain Kℓ ∈ K
BZ
t
by setting
vKℓj =
{
e[j]eℓsv
K
(s,k)+1, if j ∈ [(s, k) + 1, (s, k + 1)],
vKj , otherwise.
Furthermore by construction esv
Ku
(s,k)+1 = 0.
Proof. Since the hypotheses of the lemma carry over to K1 with u reduced by 1, it
is enough to prove this assertion for ℓ = 1. Again to show that e[j]esv
K
(s,k)+1 6= 0, it
is enough to show that e−a2esv
K
(s,k)+1 6= 0.
The remainder of the proof follows closely that of Lemma 4.7.1. As there we can
write vK(s,k+1) = e−a2v
K
(s,k)+1, v
K
(s,k)+1 = e
b
sv
K
(s,k), v
K
(s,k+1)+1 = e
q
sv
K
(s,k)+1, for some b, q ∈ N.
Again we can choose p ∈ N maximal such that f ps v
K
(s,k+1) = f
p
s e−a2e
b
sv
K
(s,k) 6= 0. Then
1 ≤ p ≤ b and f ps v
K
(s,k+1) = e−a2f
p
s v
K
(s,k+1) is a non-zero multiple of e−a2e
b−p
s v
K
(s,k). Set
v−a1 = e
n−p
s v
K
(s,k). Then e−a2v−a1 6= 0. Again fse−a2v−a1 = 0, so a1 + a2 ∈ N.
To show that e−a2esv
K
(s,k)+1 6= 0 and the matching condition at (s, k + 1) holds, it
suffices to show that eq−1s e−a2e
p+1
s v−a1 is non-zero and proportional to e
q
se−a2e
p
sv−a1 .
The latter is the highest weight vector vK(s,k)+1. Again esv
K
(s,k)+1 6= 0 by hypothesis,
so p+ 1 ≤ a1. Then the required assertions follow as in 4.7.1 using (7).

4.7.6. The proof of the minimax theorem is now complete. If we regard Kmin as
corresponding to the minimal element of an S-set, then Kmax corresponds to the
maximal element of this S-set by [7, 5.7] and Theorem 4.7.4(i).
One may remark that it is possible to obtain further trails corresponding to ele-
ments of the S-set by inspection of the proof of Theorem 4.7.4. Moreover from this
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we see an origin of their great redundancy in describing a maximum of the functions
they define. Indeed in the notation of Lemma 4.7.4 we would expect the functions
defined by the trails for which ℓ < u to be in the convex hull of those for which
ℓ = 0, u and hence be redundant. This is hinted in subsection 4.8 and will become
much clearer following Section 7.
4.8. We shall take the minimax theorem as a paradigm of what we want from a
theory of trails; but now replacing minimality by ℓ-minimality. A first step will be
to obtain an analogue of Lemma 4.7.2. For this we shall need the Chevalley-Serre
relations. To further proceed we shall need the full force of Lemma 3.2 (and not just
the case r = 2). Finally Lemma 4.2 suggests that we should be able to compute
the proportionality factors between the vectors lying in T+s (a). For this we need to
make a rather natural conjecture which we call the absence of “false trails” in T−s (a).
Then we shall need Lemma 4.2, for example in the proof of Corollary 6.2. Finally
we shall show up to this conjecture that T+s (a) is the Z convex hull of the S-set it
defines, which in turn through [8, Thm. 1.4] form the set of its extremal elements.
We remark T−s (a) can be considered known by a previous induction step. For the
moment we have been unable to use this as the start of an induction procedure to
prove our conjecture concerning false trails - see Section 9.
5. The Chevalley-Serre Relations and Their Consequences
5.1. Fix s ∈ I and write es simply as e. Consider a product eµ of the simple root
vectors es′ : s
′ ∈ I \ {s}. Set a = −α∨(µ) which is a non-negative integer. The
Chevalley-Serre relations imply that
(ad e)a+1e−a :=
a+1∑
i=0
(
a+ 1
i
)
(−1)a+1−ieie−ae
a+1−i = 0. (22)
This relation can in principle be used to deduce that the vk ∈ Ts(a) are propor-
tional in accordance with Lemma 4.2. Our absence of false trails conjecture will
eventually show (Lemma 7.5.6) that all the scalar relations between the vectors de-
fined by Ts(a) can be deduced from (22). Since s ∈ I is arbitrary this determines all
the scalar relations on extremal weight vectors defined by trails and in particular,
up to our conjecture, describes all trails - see Theorem 7.6.
5.2. Retain the above notation and hypotheses. Let us write eu2e−ae
u1 : u2, u1 ∈ N
briefly as < u2, u1 >. We can view < u2, u1 > as the sub-expression in vk at
position i + 1 ∈ {1, 2, . . . , n − 1}, by taking a = ai+1, u2 = ki+1, u1 = ki. We write
< u2, u1 >≈ 0 to mean that the presence of this sub-expression in vk makes the
latter zero.
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Now given two such sub-expressions < u2, u1 > and < u
′
2, u
′
1 > at position i + 1
with u2+u1 = u
′
2+u
′
1, we write c < u2, u1 >≈ c
′ < u′2, u
′
1 > to mean that cvk = c
′vk′ ,
given that the remaining exponents are unchanged, that is to say when k′j = kj ∈ N,
for all j ∈ {1, 2, . . . , r} \ {i + 1, i}. In this we say that these sub-expressions are
quasi-equal. We may also write the above as c < u2, u1 > −c
′ < u′2, u
′
1 >≈ 0 and
extend our convention to arbitrary finite sums.
Let p2, p1 be non-negative integers such that q := p2 + p1 − a ≥ 0.
Lemma. Fix i ∈ {1, 2, . . . , n− 1}. Assume a ≥ p1, so then p2− q ≥ 0. Suppose that
< u2, u1 >≈ 0 unless u2 = p2 − v, u1 = p1 + v, for v ∈ {0, 1, 2, . . . , q}.
Then the <p2−v,p1+v>
(p2−v)!(p1+v)!(qv)
: v ∈ {0, 1, 2, . . . , q}, are quasi-equal.
Proof. From (22) we obtain on left multiplication by eu and right multiplication by
eq−u−1 that
a+1∑
i=0
(
a+ 1
i
)
(−1)a+1−iei+ue−ae
a−i+q−u = 0, ∀u ∈ {0, 1, . . . , q − 1}. (23)
Through the hypothesis of the lemma, this gives
q∑
v=0
(−1)v
(p2 − v − u)!(p1 − q + v + u+ 1)!
< p2 − v, p1 + v >≈ 0, ∀u ∈ {0, 1, . . . , q − 1}.
(24)
This is system of a q linear equations in q+1 unknowns which should properly be
taken to be the appropriate vk′; but which we can simply take to be the
{< p2 − v, p1 + v >}
q
v=0 and replace ≈ by =. Of course in every such term vk′, we
require that k′j = kj ∈ N, for all j ∈ {1, 2, . . . , r} \ {i+ 1, i}, as above.
This is close to a Toeplitz system, so probably its solution is known. It can be
shown to be unique up to scalars by showing that the determinant of the matrix
with entries { (−1)
v
(p2−v−u)!(p1−q+v+u+1)!
}q−1u,v=0 is non-zero. As this paper is already long
we leave this as an exercise to the reader.
To show that our proposed solution is the correct one, it suffices to verify that
q∑
v=0
(
q
v
)
(−1)q−v(p2 − v)!(p1 + v)!
(p2 − v − u)!(p1 − q + v + u+ 1)!
= 0, ∀u ∈ {0, 1, . . . , q − 1}. (25)
The proof of (25) is standard. Set dx = ∂/∂x, dy = ∂/∂y. Then compute d
q−u−1
x d
u
y
on xp1(x − y)qyp2−q and evaluate at x = y = 1. This has an overall factor of x − y,
so vanishes. On the other hand it equals the left hand side of (25). 
Remark 1. Consider vk ∈ Ts(a) and take p2 = ki+1, a = ai+1, p1 = ki. Then
under the hypotheses of the lemma we can exactly shift up to qi+1 := ki+1+ki−ai+1
powers of e to the right through e−ai+1 to obtain altogether qi+1 elements of Ts(a).
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Moreover the scale factors corresponding to the resulting elements vk ∈ Ms(a) are
given by the conclusion of the lemma.
Remark 2. As above consider a given sub-expression eki+1ai+1e
ki in a non-zero
element vk ofMs(a) and set qi+1 = ki+1+ki−ai+1. Let Ei (resp. Ei+1) be a possible
choice of the first (resp. second) exponent of e for which this sub-expression again
defines a non-zero element of Ms(a), with Ei + Ei+1 = ki + ki+1. Suppose that ki is
a smallest possible value of Ei. Then we may increase Ei from ki to at least ki+ qi+1
simultaneously decreasing Ei+1 from ki+1 by the same amount. Indeed if we could
not increase Ei strictly beyond ki + qi+1, then the lemma applies and the asserted
conclusion also obtains.
5.3. Recall 4.5 and let vl denote the vector in Ms(a) corresponding to the unique
ℓ-minimal trail in T+s (a), more properly in T
+
s (e) - see Convention 4.2. Obviously
this trail is determined by e, but not by a. Both a and l are determined by e and it
is just a and l which will be important until the end of section 7.
5.3.1. Recall the notation of 3.3.
Lemma. One has ℓj ≤ aj+1, for all j ∈ N .
Proof. If not there exists j ∈ N minimal such that ℓj > aj+1. Since vl is the unique
ℓ-minimal trail, one has vl′ = 0, whenever ℓ
′
i = ℓi : i < j and ℓ
′
j < ℓj .
Now take a = aj+1 in (22) and multiply (22) on the right by e
ℓj−aj+1−1. Substitu-
tion into vl and using the vanishing of all the vl′ above, implies that vl = 0, which is
a contradiction.

5.3.2. Recall the notation of 3.2.
Lemma. For all j = 1, 2, . . . , n one has cj := a
(j) − ℓ(j) − ℓ(j−1) ≥ 0.
Proof. The proof is by induction on j. For j = 1, the assertion is that a1 ≥ ℓ1, which
holds since v−a1 is a lowest weight vector.
We remark that e−a2e
ℓ1v−a1 is not obviously a lowest weight vector, so this argu-
ment cannot be repeated. Indeed such a proof of the lemma would require knowing
that Kℓmin = Kmin.
The continuation of the argument is rather complicated so as an illustration we
consider first the case j = 2.
Set q2 := ℓ2 + ℓ1 − a2. By Lemma 5.3.1 we have ℓ1 ≤ a2. Taking a = a2, p1 = ℓ1
recovers the first hypothesis of Lemma 5.2.
Retain the notation of Remark 2 of 5.2 and consider E1. It equals ℓ1. Since Kℓmin
is minimal, E1 cannot be decreased. Then by Remark 2 of 5.2, we can increase E1 by
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at least q2. Yet since v−a1 is a lowest weight vector, non-vanishing forces q2+ℓ1 ≤ a1,
that is c1 − q2 ≥ 0. Yet c2 = c1 − q2, so the required assertion obtains.
The general case obtains by repetition of this argument; but with a little extra
difficulty.
Assume i ≥ 2. Recall that c1 ≥ 0 and let i ∈ N be minimal such that let ci+1 < 0.
With this choice qi+1 := ℓi+1 + ℓi − ai+1 = ci − ci+1 > 0. By Lemma 5.3.1 we have
ℓi ≤ ai+1. Taking a = ai+1, p1 = ℓi recovers the first hypothesis of Lemma 5.2.
Consider Ei. It equals ℓi. By the minimality of Kℓmin it cannot be decreased.
Then by Remark 2 of 5.2 we can increase Ei to at least qi+1 + ℓi = 2ℓi + ℓi+1 − ai+1.
We claim that for all positive integer j ≤ i we can take Ej to be at least bj :=
2ℓj+2ℓj+1+· · ·+2ℓi+ℓi+1−(aj+1+· · ·+ai+1), by successively increasing ℓi, ℓi−1, . . . , ℓj
in that order. This claim is proved by decreasing induction on j. It has already been
established for j = i.
Suppose bj+ℓj−1−aj > 0. Since Ej′ : j
′ ≤ j−1 has not yet been altered and so still
equals ℓj′, the minimality of Kℓmin implies that Ej−1 cannot be decreased. Then by
Remark 2 of 5.2, we may increase Ej−1 = ℓj−1 to at least (bj+ℓj−1−aj)+ℓj−1 = bj−1,
as required.
Suppose that bj + ℓj−1 − aj ≤ 0. Then bj−1 ≤ ℓj−1 and there is nothing to prove.
This establishes the claim.
Finally since v−a1 is a lowest weight vector, we obtain b1 ≤ a1, whilst ci+1 = a1−b1,
so the required assertion obtains.

5.3.3. In analogy with 4.7.2 we set cKℓminj (s) := −α
∨
s (δ
Jℓmin
(s,j) ) : j ∈ N
+. It is immedi-
ate from definitions that
cKℓminj (s) = a
(j) − (ℓ(j) + ℓ(j−1)). (26)
Corollary. cKℓminj (s) ≥ 0, for all j ∈ N
+.
Proof. It is immediate from definitions that cKℓmink (s) = 0, for all k > n. For k ≤ n,
the assertion follows from Lemma 5.3.2. 
5.3.4. Let vl, be the vector corresponding to the ℓ-minimal trail. Define l by setting
ℓn = 0.
In analogy with the first observation in 4.7.2 we prove that
Lemma.
(i) vl is a non-zero multiple of v−sαw̟t.
(ii) cKℓminn (s) = 0.
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Proof. Choose b ∈ N maximal such that f bv
l
6= 0. It is a lowest weight vector in
Ms(a), hence proportional to v−sαw̟t . We can write it as vl′ . Set ℓ
′
n = α
∨(−w̟t)
and k = (ℓ′, l′). Then vk is a non-zero multiple of v−w̟t and hence a non-zero
multiple of vl. On the other hand unless b = 0, we obtain k < l for the lexicographic
order. Hence (i). Finally (ii) follows from (i). 
Remark. Note that l and l only differ in the last factor which is ℓn in the first
case and 0 in the second case. It is the action of eln which takes the lowest weight
vector of Ms(a) to its highest weight vector.
5.3.5. Thus we have finally proved with the help of the Chevalley-Serre relations
that the unique ℓ-minimal trail in Ts(a) provides a suitable set of parameters for an
S-set.
We set c := {cKℓmink (s)}
n−1
k=1. By Lemma 5.3.2, c is determined by a and by l, hence
by e, via 5.3.
5.4. The S-set of type s defined by the coefficients {cKℓmini (s)}
n
i=1 must be shown
to give rise to new trails K ∈ Ts(a). If such a trail K exists, then it is completely
determined by its function zK defined in (2).
If K is the trail defined by vk, one obtains
cKi (s) := −α
∨
s (δ
K
(s,i)) = a
(i) − (k(i) + k(i−1)), (27)
in the notation of 3.2. It is immediate that cKi (s) = 0, for all i > n.
On the other hand an S-set defines a set of parameters {c′Ki (s)}
n
i=1 which are
certain specific linear combinations of the {cKℓmini (s)}
n
i=1. Then one may define
zK =
n∑
i=1
c′Ki (s)(r
i
s − r
i+1
s )−
n∑
i=1
cKℓmini (s)m
i
s. (28)
In this recall that
ris − r
i+1
s = m
i
s +m
i+1
s mod
∑
s′∈I\{s},i∈N+
Zmis′ . (29)
Thus in order to recover (27) from (28), (29), we must take
c′Ki (s) = k
(i) − ℓ(i), ∀i = 1, 2, . . . , n, (30)
More generally we view (30) as defining a set of parameters c′Ki (s) : i ∈ Nˆ , or
simply c′i : i ∈ Nˆ , relating a vector vk ∈ Ms(a) to the vector vl associated to the
ℓ-minimal trail.
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6. The Rigid Case
Fix s ∈ I and retain the notation of 5.3. Recall in particular the definition of l
and of l.
Suppose that
aj+1 − ℓj+1 − ℓj ≥ 0, ∀j = 1, 2, . . . , n− 2, (31)
equivalently that the cKℓminj (s) : j = 1, 2, . . . , n− 1 are increasing.
In this case, Lemma 5.2 does not lead to any new elements of lowest weight in
Ms(a) of the form vk. For this reason we say that (31) defines the rigid case.
Here we shall analyze the rigid case under the conjecture that v
l
is indeed the
unique vector obtained from a trail in T−s (a). However our first result described in
6.1 will not need this hypothesis.
6.1. Let vk, vl denote elements in the n-fold tensor product V (−an)⊗ V (−an−1)⊗
· · · ⊗ V (−a1) defined as in 3.1.
As in 3.2 we assume that bj := kj − ℓj ≥ 0, for all i = 1, 2, . . . , n and let b denote
their sum. Set ℓ(0) = 0.
Lemma.
(i) a(j) − k(j) − ℓ(j−1) ≥ 0, for all j = 1, 2, . . . , n implies that the coefficient of vl
in f bvk is non-zero.
Suppose that (31) holds. Suppose further that the coefficient of vl in f
bvk is non-
zero. Then
(ii) a(j) − k(j) − ℓ(j−1) ≥ 0, for all j = 1, 2, . . . , n.
(iii) Each linear factor in Ab(k, l) is positive. In particular Ab(k, l) is positive.
Proof. Recall that bj + k
(j−1)+ ℓ(j) = k(j)+ ℓ(j−1). Thus the hypothesis of (i) implies
that every linear factor in Ab(k, l) is positive. Consequently by Lemma 3.2 it follows
that the coefficient of vl in f
bvk is positive. Hence (i).
For (ii) we first show that
a(j) − k(j) − ℓ(j−1) ≥ 0, (32)
by induction on j.
For j = 1 it is just the assertion that a1 ≥ k1 which follows from the fact that
vk 6= 0 and that va1 is a lowest weight vector.
Combining (31) and (32) we obtain
a(j+1) − k(j) − ℓ(j+1) ≥ 0,
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On the other hand the factors a(j+1) + 1 − i − k(j) − ℓ(j+1) occurring in Ab(k, l)
decrease in i, are integer and for i = 1 is non-negative by (33). Then by the hypothesis
of (ii) they must be positive for all i ∈ [1, bj+1]. Taking i = bj+1 recovers (32) with j
increased by 1. This gives (ii). Then (iii) obtains from (ii).

6.2. Continue to assume that (31) holds. Assume our conjecture that this implies
T−s (a) to be reduced to just one trail, necessarily the ℓ-minimal one by Lemma 5.3.4,
and let v
l
denote the corresponding lowest weight vector in Ms(a). Define b ∈ N as
in 6.1.
Corollary. Under these assumptions, vk 6= 0 if and only if a
(j) − k(j) − ℓ(j−1) ≥ 0,
for all j = 1, 2, . . . , n and kj ≥ ℓj, for all j = 1, 2, . . . , n− 1.
Proof. The simplicity of Ms(a) implies that vl is the unique up to scalars lowest
weight vector of Ms(a). Hence vk 6= 0 if and only if f
bvk is a non-zero multiple of vl.
Yet f bvk is a sum of terms of the form vl′ and by our conjecture their images vl′ in
Ms(a) are zero unless l
′ = l. Thus vk 6= 0 if and only if the coefficient of vl in f
bvk
is non-zero. Then apply Lemma 6.1 with l replaced by l, recalling that ℓn = 0. 
6.3. In the rigid case and under the assumption |T−s (a)| = 1, Corollary 6.2 describes
all the trails in Ts(a).
In this next subsection we show the above set of trails is exactly the Z convex hull
of the elements of the S-set defined by {cKℓminj (s)}
n
j=1.
6.4. Observe that
cKℓminj (s)− c
′K
j (s) = a
(j) − k(j) − ℓ(j−1), ∀j = 1, 2, . . . , n. (34)
c′Kj (s)− c
′K
j−1(s) = kj − ℓj, ∀j = 1, 2, . . . , n. (35)
Thus the conclusion of Corollary 6.2 can be expressed by saying that the c′Kj (s)
are increasing and cKℓminj (s) ≥ c
′K
j (s) for all j = 1, 2, . . . , n. On the other hand the
c′Kj (s) are clearly integers. In view of [8, Thm. 1.4] we obtain
Theorem. Assume that the {cKℓminj (s)}
n
j=1 are increasing and that T
−
s (a) is reduced
to just one trail. Then the zK : K ∈ Ts(a) consists of the integer points of the convex
set whose extremal elements form the S-set defined by {cKℓminj (s)}
n
j=1.
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6.5. The unique up to a scalar solution to (23) given by Lemma 5.2 was not obtained
by using Cramer’s rule, nor by an inspired guess and least of all by a literature search.
Indeed it was obtained by a disarmingly simple method which will be useful in the
sequel.
As in 4.2, let v−a3 , v−a2 , v−a1 be lowest weight vectors for the sl(2) subalgebra s of
g defined in 4.2.
Let ϕ : v−a3 ⊗ e
u2v−a2 ⊗ e
u1v−a1 7→ e−a3e
u2e−a2e
u1v−a1 of V−a3 ⊗ V (−a2)⊗ V (−a1)
in Ms(a) be the s module map noted in 4.3 (for r = 3).
Fix p2, p1 ∈ N and assume q := p2 + p1 − a2 ≥ 0.
Now take u2, u1 ∈ N with u2 ≥ p2 − q, u1 ≥ p1. By Lemma 3.2 we may calculate
the coefficient A(q, v, p2, p1, a1) of v−a3 ⊗ e
p2−qv−a2 ⊗ e
p1v−a1 in f
qv−a3 ⊗ e
p2−vv−a2 ⊗
ep1+vv−a1 : v ∈ [0, q], by taking n = 3, k3 = ℓ3 = 0, b = q, k2 = p2−v, k1 = p1+v, ℓ2 =
p2 − q, ℓ1 = p1 in (7).
Noting that a2 + a1 − k1 − (ℓ2 + ℓ1) = a1 − p1 − v, the products for i = 1, 2 in (7)
coalesce into a single product and we obtain
A(q, v, p2, p1, a1) = q!
(
p2 − v
p2 − q
)(
p1 + v
p1
) q∏
i=1
(a1 + 1− p1 − i).
Thus up to a common factor we can simply write
A(q, v, p2, p1, a1) = (p2 − v)!(p1 + v)!
(
q
v
)
, ∀v ∈ [0, q]. (36)
Now the conclusion of Lemma 5.2 shows that these are exactly the proportionality
factors between the ϕ(v−a3 ⊗ e
p2−vv−a2 ⊗ e
p1+vv−a1) = e−a3e
p2−ve−a2e
p1+vv−a1 : v ∈
[0, q] when we use the Chevalley-Serre relations and make the additional hypothesis
(of Lemma 5.2) that these expressions vanish for v /∈ [0, q]. Moreover these terms
must either be all non-zero or all zero. Since v−a1 is a lowest weight vector, the
former forces a1 ≥ q + p1, which in turn implies that the common factor we have
eliminated above to be non-zero.
Actually this last fact can be better seen as follows. Eventually we will identify
e−a3e
p2e−a2e
p1v−a1 with the lowest weight vector vl. In this, (26) gives c1 = a1 −
p1, c1 − c2 = q. Then by Lemma 5.3.2 we obtain a1 − p1 ≥ q, which forces this
common factor to be non-zero.
Notice we are not claiming that this gives a further proof of Lemma 5.2. Yet
it has already proved its usefulness in guessing a solution to (24) and will further
prove invaluable in computing sums resulting from f bvk. Here we shall need a slight
generalization of the above. It is given in 7.5.5.
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7. The General Case
Here we drop the condition of rigidity. Recall the notation of 4.2 and 4.3. The
aim of this section is to use the s module structure of Ms(a) to deduce the structure
of T+s (a) from that of T
−
s (a), as we have already done in the rigid case. Ultimately
a comparable result (Theorem 7.6) is obtained but the proof is far more technical.
7.1. Recall the notation of 3.3 and 5.3.3. Write cKℓminj (s) simply as cj , for all j ∈ N .
Recall that the cj : j ∈ N are non-negative integers (Lemma 5.3.2).
As in [8, 1.4], we lift the natural order on c := {ci}i∈N to a total order which we
view as a total order ≺ on N . Choose a labelling ui : i ∈ N such that u1 ≺ u2 ≺
. . . ≺ ur−1. Then for all j ∈ N relabel the subset Nj := {ui}
j
i=1 of N , as {vi}
j
i=1
with the vi increasing in the natural order. Let θ be the bijection of N defined by
uj = vθ(j), for all j ∈ N .
Define a convex set K(c) := {c′j}j∈N ⊂ Q
r−1 by
0 ≤ c′j ≤ cj, (37)
c′vθ(j)+1 − c
′
vθ(j)
≥ −(cvθ(j) − cvθ(j)+1), c
′
vθ(j)
− c′vθ(j)−1 ≥ 0, (38)
for all j ∈ N .
One may remark that if the {cj}j∈N are increasing, then θ is the identity map and
so (38) just means that the {c′j}j∈N are increasing. This is the rigid case which is
much easier to handle.
A main result of [8] is that the canonical S-set Z(c) defined by c (as the functions
attached to the vertices of the corresponding canonical S-graph) consists of the
extremal points of K(c). Although one can compute these functions from [7], [9],
their presentation as the extremal elements of K(c) is more convenient and will be
that mainly used here.
Now let KZ(c) denote the set of integer points of K(c), that is to say KZ(c) :=
K(c) ∩ Zn−1.
7.2. In order to prove the key proposition below we need to recall the properties of
S-sets and the construction of the canonical S-sets.
7.2.1. Let c := {ci}i∈N be the set of coefficients viewed as being a totally ordered
set by taking a lift of the natural order on the coefficients. The results below will not
depend on the lift. This is because, although the graphs differ, the functions defined
by their vertices still coincide [9, 5.8].
An S-graph is a graph G with a number of properties. These are listed in [7, Sect.
6]. In this we note the following.
Let V (G ) (resp. E(G )) denote the set of vertices (resp. edges) of G .
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There is map from E(G )→ N (resp. V (G )→ Nˆ). For all i ∈ Nˆ , let V i(G ) denote
its inverse image in V (G ).
Given a vertex v ∈ V k(G ), we write iv = k. Given neighbouring vertices v, v
′, we
let (v, v′) be the (unique) edge joining them and let i(v,v′) denote its image in N . We
write ci(v,v′) simply as c(v,v′).
Recall the co-ordinate (resp. Kashiwara) functions {mis}s∈I,i∈N+ (resp. {r
i
s}s∈I,i∈N+)
on BJ defined in [6, 2.3.2]. They are related by (29) which is all we need here. Let
Z(BJ) denote the free Z module generated by the {m
i
s}s∈I,i∈N+. A given S-set can
be viewed as being of fixed type s ∈ I and we then drop the subscript s.
There is a map v 7→ fv of V (G )→ Z(BJ). It has the property that
fv − fv′ = cv,v′(r
iv − riv′ ), (39)
for any pair of adjacent vertices v, v′.
An S-graph admits a unique chain (called a pointed chain [7, 6.3]) of adjacent
vertices vj ∈ V
j(G ) : j ∈ Nˆ such that i(vj+1,vj) = j, for all j ∈ N .
The function fvn is called the driving function of the S-set. We assign to it zKℓmin,
where Kℓmin is the unique ℓ-minimal element of Ts(a). We may write (using the
notational convention of 7.1)
fvn = −
n∑
k=1
ckm
k
s mod
∑
s′∈I\{s},k∈N+
Zmks′ . (40)
Here the terms in
∑
s′∈I\{s},k∈N+ Zm
k
s′ , obtained by an induction procedure on Weyl
group element lengths, can be ignored and the s subscript dropped.
Since an S-graph is connected, (39), (40) determine the set of functions {fv}v∈V (G ).
It is called the S-set determined by the S-graph G .
An S-graph is not unique. However for each c as above, there is a specific S-graph
G (c) constructed by “binary fusion” [7, 7.2]. It is canonical in the sense of [9, 5.6].
We recall briefly this construction.
When n = 1, we take G (c) to be the graph with one vertex and having label 1.
Let u be the unique maximal element of N for the order relation ≺.
Set c− = c \ {cu}. Then the graph G (c
−) involving one less coefficient can be
assumed to be defined.
We define new graphs G ± isomorphic to G (c−) as unlabelled graphs.
Let G + be the graph obtained from G (c−) by leaving the labels in [1, u − 1]
unchanged and increasing the labels in [u, r − 1] by 1. Let the labelling on G − be
defined by required that the above defined unlabelled graph isomorphism ϕ : G +
∼
→
G − fixes all labels with the following exception. If v ∈ V (G +) has label u+ 1, then
ϕ(v) ∈ G − is assigned label u.
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Notice that if v ∈ V (G (c−) has label i ∈ N , then the corresponding vertex v ∈ G ±
has label φ±(i) ∈ Nˆ , where
φ+(i) =
{
i, if i < u
i+ 1, if i ≥ u,
φ−(i) =
{
i, if i ≤ u
i+ 1, if i > u,
for all i ∈ N .
One may remark that φ+(k) = φ−(k), for all k ∈ N \ {u}, whilst φ+(u) = u +
1, φ−(u) = u. As a consequence V u(G +) = φ whilst V u+1(G −) = φ.
Then G (c) is defined as the union of G + and G − in which each vertex v of G +
with label u+ 1 is joined to ϕ(v), so having label u, with an edge having label u.
Through ϕ we may view φ+ (resp. φ−) as a labelled graph embedding of G + (resp.
G −) into G (c).
The graphs G (c) have some extra properties noted below.
Property 1. For all v ∈ V k(G (c)) the coefficient of mk in fv is zero [7, Lemma
5.4 and P8 of 6.7]. (A possibly more transparent proof obtains from [8, 4.3].) If the
ci > 0 : i ∈ N , then the converse also holds and results from the manner in which
the graphs degenerate as described in [9, Sect. 5.8.2]. Again if cn−1 6= 0, then the
converse holds for k = n, that is to say the coefficient of mn in fv is zero only if
v ∈ V n(G (c)). This follows by also using [9, Lemma 5.8.1].
Property 2. The S-set Z(c) determined by G (c), admits the convexity property
described in [8, Thm. 1.4] as noted in 7.1. Here the difference of successive Kashiwara
functions ri−ri+1 : i ∈ N is viewed as the ith co-ordinate function on Q|N |. Moreover
the driving function can be taken equal to zero, since convexity does not depend on
a choice of origin. This fact is crucial in proving that the dual Kashiwara parameter
ε⋆t is given (in the absence of false trails) by the maximum of the functions defined
by the elements of K BZt (see Remarks following Theorem 8.7).
Remark. The functions {fv}v∈V (G+) defined by the vertices of the subgraph
G + of G (c) are independent of cu. Moreover they are obtained from the func-
tions {fv}v∈V (G (c−)) by the relabelling prescribed by φ
+. This means that the for-
mer are the same functions as the latter defined with respect to the coefficient set
{c1, c2, cu−1, cu+1, . . . , cn−1} but by viewing r
φ+(i)−rφ
+(i+1) as the ith co-ordinate func-
tion. This statement, which is a a trivial consequence of definitions, is embodied in
[8, Eq. (12)]. Thus we may identify the functions in these two sets.
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Similarly the functions {fv}v∈V (G−) coincide with those given by {fv}v∈V (G (c−))
defined with respect to the coefficient set {c1, c2, cu−1, cu+1, . . . , cn−1} but by viewing
rφ
−(i) − rφ
−(i+1) as the ith co-ordinate function and up to adding the fixed term
(cu − cu+1)(r
u − ru+1). The first part, which is a trivial consequence of definitions,
is embodied in [8, Eq. (13)]. The second part, which is less trivial, is just [8, Eq.
(14)]. Thus up translation by the fixed term (cu − cu+1)(r
u − ru+1) we may identify
the functions in these two sets.
7.2.2. Property 3. A third property special to G (c) is described by the Lemma
below. It is obtained by induction using binary fusion. The proof is more delicate
than one might have anticipated due to changes in labelling.
Definition. Fix j ∈ N and let G j(c) be the graph with vertex set V j(G (c)) whose
edges are obtained by joining pairs v1, v2 satisfying
fv1 − fv2 = (cu1 − cu2)(r
u1+1 − ru1),with u1, u2 ∈ N distinct andj /∈ {u1, u1 + 1}.
When this holds we say that v1, v2 are neighbours in G
j(c), through u1.
Let (G ±)j be the full subgraphs of G j(c) with vertices in G ±.
Lemma. For all j ∈ N , the graph G j(c) is connected.
Proof. The proof is by induction on |N |. When |N | = 1, G (c) has just two vertices
with different labels so there is nothing to prove.
Take u ∈ N to be the unique maximal element for ≺.
Assume first that j ∈ N \ {u, u+ 1}.
Step 1.
Consider v ∈ V j(G +). By our assumption on j one has ϕ(v) ∈ V j(G −). By [7,
Lemma 7.8(ii)] there exists u′ ∈ R \ {u} such that fv − fϕ(v) = (cu − cu′)(r
u+1 − ru).
Thus v, ϕ(v) are neighbours in G j(c), through u.
Through the induction hypothesis G j−(c−) is connected, for all j− ∈ N \ {n− 1}.
Given k− ∈ {1, 2, . . . , n− 2} \ {u}, set
k =
{
k−, if k− < u
k− + 1, if k− > u.
In this notation we can obtain j to be any element of N \ {u, u + 1} by taking
j− ∈ N \ {u, n− 1}. Furthermore in the notation of 7.2.1 one has
φ+(k−) = φ
−(k−) = k : unless k− = u.
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Step 2.
Suppose that v1, v2 are neighbours in G
j−(c−), through u′− ∈ N \ {n − 1}. By
definition j− /∈ {u
′
−, u
′
− + 1}.
Suppose that u /∈ {u′−, u
′
−+1}. On passing from G (c
−) to G ±, the pair (u′−, u
′
−+1)
as labels on vertices become (u′, u′ + 1). Observe further that j /∈ {u′, u′ + 1}.
We conclude that v1, v2 (resp. ϕ(v1), ϕ(v2)) are neighbours in (G
+)j (resp. (G −)j)
through u′.
Suppose that u′− = u − 1. Since the pair (u − 1, u) goes to (u − 1, u + 1) (resp.
(u− 1, u)) on passing from G (c−) to G + (resp. G −) as labels on vertices, it follows
that ϕ(v1), ϕ(v2) are neighbours in (G
−)j , through u′−; but v1, v2 are not neighbours
in (G +)j.
Suppose that u′− = u. Since the pair (u, u+1) goes to (u+1, u+2) (resp. (u, u+2))
on passing from G (c−) to G + (resp. G −) as labels on vertices, it follows that v1, v2
are neighbours in (G +)j, through u′− + 1. On other other hand ϕ(v1), ϕ(v2) are not
neighbours in (G−)j .
We conclude by Step 1, for any pair of neighbours v1, v2 ∈ G
j−(c−), that v1, ϕ(v1)
and v2, ϕ(v2) are neighbours in G
j(c) and by Step 2, either v1, v2 or ϕ(v1), ϕ(v2), or
both, are neighbours in G j(c). Thus G j(c) is connected if j /∈ {u, u+ 1}.
Step 3.
Assume j = u. In this case V j(G +) is empty. Thus it suffices to show that (G −)j is
connected. Suppose that v1, v2 are neighbours in G
u(c−), through u′−, which means
in particular that u /∈ {u′−, u
′
− + 1}. Then as labels on vertices the pair (u
′
−, u
′
− + 1)
goes to the pair (u′, u′ + 1) on passing from G (c−) to G −, whilst u does not change.
Moreover u /∈ {u′, u′+1}, for otherwise u = u′−+1. Thus ϕ(v1), ϕ(v2) are neighbours
in (G −)u, through u′.
Assume j = u + 1. In this case V j(G −) is empty. Thus it suffices to show that
(G +)j is connected. Suppose that v1, v2 are neighbours in G
u(c−), through u′−, which
means in particular that u /∈ {u′−, u
′
− + 1}. Then the pair (u
′
−, u
′
− + 1) goes to the
pair (u′, u′+1) and u goes to u+1 on passing from G (c−) to G+ as labels on vertices
and u + 1 /∈ {u′, u′ + 1}, for otherwise u = u′−. Thus ϕ(v1), ϕ(v2) are neighbours in
(G +)u+1, through u′.

Remark 1. Retain the above notation. We may conclude that as a graph G j(c)
is a hypercube with some edges missing. Indeed if j ∈ {u, u + 1}, then G j(c) is
isomorphic to G j(c−). Otherwise a line joining a pair of neighbours v1, v2 in G
j−(c−)
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gives rise to a square in G j(c) with lines joining the pairs vi, ϕ(vi) : i = 1, 2 and at
most one of the lines joining v1, v2 and ϕ(v1), ϕ(v2) deleted.
Remark 2. The choice of which line to delete in the square described in Remark
1, does not depend on j ∈ N , but rather by u′ ∈ N \ {u}. If u′ = u − 1 (resp.
u′ = u + 1), then the line in (G +)j (resp. (G −)j) is deleted. Otherwise neither are
deleted. In terms of the notation of 7.1 deletions are determined by the natural order
on the integers ui satisfying u1 ≺ u2 ≺ . . . ≺ ur−1, and so by the function θ (which
is a permutation of N).
7.2.3. In the notation of 7.2.1 define a function in Z(BJ) mod
∑
s′∈I\{s},k∈N+ Zm
k
s′
by
f =
∑
j∈N
c′j(r
j
s − r
j+1
s )−
∑
k∈Nˆ
ckm
k
s . (41)
Here we recall (2.4) that adding the difference (rjs − r
j+1
s ) of successive Kashiwara
functions of type s is by (3) implemented by adding the face F j+1s .
In terms of the change in zK , as defined in (2), adding the above difference of
successive Kashiwara functions becomes adding the function zF
j+1
s .
Thus (41) may be rewritten as
f =
∑
j∈N
c′jz
F
j+1
s −
∑
k∈Nˆ
ckm
k
s . (42)
Recalling that cn = 0, it follows from (29) that the coefficient of m
n
s in f is zero
if and only if c′n−1 = 0. Take f = fv for some v ∈ V (G (c)). Then by Property 1 of
7.2.1 it follows that c′n−1 = 0 if iv = n and only if given cn−1 6= 0.
Recall the definition of the convex set K(c) given in 7.1.
Let K−(c) (resp. K−Z (c)) denote the subset of K(c) (resp. KZ(c)) defined by
further imposing that c′n−1 = 0. It is again a convex set.
Suppose cn−1 = 0, then (37) forces c
′
n−1 = 0, that is to say K
−(c) = K(c). Since
we are trying to deduce properties of K(c) from those of K−(c) we can assume that
cn−1 6= 0 without loss of generality. Thus from now on we adopt the
Assumption. cn−1 6= 0.
It follows from this assumption and the above remarks that extremal elements
of K−(c) form the set Z−(c) := {fv}v∈V n(G (c)) ⊂ K
−
Z (c). One may remark that
K−(c) is reduced to the driving function (identified with {0}) if the cj : j ∈ N are
increasing.
Again by the definition of T−s (a) the coefficient in z
K : K ∈ T−s (a) of m
n
s is zero.
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7.2.4. Recall Lemma 4.7.5 which was proved under the hypothesis that Kℓmin =
Kmin. Here we prove a similar result but under a different hypothesis (stated in the
first line of the lemma) and using the Chevalley-Serre relations via Lemma 5.2.
Lemma. Assume {zK}K∈Ts(a) ⊂ KZ(c) and set K
n = Kℓmin. For all j = n− 1, n−
2, . . . , 1, adjoining cj copies of F
j+1
s to K
j+1 gives a trail Kj. Moreover zK
j
= fvj .
Proof. By definition zKn is the driving function and by definition this is chosen to
be fvn . Again the vector in Ms(a) corresponding to Kn is vl.
Through the definition of the vertices {vj}
n
j=1 of the pointed chain (39) becomes
using (5) that
fvj = fvj+1 + cjz
F
j+1
s , ∀j ∈ N. (43)
By (26) one has cj − cj−1 = aj − ℓj − ℓj−1.
Now suppose that the trails Kj : 1 < j ≤ n have been constructed as described
by the conclusion of the lemma and that zK
j
= fvj . Let vlj ∈ Ms(a) be the vector
corresponding to Kj. By definition, adjoining cj copies of F
j+1
s to K
j+1 (to obtain
Kj) means moving cj copies of e to the right across ea
−(j+1)
. This gives in particular
ℓjj = ℓ
j+1
j +cj and ℓ
j
j′ = ℓ
j+1
j′ , for all j
′ < j. As a consequence ℓjj = ℓj+cj, ℓ
j
j−1 = ℓj−1.
If cj−1 = 0 we may set K
j−1 = Kj . Otherwise since fvj is an extremal element
of K(c), it follows from (43) that fvj − z
F
j
s /∈ K(c). Then by the hypothesis of the
lemma we cannot remove the face F js from K
j to obtain a trail Kj−1. This means
that we cannot move a copy of e to the left across e−aj in K
j to obtain a trail.
Then applying Lemma 5.2, we can move ℓjj + ℓ
j
j−1 − aj = cj−1 copies of e to the
right across e−aj . This means that we can adjoin cj−1 copies of F
j
s to K
j obtaining
a new trail which we denote Kj−1. Moreover in this zK
j−1
= fvj + cj−1z
F
j
s = fvj−1 ,
by (43).

7.2.5. Both in 7.2.4 and in Lemma 4.7.5 the argument can be used to give more
trails. Indeed one may adjoin strictly less than cj faces F
j+1 at say the jth step.
Of course in this at the next step one is constrained to adjoin strictly less than cj−1
faces F j . In the rigid case one may easily check that the resulting trails exhaust
KZ(c), that is to say the hypothesis {z
K}K∈Ts(a) ⊂ KZ(c) implies equality. This
argument fails to obtain equality in general. The difficulty can be illustrated in
the example c2 > c1 > c3. In this case V
4(G (c)) has four elements. They can be
defined in terms of c′j = (c
′
3, c
′
2, c
′
1), where c
′
k = c
′K
k (s) is given by (30). They are
(0, 0, 0), (0, c2− c3, 0), (0, c2− c3, c1− c3), (0, c1− c3, c1− c3). The first corresponds to
the ℓ-minimal trail. Appealing to Lemma 5.2 (and checking it applies!), the second is
obtained by adjoining (c2−c3) copies of F
3 to the first and then the third is obtained
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by adjoining c1 − c3 copies of the face F
2 to the second. Finally for the fourth trail
one “doubles-back” and removes c2 − c1 copies of F
3 from the third trail. Though
one can first adjoin just c1 − c3 copies of F
3 to the minimal trail, one cannot then
further adjoin c1 − c3 copies of F
2 to obtain the fourth trail by appealing to Lemma
5.2.
This example also illustrates Remark 7.2.4. Here u = 2 and j = 4, whilst G j−(c−)
is a graph with two vertices v1, v2 joined by an edge with u− = 1. The corresponding
functions are fv1 = (0, 0) and fv2 = (0, c1 − c2) = fv1 + (c1 − c2)(r
1 − r2). In
G + (resp. G −), these functions become fv1 = (0, 0, 0), fv2 = (0, c1 − c3, c1 − c3) =
(0, 0, 0) + (c1 − c3)(r
1 − r3) (resp. fϕ(v1) = (0, c2 − c3, 0), fϕ(v2)(0, c2 − c3, c1 − c3) =
(0, c2 − c3, 0) + (c1 − c3)(r
1 − r2)). Thus in (G +)j →֒ G j(c) the edge joining v1 and
v2 is deleted.
This kind of acrobatics should allow one to use Lemma 7.2.2 to convert the hy-
pothesis of Lemma 7.2.4 into an equality (as we already saw holds for the rigid case);
but it because increasingly precarious as n becomes large. The next subsections
constitute a modification of modify this approach. In some sense what we have done
so far is a warm up exercise to the real McCoy.
7.2.6. Recall the notation of 3.2,4.2 using the convention of 4.3. Consider an element
vk of the form given in (16) not for the moment assumed to be non-zero. We identify
k with a trail K ∈ KZ(c) ⊂ Z
n. In this a is assumed fixed; but the components of
k may vary. Using this identification l identifies with Kℓmin(s) and we take c to be
given by (26) with cj = c
Kℓmin
j (s) : j ∈ N , which we recall are non-negative integers.
Here vl is assumed to be non-zero.
Following (30) and the above identification, we set c′kj = k
j − ℓj : j ∈ Nˆ , or simply
c′j , if k is fixed. One has c
′
n = 0. The possible values of {c
′k
j }j∈N , for k ∈ KZ(c) are
determined by (37), (38) and of course the requirement that they be integer.
Take u ∈ Nˆ .
A line of type u in K(c) through k ∈ KZ(c) is defined to be the set {k(v) : v ∈ Q,
where
kj(v) =


kj + v, if j = u,
kj − v, if j = u+ 1,
kj, otherwise.
(44)
Recall that kn = ℓn and view k as being given by the n− 1-tuple whose jth entry
is c′j = k
j − ℓj . In these new co-ordinates a line of type j passing through k ∈ KZ(c)
becomes an affine translate by multiples of the jth co-ordinate function. Indeed one
checks from (44) that ki(v) = ki : i 6= j, for all v ∈ Q.
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Notice by the discussion following (41) that, in terms of this (n − 1)-tuple, the
jth co-ordinate function is also represented as the successive difference rj − rj+1 of
Kashiwara functions.
Let ≺ denote the order relation on N introduced in 7.1.
Lemma. Let u be the unique maximal element of N for ≺. A line of type u in Zr
through k ∈ KZ(c) has length max(ku+1 + ku − au+1, 0) in KZ(c) and consists of
max(1 + ku+1 + ku − au+1, 1) elements of KZ(c).
Proof. Combining (26) and (30) we obtain
ku+1 + ku − au+1 = (c
′
u+1 + cu − cu+1)− c
′
u−1. (45)
Recall binary fusion and the notation of 7.2.2.
A typical element of Z(c−), that is to say a function assigned to a vertex of G (c−)
takes the form c′ = (c′n−2, c
′
n−3, . . . , c
′
1). Then ([8, Eq. (12)]) viewed as the function
assigned to the corresponding vertex of V (G +), when G + is viewed as a subgraph of
G (c) it becomes
c′+ := (c
′
n−1, c
′
n−2, . . . , c
′
u+1, c
′
u−1, c
′
u−1, c
′
u−2, c
′
u−3 . . . , c
′
1). (46)
On the other hand ([8, Eq. (17)]) as the function assigned to the corresponding
vertex of V (G −), when G − is viewed as a subgraph of G (c) it takes the form
c′− := (c
′
n−1, c
′
n−2, . . . , c
′
u+1, c
′
u+1 + (cu − cu+1), c
′
u−1, c
′
u−2, c
′
u−3 . . . , c
′
1). (47)
It was also noted ([8, line above Eq. (18)]) that the expression in (45) is non-
negative. By linearity the expressions in (46), (47) and this last assertion remain
valid on taking convex linear combinations of elements of Z(c−), so in particular we
can assume that c′ ∈ K−Z (c).
By taking convex linear combinations of the elements defined by (46), (47) we may
obtain any element c˜ differing from c′+ and c
′
− just in its u
th co-ordinate c˜u and
which lies between (the non-negative integers) c′u−1, c
′
u+1 + cu − cu+1. Conversely if
c˜u /∈ c
′
u−1, c
′
u+1 + cu − cu+1, then c˜ /∈ K(c) by [8, Lemma 2.3]. (These facts led to
K(c) being the convex hull of Z(c), established in [8, Thm. 1.4].)
Combined with (45) and the remarks following it, the conclusion of the lemma
obtains.

Remark. One has ku+1 + ku − au+1 = (c
′
u+1 − c
′
u)− (cu+1 − cu) ≥ 0, by (38) and
the definition of u. Thus the statement of the lemma may be simplified. However
as stated it prompts the question as to whether the statement is true for all j ∈ N .
This is false, as can seen in the example n = 3, c1 = 3, c2 = 2. In this case u = 1.
The lines of type 1 whose second co-ordinate is 0, 1, 2 meets K(c) in 2, 3, 4 points
respectively, as required by the conclusion of the lemma. However the lines of type 2
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whose first co-ordinate is 0, 1, 2, 3 meets K(c) in 3, 3, 2, 1 points respectively, so the
lemma cannot be extended to this case. However it extends (in this case) when both
end points lie in Z(c).
7.2.7. Following the above remark, we extend the previous lemma for lines of type
u1 ∈ N joining elements of Z(c). Recall Definition 7.2.2.
Lemma. Take j ∈ N and let v1, v2 be neighbours in G
j(c) through some u1 ∈ N .
Then on the line L of type u1 joining v1, v2 there are exactly 1 + ku1+1 + ku1 − au1+1
elements of KZ(c), where k = {ki}i∈Nˆ is defined by either v1 or v2.
Proof. By definition one has v1, v2 ∈ Z(c). By [8, Thm. 1.4], the elements of Z(c) are
the extremal elements of K(c), which is the convex set they define. Thus L ∩K(c)
exactly consists of convex linear combinations of v1, v2.
In the notation of Definition 7.2.2, the functions fv1 , fv2 only differ in the u
th
1 co-
ordinate and by the integer cu1 − cu2, which as we shall see must be non-negative.
Thus the cardinality of L ∩KZ(c) is just 1 + (cu1 − cu2).
The proof is completed by induction on n. If n = 1, there is nothing to prove.
If u1 is the maximal element u of N for the order relation ≺, then the assertion
holds by Lemma 7.2.6. In this we note that by (44) the value of ku+1 − ku − au+1 is
independent of the choice of k ∈ L, it is non-negative by Remark 7.2.6 and equals
cu1−cu2 by the previous paragraph. (The latter can directly seen to be non-negative.
Indeed u2 ≺ u1 = u means that cu1 ≥ cu2 .)
If u1 is not the maximal element u of N , then both v1, v2 can be assumed to lie
in V (G +) or in V (G −). Yet by Remark 7.2.1, the functions defined by V (G +) (resp.
V (G−)), identify with those given by the functions defined by V (G (c−)) (resp. and
up to an overall translation). Thus we can take v1, v2 to lie in V (G (c
−)) and apply
the induction hypothesis.

7.2.8.
Corollary.
(i) {zK}K∈T−s (a) ⊂ K
−
Z (c) implies that Z
−(c) ⊂ {zK}K∈T−s (a).
(ii) {zK}K∈Ts(a) ⊂ KZ(c) implies that Z(c) ⊂ {z
K}K∈Ts(a).
Proof. Recall (7.2.1) the definition of vr ∈ V
r(G (c)). It is assigned to the unique
ℓ-minimal element of Ts(a) which in particular belongs to T
−
s (a). Then taking j = n
in Lemmas 7.2.2, 7.2.7 we obtain (i) through Lemma 5.2. Again by Lemma 7.2.4 to
each element vj ∈ V
j(G (c)) : j = n, n− 1, . . . , 1 of the pointed chain, there is a trail
in Ts(a) and so as above (ii) results through applying Lemma 5.2 to Lemmas 7.2.2,
7.2.7. 
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7.2.9. Assume that
(∗) {zK}K∈Ts(a) ⊂ KZ(c).
Take u to be the unique maximal element of N for ≺.
Suppose that k is a trail, equivalently that vk 6= 0. Then by Lemma 5.2 applied
to the conclusion of Lemma 7.2.6 we conclude that the points in KZ(c) lying on the
line of type u through k are also trails.
Recall that Z(c) is defined to be the set of functions obtained from the vertices of
G (c) and KZ(c) to be their Z convex hull. Recall further that G (c) is obtained by
an appropriate joining of the graphs G ±.
Now let Z(c)± be the subset of functions obtained from the vertices of G ± and
KZ(c)
± their Z convex hull1. If we could say that any element ofKZ(c)
+ or ofKZ(c)
−
is a trail, then we may conclude by the previous argument that any element of KZ(c)
is a trail. At first sight this might seem easy as by induction any vk ∈ KZ(c
−) is
a trail. However here there is a difficulty which one might not spot at first sight.
Indeed the change in the numbering on going from G (c−) to G ± upsets the notion
of a trail. This is illustrated below.
Notice that in the expression for c′+ given in (45) the doubling of c
′
u−1 means that in
terms of k one has ku = ℓu. Thus in vk we have the sub-product ea := e−au+1e
ℓu
s e−au .
In order to use the fact that the corresponding element coming fromKZ(c
−) is a trail,
we would have to be able treat this subproduct as if it were a product of negative
root vectors distinct from es of hs eigenvector of eigenvalue a := 2ℓu − au+1 − au, so
that in particular Lemma 5.2 can be applied. This is not obviously true since for
example it is not annihilated by(ad es)
a+1.
We shall overcome this difficulty by the same process we used to obtain Corollary
7.2.8. The key point is that every square defined by Remark 1 of 7.2.2 at most one
edge is missing (which had the consequence that G j(c) is connected (Lemma 7.2.2)).
7.3. The key point in describing a set of dual Kashiwara functions of type t ∈ I, is
to show that {zK}K∈T+s (a) = KZ(c), where c is defined by T
+
s (a) as in 5.3.3, and this
for all choices of a and all s ∈ I.
Notice that an element of KZ(c) defines a “potential trail” trivializing at the fixed
element extremal vector of weight −wj̟t, that is to say a product of the form vk
(as defined in (16)). Recall that knowing when it does not vanish is the hard part of
the present story. In this case we are calling it a trail.
We start with the hypothesis that {zK}K∈T−s (a) ⊂ K
−
Z (c). Notice that Kℓmin ∈
T−s (a). If the {ck}k∈N are increasing this just means that T
−
s (a) is reduced to
1
Z(c)− and KZ(c)
− are not to be confused with Z−(c) and K−
Z
(c) defined in 7.2.3.
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{Kℓmin}. This was the hypothesis of Theorem 6.4 and its conclusion is that
{zK}K∈T+s (a) = KZ(c). The general case is surprisingly much more difficult.
A first step for the general case is provided by the
Proposition.
(i) {zK}K∈T−s (a) ⊂ K
−
Z (c) implies equality.
(ii) {zK}K∈Ts(a) ⊂ KZ(c) implies equality.
Proof. Notice that equality in (i) (resp. in (ii)) means in the above language that a
potential trail defined by an element of K−Z (c) (resp. KZ(c)), is in fact a trail.
It is clear that the proof of (i) follows exactly that of (ii) since it simply means
imposing c′n−1 = 0 in (37), (38), that is in terms of co-ordinates the first entry is
taken to be zero.
The proof of (ii) obtains by induction on the cardinality of the index set Nˆ , namely
n. The assertion is empty for n = 1 and an easy consequence of Lemma 5.2 for n = 2,
as obtained in the more general result noted in 7.2.5.
Now choose u ∈ N as in 7.2.2 and retain the notation used there.
Let φ± be the labelled graph embedding of G ± into G (c) defined in 7.2.1. It
implements a relabelling of vertices (given in 7.2.1) and a relabelling of coefficients,
given by φ±(c′) := c′±, the latter being given by (46), (47).
As in 7.2.9, let KZ(c)
± denote the subset of KZ(c) which lies in the convex hull of
Imφ±.
Recall (7.1) that by definition ui+1 is the successor of ui for ≺ and that un−1 = u.
Suppose that un−2 > un−1 (resp. un−2 < un−1).
Claim. Every element of KZ(c)
+ (resp. KZ(c)
−) is a trail.
It is clear (from the last part of the proof of Lemma 7.2.6) that an element K of
KZ(c) lies on a line of type u joining an element of KZ(c)
+ to an element of KZ(c)
−
in KZ(c). Through the claim and combining Lemmas 5.2, 7.2.6 with the hypothesis
of the proposition we deduce that K is a trail. This gives (i) up to the claim.
To prove the claim suppose first that un−2 > un−1. Recall that G
+ (resp. G −)
decomposes as the union of graphs G +,+ and G +,− (resp. G −,+ and G −,−) obtained
by suppressing the edges with label un−2.
Consider the subgraph G (c˜) of G (c) obtained as the binary fusion of G +,− and
G −,−)) that is to say by joining the vertex v ∈ V u+1(G +,−) to the corresponding
vertex, namely ϕ(v) of V u(G −,−). It is just the S-graph with coefficient set c˜ :=
c \ {cur−2}. Since c˜ has cardinality r − 2, it follows by the induction hypothesis
that the Z convex set of functions defined by G (c˜) are all trails. In particular the Z
convex hull of the functions defined by G +,− are all trails.
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Now in G + the label un−1 does not appear on edges and so for ≺ the largest label
on edges is un−2. Moreover by our assumption that un−2 > un−1, it follows that
that a vertex v ∈ V un−2+1(G +,+) is joined to the corresponding vertex, namely ϕ(v)
in V un−2(G +,−) in G + by an edge with label un−2. Thus G
+ is the binary fusion
of union of these two graphs. (This can fail for G − if un−2 = un−1 + 1, since then
a vertex v ∈ V un−2+1(G −,+) is joined to the corresponding vertex, namely ϕ(v) in
V ur−2−1(G +,−) in G + by an edge with label un−2.) Then by Lemmas 5.2, 7.2.6, the
hypothesis of the proposition and the result of the previous paragraph, the Z convex
hull of the functions defined by G + are all trails.
The case un−2 < un−1 is similar, except that we take G (c˜) to be the subgraph of
G (c) obtained by joining the vertex v ∈ V u+1(G +,+) to the corresponding vertex,
namely ϕ(v) of V u(G −,+). As in the first case, it follows that the Z convex hull of
the functions defined by G −,+ are all trails. By our assumption that un−2 < un−1, it
follows that that a vertex v ∈ V un−2+1(G −,+) is joined to the corresponding vertex,
namely ϕ(v) in V un−2(G −,−) in G −, which is hence the binary fusion of these two
graphs. (Again this can fail for G + if un−2 = un−1− 1.) Then by Lemmas 5.2, 7.2.6,
the hypothesis of the proposition and the result of the previous paragraph, the Z
convex hull of the functions defined by G − are all trails.
This proves the claim and hence the proposition.

Remark. Notice that Corollary 7.2.8 has been made redundant. Nevertheless
elements of the latter arise in the present proof. Indeed the square with edges being
the subgraphs G +,+,G +,−,G −,+,G −,−, joined by an edge whenever the pair leads to
a binary fusion (so that at most one edge is missing, the latter when ur−2 = ur−1±1)
is the exact analogue of the square described in Remark 2 of 7.2.2. Also the proof
of 7.2.8 is somewhat easier, so makes a good preamble.
7.4. The Lower Bounds. We would like to prove that the hypothesis of the first
part of Proposition 7.3 implies the hypothesis of the second part, as in the rigid case,
using sl(2) theory. For this we must show that (37), (38) hold for any trail K ∈ Ts(a)
given that they hold for any trail K ∈ T−s (a). Here if a trail K is given by a vector
vk of the form described in (16), then the corresponding elements c
′
j : j ∈ N to be
substituted into (37), (38) are the c′Kj (s) (or simply c
′K
j ) given by (35), where in the
latter the ℓj : j ∈ Nˆ are given in terms of the unique ℓ-minimal trail.
The key point which allows the use of sl(2) theory is that the vk belong to a simple
module Ms(a) (Lemma 4.3). In this the elements of T
−
s (a) are proportional to its
lowest weight vector.
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We shall refer to the first part of (37), namely 0 ≤ c′j : j ∈ N together with (38)
as the lower bounds in (37), (38). Here we may note that the right hand sides in
(38) are determined by the unique ℓ-minimal trail and in particular are fixed.
In the rigid case the lower bounds are equivalent to the inequalities kj ≥ ℓj, for all
j ∈ N . These are an obvious consequence of the hypothesis that T−s (a) is reduced to
a single element being the unique minimal trail (and the simplicity of Ms(a)). The
general case is barely more difficult.
Lemma. Suppose the lower bounds in (37), (38) hold for all K ∈ T−s (a), then they
hold for all K ∈ Ts(a).
Proof. As in 3.2 one may observe that the action of powers of the lowering operator
fs on a trail vk gives a sum of expressions vk′ in which one exponent of es is reduced
by one. Moreover any such non-vanishing term corresponds to a trail in Ts(a). Now
since the only trails in Ts(a) which are non-zero multiples of the unique up to scalars
lowest weight vector of Ms(a) lie in T
−
s (a), it follows that kj ≥ k
′
j : j ∈ Nˆ , for any
vk′ appearing in such a sum and so in particular for some trail vk′ lying in T
−
s (a).
Now since c′Kj = k
(j)− ℓ(j) for any trail K, the lower bounds for k′ together with the
inequalities kj ≥ k
′
j : j ∈ Nˆ imply the lower bounds for k. Hence the assertion of
the lemma. 
7.5. The Upper Bounds. We shall refer to the second part of (37), namely c′j ≤ cj
as the upper bounds (in (37), (38)). Substitution in (34), (35) for a given trail K ∈
Ts(a) shows that these upper bounds are equivalent to
a(j) − k(j) − ℓ(j−1) ≥ 0, ∀j ∈ Nˆ . (47)
The set of all upper and lower bounds for T−s (a) (resp. Ts(a)) is equivalent to the
hypothesis of (i) (resp. (ii)) of Lemma 7.3.
The upper bounds are much more difficult to establish and their proof will need
most of the results of Section 7.2.
7.5.1. Recall that l defines the unique ℓ-minimal trail and note that ℓr does not
appear in (47), so we do not have to worry about whether we are setting ℓr = 0
which makes the unique minimal trail an element of T−s (a) and the corresponding
vector, a lowest weight vector for Ms(a).
One may recall that (47) is equivalent to all the factors in the left hand side of (7)
(or (8)) being strictly positive. Its proof was a delicate matter even in the rigid case
(Lemma 6.1(ii)). It cannot be expected to be easier in the general case.
7.5.2. Lemmas 7.2.7, 5.2 combined with the induction argument in 7.3 (which over-
comes the difficulty raised in 7.2.9) allows us to compute the proportionality co-
efficients between the vectors vl′ corresponding to the trails in T
−
s (a) - these all
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being proportional to the lowest weight vector of the simple module Ms(a). These
proportionality factors are all binomial coefficients and hence strictly positive.
Assume that vk is proportional to a weight vector of Ms(a). In principle one may
use Lemma 3.2 to compute the coefficient of vl′ in f
bvk, use the above proportionality
factors to compute the coefficient of f bvk of the lowest weight vector in Ms(a) and
then show that this expression is non-zero only if the upper bounds are satisfied.
Though possible in principle, this calculation could be quite horrendous involving
complicated sums with both positive and negative terms.
We provide a short-cut to the above computation by using the observation in 6.5.
The method will first be illustrated in the case n = 3. Here we adopt the notation
of 6.5 and note that failure of rigidity means that q := ℓ2 + ℓ1 − a2 > 0.
For each trail Li ∈ T−s (a), let vl(i) be the (non-zero) element in Ms(a) it defines.
These vectors are all proportional to the unique up to scalars lowest weight vector in
Ms(a), which recalling Lemma 5.3.4, we can take to be vl. Thus there exist non-zero
scalars hi such that vl(i) = hivl. We assume that the conclusion of Proposition 7.3(i)
holds. This provides the hypothesis of Lemma 5.2 and by its conclusion we may
compute the hi up to an overall non-zero scalar.
Let vk be an element of the simple module Ms(a) of the form given in (16). We
may lift vk to the corresponding element of the tensor product as vk := e
k3v−a3 ⊗
ek2v−a2 ⊗ e
k1v−a1 and compute the coefficient say gi of vl(i), the latter again viewed
as an element of the tensor product, using Lemma 3.2. This gives f bvk = (
∑
gihi)vl.
Now set l˜ = (ℓ˜3, ℓ˜2, ℓ˜1), with ℓ˜1 = ℓ1, ℓ˜2 = ℓ2−q, ℓ˜3 = 0. Then the observation of 6.5
is that hi is also the coefficient of f
qv
l
(i) in v
l˜
(up to a non-zero scalar independent of
i). Consequently, up to this non-zero scalar,
∑
gihi is the coefficient of vl˜ in f
q+bvk,
which can again be computed from Lemma 3.2. We wish to know when it is non-zero.
Now for a fixed choice of k we may compare c˜, c˜′ computed relative to l˜, with c, c′
computed relative to l by (26), (30). Since ℓ˜1 = ℓ1, we obtain c˜1 = c1 and c˜1
′ = c′1.
On the other hand c˜2− c2 = c˜2
′− c′2 = q. We conclude that c˜i− c˜i
′ = ci− c
′
i : i = 1, 2.
Finally observe that since c˜2 = c˜1 by construction, the system they define is rigid.
Thus by Lemma 6.1(ii), using (34), we conclude that the coefficient of v
l˜
in f q+bvk
is non-zero only if c˜i ≥ c˜i
′ : i = 1, 2.
We conclude that f bvk that is non-zero multiple of vl only if ci ≥ c
′
i : i = 1, 2.
Yet by the simplicity of Ms(a), this implies that vk 6= 0 only if ci ≥ c
′
i : i = 1, 2.
This means that the upper bounds on the trail K ∈ Ts(a) corresponding to vk are
satisfied, as required.
Notice that in this proof we used the fact that T−s (a) is given by the conclusion of
Proposition 7.3(i) to obtain the proportionality factors between the corresponding
vectors v
l
(i) via Lemma 5.2. On the other hand we have not used the hypothesis of
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Corollary 6.2 with respect to the tilde variables, which we have no reason to assume
true.
7.5.3. The proof of the upper bounds for arbitrary values of n follows a similar
path.
First we construct a rigid system c˜i : i ∈ N from the given set ci : i ∈ N of
coefficients.
Set ℓ˜1 = ℓ1 and define ℓ˜i : i ∈ N inductively through ℓ˜i = min (ℓi, ai − ℓ˜i−1), for
i > 1. Notice that this formula also holds for i = 1 if we take ℓ˜0 = 0, since ℓ1 ≤ a1
because v−a1 is a lowest weight vector. Obviously this implies that ℓ˜i−1 ≤ ℓi−1. Then
by Lemma 5.3.1 we obtain ai − ℓ˜i−1 ≥ 0. Since ℓi ≥ 0, we obtain that ℓ˜i ≥ 0. In
particular v
l˜
, as an element of the tensor product, is defined.
By construction ai ≥ ℓ˜i + ℓ˜i−1, for all i ∈ N . Thus if we define c˜i : i ∈ N by (26)
using ℓ˜i instead of ℓi, it follows that the c˜i are increasing, that is form a rigid system.
Similarly we define c˜i
′ : i ∈ N by (30) using ℓ˜i instead of ℓi.
Now (ci − c
′
i) − (ci−1 − c
′
i−1) = ai − ki − ki−1, so is unchanged if we replace ℓi by
ℓ˜i. Consequently
((c˜i − c˜i−1)− (c˜
′
i − c˜
′
i−1))− ((ci − c
′
i−1)− (ci−1 − c
′
i−1)) = 0, ∀i ∈ N \ {1}. (48)
We conclude that
c˜i − c˜
′
i = ci − c
′
i, ∀i ∈ N. (49)
Indeed since it holds trivially for i = 1, it holds for all i ∈ N through (48) by
induction on i.
Finally set ℓ˜n = 0 and l˜ = (ℓ˜n, . . . , ℓ˜1). We may suppose that ℓn = 0 by replacing
l by l.
7.5.4. The second step is to generalize the non-vanishing of the common factor
which we deleted to obtain (36). Set bj = ℓj − ℓ˜j : j ∈ N and b =
∑
j∈N bj . This will
eventually be proved (7.5.6) through the following
Lemma. The coefficient of v˜l in f
bvl is non-zero (actually positive).
Proof. We have only to show that each factor in Cb(l, l˜) is positive. For this it is
enough that a(j) − ℓ(j) − ℓ˜(j−1) ≥ 0, for all j ∈ N . Yet this expression is the sum
of cj and ℓ
(j−1) − ℓ˜(j−1). The first is non-negative by Lemma 5.3.2. The second is
non-negative by construction (see 7.5.3). 
7.5.5. The third step is to generalize the comparison of coefficients described in (36)
when we modify factors in a sub-expression. Specifically take a trail L′ ∈ T−s (a) and
let vl′ be the corresponding lowest weight vector in Ms(a). We know these to be
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all proportional; but we want to compute the proportionality factors by the method
used in 6.5.
As in 5.2 consider modifying the exponents of a subexpression < u1, u2 > occurring
at position i + 1 ∈ N in vl′, that is to say with ai+1 = a. Specifically assume that
q := ℓ′i+1 + ℓ
′
i − ai+1 > 0 : ℓ
′
i+1 − q ≥ 0 and for all v ∈ [0, q], define the n − 1-tuple
l(v) by setting ℓ(v)i+1 = ℓ
′
i+1 − v, ℓ(v)i = ℓ
′
i + v and ℓ(v)j = ℓ
′
j : j ∈ N \ {i+ 1, i}.
Using (7) one may calculate the coefficient of v
l˜
in f bvl(v) (with b as in 7.5.4). Using
the relation ℓ′i+1 + ℓ
′
i − q = ai+1, the terms coming from Cb(l(v), l˜) with j = i, i+ 1
collapse into the single product. Then we obtain this coefficient to be
b!
(
ℓ′i+1 − v
ℓ′i+1 − q
)(
ℓ′i + v
ℓ′i
) q∏
j=1
(a(i) − j + 1− ℓ˜(i) − ℓ(v)(i−1)),
up to common factors given by Bb(l(v), l˜) (which are simply binomial coefficients
and so positive) and by Cb(l(v), l˜), with j 6= i, i+ 1.
Thus up to an overall common factor we can take the coefficient hv of vl˜ in f
bvl(v)
to be given by
hv = (ℓ
′
i+1 − v)!(ℓ
′
i + v)!
(
q
v
)
. (50)
For the moment we do not know that this common factor is non-zero, yet of course
this condition is equivalent to v
l˜
occurring in f bvl′ , with a non-zero coefficient. By
Lemma 7.5.4, this does hold if l′ = l.
The non-vanishing of these common factors will be established in the next section.
7.5.6. The fourth step is to show that the coefficients hi described by (50) are those
obtained from Lemma 5.2 when the hypotheses of the latter are satisfied. Notice
here that if q ≤ 0 then there is nothing to prove and furthermore the condition
ℓi+1 − q ≥ 0 (used in 7.5.5) was also assumed in Lemma 5.2.
Lemma 7.2.7 sets up a framework in which the hypotheses of Lemma 5.2 are
satisfied. It is not immediately applicable because of the difficulty in the induction
step noted in 7.2.9. However this difficulty was overcome in the proof of Proposition
7.3.
Thus assume that the hypothesis of Proposition 7.3(i) holds. Then by its conclu-
sion (or rather by the construction given in its proof) we can find a sequence of trails
L(i) ∈ T−s (a), starting from the ℓ-minimal trail L
(1), such that any pair of successive
trails in this sequence are extremal elements on a line of type u ∈ N whose length
exactly matches the conditions required to apply Lemma 5.2. By Lemma 5.2 the
integer points of this line are trails and the corresponding vectors are related by the
proportionality factors given by its conclusion. These are exactly the proportionality
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factors given by (50). Furthermore every trail in T−s (a) so obtains. (Indeed this is
what the conclusion of Proposition 7.3(i) states.)
Let v
l
(i) be the lift in the tensor product corresponding to the vector vl
(i) ∈Ms(a)
defined by L(i). Let us show that the coefficient of v
l˜
in fnv
l
(i) is non-zero by induc-
tion. By Lemma 7.5.4 this holds for i = 1. Then as noted in the last paragraph of
7.5.5 this means that the proportionality factor which we deleted on obtaining (50)
with respect to the pair L(i), L(i+1) is non-zero, which in turn implies the coefficient
of v
l˜
in f bv
l
(i+1) is non-zero, as required. Furthermore we also conclude that all these
non-zero proportionality factors are equal.
We have thus proved the following
Lemma. For all trails L(i) ∈ T−s (a) the coefficient hi of v˜l in f
bv
l
(i) satisfies vl(i) =
hivl, up to a fixed non-zero scalar.
7.5.7. We may now conclude as in the special case described in 7.5.2.
Proposition. Suppose that the trails in T−s (a) satisfy the conclusion of Proposition
7.3(i). Then the trails in Ts(a) satisfy the upper bounds.
Proof. Take a vector vk corresponding to a trail K ∈ Ts(a). Choose b ∈ N such that
f bvk is a multiple of a lowest weight vector. The simplicity of Ms(a) implies that
vk 6= 0 if and only if this multiple is non-zero. Set q =
∑
i∈N ℓi − ℓ˜i. Since the c˜i
system is rigid, we conclude by Lemma 6.1(ii) that f b+qvk is a non-zero multiple d
of v
l˜
only if c˜′i ≤ c˜i, for all i ∈ N .
As in 7.5.2 let gi denote the coefficient of vl(i) in f
bvk. Then the coefficient of vl in
f bvk is just
∑
i gihi. By Lemma 7.5.6 this is just the coefficient d of vl˜ in f
b+qvk, up
to a non-zero scalar. By the first paragraph above and (49), this gives c′i ≤ ci, for all
i ∈ N , as required.

7.5.8. One can ask if there is a more direct way to obtain the upper bounds for
trails in Ts(a) given those for trails in T
−
s (a). This does work in the rigid case and
ultimately gives a second proof of Theorem 6.4.
Let vk be a non-zero vector in Ms(a) corresponding to a trail K ∈ Ts(a) for which
the upper bound is not satisfied. We can assume that vk has lowest possible weight
with this property. By the hypothesis vk is not proportional to a lowest weight vector
of the simple module Ms(a) and so there exists b ∈ N
+ such that f bvk is a non-zero
multiple of this lowest weight vector.
Consider fvk. It is non-zero. The action of f gives a sum of terms vk′ defined
by reducing just one exponent of e in vk by 1. At least one such term vk′ must be
non-zero. Moreover any such non-zero term corresponds to a trail K ′ ∈ Ts(a) and
satisfies the upper bound by the choice of vk.
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Suppose it is the j′th exponent of e, namely kj′ of vk′ , which is one less than that
of vk. Then
c′K
′
j =
{
c′Kj , if j < j
′,
c′Kj − 1, if j ≥ j
′.
From this it follows that the condition that K ′ satisfies the upper bound, whilst
K does not, forces c′K
′
j ≤ cj for all j ∈ Nˆ with equality for some j ≥ j
′. Yet for
j ≥ j′ we obtain from (26), (30), (48) that
cj − c
′K ′
j = cj − (c
′K
j − 1) = a
(j) + 1− k(j) − ℓ(j−1). (51)
Recall that any v
l
(i) for which the corresponding trail L(i) lies in T−s (a), is a non-
zero multiple hi of the lowest weight vector of Ms(a), which can be taken to be vl,
that is we may write v
l
(i) = hivl.
We would like to show that the resulting coefficient of v
l
in f bvk, namely
∑
i gihi,
where gi = Ab(k, l
(i)), is zero. This would imply that f bvk = 0, which is a contra-
diction.
Let us show that the above method works in the rigid case. In this case {l(i)} is
reduced to l. This forces k′i ≥ ℓi, for all i ∈ Nˆ .
Choose j ≥ j′ minimal such that cj = c
′K ′
j and suppose kj = ℓj. Since kj′ = k
′
j′+1,
we conclude that j > j′.
Then (cj − c
′K ′
j ) − (cj−1 − c
′K ′
j−1) = aj − ℓj − ℓj−1 − (kj − ℓj), which by rigidity is
non-negative. Thus cj−1 − c
′K ′
j−1 ≤ 0. On the other hand cj−1 ≥ c
′K ′
j−1, so equality
holds and this contradicts the choice of j, proving that kj > ℓj, for this choice.
Then inspection of (7) shows that the right hand side of (51) is a factor of Ab(k, l)
and its vanishing establishes what we require.
7.6. We extend Theorem 6.4 to the general case.
Definition. We say that T−s (a) (resp. Ts(a)) possess no false trails if the hy-
pothesis of Corollary 7.2.8(i) (resp. (ii)) holds. If the cj : j ∈ N are increasing, the
former just means that T−s (a) is reduced to the ℓ-minimal trail L.
Theorem. Assume that T−s (a) admits no false trails. Then {z
K}K∈Ts(a) is the set
KZ(c) of all integer points of the convex set whose extremal elements form the S-set
Z(c) defined by c := {cKℓminj (s)}
n−1
j=1 . Moreover Ts(a) admits no false trails.
Proof. Apply Lemmas 7.4 and 7.5.7 to Proposition 7.3(ii). 
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8. From the Absence of False Trails to Giant S-sets
Fix a sequence J of elements of I as in 1.3.
In this section an S-set of type s will always mean the set of functions defined the
vertices of the canonical S graph G (c), specified by a coefficient set c deduced from
an ℓ-minimal trail following 5.3.5.
8.1. Fix t ∈ I. Recall (2.3) the initial driving function z1t associated to t. Recall
(2.4) the definition of the set Xt of locally finite linear functions on BJ .
Definition. A giant S-set (relative to J) associated to t is a subset Zt of Xt such
that Zt \ {zt} is a disjoint union of S-sets of type t and for s ∈ I \ {t} is a disjoint
union of S-sets of type s.
8.2. We describe what it means for K BZt to possess no false trails. Recall the
notation of 4.3.
Fix s ∈ I and recall the notation of 4.2 and 4.3.
Let Es denote all choices of tuples e of products of simple root vectors different
from es, such that Ts(e) is non-empty, that is to say defined by all trails which
trivialise at some wj : j ∈ J , with ij = s. These sets are disjoint and their union
is the set K BZt of all trails in V (−̟t). Each Ts(e) admits a unique ℓ-minimal trail
(which actually lies in T−s (e), equivalently trivializes at wj−1) from which one may
compute a tuple c of non-negative coefficients (5.3.3) and hence an S-set Z(c).
Recall that Ts(e) (resp. T
−
s (e)) possesses no false trails if the hypothesis of (i)
(resp. (ii)) of Proposition 7.3 holds. (Here we recall that the convention of 4.3 was
used in 7.3.)
The conclusion of Theorem 7.6 implies that these two properties are equivalent,
so we only have to verify that T−s (e) possesses no false trails.
Definition.
Fix s ∈ I. We say that K BZt possesses no false trails relative to s if Ts(e),
equivalently T−s (e), possesses no false trails for all e ∈ Es.
We say that K BZt possesses no false trails, if V (−̟t) possesses no false trails
relative to s, for all s ∈ I.
To simplify presentation we shall in the remainder of this section identify a trail
K ∈ K BZt with the linear function z
K it defines on BJ given in 2.3.
8.3. The set KZ(c) (resp. Z(c)) introduced in 7.1 also depends on s ∈ I and the
choice of e ∈ Es. On the other hand as noted in 5.3.5, e determines c and so this
set should be more properly written as KZ(e) (resp. Z(e)).
As in 4.2, let s denote the sl(2) subalgebra of g spanned by the triple (es, hs, fs).
We write the simple s module Ms(e) introduced in 4.3 simply as M(e).
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In the above the dependence on s ∈ I is implicit in the fact that e ∈ Es.
These sets also depend on the choice of t ∈ I; but since t is fixed throughout, this
dependence is not indicated.
When s = t we augment Es by an element eφ such that Zt(eφ) = {z
1
t }, which is
itself not an S-set.
From the discussion in 8.2, which basically sets up notation, we immediately obtain
the following consequence of Proposition 7.6.
Corollary. Suppose that K BZt possesses no false trails. Then Kt(s) := ⊔e∈EsKZ(e) =
K BZt . In particular the left hand side is independent of s ∈ I.
Remark. In view of this independence we write the left hand side simply as Kt.
It is called the giant S-set envelope associated to t ∈ I. Under the hypothesis of the
Corollary, one has K BZt = Kt.
8.4. Under its hypothesis, Corollary 8.3 gives an inductive procedure for computing
K BZt , or equivalently the Ts(e) : s ∈ I, e ∈ Es. This goes as follows and here we
remark that it involves all the elements of s ∈ I.
Suppose by way of induction we have constructed all the trails K ∈ K BZt which
trivialize at some wj : j ∈ J . By Lemma 2.2 we may assume j ≥ (t, 1). Moreover
when equality holds K = K1t , so the induction starts.
Set s = ij. Then the trails which trivialize at wj are defined by a finite subset E
j
s
of Es. For each tuple e ∈ E
j
s, there is defined an ℓ-minimal trail which trivializes at
wj−1 given in particular by a tuple l, which can be computed from e. Then a tuple c
of coefficients can be computed from e using (26) and the corresponding S-set Z(c)
of type s written down.
Following 8.2, we write Z(c) as Z(e) and we write its driving function (defined by
its unique ℓ-minimal trail) by ze.
Assume the hypothesis of Corollary 8.3. Then by Proposition 7.6, the S-set Z(e),
determines the trails defined by e as its Z convex hull KZ(e). As e runs over E
j
s this
constructs all the trails which trivialize at wj.
This procedure is actually much easier to implement than the description would
suggest. This is because we only have to compute the functions zK : K ∈ K BZt . As
we have already noted in 2.3, K trivializes at wj if and only if the coefficient of mj′
in zK is zero for all j′ > j, that is if zK has support in [1, j] in the sense of (2).
With s as above, a function zK attached to an ℓ-minimal trail K of type s has
coefficients −ck of the m(s,k) : k ∈ N
+|(s, k) ≤ j. Let c = (c1, c2, . . .) be the resulting
(finite) tuple of integers. Notably the ck : k ∈ N are non-negative (by Lemma 5.3.2).
It is slightly unfortunate that the converse of this last statement is false. In other
words there may be a trail K which is not ℓ-minimal, for which the corresponding
function zK has non-positive coefficients of the m(s,k) : k ∈ N
+. (An example was
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found with the help of S. Zelikson for a certain reduced decomposition in type D5.)
In this case the resulting tuple c should not be used to construct an S-set (of type
s). Some tuples can be detected and then discarded by the following algorithm.
(A). Compute the S-set of type s for each tuple c of non-negative coefficients
obtained as above from the trails which trivialize at wj . Recall the partial order ≤
on Nt defined in 2.5. With respect to ≤, the driving function of an S-set of type
s defined by c is its unique minimal element. Then using induction on this partial
order discard those tuples c when the corresponding function lies in a previous S-set
of type s.
8.5. Let Q+ denote the set of non-negative rational numbers. Following 2.4 we set
(Xt)Q+ = z
1
t +
∑
(s,k)∈I×N
Q+(rks − r
k+1
s ),
in which sums are viewed as being finite. In this we may regard the (rks − r
k+1
s ) :
s ∈ I, k ∈ N+ as co-ordinate functions. Then we may regard Xt as being the set of
integer points of (Xt)Q+ .
Observe that (Xt)Q+ is closed under taking (finite) convex Q-linear combinations.
Given a subset S ⊂ Xt, let K(S) denote its convex hull in (Xt)Q+ , that is to say all
finite convex linear combinations of its elements, and define K(S)Z := K(S)∩Xt to
be the Z convex hull of S. Let E(S) denote the set of extremal points of S, that is to
say the elements of S which cannot be written as finite convex linear combinations
of elements of S. Obviously K(E(S)) = K(S).
8.6. One may interpret Lemma 8.3 in the language of 8.5.
Corollary. Assume that K BZt possesses no false trails. Then K
BZ
t ⊂ Nt. Further-
more
E(K BZt ) ⊂ ⊔e∈EsZ(e) =: Zt(s). (52)
Proof. For all s ∈ I and all e ∈ Es one has KZ(e) ⊂ Nt, , which gives the first part,
whilst by [8, Thm. 1.4] one has E(KZ(e)) = Z(e), which gives the second part. 
8.7. In this section b denotes an element of BJ(∞) and not an integer as in Sects.
3 - 7.
An immediate consequence of Corollaries 8.3 and 8.5 is the following
Theorem. Assume that K BZt possesses no false trails. Then for all b ∈ BJ(∞) and
all s ∈ I one has
max
z∈Zt(s)
z(b) = max
z∈K BZt
z(b). (53)
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In particular the left hand side is independent of s ∈ I.
Remarks. The conclusion of this theorem combined with the results in [10], that
the dual Kashiwara parameter ε⋆t (b) on BJ(∞) is given by ε
⋆
t (b) = maxz∈K BZt z(b),
for all b ∈ BJ(∞).
Up to our assumption of there being no false trails, this extends the result of
Berenstein and Zelevinsky [1, Thm. 3.9] from the finite to the general case.
8.8. We would like to obtain equality in (52) as this would mean that Zt(s) is
independent of s ∈ I and hence define a giant S-set Zt. Equivalently in the notation
of Corollary 8.3 we would have Zt = E(Kt). It is also an open question if Kt is the
Z convex hull of Zt in the module of Q-valued linear functions on the free N module
BJ .
9. From Giant S-sets to the Absence of False Trails
9.1. An immediate consequence of Theorem 7.6 is that if its hypothesis holds for
all s ∈ I, e ∈ Es then all the trials in K
BZ
t can be written down.
Thus it remains to show that the hypothesis of Theorem 7.6 is always satisfied but
this is not so easy. Nevertheless its conclusion provides a natural induction argument
which we describe below.
Let F j(K BZt ) denote the subset of K
BZ
t of trails which trivialize at wj . By
Lemma 2.2, this set is empty if j < (t, 1) and reduced to {K1t } when j = (t, 1). As-
sume that F j−1(K BZt ) has been constructed by applying the conclusion of Theorem
7.6. Set s = ij .
Then zK : K ∈ F j−1(K BZt ) have support in [1, j − 1].
To show that the hypothesis of Theorem 7.6 is verified at the next induction step
we have to verify that there exists a finite subset Ejs of Es such that
{zK : K ∈ F j−1(K BZt )} ⊂ ⊔e∈EjsK
−
Z (e). (54)
Then by Theorem 7.6 we obtain
{zK : K ∈ F j(K BZt )} = ⊔e∈EjsKZ(e). (55)
We shall say that a giant S-set associated to t is constructible if (54) holds for all
j ∈ J (starting in effect from j = (t, 1)).
In view of (55) we obtain inductively the following
Theorem. If a giant S-set associated to t is constructible, then there are no false
trails in K BZt .
Remark. Recall the notation of (52). In principle Zt(s) should also be inde-
pendent of s ∈ I and thus be the desired giant S-set Zt. The latter is a stronger
condition and it is how we interpret the statement that a giant S-set exists.
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9.2. Let us note what is involved in verifying (54).
The left hand side is supposed known through the induction hypothesis.
The set Ejs appearing in right hand side is determined by the trails trivializing
at wj−1 and these are determined by the left hand side. Then as in 8.4, we may
compute KZ(e) for all e ∈ Es and obtain K
−
Z (e) as the subset of KZ(e) of functions
with support in [1, j − 1].
From the above data we may then verify (54).
Actually through the discussion in 8.4 we do not have to compute trails to verify
(54), that is to say we do not have to compute the elements of the set Ejs. Indeed we
may use the algorithm (A) of 8.4 to compute directly each coefficient set c. (In effect
only the new coefficient sets c for which not all elements of Z(c) have support in
[1, j − 1] need be considered.) From these coefficient sets the right hand side of (54)
may be computed and then (as noted above) we only have to verify that it contains
the left hand side. Moreover we have only to verify that it contains the extremal
elements of the left hand side which by the induction hypothesis and [8, Thm 1.4]
is contained in the union of the S-sets of type s′ := ij−1 obtained from the previous
induction step, that is to say from (55) with j replaced by j − 1.
Summarizing we may rewrite Theorem 9.1 in the following form
Theorem. Fix j1 ∈ J . Suppose that
∪
e∈Ejij
Z(e) ⊂ ∪e∈Eij+1K
−
Z (e), (56)
for all j ∈ J satisfying j1 ≥ j ≥ (t, 1). Then there are no false trails in K
BZ
t which
trivialize at j1.
Remark. Thus to show that there are no false trails in K BZt , it suffices to show
that (56) holds for all j ∈ J .
9.3. One expects the left hand side of (56) to consist of only extremal elements in
which case one may replace condition (56) by
∪
e∈Ej
ij
Z(e) ⊂ ∪e∈Eij+1Z
−(e), (57)
which in any case is stronger. In our examples it was this that we verified.
10. Index of Notation
Symbols appearing frequently are given below in the paragraph they are first
defined.
1.1. g, h, π, π∨,W, P, P+, b, n.
1.2. eα, V (λ), vwλ.
1.3. I, si, ̟i, J, wj, BJ , BJ(∞).
TRAILS AND S-GRAPHS 53
1.5. Zt, z
1
t , ε
⋆
t .
1.6. V (−̟t).
2.2. w0, ℓ(·),Ω(V (−̟t)), (s, k), γ
K
j , K
1
t ,K
BZ
t , v
K
j .
2.3. zK , mj, δ
K
j , m
k
s , r
k
s .
2.4. F ks , r
0
s , Xt.
3.2. n, vk, a,b,k, l.
3.3. N, Nˆ .
4.2. vk, Ts(e),Ms(e).
4.3. T−s (e)T
+
s (e).
4.5. Kℓmin, Kℓmax.
4.7.1. [i, j].
4.7.2. Kmin.
4.7.3. Kmax.
5.2. < ·, · >.
5.3.3. cℓminj (s).
5.3.4. l.
5.4. c′Ki (s).
7.1. ≺, K(c), Z(c), KZ(c).
7.2.1. M(BJ),G
+,G −,G (c).
7.2.2. G j(c).
8.5. E(·).
9.1. F j(K BZt ).
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