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RÉSUMÉ
Le principal intérêt des expériences de séquençage d’ARN (RNA-Seq) est qu’elles consti-
tuent une vue d’ensemble sur les procédés géniques intrinsèques de la cellule. L’état
malade différe de l’état sain de par son usage génique et de nombreux efforts ont été
canalisés dans les dernières années en bioinformatique, pour affiner ces signatures gé-
niques, notamment dans la classification de leucémies et le typage de cancers du sein.
Tous ces modèles voient, cependant, leur performance détériorée par un grand nombre de
dimensions d’entrée et la plupart des auteurs choisissent d’imposer un seuil d’exclusion
de gènes. J’ai voulu déterminer la nature d’une signature génique et sa taille optimale,
en nombre de gènes. Pour déterminer la taille d’une signature génique j’ai appliqué des
algorithmes de co-partitionnements à un sous-ensemble de données transcriptomiques
afin d’en extraire la signature génique. Mes résultats indiquent que la signature génique
ne peut être extraite en entier et l’utilisation de seuils d’exclusions de gènes est le prin-
cipal problème. J’ai exploré une méthode d’extraction de la signature génique avec un
réseau de neurones artificiels (ANN) en calculant le plus petit ajustement en expression
génique nécessaire pour passer d’un phénotype à un autre. La signature génique extraite
indique que presque la totalité des gènes sont affectés pour un phénotype donné. Consé-
quemment, il est inapproprié de considérer des méthodes avec seuil d’exclusion de gènes
et je propose que les signatures géniques sont des phénomènes omnigéniques. Afin de
pallier à l’inconvénient dû à la nécessité d’inclure tous les gènes dans l’analyse, j’ai
élaboré une méthode d’apprentissage machine par ANN qui gère simultanément deux
espaces : l’espace des gènes et l’espace des échantillons. Les coordonnées des gènes et
des échantillons dans leur espaces respectifs sont arrangés de manière à ce qu’ils pré-
disent l’expression génique. Ma contribution est donc un modèle qui apprend de manière
simultanée les interactions entre les gènes et les interactions entre les échantillons. Ma
méthode permet également d’inclure dans l’analyse de jeux de données partiellement
manquantes, faisant le lien vers l’intégration de données et l’analyses d’échantillons de
séquençage de cellule unique (scRNA-Seq).




The main appeal of RNA sequencing experiments is that they offer a general view
of all cell’s intrinsic genetic processes. Diseased state differs from healthy by it’s gene
usage and many efforts have been channeled in bioinformatics these last few years to
purify these gene signatures, in particular in the classification of leukemia and breast
cancer subtyping. However, these models see their performance hindered by a large size
of input dimensions and most authors chose to impose a threshold of gene exclusion.
I wanted to determine what is a gene signature and how many genes it truly contains.
To determine it’s size, I applied co-clustering algorithms to a subset of transcriptomic
data, to extract it’s gene signature. My results indicate that the gene signature cannot
be extracted entirely and the use of exclusion thresholds is the main problem. I then
explored a gene signature extraction method using an artificial neural net (ANN), by
calculating the smallest adjustment in gene expression necessary to go from one phe-
notypic class to another. The extracted gene signature indicated that almost all genes
are affected for the given phenotype. Consequently, it seems inappropriate to consider
threshold-based methods and I, therefore, propose that gene signatures are omnigenic
phenomena. To level the disadvantage of having to include all genes in gene expres-
sion analyses, I designed a ANN method that simultaneously manages two spaces: the
gene and the sample space. The coordinates for genes and samples in their respective
space are arranged to predict the gene expression. My contribution is a model that learns
simultaneously about genes and samples. My method allows the analysis of datasets
with missing data, making the integration of heterogenous data integration as well as the
analysis of single-cell RNA-Seq experiments. Keywords: machine learning, artificial
neural networks, dimensionnality reduction
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1.1 Mise en contexte
Les maladies complexes, telles le cancer, affectent les niveaux d’expression génique
dans les cellules. Ayant un métabolisme différent de la cellule saine, la cellule tumo-
rale altère la production de plusieures protéines, ce qui engendre une différence dans
les niveaux d’expression génique observable et quantifiable. Comprendre le lien entre
la variation de l’expression génique et la maladie est un des buts centraux de la trans-
criptomique. Ceci ne fait que souligner l’importance d’acquérir une méthode permettant
d’étudier cette variation de l’expression génique, la signature génique (gene signature).
De nombreux efforts ont donc été canalisés pour développer des modèles prédictifs,
pouvant extraire ces signatures géniques. Typiquement, les signatures géniques (ici se
limitant à un nombre prédéterminé de gènes) sont utilisées à des fins diagnostiques ou
d’inférence du traitement approprié, tels la classification de leucémie [37] ou le typage
de cancers du sein [9, 25, 112].
D’autres, plutôt que de se concentrer sur une poignée de gènes, ont préféré grouper
les gènes en fonctions cellulaires, et plutôt examiner la différence de procédés cellulaires,
tout en laissant le nombre de gènes impliqués libre [87, 95]. Dans le début des années
2000, il y a eu maints efforts de cataloguer les gènes et les lier à des fonctions cellu-
laires de plus haut niveau ; par exemple, le Kyoto Encyclopedia of Genes and Genomes
(KEGG, [76]) et les Gene Ontology terms (GO terms, [1]). Des signatures géniques
basées sur des fonctions cellulaires plutôt que directement sur les gènes ont été élabo-
rées, cependant, malgré ces efforts, la reproductibilité des signatures géniques extraites
aujourd’hui reste basse [10].
1.2 La signature génique
La signature génique est définie comme une altération d’expression génique simple
(un gène) ou combinée (plusieurs gènes), spécifique à un phénotype observé [15]. La pre-
mière signature génique en leucémie était celle détaillant la différence entre la leucémie
myéloide aiguë et la leucémie lymphoide aiguë, par Golub et collègues [37]. Dans cet
article, les auteurs ont utilisé 38 profils transcriptomiques afin de bâtir une signature gé-
nique permettant de distinguer entre une leucémie aiguë myeloïde (AML) et lymphoide
(ALL). Ils ont trié les 6817 gènes quantifiés en ordre de corrélation avec le phénotype,
et ils ont ensuite choisi 50 gènes les plus corrélés [37]. Ce choix n’est pas expliqué,
surtout que les auteurs ont rapporté avoir trouvé au moins 1100 gènes dits importants
pour la distinction entre l’AML et l’ALL [37]. Comme les choix des gènes n’est pas du
tout justifié, un scénario où un autre groupe de gènes est choisi est donc envisageable.
Ceci amène donc une précision obligatoire de la définition de la signature génique. En
effet, bien qu’un petit nombre de gènes soient suffisant pour identifier un phénotype
[9, 37, 112], ces gènes peuvent s’avérer non-suffisants dans une cohorte différente [10].
1.3 Hypothèse et objectifs
Notre hypothèse est que les maladies complexes sont en fait des phénomènes om-
nigéniques, c’est-à-dire, qu’il y a une répercussion sur l’ensemble des gènes. Basé sur
cette hypothèse, j’ai répondu aux trois questions suivantes dans mon travail :
1. Qu’est-ce qu’une signature génique?
2. Comment extraire une signature génique?
3. S’il y a lieu, quelle est la taille (en nombres de gènes) d’une signature génique?
Plus précisément, je compte i) déterminer ce qu’est une signature génique dans le
contexte de maladie et dans le contexte d’expression génique différentielle (Section 3) et
ii) explorer des méthodes d’extraction de la signature génique et d’analyses subséquentes
de celle-ci (Section 4).
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1.4 Organisation du mémoire
Pour faciliter la compréhension du contenu du mémoire, le chapitre 2 constient une
revue de la méthodologie pertinente en transcriptomique (Section 2.1) et apprentissage
machine (Section 2.3).
Le chapitre 3 contient un article qui présente l’utilisation de divers algorithmes de
partitionnement et de réduction de dimensionnalité dans une étude de la leucémie aigue
myeloïde (AML) et a été publié dans la revue Scientific Reports. Dans cet article nous
avons tenté, avec mes co-auteurs, d’extraire une signature génique dans un sous-type
d’AML, afin d’expliquer la vulnérabilité de celle-ci aux inhibiteurs d’immunoprotéa-
some. Cet article est donc l’étude d’une signature génique, utilisant les méthodologies
standards.
J’explore une méthode plus précise pour extraire les signatures géniques absolues
dans l’article contenu dans la section 4.1, à l’aide d’un réseau de neurones. Ce court
article a été soumis à un workshop à la conférence Neural Information Processing Sys-
tems (NIPS) 2016 et a été sélectionné par le comité de lecture pour une présentation par
affiche. Cet article tente de répondre à la question sur la taille de la signature génique :
combien de gènes sont impliqués?
Finalement, la section 4.6 est dédiée au troisième article, qui propose une méthode de
réduction de dimensionnalité comme méthode d’intégration de données biologiques, tout
en extrayant simultanément de l’information sur les gènes et les échantillons à l’étude.
Ce court article a été soumis à un workshop à la conférence International Conference for
Machine Learning (ICML) 2017 et a été sélectionné par le comité de lecture pour une
présentation orale et par affiche et a également obtenu un prix de voyage.
Le chapitre 5 contient la discussion combinant tous les résultats et observations faites
au long des trois articles ainsi que des projets de travaux futurs que je compte entre-
prendre dans les prochainnes années.
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CHAPITRE 2
REVUE DE LA LITTÉRATURE MÉTHODOLOGIQUE
2.1 Le traitement des données en RNA-Seq
Pour observer l’ensemble des procédés d’une cellule, le séquençage d’ARN (RNA-
Seq) est une méthode de choix. Cette méthode consiste en la purification de l’ARN
d’une cellule, suivi de son séquençage. Il y a plusieurs étapes de pré-traitement post-
séquençage effectuées lors de l’analyse RNA-Seq. Les séquences brutes provenant du sé-
quenceur sont alignées sur un génome de référence, afin d’identifier leur gène ou région
génique de provenance [77]. Ceci ne peut être, malheureusement, fait avec des méthodes
exactes et les outils d’alignement de séquences (aligneurs) utilisent des heuristiques pour
estimer rapidement l’alignement le plus probable des séquences [18, 54, 58, 77]. Il existe
cependant des séquences redondantes ou très spécifiques à l’individu, ce qui rend la tâche
des algorithmes d’alignement plus difficile. Des différences dans l’alignement sont rap-
portées dépendant de l’aligneur utilisé et la façon que ce dernier gère les cas spéciaux
[86]. Puis, les séquences sont quantifiées, afin d’obtenir un niveau d’expression relatif
pour chaque gène. Ici, tout dépend de la façon dont les gènes sont annotés ; en effet,
les positions de départ et de fin du gène sont utilisés, et donc une annotation différente
mène à une quantification différente [77, 86]. Une fois la quantification faite, les ex-
pressions géniques des échantillons analysés sont comparées entre elles. Il faut noter
qu’une grande partie de l’information est mise de côté ici, notamment l’information sur
les variants (mutations, réarrangements, épissage alternatif). De plus, si la séquence à
aligner ne fait pas partie des gènes ou isoformes contenus dans l’annotation utilisée,
cette séquence ne sera pas comptabilisée. Ceci constitue l’approche classique du traite-
ment des données RNA-Seq et demeure aveugle aux séquences non-annotées, mutations
et variants de gènes [18, 86]. D’autres méthodes plus sophistiquées existent mais ne se-
ront pas discutées dans le cadre de ce mémoire. Un exemple d’analyse transcriptomique
utilisant cette méthode standard est contenue dans le chapitre 3.
2.2 Les représentations clairsemées en bioinformatique
La malédiction de la dimensionnalité (également appelée "fléau de la dimension") est
un phénomène qui s’observe dans les jeux de données où le nombre de caractéristiques
pour chaque exemple est très grand [6]. Les données provenant d’expériences RNA-Seq
sont, par leur taille, ce type de données. En effet, chaque échantillon produit entre 104 et
105 valeurs d’expressions et donc le nombre de caractéristiques par échantillon surpasse
largement le nombre total d’échantillons.
Une solution potentielle au problème de haute dimensionnalité sont les représen-
tations dites clairsemées (sparse). Les données sont donc réduites à un nombre plus
restreint de signaux principaux, un nombre souvent choisi d’avance. Cette "quête de la
sparsité" en biologie a d’ailleurs une origine historique. En effet, avant que le séquen-
çage à haut débit ne soit populaire, la plupart des analyses de mécanismes génétiques
ne donnaient que quelques candidats. Une analyse sémantique de 28 articles pris au ha-
sard dans 3 grands journaux immunologiques a révélé que 23 des 28 études suivent un
modèle strict de "Facteur X interagit avec facteur Y dans le mécanisme Z" [8]. Cette
mécanique d’analyse ne garantit, cependant, qu’un recouvrement partiel de la signature
génique expliquant les effets observés.
2.3 L’apprentissage machine en biologie
L’apprentissage machine est une technique statistique et computationnelle qui éla-
bore un modèle général expliquant les données. L’apprentissage machine est aujour-
d’hui exploité afin d’automatiser plusieurs tâches laborieuses souvent encore faites par
les humains ("text mining", traitement de langue naturelle, classification d’images etc.).
L’application de l’apprentissage machine aux données provenant d’expériences biolo-
giques apporte un élément de complication non prévu dans l’apprentissage machine clas-
sique. En effet, dans les applications d’apprentissage machine classique, les prédictions
peuvent être aisément vérifiées par l’humain. Dans certaines applications bioinforma-
tiques, l’humain est incapable d’analyser directement ces données et émettre une pré-
diction ; c’est pourquoi les modèles statistiques sont construits. Ce type de problème est
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également courant entre autres dans le domaine de la prédiction de phénomènes météo-
rologiques et financiers. Il est donc attendu que ces modèles fournissent plus d’informa-
tion que ce que l’humain peut extraire et souvent pour une question dont la vraie réponse
est inconnue. Ceci ajoute une dimension de complexité aux problèmes d’apprentissage
machine en biologie, vu que la vérification humaine directe dans certains cas n’est pas
possible.
2.4 L’apprentissage
Les algorithmes d’apprentissage se divisent en deux grandes catégories : i) l’appren-
tissage supervisé et ii) l’apprentissage non-supervisé. L’algorithme d’apprentissage bâtit
et ajuste un modèle statistique, ajusté aux données, et la distinction entre les types d’ap-
prentissages se fait surtout sur le type de modèle qui en résulte et le type d’informations
dont l’algorithme dispose. Les sections suivantes offrent plus de détails sur les deux
catégories d’apprentissage ainsi que des exemples d’applications.
2.5 Apprentissage supervisé et entrainement de modèle
L’apprentissage supervisé est utilisé lorsque les échantillons sont associés à des va-
leurs (ou étiquettes) connues. Souvent, les données d’entrée sont dénotés par un en-
semble d’exemples ayant la forme
(x1,x2, ...,xd,y)
où xi sont des caractéristiques d’entrée et y est une étiquette ou une valeur à prédire. La
nature de la valeur à prédire est discrète (contexte de classification) ou réelle (contexte
de régression). Le modèle idéal peut être vu comme une certaine fonction f qui permet
de passer de données X à une prédiction Y .
f : X ! Y
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Cependant, comme la fonction f idéale est inconnue, la fonction f (X) qui sera élaborée
par le modèle, appelons la dorénavant f̂ (X), ne sera qu’une approximation de cette vraie
fonction f (X).
Pour bien choisir la fonction f̂ , la prédiction Ŷ émise par le modèle est comparée
à la vraie valeur Y . Cette comparaison se fait via une fonction de coût pré-déterminée.
Par exemple, si Y est un nombre réel, une fonction de coût L appropriée pourrait être
une erreur quadratique : L = (Y   Ŷ )2. L’algorithme effectue ensuite des modifications
à son modèle statistique, basé sur cette erreur. Une fois le modèle entrainé, sa capacité
à généraliser est évaluée à l’aide d’un jeu de données externe Xtest . Une basse erreur de
prédiction sur le jeu de données X couplée à une haute erreur sur le jeu Xtest est un indice
de sur-apprentissage (faible généralisation), c’est-à-dire d’une trop haute spécialisation
du modèle pour les données X .
L’apprentissage consiste donc à l’élaboration d’une fonction f̂ : X !Y qui i) perfor-
merait bien pour la tâche en cours selon la fonction de perte choisie et ii) généraliserait
à un nouveau jeu de données Xtest puisé de la même population.
2.6 Apprentissage non-supervisé
L’apprentissage non-supervisé diffère de l’apprentissage supervisé par le fait qu’il
n’y a pas d’étiquettes associées aux échantillons. Ces algorithmes ont pour but de décou-
vrir une structure sous-jacente directement à partir des données d’entrée. Par exemple,
l’algorithme de partitionnement en k-moyennes (k-means clustering) [61], utilise une
mesure de distance entre les échantillons pour inférer l’appartenance à un sous-groupe.
Deux sous-familles d’algorithmes d’apprentissage non-supervisé populaires en bioinfor-
matique sont les algorithmes de partitionnement (clustering) et les réductions de dimen-
sionnalité. Dans les prochaines sous-sections, une liste non-exhaustive d’algorithmes
d’apprentissage non-supervisé seront introduits, se tenant aux algorithmes les plus utili-
sés en bioinformatique.
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2.6.1 Algorithmes de partitionnement
Il est fréquent, lors d’expériences de séquençage, de suspecter d’avoir une certaine
hétérogénéité dans la population à l’étude. Par exemple, en séquençant l’ARN prove-
nant d’une cohorte de patients ayant le cancer, il serait intéressant de voir s’il y a des
sous-groupes correspondant à des traits observés en clinique : par exemple, la survie ou
non du patient, ou encore un sous-type de la maladie. Grouper les exemples est donc
une solution intéressante. Les algorithmes de partitionnement ont tous une mécanique
similaire. Ils regroupent les exemples similaires en partitions (clusters) utilisant une me-
sure de distance appropriée (choisie par l’utilisateur), souvent la distance euclidienne
[75]. Les algorithmes de partitionnement sont très populaires en bioinformatique et sont
utilisés dans plusieurs contextes, dont les analyses transcriptomiques et métabolomiques
[45, 93, 104].
2.6.1.1 Le partitionnement de k-moyennes
Introduit pour la première fois en 1967, le partitionnement de k-moyennes agrège les
échantillons selon une mesure de distance dans un nombre de groupes k prédéterminé
par l’utilisateur. Tout d’abord, k points sont placés aléatoirement dans l’espace des don-
nées. Ces points constituent des centroïdes futurs des k groupes. Ensuite, itérativement,
pour chaque échantillon, une distance aux centroïdes est calculée et chaque échantillon
reçoit l’étiquette de groupe correspondant au centroïde le plus proche. Finalement, la
position des centroïdes est actualisée en mesurant le point milieu pour chaque groupe,
selon les échantillons contenus dans le groupe en question [61]. Cet algorithme est uti-
lisé en analyses transcriptomiques, quand le nombre de groupes à obtenir est connu ou
suspecté [81].
2.6.1.2 Le partitionnement hiérarchique
Le partitionnement hiérarchique diffère principalement du partitionnement k-moyennes,
par le fait qu’il n’y a pas la notion de groupes prédetérminés. En effet, le partitionnement
hiérarchique calcule plutôt une distance directe entre tous les points. Dans la première
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itération de l’algorithme, les points appertiennement chacun à son propre groupe (clus-
ter) et à chaque itération, des paires de clusters sont joints. Le calcul prend fin lorsque
tous les points se retrouvent dans le même cluster.
Afin de joindre deux clusters A et B, qui sont des ensembles de points A= {a1, ...,am}
et B= {b1, ...,bn}, une mesure de distance est introduite. Dans la variante de l’algorithme
de partitionnement hiérarchique décrit ici (UPGMA [92]), une distance inter-clusters est











||ai  b j||22 (2.1)
Ces liens construit entre les clusters peuvent être représentés sous forme de dendro-
gramme (exemple dans la section 3.3.6). Afin de séparer les points en clusters, c’est à
l’utilisateur de déterminer où il compte couper l’arbre, créant ainsi un certain nombre de
sous-arbres, qui sont les clusters [46].
2.6.1.3 Le co-partitionnement
Le terme "co-partitionnement" suggère un algorithme où plusieurs partitionnements
ont lieu simultanément et que ces multiples partitionnements sont liés. Le partitionne-
ment de Potts, développé pour des problèmes dans le domaine de la physique [113],
permet ce type de manipulation.
Le co-partitionnement se fait en deux étapes. La première étape consiste à construire
deux réseaux relationels sur une base quelconque (distance, corrélation etc.). Ces deux
réseaux sont ensuite alignés par une autre mesure. Par exemple, une équipe a implémenté
ce type d’algorithme pour trouver des gènes orthologues entre deux espèces [115]. Donc
les réseaux de gènes sont construits pour chaque espèce et ensuite les orthologues connus
sont joints entre les deux réseaux. Le partitionnement se fait par recuit simulé ou "simu-
lated annealing", où à chaque étape, l’énergie du système ; la température (ou entropie)
du système est progressivement baissée, via le paramétre de température, permettant le
partitionnement [113, 115].
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Ceci fait référence à un modèle de vibration moléculaire, où les mouvement des
atomes des molécules est plus rapide à plus haute température. Lorsque la température
est baissée, les atomes perdent de la mobilité et adoptent une conformation stable. De fa-
çon similaire, le réseau relationnel trouve sa conformation stable lorsque la température
du système baisse.
2.6.2 Les algorithmes de réduction de dimensionnalité
Un autre type d’apprentissage non-supervisé est la réduction de dimensionnalité.
Cette grande famille de méthodes regroupe plus d’une dizaine d’algorithmes qui ont
pour but de réduire, moyennant quelques pertes, le nombre de dimensions des données
d’entrée. À la différence des algorithmes de partitionnement, ces modèles permettent
d’extraire les traits principaux ou les plus importants (selon une mesure spécifique) d’un
jeu de données. C’est-à-dire, l’algorithme crée une fonction f , où les données d’entrée
x, ayant un nombre de dimensions d sont réduites (ou encodées) à un espace plus res-
treint de taille d0, soit f : Rd ! Rd0 , où d0 < d. Bien que plusieurs algorithmes ont été
développés, uniquement les plus utilisés en biologie seront détaillés. Un type de réseau
de neurones permettant la réduction de dimensionnalité sera également détaillé.
2.6.2.1 L’analyse en composantes principales
Outil standard de l’analyse de données, cet algorithme crée un nouveau système de
coordonnées pour les données d’entrée. Plus précisément, l’algorithme définit des nou-
veaux axes, permettant de séparer le plus possible les données. L’avantage principal
de la méthode est qu’elle est rapide à calculer, plusieurs implémentations existent dans
une multitude de langages de programmation. Les composantes sont ordonnancées par
importance de variance. Souvent, à des fins de visualisation, que les deux premières di-
mensions sont utilisées. Le principal désavantage est que cette méthode a une contrainte
d’orthogonalité sur les vecteurs et donc elle est très restrictive sur le type d’encodage
qu’elle peut offrir [90, 103]. L’analyse de composantes principales est appliquée à des
transcriptomes humains dans les chapitres 3 et 4 et sa performance est comparée à celle
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des autres algorithmes de réduction de dimensionnalité.
2.6.2.2 La factorisation non-négative de matrices
La factorisation non-négative de matrices (NMF) est une méthode de décomposi-
tion par parties, où des données d’entrées (ici expressions géniques et échantillons) sont
réduites à un plus petit nombre de méta-gènes [30]. Ceci correspond à la factorisation
d’une matrice A de taille N ⇥M en sous-matrices W et H de taille N ⇥ k et k⇥M, où
k<<M,N. Ces deux matrices ont une contrainte de non-négativité et le nombre k corres-
pond à un nombre (choisi) de meta-gènes [12]. Les deux sous-matrices sont initialisées à
des nombres aléatoires et ensuite sont mises à jour itérativement, en maximisant la pro-
babilité de générer A à partir de W et H [12]. Cette méthode a été employée également
pour grouper des composés chimiques sur la base de leur protéines cibles [114] ainsi que
dans la recherche d’orthologues [99]. Vu l’intérêt accru pour cette méthode, une équipe
a également créé un outil d’analyse, bioNMF, permettant l’application de l’algorithme
sans avoir à l’implémenter [78]. Malgré le grand intérêt pour la méthode, elle est tout
de même très dépendante du k choisi. En effet, vu la variabilité des résultats pour une
même expérience, Brunet et collègues ont même développé une stratégie de sélection de
modèle, afin de garantir la meilleure performance [12]. Dans la section 4.6, l’algorithme
de NMF est comparé à plusieurs autres algorithmes de réduction de dimensionnalité.
2.6.2.3 t-SNE : embedding stochastique du voisinage
Le t-stochastic neighborhood embedding, encodage de voisinage stochastique à dis-
tribution de t en français, est une méthode non-linéaire de réduction de dimensionnalité
[102]. Cette méthode modélise des données de haute dimensionnalité dans un système
de coordonnées de 2 ou 3 dimensions. Pour ce faire, une probablitié conditionelle est cal-
culée pour chaque paire de points, c’est-à-dire, des points similaires ont une haute pro-
babilité conditionelle et des points dissimilaires en ont une basse. Ensuite, le méme type
de distribution est construit en basse dimension (2 ou 3) [102]. La divergence Kullback-
Leibler est minimisée entre ces deux distributions et l’encodage en basse dimension est
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rapporté [102, 103]. La section 4.6 contient une application de l’algorithme de t-SNE à
des transcriptomes de tissus humains.
2.6.2.4 Réseaux de neurones artificiels
S’inspirant des réseaux neuronaux réels, l’approche connexioniste se base sur l’hy-
pothèse que des propriétés nouvelles pourraient émerger d’un empilement d’entités (ici
neurones). En effet, les réseaux de neurones artificiels (ANN) comportent plusieurs uni-
tés computationelles, qui sont la plupart du temps organisés en couches. Chaque couche
peut être représentée par une fonction linéaire h =Wx+b, prennant en entrée un vecteur
de valeurs x, le multipliant par une matrice de poids W et lui additionnant un vecteur
de constantes (biais) b [105]. Une fonction non-linéaire, appellée également fonction
d’activation, est habituellement appliquée à ces valeurs transformées, où la tangente
hyperbolique et la sigmoide seraient des exemples classiques. Ces couches de trans-
formations linéaires et de non-linéarités peuvent être empilées en grand nombre, d’où
l’appellation "apprentissage profond". La capacité à apprendre des représentations plus
complexes augmente avec le nombre de couches et cette profondeur rend obsolète la
pré-sélection des caractéristiques (feature engineering) des données fournies au réseaux
[38]. Les poids et biais du réseau total constituent ses paramètres et ces derniers sont
optimisés durant l’entrainement, souvent par descente de gradient.
L’auto-encodeur est une architecture de réseau de neurones artificiels, qui tente de
reconstruire les données d’entrée x, suite à un encodage (sur une couche de neurones
cachée h). Il est typiquement pénalisé sur une distance entre les données d’entrée et les
données reconstruites [105]. L’auto-encodeur a souvent un nombre plus petit de neurones
artificiels sur la couche cachée que la taille des données d’entrée, d’où son appartenance
à la classe des algorithmes de réduction de dimensionnalité. Cette architecture a égale-
ment plusieurs variations, tels les auto-encodeurs débruiteurs (denoising autoencoder) et
les auto-encodeurs variationnels (variational autoencoder, VAE).
L’auto-encodeur variationnel a pour particularité d’être à la fois un modèle de réduc-
tion de dimensionnalité et un modèle générateur (generative model). Dans ce modèle,
l’encodeur apprend pour chaque point les paramètres d’une gaussienne de dimension-
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Figure 2.1 : Auto-encodeur Variationnel
nalité pré-determinée, souvent plus petite que la dimensionnalité des données d’entrée
[26]. La reconstruction se fait à partir des points dans l’espace d’encodage (espace la-
tent) et le réseau est pénalisé sur une erreur de reconstruction ainsi qu’une probabilité
conditionelle du point z sachant les données d’entrée X (Figure 2.1). La section 4.1
contient un exemple d’utilisation d’un auto-encodeur variationnel pour extraire un enco-
dage d’échantillons.
L’intérêt principal des auto-encodeurs est que chaque point dans l’espace d’encodage
est ’décodable’ en dimensions d’entrées et que l’espace d’encodage est directement ac-
cessible via la fonction d’encodage.
2.7 L’espace d’encodage et les embeddings
La plupart des algorithmes de réduction de dimensionnalité basés sur les réseaux de
neurones contenus dans la section 2.6.2.4 permettent l’accès à l’utilisateur à la fonction
d’encodage des données d’entrée. Il a été observé que les réseaux de neurones, durant
l’apprentissage, sous pression de la fonction de coût, aggrégent les données semblables,
en leur donnant des coordonnées similaires dans l’espace latent. Dans les dernières an-
nées, plusieurs ont entrepris d’examiner ces espaces d’encodage afin de mieux com-
prendre les structures sous-jacentes des données à l’étude. En effet, Salakhutdinov et
collègue, a encodé 20000 articles de nouvelles utilisant un RBM (Restricted Boltzmann
Machine) et rapportent que les articles de nouvelles se groupent selon des thèmes simi-
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laires [88].
Les équipes de Mikolov et de Pennington ont quant à eux créé un espace d’encodage
où chaque mot à sa propre coordonnée (embeddings) et des mots ayant un sens similaire
se retrouvent groupés dans l’espace [67, 79]. Une examination plus poussée de l’espace
montre que des relations sémantiques entre les mots sont conservées. En effet, les em-
beddings de mots se prêtent à des transformations arithmétiques ; un exemple célèbre le
met en évidence : dans l’espace d’encodage, les coordonnées respectives pour ’Roi’ +
’femme’ - ’homme’ donne les coordonnées pour le mot ’Reine’ [79]. De plus, la dis-
tance relative entre les coordonnées pour ’Paris’ et ’France’ sont presque les mêmes que
ceux pour ’Rome’ et ’Italie’ [67]. Cette propriété de l’espace d’encodage des réseaux de
neurones les rend d’autant plus intéressantes pour l’analyse de transcriptomes.
Dans la section 4.6, des embeddings pour des gènes et des patients sont crées et les
relations entre les coordonnées sont examinées de plus près.
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CHAPITRE 3
DANS LES CANCERS HUMAINS, L’EXPRESSION DES GÈNES DE
L’IMMUNOPROTÉASOME EST RÉGULÉE PAR DES FACTEURS
INTRINSÈQUES ET EXTRINSÈQUES DE LA CELLULE
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3.1 Abstract
Based on transcriptomic analyses of thousands of samples from The Cancer Ge-
nome Atlas, we report that expression of constitutive proteasome (CP) genes (PSMB5,
PSMB6, PSMB7) and immunoproteasome (IP) genes (PSMB8, PSMB9, PSMB10) is
increased in most cancer types. In breast cancer, expression of IP genes was determined
by the abundance of tumor infiltrating lymphocytes and high expression of IP genes was
associated with longer survival. In contrast, IP upregulation in acute myeloid leukemia
(AML) was a cell-intrinsic feature that was not associated with longer survival. Expres-
sion of IP genes in AML was IFN-independent, correlated with the methylation status
of IP genes, and was particularly high in AML with an M5 phenotype and/or MLL rear-
rangement. Notably, PSMB8 inhibition led to accumulation of polyubiquitinated pro-
teins and cell death in IPhigh but not IPlow AML cells. Co-clustering analysis revealed
that genes correlated with IP subunits in non-M5 AMLs were primarily implicated in
immune processes. However, in M5 AML, IP genes were primarily co-regulated with
genes involved in cell metabolism and proliferation, mitochondrial activity and stress
responses. We conclude that M5 AML cells can upregulate IP genes in a cell-intrinsic
manner in order to resist cell stress.
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3.2 Introduction
All eukaryotes express constitutive proteasomes (CPs) that possess three catalytic
subunits (PSMB5, PSMB6 and PSMB7). In addition to CPs, vertebrates also express
immunoproteasomes (IPs), in which the catalytic b -subunits are replaced by IFN-g-
inducible homologues : PSMB8 for PSMB5, PSMB9 for PSMB6 and PSMB10 for
PSMB7[3]. The first non-redundant role ascribed to IPs was their enhanced ability to
generate MHC I-associated peptides[23]. However, recent work has revealed that IPs
can be expressed by non-immune cell[49, 110] and that differential cleavage of trans-
cription factors by CPs and IPs has pleiotropic effects on cell function[22]. Indeed, CPs
and IPs differentially modulate the abundance of transcription factors that regulate signa-
ling pathways with prominent roles in cell differentiation, inflammation and neoplastic
transformation (e.g., NF-kB, IFNs, STATs and Wnt)[22].
In cancer cells, genomic instability and oncogene addiction cause proteotoxic and
oxidative stress[60]. Indeed, aneuploidy and variations in transcript levels produce im-
balances in the stoichiometry of protein complexes and thereby lead to accumulation
of misfolded proteins and formation of aggregates (proteotoxic stress)[74, 89, 106].
Moreover, oncogenic signaling and dysregulation of mitochondrial function generate
reactive oxygen species which damage DNA and proteins (oxidative stress). Protea-
somes are key players in stress response since they degrade damaged (misfolded or
oxidized) proteins[31, 40, 65]. Accordingly, cancer cells are presumed to be unduly
dependent on proteasomal function[108]. Besides, tumors are commonly infiltrated by
IFN-g-producing lymphocytes specific for neo-antigens[71], and IFN-g directly upregu-
lates IP genes1. Hence, several factors could influence the abundance of proteasomes in
neoplastic cells.
The goal of our work was therefore to determine whether CPs and IPs were diffe-
rentially expressed in normal vs. neoplastic human cells and whether the two types of
proteasomes played non-redundant roles in cancer cells. Here we report that overexpres-
sion of proteasomes is present in a wide variety of cancer types. Differential expression
of CP genes had no impact on survival. However, IP upregulation in breast cancer sho-
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wed a strong correlation with the abundance of interferon-producing tumor infiltrating
lymphocytes and was associated with a good prognosis. In contrast, IP upregulation
in AML was a cell-intrinsic feature that was not associated with improved survival.
IP expression was particularly high in AML with an M5 phenotype according to the
French-American-British (FAB) classification or in AML with an MLL rearrangement.
IP expression in AML correlated with the methylation status of IP genes, and specific IP
inhibition led to accumulation of polyubiquitinated proteins and cell death in IPhigh but
not IPlow AML cells. We conclude that expression of IP genes in human cancers is re-
gulated by cancer cell-extrinsic (IFN-g) and -intrinsic (cell stress) factors. Furthermore,
our work identifies a functional vulnerability in IPhigh AML cells because of an undue
sensitivity to treatment with an IP-specific inhibitor.
3.3 Results
3.3.1 Genes encoding proteasome catalytic subunits are overexpressed in several
cancer types.
In order to evaluate the expression of proteasome catalytic subunits in cancer, we
first downloaded RNA-Seq data from TCGA, along with clinical metadata, from the
Cancer Genomics Hub (see Methods). The initial analysis covered primary samples from
thirteen tumor types from eleven different tissues, with normal tissue controls available
for eight cancer types (Figure 3.1). We analyzed the expression of the three CP- and
the three IP-specific catalytic subunits. For the eight cancer types with available normal
tissue controls, we found that a mean of five (out of six) proteasome catalytic subunits
were slightly, but significantly, overexpressed in cancer samples (range 3-6) relative to
normal tissue (Figure 3.1). We conclude that proteasome upregulation is a general feature
of cancer tissues.
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Figure 3.1 : Genes encoding proteasome catalytic subunits are overexpressed in several
cancer types.
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3.3.2 High expression of IP genes is associated with improved survival in breast
cancer
We then sought to determine whether expression of CP- or IP-encoding genes corre-
lated with survival in patients with various cancer types. For each patient in the TCGA
cancer cohorts, expression of CP- or IP-encoding genes was transformed in z-score and
summed. Based on this score, patient cohorts were separated in two or three groups of
similar size (see Methods). This allowed us to evaluate the survival of patients with low
or high expression of proteasome genes in their tumor sample. For most cancer types,
expression of CP and IP genes showed no correlation with survival (Supplementary Fig.
S1, Annexe I). However, IP gene expression did correlate with survival in breast cancer,
as IPhigh status was associated with a decreased risk of death (hazard ratio = 0.53 for 2
groups - Figure 3.2a and Table 3.I). Indeed, survival at ten years was 61.9%± 11.7% for
patients whose IP gene expression ranked in the top third of the cohort (IPhigh) relative to
36.1%±8.0% for those in the bottom third (IPlow) (Figure 3.2 a). Furthermore, expres-
sion of individual IP genes PSMB8 and PSMB10 was associated with a decreased risk
of death (Supplementary Table S1, Annexe I). However, expression of CP genes did not
correlate with survival in breast cancer : i) high global expression of CP genes was not
associated with better prognosis when the cohort was separated in two or three groups
(Figure 3.2a), and ii) no individual CP gene was associated with prolonged survival
(Supplementary Table S1, Annexe I).
Breast Cancer
Category # of groups Hazard Ratio [95% Confidence Interval] p-value
CPhigh vs CPlow 2 1.30 [0.83-2.02] 0.245
CPhigh vs CPlow 3 1.02 [0.78-1.33] 0.960
IPhigh vs IPlow 2 0.53 [0.35-0.82] 0.003
IPhigh vs IPlow 3 0.74 [0.56-0.97] 0.074
AML
Category # of groups Hazard Ratio [95% Confidence Interval] p-value
CPhigh vs CPlow 2 1.35 [0.91 - 1.99] 0.133
CPhigh vs CPlow 3 1.28 [0.79 - 2.08] 0.404
IPhigh vs IPlow 2 1.42 [0.96 - 2.11] 0.076
IPhigh vs IPlow 3 1.54 [0.95 - 2.51] 0.099
Tableau 3.I : Correlation entre le risque de décès et l’expression du protéasome
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Figure 3.2 : Expression of IP subunits is cell-autonomous in AML.
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3.3.3 IP subunits are co-expressed in breast cancer samples.
In normal cells, assembly of IPs is cooperative : the three catalytic subunits (PSMB8,
9 and 10) interact with each other to favor their common incorporation in homoge-
nous IPs[41]. However, intermediate proteasomes, containing CP and IP subunits, can
be assembled and display some unusual proteolytic cleavage preferences[42]. To assess
whether CP and IP catalytic subunits were co-expressed in breast cancer samples, we
performed a principal component analysis (PCA) on gene expression data for CP- and
IP-encoding genes and regulatory subunits PA28a and PA28b (encoded by PSME1 and
PSME2). PCA enriches for differences and variations by finding a rotation of the input
data matrix that maximises the data variations in the first few dimensions. We found that,
IP catalytic subunits clustered together with PSME1 and PSME2, apart from the CP su-
bunits (Figure 3.2b). These results suggest that, like what is found in normal cells[110],
expression of IP subunits occurs in a coordinated manner in breast cancer cells.
3.3.4 IP expression is cell-autonomous in AML but not in breast cancer.
Expression of IPs can be upregulated by cell autonomous signaling or via paracrine
secretion of IFN-g by surrounding NK cells and CD8 T lymphocytes[43]. This is par-
ticularly relevant in tumors where CD8+ tumor-infiltrating lymphocytes (TILs) secrete
copious amounts of IFN-g[66, 111]. We therefore asked whether IP expression correla-
ted with the abundance of transcripts reflecting infiltration by CD8 TILs (CD3E, CD8,
PRF1), macrophages (EMR1) and IFN secretion (IFNA1, IFNG). Based on RNA-Seq
data from TCGA, expression of IP genes showed a strong correlation with expression
of IFNG and T-cell genes in breast cancer (Figure 3.2c). Since infiltration by CD8 TILs
is associated with a good prognosis in many cancer types (including breast cancer)[34],
we surmise that the IPhigh status in breast cancer is a marker of TIL infiltration and the-
reby correlates with prolonged survival (Figure 3.2a). IP expression also correlated with
the expression of CD3E, CD8 and PRF1 in colon cancer, another form of solid tumor
infiltrated by TILs[70] (data not shown).
Because infiltration by TILs has not been reported in hematologic malignancies such
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as AML, we then studied how IP expression was regulated in AML. We found that ex-
pression of IP subunits was coordinated in AML, but showed no significant correlation
with infiltration by TILs nor with abundance of IFN transcripts (Figure 3.2d-e). Fur-
thermore, we observed a trend toward better prognosis in patients with IPlow relative
to IPhigh AML (Figure 3.2f, Table 3.I and Supplementary Table S1, Annexe I), but this
trend did not reach statistical significance (p = 0.07 taking into consideration all AML
subtypes except for acute promyelocytic leukemia - see Methods). Studies on additional
patient cohorts will therefore be necessary in order to determine whether IP expression
is a prognostic marker in AML. Nonetheless, these data reveal a clear dichotomy in IP
regulation between breast cancer and AML, and beg the question : what is the nature of
the cell autonomous (TIL-independent) signals that regulate IP levels in AML?
3.3.5 IP subunits are highly expressed in myeloid and lymphoid cancer cell lines.
We reasoned that if IP upregulation is cell-intrinsic in AML but TIL-dependent in
breast cancer, we should detect higher IP levels in AML cell lines than in breast can-
cer cell lines (since cell lines contain no TILs). The transcriptional portrait of 675 hu-
man cancer cell lines was recently reported[52]. When we interrogated this resource, we
found that, as predicted, IP genes were expressed at higher levels in myeloid leukemias
(n = 21) than in breast cancer cell lines (n = 70) (Supplementary Fig. S2, Annexe I).
When we analyzed other types of hematopoietic cancer cell lines, we found high expres-
sion of IP genes in lymphoid leukemia and lymphoma cell lines (Supplementary Fig. S2,
Annexe I). Two points can be made from these data. First, they support the concept that
high expression of IP genes is an intrinsic feature of AML but not breast cancer. Second,
they suggest that overexpression of IP genes may be found not only in AML but also in
other types of hematolymphoid malignancies.
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Figure 3.3 : IP expression is upregulated in AML with an M5 phenotype or MLL rear-
rangements
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3.3.6 IP expression is upregulated in AML with an M5 phenotype or MLL rear-
rangement.
AML is a complex and heterogeneous disease, which can be divided into distinct
classes based on cytogenetic and molecular profiles[27]. Hence, to gain insights into IP
regulation and function in primary AML samples, we performed a hierarchical clustering
analysis of all TCGA AML samples based solely on the expression of IP-encoding genes
(see Methods). This analysis led to the identification of five clusters of AML patients
(Figure 3.3a). Then, enrichment analyses were performed on each cluster for known cy-
togenetic markers, major translocations or morphologic subtypes (FAB classification)
(see Methods). Only enrichment in FAB categories are shown since they yielded signi-
ficant enrichments : patients with M3 AMLs were found to be enriched in clusters 1 and
2, which express low levels of IP, while M5 AMLs were enriched in clusters 3 and 5,
which express high levels of IP (Figure 3.3a-b). Furthermore, targeted classification of
samples according to FAB subtypes confirmed that M5 AMLs expressed higher levels
of IP than other FAB classes whereas M3 AMLs expressed lower IP levels (Figure 3.3c).
We also confirmed the overexpression of IP genes in M5 AMLs using the Leucegene co-
hort (415 samples), an independent cohort of AML samples with RNA-Seq data (Figure
3.3d)[55, 56]. In AML, MLL rearrangements are frequently associated to the M4 and M5
morphologic subtypes, while M3 AML are caused by promyelocytic leukemia/retinoic
acid receptor-a (PML-RARA) oncoproteins[28, 73]. Accordingly, we found superior IP
gene expression in AMLs with MLL fusions in both the TCGA and Leucegene cohorts
(Figure 3.3c,d). Overall, these data show that IP expression is particularly high in AML
with an M5 phenotype and/or MLL rearrangement.
3.3.7 IP expression is regulated by DNA methylation.
Next, we sought to investigate the mechanisms responsible for the differential ex-
pression of IP subunits in AML, using M5 vs. M3 AMLs as a model for high and
low IP-expressing cancer types. First, we analyzed whole-exome and whole-genome se-
quencing data available from TCGA for AML samples[13]. No recurrent mutation was
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Figure 3.4 : DNA methylation in primary AML samples
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present in the coding sequences of IP genes, or in upstream or downstream regulatory
sequences (±9 000 kb ; data not shown), leaving epigenetics as a possible mechanism
for dysregulation of IP expression in AML. Methylation of DNA is a stable epigenetic
modification leading to transcriptional repression [5]. Interestingly, enzymes that control
DNA methylation (DNMT1 and DNMT3A/B) were differentially expressed between M3
and M5 AMLs (Figure 3.4a). Furthermore, the intensity of DNA methylation on several
cytosines located in the coding regions of PSMB8 and PSMB9 was inversely correla-
ted to their gene expression (Figure 3.4b-d). In order to investigate the role of DNA
methylation in IP expression, we studied two cell lines : NB4 (M3, PML-RARA+) and
THP1 (M5, MLL-AF9 rearrangement). In accordance with our observations in primary
AML samples, NB4 cells expressed low levels of IP genes, relative to the THP1 cells
(Figure 3.5a-b). Treatment with 5-azacytidine, an analog of cytidine inhibiting DNA
methyltransferases[17], reduced levels of DNMT1 and DNMT3A in NB4 cells after 24
and 48 hours (Figure 3.5c). Notably, 5-azacytidine treatment increased the expression of
PSMB8 and PSMB9, both at the mRNA (Figure 3.5d) and protein level (Figure 3.5e-f).
We conclude that differential methylation of IP genes or their promoters can explain their
contrasting expression levels in M3 vs. M5 AML. Nonetheless, further studies will be
useful to determine the precise mechanisms responsible for the upregulation of IP genes
by 5-azacytidine.
3.3.8 IP expression correlates with distinct functional networks in M5 vs. non-M5
AML.
Gene co-expression can yield systems-level insights into the function of genes and
networks[107]. In order to investigate the role of IPs in AML subsets we split TCGA
AMLs into two classes : M5 and non-M5. We then created correlation networks for each
class and performed co-clustering using OrthoClust for both networks (Figure 3.6a). We
then retrieved the genes correlated to IP genes within each cluster and performed GO
term enrichment on each gene set. Enriched GO terms were grouped into general ca-
tegories and their distributions were compared (Figure 3.6b and Supplementary Table
S2, Annexe I). We found that genes correlated with IP subunits in non-M5 AMLs were
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Figure 3.5 : 5-azacytidine treatment increases levels of PSMB8 and PSMB9 in NB4 cells
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primarily implicated in immune processes. In stark contrast, genes correlated with IP
subunits in M5 AMLs were involved in metabolic and cell cycle processes, but not in
immune processes. Moreover, genes correlated with PSMB8 and PSMB9 in M5 AMLs
were enriched in processes linked to mitochondrial activity and stress responses, respec-
tively. We conclude that while IP genes are mainly instrumental in immune processes
in non-M5 AMLs, they are primarily connected to cell metabolism, proliferation and
mitochondrial activity in M5 AMLs.
3.3.9 THP1 cells are addicted to IPs.
If IP overexpression is linked to vital cell processes specifically in M5 AMLs, then
M5 AMLs should be overly sensitive to IP inhibition. To test this hypothesis, we treated
THP1 cells (M5, MLL-AF9 rearrangement) and NB4 cells (M3, PML-RARA+) with
non-selective proteasome inhibitors (MG132 and Bortezomib) and with the PSMB8-
specific inhibitor ONX-0914[72]. THP1 and NB4 cells showed high and low IP expres-
sion, respectively (Figure 3.5a-b). MG132 and Bortezomib increased the amounts of po-
lyubiquitinated proteins and decreased the viability of both NB4 and THP1 cells (Figure
3.7a-d). However, the two cell lines showed divergent responses to ONX-0914. Indeed,
ONX-0914 caused a massive accumulation of polyubiquitinated proteins and decreased
the viability of THP1 cells, but had no effect on NB4 cells (Figure 3.7a-d). These data
show that, at least for the THP1 cell line, IP overexpression in AML cells correlates with
susceptibility to a selective IP inhibitor.
3.3.10 IP expression correlates with sensitivity to non-selective proteasome inhi-
bitors.
While inhibition of proteasome activity is effective for treatment of several cancer
types[108], there is limited knowledge about mechanisms of resistance to proteasome
inhibitors[47]. To directly evaluate whether IP expression might regulate resistance to
proteasome inhibition, we downloaded data from the Genomics of Drug Sensitivity in
Cancer database, a public resource of drug responsiveness and gene expression data
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Figure 3.6 : IP expression correlates with distinct functional networks in M5 vs. non-
M5 AMLs
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Figure 3.7 : THP1 cells are addicted to IPs
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collected from a large panel of human cancer cell lines[35]. We ranked the 309 cell
lines with available pharmacogenomic data according to their expression of IP or CP
(irrespective of their cell lineage). Then top 10% and bottom 10% groups were used
to compare their sensitivity to Bortezomib and MG132. Interestingly, IPhigh cells were
more sensitive to Bortezomib or MG132 treatment than IPlow cells, while no differences
were observed between CPhigh and CPlow cells (Figure 3.7e-f). These analyses show that
high IP expression is a marker of sensitivity to non-selective proteasome inhibitors.
3.4 Discussion
The present work shows that expression of CP and IP genes is increased in most can-
cer types. Regulation of IP genes is of particular interest because it is regulated by both
cell-intrinsic and -extrinsic factors in different types of cancer. We found that in breast
cancer, upregulation of IP genes is a cancer cell-extrinsic process correlating with the
presence of IFN-g-secreting tumor-infiltrating lymphocytes. Hence, in accordance with
the fact that lymphocyte infiltrates and IFN-g secretion in solid tumors are favorable
prognostic markers[48, 70, 109], high expression of IP genes correlated with improved
survival in patients with breast cancer. In contrast, in AML, upregulation of IP genes did
not correlate with improved survival. Furthermore, levels of IP transcripts in AML were
found to be IFN-independent and cell-intrinsic features associated with hypomethylation
of IP genes. In AML, the three CP genes (PSMB5, 6 and 7) are co-expressed, as are the
three IP genes (PSMB8, 9 and 10), but the CP and the IP trios are regulated indepen-
dently (Figure 3.2d). In line with this, the total amounts of proteasomes were similar in
NB4 and THP1 cells (cf the non-catalytic subunits PSMA3 and PSMD4), but NB4 cells
express mainly PSMB5, 6 and 7 CP units whereas THP1 contain mainly PSMB8, 9 and
10 IP units (Figure 3.5a-b). This is consistent with evidence that IP gene upregulation
leads to replacement of CPs with IPs rather than to the addition of IPs to CPs[50]. Re-
placement of CPs with IPs can have far reaching consequences. Indeed, these two types
of proteasomes show differences in kinetics of substrate processing and in cleavage pre-
ferences that can lead to differential expression of thousands of genes[22, 69, 101].
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What can explain the cell-autonomous upregulation of IP genes in some cancers, and
particularly in AML? One IFN-g-independent factor was shown to preferentially induce
transcription of IPs over CPs : oxidative stress. Indeed, IP upregulation has been repor-
ted in cells affected by several degenerative diseases linked to oxidative stress including
amyotrophic lateral sclerosis (neurons), Duchenne muscular dystrophy (myocytes) and
macular degeneration (retinal cells)[7, 14, 20, 29]. Notably, relative to normal hemato-
poietic cells, AML cells have an increased reliance on oxidative phosphorylation and a
higher mitochondrial mass, suffer from dysregulated mitochondrial biogenesis and me-
tabolism, and are more susceptible to oxidative stress[53, 94]. Consistent with this, we
found that in M5 AML, the IP network was enriched in genes involved in metabolic pro-
cesses, mitochondrial function and stress responses (Figure 3.6). We therefore speculate
that IP upregulation in AML cells may be driven by oxidative stress. In fact, from an
evolutionary perspective, dealing with oxidative and other forms of cell stress may be
the most conserved role of IPs. PSMB8 and PSMB9 orthologues have been found in in-
vertebrates (who have no adaptive immune system), including the most basal branch of
Metazoans-the placozoan Trichoplax adhaerens[97]. In invertebrates, the role of PSMB8
and PSMB9 orthologues is to help cells dealing with oxidative and proteotoxic stress.
The notion that IPs are important for response to proteotoxic and oxidative stress is
consistent with their expression in non-immune cells and their implication in functional
processes such as cell differentiation and self-renewal[2, 22, 110]. Furthermore, we no-
ted that cells expressing high levels of IP (but not CPs) were unduly sensitive to both
selective IP inhibitors and unselective proteasome inhibition (Figure 3.7). This supports
the notion that cell-autonomous IP upregulation is driven by proteotoxic and oxidative
stress in cancer cells.
Irrespective of the mechanisms causing IP upregulation in M5 AML cells, their sus-
ceptibility to a selective IP inhibitor (Figure 3.7) identifies a functional vulnerability
that warrants further studies. Unselective proteasome inhibitors have anti-myeloma and
anti-AML activity13. However, since proteasomal activity is required for normal cell
function and survival, unselective proteasome inhibitors cause substantial side effects
and their therapeutic window is relatively narrow13. In contrast, transient inhibition of
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IPs has no effect on normal cells[4]. Hence, we propose that recently discovered IP-
specific inhibitors[21, 68] could have substantial efficacy for treatment of IPhigh AMLs
(mostly AML with an M5 phenotype and/or MLL rearrangements), and perhaps other
types of IPhigh cancers, particularly those of hematopoietic origin (Supplementary Fig.
S2, Annexe I). Systematic analyses using various IP-specific inhibitors on a large panel
of hematopoietic cancer cell lines will be required in order to evaluate the potential cli-
nical relevance of IP-specific inhibitors. The correlation that we found between IP gene
methylation and expression could also be relevant to AML treatment regimens contai-
ning hypomethylating agents, which are being used particularly often in elderly subjects.
Indeed, expression of DNMT3A is decreased in M5 AMLs (Figure 3.4a), and mutations
affecting this gene are known to be common and to have a negative impact on prognosis
in AML[116]. Furthermore, we noted that treatment of the NB4 cell line with the hy-
pomethylating drug 5-azacytidine increased IP expression (Figure 3.5d-f). Hence, since
our work suggests that IPs help AML cells to withstand oxidative stress, it might be
advantageous to include IP-specific inhibitors to regimens containing hypomethylating
agents.The present work shows that expression of CP and IP genes is increased in most
cancer types. Regulation of IP genes is of particular interest because it is regulated by
both cell-intrinsic and -extrinsic factors in different types of cancer. We found that in
breast cancer, upregulation of IP genes is a cancer cell-extrinsic process correlating with
the presence of IFN-g-secreting tumor-infiltrating lymphocytes. Hence, in accordance
with the fact that lymphocyte infiltrates and IFN-g secretion in solid tumors are favorable
prognostic markers[48, 70, 109], high expression of IP genes correlated with improved
survival in patients with breast cancer. In contrast, in AML, upregulation of IP genes did
not correlate with improved survival. Furthermore, levels of IP transcripts in AML were
found to be IFN-independent and cell-intrinsic features associated with hypomethylation
of IP genes. In AML, the three CP genes (PSMB5, 6 and 7) are co-expressed, as are the
three IP genes (PSMB8, 9 and 10), but the CP and the IP trios are regulated indepen-
dently (Figure 3.2d). In line with this, the total amounts of proteasomes were similar in
NB4 and THP1 cells (cf the non-catalytic subunits PSMA3 and PSMD4), but NB4 cells
express mainly PSMB5, 6 and 7 CP units whereas THP1 contain mainly PSMB8, 9 and
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10 IP units (Figure 3.5a-b). This is consistent with evidence that IP gene upregulation
leads to replacement of CPs with IPs rather than to the addition of IPs to CPs37. Repla-
cement of CPs with IPs can have far reaching consequences. Indeed, these two types of
proteasomes show differences in kinetics of substrate processing and in cleavage prefe-
rences that can lead to differential expression of thousands of genes[22, 69, 101].
What can explain the cell-autonomous upregulation of IP genes in some cancers, and
particularly in AML? One IFN-g-independent factor was shown to preferentially induce
transcription of IPs over CPs : oxidative stress. Indeed, IP upregulation has been repor-
ted in cells affected by several degenerative diseases linked to oxidative stress including
amyotrophic lateral sclerosis (neurons), Duchenne muscular dystrophy (myocytes) and
macular degeneration (retinal cells)[7, 14, 20, 29]. Notably, relative to normal hemato-
poietic cells, AML cells have an increased reliance on oxidative phosphorylation and a
higher mitochondrial mass, suffer from dysregulated mitochondrial biogenesis and me-
tabolism, and are more susceptible to oxidative stress[53, 94]. Consistent with this, we
found that in M5 AML, the IP network was enriched in genes involved in metabolic
processes, mitochondrial function and stress responses (Figure 3.6). We therefore spe-
culate that IP upregulation in AML cells may be driven by oxidative stress. In fact, from
an evolutionary perspective, dealing with oxidative and other forms of cell stress may
be the most conserved role of IPs. PSMB8 and PSMB9 orthologues have been found in
invertebrates (who have no adaptive immune system), including the most basal branch
of MetazoansâĂŤthe placozoan Trichoplax adhaerens[97]. In invertebrates, the role of
PSMB8 and PSMB9 orthologues is to help cells dealing with oxidative and proteotoxic
stress. The notion that IPs are important for response to proteotoxic and oxidative stress
is consistent with their expression in non-immune cells and their implication in functio-
nal processes such as cell differentiation and self-renewal[2, 22, 110]. Furthermore, we
noted that cells expressing high levels of IP (but not CPs) were unduly sensitive to both
selective IP inhibitors and unselective proteasome inhibition (Figure 3.7). This supports
the notion that cell-autonomous IP upregulation is driven by proteotoxic and oxidative
stress in cancer cells.
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3.5 Methods
3.5.1 Gene expression data.
For normal and cancer tissues, RNA sequencing (RNA-Seq) datasets were downloa-
ded from The Cancer Genome Atlas (TCGA) Hub (https ://tcga-data.nci.nih.gov/tcga/) :
BLCA3.1.1, BRCA3.1.2, COAD3.3.4, HNSC3.1.4, KIRC3.1.1, KIRP3.1.1, LAML3.1.7,
LIHC3.1.0, LUAD3.1.2, LUSC3.1.3, OV3.1.5, READ3.1.2, UCEC3.2.7). RPKM values
from each patient were log-transformed (log10 [1000*RPKM + 1]) for normal/cancer
comparison. For all other analyses, log-transformed expression of individual protea-
some catalytic subunits (PSMB5, PSMB6 and PSMB7 for CP, and PSMB8, PSMB9
and PSMB10 for IP) was transformed to z-score and summed to get global CP or IP
z-scores. We defined z-scores as [gene X expression for a given sample - mean gene
X expression of all samples] / standard deviation for gene X expression values in all
samples]. Pearson’s correlation coefficients were calculated between global IP z-scores
and log-transformed RPKM expression of indicated genes. For analysis human cancer
cell lines, RNA-Seq datasets were obtained from the ArrayExpress database under acces-
sion number E-MTAB-2706 (http ://www.ebi.ac.uk/arrayexpress/experiments/E-MTAB-
2706/) 22. Mean expression of IP genes (Gene IDs for PSMB8 : 5696, PSMB9 : 5698
and PSMB10 : 5699) was calculated for specific cancer cell lineages according to Klijn
et al. 22. The IC50 values for Bortezomib and MG132 as well as gene expression data
across 309 cancer cell lines were obtained from http ://www.cancerrxgene.org/ 34. Cell
lines were ranked according to their mean expression of IP or CP genes, then top 10%
("high") and bottom 10% ("low") groups were isolated and IC50 values of Bortezomib
and MG132 were compared between both groups.
3.5.2 Kaplan-Meier curves and survival analyses.
For all cancer types, clinical datasets were downloaded from the TCGA Data Portal
Hub and relevant information was extracted from clinicalpatientXXX.txt files. Columns
labeled "vitalstatus" were used for patient status (expired or living) and columns labe-
led "daystodeath" and "daystolastfollowup" were used for survival analysis. Analyses
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were conducted using the R package survival, available at the CRAN official website
(https ://cran.r-project.org/web/packages/survival/index.html). Samples were divided in
two or three equal groups based on global CP or IP z-scores. Cox proportional hazards
models were used to estimate hazard ratios (high group/low group) and 95% confidence
intervals. The log-rank test was used to calculate p-values corrected for three or more
comparisons. Since they were not treated with cytarabine-based protocols protocols (like
other AML sub-groups), patients with acute promyelocytic leukemia (n=16) were not in-
cluded in analyses of patient survival (Figure 3.2 and Table 3.I ).
3.5.3 Analysis of DNA methylation
For AML, DNA methylation datasets were downloaded from the TCGA Data Por-
tal Hub and methylation intensity (Beta-value) was retrieved for all sites (n = 485,577).
We kept CpG sites for which Beta-value was correlated > 0.2 or < -0.2 with the log-
transformed RPKM expression of either PSMB8, PSMB9 or PSMB10 (Pearson’s corre-
lation) in all AML samples. CpG sites present <10 kb upstream or downstream of the
transcription start site of PSMB8, PSMB9 or PSMB10 were plotted against their level
of correlation with expression of PSMB8, PSMB9 or PSMB10.
3.5.4 Cell culture
THP-1 and NB4 cell lines were obtained from Dr. Brian Wilhelm (IRIC, Univer-
sité de Montréal, Canada) and maintained in RPMI-1640 media supplemented with
10% fetal bovine serum and 100 U/mL penicillin-streptomycin (Thermo Fisher Scien-
tific, Waltham, MA). For cell viability assays, THP1 and NB4 cells were seeded at 5
x 104 cells in 100 Îijl in 96-well plates and treated for 72 hours with MG132 (EMD
millipore, Etobicoke, Canada), Bortezomib (New England Biolabs, Whitby, Canada) or
ONX-0914 (Cayman Chemicals, Ann Harbor, MI). CellTiter-Glo Luminescent Viability
reagent (Promega, Madison, WI) was added to the wells according to manufacturer’s
instructions and signal was read using a plate reader. For inhibition of DNA methylation
assays, NB4 cells were seeded at 5 x 105 cells in 1 mL in 24-well plates and treated 48
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or 72 hours with 5-azacytidine (Sigma-Aldrich, St-Louis, MO).
3.5.5 RT-qPCRanalyses
Total RNA was extracted from cells with TRIzol RNA reagent and retro-transcribed
with the High-Capacity cDNA Reverse Transcription kit (Thermo Fisher Scientific).
Quantitative PCRs were performed using Taqman technology with ViiATM 7 Real-Time
PCR system (Thermo Fisher Scientific) and results were analysed with the ViiATM 7
software. Primer sequences were designed with the Universal Probe Library system
(Roche Life Sciences, Madison, WI) as follows : PSMB8 (Fwd : accccgcgtgacactact,
Rev : gggactggaagaattctgtgg, Probe 17), PSMB9 (Fwd : accaaccggggacttacc, Rev : tcaaa-
cactcggttcaccac, Probe 86), PSMB10 (Fwd : ggttccagccgaacatga, Rev : gcccaggtcacccaa-
gat, Probe 31).
3.5.6 Western blot analyses
Cells were lysed in RIPA buffer (50 mmol/L Tris-HCl pH 7.4, 1% Nonidet P-40,
0.25% Na-deoxycholate, 150 mmol/L NaCl, 1 mmol/L EDTA) containing complete pro-
tease inhibitor mixture (Roche Life Sciences), 1 mmol/L Na3VO4 pH 9, 5 mmol/L
NaF and 10mM NEM (Sigma-Aldrich). Samples were resolved by SDS-PAGE and
immunoblotted with the following antibodies : anti-b1/PSMB6, anti-b5/PSMB5, anti-
LMP2/PSMB10, anti-LMP7/PSMB8 (Abcam, Cambridge, UK) ; anti-b2/PSMB7, anti-
poly-Ub (FK1 clone) (Enzo Life Sciences,Farmingdale, NY) ; anti-PSMA3, anti-S5A/
PSMD4 (New England Biolabs) ; anti-b -actin (AC-15) (Sigma-Aldrich). After incuba-
tion with anti-mouse (BD Bioscience, Franklin Lakes, NJ) or anti-rabbit (New England
Biolabs) horseradish peroxidase-conjugated secondary antibodies, chemiluminescent si-
gnal was detected using SuperSignalâĎć West Femto Detection Kit (Thermo Fisher
Scientific) and an ImageQuant LAS-4000 imaging system (Fujifilm, GE Healthcare,
Baie d’Urfe, QC, Canada).
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3.5.7 Hierarchical clustering
Using R statistical software, the Euclidean distance was calculated for all TCGA
AML samples (n = 179), according to expression of PSMB8, PSMB9, PSMB10, follo-
wed by hierarchical clustering.
The clustering results are shown in a dendrogram tree, built using the R package
ggdendro (https ://cran.r-project.org/web/packages/ggdendro/index.html). The tree was
manually separated into 5 clusters and Fisher’s exact tests were performed to determine
enrichment in FAB categories within each cluster.
3.5.8 Co-clustering analysis.
TCGA AML samples were split into M5 (n = 21) and non-M5 groups (n = 158). Cor-
relation networks were built within each group based on log-transformed RPKM expres-
sion values. Network edges were drawn between two genes only when Pearson’s corre-
lation absolute value between them was in the first centile. Networks were aligned using
distribution similarity (Mann-Whitney-Wilcoxon test, p-value <0.05) of a given gene in
both groups, in order to enrich for gene similarities (same distribution and correlations)
between groups during the co-clustering. Both networks and their alignment were fed
to the computational framework OrthoClust [115], which performed co-clustering of all
genes.
3.5.9 GO term enrichment.
Within clusters containing IP-encoding genes (PSMB8, PSMB9, PSMB10), all genes
correlating with individual IP subunits were extracted, according to the top 1% thre-
shold used previously. GO term enrichment was performed on these gene lists using
an in-house written tool (https ://github.com/TrofimovAssya/GOrichr) that implements
a modified threshold Fisher’s exact test (Odds Ratio > 2) to avoid detection of slightly
enriched terms in large groups. GO terms that passed these thresholds were grouped un-
der general categories using REVIGO (http ://revigo.irb.hr/)[96] (Supplementary Table
S2, Annexe I).
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3.5.10 Principal component analysis
The expression of each IP- and CP-encoding genes and of regulatory subunits PSME1
and PSME2 was normalized to z-score and put through a principal component analysis
using R Statistical Software for breast cancer and AML samples. Samples were pro-
jected in two dimensions using the two components accounting for most of the sample
variation.
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3.9 Detailed Figure Legends
Figure 1. Genes encoding proteasome catalytic subunits are overexpressed in
several cancer types. Boxplots of log10 [1000 x RPKM + 1] values for genes encoding
proteasome catalytic subunits were drawn for the indicated cancer types. CP genes (on
the left) are PSMB5, PSMB6 and PSMB7, whereas IP genes (on the right) are PSMB8,
PSMB9 and PSMB10. Red boxplots represent cancer samples and blue boxplots re-
present normal samples (when data are available). Differences in mean values between
groups were determined by two-tailed unpaired Student’s t-tests. * indicates p < 0.05.
R.C : Renal Cell ; R.P : Renal Papillary ; AML : Acute Myeloid Leukemia ; A.D : Ade-
nocarcinoma ; S.C : Squamous Cell.
Figure 2. Expression of IP subunits is cell-autonomous in AML. (a) Kaplan-Meier
plots of overall survival (OS) for CPhigh vs. CPlow patients or IPhigh vs. IPlow patients
with breast cancer. The log-rank test was used to calculate p-values. (b) Principal com-
ponent analysis was performed on log10 RPKM values for genes encoding CP, IP and
regulatory cap subunits (PSME1 and PSME2) in breast cancer. Plots represent the pro-
jections on the first and second principal components (PC). (c-d) For AML and breast
cancer samples from TCGA, the summed z-scores of PSMB8/9/10 were plotted against
log10 RPKM values of the indicated genes and Pearson’s correlation coefficient (r) was
calculated. (e) Principal component analysis was performed for AML samples as descri-
bed above. (f) Kaplan-Meier plots of overall survival (OS) for CPhigh vs. CPlow patients
or IPhigh vs. IPlow patients in non-M3 AML samples. The log-rank test was used to cal-
culate p-values.
Figure 3. IP expression is upregulated in AML with an M5 phenotype or MLL
rearrangements. (a) AML samples from TCGA were subjected to hierarchical cluste-
ring based on the expression of IP-encoding genes and separated into 5 clusters. Leafs
of the dendrogram are annotated with circles that represent individual samples and their
FAB subgroup. Enrichment in specific FAB classes within groups was determined by
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Fisher’s exact test and overall enrichment (O.R.) is shown. (b) Summed z-score of
PSMB8/9/10 in groups of patients separated by hierarchical clustering in (a). (c,d) Sum-
med z-score of PSMB8/9/10 expression in primary AML samples from (c) TCGA or (d)
Leucegene cohorts were analyzed according to FAB classification and presence of MLL
rearrangement. Differences between means of FAB groups were determined by one-way
analysis of variance (ANOVA) followed by Tukey’s post-hoc test, and difference bet-
ween means as a function of MLL status was determined by Student’s t-test (* indicates
p < 0.05). Numbers in parentheses indicate number of samples.
Figure 4. DNA methylation in primary AML samples. (a) Boxplots of log10
[1000 x RPKM + 1] values for the indicated genes in FAB M3 and M5 AMLs. Dif-
ferences between means were determined by Student’s t-test. * indicates p < 0.05. (b-d)
Correlation coefficient between mRNA expression of (b) PSMB8, (c) PSMB9 and (d)
PSMB10 and intensity of DNA methylation on cytosines located near coding sequences
of PSMB8/9/10 for all AML TCGA samples. Arrows indicates direction of transcription.
TSS : Transcription Start Site.
Figure 5. 5-azacytidine treatment increases levels of PSMB8 and PSMB9 in NB4
cells. (a) Western blot analysis was performed to evaluate expression of proteasome
subunits at the protein level in untreated THP1 and NB4 cells. b -actin serves as loading
control. (b) Quantitative PCR analysis was performed on untreated THP1 and NB4 cells
to determine total levels of PSMB10 transcripts and data were normalized according
to expression of ACTB and TBP (mean ± SD of four independent experiments). (c-f)
NB4 cells were treated with the indicated concentrations of 5-azacytidine for (c) 24,
48 or (e-f) 72 hours followed by western blot analysis, or (d) for 48 hours followed by
quantitative PCR analysis (mean ± SD of three independent experiments). Data were
normalized according to expression of ACTB and TBP for quantitative PCR and b -
actin or Calnexin served as loading control for western blot. Blots are representative of
three independent experiments and were quantified using ImageJ software. Differences
in means between groups were determined by one-way analysis of variance (ANOVA)
followed by Dunnett’s post-hoc test. (* indicates p < 0.05). Aza : 5-azacytidine.
Figure 6. IP expression correlates with distinct functional networks in M5 vs.
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non- M5 AMLs. (a) Workflow for the analysis of functional networks in M5 vs. non-
M5 AMLs. (b) Co-clustering was performed on aligned correlation networks derived
from expression of all genes in M5 and non-M5 AMLs. GO term enrichment was per-
formed on genes correlating with IP subunits within their respective cluster. Significantly
enriched GO terms were split into general semantically similar process categories using
Revigo. The plot represents the % of functional categories for each IP subunit, in M5
and non-M5 AMLs. Categories representing less than 10% are not shown.
Figure 7. THP1 cells are addicted to IPs. (a) THP1 or (b) NB4 cells were treated for
24 hours with DMSO, 5 µM camptothecin (CPT), or with the indicated concentrations
of MG132, Bortezomib (BTZ) or ONYX-0914 (ONX). Then, western blot analysis was
performed to estimate total levels of polyubiquitinated proteins. Îš-actin served as loa-
ding control and blots are representative of three independent experiments. (c) THP1 or
(d) NB4 cells were treated for 72 hours with DMSO or with the indicated concentrations
of MG132, Bortezomib (BTZ) or ONYX-0914 (ONX), then cell viability was monitored
using cell viability luminescence assay (mean ± SD of four independent experiments).
Intensities were normalized as a percentage of viable cells relative to the DMSO control.
Differences in means between groups were determined by one-way analysis of variance
(ANOVA) followed by Dunnett’s post-hoc test. (* indicates p < 0.05). (e-f) Cell lines
from the Genomics of Drug Sensitivity in Cancer database (n = 309) were ranked accor-
ding to their mean expression of IP or CP genes. Cell lines that ranked above the 90th
percentile and below the 10% percentile with regards to proteasome expression were
used to create IPhigh/IPlow and CPhigh/CPlow groups. We compared these groups for
their sensitivity to (e) Bortezomib and (f) MG132. Differences in log(IC50) between
groups were determined by paired Mann-Whitney test (* indicates p < 0.05).
Table 1. Correlation between risk of death and proteasome expression. Patients
were divided into two or three equal groups based on CP or IP z-score. Patients with
M3 AML (n=16) were not included in the analysis because they were not treated with
the same chemotherapy regimen as other AML patients. Cox proportional hazards mo-
dels were used to estimate hazard ratios (high group/low group) and 95% confidence
intervals. The log-rank test was used to calculate p-values.
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CHAPITRE 4
EMBEDDINGS : NOUVELLES AVANCÉES MÉTHODOLOGIQUES POUR
L’IDENTIFICATION DES SIGNATURES GÉNIQUES
Le chapitre suivant regroupe le contenu de deux courts articles (extended abstracts),
faisant état des nouvelles avancées méthodologiques proposées pour l’identification de
signatures géniques dans des données de séquençage d’ARN (RNA-Seq). Les textes des
articles ont été modifiés de leurs versions originales, afin d’accomoder les exigences de
présentation du mémoire. Les références de ces articles sont incluses dans les
références totales du mémoire et les numéros de figures portent le numéro de chapitre.
Des informations additionelles ont également été incluses afin de rajouter à la
compréhension du chapitre.
Contribution de l’étudiant
Ma contribution aux articles c’est fait dans l’implémentation des réseaux de neurones
artificiels et la planification, conception et réalisation des analyses bioinformatiques.
Je me suis occupée de télécharger et traiter les données de RNA-Seq et implémen-
ter les réseaux de neurones variés utilisés dans les articles. J’ai également réalisé les
expériences et interété les résultats. Finalement, j’ai rédigé les manuscrits et la créé les
figures.
Warp : a method for neural network interpretability applied to gene
expression profiles
Assya Trofimov1,2,3, Sébastien Lemieux1,3 and Claude Perreault1,2
1Institute for Research in Immunology and Cancer ; 2Department of Medicine and
3Department of Computer Science and Operations Research, Université de Montréal,
Montreal, Quebec, Canada ;
Article présenté dans le Machine Learning in Computational Biology Workshop, à
la conférence Neural Information Processing Systems (NIPS), le 10 décembre 2016.
4.1 Abstract
We show a proof of principle for warping, a method to interpret the inner working of
neural networks in the context of gene expression analysis. Warping is an efficient way to
gain insight to the inner workings of neural nets and make them more interpretable. We
demonstrate the ability of warping to recover meaningful information for a given class
on a sample-specific individual basis. We found warping works well in both linearly
and nonlinearly separable datasets. These encouraging results suggest that warping has
a potential to be the answer to neural networks interpretability in computational biology.
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4.2 Introduction
Application of machine learning is off to a promising start in the field of computatio-
nal biology. Every year, innovations in the field help bridge a little more the gap between
measured biological data and observed phenotype. However, in some cases, algorithms
are applied in a "black box" setting, which hinders the proper use of learning algorithms.
In an image classification setting, it is expected that, while learning, the neural nets (NN)
extract the representation of visual characteristics (shape, color) for a given class [57].
Notably, Simonyan and colleagues [91] show that when giving a pre-trained and frozen
neural network an input of noise, they can adjust the input to maximize the class score
and this way generate what seems to be the model’s captured class notion. Using this
type of analysis allows to visualize what the NN detects [98] and what it learned about
the characteristics of a given class. Moreover, recent work from Mikolov and colleagues
[67] have shown through vector arithmetic in the learned representation space that lear-
ning algorithms extract meaningful data representations.
Unlike the field of image analysis, however, machine learning in computational bio-
logy calls for a more challenging problem. Image analysis is about training a machine
to recognize images, a task at which humans excel. In contrast, machine learning algo-
rithms in computational biology are asked to do the humanly impossible : crunch tre-
mendous amounts of data of abstract construct and extract patterns that can be exploited
to predict a phenotype. Some algorithms, such as random forests, are more readily in-
terpretable, which is probably the reason they are so popular in biological data analysis.
Indeed, random forests offer easy access to variables and thresholds deemed important
for the prediction. In contrast, NN offer a bigger challenge in terms of interpretability
and are often overlooked as good candidates for prediction tasks, since users want to
avoid a "black box" situation and prefer to fully understand how the analysis is done.
In the following study, we propose a proof-of-principle to the difficult interpretability
of NN in the analysis of biological data. For simplicity, we limit ourselves to the specific
task of phenotype prediction based on gene expression data. However, we think that our
solution has a broader applicability for tasks of different nature. Inspired by the work
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of Simonyan [91] and Mikolov [67], our method calculates the change necessary in the
input dimension space, to classify the sample as one of the other class, while remaining




Two datasets were selected for the experiments in this study. The first dataset called
XOR is a standard visualization and testing dataset that is custom generated. It consists
of 2-dimensional data points from two classes (here N=100), arranged in a non-linear
fashion. The second dataset, Phenotype, was obtained from The Cancer Genome Atlas
(TCGA), a National Institute of Health (NIH) cancer research consortium. We used the
normal lung and kidney control RNA-Seq of 100 patients.
4.3.2 Input Dimension Interpolation
We pre-trained a multi-layer perceptron to classify the XOR dataset. Once the trained
neural net architecture in place, we froze the layers, making updates to weights and
biases impossible (more details in section 2.6.2.4). We then added an additional layer
of the same size as the input between the input and the first layer and only allowed
updates to biases. We then proceeded to create a "new" dataset, where all members of
a specific class were flipped to the other one. The network was then presented with
one example and allowed to update the added bias layer and reach convergence. The
bias layer was then extracted and the values were examined to determine the smallest
necessary adjustment in input dimension space to classify the sample as one of the other
class.
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4.3.3 Variational Autoencoder and latent space vector arithmetic
Our variational autoencoder (VAE) [51] encodes gene expression data into smaller
representation space, while maximizing the likelihood of the data X in representation
space Z (Gaussian Z). The general cost function for the VAE is :
L(z ,q |x(i)) = DKL(qz (z|x(i))||pq (z))+Eqz (z|x(i))[log(pq (x
(i)|z))]
We want to find z (the parameters of the encoder qz (z|x(i))) and q (the parameters
of the decoder pq (x(i)|z)) given data X . The first term,  DKL(qz (z|x(i))||pq (z)) is the
Kullback-Leibler divergence between the probability distribution of z given X , under pa-
rameters z and the probability distribution of z, under parameters q . The second term
Eqz (z|x(i))[log(pq (x
(i)|z))], is the expectation of having a X given a z. In other words, for
parameters z and q , the network maximizes the likelihood of finding a good representa-
tion in z space for every X , while minimizing the reconstruction error when decoding z
to X . More detailed information can be found in (section 2.6.2.4). We performed latent
space vector arithmetic, similar to Mikolov[67], by using the general class centroids and
show (Figure 4.2) that the VAE has extracted meaningful representations of the different
data classes.
4.4 Results
4.4.1 Intuition on synthetic data
For the purpose of this article, we define the term class gene signature as a specific set
of genes as well as their expression levels, that are sufficient to identify a phenotype or
class. The standard approach to examining class gene signatures would be to calculate
for each class, a mean gene expression profile and then examine the difference. This
technique does not capture class-specific patterns that are not linearly separable. Our
first experiment was performed on the XOR dataset (Figure 4.1).
Here, comparing mean values between classes across features will not work, since
both classes have the same mean value over each dimension. We then implemented and
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Figure 4.1 : Linear interpolation on XOR dataset
trained an MLP on the dataset and proceeded to perform the warp for all examples of
class A (red data points).
When applying the warping vectors to class A, we observe that all data points seem to
have migrated inside of the decision boundaries (Figure 4.1). This confirms that our ap-
proach functions well with non-linearly separable datasets and highlights the complexity
of the output, since bias vectors are calculated on a sample-specific level.
4.4.2 Important flaw in the linear interpolation model
This linear interpolation technique is however flawed, since it assumes the data ma-
nifold is continuous in input space. Since this assumption is likely false, this technique
will necessarily create adversarial examples [98]. Since the representation learning task
is to maximize efficient representation of the data manifold within the representation
space, we propose to move the interpolation to the hidden layers, thus guaranteeing that
any new point in the space will belong to a plausible example.
4.4.3 Corrected proof of concept with sex and tissue source-site classification
A VAE is used to encode the Phenotype dataset. We observe that the plotted coordi-
nates in representation space seem to cluster by group (Figure 4.2).
50
Figure 4.2 : Samples aggregate in encoding space by sex and tissue type
We then performed interpolation in representation space similar to the technique
described in Section 4.3.3 (Figure 4.2). For an example point with the class labels male
and lung, the coordinates in representation space are [0.672, 2.77]. When added the
female centroid and kidney centroid and then subtracted the male and lung centroids, we
obtain a new point coordinate, [-1.147, -2.46] (Figure 4.3).
Figure 4.3 : Example of a linear transformation in encoding space
The nearest neighboring points hold the labels female and kidney. Moreover, the
decoder part of the VAE allows the decoding of this new point into input dimensions,
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yielding the exact adjustment values for that example point to become one of the other
class (top 10 genes according to adjustment magnitude are shown) (Figure 4.3). Indeed,
originally, the patient expressed genes of the sufractant family[44], as well as chromo-
some Y-linked genes. In order to be classified as female and kidney, the network has
suggested that these genes be adjusted to an expression value of 0 and simultaneously
boost the expression value of the solute carrier family proteins as well as the cystin fa-
mily, two genes known to be overexpressed in kidney cells[32, 64].
4.5 Conclusion
In this proof-of-principle, our method shows encouraging results as a valid alter-
native for examining class gene signatures post neural network training. The approach
offers great flexibility, detecting various types of signatures. Ongoing experiments are
being conducted to determine how destructive a warp is to other gene signatures within
the samples as well as overcoming reconstruction blurriness caused by the VAE nature
of encoding.
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4.6 Abstract
We present a factorized embedding method, that learns simultaneously gene and
sample embeddings in their respective latent space, in a gene function-dependent man-
ner. Running the model on RNA-Seq data, we observed that tissue samples aggregated
spontaneously in latent space by tissue similarity while genes aggregated in latent space
by gene function.
Our method recovered most gene-gene association reported in the reference data-
base Genetic Network Annotation Tool (GNAT) [80]. Our approach has the potential to
uncover not yet known gene interactions, in a tissue-specific manner.
4.7 Introduction
We propose a deep learning-based dimensionality reduction method (see section 2.6
for more details) that simultaneously learns about samples and genes, while embedding
them into their respective latent space based on function. While RNA-seq is a powerful
tool to gain insight into a cell’s mechanisms, it has many pitfalls, most of which are
mostly based on the size of the data. Indeed, an RNA-Seq experiment yields for each
studied sample a long vector of gene expression values (104 - 105). Often analysis is
done only on samples to monitor gene expression changes using some type of selection
scheme, and to those selected genes are associated functions, through enrichment analy-
sis pipelines. While these methods seem to perform well, they are subjected to stringent
cutoffs and are often not reproducible in other datasets[10]. Moreover, rare are the me-
thods that examine the gene changes for all samples.
Our contributions :
• We present a method that aggregates tissue samples by similarity in latent space.
• Our method also simultaneously aggregates genes based on their function.
• Our gene embedding space represents gene function and recovers most of repor-




The core of our approach relies on finding good embedding coordinates for gene and
tissue samples in order to minimize the prediction error of the network (more details in
section 2.6). We create two spaces where gene and tissue samples are represented. The
network receives as input pairs of indices ; for a gene expression matrix with N samples
by M genes, the network will receive N ⇥M pairs of indexes and attempt to predict the
gene expression for each index pair. The coordinates in gene space and sample space for
each of these indices are concatenated and fed through one fully-connected non-linear
layer of the neural network. The output is a single neuron, predicting the gene expression
value for the input pair and the network is penalized on a Mean Squared Error (MSE)
(Figure 4.4). To contrast our method with bi-clustering [62], we factor by concepts we
control, namely genes and tissue types. Moreover, we found that the embedding space
captures functional relationships between genes as well as tissues, something not gua-
ranteed in bi-clustering.
Figure 4.4 : Neural net architecture
We kept the network above the embeddings minimal, in order to maximize the en-
coding within the embeddings, rather than the parameters of the fully connected layer.
We have tested increasing sizes of gene and sample embedding space, but only chan-
ging gene embedding space seemed to significantly improve performance. For all expe-
riments, the fully connected layer contains 10 or 25 neurons. Training is done by itera-
ting through every pair of sample and gene indexes and adjusting the embeddings and
network parameters to decrease prediction error. We train using a batch size of 10,000
over the entire dataset of 112M pairs, with an RMSprop optimizer, at a learning rate of





We use the GTEx dataset, obtained from the Genotype-Tissue expression project
(GTEx), a RNA-Seq dataset, that contains 8910 tissue samples, over 30 different tis-
sue types [59]. We removed two tissue types, Brain and Fallopian Tube, mainly for the
sample size and ambiguous labeling.
Gene expression values are continuous values, that have been log-transformed for
this analysis.
4.9.2 Tissue embeddings
Figure 4.5 : Comparison of embeddings from different popular dimensionality reduction
techniques
We first examined the tissue embedding space. We found that our method as well
as t-SNE separate the samples into groups (Figure 4.5). We then investigated how these
tissue groups relate to each other in the sample embedding space. Four genes or gene
groups were chosen as representative examples of genes that should be expressed across
multiple tissues ; i) keratin genes (KRT) for different epithelial tissues ii) MYH6 for
muscle tissues (heart and muscle), iii) CD8B as a marker for immune cells and iv) XIST
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as a sex-determining gene (Figure 4.6). Our results suggest that the factorized embed-
dings, but not t-SNE, segregate space into regions of tissue similarities, according to
gene expression values. We also note that expression of sex-related genes is not a major
contributor to localization in embedding space.
Algorithms NMF PCA t-SNE Factorized Embeddings
1-NN 0.31± 0.02 0.38± 0.03 0.62± 0.04 0.62± 0.02
Decision Tree 0.28± 0.03 0.32± 0.04 0.50± 0.05 0.50± 0.05
Gaussian NB 0.22± 0.04 0.22± 0.04 0.28± 0.04 0.29± 0.05
Random Forest 0.28± 0.03 0.31± 0.03 0.47± 0.04 0.47± 0.04
AdaBoost 0.16± 0.04 0.18± 0.04 0.25± 0.06 0.27± 0.06
Tableau 4.I : Semi-supervised classification of embeddings of tissues by different me-
thods methods.
We benchmarked our method against other dimensionality reduction techniques,
such as principal components analysis (PCA), t-distributed stochastic neighbor embed-
ding (t-SNE) [103] and non-negative matrix factorization (NMF) [12]. We take each ob-
tained embeddings and train a battery of standard classifier using only 2% and present the
accuracy of the classification on the remaining 98%. We have chosen k-Nearest Neigh-
bours (1-NN) [19], a Decision Tree [84] with and without Adaboost [33], a Random
Forest [11], and a Gaussian Naive Bayes [85] classifier. The numbers shown (Table 4.I)
are the average result of 100 random splits. We observe that t-SNE (at perplexity 30,
chosen via a hyper-parameter search) and our method generate embeddings that contain
similar intra-group information (Table 4.I). Although both methods perform similarly in
the semi-supervised classification task, given the difference in organization of tissues in
encoding space (Figure 4.6), we find our embedding model to offer better division of
tissue embedding space.
4.9.3 Examining the gene embedding space
During training, embedding coordinates move from the (0,0) initialization to their
current coordinates. We examined the gene embedding space and found that low ex-
pressed genes aggregated around the starting coordinates (0,0), while highly expressed
genes were pushed out in the periphery. Given this, we hypothesized that correlated
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Figure 4.6 : Factorized embeddings but not t-SNE exploits tissue embedding space as a
function of relative gene expression
Representation of tissue embeddings coloured by gene expression values for four
chosen genes or gene groups : keratin, myosin heavy chain 6 (MYH6), CD8b and
X-inactive specific transcript (XIST)
genes would aggregate together in gene embedding space.
To verify this hypothesis, we calculated all pair-wise correlations (Pearson corre-
lation) for all genes and sorted the Pearson’s r values. We then sampled pairs of genes
within the top 0.1-50% of all correlations and reported their euclidean distance in embed-
ding space. We found that genes with a higher correlation value were generally located
closer to each other than less correlated genes (Figure 4.8).
Given the observed better division of tissue embedding space by our method, we hy-
pothesized that the performance is due to the model simultaneously learning about gene
functions in cells. Similar to what was observed in tissue embedding space, we expected
the model to aggregate genes participating in similar functions in the gene embedding
space. To verify this, we obtained tissue-specific gene sets, calculated by Pierson and
colleagues [80] and reported by the Gene Network Annotation Tool (GNAT). For each
tissue, the tissue-specific gene list was obtained and euclidean distances in embedding
space were measured between these genes. Euclidean distances within a matching in
size set of randomly selected genes was also obtained and values were compared with a
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Figure 4.7 : 2-dimensional gene embeddings according to gene expression rank (sorted
in ascending order)
Figure 4.8 : Euclidean distance between genes, according to correlation threshold, across
all samples
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two-tailed Student’s t test (Figure 4.9). We show four tissues : stomach, skin, lung and
pancreas, chosen for their well defined clusters in Figure 4.5. For all four tissues, dis-
tances between genes in the tissue-specific gene sets were significantly smaller than in
the randomly selected genes (p-values <0.0001). Taken together, these results show that
gene embeddings are arranged in space according to the magnitude of gene expression,
capture gene correlations in samples and recover reported tissue-specific gene sets [80].
4.10 Conclusion
In this work we have shown that our method learns simultaneously i) sample embed-
dings by stratifying the space by tissue similarity and ii) gene embeddings, by aggre-
gating genes participating in common functions. Finally, because of the way the data is
input, our method is robust to partial data. This allows for incorporation of many datasets
or single-cell RNA-Seq experiments.
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Figure 4.9 : Euclidean distance in embedding space for genes in the same tissue-specific
gene list, proposed by the Genetic Network Annotation Tool (GNAT), compared to eu-




5.1 La problématique des méthodes clairsemées (sparse)
Depuis que l’arrivée de la première signature génique de Golub et collègues en leu-
cémie [37], plus de 150 000 signatures géniques ont été rapportées dans le domaine de
la recherche sur le cancer et moins de 100 sont employées actuellement en clinique [83].
Une équipe a rapporté qu’avec le même jeu de données, ils ont pu extraire 1789 signa-
tures géniques uniques et ils estiment qu’ils pourraient trouver plus de 500000 signatures
prognostiques vérifiables dans ce même jeu de données[10].
J’ai observé un phénomène similaire dans les analyses de co-partitionnement (Cha-
pitre 3). En effet, lors de la construction du réseau de corrélation, j’ai choisi de n’ad-
mettre que les top 1% des corrélations dans le jeu de données. Suite à l’enrichissement
des GO terms dans chaque partition de gènes extraite, j’ai découvert un ensemble de
fonctions décrivant ces gènes. J’ai basé le choix du seuil de 1% sur un seuil rapporté
adéquat dans la littérature, dans des analyses similaires ([82]). Cependant, en accord
avec la littérature, il était suffisant de changer le pourcentage des corrélations admises
pour dramatiquement changer les résultats ([36]). En changeant le seuil des corrélations
choisies pour le graphe, ceci changerait les partitions retrouvées par l’algorithme de
co-partitionnement et donc modifierait les ensembles de gènes fournies à l’algorithme
d’enrichissement de GO terms, peignant un paysage fonctionnel probablement différent.
De plus, la méthode employée compare un sous-ensemble de AML, les AML mono-
cytaires aux autres AML contenus dans la cohorte. Il serait envisageable que la méthode
soit biaisée vers les AML monocytaires, vu que l’échantillon est plus petit. En effet, un
débalancement de classes est généralement néfaste pour les algorithmes d’apprentissage
et rend les résultats moins fiables [24]. Finalement, le sous-groupe des AML monocy-
taires est uniforme en phénotype, comparé à l’autre groupe comparé, qui contenait les
AML de classification M0-M4, dont les AML promyelocitaires, connues pour être dra-
matiquement différentes.
Malgré que ces limites de la méthode peuvent avoir peu d’impact sur les conclusions
que mes co-auteurs et moi avons faits dans le manuscrit I (Chapitre 3), ces considérations
pointent vers une faille possible de la méthode, qui requiert un réglage fin des seuils.
De cette constatation émerge la question sur la nature de la signature génique. Quelle
est la taille réelle de la signature génique?
5.2 La réelle taille d’une signature génique
Le chapitre 4 détaille notre méthode d’interpolation en espace de représentation,
suite à un encodage des données de transcriptomique dans un espace latent de plus petite
dimensionnalité que les données d’origine.
J’ai montré qu’il est possible de transformer un exemple d’un phénotype à un autre,
sans créer d’exemples adversariaux [39]. Malgré que je n’ai rapporté que les 10 gènes
avec la plus haute magnitude de transformation, j’ai observé que tous les gènes néces-
sitent une transformation. Ceci a également été observé dans le jeu de données original
de Golub (Figure 5.1). Malgré que Golub et al. n’aient séléctionné que 50 gènes différen-
tiellement exprimés pour distinguer les trois sous-types de leucémies [37], notre modèle
(VAE) rapporte que la plupart des gènes sont différentiellement exprimés. Ces résultats
suggèrent que les signatures géniques sont des phénomènes impliquant une grande partie
des gènes, sinon la totalité.
Les limites de la méthode de warp sont, cependant, de nature technique. En effet,
l’autoencodeur variationel (VAE) utilise un encodage tiré d’une gaussienne [26]. Bien
que ceci apporte une certaine aisance dans les analyses subséquentes de cet espace, ceci
apporte également un désavantage majeur à la méthode. Il est, en effet, communément
rapporté que les VAE produisent une reconstruction floue des données d’entrée, juste-
ment à cause de l’encodage tiré d’une gaussienne [51] (plus de détails dans la section
2.6.2.4).
De plus, bien que la méthode offre une piste de solution pour l’interprétabilité des
réseaux de neurones et permet de mieux comprendre les données, elle ne fait que fournir
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Figure 5.1 : Analyse par warp des données de Golub et collègues
A) Magnitude triée de la transformation pour chaque gène du jeu de données Golub
pour changer de classe de AML vers ALL.B) Ensembles des gènes rapportés ayant une
magnitude de transformation positive par les deux méthodes ainsi que leur
chevauchement.
une liste de gènes différentiellement exprimées. L’information sur les mécanismes gé-
niques ou procédés cellulaires présents dans les cellules observées ne sont accessibles
que par analyses subséquentes, par exemple par enrichissement pour des GO terms. Or,
la plupart des expériences de séquençages sont faites avec une attente de découvrir un
mécanisme génique nouveau dans le phénotype à l’étude. Je me suis donc concentrée
à trouver une méthode permettrant d’extraire simultanément des informations sur les
échantillons et les gènes.
5.3 Apprentissage simultané d’un espace de gènes et d’échantillons
Mes co-auteurs et moi avons détaillé dans le chapitre 5 notre méthode permettant
d’extraire à la fois une représentation des échantillons ainsi que celle des gènes. J’ai ap-
pliqué cette méthode sur le jeu de données GTEx et j’ai examiné les espaces d’encodage
des échantillons et des gènes et je rapporte que i) dans l’espace des échantillons, les tis-
sus s’aggrègent dans l’espace par type mais aussi par similitude d’expression génique,
et ii) dans l’espace des gènes, les gènes s’aggrègent en fonction de leur co-expression et
les réseaux de gènes tissu-spécifiques sont conservés.
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5.3.1 Encodage des échantillons dans l’espace latent
J’ai observé une performance similaire à t-SNE dans l’espace des échantillons, éva-
lué par une tâche d’apprentissage semi-supervisé (Tableau 4.I). Je m’attendais à ce que
t-SNE performe mieux que notre méthode, car c’est une technique qui n’encode qu’un
espace d’echantillons et pour obtenir l’encodage des gènes, il faudrait appliquer t-SNE
à la matrice de données transposée. En effet, je m’attendais à avoir une performance
moindre des embeddings factorisés parce que cette méthode gère simultanément deux
espaces et est donc moins spécialisée. Vu que l’entrainement des classifieurs ne se fait
que sur 2% des exemples (stratifié par classe), ceci demeure une tâche difficile, car pour
certaines classes, il n’y avait qu’un point d’entrainement (minimum 1, maximum 6).
Donc si l’arrangement des points d’une classe se fait en deux groupes, se trouvant à
des coordonnées opposées de l’espace d’encodage, ceci mènerait à la mauvais classifica-
tion de la part des points qui ne se trouve pas dans le voisinnage du point d’entrainement
choisi. Il est important de noter, également qu’aucune optimisation des hyper-paramètres
n’a été faite pour cette tâche de classification, ce qui pourrait expliquer au moins en par-
tie, la performance très inférieure du perceptron multi-couches sur l’espace des embed-
dings, cette méthode étant particuliérement dépendante des hyper-paramètres.
De plus, j’ai appliqué cette méthode au jeu de données de AML-ALL de Golub et
collègues [37] et je rapporte que dans l’espace des échantillons, notre méthode sépare
entriérement les 38 échantillons de leucémies en sous-types (Figure 5.2). Or, Golub et
collègues n’ont travaillé que sur 36 des 38 échantillons, disant que 2 des 38 sont difficiles
à classifier [37]. Je suppose que ceci est plutôt dû au fait qu’ils se limitent à 50 gènes
pour la classification et suggére que la vraie distinction entre les deux phénotypes est en
réalité beaucoup plus complexe (et probablement non-linéaire).
J’ai également observé que le modèle de embeddings exploite l’espace très différe-
ment de t-SNE. En effet, j’observe que les échantillons s’aggrégent selon un gradient
d’expression génique (Figure 4.6). Il était attendu que les gènes sélectionnés soient ex-
primés dans plusieurs tissus à la fois (plus de détails : section 4.9.2). Je suppose qu’une
mécanique similaire au warp (Section 4.1) serait envisageable ici, en extrapolant pour
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Figure 5.2 : Espace des échantillons obtenu par embedding factorisés des données AML-
ALL de Golub et collègues.
l’espace entier le niveau d’expression génique nécessaire.
5.3.2 Encodage des gènes dans l’espace latent
Afin d’analyser l’espace d’encodage des gènes, j’ai été confrontée à une tâche diffi-
cile, vu qu’à la différence des échantillons, qui sont divisés en classes de tissus, il n’existe
pas de classes définitives de gènes.
En examinant l’espace d’encodage des gènes, j’ai tout d’abord conclu que le mo-
dèle aggrège les gènes qui sont correlés (Figure 4.8). Ensuite j’ai voulu éxaminer où
se placent dans l’espace des gènes exclusivement exprimés dans des tissus spécifiques.
Pierson et collègues [80] ont construit un outil d’annotation de gènes permettant d’ex-
traire des groupes de gènes spécifiques à certains tissus. J’ai obtenu ces groupes de gènes
et je rapporte que les coordonnées de ces gènes sont plus proches les unes des autres que
des coordonnées de gènes choisis aléatoirement (Figure 4.9). Ceci évoque les résultats
de Mikolov et collègues, où des mots ayant un sens similaire étaient proches dans l’es-
pace d’encodage [67]. Ma conclusion est donc que l’espace des gènes est représentatif
des interactions géniques fonctionelles rapportées dans la littérature.
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5.3.3 Biais relatifs aux méthodes de prétraitement des données
Dans ce travail j’ai utilisé des jeux de données pré-quantifiés. Ceci signifie que mes
méthodes proposées (Chapitre 4) font abstraction de la notion d’épissage alternatif (al-
ternative splicing) et de variant muté. En effet, comme la séquence brute n’est pas pris
en compte, la quantification est basée uniquement sur l’annotation et le génome de réfé-
rence. L’étape de mapping devient problématique, où les observations sur lesquelles je
bâtis le modèle sont largement biaisées par l’outil de mapping choisi.
5.4 Conclusion
J’ai observé que i) la variabilité d’une signature génique est très dépendante du seuil
d’inclusion de données choisi et ii) qu’il y a peu de reproducibilité dans les études trans-
criptomiques [8, 10, 83]. J’en conclus que les signatures géniques dans les maladies com-
plexes, telles le cancer, seraient plutôt omnigéniques que polygéniques ou monogéniques
et que les méthodes d’apprentissage machine peuvent offrir une certaine interprétabilité
des données biologiques.
De plus, par leur grande capacité, les méthodes d’apprentissage profond seraient les
candidates idéales pour mettre en place un système pouvant intégrer les données bio-
logiques acquises dans le passé aux données présentes et futures permettant ainsi de
tirer profit de tout ce qui a été fait en génomique à ce jour. J’anticipe donc la possibi-
lité d’intégrer plusieurs types d’expériences dans le modèle de embeddings, par l’ajout
d’un espace de embeddings supplémentaire, pour obtenir une vue d’ensemble sur ce qui
est connu en biologie. Par exemple, le modèle d’embeddings offre une piste de solution
pour les problèmes courants en séquençage de cellule unique (single-cell, scRNASeq).
En effet, ce domaine fleurissant se heurte à la problématique de manquer de couver-
ture et de profondeur de séquençage et de nombreux efforts sont déployés pour tenter
d’extrapoler la valeur d’expression de gènes qui ne sont pas quantifiés. Or, l’architec-
ture de du modèle de embeddings ne requiert pas une valeur d’expression pour tous les
gènes et est robuste aux valeurs manquantes et donc pourrait être une solution viable à
une embûche d’une technique ayant tant à offrir. En effet, les expériences scRNA-Seq
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offrent une polyvalence incomparable, dans l’étude de sous-types cellulaires, que ce soit
le microenvironnement tumoral ou même la niche hématopoïétique.
De plus, un système d’intelligence artificielle qui intègre la biologie dans tous ses
détails pourrait aider dans la caractérisation de phénotypes et maladies complexes, le
choix du meilleur traitement ou même, dans le contexte de greffe d’organes, faire le
choix entre un donneur compatible ou non. Il serait donc impératif de poursuivre les
efforts vers un système d’intelligence artificielle tenant compte de toutes les données
biologiques disponibles.
Finalement, je compte explorer dans un projet futur des options permettant d’éviter
les biais reliés aux traitements des données post-séquençage (mapping, normalisation,
quantification) [83, 86]. Ceci sera exploré en modifiant mon approche pour utiliser direc-
tement les séquences produites par le séquenceur, sans prétraitement ni alignement, pro-
bablement utilisant une approche par k-mers (n-grams) [63]. Utiliser la séquence brute
via une approche par k-mers exposerait l’algorithme à une multitude d’informations sup-
plémentaires. En effet, il est envisageable que la différence entre un phénotype malade
et sain serait encodée dans la séquence même, et non seulement dans le niveau d’ex-
pression. Aussi, il serait possible que la signature génique est également exprimée dans
l’ARN non-aligné ou non-présent dans l’annotation choisie. Finalement, une approche
par k-mers introduirait la notion de similarité de séquence entre les gènes, permettant de
catégoriser par domaines ou même familles de séquences.
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Matériel supplémentaire pour le Chapitre 3
Expression of immunoproteasome genes is regulated by cell-intrinsic
and -extrinsic factors in human cancers
Alexandre Rouette1,2,6, Assya Trofimov1,2,3,6, David Haberl1, Geneviève Boucher1,
Vincent-Philippe Lavallée1,2,4,5, Giovanni D’Angelo4,5, Josée Hébert1,2,4,5, Guy
Sauvageau1,2,4,5, Sébastien Lemieux1,3 and Claude Perreault1,2,4*
1Institute for Research in Immunology and Cancer ; 2Department of Medicine and
3Department of Computer Science and Operations Research, Université de Montréal ;
4Division of Hematology-Oncology and 5Quebec Leukemia Cell Bank,
Maisonneuve-Rosemont Hospital, Montreal, Quebec, Canada ; 6These authors
contributed equally to this work
This Appendix includes :
Supplemental Table S1. Risk of death associated to expression of proteasome encoding
genes.
Supplemental Table S2. Functional categories associated to genes specifically
correlating with IP in M5 or non-M5 AMLs
Supplemental Figure S1. Correlation of CP or IP expression with survival outcome.
Supplemental Figure S2. IP expression in human cancer cell lines.
Breast cancer 
Gene Name Hazard Ratio [95% Confidence Interval] p-value 
PSMB5 0.56 [0.15 – 2.12] 0.393 
PSMB6 0.47 [0.11 – 2.06] 0.316 
PSMB7 1.49 [0.29 – 7.65] 0.634 
PSMB8 0.34 [0.18 – 0.63] 0.001 
PSMB9 0.60 [0.34 – 1.04] 0.067 
PSMB10 0.31 [0.14 – 0.66] 0.003 
AML 
Gene Name Hazard Ratio [95% Confidence Interval] p-value 
PSMB5 2.95 [0.82 – 10.7] 0.099 
PSMB6 2.82 [0.66 – 12.1] 0.162 
PSMB7 2.14 [0.19 – 24.4] 0.541 
PSMB8 6.30 [1.56 – 25.6] 0.001 
PSMB9 2.25 [0.88 – 5.73] 0.088 
PSMB10 2.85 [0.91 – 8.93] 0.072 
 
Supplementary Table S1. Risk of death associated to expression of proteasome 
encoding genes. Cox proportional hazards models were used to estimate hazard ratios, 
95% confidence intervals and p-values associated with expression of proteasome-encoding 


















Apoptotic process 3.3 1.5 0.0 3.0 2.1 0.0 
Cell cycle 11.5 9.1 0.0 5.1 5.2 7.0 
Death 1.6 1.5 0.0 0.0 0.0 0.0 
DNA damage response 16.4 0.0 0.0 0.0 4.2 1.8 
Immune process 6.6 10.6 0.0 74.8 59.4 26.3 
Macromolecule 
catabolism 19.7 0.0 0.0 13.1 5.2 15.8 
Membrane invagination 11.5 0.0 2.8 0.0 0.0 0.0 
Mitochondria 23.0 0.0 0.0 0.0 0.0 3.5 
Multi-organism process 1.6 1.5 0.0 1.0 1.0 5.3 
Viral process 4.9 1.5 0.0 0.0 0.0 0.0 
Metabolism and gene 
expression 0.0 56.1 75.0 1.0 11.5 28.1 
Stress response 0.0 18.2 0.0 0.0 1.0 3.5 
Cell signaling 0.0 0.0 22.2 2.0 6.3 3.5 
Extracellular transport 0.0 0.0 0.0 0.0 4.2 0.0 
Cellular component 
organisation 0.0 0.0 0.0 0.0 0.0 5.3 
 
Supplementary Table S2. Functional categories associated to genes specifically 
correlating with IP in M5 or non-M5 AMLs. Enriched gene-ontology terms for genes 
specifically correlated to IP genes in M5 and non-M5 AMLs were assigned to functional 
categories using Revigo (see Figure 6 and Methods). Each functional category is depicted 
as a percentage of total categories for its column and plotted in Figure 6.  
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Supplementary Figure S1. Correlation of CP or IP expression with survival outcome. Patients were 
divided in two equal groups based on CP or IP z-score. Kaplan-Meier plots of overall survival (OS) for 
CPhigh/CPlow patients, or IPhigh/IPlow patients are shown for the indicated cancer type. p-values were 
calculated using the log-rank test. R.C: Renal Cell; R.P: Renal Papillary; A.D: Adenocarcinoma; S.C: 
Squamous Cell.
Supplementary Figure S2. IP expression in human cancer cell lines. 
Boxplots of the mean RPKM of PSMB8, PSMB9 and PSMB10. Numbers in parenthesis indicate the 
number of cell lines per disease type. Differences between means were determined by one-way analysis 














































(70) (4) (21) (23)(53)Number of cell lines = 
