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Abstract
Given a sequence of independent random variables (fk) on a standard Borel space Ω with prob-
ability measure µ and a measurable set F , the existence of a countable set S ⊂ F is shown, with
the property that series
∑
k ckfk which are constant on S are constant almost everywhere on F . As
a consequence, if the functions fk are not constant almost everywhere, then there is a countable set
S ⊂ Ω such that the only series ∑k ckfk which is null on S is the null series; moreover, if there
exists b < 1 such that µ(f−1
k
({α})) b for every k and every α, then the set S can be taken inside
any measurable set F with µ(F) > b.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let us recall the concept of set of uniqueness of a sequence (fk) of real functions on
the unit interval [0,1]. It is said that E ⊂ [0,1] is a set of uniqueness for (fk) if the only
series
∑
k ckfk which converges to zero on the complement of E is the null series. A set S
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for (fk).
The size of uniqueness sets heavily depends on the sequence we are dealing with. For
instance, for the Haar system the empty set is the only uniqueness set [6]; for the trigono-
metrical system there exist non empty uniqueness sets but they have to be of Lebesgue
measure zero; and for lacunary trigonometrical series there exist sets of positive measure
which are of uniqueness. In fact, every set of non total measure is a set of uniqueness for
these lacunary systems [8]; in other words, every set of positive measure determines for
the lacunary series.
For the Rademacher system, every set of measure strictly greater than 1/2 determines,
while for any set of positive measure it can be proved that any series which converges
to zero on it is actually a finite sum [7]. This result was extended to some systems of
independent random variables in [4].
Regarding Theorem 1 in [1] where the existence of a countable set S whose comple-
ment is a set of uniqueness for the Rademacher system is shown, the following question
is considered in this paper: given a sequence (fk) of independent random variables, does
there exist a countable set S which determines for (fn)?
We obtain in Corollary 4 a positive answer if the functions are not constant almost
everywhere, improving the mentioned result in [1]. In Theorem 5, assuming the stronger
condition that the measure of any set of constancy of fk is bounded by some b < 1, it
is shown that for every measurable set F of measure greater than b, the countable set S
which determines can be taken inside F . In particular every set E with measure less than
1−b is of uniqueness. These results are based on Theorem 1, where a countable set S ⊂ F
is constructed with the property that series
∑
k ckfk which are constant on S are constant
almost everywhere on F .
We finish with a quantitative result; Theorem 7 gives an estimate of the coefficients of
a series with small oscillation.
2. Uniqueness results
We shall work in the abstract setting of a standard Borel space Ω with probability
measure µ. That is to say, Ω will be a polish topological space and µ a probability measure
whose domain contains the Borel class and is contained in the completion of this class with
respect to µ. We refer the reader to [2] for some facts about these spaces.
We recall that a sequence (fk) of measurable functions on Ω is a sequence of stochas-
tically independent random variables when
µ
(
n⋂
k=1
f −1k (Ak)
)
=
n∏
k=1
µ
(
f−1k (Ak)
)
for every n and all Borel sets A1, . . . ,An ⊂R.
For a given sequence (fk), we shall consider the vector functions: Tn :Ω → RN de-
fined by Tnx = (fn+1(x), fn+2(x), . . .), for n  0, and Rn :Ω → Rn defined by Rn(x) =
(f1(x), . . . , fn(x)), for n 1.
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independence of the sequence (fk) is equivalent to the fact that the image measure µT −10
is the product of the image measures µR−1n and µT −1n , for every n (see [5]).
Theorem 1. Let (fk) be a sequence of independent random variables on a standard Borel
probability space. Let F be a measurable set of positive probability. There exists a count-
able subset S of F such that convergence of ∑k ckfk(x) for some real sequence (ck) to a
constant on S implies convergence to this constant almost everywhere on F .
Proof. We can assume that fk is Borel measurable for every k and that F is Borel measur-
able. Indeed, let hk = fk almost everywhere on Ω and hk be Borel measurable. Then the
set F ∩⋂k{x: hk(x) = fk(x)} is a measurable subset of F with the same measure as F ;
thus there exists a Borel subset of it with the same measure. It is clear that a countable
subset of this Borel set for which the statement is true will also fit for F .
With this assumptions the set T0(F ) is analytic in RN; thus we can choose a Borel set
G ⊂ T0(F ) such that µT −10 (G) = µT −10 (T0(F )).
We have by independence
µT −10
(
G ∩ (B ×RN))= ∫
B
µT −1n
(
G(α1,...,αn)
)
dµR−1n (α1, . . . , αn)
for every Borel set B ⊂ Rn. Here G(α1,...,αn) = {(αj )j>n: (αk)k ∈ G} is the section of
the set G. It follows that the Borel function (α1, α2, . . .) → µT −1n (G(α1,...,αn)) is the
conditional expectation of the characteristic function of G with respect to the σ -algebra
of the Borel sets in RN depending only on the first n coordinates. As a consequence,
µT −1n (G(α1,...,αn)) → 1 for almost every (α1, α2, . . .) ∈ G (see [3, p. 263]).
Let Bp = {x ∈ Ω : µT −1n (GRn(x)) > 1/2 for every n  p}. Then Bp is a Borel set
because the function x → µT −1n (GRn(x)) is measurable with respect to the σ -algebra gen-
erated by {f1, . . . , fn}. We have µ(F \⋃p Bp) = 0 since µT −1n (GRn(x)) → 1 for almost
every x ∈ F , because T0(x) ∈ G almost everywhere on F .
Let us construct the countable set S ⊂ F . For each integer n 1, let Γn = {(I1, . . . , In):
each Ik is an open interval with rational endpoints}. Let Γ =⋃n Γn ×Γn. Thus every γ ∈
Γ can be written as γ = ((I1, . . . , In), (J1, . . . , Jn)) for some n and some Ik, Jk open
intervals with rational endpoints. Let
Γ ∗ = {γ ∈ Γ : Tn(F ∩R−1n (I1 × · · · × In))∩ Tn(F ∩ R−1n (J1 × · · · × Jn)) = ∅}.
For every γ ∈ Γ ∗ we select sγ , tγ ∈ F satisfying sγ ∈ R−1n (I1 × · · · × In), tγ ∈ R−1n (J1 ×
· · ·×Jn), Tn(sγ ) = Tn(tγ ). On the other hand, as µ(F) > 0 and µ(F \⋃p Bp) = 0 we can
select s∗ ∈ F ∩⋃p Bp .
Finally we define S = {s∗} ∪⋃γ∈Γ ∗ {sγ , tγ }.
Let
∑
k ckfk = c on S. Then we have
∑n
k=1 ckfk is constant on Bp for every n  p.
Indeed, given x, y ∈ Bp , we have GRn(x) ∩ GRn(y) = ∅ because µT −1n (GRn(x)) > 1/2 and
µT −1n (GRn(y)) > 1/2. It follows that T0(F )Rn(x) ∩ T0(F )Rn(y) = ∅ since G ⊂ T0(F ). This
means that there exists u,v ∈ F such that Rn(u) = Rn(x), Rn(v) = Rn(y) and Tn(u) =
Tn(v). Given δ > 0, we take γ = ((I1, . . . , In), (J1, . . . , Jn)) ∈ Γ such that Rn(x) ∈ I1 ×
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|fk(sγ )−fk(x)| < δ, |fk(tγ )−fk(y)| < δ for k = 1, . . . , n and fk(sγ ) = fk(tγ ) for k > n.
Then ∣∣∣∣∣
n∑
k=1
ckfk(x) −
n∑
k=1
ckfk(y)
∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
ckfk(sγ ) −
n∑
k=1
ckfk(tγ )
∣∣∣∣∣+ 2δ
n∑
k=1
|ck|
=
∣∣∣∣∣
∞∑
k=1
ckfk(sγ ) −
∞∑
k=1
ckfk(tγ )
∣∣∣∣∣+ 2δ
n∑
k=1
|ck|
= 2δ
n∑
k=1
|ck|.
It follows that
∑n
k=1 ckfk(x) =
∑n
k=1 ckfk(y) as we asserted.
Let p0 be such that s∗ ∈ Bp0 . Then for every p  p0 and every x ∈ Bp we have∑n
k=1 ckfk(x) =
∑n
k=1 ckfk(s∗) for n  p. Hence
∑n
k=1 ckfk(x) → c as n → ∞. As
µ(F \⋃pp0 Bp) = 0 we obtain that ∑k ckfk = c almost everywhere on F . 
It is obvious that, as constant functions are independent, in order to obtain a unique-
ness result from Theorem 1, we need to impose some additional assumptions on the
sequence (fk). The next example leads us to find the conditions that should be assumed.
Example 2. There exists a sequence of independent random variables (fk) and a measur-
able set F which satisfy
∑
k fk(x) = 1 for every x ∈ F but fk is not almost everywhere
constant on F for every k.
Proof. Let 0 < εk < 1 be such that 0 <
∑
n εn
∏
k =n(1 − εk) and choose Borel mea-
surable sets Bk ⊂ [0,1] with length εk . Let Ω = [0,1]N endowed with the measure µ,
the product of Lebesgue measures. Let Gk = {x = (xn) ∈ Ω : xk ∈ Bk} and let F =⋃
n(Gn \
⋃
k =n Gk). Then F is Borel measurable and
µ(F) =
∑
n
µ(Gn)
∏
k =n
µ(Ω \ Gk) > 0,
as µ(Gn) = εn.
Let fk be the characteristic function of Gk . It is clear that (fk) is a sequence of in-
dependent random variables with
∑
k fk(x) = 1 for every x ∈ F . Finally, for every k,
the function fk is not almost everywhere constant on F , because µ(F ∩ Gk) > 0 and
µ(F \ Gk) > 0. 
Let us observe that in Example 2 the set F is not generated by finitely many functions
fk and, since µ(Gk) → 0, there is no b < 1 satisfying µ(f−1k (α))  b for every k and
every α.
Proposition 3. Let (fk) be a sequence of independent random variables on a standard
Borel probability space. Let F be a measurable set of positive measure. If F is in the σ -
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∑
k ckfk is almost everywhere constant
on F then ckfk is almost everywhere constant on Ω , for every k > m.
Proof. Let B ⊂ Rm be a Borel set satisfying F = R−1m (B). We can assume that each fk
is Borel measurable. It is enough to show that cm+1fm+1 is almost everywhere constant
on Ω .
We have:
µ(F) = µT −10
({
(αk) ∈RN:
∑
k
ckαk = c, (α1, . . . , αm) ∈ B
})

∫
B×RN
µf −1m+1
({
αm+1: cm+1αm+1 = c −
∑
k =m+1
ckαk
})
d
(
µR−1m ⊗ µT −1m+1
)
 µR−1m (B) = µ(F).
Since µ(F) > 0, we can find (αk)k =m+1 such that µf−1m+1({αm+1: cm+1αm+1 = c −∑
k =m+1 ckαk}) = 1, as we wanted. 
As a consequence we obtain our first result on uniqueness:
Corollary 4. For every sequence of independent random variables on a standard Borel
probability space which are not constant almost everywhere, there exists a countable set
whose complement is of uniqueness.
Proof. By Theorem 1, there exists a countable set S ⊂ Ω such that ∑k ckfk = 0 on S im-
plies
∑
k ckfk = 0 almost everywhere on Ω . By Proposition 3, ckfk is almost everywhere
constant for k > 1, hence ck = 0 for k > 1. Therefore c1f1 = 0 almost everywhere on Ω
and we obtain as well that c1 = 0. 
If we assume further that there exists b < 1 such that µ(f−1k ({α})) b for every α and
every k, then we can localize the countable set S inside any measurable set whose measure
is strictly greater than b:
Theorem 5. Let (fk) be a sequence of independent random variables on a standard Borel
probability space, let F be a measurable set with µ(F) > 0 and let b < 1. If for every k the
measure of the sets of constancy of fk is bounded by b then there exists a countable subset
S ⊂ F and an integer m such that if∑k ckfk is constant on S then ck = 0 for every k > m.
If µ(F) > b then ck = 0 for every k.
Proof. According to Theorem 1, we can find a countable S ⊂ F such that∑k ckfk = c on
S implies
∑
k ckfk = c almost everywhere on F .
We can assume that every function fk is Borel measurable and that F is the set where∑
k ckfk = c. Then, as F is measurable with respect to the σ -algebra generated by the
sequence (fk), there exists an integer m and a Borel set B ⊂Rm such that if H = R−1m (B)
then µ(F H) < (1−b)µ(F )/(2−b). We have µ(F) = µ(F ∩H)+µ(F \H) < µ(H)+
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µ(H \ F) < µ(F ∩ H) + (1 − b)µ(F )/(2 − b) < µ(F ∩ H) + (1 − b)µ(H). Thus we
obtain bµ(H)< µ(F ∩ H).
If k > m with ck = 0, we would have:
µ(F ∩ H) = µT −10
({
(αj ) ∈RN: αk + 1
ck
∑
j =k
cjαj = c
ck
, (αj )jm ∈ B
})

∫
B×RN
µf −1k
({
αk ∈R: αk + 1
ck
∑
j =k
cjαj = c
ck
})
dµR−1k−1 ⊗ dµT −1k
 bµ(H)
because of the hypothesis on the sets of constancy of fk .
In the case of µ(F) > b, let us observe that it suffices to take H = Ω and m = 0. 
We have shown in Theorem 5 that if
∑
k ckfk is constant on a set of positive measure
then the series is a finite sum. This improves a result in [4].
Let us observe that we can find S such that
∑
k ckfk(x) = c for every x ∈ F . Indeed,
we add to the former S a finite subset Sm of F such that {Rm(x): x ∈ Sm} spans the affine
space generated by {Rm(x): x ∈ F } in Rm. Therefore if ∑mk=1 ckfk = c on Sm, we derive
that
∑m
k=1 ckfk(x) = c for every x ∈ F . In the next example we show that, on the other
hand,
∑
k ckfk(x) = c for some x ∈ F can happen in Theorem 1.
Example 6. There exists a sequence (fn) of independent random variables on I = [0,1]
such that for every countable S ⊂ I there exists a sequence (ck) and a constant c such that∑
k ckfk(x) = c for every x ∈ S but for some x ∈ I ,
∑
k ckfk(x) = c, and infinitely many
ckfk are not constant on I .
Proof. Let Z be a subset of I with Lebesgue measure zero and with the cardinality of the
continuum. Let ϕ :Z → [−π,π] \ {0} be a bijection. We define fk(x) = 1 for x ∈ I \ Z
and fk(x) = coskϕ(x) for x ∈ Z. Then (fn) is a sequence of independent random variables
on I .
Given a countable subset S ⊂ I we consider A = ϕ(S ∩ Z) ∪ {0} ∪ (−ϕ(S ∩ Z)). As
A is countable, there exists a compact set K ⊂ [0,π] with positive measure, K ∩ A =
∅. Then h(x) = 1 for x ∈ K or −x ∈ K , h(x) = 0 otherwise, is an even function. Let
a0/2 +∑∞k=1 ak coskθ be its Fourier series. Let us observe that the coefficients ak are real
as h is real valued. If θ ∈ [−π,π] \ (K ∪ (−K)) then a0/2 +∑∞k=1 ak coskθ = 0, since
h = 0 in some neighborhood of θ .
Thus, for every x ∈ S ∩Z we have∑∞k=1 akfk(x) = −a0/2 because fk(x) = coskϕ(x),
and this equality also holds for x ∈ S \ Z because fk(x) = coskθ for θ = 0.
If
∑∞
k=1 akfk(x) = −a0/2 for every x ∈ I , then a0/2 +
∑∞
k=1 ak coskθ = 0 for every
θ ∈ [−π,π] implying h = 0 almost everywhere on I , a contradiction.
If akfk is constant on I then ak = ak coskθ for every θ , thus ak = 0. This implies that
there is not p such that akfk is constant on I for every k > p, because we would have that
the Fourier series of h is a trigonometrical polynomial with infinitely many zeroes. 
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oscillation of a real function f on a set A: osc(f ;A) = sup{|f (x)− f (y)|: x, y ∈ A}.
We shall assume that every function fk in the sequence oscillates on sets with big
enough measure, namely, that there exists a, b > 0 with b < 1 such that for every mea-
surable A, we have either µ(A) b or osc(fk;A)> a.
Theorem 7. Let (fk) be a sequence of independent random variables on a standard Borel
probability space. Let F be a measurable set of positive probability. Assume that for some
a, b > 0, b < 1, the functions satisfy µ(A) > b implies osc(fk;A) > a. Then there exists
an integer m and a countable set S ⊂ F such that if the sequence (ck) and ε > 0 satisfy
osc(
∑
k ckfk;S) ε, then |ck| < ε/a for every k > m.
If µ(F) > b then |ck| < ε/a for every k.
Proof. We can assume again that F and the functions fk are Borel measurable. We use the
construction in Theorem 1, in particular the sets S and Bp .
Let p such that µ(Bp) > 0. As Bp is in the σ -algebra generated by the sequence (fj ),
there exists an integer m and a Borel set B ⊂Rm such that if H = R−1m (B) then bµ(H)<
µ(Bp ∩ H).
Let ε > 0 and (cj ) satisfy osc(
∑
j cjfj , S)  ε. Following the proof of Theorem 1,
we have osc(
∑n
j=1 cjfj ,Bp)  ε for every n  p, hence there exists dn such that
|∑nj=1 cj fj (x) − dn| ε/2 for x ∈ Bp .
Assume that k > m and |ck| ε/a. Let us take n > k, n p.
Then
µ(Bp ∩ H) µT −10
({
(αj ) ∈RN:
∣∣∣∣∣
n∑
j=1
cjαj − dn
∣∣∣∣∣ ε2 , (αj )jm ∈ B
})

∫
B
µf−1k
({
αk :
∣∣∣∣αk − 1ck
( ∑
jn,j =k
cjαj + dn
)∣∣∣∣ a2
})
dµR−1m
 bµ(H).
Let us observe that in the case of µ(F) > b, it suffices to take H = Ω and m = 0. 
By examining the case of one function f we can easily see that the estimates in
Theorem 7 are the best possible and that we cannot obtain ck = O(1)ε with the weaker hy-
pothesis that the measures of the sets of constancy of each fk are bounded by some b < 1.
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