Abstract. In this paper we consider globally defined solutions of Camassa-Holm (CH) type equations outside the well-known nonzero speed, peakon region. These equations include the standard CH and Degasperis-Procesi (DP) equations, as well as nonintegrable generalizations such as the b-family, elastic rod and BBM equations. Having globally defined solutions for these models, we introduce the notion of zero-speed and breather solutions, i.e., solutions that do not decay to zero as t → +∞ on compact intervals of space. We prove that, under suitable decay assumptions, such solutions do not exist because the identically zero solution is the global attractor of the dynamics, at least in a spatial interval of size |x| t 1/2− as t → +∞. As a consequence, we also show scattering and decay in CH type equations with long range nonlinearities. Our proof relies in the introduction of suitable Virial functionalsà la Martel-Merle in the spirit of the works [74, 75] and [50] adapted to CH, DP and BBM type dynamics, one of them placed in L 1
Here u = u(t, x) ∈ R is a scalar, real-valued function. (1.1) is invariant under space-time shifts, and under the scaling u c (t, x) := cu(ct, x), c = 0.
The equation (1.1) was originally introduced by Camassa and Holm [23] as a bi-Hamiltonian model for waves in shallow water with peaked solutions called peakons. It was also derived independently by Fuchssteiner and Fokas [43] , in studying completely integrable generalizations of the KdV equation with bi-Hamiltonian structures obtained by using an asymptotic expansion directly in the Hamiltonian of the Euler equations in the shallow water regime. A rigorous derivation of the Camassa-Holm equation, taken from the full water waves problem, can be found in [8] and [29] . Since then, it has been studied by many authors in the past few years, not only due its hydrodynamical relevance ((1.1) was the first equation capturing both soliton-type solitary waves as well as breaking waves), but also because of its extremely rich mathematical structure.
The CH (1.1) is an integrable model [23] , with infinitely many conservation laws. Formally, the first two are given by the L 1 integral Consequently, the standard energy space for CH is given by the Sobolev space H 1 (R). We advance that in this paper, we will work in the framework of global Product solutions where both I [u] and E[u] are well-defined.
The Cauchy problem for (1.1) has been extensively developed in the last years. Local wellposedness (LWP) was established in H s , s > 3 2 in [56, 77] . Constantin and Escher [28] improved this result by constructing global weak solutions in H 1 , under the nonnegative sign condition on the Radon measure m(u 0 ) := (1 − ∂ 2 x )u 0 . Constantin and Molinet [30] improved this result by showing continuity in time of the flow u(t) in H 1 under same conditions on u 0 . This framework allowed to El Dika and Molinet [41] to treat the stability problem for the multi-peakon solution using the Martel-Merle-Tsai's approach [65] , improving the previous but fundamental single peakon stability result by Constantin and Strauss [31] . By using scalar conservation laws techniques, Bressan and Constantin [21, 22] constructed both global conservative and global dissipative solutions for data in H 1 . Later, Bressan, Chen and Zhang [20] showed uniqueness of these solutions. See Himonas et al. [47] for the proof of weak ill-posedness for CH in H 1 . Finally, Linares, Ponce and Sideris, [58] showed strong LWP in H 1 for data in H 1 ∩ W 1,∞ , a class containing peakons. The global wellposedness (GWP) of these solutions under some conditions on m(u 0 ) seems to be an interesting open problem. See [58, 68] for more details in the structure of the Cauchy problem for CH, as well as other historical developments.
Unlike other dispersive equations such as KdV or NLS, (1.1) may develop wave breaking, in the form of a finite time unbounded slope of a bounded solution. See [27] for a fundamental first result in this direction. Regarding the blow up criteria for (1.1), sufficient conditions involve checking global quantities (usually, the u 0 H 1 -norm), or other global conditions such as antisymmetry assumptions, or sign conditions on the associate potential m(u 0 ) [27, 28, 26, 66, 34] .
In the past few years some new sufficient conditions for wave breaking have appeared. These are the so called local-in-space blow-up criteria, which involve only properties of the initial data in a small neighborhood of a single point. In that sense, such criteria are more general, see [17, 18, 19] for further details. Recall that these results do not exclude the existence of global conservative and dissipative weak solutions, as explained above by [21, 22] . Since we shall work with boundedenergy global solutions, we will discard wave breaking by assuming e.g. that m(u 0 ) is nonnegative, or any other suitable assumption leading to global solutions.
Note that (1.1) can be written in the more compact, conservative form [41] 
(1.4) This is the form of CH equation that will be used in this paper, but not the only one equation worked here. Indeed, CH (1.4) is also part of a series of nonintegrable equations, such as the b−family equation (1.18) (see [36] ), and the Elastic Rod equation (1.19) , introduced in [33] , for which in both CH is a particular case. Note however that in most cases, the above equations are not integrable. All these general models can be obtained as families of asymptotically equivalent shallow water wave equations when the quadratic nonlinearity is considered, and a proper Kodama transformation is applied (see [35] [36] [37] ).
Another model that it will be relevant for us is the Degasperis-Procesi [35, 36] equation 5) obtained from the b−family equation (1.18) formally taking b ↑ 3. This model was discovered in a search for other integrable equations, similar to the Camassa-Holm equation, and shares many similarities with CH, including peakons, bihamiltonian structure and wave breaking. Although somehow both equations (DP and CH) are similar in several aspects, there are very remarkable differences. For example, if we observe in detail the structure of both equations in their conservative form, we can see that the Degasperis-Procesi equation does not involve the term ∂ x u explicitly, having important consequences in the form of solitary waves, see below for more details. Additionally, some conservation laws follow different expressions to those exposed in (1.2)-(1.8).
We will also consider CH (1.4) perturbed in the sense of the generalized BBM equation [10] (or regularized long wave equation) posed in R × R (compare with (1.4) and (1.5)):
This equation is a canonical shallow water model in current literature. Indeed, when p = 2 above, (1.6) was originally derived by Benjamin, Bona and Mahony [10] and Peregrine [76] , as a model for the uni-directional propagation of long-crested, surface water waves. It also arises mathematically as a regularized version of the KdV equation, obtained by performing the standard "Boussinesq trick". This leads to simpler well-posedness and better dynamical properties compared with the original KdV equation. Moreover, BBM is not integrable, unlike KdV [14, 64] .
It is well-known (see [15] ) that (1.6) for p = 2 is globally well-posed in H s , s ≥ 0, and weakly ill-posed for s < 0. As for the remaining cases p = 3, 4, . . ., gBBM is globally well-posed in H 1 [10] , thanks to the preservation of the mass and energy
Therefore, we identify H 1 as the standard energy space for (1.6). However, an important conservation law in what follows is given by the integral of the solution (1.2), which is well-defined if the solution stays in L 1 x .
1.2. Solitons and peakons. As well as in the Korteweg-de Vries regime, Camassa-Holm (1.4) describes the unidirectional propagation of waves at the surface of shallow water under the influence of gravity. In that sense, it is a model with peakons, explicit solutions aimed to represent sharpcrested waves in the ocean. Following the scaling cu(ct, x), c = 0, one can find basic explicit solutions. A (real-valued) peakon is a distributional solution of (1.4) of the form [23] 
Note that peakons can move either left or right. In a fundamental paper, peakons were proved to be stable for H 1 perturbations by Constantin and Strauss [31] , using a sharp characterization of the energy (1.3), as well as another conserved quantity for (1.4). Explicit multi-peakons were found by Beals, Sattinger and Szmigielski [9] . It was showed in this work that, up to time-dependent shift and scaling parameters, CH multi-peakons are just sums of peakons. Later, El-Dika and Molinet [41] showed that multi-peakons are stable, following ideas of Martel, Merle and Tsai [65] . Very recently, Molinet [68] showed that CH peakons are asymptotically stable, by proving a Liouville property in the spirit of Martel and Merle [61, 62, 63 ]. Molinet's asymptotic stability result was longer expected, but the proof is far from being direct, and it required the introduction of deep modifications to the Martel-Merle's approach.
Note that peakons collide elastically, and multi-peakons for CH are explicitly determined by inverse scattering techniques. Therefore, the solitonic region |x| β|t|, β > 0, for (1.4) is somehow well-understood from the point of the current literature. Similar results, including stable and asymptotically stable peakons, are available for DP (1.5) [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] .
As for the long time asymptotics for CH, Constantin [25] described for the first time the evolution of general CH solutions in the non inviscid case (adding a term u x in (1.1)), by means of inverse scattering techniques. In the inviscid CH case (i.e. (1.1)) Eckhardt and Teschl [32] showed (see also [16] ), also by using inverse scattering techniques, that sufficiently decaying solutions split into an infinite linear combination of peakons. No such results seem to hold, as far as we understand, for nonintegrable modifications. We advance here that in this paper we shall consider part of this problem from another point of view, more related to PDE techniques. Our results will be available for CH and DP, but also for other nonintegrable models as well.
The DP equation (1.5) has similar peakon [35, 36] and multipeakon solutions [60] . However, from the lack of explicit ∂ x u term in (1.5), it is reasonable to see that DP admits other types of solitary waves, where u (and not just ∂ x u) has jumps. Indeed, the Degasperis-Procesi equation (1.5) allows discontinuous solitons, called shock peakons [59] Q dp,k :
The shock peakons can be also observed from the collision of the peakons (moving to the right) and anti-peakons (moving to left), see [57, 59] . Additionally, Q dp,k is not in H 1 .
The model gBBM (1.6) is also important because it has smooth solitary waves (see e.g. [40] ). Indeed, for any c > 1,
is a solitary wave solution of (1.6), moving to the right with speed c > 1. Small solitary waves in the energy space have c ∼ 1 (p < 5). Also, (1.6) has solitary waves with negative speed: for c > 0 and p even,
is solitary wave for (1.6), but it is never small in the energy space (see [49] for more details). The stability problem for these solitary waves it is well-known: it was studied in [12, 80, 78, 13] . Indeed, solitary waves are stable for p = 2, 3, 4, 5, and stable/unstable for p > 5, depending on the speed c. See also [64, 48] for the study of the inelastic collision problem for p = 2.
1.3. Main results. In this paper, we shall concentrate our efforts in the understanding of the complement of the solitonic region for (1.1), (1.5) and (1.6). We will study two types of "compact" solutions, defined as follows: Definition 1.1 (Zero-speed and breather solutions). We shall say that a nontrivial global strong 
for any compact set I ⊂ R. Breather solutions are defined in a similar fashion.
Note that a breather is always a zero-speed solution, but the opposite is not true in general. Important examples of breather solutions are the modified KdV [79, 55] and the Sine-Gordon [55] breathers. For recent works in the subject of stability, see [3, 4, 71, 72, 2, 6, 7] . CH peakons and BBM solitons are not zero-speed solutions.
The purpose of this paper is to give sufficient conditions for which there are no breather nor zero speed solutions for CH (1.4), DP (1.5), and BBM (1.6) in the most interesting case p = 2 (from the point of view of decay and scattering techniques), by showing decay of suitable solutions. Since the nonlinearities are quadratic, and decay in one dimension is very weak, problems (1.4)-(1.5)-(1.6) enter in the framework of a supercritical scattering regime.
For the first result, we need the following definition. Let b ∈ (0, 1), and I b (t) the interval
Note that I b contains any compact interval of R if t is large enough. Our first result shows nonexistence of zero-speed solutions by proving decay to zero in a time-dependent spatial interval. 
In particular, u cannot be a zero-speed solution in the sense of (1.13).
Some important remarks on this result are in order.
Remark 1.1. The hypotheses in Theorem 1.2 are satisfied in the CH case locally in time if the initial data u 0 ∈ H 3/2 has exponential decay, see [46] . Note additionally that the peakon decay is the fast spatial decay allowed by the dynamics [46] . Also, global solutions in C([0, ∞), H 1 (R)) were showed to exist [30] , and a suitable control of the energy (1.8) (exact invariance in time is not really needed). Consequently, it is still valid (under minor modifications in the proofs coming from an adequate choice of the conservation laws) for the b-family equation 18) and the elastic rod equation
. Note that b = 2 in (1.18) represents CH and formally b → 3 is the integrable Degasperis-Procesi equation (1.5). In the case of (1.19), γ = 1 represents CH.
Remark 1.4. Note that the nonexistence of breathers for CH is also ensured if xu ∈ L 1 . Indeed, assume that u is periodic in time and nontrivial. We have
Since
Since u is nontrivial, it cannot be periodic in time. A similar proof works for the DP case. See [74] for similar proofs in the gKdV case. However, Theorem 1.2 not only proves nonexistence of zero speed solutions, but also proves local in space decay to zero of such entities.
Remark 1.5. Theorem 1.2 can be complemented with the following well-known fact: in the small data regime, global solutions of (1.1) satisfy the "exterior decay estimate"
This result can be obtained by following Martel-Merle's techniques, see e.g. [63, 53] , or El DikaMolinet paper [41] . See also [53] for a proof in the BBM case. Consequently, under the framework of Theorem 1.2 (subspace of the energy space), only the solitonic region |t| 1/2− ≪ |x| ≪ |t| remains to be understood. See Fig. 1 for further details. Figure 1 . Graphic description of Theorem 1.2 in CH and DP cases (the only difference comes from the norms involved, H 1 and L 2 respectively). Note that all regions are symmetric wrt the t axis. The set Z represents the space region where the solution converges to zero in H 1 or L 2 norm, depending on the cases CH and DP respectively. The thick line above Z represents I 1/2 (t) (1.15). S stands for the solitonic region, where peakons belong (note that peakons may have any speed c with |c| > 0). Under a small data condition, the exterior region E has no mass at infinity in time, see Remark 1.5. In the large data case, peakons dominate this region. Decay in the region t Remark 1.6. Note that the existence of the "zero speed" shock peakon (1.10) is in concordance with Theorem 1.2 for the DP case; indeed,
Remark 1.7. Theorem 1.2 can be complemented with the asymptotic results by Molinet [68, 69] to show stronger asymptotic stability of CH and DP peakons, not only in the solitonic region, but also inside the zero speed one |x| t 1/2− . The proof of Theorem 1.2 is based in elementary techniques employed in [74] (see also [75] ) for the gKdV equation
, which is based in previous results for wave-like models [50, 51, 52, 5, 73], which dealt with decay of perturbations of solutions in compact intervals of space. In this paper, to prove Theorem 1.2 along increasing in time spatial intervals, we will adapt the ideas of [74] to the CH and DP cases. The novelty here is the nonlocal character of CH and DP, which makes the proofs slightly different in nature; in particular, we will need some of the estimates and properties proved in [54] . There is also in CH and DP some absence of Kato smoothing properties for the second derivatives of the solution. This lack of improved decay is remedied in CH by showing complete control on the decay of the solution from the L 1 integral only (this is not present in KdV nor BBM, for instance). Without this control, decay estimates seem very difficult to obtain. The DP case is one example of an equation without H 1 decay because of this lack of smoothing properties. Theorem 1.2 may appear weaker compared with other results available in the literature, but it is not clear to us whether or not better decay estimates can be proved in the supercritical scattering regime (i.e. quadratic nonlinearities). We have made no use of the integrability of the equation and no use of additional decay hypotheses for the initial data. In this last framework, see e.g. the recent work by Germain, Pusateri and Rousset [44] for a far more precise account of the dynamics in the case of cubic KdV (mKdV), critical wrt scattering techniques, and under additional assumptions on the initial data.
Another purpose of this paper is to improve a recent decay result for solutions of (1.6) in the energy space, obtained in [53] . Theorem 1.3 (Decay in gBBM [53] ). Let a, b > 0 be fixed positive numbers, and let
Let u ∈ C(R, H 1 ) be the corresponding global (small) solution of (1.6) with initial data u(t = 0) = u 0 . Then, there is strong decay to zero in I ext (t):
(1.21) Remark 1.9. Note that this result considers the cases p = 2 and p = 3, which are not easy to attain using standard scattering techniques because of very weak linear decay estimates, and the presence of long range nonlinearities. Recall that the standard linear decay estimates for BMM are
Remark 1.10. The case of decay inside the interval ((1 + b)t, +∞) is probably well-known in the literature, coming from arguments similar to those exposed by El-Dika and Martel in [40] . However, decay for the left portion (−∞, −at), a > 1 8 , seems completely new as far as we understand, and it is in strong contrast with the similar decay problem for the KdV equation on the left, which has not been rigorously proved yet. Theorem 1.3 can be regarded as a first attempt to show a complete description of decay of (suitable) solutions for (1.6) in their corresponding energy space, independently of the nonlinear character of the equation. In this paper, we shall complement Theorem 1.3 in several directions. In order to give explicit statements, we first review the current literature in the subject of decay or scattering in BBM.
Albert [1] showed scattering in the L ∞ norm for solutions of (1.6) provided p > 4, with resulting global decay O(t −1/3 ). Here the power 4 is important to close the nonlinear estimates, based in weighted Sobolev and Lebesgue spaces. Biler et. al [11] showed decay in several space dimensions, using similar techniques. Hayashi and Naumkin [45] considered BBM with a difussion term, proving asymptotics for small solutions.
Concerning asymptotic regimes around solitary waves, the fundamental work of Miller and Weinstein [67] showed asymptotic stability of the BBM solitary wave in exponentially weighted Sobolev spaces. El-Dika [39, 38] proved asymptotic stability properties of the BBM solitary wave in the energy space. El-Dika and Martel [40] showed stability and asymptotic stability of the sum of N solitary waves. See also Mizumachi [70] for similar results. All these results are proved on the right of the main part of the solution itself, and no information is given on the remaining left part. Theorem 1.3 is new in the sense that it also gives information on the left portion of the space.
In this paper, we also prove decay for scattering supercritical BBM but outside the region I ext (t) considered in Theorem 1.3. Let J b (t) be an interval in space defined by 22) for any C > 0, 0 ≤ b < 1 and t > 2. Note that J b (t) is centered around the line x = t, unlike I b (t) (1.15) in the CH and DP cases, which is centered around zero. This is mainly explained because BBM possesses a nontrivial direction for movement expressed by the fact that solitary waves move with speeds c > 1.
Theorem 1.4 (Decay for BBM inside the linearly dominated region).
be a solution of (1.6), no size condition required. Then
A similar result is valid for negative times.
This results says, roughly speaking, that (small) energy solutions to BBM which stay bounded in L 1 need to decay to zero not only in I ext (t), but also inside J b (t). We do not know if this new condition is also necessary. However, the smallness is only required to ensure the validity of Theorem 1. 
Since v is nontrivial, it cannot be periodic in time. See [74] for similar proofs in the gKdV case.
Remark 1.12. The nonexistence of breathers for BBM (1.6) with p = 2 (around x = 0, compare with Remark 1.11) can also taken into account, under some particular condition of initial data. Assume either:
(1) Positive mean condition:
Smallness and restricted negative mean condition: 24) where 
Precisely, for a solution u to (1.6) with p = 2 and xu ∈ L 1 , which is periodic in time and nontrivial, one has
Therefore, under item (1), we immediately have
On the other hand, using the Gagliardo-Nirenberg inequality, similarly as in (1.25) under Item (2), one has
Therefore, u cannot be periodic in time. The proof of Theorem 1.4 is also based on elementary virial identities placed in L 1 and H 1 , with some minor but essential differences with respect to the CH and DP cases. . Under a small data condition, the exterior region E has no mass at infinity in time (Theorem 1.3). Large solitons may exist in the white region x < 0, moving to the left, in the cases p even.
It is worth asking whether or not the strong assumption u ∈ L ∞ t L 1 x can be removed in Theorems 1.2 and 1.4. This is not an easy problem, mainly because we expect important differences in the global dynamics, and much more difficult proofs. However, under mild assumptions in the growth of the
x condition can be removed. This approach has been successfully applied for the first time for the weak decay problem present in the Benjamin-Ono equation [75] . norm is converging, at least along a subsequence, to zero as t → +∞ (in the BBM case, this region must be shifted by t). Note that the better the control on the L 1 norm, the larger the interval of L 2 decay. Depending on the value of a, some parts of the region below the line b = 1 − a is also allowed, but not sharp. Remark 1.14. Theorem 1.5 quantifies, at least along a sequence of times t n → +∞, the decay to zero inside light cones |x| |t| b , b = 1 − a, of the solutions to CH, DP and BBM, b depending on the rate of growth |t| a of the L 1 norm of the solution itself. In this sense, the better the control on |u|(t), the greater the interval of decay of the solution. We conjecture that for larger intervals, these lim inf are strictly positive. Note that, unlike BO [75] , here a ∈ [0, 1) is allowed, and not only a ∈ [0, 1 2 ). Organization of this paper. In Section 2 we provide preliminary properties needed in the paper. Sections 3 and 4 deal with the CH and DP cases (Theorem 1.2). Sections 5 and 6 deal with the proof of Theorem 1.4, the BBM case. Finally, Section 7 deals with the proof of Theorem 1.5.
Preliminaries

Canonical variables.
We provide a standard notion (canonical variable) and its fundamental properties in order to delicately deal with nonlocal terms (involving (1 − ∂ 2 x ) −1 ), and introduce some useful lemmas for estimates of nonlocal terms, which are already introduced and used in the last two author's previous works [54, 53] . We also refer to [40, 38] for more details.
We say that f is the canonical variable for u, if
Note that the canonical variable f is always well-defined in
Lemma 2.1 (Equivalence of local H 1 norms, [54] ). Let f be as in (2.1). Let φ be a smooth, bounded positive weight satisfying |φ ′′ | ≤ λφ for some small but fixed 0 < λ ≪ 1. Then, for any a 1 , a 2 , a 3 , a 4 > 0, there exist c 1 , C 1 > 0, depending on a j and λ > 0, such that 
3)
and
Comparison principle and nonlinear estimates.
The following results are essentially contained in El Dika [38] and [54] . Recall that
We also have 
(2) Preservation of decay. Suppose now that φ = φ(x) satisfies
(2.9) (3) Nonlinear estimates. One has
We refer to Lemmas 2.5, 2.6 and 2.7 in [54] for various versions of (2.10). The proof of (2.9) in the most difficult case, namely (1 − ∂ 2 x ) −1 φ(x) φ(x), goes as follows. We have
But a direct computation involving (2.6) shows
as desired.
Virial estimates for Camassa-Holm in L 1
Now we start the proof of Theorem 1.2. Let us assume, with no loss of generality, that t ≥ 2. Let b ∈ [0, 1), and
In the case b = 0, we adopt the convention λ(t) = 1. We advance that we will choose b = 1 2 for proving Theorem 1.2. We have for b > 0,
Let φ = tanh, such that φ ′ = sech 2 > 0. Consider
Under the hypotheses of Theorem 1.2, this functional is well-defined and bounded. We have
Proof. We have from (1.4),
A key consequence of (3.4) is the following estimate: for some fixed c, C > 0 and t ≥ 2, 5) and therefore 6) and there exists t n → +∞ such that
Proof of (3.5). Young's inequality ensures 8) for any δ 1 > 0. Choosing δ 1 = 1, b = 1 2 and using (3.2), we get
Replacing in (3.4) we get
Using the Fourier transform, we get
Finally, from (2.9) we get
This ends the proof of (3.5).
Remark 3.1 (The DP case). One has, similarly as Lemma 3.1,
for solutions to DP (1.5). An analogous argument as above ensures 9) and hence, there exists t n → +∞ such that
Note finally that no H 1 local decay estimate is obtained in this case. 
Virial estimates in H
Note that (1.16) will be proved if we show lim t→+∞ J (t) = 0 . . In [42, 41] , the authors claimed a differential identity on the weighted energy. However, their computation contains a small error in the procedure of the integration by parts. Nevertheless, the monotonicity property in [42, 41] is still valid because a leading part in their identity comes from the time derivative of the weight function.
Proof of Lemma 4.1. A direct computation of the time derivative gives
Using (1.4) and performing the integration by parts, one has
Similarly, we obtain
Collecting all, one proves (4.2).
We claim now the following estimate:
Proof of (4.3). Observe that Young's inequality ensures 
On the other hand, we have from the Sobolev embedding that
Finally, using (2.10),
Collecting (4.5), (4.6) and (4.7), we obtain (4.3).
4.2.
Energy estimates for Degasperis-Procesi solutions. We introduce variants of canonical variables (compared to (2.1))
The Sobolev embedding ensures
Moreover, a direct calculation gives
Let K(t) be a localized energy functional for solutions to (1.5) given by
A modification of Lemma 2.1 yields that the functional K(t) is well-defined when u ∈ C(R, L 2 (R)). It is known [69] (and references therein) that the quantity
is positive and preserved in time.
The following lemma is the localized energy estimate for DP (1.5) solutions. 
(4.13)
We choose the weight φ(x) := sech(4x) in (4.13) and b = 1 2 . Then, the claim is to show
Proof of (4.14). The integration by parts yields that the first term in the right-hand side of (4.13) is written as
A modification of (4.4) in addition to (4.10) ensures
Moreover, one immediately obtains
For the rest, applying the Sobolev embedding (H 1 (R) ֒→ L ∞ (R)) and (4.9), one controls
The integration by parts and Lemma 2.1 (3) in addition to (4.9) yield
Collecting all, we prove (4.14).
4.3.
End of proof of Theorem 1.2. We distinguish two cases, CH and DP.
Proof of (1.16). From (4.3), we get after integration between [t, t n ],
Sending n to infinity, using (3.7) and (3.6), we have lim n→+∞ J (t n ) and
Finally, using (3.6), and sending t → +∞, we get (1.16).
An analogous argument can be applied for the proof of (1.17).
Proof of (1.17). Similarly, from (4.14), we get
A direct computation gives
which implies K(t n ) → 0 as n → ∞ thanks to (3.10). Thus, we get K(t) → 0 as t → ∞. A similar computation yields
as t → ∞, and thus we get (1.17).
Local virial estimates in the BBM case
The proof of Theorem 1.4 in the BBM case requires other virial type estimates slightly different to those for CH. For this reason we prove them using another different L 1 functional. Computations are more cumbersome, but the idea behind the proof is the same as in CH.
The change of variables u(t, x) → u(t, x − t) allows us to rewrite (1.6) as follows:
This will be the equation for which we will prove the estimate in Theorem 1.4, this time around |x| ≪ |t|.
Consider also the following two functionals:
(compare with (3.3)) and
for certain functions ψ, ϕ and λ (to be chosen later). J is the same functional as in CH (4.1), but I differs by a second derivative term. Note that the functionals I and J are well-defined for
Lemma 5.1. For any t ∈ R and p = 2 in (5.1), we have
Proof. Using (1.6) and integration by parts,
The identity (xf ) ′′ = 2f ′ + xf ′′ and a direct computation ensures that
Moreover, the integration by parts yields
Collecting all, we prove (5.4).
We now focus on J (t) and (5.5). We compute by the integration by parts that
Note that (5.1) can be written as follows:
and we also have the identity
Replacing by (5.1) (p = 2) and integrating by parts in addition to (5.7), we get
On the other hand, we know
Replacing by (5.6) (p = 2) and integrating by parts in addition to (5.8), we get
5.1. Positivity of the variation of J (t). We denote by Q J (t) the quadratic term (leading term) of
, that is to say,
Proof. The proof of Lemma 5.2 can be immediately obtained from Lemma 2.2.
6. Proof of Theorem 1.4
The purpose of this Section is to show Theorem 1.4. The proof is not difficult, and it is based in some new ideas introduced in [74] 
Then, there exists 2 < t 0 < ∞ 2 such that
As an immediate consequence, there exists an increasing sequence of time {t n } (t n → ∞ as n → ∞) such that
Proof. We choose ψ(x) = tanh(x) in (5.2). A direct computation shows
(6.5)
It is not necessary to find
Using (6.4), we similarly show for the other terms that
We take a positive constant t 0 such that
Collecting all above, we have
for some constant C > 0. Since 1/(t log 2 t) is integrable on (t 0 , ∞) (for (λ ′ (t)) 2 ), we prove (6.2). The standard limiting argument in addition to (6.2) implies (6.3).
Remark 6.1. In view of the proof above, the decay regime in space is determined by the integrability of (λ ′ (t)) 2 . Once a better estimate than (3.8) can be obtained, the interval J 1 2 (t) would be wider. 
Then, we have
Proof. It suffices to prove (6.7). Recall (5.5) with ϕ(x) = tanh(x) and p = 2.
(6.9)
The estimate (4.4) helps us to control the first term in the right-hand side of (6.9). We, indeed, have by taking
and inserting u and u x into w in (4.4) that
Moreover, by the Sobolev embedding (H 1 (R) ֒→ L ∞ (R)) and Lemma 2.1, we have
For the rest term, Lemma 5.2 and Lemma 2.1 in addition to Remark 2.1 yield
and thus, we conclude by collecting all that
for some constants C 1 , C 2 > 0 depending only on u 0 H 1 . By performing the integration in terms of t on (2, ∞) in addition to (6.2), we have
Together with (6.6) and (6.10) (by considering 
Remark 6.2. Proposition 6.3 immediately proves Theorem 1.4, thanks to
Proof of Proposition 6.3. We take ϕ(x) = sech 4 (x) in (5.3). Then (6.9) leads to the estimate
Taking the integral on [t, t n ], for t < t n as in (6.8), and (6.7) yield
Note that J (t n ) → 0 as n → ∞, thanks to (6.8). Sending n → ∞ and t → ∞, we complete the proof of Proposition 6.3.
7.
Proof of Theorem 1.5 7.1. Setting. Throughout this section, let u ∈ C(R, H 1 ) be a solution of (1.6) satisfying (1.27). We fix 0 < ι ≤ 1. For t ≥ 2 (similarly for t < −2), let θ(t) be a positive smooth (at least C 1 ) function of t satisfying
where λ(t) is given in (3.1). Together with (7.1) and (7.2) in addition to (3.2), one knows
(θ(t)) 2 < +∞ and
Note that the choice of θ(t) = t a (log t) 1+ι , t ≥ 2, guarantees (7.1) -(7.4), whenever b = 1 − a, for 0 ≤ a < 1.
7.2. Refined L 1 virial estimates. Let I θ(t) (t) and J θ(t) (t) be functionals defined by
where the functionals I(t) and J (t) are given in (5.2) and (5.3), respectively. Note that sup t∈R I θ(t) (t) ≤ C, thanks to (7.1). Moreover, we already know J (t) < ∞ uniformly in time, when u ∈ C(R, H 1 (R)).
Lemma 7.1. For any t ∈ R and p = 2 in (1.6), we have
ψ ′ x λ(t) u + 2λ ′ (t) θ(t)(λ(t)) 3 ψ ′′ x λ(t) u + λ ′ (t) θ(t)(λ(t)) 3 x λ(t) ψ Proof. The proof of (7.6) immediately follows from
and (5.4). Similarly, we have (7.7) from
and (5.5).
7.3. Proof of Theorem 1.5. The proofs of Theorem 1.5 for CH, DP and BBM cases are almost identical. We only give the detailed proof for BBM case here, and proofs for the others will be commented at the end of this section. . We fix p = 2. Let u be a solution to (1.6) such that u ∈ C(R, H 1 (R)).
Moreover, u satisfies |u| t a .
Let b = 1 − a for 0 ≤ a < 1. Then, we have Proof. We choose ψ = tanh in (7.6). Using (7.4) and 1/(λ(t)) 2 1 in (7.6), one knows the first four terms in the right-hand side of (7.6) are bounded by a integrable (in time) function (denoted by Ω(t)). Moreover, we have 1 θ(t)(λ(t)) 3 ψ
x λ(t) u ≤ 1 2θ(t)λ(t) sech 2 x λ(t) u 2 + 1 2θ(t)(λ(t)) 4 sech 2 x dx.
Note that the condition b = 1 − a for 0 ≤ a < 1 in λ(t) ensures the integrability of 1/(θ(t)(λ(t)) 4 ), precisely, < ∞ ⇐⇒ a < 1.
Thus, we have d dt I θ(t) (t) ≥ 1 2θ(t)λ(t) ψ ′ x λ(t) u 2 − Ω(t), which implies (passing to the standard argument) (7.8).
Proposition 7.3 (Time-integrability of localḢ 1 ). We fix p = 2. Let u be a solution to (1.6) such that u ∈ C(R, H 1 (R)).
Let b = 1 − a for 0 ≤ a < 1. Then, we have Proof. We choose ϕ = tanh in (7.7). Using (7.5) and u ∈ C(R, H 1 ), one controls the first two terms in the right-hand side of (7.6) by a integrable (in time) function (denoted by Ω(t)). Lemma 5.2 helps us to deal with the third term, i.e., 1 θ(t)λ(t) ϕ
Note that the last term can be controlled by 1 2θ(t)λ(t) sech
where the latter term is integrable in time. For the rest terms in (7.7), we use the Sobolev embedding and Lemma 2.1 to control them by 1 θ(t)λ(t) sech 2 x λ(t) u 2 .
Thus, we have
for some C * > 0, which, in addition to (7.8), implies (7.9).
We end this section with the statement of our conclusion in this section. In addition to (7. 
