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FROM LOW-RANK APPROXIMATION TO AN EFFICIENT
RATIONAL KRYLOV SUBSPACE METHOD FOR THE LYAPUNOV
EQUATION
D. A. KOLESNIKOV ‡ AND I. V. OSELEDETS‡¶
Abstract. We propose a new method for the approximate solution of the Lyapunov equation
with rank-1 right-hand side, which is based on extended rational Krylov subspace approximation
with adaptively computed shifts. The shift selection is obtained from the connection between the
Lyapunov equation, solution of systems of linear ODEs and alternating least squares method for
low-rank approximation. The numerical experiments confirm the effectiveness of our approach.
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1. Introduction. Let A be an n× n stable matrix and y0 is a vector of length
N . We consider the continuous-time Lyapunov equation with rank-1 right-hand side:
AX +XA⊤ = −y0y⊤0 , (1.1)
For large n it is impossible to store X , thus a low-rank approximation of the solution
is sought:
X ≈ UZU⊤, U ∈ Rn×r, Z ∈ Rr×r. (1.2)
Lyapunov equation has fundamental role in many application areas such as signal
processing [15, 31] and system and control theory [5, 22, 27]. There are many ap-
proaches for the solution of the Lyapunov equation. Alternating directions implicit
(ADI) methods[21, 24, 23, 18] are powerful techniques that arise from the solution
methods for elliptic and parabolic partial differential equations [39, 6, 4, 16].
Krylov subspace methods have been successful in solving linear systems and eigen-
values problems. They utilizes Arnoldi-type [19, 36, 17] or Lanczos-type [29, 1] al-
gorithms to construct low-rank approximation using Krylov subspaces. Krylov sub-
space methods have advantage in simplicity but the convergence can be slow for
ill-conditioned A [34, 25].
Rational Krylov subspace methods (extended Krylov subspace method [7, 32],
adaptive rational Krylov [34, 8, 9, 10], Smith method [14, 26]) are often the method of
choice. Manifold-based approaches have been proposed in [38, 37] where the solution
is been sought directly in the low-rank format (1.2). The main computational cost in
such algorithms is the solution of linear systems with matrices of the form A + λiI.
A comprehensive review on the solution of linear matrix equations in general and
Lyapunov equation in particular can be found in [33].
In this work we start from the Lyapunov equation and a simple method that dou-
bles the size of U at each step using the solution of an auxiliary Sylvester equation.
The main disadvantage of this approach is that too many linear system solvers are
required for each step. Using the rank-1 approximation to the correction equation,
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2we obtain a simple formula for the new vector. In our experiments we also found that
it is a good idea to add a Krylov vector to the subspace. This increases the accuracy
significantly at almost no additional cost. We compare the effectiveness of the new
method with the extended rational Krylov method [7, 32] and the adaptive rational
Krylov approach [8, 9] on several model examples with symmetric and non-symmetric
matrices A coming from discretizations of two-dimensional and three-dimensional el-
liptic PDEs on different grids.
2. Minimization problem. How do we define what is the best low-rank ap-
proximation to the Lyapunov equation? A natural way is to formulate the initial
problem as a minimization problem
R(X)→ min,
and then reduce this problem to the minimization over the manifold of low-rank
matrices. A popular choice is the residual:
R(X) = ‖AX +XA⊤ + y0y⊤0 ‖2F , (2.1)
which is easy to compute for a low-rank matrix X . Disadvantage of the functional
(2.1) is well known: it may lead to the large condition numbers [20, p. 19]. For the
symmetric positive definite case another functional is often used:
R(X) = tr(XAX) + tr(Xy0y
⊤
0 ).
For a non-symmetric case we can use a different functional, which is based on the
connection of the low-rank solution to the Lyapunov equation and low-dimensional
subspace approximation to the solution of a system of linear ODEs. Consider an ODE
with the matrix A:
dy
dt
= Ay, y(0) = y0.
It is natural to look for the solution in the low-dimensional subspace form
y(t) ≈ y˜(t) = Uc(t),
where U is an n× r orthogonal matrix and c(t) is an r× 1 vector. Then the columns
of the orthogonal matrix U that minimizes
min
U∈O(n),c(t)
∞∫
0
‖y(t)− y˜(t)‖2dt =
= min
U∈O(n)
∞∫
0
‖y(t)− UU⊤y(t)‖2dt+ min
U∈O(n),c(t)
∞∫
0
‖UU⊤y(t)− y˜(t)‖2dt =
= min
U∈O(n)
∞∫
0
‖y(t)− UU⊤y(t)‖2dt = min
U∈O(n)
(
trX − trU⊤XU
)
are the eigenvectors, corresponding to the largest eigenvalues of the matrix X [35]
that solves the Lyapunov equation (1.1). However, the computation of the optimal
3ĉ(t) = U⊤y(t) requires the knowledge of the true solution y(t) which is not known.
Instead, we can consider the Galerkin projection:
y˜ = Uc(t),
dc
dt
= U⊤AUc, c0 = U
⊤y0,
(2.2)
The final approximation is then
y˜ = UeBtU⊤y0, (2.3)
where B = U⊤AU . The functional to be minimized is
F (U) =
∞∫
0
‖y − y˜‖2dt. (2.4)
Note that the functional depends only on U . Given U , the approximation to the
solution of the Lyapunov equation can be recovered from the solution of the “small”
Lyapunov equation
X ≈ UZU⊤, BZ + ZB⊤ = −c0c⊤0 . (2.5)
The functional (2.4) can not be efficiently computed. However, a simple expansion of
the norm gives
F (U) =
∞∫
0
‖y‖2dt− 2
∞∫
0
〈y, y˜〉dt+
∞∫
0
‖y˜‖2dt. (2.6)
Let us represent the functional in the next form
F (U) = F1(U)− 2F2(U),
where
F1(U) =
∞∫
0
(‖y‖2 − ‖y˜‖2)dt, F2(U) =
∞∫
0
(〈y, y˜〉 − ‖y˜‖2)dt.
Lemma 2.1. Assume that matrices A and B are stable. Then the functionals
F1(U), F2(U) can be calculated as follows:
F1(U) = trX − trZ,
F2(U) = trU
⊤(P − UZ), (2.7)
where P is the solution of the Sylvester equation and Z is solution of the Lyapunov
equation:
AP + PB⊤ = −y0c⊤0 ,
BZ + ZB⊤ = −c0c⊤0 .
(2.8)
4Proof:
It is easy to see, that
−
∞∫
0
〈y, y˜〉dt = − tr
∞∫
0
eAty0c
⊤
0 e
B⊤tU⊤dt = − tr
(
eAtPeB
⊤tU⊤
)∣∣∣∞
0
= trU⊤P,
∞∫
0
‖y˜‖2dt = tr
∞∫
0
UeBtc0c
⊤
0 e
B⊤tU⊤dt = − tr
(
eBtZeB
⊤t
)∣∣∣∞
0
= trZ.
In the same way
∞∫
0
‖y‖2dt = trX and we can write
F1(U) =
∞∫
0
(
‖y‖2 − ‖y˜‖2
)
dt = trX − trZ,
F2(U) =
∞∫
0
(
〈y, y˜〉 − ‖y˜‖2
)
dt = tr(U⊤P − Z) = trU⊤(P − UZ).
Note that using integral representation of the solution of Lyapunov equation is well-
known fact [28]:
X = −
∞∫
0
eAty0y
⊤
0 e
A⊤tdt.
The Sylvester equation can be solved using a standard method [35, Theorem 3.1] since
the matrix B is r × r, r ≪ n. We compute the Schur decomposition of B⊤ and the
equation is reduced to r linear systems with the matrices A+ λiI, i = 1, . . . , r.
Lemma 2.2. Assume that matrices A and B are stable. The gradient of F (U)
can be computed as:
gradF (U) = −2P + 2y0(c⊤0 ZI − y⊤0 PU )) + 2AU(ZZI − P⊤PU )+
+ 2A⊤U(ZIZ − P⊤U P ),
(2.9)
where P,Z are defined by (2.8) and
A⊤PU + PUB = −U,
B⊤ZI + ZIB = −Ir.
(2.10)
Proof:
Variation of Z can be expressed as a solution of the Lyapunov equation with another
right hand side:
BδZ + δZB⊤ = −δc0c⊤0 − c0δc⊤0 − δBZ − ZδB⊤
5Using the well-known integral form of the solution of the Lyapunov equation we get
that:
− tr δZ = − tr
∫ ∞
0
eBt(δc0c
⊤
0 + c0δc
⊤
0 + δBZ + ZδB
⊤)eB
⊤tdt =
= − tr(
∫ ∞
0
eB
⊤tIeBtdt)(δc0c
⊤
0 + c0δc
⊤
0 + δBZ + ZδB
⊤) =
= − trZI(δc0c⊤0 + c0δc⊤0 + δBZ + ZδB⊤) =
= −2 tr δU⊤(y0c⊤0 ZI +AUZZI +A⊤UZIZ).
Similarly for P :
AδP + δPB⊤ = −y0δc⊤0 − PδB⊤,
therefore,
δ tr(U⊤P ) = tr(δU⊤P + U⊤δP ) =
= tr(δU⊤P + U⊤
∫ ∞
0
eAt(y0δc
⊤
0 + PδB
⊤)eB
⊤tdt) =
= tr δU⊤P + tr(
∫ ∞
0
eB
⊤tU⊤eAtdt)(y0δc
⊤
0 + PδB
⊤) =
= tr δU⊤P + trP⊤U (y0δc
⊤
0 + PδB
⊤) =
= tr δU⊤(P + y0y
⊤
0 PU +A
⊤UP⊤U X +AUP
⊤PU ).
Finally,
δF (U) = tr δU⊤(gradF ) = tr δ(−2U⊤P + Z),
gradF (U) = −2P + 2y0(c⊤0 ZI − y⊤0 PU )) + 2AU(ZZI − P⊤PU )+
+ 2A⊤U(ZIZ − P⊤U P ).
Now denote by R1(U) and R2(U) residuals of the Lyapunov and Sylvester equations:
R1(U) = ‖A(UZU⊤) + (UZU⊤)A⊤ + y0y⊤0 ‖,
R2(U) = ‖A(UZ) + (UZ)B⊤ + y0c⊤0 ‖.
(2.11)
Lemma 2.3. Assume that matrices A and B are stable and y0 lies in the column
space of U . Then the next equality holds:
R1(U) =
√
2R2(U) =
√
2‖(AU − UB)Z‖. (2.12)
Proof:
Since Z is the unique solution of the Lyapunov equation, we get that
R1(U)
2 = ‖AUZU⊤ + UZU⊤A⊤ + y0y⊤0 ‖2 =
= ‖y0y⊤0 − UU⊤y0y⊤0 UU⊤ + (AU − UB)ZU⊤ + UZ(AU − UB)⊤‖2 =
= ‖(AU − UB)ZU⊤‖2 + ‖UZ(AU − UB)⊤‖2 = 2‖(AU − UB)Z‖2.
We can use the same trick for the residual of the Sylvester equation:
R2(U)
2 = ‖A(UZ) + (UZ)B⊤ + y0c⊤0 ‖2 =
= ‖(I − UU⊤)y0c⊤0 + (AU − UB)Z‖2 = ‖(AU − UB)Z‖2.
6Lemma 2.3 is well known for the special case when U is the basis of a (rational)
Krylov subspace [17, Theorem 2.1]. Lemma 2.3 is valid if y0 ∈ spanU and we will
always make sure that y0 = UU
⊤y0. The next Lemma shows that if the residual of
the Lyapunov equation goes to zero, so does the values of the functional F (U).
Lemma 2.4. Assume that matrices A and B are stable and y0 lies in the column
space of U . Then
F (U) ≤ CR1(U)
with a constant
C = ‖
(
I ⊗A+A⊗ I
)−1
‖F +
√
2r‖
(
I ⊗A+B ⊗ I
)−1
‖F .
Proof:
The matrix X − UZU⊤ satisfies the Lyapunov equation
A(X − UZU⊤) + (X − UZU⊤)A⊤ = −(AU − UB)ZU⊤ − UZ(AU − UB)⊤,
therefore
(I ⊗A+A⊗ I) vec
(
X − UZU⊤
)
= − vec
(
(AU − UB)ZU⊤ + UZ(AU − UB)⊤
)
,
and
‖X − UZU⊤‖F ≤ ‖
(
I ⊗A+A⊗ I
)−1
‖F R1(U)
Thus,
| trX − trZ| ≤ C1R1(U).
In the same way,
‖P − UZ‖F ≤ ‖
(
I ⊗A+B ⊗ I
)−1
‖F R2(U) = C2R2(U),
therefore
|F2(U)| = | trU⊤(P − UZ)| ≤ ‖U‖F ‖P − UZ‖F ≤
√
rC2R2(U).
Finally,
F (U) ≤ |F1(U)|+ 2|F2(U)| ≤ (C1 +
√
2rC2)R1(U)= CR1(U).

Lemma 2.4 shows that R1(U), the residual of the Lyapunov equation, is a viable
error bound for our functional F (U).
Lemma 2.5. Assume that matrices A and B are stable, y0 lies in the column
space of U , matrices P and Z are solutions of the Sylvester and the small Lyapunov
equations 2.8 correspondingly. Then
‖X − PU⊤ − UP⊤ + UZU⊤‖F ≤ F (U).
7Proof:
Let us consider the matrix
M =
∞∫
0
(
y(t)− y˜(t)
)(
y⊤(t)− y˜⊤(t)
)
dt.
We use exponential representations of the Lyapunov and the Sylvester equations so-
lutions (2.8):
M =
∞∫
0
y(t)y⊤(t)dt −
∞∫
0
y˜(t)y⊤(t)dt −
∞∫
0
y(t)y˜⊤(t)dt +
∞∫
0
y˜(t)y˜⊤(t)dt =
= X − PU⊤ − UP⊤ + UZU⊤.
Matrix M is symmetric and non-negative definite and therefore:
‖X − PU⊤ − UP⊤ + UZU⊤‖F = ‖M‖F ≤ trM = F (U) (2.13)

We can also compare F (U) functional based on Galerkin projection with func-
tional based on optimal projection ŷ = UU⊤y(t):
∞∫
0
‖y(t)− ŷ(t)‖2dt = tr(I − UU⊤)X(I − UU⊤) =
= tr(I − UU⊤)M(I − UU⊤) ≤ trM = F (U).
(2.14)
Lemma 2.5 shows that if F (U) is small, the solution X can be well-approximated by
a rank-2r matrix.
3. Methods for basis enrichment. Notice that the column vectors of the
gradient are a linear combination of the column vectors of P,AU,A⊤U and y0. We
need a method to enlarge the basis U so the first idea is to use matrix P to extend
the basis. Note, that the matrix UZ can be also considered as an approximation to
the solution of Sylvester equation. So to enrich the basis we will use P1 = P − UZ
instead, and the matrix P1 satisfies the equation:
A(P − UZ) + (P − UZ)B⊤ = −y0c⊤0 −AUZ − UZB⊤ =
= −(I − UU⊤)y0c⊤0 − (AU − UB)Z,
AP1 + P1B
⊤ = −(AU − UB)Z,
(3.1)
where we have used that y0 = UU
⊤y0.
The method is summarized in Algorithm 1. The main disadvantage of Algorithm 1 is
that the computational cost grows dramatically at each step. If U has r columns, the
next step will require r solutions of n × n linear systems with matrices of the form
8A+ λiI.
Algorithm 1: The doubling method
Data: Input matrix A ∈ Rn×n, vector y0 ∈ Rn×1, maximal rank rmax,
accuracy parameter ε.
Result: Orthonormal matrix U ∈ Rn×r.
begin
1 set U = y0‖y0‖ ⊲ Initialization
2 for rankU ≤ rmax do
3 Compute c0 = U
⊤y0, B = U
⊤AU
4 Compute Z as Lyapunov equation solution: BZ + ZB⊤ = −c0c⊤0
5 Compute error estimate δ = ‖(AU − UB)Z‖
6 if δ ≤ ε then
7 Stop
8 Compute P1 as Sylvester equation solution:
AP1 + P1B
⊤ = −(AU − UB)Z
9 Update U = orth[U, P1]
Remark 3.1. Algorithm 1 is similar to the IRKA method [2, 12, 13, 11]. The
IRKA method starts from initial orthogonal matrices V0,W0 with the given rank r and
replaces the matrices Vi−1 and Vi−1 by the new ones Vi and Wi that are the union
of the rational Krylov subspaces (A+ siI)
−1b and (A⊤ + siI)
−1c, correspondingly, in
every step. The shifts si are obtained as eigenvalues of the matrix V
⊤
i−1AWi−1. The
main difference of Algorithm 1 algorithm from IRKA is that IRKA is usually used
with the fixed rank.
To reduce the number of solvers required by the algorithm, we propose two im-
provements. The first is to add the last Krylov vector to the subspace. In this case,
as we will show, the residual will always have rank-1. The second improvement is
to add only one vector each time. In order to do so, we will use a simple rank-1
approximation to P1.
3.1. Adding a Krylov vector and a rational Krylov vector to the sub-
space. In the following section we will show, that under a special basis enrichment
strategy, the rank-1 approximation to P1 can be replaced by adding one vector of
the form (A + sI)−1w to the subspace. In this case, as it was already described in
[32, 34], adding a Krylov vector preserves the rank-1 structure of the residual of equa-
tion (3.1). Next Lemma is a generalization of the well-known fact of rank-1 residual
in the Arnoldi iteration [30].
Lemma 3.1. Let A be an n×n stable matrix and y0 is a vector of size n. Assume
that an n × r orthogonal matrix U and vectors w, v of size n satisfy the following
equations:
(I − UU⊤)AU = wq⊤, v = (A+ sI)−1w.
Let us denote by U1 and U2 the basis of the spans of the columns of the matrices [U, v]
and [U, v, w] accordingly. Then the following equality holds(
I − U2U⊤2
)
AU2 =
(
I − U2U⊤2
)
Awq̂⊤.
Proof:
Due to the fact that (I − UU⊤)AU = wq⊤ we get that (I − U2U⊤2 )AU = 0.
9On the other hand we have
(I − U2U⊤2 )Av = (I − U2U⊤2 )((A + sI)v − sv) = (I − U2U⊤2 )(w − sv) = 0.
Therefore (I − U2U⊤2 )AU2 = (I − U2U⊤2 )Awq⊤. Note that if U1 and U2 are obtained
by using the Gram-Schmidt process then
(I − U2U⊤2 )AU1 = 0 and the matrix (I − U2U⊤2 )AU2 has only one non-zero column
and this column is the last one. 
The statements about residual rank-structure are well known [17, 32]. Lemma 3.1
shows that if the approximation algorithm starts from U0 =
y0
‖y0‖
and adds a vec-
tor from the Krylov subspace and a corresponding vector from the rational Krylov
subspace at each step then the residual matrix (AU − UB)Z = (I − UU⊤)AUZ is
rank-1 at any step. That is the main benefit from using the Krylov subspaces in our
approach. Moreover, the residual has the form ŵq̂⊤, where ŵ = (I −U1U⊤1 )Aw is the
next Krylov vector. This fact is important and will be used later.
3.2. Rank-1 approximation to the correction equation. Suppose we have
the matrix U constructed by sequential addition of rational Krylov and Krylov vectors
to the subspace and the equation for P1 has the form (3.1) Note, that due to the
equality
(AU − UB) = (I − UU⊤)AU,
the matrix (AU − UB) = wq⊤ has only one non-zero column. If the new vectors are
added as the rightmost vectors,
(AU − UB)Z = wz⊤,
where z⊤ is the last row of the matrix Z. Therefore, the equation for P1 takes the
form
AP1 + P1B
⊤ = −(AU − UB)Z = wz⊤. (3.2)
The last step from the doubling method to the final algorithm is find to a rank-1
approximation to the solution of (3.2). If U is known, we apply one step of alternating
iterations, looking for the solution in the form P1 ≈ vq⊤, where q = z‖z‖ is the
normalized last row of the matrix Z. This choice of q is natural due to the right
hand side of (3.2): −(AU − UB)Z = ‖z‖wq⊤. The Galerkin condition for v leads to
equation
(
A+ (q⊤B⊤q) I
)
v = w.
This is the main formula for the next shift. Due to the simple rank-1 structure of the
residual its norm can be efficiently computed as
R1(U) =
√
2‖w‖ ‖z‖.
The final algorithm which we call alternating low rank (ALR) method is presented in
Algorithm 2. The main computational cost is the solution of the shifted linear system.
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Algorithm 2: The Adaptive low-rank method
Data: Input matrix A ∈ Rn×n, vector y0 ∈ Rn×1, maximal rank rmax,
accuracy parameter ε.
Result: Orthonormal matrix U ∈ Rn×r.
begin
1 set U = y0‖y0‖ , w0 =
y0
‖y0‖
⊲ Initialization
2 for rankU ≤ rmax do
3 Compute wk = (In − UU⊤)Awk−1
4 Compute c0 = U
⊤y0, B = U
⊤AU
5 Compute Z as Lyapunov equation solution: BZ + ZB⊤ = −c0c⊤0
6 Compute z as the last row of the matrix Z.
7 Compute error estimate δ = ‖wk‖ ‖z‖
8 if δ ≤ ε then
9 Stop
10 Compute shift s = q⊤Bq, q = z‖z‖
11 Compute vk = (A+ sI)
−1wk
12 Update U := orth[U, vk, wk].
Remark. Restriction to rank-1 right hand sides is helpful because there are
several ways to generalize ALR algorithm for an arbitrary rank case. We can either
go for rank-1 approximation to the solution of the Sylvester equation (and get one
new Rational Krylov vector each time), or use a block version of the ALR algorithm.
We plan to compare this approaches in our future work.
4. Numerical experiments. We have implemented the ALR method in Python
using SciPy and NumPy packages available in the Anaconda Python distribution. The
implementation is available online at https://github.com/dkolesnikov/rkm_lyap.
The matrices, Python code and IPython notebooks which reproduce all the figures in
this work are available at https://github.com/dkolesnikov/alr-paper, where the
.mat files with test matrices and vectors can be found as well. We have compared the
ALR method with two methods with publicly available Matlab implementations. We
have ported all the methods to Python for a fair comparison, and their implementa-
tions are also online.
The first method uses the Extended Krylov Subspaces approach which was pro-
posed in [7]. Its main idea is to use as the basis the extended Krylov subspace of the
form
span
(
A−ky0, . . . , y0, . . . , A
ly0
)
.
Note, that the residual in this approach is also rank-1 and can be cheaply computed.
This approach was implemented as the Krylov plus Inverted Krylov algorithm (here-
after KPIK) in [32] and convergence estimate also was obtained.
The second approach is the Rational Krylov Subspace Method (RKSM) which was
proposed in [8]. Its main idea is to compute vectors step by step from the rational
Krylov subspaces
span
(
(A + siI)
−1y0, i = 1, . . .
)
.
The shifts si are selected by a special procedure. There are different algorithms to
compute the shifts (and the method proposed in this paper falls into this class, also
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there is a recent algorithm [10] based on tangential interpolation). We use the RKSM
method described in [9] which has the publicly avaliable implementation. The MAT-
LAB code of both methods can be downloaded from http://www.dm.unibo.it/~simoncin/software.html.
Note that it is not fully fair to compare the efficiency of the ALR and KPIK with
RKSM. The first two methods use vectors from Krylov subspace and have 2r+1 size
of approximation subspaces at r iteration step, in but “pure” RKSM method has a
basis of size (r + 1) after r iterations. We tried to “extend” the RKSM method by
adding Krylov vectors. This extended approach we will call ERKSM.
4.1. Efficient implementation. Note that the KPIK method has important
feature. It uses only linear solver with the matrix A at every step of algorithm, so
the factorization of the matrix A can significantly reduce the complexity. Another
methods (ALR, RKSM, ERKSM) solve linear systems with different matrices so this
method is not applicable. Instead, we propose to use the algebraic multigrid to
speed-up the solution of linear systems and to use the same multigrid hierarchy for
different shifted systems. Algebraic multigrid (AMG) is a method for the solution of
linear systems based on the multigrid principles, but requires no explicit knowledge
of the problem geometry. AMG determines coarse grids, intergrid transfer operators,
and coarse-grid equations based solely on the matrix entries. Denote vector spacesRn
andRnc that correspond to the fine and the coarse grids. Interpolation (prolongation)
maps the coarse grid to the fine grid and is represented by the n × nc matrix Pc :
Rn → Rnc. There are also few options for defining the coarse system Ac and the most
common approach is to use the Galerkin projection Ac = P
⊤
c APc. Our main idea is to
use the algebraic multigrid method with the Galerkin projection to construct the fast
solver for “shifted” linear systems with matrices (A + sIn). Note that if the transfer
operators are chosen to be the same for all shifts s, then the coarse system matrix can
be easy “shifted” Ac+ Inc = P
⊤
c (A+ sInc)Pc. We use the Python implementation of
AMG [3] to find the coarse grid hierarchy for the matrix A once and then reuse this
hierarchy for shifted linear systems. This trick is possible because the matrix A is
stable and the shifts always have negative real parts. We found that these approach
works well both in symmetric and non-symmetric cases in our numerical experiments.
We have chosen 9 methods for the comparison. First 4 methods are ALR, KPIK,
RKSM and ERKSM with shifted linear systems solved using direct solvers for sparse
matrices. The next 4 methods use the modified AMG solver. And the last method is
KPIK with factorized inverse, and we denote it KPIK(LU).
4.2. Model problem 1: Laplace2D matrix. We start our tests on symmetric
problems. The first problem is the discretization of the two-dimensional Laplace
operator
Lu = uxx + uyy
with Dirichlet boundary conditions on the unit square using 5-point stencil operator.
The vector y0 is obtained by the discretization on the grid of the function
f(x, y) = e−(x−0.5)
2−1.5(y−0.7)2.
The results are shown in Table 4.1, final time shows the computational time in which
the method reaches 10−8 accuracy.
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Table 4.1: Model problem 1 timings
grid method precomp. 1 solver time final time it-s/rank
ALR – 0.0190 0.2303 10/21
ALR(AMG) 0.0695 0.0498 0.5703 10/21
KPIK(LU) 0.0341 0.0018 0.1755 15/31
KPIK(AMG) 0.0695 0.0319 0.6104 15/31
64×64 KPIK – 0.0196 0.3654 15/31
RKSM 0.1345 0.0194 1.8460 21/22
RKSM(AMG) 0.2040 0.0434 2.4254 21/22
ERKSM 0.1345 0.0210 2.7598 18/37
ERKSM(AMG) 0.2040 0.0533 3.4273 18/37
ALR – 0.0981 1.3168 12/25
ALR(AMG) 0.1941 0.1431 2.5503 12/25
KPIK(LU) 0.1746 0.0066 1.0401 20/41
KPIK(AMG) 0.1941 0.1018 2.9015 20/41
128×128 KPIK – 0.1051 2.7162 20/41
RKSM 1.0598 0.1024 5.1593 22/23
RKSM(AMG) 1.2539 0.1751 7.4457 23/24
ERKSM 1.0598 0.1063 9.2354 25/51
ERKSM(AMG) 1.2539 0.1819 10.5334 23/47
ALR – 0.6541 10.7695 15/31
ALR(AMG) 0.6764 0.6083 13.1072 15/31
KPIK(LU) 1.1841 0.0399 9.5395 26/53
KPIK(AMG) 0.6764 0.4087 17.2390 26/53
256×256 KPIK – 0.6728 21.4517 26/53
RKSM 29.7068 0.7498 55.8941 27/28
RKSM(AMG) 30.3832 0.9082 59.5665 26/27
ERKSM 29.7068 0.7158 58.3618 24/49
ERKSM(AMG) 30.3832 1.0387 68.0542 24/49
Note that for the 256× 256 grid the RKSM-based methods have significant pre-
computation time, in which the eigenvalue bounds are estimated. The KPIK(LU)
method is significantly faster than other methods on all grids. Note that the AMG
solver is slower than the direct solver as well. Another noticeable feature of the AMG
solver is the significant variation of average linear system solution time on the 256×256
grid for different shift selection strategies. The main reason of such variation is that
the “shifted” multigrid hierarchy may take more time in case of relatively big shifts.
An example of the shift distribution is presented on Figure 4.1.
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Fig. 4.1: Shift distributions for different methods
4.3. Model problem 2: Laplace3D matrix. The second problem is taken
from [32, Example 5.3] and it is the discretization of the three-dimensional Laplace
operator
Lu = uxx + uyy + uzz
with Dirichlet boundary conditions on the unit square using 7-point stencil operator.
The vector y0 was taken to be the vector of all ones. The results are shown in Table
4.2,
4.4. Model problem 3. The third problem is taken from [32, Example 5.1] and
describes a model of heat flow with convection in the given domain. The associated
differential operator is
Lu = uxx + uyy − 10xux − 1000yuy
on the unit square with Dirichlet boundary conditions. Matrices A are obtained from
the central finite difference discretization of the differential operator using 5-point
stencil operator and are non-symmetric with complex eigenvalues. Once again, the
vector y0 was taken to be the vector of all ones. The results are shown in Table 4.3.
For this problem KPIK method with LU factorization is the best one on all grids.
4.5. Model problem 4. The fourth problem is taken from [32, Example 5.2]
and it is a three-dimensional variant of the previous problem. The differential operator
is given by
Lu = uxx + uyy + uzz − 10xux − 1000yuy − uz
with Dirichlet boundary conditions on the unit cube using 7-point stencil operator.
Once again, the vector y0 was taken to be the vector of all ones. The results are
shown in Table 4.4. The LU-factorization takes too long on the finest grid for 3D
problems so KPIK method which uses AMG solver is faster than KPIK(LU) is faster.
The ALR(AMG) method is the fastest for the 30× 30× 30 grid.
5. Conclusions and future work. The existing methods for the low-rank ap-
proximation to the solution of the Lyapunov equations perform quite well on different
problems, provided the right implementation of the linear system solver with shifted
matrices is available. The ALR method in this paper produces different shifts in
comparison with the RKSM solver: the shifts computed by the ALR method are less
spread and this gives a possibility to reuse the multigrid hierarchy in a more efficient
way, and we think it is the most promising feature of our method (and the number
of iterations is similar to the RKSM/ERKSM methods). In our future work we plan
to investigate the properties of the proposed approach. First of all, we would like to
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Table 4.2: Model problem 2 timings
grid method precomp. 1 solver time final time it-s/rank
ALR – 0.0147 0.0822 5/11
ALR(AMG) 0.0712 0.0113 0.1286 5/11
KPIK(LU) 0.0163 0.0006 0.0303 6/13
KPIK(AMG) 0.0712 0.0136 0.1521 6/13
10×10×10 KPIK – 0.0116 0.0684 6/13
RKSM 0.0054 0.0102 0.3186 9/10
RKSM(AMG) 0.0766 0.0099 0.3205 9/10
ERKSM 0.0054 0.0142 0.3081 6/13
ERKSM(AMG) 0.0766 0.0146 0.3729 6/13
ALR – 0.6237 3.8685 7/15
ALR(AMG) 0.1385 0.0993 0.7724 7/15
KPIK(LU) 0.8283 0.0085 0.9671 8/17
KPIK(AMG) 0.1385 0.0766 0.7419 8/17
20×20×20 KPIK – 0.6313 4.4834 8/17
RKSM 0.0608 0.6303 6.0856 10/11
RKSM(AMG) 0.1993 0.0846 1.3038 10/11
ERKSM 0.0608 0.6811 6.9582 10/21
ERKSM(AMG) 0.1993 0.0832 1.5275 9/19
ALR – 8.9842 62.6705 8/17
ALR(AMG) 0.4265 0.3449 3.0680 8/17
KPIK(LU) 19.0281 0.0535 19.9242 10/21
KPIK(AMG) 0.4265 0.2354 2.9497 10/21
30×30×30 KPIK – 9.1710 82.3441 10/21
RKSM 0.3609 9.0977 120.1328 14/15
RKSM(AMG) 0.7874 0.3443 6.2245 14/15
ERKSM 0.3609 10.2733 115.8494 12/25
ERKSM(AMG) 0.7874 0.3836 6.5964 11/23
prove the convergence of the method. It will be also very interesting to generalize it to
the rank-r right-hand side, and also to extend it to other matrix functions. The effect
of inexact solvers on the convergence of the ALR method also need to be studied.
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