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GAP EIGENVALUES AND ASYMPTOTIC DYNAMICS OF
GEOMETRIC WAVE EQUATIONS ON HYPERBOLIC SPACE
ANDREW LAWRIE, SUNG-JIN OH, AND SOHRAB SHAHSHAHANI
Abstract. In this paper we study k-equivariant wave maps from the hyper-
bolic plane into the 2-sphere as well as the energy critical equivariant SU(2)
Yang-Mills problem on 4-dimensional hyperbolic space. The latter problem
bears many similarities to a 2-equivariant wave map into a surface of revolu-
tion. As in the case of 1-equivariant wave maps considered in [9], both problems
admit a family of stationary solutions indexed by a parameter that determines
how far the image of the map wraps around the target manifold. Here we show
that if the image of a stationary solution is contained in a geodesically con-
vex subset of the target, then it is asymptotically stable in the energy space.
However, for a stationary solution that covers a large enough portion of the
target, we prove that the Schro¨dinger operator obtained by linearizing about
such a harmonic map admits a simple positive eigenvalue in the spectral gap.
As there is no a priori nonlinear obstruction to asymptotic stability, this gives
evidence for the existence of metastable states (i.e., solutions with anomalously
slow decay rates) in these simple geometric models.
1. Introduction
We consider the k-equivariant wave maps equation from R × H2 → S2 and the
energy critical equivariant Yang-Mills problem on R×H4 with gauge group SU(2).
After the usual equivariant reductions, both equations take the form
ψtt − ψrr − coth r ψr + k2 g(ψ)g
′(ψ)
sinh2 r
= 0, (1.1)
where (ψ, θ) are geodesic polar coordinates on a target surface of revolution M,
and g determines the metric, ds2 = dψ2 + g2(ψ)dθ2. In the case of k-equivairant
wave maps, we set M = S2 and g(ψ) = sinψ. For the Yang-Mills problem, k = 2
and g(ψ) = ψ− 12ψ2. Note that one can view the latter problem as a 2-equivariant
wave map from R×H2 into a surface of revolution which is diffeomorphic to S2 by
restricting to ψ ∈ [0, 2]. Indeed, g(0) = g(2) = 0, ψ = 1 is the unique zero of g′(ψ)
and {ψ ≤ 1} defines the largest geodesically convex neighborhood of the “north
pole,” ψ = 0.
There are several features of these models that make them interesting testing
grounds in the study of asymptotic dynamics of dispersive equations on curved
spaces. As we will see below, the introduction of hyperbolic geometry on the
domain allows for an abundance of finite energy stationary solutions to (1.1) –
these are harmonic maps in the case of the wave maps equation. The curved
background also eliminates any natural scaling invariance for the problem, thus
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removing an a priori obstruction to the asymptotic stability of stationary solutions.
However the energy-criticality of these equations is still manifest since solutions
that concentrate at very small scales can be well approximated by solutions to
the underlying Euclidean problems, which are energy critical; to obtain the scale
invariant Euclidean equation simply replace coth r by r−1 and sinh2 r by r2 in (1.1).
Taking this last point a bit further, one expects that the fundamental blow-up
constructions for the corresponding Euclidean models of Krieger, Schlag, Tataru [7,
8], Rodnianski, Sterbenz [12], and Raphae¨l, Rodnianski [11] should carry over to
the present hyperbolic setting.
In this paper, we study a more subtle effect of the underlying scale invariant
Euclidean equation on the asymptotic dynamics of the hyperbolic problem (1.1),
namely the formation of eigenvalues in the spectral gap of the Schro¨dinger operator
obtained by linearizing about a stationary solution to (1.1) that wraps sufficiently
far around the target manifold M. This phenomenon was discovered in [9] in the
case of 1-equivariant wave maps from R×H2 to S2. Here we establish the existence
of gap eigenvalues for higher equivalence classes k ≥ 2, and for the equivariant Yang-
Mills problem, while further elucidating the role that the geometry of the image
of the stationary map plays in the construction. In particular, we show that there
are no gap eigenvalues associated to k-equivariant harmonic maps and stationary
solutions to the Yang-Mills problem whose image lies in a region of the target which
is slightly larger than the maximal geometrically convex subset containing the north
pole – when the target is S2 this is simply the northern hemisphere plus a small
band in the southern hemisphere. In fact, in this case we can find a uniform-in-k
latitude α∗ (which is slightly below the equator), under which there are no gap
eigenvalues. Moreover, we find a uniform-in-k latitude α∗ (which is further into
the southern hemisphere than α∗), with the property that the linearized operator
associated to any k-equivaraint harmonic map whose image contains the latitude
α∗ must have an eigenvalue in its spectral gap.
Note that the existence (or the non-existence) of a gap eigenvalue of the linearized
operator is a property of harmonic maps, independent of the wave map dynamics.
The same remark applies to the Yang-Mills problem. This property, however, has
a particularly interesting implication on the dispersive dynamics (such as the wave
map or Yang-Mills dynamics), rather than on the elliptic (harmonic map or elliptic
Yang-Mills) or parabolic (harmonic map or Yang-Mills heat flow) analogs. Indeed,
the gap eigenvalue gives rise to a time-periodic (hence non-decaying) solution to
the linearized wave equation, which rules out any linear mechanism for asymptotic
stability of the stationary solution. This situation should be compared to the case
of, for example, the linearized parabolic equation, whose solutions always exhibit
exponential decay in time as the gap eigenvalue is positive. Nevertheless, there
are reasons to believe that these stationary solutions are still asymptotically stable
under the wave map (or Yang-Mills) dynamics, possibly by a nonlinear mechanism
called “radiative damping”. We refer to Remark 5 for further discussion.
In order to describe our main results in more detail we first give a more precise
account of the setup. Let (r, θ) be geodesic polar coordinates on the hyperboloid
model of H2:
[0,∞)× S1 ∋ (r, θ) 7→ (sinh r sin θ, sinh r cos θ, cosh r) ∈ R2+1.
Denote this map by Ψ : [0,∞)×S1 → (R2+1,m), where m is the Minkowski metric
on R2+1. The metric h on H2 in these coordinates is given by the pullback of
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the Minkowski metric by Ψ, i.e., h = Ψ∗m and h = diag(1, sinh2 r). The volume
element is
√|h(r, θ)| = sinh r, and thus for f : H2 → R,∫
H2
f(x) dVolh =
∫ 2pi
0
∫ ∞
0
f(Ψ(r, θ)) sinh r dr dθ.
For radial functions, f : H2 → R we abuse notation and write f(x) = f(r).
1.1. k-equivariant wave maps U : R × H2 → S2: We first describe our results
for wave maps U : R × H2 → S2. Since the domain H2 and the target S2 are
rotationally symmetric we can consider a restricted class of maps satisfying an
equivariance assumption U ◦ ρ = ρk ◦ U , for all ρ ∈ SO(2). This leads to the usual
k-equivariant anastz
U(t, r, θ) = (ψ(t, r), θ) →֒ (sinψ sin kθ, sinψ cos kθ, cosψ).
Here ψ measures the polar angle from the north pole of S2. In this formulation,
k-equivariant wave maps are formal critical points of the Lagrangian
L(U) = 1
2
∫
R
∫ ∞
0
(
−ψ2t (t, r) + ψ2r (t, r) + k2
sin2 ψ(t, r)
sinh2 r
)
sinh r dr dt.
The Euler-Lagrange equations reduce to an equation for the angle ψ. Indeed we
consider here the Cauchy problem,
ψtt − ψrr − coth r ψr + k2 sin(2ψ)
2 sinh2 r
= 0,
~ψ(0) = (ψ0, ψ1).
(1.2)
We use the notation ~ψ(t) to denote the vector ~ψ(t, r) := (ψ(t, r), ψt(t, r)). The
conserved energy is given by
E(~ψ(t)) = 1
2
∫ ∞
0
(
ψ2t + ψ
2
r + k
2 sin
2 ψ
sinh2 r
)
sinh r dr = const. (1.3)
Note that in order for initial data ~ψ(0) = (ψ0, ψ1) to have finite energy the above
requires ψ0(0) = ℓπ for some ℓ ∈ Z. Moreover, continuous dependence on the initial
data on a time interval I, dictates that the integer ℓ is preserved by the evolution
on I. We restrict to the case ℓ = 0, corresponding to maps that send r = 0 (the
vertex of the hyperboloid) to the north pole of S2, as all other cases can be obtained
from this one via the change of variables ψ 7→ ψ + ℓπ.
The behavior of finite energy data at r =∞ is more flexible. Indeed, ψ0(r) has
a well-defined limit as r → ∞, however this limit can be any real number, i.e.,
E(ψ0, ψ1) <∞ means that there exists α ∈ R so that limr→∞ ψ0(r) = α. This is in
sharp contrast to the corresponding problem for Euclidean wave maps R1+2 → S2,
where the endpoint can only be an integer multiple of π – such maps then have a
fixed topological degree. Here, the fact that any finite endpoint is allowed can be
attributed to the rapid decay of sinh−1 r as r →∞ in the last term in the integrand
of (1.3), and is ultimately responsible for the existence of the family of finite energy
harmonic maps to be described below.
Although arbitrary endpoints are allowed, here we only consider maps so that
ψ0(∞) = α for α ∈ [0, π), which means that we will only consider those ψ0 that do
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not reach the south pole. For a fixed equivariance class k ∈ N, the space of finite
energy data with endpoints α ∈ [0, π) can be divided into disjoint classes,
Eλ,k := {(ψ0, ψ1) | E(ψ0, ψ1) <∞, ψ0(0) = 0, ψ0(∞) = 2 arctan(λk)} (1.4)
for λ ∈ [0,∞). The reason for this restriction to endpoints α ∈ [0, π) is that in each
Eλ,k there is a unique k-equivariant harmonic map Qλ,k, i.e., a solution to
Qrr + coth r Qr = k
2 sin 2Q
2 sinh2 r
,
Q(0) = 0, lim
r→∞
Q(r) = 2 arctan(λk).
(1.5)
Indeed, Qλ,k is given by the explicit formula,
Qλ,k(r) := 2 arctan(λ
k tanhk(r/2)). (1.6)
Moreover, (Qλ,k, 0) minimizes the energy in Eλ,k,
E(Qλ,k, 0) = 1− cos(Qλ,k(∞)) = 2k λ
2k
λ2k + 1
.
In other words, for each angle α ∈ [0, π) there exists a k-equivariant map connecting
0 to α of minimum energy and this map is, in fact, the harmonic map Qλ,k, with
λ := tan
1
k (α/2). We note that λ = 1 corresponds to α = π/2 and thus Q1,k covers
precisely the northern hemisphere of S2. For endpoints α ≥ π there are no finite
energy harmonic maps.
The existence of the Qλ,k is in stark contrast to the corresponding Euclidean
problem, k-equivariant wave maps R1+2 → S2, which also reduces to an equation
for the polar angle ψ:
ψtt − ψrr − 1
r
ψr + k
2 sin 2ψ
2r2
= 0. (1.7)
In fact, the unique (up to scaling and sign reversal) nontrivial Euclidean k-equivariant
harmonic map is given by Qeuc,k(r) = 2 arctan(r
k), which connects the north pole
to the south pole of the sphere. Indeed, Qeuc,k solves
Qrr +
1
r
Qr = k
2 sin 2Q
2r2
, Q(0) = 0, (1.8)
and minimizes the Euclidean energy
Eeuc(ψ0, ψ1) = 1
2
∫ ∞
0
(
(∂rψ0)
2 + ψ21 + k
2 sin
2 ψ0
r2
)
r dr (1.9)
amongst all k−equivariant maps which satisfy ψ0(0) = 0, ψ0(∞) = π. By direct
computation we have Eeuc(Qeuc,k, 0) = 2k. We note that for the hyperbolic har-
monic maps Qλ,k we have
E(Qλ,k, 0)→ Eeuc(Qeuc,k, 0) as λ→∞,
E(Qλ,k, 0)→ 0 as λ→ 0.
It is well known that Qeuc,k is unstable with respect to the Euclidean equivariant
wave map flow. This instability leads to finite time blow-up, see [4, 7, 11, 12, 16].
We now introduce the setup for studying the asymptotic dynamics of the wave
map evolution (1.2) in the energy class Eλ,k. The natural space in which to consider
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solutions to (1.2) with ψ(t,∞) = 0 is the energy space
‖(ψ0, ψ1)‖2H0 :=
∫ ∞
0
(
(∂rψ0)
2(r) + ψ21(r) + k
2 ψ
2
0(r)
sinh2 r
)
sinh r dr. (1.10)
To measure solutions with nontrivial endpoint 2arctan(λk), we endow Eλ,k with the
“norm”
‖(ψ0, ψ1)‖Eλ,k := ‖(ψ0, ψ1)− (Qλ,k, 0)‖H0. (1.11)
The central object of study in this paper will be the Schro¨dinger operator obtained
by linearizing (1.2) about Qλ,k. Understanding this operator is fundamental to
the study of the asymptotic dynamics of solutions near Qλ,k; see Remark 1 for
a more precise discussion. To define the linearized Schro¨dinger operator, we first
pass to a radial wave equation on R×H2k+2 since the linear part of (1.2) provides
more dispersion than a free wave on R × H2. In fact, as we will see below, for
0 ≤ λk < 1 + δ0 solutions to the linearized version of (1.2) about Qλ,k enjoy the
same dispersion as free waves on R × Hd with d = 2k + 2. To see this we make a
change of variables: for a solution ~ψ(t) ∈ Eλ,k define u(t) by
sinhk r u(t, r) := ψ(t, r) −Qλ,k(r). (1.12)
We obtain the following equation for ~u(t),
utt − urr − (2k + 1) coth r ur − k(k + 1)u+ Vλ,k(r)u = NS2(r, u)
~u(0) = (u0, u1)
(1.13)
where the attractive potential Vλ,k is given by
Vλ,k(r) := k
2 cos 2Qλ,k − 1
sinh2 r
≤ 0, (1.14)
and the nonlinearity NS2 is
NS2(r, u) := k2 sin(2Qλ,k) sin
2(2 sinhk r u)
sinh2+k r
+ k2 cos(2Qλ,k)
2 sinh r u− sin(2 sinhk r u)
2 sinh2+k r
.
(1.15)
In fact, one can show that the Cauchy problem (1.13) for data (u0, u1) ∈ H1 ×
L2(H2k+2), is equivalent to the Cauchy problem for the the polar angle ~ψ, i.e., (1.2).
We give a few details regarding this equivalence in Section 2.
The underlying linear equation is then,
vtt −∆H2k+2v − k(k + 1)v + Vλ,kv = 0 (1.16)
for radially symmetric functions v(t) : H2k+2 → R, and we define self-adjoint
Schro¨dinger operators
H0,k := −∂rr − (2k + 1) coth r ∂r − k(k + 1),
HVλ,k := −∂rr − (2k + 1) coth r ∂r − k(k + 1) + Vλ,k.
(1.17)
It is well known that the spectrum σ(HVλ,k) plays a central role in determining the
dispersive properties of (1.16), and thus in determining the asymptotic dynamics
of Qλ,k. We recall that the spectrum of the Laplacian on H
d is given by
σ(−∆Hd) =
[
(d− 1)2/4,∞)
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and therefore, by setting d = 2k + 2 above we see that for H0,k,
σ(H0,k) = [1/4,∞) (1.18)
The goal here will be to understand the spectrum of the perturbed operator HVλ,k .
Our first result states that for harmonic maps Qλ,k whose image is contained in
a region that is slightly larger than the northern hemisphere of the sphere, the
corresponding linearized operator HVλ,k has purely absolutely continuous spectrum
equal to [1/4,∞).
Theorem 1.1. (i) Fix any equivariance class k ∈ N. For each 0 ≤ λ ≤ 1, the
spectrum of HVλ,k is purely absolutely continuous and is given by
σ(HVλ,k ) = [1/4,∞).
In particular, HVλ,k has no negative spectrum, no eigenvalues in the spectral
gap [0, 1/4), and the threshold 1/4 is neither a resonance nor an eigenvalue.
(ii) Let Θ = Θ(k) := λk. There exists Θ∗ > 1, which is independent of k ∈ N,
so that if Θ < Θ∗, then the same conclusions as in part (i) hold for the
spectrum of HVλ,k with λ = Θ
1/k. In particular, there is an angle
α∗ := 2 arctan(Θ∗) > π/2
independent of k, such that any k-equivariant harmonic map with
lim
r→∞
Qλ,k(r) < α∗
yields a linearized operator HVλ,k satisfying the conclusions in part (i).
Remark 1. One can use the conclusions of Theorem 1.1 to prove Strichartz estimates
for (1.16) by viewing HVλ,k as a perturbation of H0,k. The proof relies on the
distorted Fourier transform relative to HVλ,k and the associated Weyl-Titchmarsh
theory. Indeed, following the arguments in [9, Section 4] one can prove integrated
localized energy estimates by establishing precise decay estimates for the spectral
measure associated to HVλ,k , which in turn can be used to establish Strichartz
estimates. With Strichartz estimates in hand, it is then standard to prove a small
data scattering result for (1.13), from which the asymptotic stability of Qλ,k is an
immediate consequence; see [9, Section 5] for a detailed proof in the case k = 1.
Indeed, one can show that for all Θ < Θ∗ and λ = Θ
1/k, there exists δ0 > 0 so that
for every (ψ0, ψ1) ∈ Eλ,k with
‖(ψ0, ψ1)− (Qλ,k, 0)‖H0 < δ0
there exists a unique global solution ~ψ(t) ∈ Eλ,k to (1.2), which scatters to (Qλ,k, 0)
as t→ ±∞.
Remark 2. The arguments in Section 3 show that geodesic convexity of the image,
which corresponds to λk ≤ 1, is a sufficient condition for the asymptotic stability of
the harmonic maps Qλ,k. However, Theorem 1.1(ii) shows that this condition is not
necessary. Indeed, in [9] the authors showed that in the case k = 1, the conclusions
of Theorem 1.1 hold for 0 ≤ λ <√15/8 and numerical simulations suggest that the
first failure of Theorem 1.1 happens for some λ0 > 3.4 in the 1-equivariant case.
Next, we demonstrate an interesting change in the spectrum σ(HVλ,k), which
causes a breakdown in the dispersive behavior of solutions to the linearized equa-
tion (1.16). Fixing the equivariance class k ∈ N and taking λ to be a large number,
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we establish the existence of a unique, simple eigenvalue µ2λ,k in the spectral gap
(0, 1/4). Moreover, we show that for each fixed class k, the eigenvalue µ2λ,k migrates
to 0 as λ → ∞. Finally, we find a uniform in k latitude α∗ on the sphere so that
for any equivariance class k ∈ N and harmonic map Qλ,k which contains α∗ in its
image, the corresponding linearized operator HVλ,k has an eigenvalue in its spectral
gap. Note that the existence of µ2λ,k precludes a proof of the nonlinear asymptotic
stability of Qλ,k via a purely linear dispersive mechanism.
Theorem 1.2. (i) For each k ≥ 1 there exists Λ0 = Λ0(k) > 0 so that for all
λ > Λ0, the Schro¨dinger operator HVλ,k has a unique simple eigenvalue µ
2
λ,k in
the spectral gap (0, 1/4). That is, there exists a unique number µ2λ,k ∈ (0, 1/4)
and a unique nonzero solution ϕλ ∈ L2(H2k+2) to
HVλ,kϕλ = µ
2
λ,kϕλ. (1.19)
The operator HVλ,k has no threshold resonance at 1/4 in the sense of Defini-
tion 1 below. Moreover, the eigenvalue µ2λ,k migrates to 0 as λ→∞, i.e.,
µ2λ,k → 0 as λ→∞. (1.20)
(ii) Let Θ := λk. There exists Θ∗ > 0 large enough, and independent of k, so
that for all Θ > Θ∗ the Schro¨dinger operator HVλ,k (with λ = Θ
1
k ) admits a
gap eigenvalue in (0, 1/4). In particular, there exists an angle α∗ < π large
enough so that any k-equivariant harmonic map with
lim
r→∞
Qλ,k(r) > α
∗
yields a linearized operator HVλ,k with an eigenvalue in the spectral gap (0, 1/4).
Remark 3. As in [9] we note that, if we set
λsup(k) := sup{λ | HV
λ˜,k
has no e-vals and no threshold resonance∀ λ˜ < λ}
Λinf(k) := inf{λ | HV
λ˜,k
has a gap e-val µ2
λ˜
∈ (0, 1/4), ∀ λ˜ > λ}
then both HVλsup,k and HVΛinf ,k have a threshold resonance. Indeed, this is a con-
sequence the proof of Theorem 1.2 from which one can deduce that having, or not
having, gap eigenvalues are open conditions in λ. See [9, Proposition 3.6] for details.
We also remark that λsup and Λinf could very well coincide.
Remark 4. We note that for k = 1, Theorem 1.2 was proved in [9]. Here we
address the remaining equivariance classes k ≥ 2. The proof of the existence of gap
eigenvalues for k ≥ 2 given here is somewhat less involved than the existence proof
given for the case k = 1 in [9]. This can be attributed to the fact that for k ≥ 2
the operators obtained by linearizing the Euclidean wave maps equation about
Qeuc,k(r) = 2 arctan(r
k) have threshold eigenvalues, while in the k = 1 case the
Euclidean linearized operator has a threshold resonance. Indeed, in the argument
given in Section 4, we note that the final inequality (4.17) does not guarantee a sign
change for large λ when k = 1. In the k = 1 case, the crucial sign change requires
a delicate analysis of the last term in the first line of (4.16), where a logarithmic
divergence can be extracted, see [9, Section 3.3].
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Remark 5. Finally, we remark that the existence of a gap eigenvalue for HVλ,k
means that one cannot prove Strichartz estimates for the the linear equation
(∂2t +HVλ,k)u = 0 (1.21)
and hence asymptotic stability of Qλ,k cannot be established directly via linear
dispersive estimates together with a perturbative argument. Indeed, if the eigen-
value and associated eignevector for HVλ,k are given by µ
2
λ and ϕµλ(r), the solution
u(t, r) = e±itµλϕµλ(r) to (1.21) does not disperse.
On the other hand, there are several reasons to believe (on a heuristic level)
that every Qλ,k is asymptotically stable in the energy topology. In particular, we
show in a forthcoming work that finite time blow-up results in the bubbling off of
a k-equivariant Euclidean harmonic map, i.e., when say k = 1, for any solution
~ψ(t) that blows up at time t = 1, there exists a sequence of times tn → 1, and a
sequence of scales βn = o(1− tn) so that
~ψ(tn)− (Q(·/βn), 0)→ 0 as n→∞
locally in the energy topology. This means that ~ψ must have energy E > Eeuc(Qeuc,k)
in order to blow up. Since Qλ,k has energy strictly less than the Euclidean energy of
Qeuc,k, we know that any small perturbation of Qeuc,k is defined globally in time.
Moreover, since Qλ,k minimizes the energy in the class Eλ,k, one can follow the
classical argument of Cazenave and Lions [3] to prove the Lyapunov stability of
Qλ,k.
The remaining question is the following: can one describe the asymptotic dy-
namics of small perturbations of Qλ,k when the linearized operator HVλ,k has a gap
eigenvalue? A possible approach to answering this question is given in the work of
Soffer and Weinstein [15], see also the subsequent developments [1, 5, 6, 10]. In the
framework introduced in [15] the decay of solutions to a nonlinear Klein Gordon
equation with a potential – chosen so that that the linearized operator has a simple
gap eigenvalue – is reduced to a verification of a so-called “nonlinear Fermi Golden
Rule” condition, see [15, equation (1.8) and Remark 1]. In particular, if the non-
linear Fermi Golden Rule is satisfied, then constant multiples of the eigenfunction
decay at a slow rate determined by how far the eigenvalue is from the edge of the
continuous spectrum and via a mechanism known as radiative damping. Here the
decay comes from a purely nonlinear mechanism as the nonlinearity of the equation
forces the energy corresponding to the eigenfunction to eventually leak into the
continuous spectrum.
The equations studied here are proposed as explicit natural models in which to
study the phenomena of dispersion by radiative damping near nontrivial stationary
solutions. We remark that although the nonlinear Fermi Golden Rule is known to
hold for generic potentials [1, 15], there does not seem to be a convenient criterion
for verifying this condition for specific potentials, such as those arising in this paper.
1.2. Equivariant Yang-Mills on R×H4. Consider the Yang-Mills equations on
R×H4 with gauge group SU(2). The dynamic variable is a connection Aµ, which
is a one-form with values in su(2), the Lie algebra of SU(2). Associated with A
we have the covariant derivative Dµ := ∇µ + [Aµ, ·], where [·, ·] denotes the Lie
bracket. In terms of the curvature two-form Fµν := ∇µAν −∇νAµ + [Aµ, Aν ] the
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Yang-Mills functional is given by1
LYM(F ) =
∫
H4×R
FµνFµν ,
with associated Euler-Lagrange equations
DµFµν = 0. (1.22)
We now formulate the notion of an equivariant Yang-Mills field, following the
general framework described in [13, Section 2]. For this purpose it is useful to use
the Poincare´ disk model of H4, which is related to the polar coordinates on H4 by
the map
Ψ : D \ {0} ∋ x 7→ (2 arctanh |x| , x|x| ) ∈ (0,∞)× S
3,
where D := {x ∈ R4 : |x| < 1} and |x| := √(x1)2 + · · ·+ (x4)2. The metric then
takes the form
gH4 =
( 2
1− |x|2
)2
gD4 , where gD4 := (dx
1)2 + · · ·+ (dx4)2.
The rotation group SO(4) acts on H4 as isometries by the natural action on D4.
To specify the action of the symmetry group on su(2), however, we furthermore
pass to the double cover2 of SO(4), namely the product group SU(2)×SU(2). The
action of SO(4) on H4 lifts to SU(2)×SU(2), and we use the projection (p, q) 7→ q
to specify the action of SU(2)× SU(2) on su(2).
We say that a connection A on R × H4, which is an su(2)-valued 1-form, is
equivariant under SU(2)× SU(2) if
A(t, x; v0, v) = q−1A(t, (p, q) · x; v0, (p, q) · v)q (1.23)
for all (t, x) ∈ R × H4, (v0, v) ∈ Tt,x(R × H4) and (p, q) ∈ SU(2) × SU(2), where
(p, q) · x denotes the action of SU(2) × SU(2) on H4, and (p, q) · v is the induced
push-forward TxH
4 7→ T(p,q)·xH4.
By the same argument as in [13, Section 2.2], the condition (1.23) leads to the
following ansatz for an equivariant connection A on R×H4:
A(t, |x| , 0, 0, 0; v0, v1, . . . , v4) = −ψ(t, |x|)|x| (v
2σ2 + v
3σ3 + v
4σ4),
where ψ is a radial function on R × H4 and {σ2, σ3, σ4} is an orthonormal basis
for the Lie algebra su(2) of complex-valued 2 × 2 anti-hermitian matrices with
vanishing trace3. The ansatz is given only for points on the x1-axis, but it can
1We adopt the usual convention of raising and lowering indices by the Minkowski metric, and
summing repeated upper and lower indices.
2This covering can be conveniently realized in the language of quaternions; see [13, Section
2.1]
3A particular representation is
σ2 =
(
i 0
0 −i
)
, σ3 =
(
0 1
−1 0
)
, σ4 =
(
0 i
i 0
)
.
The bi-invariant inner product on su(2) is defined by (A,B) := 1
2
tr(AB∗). We note that such
σ2, σ3, σ4 are related to the usual Pauli matrices σx, σy , σz by σ2 =
1
i
σz , σ3 =
1
i
σy and σ4 =
1
i
σx.
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easily be extended to the whole R × H4 by the condition (1.23). The reduced
Lagrangian in the coordinates (t, s) = (t, |x|) then reads
LYM(A) = 3ω3
∫
R
∫ 1
0
(
− ψ2t +
(1− s2)2
4
ψ2s +
(1 − s2)2
4s2
(ψ(2 − ψ))2
) 2s
1− s2 ds dt,
where ω3 is the volume of the unit 3-sphere.
Computing the Euler-Lagrange equation and making a change of coordinates
s 7→ r = 2arctanh s, the system (1.22) reduces to the following semi-linear wave
equation for ψ,
ψtt − ψrr − coth rψr + 4
(ψ − ψ22 )(1 − ψ)
sinh2 r
= 0,
~ψ(0) = (ψ0, ψ1).
(1.24)
with conserved energy
EYM(ψ) =
1
2
∫ ∞
0
(
ψ2t + ψ
2
r + 4
(ψ − ψ22 )2
sinh2 r
)
sinh rdr. (1.25)
The Euclidean equivariant Yang-Mills system on R1+4 can be similarly reduced to
φtt − φrr − 1
r
φr + 4
(φ− φ22 )(1− φ)
r2
= 0,
~φ(0) = (φ0, φ1).
(1.26)
with conserved energy
E
euc
YM(φ) =
1
2
∫ ∞
0
(
φ2t + φ
2
r + 4
(φ− φ22 )2
r2
)
rdr. (1.27)
We remark that (1.24) can be thought of as a 2-equivariant wave map equation
into a surface of revolution with metric dv2 + g2YM(v)du
2 where gYM(v) := v − v22 ,
at least for v ∈ (0, 2) where the metric is non-degenerate. Similar to the case of
equivariant wave maps, the requirement that the initial data (ψ0, ψ1) have finite
energy mandates that ψ0(0) ∈ {0, 2}. Here we restrict to the case ψ0(0) = 0.
However, the behavior at r =∞ is more flexible. While the Euclidean equivariant
Yang-Mills (1.26) and (1.27) require that limr→∞ φ0(r) ∈ {0, 2} in order for the
energy to be finite, the hyperbolic space versions (1.24) and (1.25) allow ψ0(r) to
take any finite limit as r →∞.
As in the case of wave maps, we can divide the energy space into disjoint classes,
which depend on the endpoint of the initial data at r = ∞. Here we restrict to
endpoints ψ0(∞) ∈ [0, 2), and define
E
YM
λ :=
{
(ψ0, ψ1)|EYM(~ψ) <∞, ψ0(0) = 0, ψ0(∞) = 2λ
2
1 + λ2
}
for all λ ∈ [0,∞). The reason for considering only these endpoints is that in each
class E YMλ there is a unique stationary solution
QYM,λ(r) :=
2λ2 tanh2(r/2)
1 + λ2 tanh2(r/2)
(1.28)
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which minimizes the energy in this class. We note that QYM,λ solves,
Qrr + coth r Qr = 4
gYM(Q)g
′
YM(Q)
sinh2 r
, Q(0) = 0, (1.29)
with
lim
r→∞
Q(r) =
2λ2
1 + λ2
(1.30)
In Section 2, we show that QYM,λ are the only possible, finite energy stationary
solutions of (1.29) and have energies
EYM(QYM,λ, 0) =
4λ4(3 + λ2)
3(1 + λ2)3
which is minimal in E YMλ .
Recall that the unique (up to scaling) nontrivial, finite energy stationary solution
to the Euclidean problem (1.26) is given by
QYM,euc(r) :=
2r2
1 + r2
.
We have E eucYM(QYM,euc) =
4
3 , which is minimal amongst solutions starting at
φ(t, 0) = 0 and ending at φ(t,∞) = 2. We remark that
EYM(QYM,λ, 0)→ E eucYM(QYM,euc) =
4
3
as λ→∞
and EYM(QYM,λ, 0)→ 0 as λ→ 0.
The setup for investigating the asymptotic stability of QYM,λ under (1.24) is
similar to that of the k-equivariant harmonic map Qλ,k presented in the previous
subsection with k = 2. For a solution ~ψ ∈ E YMλ to (1.24) we define ~u(t, r) by
sinh2 ru(t, r) := ψ(t, r) −QYM,λ(r).
Then ~u(t) solves
utt − urr − 5 coth rur − 6u+Wλ(r)u = NYM(r, u)
~u(0) = (u0, u1)
(1.31)
where the attractive potential Wλ is given by
Wλ =
6QYM,λ(r) (QYM,λ(r) − 2)
sinh2 r
≤ 0,
and the nonlinearity NYM is
NYM(r, u) = − 4
sinh4 r
(
1
2
sinh6 ru3 +
3
2
(QYM,λ − 1) sinh4 ru4
)
.
The underlying linear equation is then,
vtt −∆H6v − 6v +Wλv = 0 (1.32)
for radially symmetric functions v(t) : H6 → R, and we define self-adjoint Schro¨dinger
operators
H0,2 := −∂rr − 5 coth r ∂r − 6,
HWλ := −∂rr − 5 coth r ∂r − 6 +Wλ.
(1.33)
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where we have used the notation H0,2 for the free operator in analogy with (1.17)
– here argain note that σ(H0,2) = [1/4,∞) where 1/4 is neither an eigenvalue nor
a resonance.
As for k-equivariant wave maps, the goal here will be to understand the spec-
trum σ(HWλ). First, we prove that for maps QYM,λ, whose image is contained in
a geodesically convex neighborhood of QYM,λ(0), the spectrum of the linearized
operator HWλ is purely absolutely continuous and is given by [1/4,∞).
Theorem 1.3. For each 0 ≤ λ ≤ 1, the spectrum of HWλ is purely absolutely
continuous and is given by
σ(HWλ ) = [1/4,∞).
In particular, HWλ has no negative spectrum, no eigenvalues in the spectral gap
[0, 1/4), and the threshold 1/4 is neither a resonance nor an eigenvalue.
Remark 6. As in the case of wave maps, one can use the spectral information
in Theorem 1.3 to deduce Strichartz estimates for (1.32); see Remark 1. As a
consequence one can prove the following stability result via the usual arguments.
For every λ ∈ [0, 1] the harmonic map QYM,λ is asymptotically stable in E YMλ . In
particular, for each λ ∈ [0, 1] there exists a δ0 > 0 so that for every (ψ0, ψ1) ∈ E YMλ
with
‖(ψ0, ψ1)− (QYM,λ, 0)‖H0 < δ0
there exists a unique, global solution ~ψ(t) ∈ E YMλ to (1.24). Moreover, ~ψ(t) scatters
to (QYM,λ, 0) as t→ ±∞.
Remark 7. As in Remark 2 we note that Theorem 1.3 and Remark 6 can be extended
to include λ with λ < 1 + ǫ for a sufficiently small ǫ > 0.
For λ large the situation changes dramatically, as we have the following analog
of Theorem 1.2, for the Yang-Mills problem.
Theorem 1.4. There exists Λ1 > 0 so that for all λ > Λ1, the Schro¨dinger operator
HWλ has a unique simple eigenvalue µ
2
λ in the spectral gap (0, 1/4). That is, there
exists a unique number µ2λ ∈ (0, 1/4) and a unique nonzero solution ϕλ ∈ L2(H6)
to
HWλϕλ = µ
2
λϕλ. (1.34)
The operator HWλ has no threshold resonance at 1/4 in the sense of Definition 1
below. Moreover, the eigenvalue µ2λ migrates to 0 as λ→∞, i.e.,
µ2λ → 0 as λ→∞. (1.35)
Remark 8. As in Remark 3, a consequence of the proofs of Theorem 1.3 and 1.4,
is that if we define
λsup := sup{λ | HW
λ˜
has no e-vals and no threshold resonance ∀ λ˜ < λ}
Λinf := inf{λ | HW
λ˜
has a gap e-val µ2
λ˜
∈ (0, 1/4) ∀ λ˜ > λ}
(1.36)
then both HWλsup and HWΛinf have threshold resonances; again we refer the reader
to [9, Proposition 3.6] for more details.
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1.3. Brief outline of the paper. In Section 2 we establish various facts about
the harmonic maps Qλ,k, and QYM,λ defined above. We also justify the passage to
equations on R×H2k+2 outlined in the introduction.
In Section 3 we begin the study of the spectra of the linearized operators HVλ,k
and HWλ and prove Theorem 1.1 and Theorem 1.3. In Section 4 we prove Theo-
rem 1.2 and Theorem 1.4.
2. Preliminaries
In this section we establish the existence and uniqueness of the harmonic maps
Qλ,k and QYM,λ described in the introduction. We give simple geometric descrip-
tions of these maps and prove several properties that we will need in the ensuing
arguments. We also prove some additional preliminary facts including an equiva-
lence between the 2d and (2k + 2) dimensional Cauchy problems described in the
introduction.
2.1. Basic properties of the stationary solutions Qλ,k and QYM,λ. Here we
prove various facts about the harmonic maps Qλ,k and QYM,λ. For convenience we
collect these facts into two propositions.
Proposition 2.1. For every 0 ≤ α < π there exists a unique, finite energy sta-
tionary solution to (1.2), i.e., a harmonic map, (Qλ,k, 0) ∈ Eλ,k which solves (1.5),
where
Qλ,k(r) = 2 arctan(λ
k tanhk(r/2))
λ ∈ [0,∞), α = α(λ) = 2 arctan(λk) = lim
r→∞
Qλ,k(r).
(2.1)
Moreover, (Qλ,k, 0) ∈ Eλ,k has energy
E(Qλ,k, 0) = 2k λ
2
1 + λ2
, (2.2)
which is minimal in Eλ,k. Finally, the Qλ,k with λ ∈ [0,∞) are the only finite
energy stationary solutions to (1.2).
Proof. We are seeking to classify all stationary finite energy solutions to (1.2).
Recall from the introduction that any finite energy harmonic map Q must have
Q(0) = 0 and Q(∞) = α ∈ [0,∞). Thus we would like to find all solutions Q to
Qrr + coth r Qr = k
2 sin 2Q
2 sinh2 r
,
Q(0) = 0, lim
r→∞
Q(r) = α ∈ [0,∞).
(2.3)
One can check directly that Qλ,k, as defined in (2.1), satisfies (2.3) with α =
2 arctan(λk). One can also directly compute the energy to verify (2.2).
To prove the remaining statements in Proposition 2.1 we begin by giving a simple
geometric interpretation of Qλ,k. Recall that the stereographic projection of H
2
onto the Poincare´ disc, D, viewed as a subset of R2, is given by
(sinh r cosω, sinh r sinω, cosh r) 7→ (tanh(r/2) cosω, tanh(r/2) sinω).
Next, rescale the disc by λ ∈ [0,∞) via
(tanh(r/2) cosω, tanh(r/2) sinω) 7→ (λ tanh(r/2) cosω, λ tanh(r/2) sinω).
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Since we are interested in k-equivariant harmonic maps, we note that in polar
coordinates the degree k map z 7→ zk from C to C is given by
(ρ cosω, ρ sinω) 7→ (ρk cos(kω), ρk sin(kω)).
Finally, recall that the inverse of stereographic projection, R2 → S2 −{south pole}
is the map
(ρ cosω, ρ sinω) 7→ (sin(2 arctanρ) cosω, sin(2 arctanρ) sinω, cos(2 arctan ρ)).
Then since solutions to (1.2) or (1.5) are expressed in terms of the polar angle on
S
2, we see that Qλ,k is simply the composition of the above four maps.
This geometric interpretation motivates the following change of variables in (2.3).
If we define
s := log(tanh(r/2)), ϕ(s) := Q(r),
then (2.3) reduces to the following equation for ϕ,
ϕss =
k2
2
sin 2ϕ,
ϕ(−∞) = 0, ϕ(0) = α.
(2.4)
Multiplying the first line in (2.4) by ϕ′ and integrating from s1 to s2 yields the
energy identity
ϕ2s(s2)− ϕ2s(s1) = k2
(
sin2(ϕ(s2))− sin2(ϕ(s1))
)
. (2.5)
A standard analysis of the phase portrait in (ϕ, ϕ′) coordinates together with (2.5)
shows that any nontrivial solution must satisfy 0 < ϕ(0) < π. Thus there are no
nontrivial solutions for endpoints α ≥ π, i.e, Qλ,k are the only solutions to (2.3).
It remains to show that (Qλ,k, 0) minimizes the energy in Eλ,k. This is a direct
consequence of the following “Bogomol’nyi factorization”: Let ~ψ(t) = (ψ(t), ψt(t)) ∈
Eλ,k. Then we have
E(~ψ) = 1
2
∫ ∞
0
ψ2t sinh r dr +
1
2
∫ ∞
0
(
ψr − k sinψ
sinh r
)2
sinh r dr + k
∫ ∞
0
sinψψr dr
=
1
2
∫ ∞
0
ψ2t sinh r dr +
1
2
∫ ∞
0
(
ψr − k sinψ
sinh r
)2
sinh r dr
+ k(cosψ(t, 0)− cosψ(t,∞))
=
1
2
∫ ∞
0
ψ2t sinh r dr +
1
2
∫ ∞
0
(
ψr − k sinψ
sinh r
)2
sinh r dr
+ k(1− cos(2 arctan(λ))).
For the solution ~ψ(t) = (Qλ,k, 0) the first two integrals – which we note are always
non-negative – vanish identically, which proves that (Qλ,k, 0) uniquely minimizes
the energy in Eλ,k. Finally, a simple calculation yields
E(Qλ,k, 0) = k(1− cos(2 arctan(λ))) = 2k λ
2
1 + λ2
and this completes the proof. 
The analogous result for QYM,λ can be proved in a nearly identical fashion. We
omit the details.
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Proposition 2.2. For every 0 ≤ α < 2 there exists a unique, finite energy station-
ary solution to (1.24), i.e., a map, (QYM,λ, 0) ∈ E YMλ which solves (1.29), where
QYM,λ(r) =
2λ2 tanh2(r/2)
1 + λ2 tanh2(r/2)
λ ∈ [0,∞), α = α(λ) = 2λ
2
1 + λ2
= lim
r→∞
QYM,λ(r).
(2.6)
Moreover, (QYM,λ, 0) ∈ E YMλ has energy
EYM(QYM,λ, 0) =
4λ4(3 + λ2)
3(1 + λ2)3
, (2.7)
which is minimal in EYMλ . Finally, the QYM,λ with λ ∈ [0,∞) are the only finite
energy stationary solutions to (1.24).
2.2. Reduction to equations on R × H2k+2. Next, we provide more details re-
lated to the reductions to the Cauchy problems (1.13) and (1.31) outlined in the
introduction.
First, we prove an L∞ bound on solutions to (1.2) and (1.24) in terms of their
energy. As the proof is the same in both cases we shorten the exposition by con-
sidering solutions to (1.1), namely
ψtt − ψrr − coth r ψr + k2 g(ψ)g
′(ψ)
sinh2 r
= 0,
E(~ψ) :=
1
2
∫ ∞
0
(
ψ2t + ψ
2
r + k
2 g
2(ψ)
sinh2 r
)
sinh r dr.
(2.8)
where in the cases under consideration we have gS2(ψ) = sinψ, E = E for maps
into S2, and gYM(ψ) = ψ − ψ
2
2 , E = EYM, k = 2 for the Yang-Mills equation.
Lemma 2.3. Let ~ψ(t) be a finite energy solution to (2.8) defined on the interval
t ∈ I with ψ(t, 0) = 0 for every t ∈ I. Then there exists a function C with C(ρ)→ 0
as ρ→ 0 so that
sup
t∈I
‖ψ(t)‖L∞ ≤ C(E(~ψ)). (2.9)
Proof. Following, e.g., [14, Chapter 8] we define the function
G(ψ) =
∫ ψ
0
|g(ρ)| dρ,
and we note that G(0) = 0, G is increasing, and G(ψ) → ∞ as ψ → ∞. For any
fixed t ∈ I we have
|G(ψ(t, r))| = |G(ψ(t, r)) −G(ψ(t, 0))| =
∣∣∣∣∣
∫ ψ(t,r)
ψ(t,0)
|g(ρ)| dρ
∣∣∣∣∣
=
∫ r
0
|g(ψ(t, r))| |ψr(t, r)| dr ≤ E(~ψ)
(2.10)
Then (2.9) follows from (2.10) and the fact that G is increasing. 
Next, we establish an equivalence of the Cauchy problems (1.2) with (1.13),
and (1.24) with (1.31), by providing an isomorphism between the spaces H0 and
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H1×L2(H2k+2), where H0 is defined as in (1.10) and where for radially symmetric
u, v : H2k+2 → R we set
‖(u, v)‖2H1×L2(H2k+2) :=
∫ ∞
0
(
u2r(r) + v
2(r)
)
sinh2k+1 r dr.
We use the notation H1 for the above norm as opposed to H˙1 due to the embedding
H˙1(Hd) →֒ L2(Hd) (2.11)
for d ≥ 2, see for example [2]. We prove the following simple lemma.
Lemma 2.4. Let (ψ, φ) ∈ H0(H2) with ψ(0) = 0, ψ(∞) = 0. Then if we define
(u, v) by
(ψ(r), φ(r)) = (sinhk r u(r), sinhk r v(r))
we have
‖(ψ, φ)‖2H0 ≤ ‖(u, v)‖2H1×L2(H2k+2) ≤ C(k)‖(ψ, φ)‖2H0 . (2.12)
Proof. Since ‖φ‖2L2(H2) = ‖v‖2L2(H2k+2) it suffices to just consider u and ψ = sinhk ru.
Integration by parts yields the following identity:∫ ∞
0
(
ψ2r + k
2 ψ
2
sinh2 r
)
sinh r dr =
∫ ∞
0
(u2r − k(k + 1)u2) sinh2k+1 r dr. (2.13)
The lemma now follows from the above and (2.11) 
3. The operators HVλ,k and HWλ : Analysis of the Spectrum
In this section we give a detailed analysis of the spectrum of the Schro¨dinger
operators HVλ,k and HWλ defined in (1.17) and (1.33), which are self-adjoint on the
domain Dk := H2(H2k+2), restricted to radial functions.
In Section 3.1, we prove Theorem 1.1(i) and Theorem 1.3. Specifically, we prove
that for λ ≤ 1 the spectra of HVλ,k and HWλ coincide with that of the unperturbed
operator H0,k := −∆H2k+2 − k(k + 1) – note that here for the Yang-Mills prob-
lem (1.33) we have k = 2. In Section 3.2, we establish Theorem 1.1(ii) concerning
the large k case. After showing in Section 3.3 that any eigenvalues for HVλ,k or
HWλ must lie in the spectral gap (0, 1/4), we devote the remainder of the paper,
i.e., Section 4, to proving Theorem 1.2 and Theorem 1.4. That is, we show that for
λ large enough, there is a unique simple eigenvalue µ2λ in the spectral gap (0, 1/4)
with no threshold resonance at 1/4 and µ2λ → 0 as λ→∞.
First we pass to the half-line by conjugating by sinhk+
1
2 r. Indeed, the map
L2(H2k+2) ∋ ϕ 7→ sinhk+ 12 r ϕ =: φ ∈ L2(0,∞) (3.1)
is an isomorphism of L2(H2k+2), restricted to radial functions, with L2([0,∞)). If
we define L0,LV by
L0 := −∂rr + 1
4
+
(k2 − 1/4)
sinh2 r
,
LV := −∂rr + 1
4
+
(k2 − 1/4)
sinh2 r
+ V (r),
(3.2)
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we have
(H0,kϕ)(r) = sinh
−k− 1
2 r(L0φ)(r),
(HV ϕ)(r) = sinh
−k− 1
2 r(LV φ)(r).
(3.3)
Hence it suffices to work with L0, LVλ,k , and LWλ on the half-line. We observe a
few preliminary facts concerning solutions to
LVφ = µ2φ, for µ2 ∈ R, µ ∈ C, V = Vλ,k or Wλ. (3.4)
Lemma 3.1. Let µ ∈ C, µ2 ∈ R and suppose φµ is a solution to (3.4) with
φµ ∈ L2([0, c)) for some c > 0. Then there exists a number a ∈ R such that
φµ(r) =a r
k+ 1
2 + o(rk+
1
2 ) as r → 0, (3.5)
φ′µ(r) =a(k +
1
2
)rk−
1
2 + o(rk−
1
2 ) as r → 0. (3.6)
Proof. This follows from the fact that the operator L0 − 1/4 can be approximated
near r = 0 by the singular operator
L0 := −∂rr + (k
2 − 1/4)
r2
.
Note that L0 is “limit point” at r = 0 and a fundamental system for L0f = 0
is given by {rk+ 12 , r−k+ 12 }. Therefore a solution φµ as in (3.4) can be written in
terms of this fundamental system by way of the variation of parameters formula,
which converges for small r. The L2([0, c)) requirement ensures that the coefficient
in front of r−k+
1
2 must be 0 and the leading order behavior is given by rk+
1
2 . 
Lemma 3.2. Suppose φ0 is a solution to (3.4) with µ
2 = 14 . Then there are
constants a, b ∈ R so that
φ0(r) =a+ b r +O(re
−2r) as r→∞, (3.7)
φ′0(r) =b+O(re
−2r) as r →∞. (3.8)
Proof. This follows from the fact that we can find constants Cλ,k, Ck > 0 so that
for r large we have V(r) ≤ Cλ,ke−2r and (k
2
−1/4)
sinh2 r
≤ Cke−2r. Therefore the operator
L∞ := −∂rr
is a good approximation of LV − 1/4 near r = ∞. A fundamental system for
L∞f = 0 is given by {1, r}, and the conclusions of Lemma 3.2 follow from the
variation of parameters formula. 
Given the conclusions of Lemma 3.1 and Lemma 3.2 we can now precisely define
the term threshold resonance.
Definition 1. We say that φ0 is a threshold resonance for LV , V = Vλ,k or Wλ, if
φ0 is not in L
2(0,∞), but is a bounded solution to
LVφ0 = 1
4
φ0.
In particular we can find non-zero numbers a, b ∈ R so that
φ0(r) = ar
k+ 1
2 + o(rk+
1
2 ) as r → 0,
φ0(r) = b+O(re
−2r) as r →∞.
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With these preliminary facts in hand, we are ready to begin the proofs of Theo-
rem 1.1 and Theorem 1.3.
3.1. Spectrum of HVλ,k or HWλ for λ ≤ 1. In this subsection we prove The-
orem 1.1(i) and Theorem 1.3, modulo the statement that there are no embed-
ded eigenvalues in the continuous spectrum, which will be established in Propo-
sition 3.7(ii). We note that the spectrum for the self-adjoint operator L0 defined
above is purely absolutely continuous and is given by σ(L0) = [1/4,∞), and in
particular there is no negative spectrum, no eigenvalue in the gap [0, 1/4), and the
threshold 1/4 is neither an eigenvalue nor a resonance. In light of this discussion,
to prove Theorems 1.1 and 1.3 it suffices to show that in the case 0 ≤ λ ≤ 1 the
same can be said of the spectra σ(LVλ,k) and σ(LWλ ). In particular, there is no
negative spectrum, there are no eigenvalues in the gap [0, 1/4), and the threshold
1
4 is neither an eigenvalue nor a resonance.
We record a pair of alternative expressions for LVλ,k and LWλ . Using the notation
gS2(x) := sinx and gYM(x) = x− x
2
2 we have
LVλ,k := −∂rr +
1
4
− 1
4 sinh2 r
+ k2
(g′
S2
(Qλ,k))
2 + gS(Qλ,k)g
′′
S
(Qλ,k)
sinh2 r
,
LWλ := −∂rr +
1
4
− 1
4 sinh2 r
+ 4
(g′YM2(QYM,λ))
2 + gYM(QYM,λ)g
′′
YM(QYM,λ)
sinh2 r
.
(3.9)
To unify notation we use g to denote gS2 or gYM and Q to denote Qλ,k or QYM,λ
depending on the context. Note that in this notation Q satisfies
Q′ = k
g(Q)
sinh r
.
Proof of Theorem 1.1(i) and Theorem 1.3. Let µ ∈ C with µ2 ≤ 14 . Suppose thatV = Vλ,k or Wλ, and φµ is a solution to
LVφµ = µ2φµ. (3.10)
If µ2 ≤ 1/4 is an eigenvalue, we assume that it is the smallest eigenvalue, and by a
variational principle, we can further assume that the corresponding eigenfunction
φµ ∈ L2 is unique, (i.e., µ2 is simple) and strictly positive. If µ2 = 14 and is not an
eigenvalue, we assume that φµ is a non-negative threshold resonance. In both cases,
we know by Lemma 3.1 that φµ(r) = O(r
k+ 1
2 ) as r → 0. If φµ is an eigenvalue,
then φµ(r), φ
′
µ(r) → 0 as r → ∞. If φµ(r) is a threshold resonance, we know by
Definition 1 that φµ(r)→ b > 0, and φ′µ(r)→ 0 as r →∞. Now, define a function
V (r) by
LV − 1
4
= −∂2r +
(
k2
(g′(Q))
2
+ g(Q)g′′(Q)
sinh2 r
− 1
4 sinh2 r
)
=: −∂2r + V.
In anticipation of applying a version of the Sturm comparison principle, we seek a
positive function f and a potential U satisfying
(−∂2r + U)f = 0, with V − U ≥ 0.
If we define
f(r) := g(Q) = k sinh r Q′(r) (3.11)
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then
f ′′ = Uf,
with
U(r) := k2
(g′(Q))
2
+ g(Q)g′′(Q)
sinh2 r
− kg
′(Q) cosh r
sinh2 r
.
We claim that
V − U = 1
sinh2 r
(
k cosh rg′(Q)− 1
4
)
≥ 3
4 sinh2 r
(3.12)
To prove (3.12) we treat the cases g = gS2 , Q = Qλ,k and g = gYM, Q = QYM,λ
separately. Note that for λ ≤ 1 we have
λ2k tanh2k(r/2) ≤ tanh2(r/2) for ∀k ≥ 1, r ≥ 0
Therefore,
cosh rg′(Qλ,k) = cosh r
(
1− λ2k tanh2k(r/2)
1 + λ2k tanh2k(r/2)
)
≥ cosh r
(
1− tanh2(r/2)
1 + tanh2(r/2)
)
= 1
which proves (3.12) for Q = Qλ,k. For the Yang-Mills problem using the formula
g′YM(v) = 1− v we have
cosh r g′YM(QYM,λ) =
cosh r
(
1− λ2 tanh2(r/2))
1 + λ2 tanh2(r/2)
≥ cosh r
(
1− tanh2(r/2)
1 + tanh2(r/2)
)
= 1
which proves (3.12) in the case Q = QYM. Now, since µ
2 − 1/4 ≤ 0 and since φµ
solves (3.10) we observe that for any R > 0
0 ≥
(
µ2 − 1
4
)∫ R
0
φµg(Q)dr = −
∫ R
0
φ′′µg(Q)dr +
∫ R
0
V φµg(Q)dr.
Since
−
∫ R
0
φ′′µg(Q)dr = −φ′µ(R)g(Q(R)) +
∫ R
0
φ′µ (g(Q))
′
dr
= −φ′µ(R)g(Q(R)) + kφµ(R)
g(Q(R))g′(Q(R))
sinhR
−
∫ R
0
φµ (g(Q))
′′
dr,
it follows that
0 ≥ −φ′µ(R)g(Q(R)) + kφµ(R)
g(Q(R))g′(Q(R))
sinhR
+
∫ R
0
(V − U)φµg(Q)dr.
Note that since λ ≤ 1, the second term above is non-negative. Using this along
with the bound (3.12) we have
3
4
∫ R
0
φµg(Q)
1
sinh2 r
dr ≤ φ′µ(R)g(Q(R))
We note that the left-hand side above is strictly positive and increasing in R and
hence can be bounded below by a fixed constant δ > 0. This implies that
0 < δ ≤ φ′µ(R)g(Q(R)), ∀R > 0
However, the right-hand side above tends to zero as R→∞ which yields a contra-
diction for R > 0 large enough, completing the proof. 
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3.2. Proof of Theorem 1.1(ii). Next, we prove that in the case of k-equivariant
wave maps, one can rule out eigenvalues and resonances for harmonic maps with
images in a region that is slightly larger than the northern hemisphere, which is
independent of k. In other words, we prove Theorem 1.1(ii).
In the proof of Theorem 1.1(i) we established the fact that for each k ∈ N and
for each λ ≤ 1 the spectrum of the linearized operator LVλ,k is purely absolutely
continuous, with σ(LVλ,k) = [1/4,∞), where the threshold 14 is neither an eigenvalue
nor a resonance.
We claim that for each k we can find a number δ(k) > 0 so that spectrum of
σ(LVλ,k) = [1/4,∞) for all λ < 1 + δ(k) is purely absolutely continuous with no
eigenvalue or resonance at the edge 1/4. To see this one can study the nonzero
solutions to LVλ,kφλ0 = 14φλ0 which satisfy φλ0 ∈ L2[0, c) for all c > 0. We normalize
so that φλ0 = r
k+ 1
2 + o(rk+
1
2 ). By Sturm’s oscillation theory, having an eigenvalue
µ2 < 1/4 is equivalent to such φλ0 having a zero (i.e., changing signs). Thus, by
Theorem 1.1(i) and Lemma 3.2, for each fixed k there exists a positive solution φ10
to LV1,kφ10 = 14φ10 with φ10 ∈ L2[0, c) for all c > 0, but φ10 6∈ L2[0,∞). Moreover,
such a positive solution φ10 has the property that we can find numbers a, b ∈ R with
b > 0 (this latter condition since φ10 cannot be a resonance) so that
φ10(r) = a+ br +O(re
−2r) as r →∞
Finally, by the continuity of φλ in r and λ at λ = 1, we can find ε(k) such that for
all λ < 1 + ε(k) there exist positive solutions φλ0 to LVλ,kφλ0 = 14φλ0 which satisfy
φλ ∈ L2[0, c) for all c > 0, but φλ 6∈ L2[0,∞). And moreover, for any such positive
solution φλ ∈ L2[0, c) we can find numbers a, b with b > 0 so that
φλ(r) = a+ br +O(re−2r) as r →∞
To understand the conclusions reached above in terms of the geometry of the image
of the underlying harmonic maps Qλ,k, with k and λ both varying, it is more natural
to consider the number λk rather than λ as the parameter which measures the angle
corresponding to how far Qλ,k wraps around the sphere. Indeed we have
Qλ,k(∞) = 2 arctan(λk).
With this in mind, setting
Θ := λk
we note that we have proved that for each k ∈ N, there exists a number δ(k) > 0
so that for all Θ < 1 + δ(k) the spectrum σ(LVλ,k ) = [1/4,∞) is purely absolutely
continuous with no eigenvalue or resonance at the edge 1/4; see Proposition 3.7 for
the absence of eigenvalues below 0 or embedded in [1/4,∞).
The goal now is to show that δ = δ(k) can in fact be chosen independently of
k. This requires an examination of the spectrum of LVλ,k in the limit k → ∞.
To examine this behavior we find it convenient to consider the following change of
variables. Set
ρ := λk tanhk(r/2) = Θ tanhk(r/2) (3.13)
Then r = r(ρ) = 2arctanh ((ρ/Θ)
1
k ) and
∂r
∂ρ
=
2
k
[(
Θ
ρ
) 1
k
−
(
Θ
ρ
)− 1
k
]−1
1
ρ
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For convenience we define the function
ωk,Θ(ρ) :=
2
k
[(
Θ
ρ
) 1
k
−
(
Θ
ρ
)− 1
k
]−1
(3.14)
Thus we have
dr = ωk,Θ(ρ)
dρ
ρ
,
∂
∂r
=
(
∂r
∂ρ
)−1
∂
∂ρ
= (ωk,Θ(ρ))
−1ρ
∂
∂ρ
(3.15)
Recall that we are studying the operator LVλ,k which can be expressed as follows:
LVλ,k = −
∂2
∂r2
+
1
4
+
k2 − 14
sinh2 r
+ Vλ,k
= − ∂
2
∂r2
+
1
4
− 1
4 sinh2 r
+ k2
cos 2Qλ,k
sinh2 r
(3.16)
We note that in the new variable ρ, we have
sinh r = kωk,Θ(ρ), cos 2Qλ,k(r) =
1− 6ρ2 + ρ4
(1 + ρ2)2
(3.17)
Therefore, we obtain the renormalized operator Lk,Θ in the ρ-variable defined by
Lk,Θϕ = −ω−1k,Θρ∂ρ
(
ω−1k,Θρ∂ρϕ
)
+
1
4
ϕ− 1
4k2
ω−2k,Θϕ+ ω
−2
k,Θ
1− 6ρ2 + ρ4
(1 + ρ2)2
ϕ (3.18)
so that if we set ϕ(ρ) = φ(r), then LVλ,kφ(r) = Lk,Θϕ(ρ). The convenience in
this change of variables is that it is easy to understand the limiting behavior in k.
Indeed, we have the following formula.
Lemma 3.3. For each fixed ρ < Θ, we have the following point-wise-in-k limit.
lim
k→∞
ωk,Θ(ρ) = lim
k→∞
[(
k
2
)((
Θ
ρ
) 1
k
−
(
Θ
ρ
)− 1
k
)]−1
= log−1
(
Θ
ρ
)
.
In fact the limit is monotone. Indeed, for all ρ < Θ and k ≥ 1 we have
ωk,Θ(ρ) ≤ ω∞,Θ(ρ) := log−1
(
Θ
ρ
)
, (3.19)
Proof. For the second statement let x = Θρ ≥ 1, and α = 1k . Then
xα − x−α
2α
=
1
2α
∫ α
−α
d
da
xada =
log x
2α
∫ α
−α
xada ≥ (log x) x 12α
∫
α
−α
ada = log x,
where we have used Jensen’s inequality for convex functions. The desired inequality
now follows by raising both sides to the power of −1. The limit can be computed
for instance using l’Hoˆpital’s rule. 
By Lemma 3.3 we have the following formal limit
Lk,Θ → L∞,Θ as k→∞
where
L∞,Θϕ := −ρ log
(
Θ
ρ
)
∂ρ
(
ρ log
(
Θ
ρ
)
∂ρϕ
)
+
1
4
ϕ+ log2
(
Θ
ρ
)
1− 6ρ2 + ρ4
(1 + ρ2)2
ϕ
= −ρω−1
∞,Θ∂ρ
(
ρω−1
∞,Θ∂ρϕ
)
+
1
4
ϕ+ ω−2
∞,Θ
1− 6ρ2 + ρ4
(1 + ρ2)2
ϕ
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The idea is to first study solutions ϕ = ϕ(ρ) to
L∞,Θϕ = µ2ϕ (3.20)
and then use this information to understand spectral properties of Lk,Θ for k large.
First, we note a few elementary properties of solutions to (3.20).
Lemma 3.4. Let ϕ be any solution to (3.20) with ϕµ ∈ L2([0, c), ω∞,Θ ρ−1 dρ) for
some c ∈ (0,Θ] and µ2 ≤ 1/4. Then there exists a number a ∈ R such that
ϕ(ρ) =aρ log−
1
2
(
Θ
ρ
)
+ o
(
ρ log−
1
2
(
Θ
ρ
))
as ρ→ 0, (3.21)
ϕ′(ρ) =a
[
log−
1
2
(
Θ
ρ
)
+
1
2
log−
3
2
(
Θ
ρ
)]
+ o
(
log−
1
2
(
Θ
ρ
))
as ρ→ 0. (3.22)
Proof. Consider the linear operator
L∞,Θϕ := − 1
ρ log
(
Θ
ρ
)∂ρ(ρ log(Θ
ρ
)
∂ρϕ) +
1
4ρ2 log2
(
Θ
ρ
)ϕ+ 1
ρ2
ϕ
with a fundamental system {ρ log− 12
(
Θ
ρ
)
, ρ−1 log−
1
2
(
Θ
ρ
)
}, and the corresponding
Green’s function
G(ρ, τ) =− 1
2
ρ−1 log−
1
2 (Θ/ρ) τ2 log
1
2 (Θ/τ) +
1
2
ρ log−
1
2 (Θ/ρ) log
1
2 (Θ/τ).
The fundamental system for L∞,Θ can be used to approximate solutions to (L∞,Θ−
µ2)ϕ = 0 by the relation
L∞,Θ − 1
ρ2 log2
(
Θ
ρ
) (L∞,Θ − µ2) = µ2
ρ2 log2
(
Θ
ρ
) +O(1)
Indeed, using the variation of constants formula for L∞,Θ and using Picard iteration
starting from ρ log−
1
2 (Θ/ρ) and ρ−1 log−
1
2 (Θ/ρ) on an interval of the form (0, c) for
sufficiently small c > 0, we obtain two solutions ϕµ;1, ϕµ;−1 to (L∞,Θ − µ2)ϕ = 0
with the asymptotics
ϕµ;1(ρ) =ρ log
− 1
2
(
Θ
ρ
)
+ o
(
ρ log−
1
2
(
Θ
ρ
))
as ρ→ 0,
ϕµ;−1(ρ) =ρ
−1 log−
1
2
(
Θ
ρ
)
+ o
(
ρ−1 log−
1
2
(
Θ
ρ
))
as ρ→ 0.
These solutions are clearly linearly independent, and hence they span the set of all
solutions to (L∞,Θ − µ2)ϕ = 0. Since ϕµ,−1 6∈ L2([0, c);ω∞,Θρ−1dρ), the asymp-
totics (3.21) follows. The asymptotics (3.22) follows by differentiating the variation
of constants formula to obtain asymptotics for ϕ′µ;1. 
Lemma 3.5. Suppose ϕ is a solution to (3.20) with µ2 = 14 . Then there exist
numbers a, b ∈ R so that
ϕ(ρ) = a− b log log(Θ/ρ) +O(|log log(Θ/ρ)| log2(Θ/ρ)) as ρ→ Θ (3.23)
If ϕ is a resonance or an eigenvalue with µ2 = 1/4, then b = 0 and we have
ϕ′(ρ) = O(|log log(Θ/ρ)| log(Θ/ρ)) as ρ→ Θ (3.24)
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Next, suppose ϕ is solution to (3.20) with µ2 < 1/4. Then there exist numbers
c+, c− ∈ R so that as ρ→ Θ we have
φ(ρ) =c− log
−
√
1/4−µ2(Θ/ρ) + c+ log
√
1/4−µ2(Θ/ρ)
+O(log−
√
1/4−µ2(Θ/ρ) log2(Θ/ρ))
(3.25)
If µ2 < 1/4 is an eigenvalue then we have c− = 0 above.
Proof. Here it is convenient to make the change of variables
s := − log log(Θ/ρ), ∂
∂s
= ρ log(Θ/ρ)
∂
∂ρ
(3.26)
and write ψ(s) = ϕ(ρ). In these new variables (3.20) with µ2 ≤ 1/4 becomes
−ψ′′ + e−2s 1− 6ρ(s)
2 + ρ(s)4
(1 + ρ(s)2)2
ψ = (µ2 − 1/4)ψ, (3.27)
where ρ(s) = Θe−e
−s
. As in Lemma 3.2 it now follows from the variation of
parameters formula that
ψ(s) = a+ bs+O(se−2s) as s→∞ if µ2 = 1/4
ψ(s) = c−e
s
√
1/4−µ2 + c+e
−s
√
1/4−µ2 +O(es
√
1/4−µ2e−2s) as s→∞ if µ2 < 1/4
Undoing the change of variables above yields the lemma. 
Next we prove by a comparison argument that for Θ ≤ 1 the spectrum of L∞,Θ is
purely absolutely continuous and is given by [1/4,∞) with 1/4 neither an eigenvalue
nor a resonance.
Lemma 3.6. If Θ ≤ 1 then the spectrum σ(L∞,Θ) = [1/4,∞) is purely absolutely
continuous and the threshold 1/4 is neither an eigenvalue nor a resonance.
Proof. The proof proceeds via a comparison argument in the same spirit as the proof
of Theorem 1.1(i). We note that the space L2 is defined as L2([0,Θ);ω∞,θρ
−1 dρ).
Let µ ∈ C with µ2 ≤ 14 . Suppose that ϕµ is a solution to
L∞,Θϕµ = µ2ϕµ. (3.28)
If µ2 ≤ 1/4 is an eigenvalue, we assume that it is the smallest eigenvalue, and by a
variational principle, we can further assume that the corresponding eigenfunction
ϕµ ∈ L2 is unique, (i.e., µ2 is simple) and strictly positive. If µ2 = 14 and is not an
eigenvalue, we assume that ϕµ is a non-negative threshold resonance.
Next, we introduce the function
Φ(ρ) =
ρ
1 + ρ2
(3.29)
We note that Φ solves the equation
(L∞,Θ − 1/4)Φ = log(Θ/ρ)1− ρ
2
1 + ρ2
Φ (3.30)
As an aside, we remark that the motivation for introducing the function Φ(ρ) comes
from the role that the function sinQλ,k played in the proof of Theorem 1.1(i) and
the fact that we have the point-wise limit
lim
k→∞
sin(Qλ,k(ρ)) = Φ(ρ)
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in the ρ coordinate.
Let Θ ≤ 1 and let 0 < ε < R < Θ ≤ 1. Integrating by parts we obtain,
0 ≥ (µ2 − 1/4)∫ R
ε
ϕµ(ρ)Φ(ρ)ω∞,Θ(ρ)ρ
−1 dρ
=
∫ R
ε
((L∞,Θ − 1/4)ϕµ)(ρ)Φ(ρ)ω∞,Θ(ρ)ρ−1 dρ
=
∫ R
ε
φµ(ρ)((L∞,Θ − 1/4)Φ)(ρ)ω∞,Θ(ρ)ρ−1 dρ
+ ω−1(R)RΦ′(R)ϕµ(R)− ω−1(ε)εΦ′(ε)ϕµ(ε)
− ω−1(R)RΦ(R)ϕ′µ(R) + ω−1(ε)εΦ(ε)ϕ′µ(ε)
Using (3.29) (3.30), and the definition of ω∞,Θ the above becomes∫ R
ε
1− ρ2
(1 + ρ2)2
φµ(ρ) dρ ≤ −ω−1(R)RΦ′(R)ϕµ(R) + ω−1(ε)εΦ′(ε)ϕµ(ε)
+ ω−1(R)RΦ(R)ϕ′µ(R)− ω−1(ε)εΦ(ε)ϕ′µ(ε)
Note that since we are assuming that Θ ≤ 1 and we always have ρ < Θ ≤ 1 we
know that the left-hand side above strictly positive and increasing as ε→ 0 and as
R → Θ. Hence we can bound the left-hand side below by a fixed constant δ > 0
which gives
0 < δ ≤ −ω−1(R)RΦ′(R)ϕµ(R) + ω−1(ε)εΦ′(ε)ϕµ(ε)
+ ω−1(R)RΦ(R)ϕ′µ(R)− ω−1(ε)εΦ(ε)ϕ′µ(ε)
Finally, we note that the terms involving ε on the right-hand side above both tend
to 0 as ε → 0 due to the L2([0, c);ω∞,Θ ρ−1 dρ) condition on φµ and Lemma 3.4.
Also, the terms involving R on the right-hand side both tend to 0 as R → Θ. If
µ2 < 1/4 is an eigenvalue this is due to the fact that ϕµ ∈ L2([0,Θ);ω∞,Θ ρ−1 dρ).
If µ2 = 1/4 is either an eigenvalue or a resonance, then this is due to Lemma 3.5.
This gives a contradiction by taking ε→ 0 and R→ Θ above.
Finally, we note that it remains to rule out embedded eigenvalues in the con-
tinuous spectrum. This is straightforward and follows from the same argument
used below in the proof of Proposition 3.7(ii), but here using the change of vari-
ables (3.26) and the reduction to an equation of the form (3.27) with µ2 > 1/4. We
omit the details. 
Finally we are ready to complete the proof of Theorem 1.1(ii).
Proof of Theorem 1.1(ii). Arguing as in the beginning of Section 3.2 where we
showed that the spectrum of Lλ,k is given by [1/4,∞) with no eigenvalues or reso-
nances at 1/4 for all λ < 1+δ(k), we observe that there exists Θ0 > 1 so that L∞,Θ
has spectrum σ(L∞,Θ) = [1/4,∞) which is purely absolutely continuous with no
eigenvalues or resonance at the edge 1/4 for all Θ < Θ0. This is simply a manifes-
tation of the fact that not having a eigenvalue µ2 ≤ 1/4 or a resonance at 1/4 is an
open condition in Θ.
Next, we would like to exploit the formal convergence Lk,Θ → L∞,Θ to prove
the existence of the number Θ∗ > 1 as in the statement of Theorem 1.1(ii).
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Suppose that Theorem 1.1 is false. Then we can find a sequence kn → ∞, a
decreasing sequence of numbers Θn ց 1, a sequence µ2n ≤ 1/4, and a sequence of
smooth bounded, positive solutions ϕn ∈ L∞([0,Θn)) to
Lkn,Θnϕn = µ2nϕn.
Remark 9. We remark here that Lk,Θ has an eigenvalue µ20 ≤ 1/4 or a resonance
at 1/4 if and only if there exists a bounded positive solution ϕ to Lk,Θφ = µ21φ
where we possibly have µ1 < µ0. Indeed, if µ
2
0 is an eigenvalue we can take µ
2
1 to
be the smallest eigenvalue, and by a variational principle we can assume that µ21 is
simple, and the corresponding eigenfunction ϕ is strictly positive. This eigenfuction
is bounded by Lemma 3.1 and Lemma 3.2. If µ20 = 1/4 is a resonance, then
Sturm’s oscillation theorem together with Lemma 3.1 and Lemma 3.2 ensure that
it is strictly positive and bounded. For these reasons, we can guarantee that our
sequence ϕn above can be taken to be bounded positive functions. Note that that
same remark holds for the operator L∞,Θ using Lemma 3.4 and Lemma 3.5.
Returning to the proof, we can renormalize the sequence φn in L
∞ so that
φn(ρ) ≤ 1 for all ρ ∈ [0,Θn) and there is a sequence of points ρn ∈ [0,Θn] so that
φn(ρn) = 1 for each n. Passing to a subsequence, we can assume that ρn → ρ∗ ∈
[0, 1] and moreover that our eigenvalues (or resonances) µ2n → µ2∞ ∈ [0, 1/4] (note
that the lower bound on the µ2∞ can be ensured due to the fact that Lk,Θ has no
negative spectrum, see Proposition 3.7 below). The outline for the remainder of
the proof is as follows
Step 1. Let J be any compact subset J ⋐ (0, 1). We prove that the sequence {ϕn}
is equicontinuous on J . We can then find a subsequence, and a bounded
continuous function ϕ∞ defined on (0, 1) so that ϕn → ϕ∞ uniformly on
each J ⋐ (0, 1).
Step 2. We show that ϕ∞ solves L∞,1ϕ∞ = µ2∞ϕ∞.
Step 3. We show that ϕ∞ is not identically ≡ 0, which together with Step 2 and
Remark 9 proves that ϕ∞ is either and eigenvalue or threshold resonance
for L∞,1, which is impossible by Lemma 3.6. This is our contradiction.
First we prove Step 1. Fix J ⋐ (0, 1) and let χ be a smooth non-negative function
compactly supported function on (0, 1) that is identically = 1 on J . We multiply
the equation for ϕn, i.e., Lkn,Θnϕn = µ2nϕn, by ϕnχ and integrate by parts (with
the measure ωkn,Θn(ρ)ρ
−1 dρ) to get∫ 1
0
|∂ρϕn(ρ)|2χ(ρ)ω−1kn,Θnρdρ
=
1
2
∫ 1
0
∂ρ
(
ω−1kn,Θnρ)∂ρχ(ρ)
)
ϕ2n(ρ)dρ+ (µ
2
n −
1
4
)
∫ 1
0
ϕ2n(ρ)χ(ρ)ωkn,Θn(ρ)ρ
−1dρ
+
1
4k2
∫ 1
0
ϕ2n(ρ)χ(ρ)ω
−1
kn,Θn
(ρ) ρ−1dρ−
∫ 1
0
1− 6ρ2 + ρ4
(1 + ρ2)2
ϕ2n(ρ)χ(ρ)ω
−1
kn,Θn
(ρ) ρ−1dρ.
Now note that we can find constants c = c(J), C = C(J) so that
0 < c ≤ |ωkn,Θn(ρ)| ≤ C <∞
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on J uniformly in n. Since |Vkn |, |∂ρω−1kn (Θn, ρ)|, and |ϕkn | are also uniformly
bounded on J , we conclude that∫
J
|∂ρϕn(ρ)|2dρ .J 1,
uniformly in n. It follows from an application of the Fundamental Theorem of
Calculus and the Cauchy-Schwarz inequality that the sequence ϕn is equicontinuous
on J for any fixed J ⋐ (0, 1). Moreover, the sequence is uniformly bounded on (0, 1).
It follows from the Arzela-Ascoli that after passing to a subsequence ϕn converges
to a bounded continuous function ϕ∞ defined on (0, 1). Moreover, the convergence
is uniform on every compact subinterval of (0, 1). This proves Step 1.
To prove Step 2, we let χ ∈ C∞0 (0, 1) be a test function. Then we have∫ 1
0
L∞,1χϕ∞ω∞,1 dρ
ρ
=
∫ 1
0
L∞,1χ(ϕ∞ − ϕn)ω∞,1 dρ
ρ
+
∫ 1
0
L∞,1χϕnω∞,1 dρ
ρ
= I +
∫ 1
0
(L∞,1χ)ϕn(ω∞,1 − ωkn,Θn)
dρ
ρ
+
∫ 1
0
(L∞,1χ)ϕnωkn,Θn
dρ
ρ
= I + II +
∫ 1
0
((L∞,1 − Lkn,Θn)χ)ϕnωkn,Θn
dρ
ρ
+
∫ 1
0
(Lkn,Θnχ)ϕnωkn,Θn
dρ
ρ
= I + II + III + µ2n
∫ 1
0
χϕnωkn,Θn
dρ
ρ
where due to the support properties of χ we have
I :=
∫ 1
0
L∞,1χ(ϕ∞ − ϕn)ω∞,1 dρ
ρ
= on(1) as n→∞
II :=
∫ 1
0
(L∞,1χ)ϕn(ω∞,1 − ωkn,Θn)
dρ
ρ
= on(1) as n→∞
III :=
∫ 1
0
((L∞,1 − Lkn,Θn)χ)ϕnωkn,Θn
dρ
ρ
= on(1) as n→∞
Finally, note that
µ2n
∫ 1
0
χϕnωkn,Θn
dρ
ρ
= (µ2n − µ2∞)
∫ 1
0
χϕnωkn,Θn
dρ
ρ
+ µ2∞
∫ 1
0
χϕnωkn,Θn
dρ
ρ
= on(1) + µ
2
∞
∫ 1
0
χ(ϕnωkn,Θn − ϕ∞ω∞,1)
dρ
ρ
+ µ2∞
∫ 1
0
χϕ∞ω∞,1
dρ
ρ
= on(1) + µ
2
∞
∫ 1
0
χϕ∞ω∞,1
dρ
ρ
Hence, ∫ 1
0
L∞,1χϕ∞ω∞,1 dρ
ρ
= µ2∞
∫ 1
0
χϕ∞ω∞,1
dρ
ρ
+ on(1) as n→∞
which proves that ϕ∞ is a weak solution of L∞,1ϕ∞ = µ2∞ϕ∞. Finally, since all
the coefficients of L∞,1 are bounded on any compact subinterval of (0, 1), we can
conclude that ϕ∞ is in fact a strong solution.
Lastly, we prove Step 3, i.e., that ϕ∞ 6≡ 0. Recall that we have chosen points
ρn → ρ∗ ∈ [0, 1] so that ϕn(ρn) = 1 = supρ∈(0,Θn] ϕn(ρ). If the supremum is
achieved at the endpoint Θn then ϕn(ρn) = limρ→Θn ϕ(ρ) is interpreted as a limit.
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Note that if ρ∗ ∈ (0, 1), then we are done, since then we can find a compact set
J ⋐ (0, 1) so that ρ∗ ∈ J , and so that ρn ∈ J for all n large. Since we know that
ϕn → ϕ∞ uniformly on J , and since ϕn(ρn) = 1, we can conclude that ϕ 6≡ 0.
We are thus left with the remaining possibilities ρ∗ = 0 and ρ∗ = 1. We can
easily rule out the first scenario. Indeed, recall that ϕn satisfies
ω−1kn,Θnρ∂ρ
(
ω−1k,Θnρ∂ρϕn
)
=
(
1/4− µ2n
)
ϕn + ω
−2
kn,Θn
(
1− 6ρ2 + ρ4
(1 + ρ2)2
− 1
4k2n
)
ϕn
Multiplying both sides by ωkn,Θnρ
−1, integrating from 0 to ρ, and then multiplying
again by ωkn,Θnρ
−1 yields,
∂ρϕn(ρ) =
(
1/4− µ2n
) ωkn,Θn
ρ
∫ ρ
0
ϕnωkn,Θn
dτ
τ
+
ωkn,Θn
ρ
∫ ρ
0
ω−2kn,Θn
(
1− 6τ2 + τ4
(1 + τ2)2
− 1
4k2n
)
ϕnωkn,Θn
dτ
τ
Now note that the right-hand side above is strictly positive on an interval (0, ε]
where ε > 0 can be chosen independently of n. Indeed, the right-hand side is
positive as long as
1− 6τ2 + τ4
(1 + τ2)2
− 1
4k2n
> 0
and we can thus take, say ε = 1/10. This means that φn is strictly increasing on
the interval [0, ε] for all n and hence we can ensure that ρn ≥ ε for each n. Hence
ρ∗ ≥ ε.
Now suppose that ρn → ρ∗ = 1. Proceeding as above, but this time integrating
from ρ to Θn we have
∂ρϕn(ρ) = −
(
1/4− µ2n
) ωkn,Θn
ρ
∫ Θn
ρ
ϕnωkn,Θn
dτ
τ
− ωkn,Θn
ρ
∫ Θn
ρ
ω−2kn,Θn
(
1− 6τ2 + τ4
(1 + τ2)2
− 1
4k2n
)
ϕnωkn,Θn
dτ
τ
Since the first term on the right-hand side above is nonpositive we have
∂ρϕn(ρ) ≤ −ωkn,Θn
ρ
∫ Θn
ρ
ω−2kn,Θn
(
1− 6τ2 + τ4
(1 + τ2)2
− 1
4k2n
)
ϕnωkn,Θn
dτ
τ
Next, we can choose ρ close enough to 1, e.g., take ρ ≥ 3/4, and Θn close enough
to 1, so that
1− 6τ2 + τ4
(1 + τ2)2
− 1
4k2n
≤ 0 and
∣∣∣∣1− 6τ2 + τ4(1 + τ2)2 − 14k2n
∣∣∣∣ ≤ 2 for τ ∈ [3/4,Θn]
Using the above along with the fact that ϕn ≤ 1 and Lemma 3.3 we have for all
ρ ∈ [3/4,Θn] that
∂ρϕn(ρ) ≤ C1
log(Θn/ρ)
∫ Θn
ρ
ω−1kn,Θn(τ) dτ
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Note also for τ ≥ 3/4 and Θn close enough to 1 we can find a uniform in n constant
C2 > 0 so that ω
−1
kn,Θn
(τ) ≤ C log(Θn/τ). Hence,
∂ρϕn(ρ) ≤ C1C2
log(Θn/ρ)
∫ Θn
ρ
log(Θn/τ) dτ ≤ C′ |Θn − ρ| (3.31)
Hence we can find R < 1 close enough to 1 andN large enough so we have ρn ∈ [R, 1]
for all n ≥ N , and in addition by (3.31) we can guarantee that for ρ ∈ [R, 1] we
have
ϕn(ρ) ≥ 1/2, ∀ρ ∈ [R, 1].
Hence ϕ∞(ρ) ≥ 1/2 for ρ ∈ [R, 1) and therefore is not identically 0. This completes
the proof of Step 3 and therefore also of Theorem 1.1(ii). 
3.3. No negative spectrum and no embedded eigenvalues. Before we con-
sider the existence of gap eigenvalues in the next section, we first show that any
eigenvalue of the operator LV , with V = Vλ,k or Wλ, must occur in the spectral
gap (0, 1/4). The following proposition holds for all λ ∈ [0,∞) and k ≥ 2.
Proposition 3.7. With V = Vλ,k or Wλ, the following statements concerning LV
hold.
(i) For every λ ≥ 0, the spectrum of LV does not contain any non-positive reals,
i.e.,
σ(LV ) ∩ (−∞, 0] = ∅.
(ii) There does not exist any eigenvalue in [ 14 ,∞).
Before proceeding with the proof we introduce two additional ingredients. We
define ζλ0 to be the unique L
2
loc solution to LVλ,kζ = 0, which is obtained by differ-
entiating Qλ,k(ρ) with respect to λ. Indeed, we have
ζλ0 (r) := sinh
1
2 r ∂λQλ,k(r) =
2kλk−1 tanhk(r/2) sinh1/2 r
1 + λ2k tanh2k(r/2)
. (3.32)
We also require the analog of ζλ0 for LWλ , which is defined as follows:
ηλ0 (r) := sinh
1
2 r ∂λQYM,λ(r) =
4λ tanh2(r/2) sinh1/2 r
(1 + λ2 tanh2(r/2))2
. (3.33)
Note that ηλ0 is a positive solution to LWλη0 = 0 and we have ηλ0 ∈ L2([0, c)) for
all c > 0.
Proof of Proposition 3.7. The existence of ζλ0 for LVλ,k and ηλ0 for LWλ exclude the
possibility of an eigenvalue with µ2 = 0. To prove the first statement, it thus suffices
to rule out eigenvalues in (−∞, 0). Suppose such an eigenvalue exists. Then, as
in the proof of Theorems 1.1 and 1.3, there exists µ ∈ C with µ2 ≤ 0 and an
L2 solution φµ to (3.10) that is strictly positive. Proceeding as in the proof of
Theorem 1.1 (resp. Theorem 1.3) with β0 = ζ
λ
0 , (resp. β0 = η
λ
0 ) in place of g(Q),
for any R > 0 we obtain
µ2
∫ R
0
β0(r)φµ(r) dr = −φ′µ(R)β0(R) + φµ(R)β0′(R).
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Arguing as in the proof Theorems 1.1 or 1.3, we see that the left-hand side is
strictly negative and decreasing in R. On the other hand, the right-hand side is
non-negative for sufficiently large R, which is a contradiction.
The second statement follows from the fact that if µ2 ≥ 1/4 then there cannot
exist any non-zero solution to LVφ = µ2φ in L2([1,∞)). To prove this statement,
note that LV−µ2 is well-approximated by −∂rr−(µ2−1/4), near r =∞. Moreover,
observe that a fundamental system for −∂rrf − (µ2 − 1/4)f = 0 is {e±i
√
µ2−1/4 r}
when µ2 > 1/4 and {1, r} when µ2 = 1/4, neither of which decay as r →∞. 
4. Existence of Gap Eigenvalues
In this subsection we carry out the proof of Theorem 1.2, which in the end,
comes down to an elementary argument based on Sturm oscillation theory. We
restrict to the case k ≥ 2 since the corotational problem, i.e., k = 1, has already
been addressed in [9].
Before beginning the proof, we first give a bit of intuition as to why HVλ,k should
have gap eigenvalues, at least in the large λ regime. In short, the existence of gap
eigenvalues can be attributed to the presence of an eigenvalue for the underlying
scale invariant Euclidean problem at the zero energy threshold. This is best under-
stood in a rescaled setting. We introduce the notation
ρ := λr/2,
and we refer to ρ as the renormalized coordinate. Setting Q˜λ,k(ρ) := Qλ,k(r) we
have
Q˜λ,k(ρ) = 2 arctan(λ
k tanhk(ρ/λ)) (4.1)
And note that the map Q˜λ,k can be well approximated by Qeuc,k(ρ) = 2 arctan(ρ
k)
on a ρ-interval of size ελ. It is basically this phenomenon which we would like to
exploit at the level of the spectral theory for the operators obtained by linearization
about Q˜λ,k and Qeuc,k. Indeed, define
L˜λ,k := −∂ρρ + (k2 − 1
4
)
4
λ2 sinh2(2ρ/λ)
+
1
λ2
+
4
λ2
Vλ,k(2ρ/λ). (4.2)
We note that L˜λ,k is related to LVλ,k as follows: Given a function φ(r) on (0,∞),
define φλ(ρ) := φ(2ρ/λ). Then(
L˜λ,kφλ
)
(ρ) =
4
λ2
(LVλ,kφ)(2ρ/λ) =
4
λ2
[LVλ,kφ]λ(ρ).
This means that φ solves LVλ,kφ = µ2φ if and only if φ˜(ρ) = φ(2ρ/λ) solves
L˜Vλ,k φ˜ =
4µ2
λ2
φ˜.
In the limit λ→∞, L˜λ,k formally tends to the operator
Leucϕ :=− ϕρρ + (k2 − 1
4
)
1
ρ2
ϕ+ Veuc,k(ρ)ϕ,
Veuc,k(ρ) :=− k2 ρ
2k−2
(1 + ρ2k)2
.
(4.3)
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The equation Leucϕ = 0 possesses an explicit solution
ϕeuc(ρ) :=
ρk+
1
2
1 + ρ2k
∈ L2([0,∞)) for k ≥ 2. (4.4)
The Schro¨dinger operator Leuc arises by linearizing the k-equivariant Euclidean
wave maps equation (1.7) around the ground state harmonic map Qeuc,k. The
explicit solution ϕeuc is obtained from the scaling invariance of the problem and is
an eigenfunction as long as k ≥ 2. We note that ϕeuc is a zero energy resonance in
the case k = 1; see [7] for more details.
In the 1-equivariant case considered in [9], the formal limit L˜Vλ,k → Leuc was
exploited by way of the following renormalization. Given a solution φ0 to
L˜Vλ,kφ0 =
1
λ2
φ0, φ0 ∈ L2([0, c)), c > 0
define its renormalization f˜(ρ) by
f˜(ρ) :=
φ0(ρ)
ϕeuc(ρ)
Then f˜ solves (
f˜ ′ϕ2euc
)′
= ϕ2euc
(
L˜Vλ,k −
1
λ2
− Leuc
)
f˜
To prove that L˜Vλ,k has an eigenvalue µ2 < 1λ2 is suffices, by standard Sturm
oscillation theory, to show that any solution φ0 ∈ L2([0, c)) as above must change
signs at least once. After renormalization above, it then suffices that f˜ must change
signs. The fact that L˜Vλ,k − 1λ2 − Leuc → 0 as λ → ∞ for each ρ > 0 suggests
that one can obtain good control over f˜ on an interval of size, 0 ≤ ρ . 1. Also, the
conclusions of Lemma 3.2 in the k = 1 case, give good control of φ0 near ρ = ∞.
The difficulty arises when trying to make these two regions, where f˜ is controlled,
overlap. In [9] this is achieved by extending the control given by the renormalization
near ρ = 0 to an interval of size 0 ≤ ρ . λ which can be made arbitrarily large.
The key is a certain a priori estimate for f˜ which holds under the contradiction
hypothesis that f˜ remains positive on the interval [0, λ], see [9, Lemma 3.9]. This
approach requires precise control over L˜Vλ,k − 1λ2 − Leuc which is a complicated
singular expression.
We follow a somewhat different approach in this paper to deal with the higher
equivariance classes k ≥ 2. In fact, one may expect that it is easier to detect gap
eigenvalues for the higher equivariance classes since the solution φeuc is an eigen-
value for the Leuc when k ≥ 2, rather than a resonance when k = 1. The presence of
eigenvalues for an operator −∂rr + V is a stable phenomenon under small changes
to the potential V , while the presence of a resonance is extremely unstable. Of
course the difference between Leuc and L˜Vλ,k − 1λ2 is not given by a small perturba-
tion in any reasonable sense, and the previous statement is meant only as a rough
heuristic. On the other hand, in the argument presented below the existence of gap
eigenvalues is deduced by way of a polynomial divergence in λ with power λ2k−2,
rather than the delicate log(λ) divergence detected in the 1-equivariant case in [9];
compare [9, Proof of Lemm 3.9] with the proof of Theorem 1.2 below.
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Rather than confront the difference L˜Vλ,k − 1λ2 −Leuc directly as in [9] by renor-
malizing with respect to ϕeuc, here we renormalize relative to ζ
λ
0 , which is defined
in (3.32) and is the unique L2loc solution to LVλ,kζ = 0. Recall that ζλ0 is obtained
by differentiating Qλ,k(ρ) with respect to λ. Since we will work exclusively in the
renormalized coordinate ρ = λr/2 from now on, we will slightly abuse notation by
writing ζλ0 (ρ) = ζ
λ
0 (2ρ/λ). Then ζ
λ
0 (ρ) is given by
ζλ0 (ρ) :=
2kλk−1 tanhk(ρ/λ) sinh1/2(2ρ/λ)
1 + λ2k tanh2k(ρ/λ)
(4.5)
and solves
L˜Vλ,kζλ0 (ρ) = 0, ζλ0 ∈ L2([0, c]), c > 0 (4.6)
We note that ζλ0 has the same behavior near ρ = 0 as ϕeuc. However, ζ
λ
0 is not an
eigenvalue for L˜Vλ,k , in fact ζλ0 (ρ) grows like eρ/2λ. This last point will not matter
in the argument though. In fact ζλ0 is well-approximated by ϕeuc for ρ ≤ ǫλ, where
ǫ > 0 is sufficiently small. In view of the decay of ϕeuc as ρ → ∞ this means
that ζλ0 decays at ρ = ǫλ for large λ. Even though ζ
λ
0 does not change sign, this
decay is enough to show that φ0, which satisfies an equation with a more attractive
potential compared to ζλ0 , must change sign.
Given any solution φ to L˜Vλ,kφ = 4µ
2
λ2 φ we define its renormalization with respect
to ζλ0 (which we will now denote simply by ζ := ζ
λ
0 ) by
fµ(ρ) =
φ(ρ)
ζ(ρ)
(4.7)
Note that by Lemma 3.1 we can multiply φ by a constant to ensure that we have
(fµ(0), f
′
µ(0)) = (1, 0). Then f(ρ) solves
(f ′µζ
2)′(ρ) = −4µ
2
λ2
ζ2(ρ)fµ(ρ), fµ(0) = 1, f
′
µ(0) = 0 (4.8)
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2(i). We begin by establishing the existence of gap eigenvalues
in the case that k ≥ 2 is fixed and λ is large enough.
Let φ be a solution to
L˜Vλ,kφ =
1
λ2
φ, φ ∈ L2([0, c]), ∀c > 0 (4.9)
and we multiply by a suitable constant so that its renormalization f 1
2
(ρ) = f(ρ) =
φ(ρ)/ζ(ρ) as in (4.7) satisfies f(0) = 1. By (4.8) we see that for any ρ1 ≥ 0
f(ρ) = f(ρ1) + f
′(ρ1)ζ
2(ρ1)
∫ ρ
ρ1
ζ−2(τ) dτ − 1
λ2
∫ ρ
ρ1
∫ τ
ρ1
ζ2(σ)
ζ2(τ)
f(σ) dσ dτ
f ′(ρ) = f ′(ρ1)ζ
2(ρ1)ζ
−2(ρ)− 1
λ2
∫ ρ
ρ1
ζ2(σ)
ζ2(ρ)
f(σ) dσ
(4.10)
By Sturm oscillation theory, it suffices to show that any such solution φ must
change signs. We assume for contradiction that φ as in (4.9) satisfies φ(ρ) ≥ 0 for
all ρ ≥ 0. Since ζ(ρ) ≥ 0 for all ρ ≥ 0, this means that we are assuming for the
sake of contradiction that
f(ρ) ≥ 0, ∀ ρ ≥ 0
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By (4.10) it follows that f ′(ρ) < 0 for all ρ > 0, which means that f is strictly
decreasing. Under these hypotheses, we prove the following claim.
Claim 4.1. Set ρ0 := ρ0(λ) := λarctanh (1/λ). If k ≥ 2 is fixed, then there exists
Λ1 = Λ1(k) large enough so that for λ ≥ Λ1
f(ρ) ≥ 1
2
, for ρ ∈ [0, ρ0(λ)]. (4.11)
Proof of Claim 4.1. Setting ρ1 = 0 in (4.10) gives,
f(ρ) = 1− 1
λ2
∫ ρ
0
ζ−2(τ)
∫ τ
0
ζ2(σ)f(σ) dσ dτ (4.12)
Since f(ρ) is decreasing, we have f(ρ) ≤ 1 and thus for all τ ≤ ρ0(λ), and using
the explicit formula (4.5),∫ τ
0
ζ2(σ)f(σ) dσ ≤
∫ τ
0
ζ2(σ) dσ =
∫ τ
0
4k2λ2k−2 tanh2k(σ/λ) sinh(2σ/λ)
(1 + λ2k tanh2k(σ/λ))2
dσ
≤ 4k2λ2k−2 sinh(2τ/λ)
∫ τ
0
tanh2k(σ/λ) dσ
≤ 4k2λ2k−2 sinh(2τ/λ) cosh2(ρ0(λ)/λ)
∫ τ
0
tanh2k(σ/λ)
cosh2(σ/λ)
dσ
Using the definition of ρ0(λ) we have cosh
2(ρ0(λ)/λ) =
λ2
λ2−1 . Since
d
dx tanh
m x =
m tanhm−1 x cosh−2 x the last line above is equal to
=
4k2
2k + 1
λ2k−1
λ2
λ2 − 1 sinh(2τ/λ)
∫ τ
0
d
dσ
(tanh2k+1(σ/λ)) dσ
=
4k2
2k + 1
λ2k−1
λ2
λ2 − 1 sinh(2τ/λ) tanh
2k+1(τ/λ)
Therefore, using the above as well as the definition of ζ in (4.5), we have for all
ρ ≤ ρ0
1
λ2
∫ ρ
0
ζ−2(τ)
∫ τ
0
ζ2(σ)f(σ) dσ dτ
≤ 4k
2
2k + 1
λ2k−3
λ2
λ2 − 1
∫ ρ
0
sinh(2τ/λ) tanh2k+1(τ/λ)
ζ2(τ)
dτ
= λ−1
λ2
λ2 − 1
1
2k + 1
∫ ρ
0
tanh(τ/λ)(1 + λ2k tanh2k(τ/λ))2 dτ
≤ λ−1 λ
2
λ2 − 1
1
2k + 1
tanh(ρ0/λ)(1 + λ
2k tanh2k(ρ0/λ))
2ρ0
= λ−1
λ2
λ2 − 1
4
2k + 1
arctanh (λ−1) ≤ 1
2
(4.13)
where the final inequality in the last line above holds if k ≥ 2 is fixed by taking λ
large enough. Inserting (4.13) into (4.12) yields the claim. 
The lower bound on f(ρ) in Claim 4.1 allows us to find a strictly negative upper
bound for f ′(ρ0(λ)). In particular we prove the following claim.
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Claim 4.2. Let ρ0 = λarctanh (1/λ). If f(ρ) ≥ 12 for all ρ ∈ [0, ρ0], then
|f ′(ρ0)| ≥ 1
ζ2(ρ0)
k2
2k + 2
λ−5 (4.14)
Proof of Claim 4.2. Setting ρ1 = 0 in (4.10) and using the hypothesis f(τ) ≥ 12 for
τ ∈ [0, ρ0] gives,
|f ′(ρ0)| =
∣∣∣∣ 1λ2
∫ ρ0
0
ζ2(σ)
ζ2(ρ0)
f(σ) dσ
∣∣∣∣ ≥ 12λ2 1ζ2(ρ0)
∫ ρ0
0
ζ2(σ) dσ (4.15)
Using the formula (4.5) and the fact that for σ ≤ ρ0 we have 1+λ2k tanh2k(σ/λ) ≤
1 + λ2k tanh2k(ρ0/λ) = 2, we obtain∫ ρ0
0
ζ2(σ) dσ =
∫ ρ0
0
4k2λ2k−2 tanh2k(σ/λ) sinh(2σ/λ)
(1 + λ2k tanh2k(σ/λ))2
dσ
≥ k2λ2k−2
∫ ρ0
0
tanh2k(σ/λ) sinh(2σ/λ) dσ
= 2k2λ2k−2
∫ ρ0
0
tanh2k+1(σ/λ) cosh2(σ/λ) dσ
≥ 2k
2
2k + 2
λ2k−1
∫ ρ0
0
d
dσ
tanh2k+2(σ/λ) dσ =
2k2
2k + 2
λ2k−1 tanh2k+2(ρ0/λ)
=
2k2
2k + 2
λ−3
Plugging the above into (4.15) yields (4.14). 
Now, using Claim 4.1, Claim 4.2, and setting ρ1 = ρ0 = λarctanh (1/λ) in (4.10)
we have, for any ρ ≥ ρ0
f(ρ) = f(ρ0) + f
′(ρ0)ζ
2(ρ0)
∫ ρ
ρ0
ζ−2(τ) dτ − 1
λ2
∫ ρ
ρ0
∫ τ
ρ0
ζ2(σ)
ζ2(τ)
f(σ) dσ dτ
≤ 1 + f ′(ρ0)ζ2(ρ0)
∫ ρ
ρ0
ζ−2(τ) dτ ≤ 1− k
2
2k + 2
λ−5
∫ ρ
ρ0
ζ−2(τ) dτ
(4.16)
Next, using again the explicit formula (4.5)∫ ρ
ρ0
ζ−2(τ) dτ =
∫ ρ
ρ0
(1 + λ2k tanh2k(τ/λ))2
4k2λ2k−2 tanh2k(τ/λ) sinh(2τ/λ)
dτ
≥ λ
2k+2
4k2
∫ ρ
ρ0
tanh2k(τ/λ)
sinh(2τ/λ)
dτ =
λ2k+2
8k2
∫ ρ
ρ0
tanh2k−1(τ/λ)
1
cosh2(τ/λ)
dτ
=
λ2k+3
16k3
∫ ρ
ρ0
d
dτ
tanh2k(τ/λ) dτ =
λ2k+3
16k3
(
tanh2k(ρ/λ)− λ−2k
)
Inserting the above into (4.16) gives
f(ρ) ≤ 1− λ
2k−2
32k(k + 1)
(
tanh2k(ρ/λ)− λ−2k
)
Letting ρ→∞ above then yields
lim
ρ→∞
f(ρ) ≤ 1− λ
2k−2
32k(k + 1)
(
1− λ−2k) (4.17)
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If k ≥ 2 is fixed, we can find Λ0(k) ≥ Λ1(k) large enough so that for all λ ≥ Λ0,
the right-hand side of (4.17) is negative, yielding a contradiction – here Λ1(k) is as
in Claim 4.1. This proves the existence of gap eigenvalues for λ ≥ Λ0.
Next we prove that for fixed k ≥ 2 and λ large enough, the eigenvalues we have
found are simple and unique. We show that any eigenfunction ψµ ∈ L2 solving
LVλ,kψµ = µ2ψµ, for µ2 ∈ (0, 14 ) cannot change signs as long as λ is large enough.
First we show that for an appropriately chosen constant C, and λ large, ψµ does
not change sign in the interval [Cλ ,∞). Without loss of generality, we may assume
that ψµ(r) is positive for large r. Definem > 0 bym
2 = 14−µ2. We compare ψµ with
h(r) := e−mr, which up to scaling is the unique nonzero L2 solution of ∂rrh = m
2h.
After suitable renormalization, it is clear from (3.2) and the exponential decay of
Vλ,k(r) as r → ∞, that we may assume that ψµ(r) = e−mr + o(e−mr) as r → ∞.
Defining
W(r) :=W [ψµ, h](r) = ψµ(r)h′(r) − ψ′µ(r)h(r),
we have
W ′(r) = −
(
k2 cos(2Qλ,k)− 14
sinh2 r
)
ψµ(r)h(r).
It follows from the definition of Qλ,k, which is explicit, that if λ is large enough,
there exists a constant C > 0 so that for r ≥ C/λ
k2 cos(2Qλ,k)− 14
sinh2 r
> 0, (4.18)
and therefore W ′(r) ≤ 0, so long as ψµ is positive (note that h > 0 everywhere).
Assuming (4.18) for the moment, let R denote the largest zero of ψµ and for con-
tradiction assume R ≥ C/λ. ThenW ′(r) < 0 and ψµ ∼ e−mr as r →∞ imply that
W(R) ≥ 0. This means that
lim
r→R+
h′(r)
h(r)
≥ lim
r→R+
ψ′µ(r)
ψµ(r)
=∞,
and therefore we must have h(R) = 0, which is impossible. In the case of a threshold
resonance, simply run the the same argument as above comparing with h ≡ 1, which
up to scaling is the unique nonzero bounded solution to hrr = 0 – we omit the details
here since the argument is very similar.
It remains to prove that ψµ cannot change signs on the interval [0, C/λ] for
large enough λ (again the same argument works here in the case of a threshold
resonance). Defining the renormalization fµ as in (4.7) by
fµ(ρ) =
ψµ(2ρ/λ)
ζ(ρ)
, fµ(0) = 1, f
′
µ(0) = 0
fµ(ρ) = 1− 4µ
2
λ2
∫ ρ
0
∫ τ
0
ζ2(σ)
ζ2(τ)
f(σ) dσ dτ
we note that it suffices to show that fµ cannot change signs in the interval [0,
C
2 ].
Using the explicit formula for ζ we see that∣∣∣∣∣4µ2λ2
∫ C/2
0
∫ τ
0
ζ2(σ)
ζ2(τ)
dσ dτ
∣∣∣∣∣ = O(λ−2)→ 0 as λ→∞
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and thus it follows for a Volterra-type iteration argument (see for example [9, Proof
of Claim 3.12] that
sup
ρ∈[0,C/2]
|fµ(ρ)− 1| = o(1) as λ→∞
we conclude that fµ is positive in [0,
C
2 ] as long as λ is large enough, as desired.
Finally, to complete the proof of Theorem 1.2(i) by showing that the simple gap
eigenvalue µ2λ migrates to 0 as λ→ ∞, i.e., we prove (1.20). By Sturm oscillation
and the definition of L˜Vλ,k , it suffices to prove the following claim.
Claim 4.3. Let µ2 ∈ (0, 1/4]. Then, for λ large enough (depending on µ2), the
solution φ0 to the ODE
L˜Vλ,kφ0 =
4µ2
λ2
φ0, φ0(ρ)/ζ(ρ)→ 1 as ρ→ 0
must change sign.
Proof of Claim 4.3. Defining the renormalization
fµ(ρ) = φ0(ρ)/ζ(ρ)
we have, as in (4.10) that
fµ(ρ) = fµ(ρ1) + f
′
µ(ρ1)ζ
2(ρ1)
∫ ρ
ρ1
ζ−2(τ) dτ − 4µ
2
λ2
∫ ρ
ρ1
∫ τ
ρ1
ζ2(σ)
ζ2(τ)
fµ(σ) dσ dτ
f ′µ(ρ) = f
′
µ(ρ1)ζ
2(ρ1)ζ
−2(ρ)− 4µ
2
λ2
∫ ρ
ρ1
ζ2(σ)
ζ2(ρ)
fµ(σ) dσ
for any ρ1 fixed. The proof of Claim 4.3 then follows from the exact same argument
used to prove that f(ρ) as in (4.10) changes signs for λ large enough – note that
the only difference between the above and (4.10) is the factor of 4µ2 in front of the
integrals. 
This completes the proof of Theorem 1.2(i). 
We turn next to the proof of Theorem 1.2(ii). The proof still relies on the
renormalization technique introduced above, but instead of considering the formal
limit of Lλ,k as λ → ∞ we need to consider the limit k → ∞. As in the case of
large λ, the necessary information for the proof of existence of gap eigenvalues is
encoded in the solution
ζλ0 (r) =
2kλk−1 tanhk(r/2) sinh1/2 r
1 + λ2k tanh2k(r/2)
.
As usual we let φ be the solution of Lλ,kφ = 14φ with the same asymptotic behavior
as ζλ0 near r = 0 and introduce
f(r) =
φ(r)
ζλ0 (r)
, f(0) = 1, f ′(0) = 0.
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For simplicity of notation we will henceforth write ζ instead of ζλ0 . The integral
equation satisfied by f is (here r0 ≥ 0 is an arbitrary constant)
f(r) = f(r0) + ζ
2(r0)f
′(r0)
∫ r
r0
dt
ζ2(t)
− 1
4
∫ r
r0
∫ t
r0
ζ2(s)
ζ2(t)
f(s)dsdt,
f ′(r) =
ζ2(r0)f
′(r0)
ζ2(r)
− 1
4ζ2(r)
∫ r
r0
ζ2(t)f(t)dt.
In order to analyze this integral uniformly in k as k → ∞, we again introduce the
renormalized variable
ρ = λk tanhk(r/2) = Θ tanhk(r/2).
Recall from the proof of Theorem 1.1(ii) that ρ ≤ Θ and
dr =
[(
k
2
)((
Θ
ρ
) 1
k
−
(
Θ
ρ
)− 1
k
)]−1
dρ
ρ
Abusing notation by writing ζ(ρ) instead of ζ(r) we have
ζ2(σ)
ζ2(τ)
=
(
k
2
) ((
Θ
τ
) 1
k − (Θτ )− 1k )(
k
2
) ((
Θ
σ
) 1
k − (Θσ )− 1k ) ·
σ2(1 + τ2)2
τ2(1 + σ2)2
,
and the integral equations for f can be written as (where now ′ := ddρ)
f(ρ) = f(ρ0) + ρ0f
′(ρ0)
ρ20
(1 + ρ20)
2
∫ ρ
ρ0
(1 + τ2)2
τ2
dτ
τ
− 1
4
∫ ρ
ρ0
∫ τ
ρ0
σ2(1 + τ2)2
τ2(1 + σ2)2
[(
k
2
)((
Θ
σ
) 1
k
−
(
Θ
σ
)− 1
k
)]−2
f(σ)
dσ
σ
dτ
τ
,
f ′(ρ) = f ′(ρ0)− 1
4
(1 + ρ2)2
ρ3
∫ ρ
ρ0
σ2
(1 + σ2)2
[(
k
2
)((
Θ
σ
) 1
k
−
(
Θ
σ
)− 1
k
)]−1
dσ
σ
.
(4.19)
Proof of Theorem 1.2(ii). Assume for contradiction that f(ρ) is everywhere non-
negative. It follows from the expression (4.19) that f is decreasing and f(ρ) ≤ 1
for all ρ ≤ Θ. We begin by providing a lower bound on f(ρ) for ρ ∈ [0, A] where A
is to be determined. Using Lemma 3.3 we have
f(ρ) ≥ 1− 1
4
∫ ρ
0
∫ τ
0
σ2(1 + τ2)2
τ2(1 + σ2)2
[(
k
2
)((
Θ
σ
) 1
k
−
(
Θ
σ
)− 1
k
)]−2
dσ
σ
dτ
τ
≥ 1− 1
4
∫ ρ
0
∫ τ
0
σ2(1 + τ2)2
τ2(1 + σ2)2 log2
(
Θ
σ
) dσ
σ
dτ
τ
= 1− 1
4
∫ ρ
0
σ
(1 + σ2)2 log2
(
Θ
σ
) ∫ ρ
σ
(1 + τ2)2
τ3
dτdσ
≥ 1− C(1 +A4)
∫ ρ
0
1
σ log2
(
Θ
σ
)dσ ≥ 1− C(1 +A4)
log
(
Θ
A
) ,
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where to evaluate the last integral we have used the substitution σ′ = log
(
Θ
σ
)
. By
taking Θ large compared to A we can guarantee that the last quantity on the right
hand side of the estimate above is bounded away from zero.
The next step in the proof consists of finding a lower bound on |f ′(A)|. Using
the expression (4.19), the previous bound on f(A), Lemma 3.3, and the dominated
convergence theorem, we get
f ′(A) = −1
4
(1 +A2)2
A3
∫ A
0
f(σ)
σ2
(1 + σ2)2
[(
k
2
)((
Θ
σ
) 1
k
−
(
Θ
σ
)− 1
k
)]−2
dσ
σ
≤ −C(1 +A
2)
A3
(
1− C(1 + A
4)
log2
(
Θ
A
) )((1 +A2)−2 ∫ A
0
σ
log2
(
Θ
σ
)dσ + ok(1)
)
≤ −C(1 +A
2)
A3
(
1− C(1 + A
4)
log2
(
Θ
A
) )((1 +A2)−2Θ2 ∫ AΘ
A
2Θ
σ′dσ′
log2 σ′
+ ok(1)
)
≤ −C(1 +A
2)
A3
(
1− C(1 + A
4)
log2
(
Θ
A
) )( A2
(1 +A2)2 log2
(
Θ
A
) + ok(1)
)
.
Choosing A = 1 and Θ large we conclude that
f ′(1) ≤ −C (1− log−2Θ) (log−2Θ+ ok(1)) ≤ −C(log−2Θ+ ok(1)).
Finally, going back to the expression (4.19) we see that
f(Θ/2) ≤ 1− C(log−2Θ+ ok(1))
∫ Θ/2
1
(1 + τ2)2
τ2
dτ
τ
≤ 1− CΘ2(log−2Θ+ ok(1)).
Choosing Θ and k large enough we conclude that f(Θ/2) is negative, which is a
contradiction. 
The proof of Theorem 1.4 is very similar to the proof of Theorem 1.2(i). We
give a brief sketch.
Proof of Theorem 1.4. As in the proof of Theorem 1.2, to prove the existence of a
gap eigenvalue for large λ, we show that any solution φλ0 to
LWλφλ0 =
1
4
φλ0 , φ
λ
0 ∈ L2([0, c)) for c > 0
must change signs. Here we renormalize with respect to ηλ0 defined in (3.33). Indeed
passing to the renormalized coordinate ρ := λr/2, we write η(ρ) := ηλ0 (2ρ/λ) and
φ(ρ) = φλ0 (2ρ/λ) and set
f(ρ) :=
φ(ρ)
η(ρ)
. (4.20)
and we multiply by a suitable constant so that (f(0), f ′(0)) = (1, 0). We recall
from (3.33) that
η(ρ) =
4λ tanh2(ρ/λ) sinh
1
2 (2ρ/λ)
(1 + λ2 tanh2(ρ/λ))2
(4.21)
38 ANDREW LAWRIE, SUNG-JIN OH, AND SOHRAB SHAHSHAHANI
Then for any fixed ρ1 ≥ 0 we have
f(ρ) = f(ρ1) + f
′(ρ1)η
2(ρ1)
∫ ρ
ρ1
η−2(τ) dτ − 1
λ2
∫ ρ
ρ1
∫ τ
ρ1
η2(σ)
η2(τ)
f(σ) dσ dτ
f ′(ρ) = f ′(ρ1)η
2(ρ1)η
−2(ρ)− 1
λ2
∫ ρ
ρ1
η2(σ)
η2(ρ)
f(σ) dσ
Assuming for contradiction that f(ρ) ≥ 0 for all ρ ≥ 0, it follows that f ′ is negative
and hence f is strictly decreasing. Arguing exactly as in Claim 4.1, using the
explicit formula for η, one can choose λ large enough so that f(ρ) ≥ 12 for all
ρ ∈ [0, ρ0], where ρ0 := ρ0(λ) := λarctanh (1/λ). Then, proceeding as in the proof
of Claim 4.2, one can use the fact that f(ρ) ≥ 12 on [0, ρ0] along with (4.21) to show
that
|f ′(ρ0)| ≥ 1
2λ2
1
η2(ρ0)
∫ ρ0
0
η2(σ) dσ
≥ 1
2η2(ρ0)
∫ ρ0
0
tanh4(σ/λ) sinh(σ/λ) cosh(σ/λ) dσ
≥ cλ−5 1
η2(ρ0)
It then follows from the integral equation for f with ρ1 = ρ0 that
f(ρ) ≤ 1− cλ−5
∫ ρ
ρ0
η−2(τ) dτ (4.22)
Using again the explicit formula (4.21) we can deduce that
lim
ρ→∞
f(ρ) ≤ 1− cλ2(1− λ−4)
which is negative for λ large enough. This is a contradiction. Therefore f , and
thus also φ0 must change signs. By Sturm oscillation it follows that there exists an
eigenvalue in the spectral gap (0, 1/4).
For the uniqueness statement, arguing as in the proof of Theorem 1.2, we can
reduce matters to proving the analog of (4.18) in the Yang-Mills setting. In par-
ticular, it suffices to show that the following inequality holds for r ≥ C/λ for an
appropriate constant C and large λ :
4(gYMg
′
YM)
′(QYM,λ)− 1
4
≥ 0.
Using the definition gYM(v) = v − v22 this reduces to the estimate
4(1− 3QYM,λ + 3
2
Q2YM,λ)− 1/4 ≥ 0
which holds, say for
QYM,λ(r) ≥ 5/3.
Using the definition of QYM,λ, this is equivalent to
tanh2(r/2) ≥ 5/λ2
for large λ. The rest of the proof of the uniqueness statement follows from an
identical argument as in the proof of Theorem 1.2 and we omit the details.
Finally, to prove that the unique simple eigenvalue µλ satisfies µλ → 0 as λ→∞,
we argue exactly as in Claim 4.3. This completes the proof. 
GAP EIGENVALUES FOR GEOMETRIC EQUATIONS 39
References
[1] D. Bambusi and S. Cuccagna. On dispersion of small energy solutions to the nonlinear Klein
Gordon equation with a potential. Amer. J. Math., 133(5):1421–1468, 2011.
[2] W. O. Bray. Aspects of harmonic analysis on real hyperbolic space. In Fourier analysis
(Orono, ME, 1992), volume 157 of Lecture Notes in Pure and Appl. Math., pages 77–102.
Dekker, New York, 1994.
[3] T. Cazenave and P.-L. Lions. Orbital stability of standing waves for some nonlinear
Schro¨dinger equations. Comm. Math. Phys., 85(4):549–561, 1982.
[4] R. Coˆte. Instability of nonconstant harmonic maps for the (1 + 2)-dimensional equivariant
wave map system. Int. Math. Res. Not., (57):3525–3549, 2005.
[5] S. Cuccagna and T. Mizumachi. On asymptotic stability in energy space of ground states for
nonlinear Schro¨dinger equations. Comm. Math. Phys., 284(1):51–77, 2008.
[6] Z. Gang and I. M. Sigal. Relaxation of solitons in nonlinear Schro¨dinger equations with
potential. Adv. Math., 216(2):443–490, 2007.
[7] J. Krieger, W. Schlag, and D. Tataru. Renormalization and blow up for charge one equivariant
wave critical wave maps. Invent. Math., 171(3):543–615, 2008.
[8] J. Krieger, W. Schlag, and D. Tataru. Renormalization and blow up for the critical Yang-Mills
problem. Adv. Math., 221(5):1445–1521, 2009.
[9] A. Lawrie, S.-J. Oh, and S. Shahshahani. Stability of stationary equivariant wave maps from
the hyperbolic plane. ArXiv e-prints, February 2014.
[10] T. Mizumachi. Asymptotic stability of small solitary waves to 1D nonlinear Schro¨dinger
equations with potential. J. Math. Kyoto Univ., 48(3):471–497, 2008.
[11] P. Raphae¨l and I. Rodnianski. Stable blow up dynamics for the critical co-rotational wave
maps and equivariant Yang-Mills problems. Publ. Math. Inst. Hautes E´tudes Sci., pages
1–122, 2012.
[12] I. Rodnianski and J. Sterbenz. On the formation of singularities in the critical O(3) σ-model.
Ann. of Math., 172:187–242, 2010.
[13] A. E. Schlatter, M. Struwe, and A. S. Tahvildar-Zadeh. Global existence of the equivariant
Yang-Mills heat flow in four space dimensions. Amer. J. Math., 120(1):117–128, 1998.
[14] J. Shatah and M. Struwe. Geometric wave equations. Courant Lecture notes in Mathemat-
ics, New York University, Courant Institute of Mathematical Sciences, New York. American
Mathematical Society, Providence RI, 1998.
[15] A. Soffer and M. I. Weinstein. Resonances, radiation damping and instability in Hamiltonian
nonlinear wave equations. Invent. Math., 136(1):9–74, 1999.
[16] M. Struwe. Equivariant wave maps in two space dimensions. Comm. Pure Appl. Math.,
56(7):815–823, 2003.
Andrew Lawrie, Sung-Jin Oh
Department of Mathematics, The University of California, Berkeley
970 Evans Hall #3840, Berkeley, CA 94720, U.S.A.
alawrie@math.berkeley.edu, sjoh@math.berkeley.edu
Sohrab Shahshahani
Department of Mathematics, The University of Michigan
2074 East Hall, 530 Church Street Ann Arbor, MI 48109-1043, U.S.A.
shahshah@umich.edu
