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cesses	 in	order	 to	make	them	more	 interpretable,	 transparent	and	subject	 to	oversight.	Some	
  3	
have	argued	for	a	“society	in	the	loop”	AI	governance	framework,	where	societal	values	would	
be	 embedded	 into	 algorithmic	 decision	 making	 (Rahwan,	 2018),	 comparable	 to	 the	 ways	 in	
which	human	judgment	(from	individuals)	is	used	to	train	or	control	machine	learning	systems.	
Similarly,	 Responsible	 Research	 and	 Innovation	 approaches	 (Owen,	 Macnaghten	 and	 Stilgoe,	
2012)	 advocate	 opening	 processes	 of	 innovation	 to	 include	 voices	 from	 across	 society.	 These	
perspectives	highlight	 the	need	 to	elicit	 a	 collective	 judgment	 regarding	particular	 algorithmic	






algorithm	 to	 be	 used	 in	 a	 specific	 context.	 Presented	with	 a	 resource	 allocation	 problem	 and	
several	 possible	 algorithms	 to	 solve	 it,	 participants	were	 asked	 to	 choose	 their	 preferred	 and	
least	preferred	algorithms	 for	 the	 task.	They	were	also	given	 the	opportunity	 to	discuss	 these	
choices.	 Analysis	 of	 their	 choices	 and	 discussions	 shows	 that	 the	 participants	made	 different	
preference	 selections	 but	 consistently	 invoked	 normative	 concerns	when	 accounting	 for	 their	
choices.	They	also	attended	to	their	selections	as	strongly	dependent	on	the	context.	This	dis-








revealed	 (for	 example,	 see	 Strathern,	 2000).	More	 specifically,	 in	 regard	 to	 transparency	 and	








ing	 the	 governance	of	 algorithms;	 in	particular,	 in	understanding	 if	 algorithms	and	 those	who	
develop	them	could	become	more	responsible	for	safeguarding	users.	This	work	largely	involves	
interacting	with	stakeholder	groups	in	order	to	investigate	questions	including:		





































on	 the	preferences	given	by	 the	students.	These	preferences	were	given	as	numerical	 ratings,	
and	interpreted	as	the	utility	that	a	student	would	receive	from	being	allocated	a	specific	topic,	
in	a	utilitarian,	economics-inspired	sense.	The	different	algorithms	either:	i)	maximised	the	sum	























































tionnaire,	 the	 research	 team	 facilitated	a	10-to-20-minute	group	discussion.	Participants	were	
asked	 first	 to	 report	 their	 questionnaire	 responses	 and	 then	 to	 explain	 the	 rationale	 for	 their	
selections.	They	were	encouraged	 to	debate	with	each	other,	 in	particular	 to	explore	 the	 rea-
sons	behind	differences	of	selection.	They	were	also	asked	to	comment	on	what	further	details	
might	better	help	them	in	their	decision-making.	After	this,	participants	were	given	Part	2	of	the	






















Figure	1	 shows	participants’	most	preferred	algorithms	 in	both	Parts	1	and	2	of	 the	question-
naire.	Algorithm	3	was	the	most	popular	choice	in	each	part	-	selected	27	times	in	Part	1	and	24	




A3	may	 have	 adhered	 to	 a	 value	 framework	 that	 focuses	 on	maximising	 overall	 satisfaction,	
whereas	participants	who	chose	A1	may	have	emphasised	the	importance	of	minimising	dispari-
ty	between	satisfactions	of	the	students.	











































recurring	 topics	 raised	 by	 the	 participants	 and	 patterns	 in	 the	ways	 that	 they	 discussed	 their	






























Moral	 references,	 in	 particular	 references	 to	 fairness,	were	 ubiquitous	when	 participants	 dis-
cussed	 their	preferred	and	 least	preferred	algorithms.	When	asked	 to	explain	 their	 selections,	
participants	 routinely	began	by	using	 terms	 that	mirrored	 the	wording	of	 the	questionnaire	–	




































As	 participants	 continued	 to	 rationalise	 their	 selections,	 they	 revealed	 the	 understandings	 of	




















Despite	 the	 importance	 placed	 on	 balance,	 it	was	 frequently	 referred	 to	 as	 insufficient	 on	 its	
own.	Algorithms	1	and,	in	particular,	5	were	often	justified	as	least	preferred	on	the	basis	that	
whilst	 they	 achieved	 an	 even	 or	 ‘equal’	 (Example	 7)	 distribution	 by	 minimising	 distance	 this	
wasn’t	enough	to	achieve	a	good	result.	Taking	this	further	some	participants	commented	that	
this	kind	of	balance	was	not	necessarily	 fair,	marking	out	a	difference	between	sameness	and	









up	 with	 matters	 of	 context.	 Across	 the	 four	 groups,	 participants	 routinely	 articulated	 their	
  11	
choices	in	relation	to	the	context	of	the	task	or	various	hypothetical	contextual	situations.	Even	
when	 technical	 features	 of	 the	 algorithms	were	 discussed,	 different	 contextual	 circumstances	
were	also	invoked.	The	repeated	references	to	context	suggest	that	selections	about	algorithm	
preference	were	not	made	in	reference	to	abstract	features	of	the	algorithm	alone,	but	rather	in	










Example	 11:	 So	we	 don't	 know	 anything	 about	 the	 students,	 right.	 Are	 they	 generally	
unhappy?	
	
Example	12:	Well,	 yeah,	 if	 the	 student	 is	 suitable	 for	 the	project.	 That	 for	me	actually	
would	be	more	important.	
	




ficial	 to	 the	 completion	 of	 the	 task.	 In	 Example	 11,	 the	 participant	 asks	 a	 question	 about	 the	
wider	context	of	the	scenario	which,	even	if	rhetorical,	suggests	that	this	kind	of	further	 infor-
mation	would	aid	decision	making.	Similarly,	in	Example	12,	the	participant	attempts	to	reason	
about	 the	 specific	 context	 of	 the	 task,	 and	 in	 doing	 so	 articulates	what	 criteria	would	 be	 im-
portant	for	him,	 if	he	were	to	allocate	projects.	His	 individual	perspective	 is	that	the	more	ap-
propriate	criterion	is	the	suitability	of	a	student	to	a	project	-	detail	that	was	not	available	in	the	
questionnaire	-	rather	than	students'	preferences.	The	ubiquity	of	references	to	context	across	




about	algorithm	preference.	These	 factors	suggest	 that	 it	would	be	very	difficult	 to	determine	
any	 kind	 of	 globally	 preferred	 algorithm	 that	 could	 span	 across	 contexts.	Moreover,	 the	 fre-
quency	of	participant	requests	for	more	detail	about	context	and	their	occasional	construction	















































The	notion	of	 context	was	also	 invoked	 in	 relation	 to	 the	process	of	decision	making	 itself.	 In	
particular,	participants	displayed	 consideration	over	whether	 knowledge	of	 context	would	en-
hance	or	problematise	 the	appropriate	allocation	of	projects.	These	discussions	once	again	 in-






as	 a	 tool	 to	 `enhance'	 the	 experience	 of	 the	 student,	 alluding	 to	 the	 ability	 of	 a	 professor	 to	
make	fluid	and	appropriate	decisions	based	on	less	stringent	criteria	than	those	the	algorithm	is	
constrained	by.	The	reasoning	of	the	professor	is	thus	seen	to	go	beyond	the	preferences	of	stu-
dents	 to	what	may	be	better	 for	 their	work.	There	was	no	consensus	among	participants	and	
groups	on	whether	the	existence	of	contextual	knowledge	when	making	decisions	was	good	or	












preferences.	However,	 a	 given	 feature	might	 be	 referred	 to	 both	positively	 and	negatively	 by	
different	participants.	All	groups	asked	questions	to	clarify	their	understanding	of	the	algorithms	
and,	as	noted	above,	were	eager	to	learn	more	about	the	context	in	which	the	algorithms	would	
be	 applied.	 Participants	 from	 technical	 backgrounds	were	noticeably	more	 fluent	 and	 familiar	
using	technical	terminology	whereas	those	from	non-technical	backgrounds	required	assistance	
to	understand	the	meaning	of	key	terms	such	as	`utility'	and	to	interpret	the	graphs	shown	on	
the	 questionnaires.	 Examples	 19	 to	 21	 illustrate	 the	 kinds	 of	 difficulties	 of	 understanding	 de-
scribed	by	student	participants	from	non-technical	backgrounds.		
	













are	 there	because	we've	done	 the	work	already	 this	 afternoon,	where	 you've	basically	
had	to	explain	how	it	works	and	what	the	terms	mean	and	what	you	mean	by	distance	




of	 algorithms	 displayed	 by	 participants	 is	 significant.	 It	 demonstrates	 that	 within	 and	 across	
communities	there	will	be	different	levels	of	understanding	and	that	particular	effort	might	be	
necessary	 to	 address	 the	 lack	 of	 understanding	 of	 some	members.	Non-technical	 participants	
were	explicitly	told	that	they	were	not	expected	to	understand	the	questionnaires	on	first	read-
ing	 and	extended	periods	of	 time	were	 given	 to	 inviting	 and	 answering	participant	 questions.	
Technical	 participants	 were	 similarly	 invited	 to	 ask	 questions	 but	 these	 were	 generally	 less	













cific	 context.	An	experiment	was	devised	 in	which	groups	of	participants	were	asked	 to	select	
their	most	and	least	preferred	algorithms	from	a	predefined	selection	of	five	options.	The	task	









fered	 a	 trade-off	 between	 multiple	 criteria	 over	 those	 that	 optimised	 a	 single	 criterion.	 The	
quantitative	findings	point	to	some	interesting	interpretations	of	the	kinds	of	value	frameworks	
participants	 drew	 on	 when	making	 their	 selections,	 and	 these	 were	 further	 unpacked	 in	 the	
qualitative	analysis.		
	
Qualitative	 thematic	 analysis	 of	 the	 discussion	 sessions	 revealed	 that	 when	 asked	 to	 explain	
their	 preferences,	 participants	 across	 the	 different	 groups	 raised	 the	 same	 core	 issues.	 They	
consistently	 invoked	 normative	 understandings	 of	 right	 and	 wrong	 to	 justify	 their	 selections,	
specifically	using	 the	 language	of	 fairness	 to	argue	that	 the	preferred	algorithm	should	be	 the	
fairest	one.	Opinions	about	which	algorithm	was	fairest	and	what	constituted	fairness	did	differ	
however,	and	participants	frequently	attended	to	the	difficulty	or	even	impossibility	of	a	single	
algorithm	producing	a	 fair	 result	 in	all	 cases.	Closely	connected	to	references	 to	 fairness	were	
references	to	context.	Participants	expressed	the	need	for	further	knowledge	of	the	context	in	


















fied	 as	 applicable	 in	 a	 given	 scenario	 then	 it	 might	 be	 possible	 for	 consensus	 to	 be	 reached	
around	which	algorithm	 is	preferred.	However,	 the	 importance	participants	placed	on	context	









were	also	able	 to	draw	on	the	 features	of	 the	algorithm	as	a	means	 to	articulate	 in	detail	 the	
rationale	 for	 their	 own	 preferences.	 Participants	 engaged	 enthusiastically	 with	 the	 task	 and	











users	 from	 different	 educational	 and	 professional	 etc.	 backgrounds	 need	 to	 be	 given	 infor-
mation	in	different	ways.	It	might	also	be	necessary	that	users	of	various	kinds	are	given	oppor-
tunities	 to	 express	 and	 overcome	 both	 explicitly	 and	 implicitly	 expressed	 instances	 of	 lack	 of	
understanding.	 Further	work	 can	 be	 done	 in	 this	 area	 to	 identify	what	 forms	 of	 information-
giving	best	support	transparency	and	 interpretability,	 for	 instance	 in	terms	of	volume	of	 infor-
mation	 provided,	 the	 use	 of	 technical	 terms	 and	 the	 alternate	 use	 of	 text,	 visualisation	 and	
graphics	etc.	In	our	study,	all	the	participants	had	a	relatively	high	level	of	education	and	existing	
awareness	of	 algorithms;	 it	 is	 likely	 that	other	demographics	 in	 the	 general	 population	would	




importance	of	 algorithmic	 interpretability	 and	 transparency.	 The	 findings	 highlight	 some	 chal-
lenges	and	questions	that	are	important	for	further	work	in	this	area.	One	challenge	is	to	devel-



































































































Algorithm	 A1	 A2	 A3	 A4	 A5	
Total	Utility	 168				 185	 213	 178	 136	
Total	Distance	 252					 1454	 994					 1452					 			132	
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	 A1	 A2	 A3	 A4	 A5	
Total	Utility	 168				 185	 213	 178	 136	
Total	Distance	 252					 1454	 994					 1452					 132	
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Given	the	explanation	of	how	the	algorithms	work	and	the	allocations	computed	by	each	algo-
rithm,	which	of	 them	would	 you	prefer	most,	 and	which	would	 you	prefer	 least?	 You	 can	 list	
more	than	one	algorithm	in	each	line.	
	
Most	Preferred	Algorithm(s):		____________________________________	
	
Least	Preferred	Algorithm(s):	____________________________________	
	
	
Please	give	reasons	for	your	assessment:	
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
________________________	
