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Esta investigación ha sido posible gracias a las facilidades brindadas por el 
Instituto Tecnológico Superior del Sur del Estado de Yucatán y la Universidad 
Autónoma de Yucatán. El presente trabajo analiza el rendimiento de procesadores 
multinúcleo embebidos en dispositivos digitales al ejecutar aplicaciones paralelas 
desarrolladas con Python, C++, OpenMP y Boost. El rendimiento es analizado a 
partir de la medición y cálculo de tres indicadores: tiempo de ejecución, 
aceleración y eficiencia. Los procesadores multinúcleo reúnen varias unidades de 
procesamiento energéticamente eficientes en un solo microprocesador, pudiendo 
ser aprovechados al máximo si las aplicaciones se diseñan bajo el paradigma de 
computación paralela. Se aplicó la metodología de programación paralela en 
espiral para la implementación de dos aplicaciones: multiplicación de matrices y 
convolución de imágenes. Se ejecutaron en diversos dispositivos digitales con 
procesador multinúcleo embebido registrando los tiempos de ejecución para su 
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análisis. Los resultados demostraron la mejora del rendimiento al reducir el 73% 
del tiempo total de ejecución, alcanzando eficiencia de hasta 94% con cuatro 
núcleos. 




This research has been possible thanks to the support made by the Instituto 
Tecnológico Superior del Sur del Estado de Yucatán and Universidad Autónoma 
de Yucatán facilities. In this document the performance of embedded multicore 
processors in digital devices is analyzed when running parallel applications 
developed using Python, C ++, OpenMP and Boost. Analysis of performance is 
based on three indicators: execution time, speed-up and efficiency. Multicore 
processors cluster several energy-efficient processing units in a single 
microprocessor and its best performance can be achieved if the applications are 
designed using the parallel computing. A spiral methodology for parallel 
programming was applied to implement two applications: matrix multiplication and 
image convolution. A variety of digital devices with embedded multicore processors 
were used to execute the programs and record execution times for analysis. The 
results showed an improvement in performance by reducing 73% of the total 
execution time, reaching up to 94% efficiency with four cores. 
Keywords: Boost, OpenMP, multicore processor, parallel computing. 
 
1. Introducción 
Dada la necesidad de procesar una amplia variedad de problemas complejos en 
un tiempo razonable, los desarrolladores de sistemas de computación comenzaron 
a unir sus computadoras para trabajar como una sola. Este fue uno de los inicios 
de la computación paralela, enfatizando el tratamiento concurrente de un conjunto 
de datos usando más de un procesador con el objetivo de resolver un mismo 
problema.  
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La programación paralela es una técnica de programación basada en la ejecución 
simultánea de varias tareas, la cual solo era aplicada a la computación de altas 
prestaciones pero últimamente el interés ha crecido debido a las restricciones 
físicas que impiden el escalado en frecuencia de reloj (Chichizola, 2013). 
El desarrollo tecnológico enfocado a la integración de múltiples transistores en un 
mismo procesador implica el aumento de escalado en frecuencia, operaciones 
ejecutadas simultáneamente y segmentación, lo cual permite continuar el 
paradigma de programación secuencial. Sin embargo, este desarrollo llegó a su 
límite, dando lugar a una nueva generación de procesadores al incrementar el 
número de núcleos de procesamiento secuencial en el mismo chip para obtener 
incrementos del rendimiento, en vez de diseñar un procesador con una única 
unidad de proceso más rápida y con mayor capacidad de cómputo (Amdahl, 
2013). Debido a este cambio en el diseño de procesadores implementado en 
computadoras, en sistemas de cómputo móvil y embebido, es necesario un 
cambio de paradigma de programación.  
Para evaluar el desempeño de un sistema de computación y compararlo respecto 
a otro se necesita definir y medir su rendimiento; esto implica determinar los 
factores que influyen en el desempeño del equipo de cómputo y así definir una 
expresión que lo caracterice.  
El elemento común empleado para determinar la medida del rendimiento de un 
equipo de cómputo es el tiempo de ejecución (Cardinale, 2016). Para una 
aplicación secuencial, el rendimiento es evaluado por su tiempo de ejecución 
como función del tamaño del problema, cuyo comportamiento es idéntico en 
cualquier plataforma secuencial. Por su parte, el tiempo de ejecución de una 
aplicación programada en paralelo depende del tamaño del problema, del número 
de procesadores y de ciertos parámetros de comunicación de la plataforma. Es 
por ello que las aplicaciones paralelas deben ser evaluadas y analizadas teniendo 
en cuenta también la plataforma, tomando en cuenta adicional al tiempo de 
ejecución como medida de rendimiento también la aceleración y la eficiencia.  
Para analizar el rendimiento de las plataformas con procesadores multinúcleo 
embebidos al ejecutar aplicaciones desarrolladas bajo el paradigma de 
Pistas Educativas, No. 122, diciembre 2016. México, Tecnológico Nacional de México/Instituto Tecnológico de Celaya 
 
Pistas Educativas Vol. 38   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas ~320~ 
programación paralela, se desarrollaron dos aplicaciones utilizando C++, OpenMP 
y Boost en la parte central de las aplicaciones y Python para el desarrollo de la 
interfaz de usuario. Dichas aplicaciones fueron ejecutadas y evaluadas en 
secuencial y en paralelo, tomando como métricas del rendimiento: el tiempo de 
ejecución, la aceleración y la eficiencia. 
 
2. Método 
Metodología de la Investigación  
Con base en la clasificación de Hernández (2010) esta investigación tiene un 
diseño experimental de clase cuasi-experimental con tratamientos múltiples, 
porque se manipulan deliberadamente las dos variables independientes (procesos 
secuenciales y paralelos) para observar su efecto y relación con la variable 
dependiente (rendimiento). Adicionalmente, los grupos de estudio no se asignaron 
al azar ni se emparejaron, pues son los dispositivos con procesadores multinúcleo 
embebidos que se tenían disponibles para pruebas y experimentación. El diseño 
de la investigación está representado con la siguiente simbología:  
G X1 O X2 O 
 
Donde: 
G Es el conjunto de dispositivos digitales con procesadores multinúcleo 
embebidos empleados para las pruebas y experimentación durante la 
recolección de información. 
X1 Tratamiento que consiste en la ejecución de aplicaciones secuenciales. 
X2 Tratamiento que consiste en la ejecución de aplicaciones paralelas. 
O Medición del rendimiento de las aplicaciones en el dispositivo ejecutado, 
basado en tres indicadores: tiempo de ejecución, cálculo de la 
aceleración y eficiencia. 
 
Metodología para el desarrollo de la aplicación paralela  
Como implementación de la aplicación paralela se desarrolló la multiplicación de 
matrices para medir el rendimiento de acuerdo a las dimensiones de las 
estructuras; posteriormente, se desarrolló una implementación del algoritmo de 
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convolución aplicado a la transformación de imágenes con filtros de matrices 
cuadradas de orden 3, 5 y 7.  
La metodología de desarrollo empleada fue la propuesta por Aguilar y Leiss 
(2004), siendo específica para aplicaciones paralelas. Esta metodología, conocida 
como en espiral, se basa en dos premisas: primero, explotar el conocimiento que 
se va adquiriendo durante el desarrollo y diseñar inicialmente las partes claves de 
la aplicación, y segundo, poco a poco, añadirle las otras partes. 
La metodología consta de cuatro fases: 
a) Descomposición. El propósito fue identificar las oportunidades de 
paralelismo. Esta fase consistió en dividir o descomponer un programa en 
componentes que pueden ser ejecutados concurrentemente, asegurando 
un eficiente uso de los recursos por parte de la aplicación, reduciendo la 
latencia. 
La descomposición se aplicó por dominio, ya que se dividieron los datos en 
subgrupos y se asociaron los cálculos relacionados a cada grupo. La idea 
central es dividir en componentes que pueden ser manipulados 
independientemente. Los datos se dividen de igual tamaño a condición de 
que los procesadores tengan cargas de trabajo balanceadas. Dado que el 
algoritmo de convolución está compuesto por una sucesión de operaciones 
con matrices (Giménez et al., 2016), con salidas almacenadas en una 
matriz resultado como se observa en la figura 1, la descomposición por 
dominios se basó en el comportamiento del algoritmo al identificarse un 
total de (m-h+1) x (n-h+1) operaciones matriciales, donde: (m x n) es el 
tamaño de la matriz a transformar y h es el tamaño del filtro de convolución 
a aplicar. Luego de conocer el total de operaciones, se identificaron las 
cargas a aplicar por hilo de ejecución, teniendo en cuenta que a cada 
núcleo del procesador se le asignó un hilo. 
b) Comunicación. Definir la estructura de comunicación en la aplicación es 
clave en el futuro desempeño de una aplicación. Es indispensable cuando 
los cálculos a realizar en una tarea, requieren datos de otras, lo que implica 
que se deben transferir esos datos entre las tareas.  
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Figura 1 Descomposición por dominio (Autor). 
 
En nuestro caso, se definió una comunicación asíncrona, ya que cada tarea 
resultante de la descomposición del algoritmo de convolución puede 
ejecutarse al obtener los datos que requiere, sin tener que esperar por otras 
tareas; para ello se identificaron y definieron variables por su alcance de 
tipo privadas o compartidas para las tareas resultantes de la 
descomposición.  
c) Agrupamiento. En esta fase se revisaron las decisiones de 
descomposición y comunicación, para obtener un algoritmo que se ejecute 
eficientemente sobre un dispositivo con procesador multinúcleo embebido. 
Los objetivos fueron incrementar la cantidad de cálculos por núcleo, reducir 
los costos de comunicación, aumentar la flexibilidad con respecto a la 
escalabilidad y proceso de decisión de las asignaciones. 
d) Asignación. Las tareas son asignadas al procesador de manera que 
maximice el uso de los núcleos y minimice los costos comunicacionales. El 
objetivo es minimizar el tiempo total de ejecución de la aplicación al asignar 
tareas concurrentes a diferentes núcleos del procesador y asignar tareas 
que se comunican frecuentemente en el mismo núcleo. Se definió una 
asignación dinámica, usando funciones de equilibro de carga de trabajo, de 
acuerdo a la arquitectura de hardware en la cual se ejecuta la aplicación, 
pudiendo tomar el máximo número de núcleos del procesador o dejar la 
tarea para que el usuario defina el total de núcleos durante la ejecución 
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(Chapman et al., 2008). El resultado de estas fases se puede observar en la 
figura 2, que presenta la rutina principal del algoritmo de convolución. 
 
 
Figura 2 Código de la rutina de convolución con OpenMP (Autor). 
 
3. Resultados 
Aplicaciones desarrolladas  
Para la construcción de las aplicaciones se consideraron los aspectos 
específicos de la arquitectura y software disponible para acoplar el diseño a las 
especificidades de la plataforma donde se ejecutará; esto permite aprovechar todo 
el conocimiento y experiencias obtenidas en los ciclos previos.  
La interfaz de las aplicaciones se desarrolló en el lenguaje de programación 
Python, sin embargo la parte central de la aplicación fue desarrollada con C++ con 
el propósito de maximizar el rendimiento de la aplicación, tal como se puede 
observar en la figura 3. Adicionalmente, se empleó la interfaz de programación de 
aplicaciones paralelas de memoria compartida OpenMP para la división de tareas 
por hilos para cada núcleo del procesador; se empleó la librería de código abierto 
FreeImage para la manipulación de imágenes en el algoritmo de convolución y el 
repositorio de bibliotecas libre Boost para la comunicación y paso de parámetros 
entre las funciones definidas en Python y C++. 
Con esta arquitectura se desarrollaron dos aplicaciones en los paradigmas 
secuencial y paralelo, ambas empleadas como tratamientos para el análisis del 
rendimiento de los dispositivos con procesador multinúcleo embebido. 
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Figura 3 Arquitectura de la aplicación paralela (Autor). 
 
La primera aplicación realiza la multiplicación de matrices (figura 4). Se ejecutó en 
sus versiones secuencial y paralela hasta con cuatro núcleos para matrices 
cuadradas de números enteros de dimensiones de 300, 600, 900, 1200 y 1500 
elementos por dimensión, empleando memoria dinámica de tamaño 1.03 Mb, 4.12 
Mb, 9.27 Mb, 16.48 Mb y 25.75 Mb respectivamente. 
 
 
Figura 4 Aplicación para multiplicación de Matrices (Autor). 
 
La segunda aplicación fue una implementación del algoritmo de convolución para 
tratamiento de imágenes (figura 5). Se ejecutó en sus versiones secuencial y 
paralela hasta con cuatro núcleos para fotos de 3 Megapixeles (Mpx), 5 Mpx y 8 
Mpx, empleando filtros de convolución de 3x3, 5x5 y 7x7 pixeles, los cuales 
emplearon memoria dinámica de hasta 36 Mb, 57.67 Mb y 91.44 Mb 
respectivamente. 
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Figura 5 Aplicación para convolución de imágenes (Autor). 
 
Análisis de rendimiento de aplicaciones paralelas  
El rendimiento de acuerdo con Cardinale (2016), es la medida de qué tan bien un 
sistema, o los componentes que lo constituyen, lleva a cabo las tareas asignadas. 
En computación paralela es el tiempo de procesamiento medido con los siguientes 
indicadores: tiempo de ejecución, aceleración y eficiencia.  
En el análisis de rendimiento de las aplicaciones paralelas desarrolladas para 
dispositivos con procesadores multinúcleo embebidos se tomó en cuenta como 
tiempo de ejecución la medida de tendencia central mediana de cinco corridas con 
los mismos parámetros, resultando los valores observados en tabla 1 para la 
multiplicación de matrices y los valores observados en tabla 2 para la aplicación 
que implementa el algoritmo de convolución. 
Como resultado de la observación del indicador tiempo de ejecución, obtenido de 
la medición del tiempo transcurrido entre el comienzo y finalización de una tarea, 
se observó que mejoró el rendimiento en la aplicación multiplicación de matrices 
reduciendo en el mejor de los casos de 118.3 segundos a 31.8 segundos al 
emplear los cuatro núcleos del procesador, reduciendo el 73% del tiempo de 
ejecución, tal como se puede ver en la gráfica presentada en la figura 6. 
 
Pistas Educativas, No. 122, diciembre 2016. México, Tecnológico Nacional de México/Instituto Tecnológico de Celaya 
 
Pistas Educativas Vol. 38   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas ~326~ 
Tabla 1 Tiempos de ejecución de la multiplicación de matrices (Autor). 
 
 




Figura 6 Indicador tiempo de ejecución multiplicación de matrices (Autor). 
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En el algoritmo de convolución de imágenes aplicado a la transformación de fotos 
de 8 Mpx con filtros de 7x7, se observa que el tiempo de ejecución se reduce de 
34.9 segundos a 11.5 segundos, reduciendo el 67% del tiempo de ejecución, tal 
como se observa en la gráfica de la figura 7.  
 
 
Figura 7 Indicador tiempo de ejecución del algoritmo de convolución (Autor). 
 
La aceleración de un código paralelo se define como la razón del tiempo de 
ejecución en secuencial, entre el tiempo de ejecución en paralelo (Cruz, 2009). 
Este segundo indicador del rendimiento aplicado a la multiplicación de matrices en 
el mejor de los casos empleando dos núcleos es 2.0, empleando tres núcleos en 
2.91 y empleando cuatro núcleos en 3.76, lo cual se aproxima a la aceleración 
ideal, presentado en la gráfica de la figura 8. Al calcular la aceleración al algoritmo 
de convolución para fotos de 8 Mpx ejecutado con cuatro núcleos, con el filtro de 
3x3 la aceleración fue 1.83, para el filtro de 5x5 fue 2.56 y para el filtro de 7x7 fue 
3.03, observable en la figura 9. 
 
 
Figura 8 Indicador aceleración de la multiplicación de matrices (Autor). 
 
El tercer indicador eficiencia, se define como la razón de la aceleración dividida 
por el número de núcleos empleados en la ejecución paralela (Kathavate & 
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Srinath, 2014). Esta medida calculada para la multiplicación de matrices, en el 
mejor de los casos para dos núcleos es 100%, para tres núcleos es 97% y para 
cuatro núcleos es 94%, observable en la figura 10. Mientras que la misma medida 
calculada para el algoritmo de convolución con filtro de 7x7 para fotos de 8Mpx, 
con dos núcleos fue 90%, con tres núcleos fue 83% y con cuatro núcleos fue 76%, 
observable en la figura 11. 
 
 
Figura 9 Indicador aceleración del algoritmo de convolución (Autor). 
 
 
Figura 10 Indicador eficiencia de la multiplicación de matrices (Autor). 
 
 
Figura 11 Indicador eficiencia del algoritmo de convolución (Autor). 
 
Se observa cómo decrece el indicador eficiencia de forma paulatina al 
incrementarse más núcleos de procesamiento, lo cual demuestra el 
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comportamiento de la Ley de Amdahl que indica que la eficiencia obtenida en una 
implementación paralela viene limitada por la fracción del programa no 
paralelizable (Amdahl, 2013). 
 
4. Discusión  
Con base en la metodología en espiral para programación paralela, se 
desarrollaron librerías con C++ y OpenMP, y llamadas desde interfaces de usuario 
desarrolladas en Python. Estas implementaciones fueron compiladas y ejecutadas 
en dispositivos con procesadores multinúcleo embebidos, demostrando que el 
rendimiento en su ejecución en paralelo usando de dos hasta cuatro núcleos de 
procesamiento mejora significativamente respecto a la ejecución en secuencial 
(usando un sólo núcleo).  
Las aplicaciones paralelas para dispositivos con procesadores multinúcleos 
embebidos desarrolladas con OpenMP, permiten mejorar el rendimiento frente a 
las aplicaciones secuenciales, en términos de tres indicadores: tiempo de 
ejecución, aceleración y eficiencia.  
Las aplicaciones paralelas con interfaz Python, incrementan el rendimiento por 
medio de la construcción de librerías en C++ con OpenMP, las cuales se 
comunican y pasan parámetros por medio de la biblioteca libre Boost.  
La construcción de aplicaciones para dispositivos con procesador embebido con 
múltiples núcleos, debe seguir una metodología bajo el paradigma de 
programación paralela para la implementación de la sección de código 
paralelizable, y con esto permitir un mejor aprovechamiento del hardware y óptimo 
rendimiento en la ejecución de las aplicaciones.  
Se propone como trabajo futuro el análisis del rendimiento de aplicaciones 
paralelas en dispositivos con procesador embebido con múltiples núcleos, con 
otras tecnologías soportadas por la arquitectura de hardware como TBB 
(Threading Bulding Blocks), haciendo un análisis comparativo con respecto a 
OpenMP, así como la implementación de otros algoritmos paralelizables. 
Estos resultados fueron obtenidos de la ejecución de aplicaciones paralelizadas 
con procesadores multinúcleo embebidos en dispositivos digitales, sin embargo, 
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también queda abierto el estudio para el análisis al aprovechar las capacidades de 
cómputo al implementar aplicaciones paralelas con las GPUs (Unidades de 
Procesamiento Gráfico) frente a las CPUs. 
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