Abstract. The convergence of an adaptive mixed finite element method for general second order linear elliptic problems defined on simply connected bounded polygonal domains is analyzed in this paper. The main difficulties in the analysis are posed by the non-symmetric and indefinite form of the problem along with the lack of the orthogonality property in mixed finite element methods. The important tools in the analysis are a posteriori error estimators, quasi-orthogonality property and quasi-discrete reliability established using representation formula for the lowest-order RaviartThomas solution in terms of the Crouzeix-Raviart solution of the problem. An adaptive marking in each step for the local refinement is based on the edge residual and volume residual terms of the a posteriori estimator. Numerical experiments confirm the theoretical analysis.
The mixed formulation seeks (p, u) ∈ H(div, Ω) × L 2 (Ω) such that (A −1 p + ub * , q) − (div q, u) = 0 for all q ∈ H(div, Ω),
for all v ∈ L 2 (Ω). (1.3) Here and throughout the paper, H(div, Ω) = {q ∈ L 2 (Ω; R 2 ) : div q ∈ L 2 (Ω)} and L 2 (Ω; R 2 ) denotes the space of R 2 -valued L 2 functions defined over the domain Ω. The existence and uniqueness of the mixed solution for elliptic problems have been proved in [7, 12] .
The study of analysis of the adaptive finite element methods (AFEM) is an essential component of the adaptive process. Various a posteriori error estimators are reviewed in [1] , and the references therein. The marking strategies, convergence and optimality are well established for the adaptive conforming finite element methods in literature [10, 17, 27, 28, 29, 30, 33] . For the Poisson problem, the convergence and optimality have been established for the adaptive nonconforming FEM [5, 11, 14] and for the adaptive mixed FEM [4, 13, 15, 18, 20] . The recent article 'Axioms of adaptivity' [16] provides a general framework to optimality of adaptive schemes.
The non-symmetric and indefinite second order elliptic equations with conforming, nonconforming mixed FEM have been discussed in various articles [3, 7, 12, 19, 21, 23, 31, 32] . These articles discuss the existence and uniqueness of the solution with a priori error estimates. A posteriori error estimates and its convergence for conforming FEM for general second order linear elliptic PDEs have been achieved using contraction of the sum of energy error plus oscillation in [25] and the quasi-optimality in [24] . A posteriori error estimates and quasi-optimal convergence of the adaptive nonconforming FEM have been obtained in [21] . To the best of our knowledge, we have not come across any work which discusses the convergence and optimality of the adaptive mixed finite element method (AMFEM) for non-symmetric and indefinite elliptic problems. The main challenges, the lack of orthogonality in MFEM and the non-symmetric form of equation are addressed in this work. Also as the flux variable p involves u explicitly, the analysis of variable u becomes inevitable for the analysis of the flux p. In this paper, the main contributions are summarized as:
• for the adaptive algorithm, the marking strategy in each step for the local refinement is proposed based on the comparison of the edge residual term and the volume residual terms of the a posteriori estimator, • a posteriori error estimator, quasi-orthogonality property and quasi-discrete reliability results are derived with the help of the representation formula for the lowest-order Raviart-Thomas solution in terms of the Crouzeix-Raviart solution of the problem, • the contraction property is shown for the linear combination of the sum of errors in p and u, the edge residual estimator and the volume residual estimators, • the convergence and the quasi-optimality results are achieved, under the assumption of small initial mesh-size h 0 . An outline of the paper is as follows. Section 2 introduces notations and the adaptive algorithm for the mixed finite element method. Section 3 describes some auxiliary results necessary for the convergence analysis. The contraction property and the quasi-optimal convergence of the adaptive mixed finite element method are established in Section 4. The numerical experiments are presented in Section 5. Appendix I summarizes the constants used in the article and their interdependencies.
Here are some notations used throughout the paper. An inequality A B abbreviates A ≤ CB, where C > 0 is a mesh-size independent constant that depends only on the domain and the shape of finite elements; A ≈ B means A B A. Standard notation applies to Lebesgue and Sobolev spaces and
denotes the Sobolev space of order m with norm given by · m .
2. AMFEM algorithm. This section discusses notations and the adaptive algorithm. Let T h be a regular triangulation the domain Ω ⊂ R 2 into triangles such that ∪ T ∈T h T = Ω. Let E h be the set of all edges in T h and let E h (∂Ω) be the set of all boundary edges in T h . Further, let mid(E) denote the midpoint of the edge E and mid(T ) denote the centroid of the triangle T. The set of edges of the element T is denoted by E(T ) and let h T := diam(T ) for T ∈ T h . Define h T ∈ P 0 (T h ), as a piecewise constant mesh-size function such that h T | T := h T for all T ∈ T h . Let h := max T ∈T h h T and h E be the length of the edge E ∈ E h . For any edge E, ν E is the unit normal vector exterior to T and τ E is the unit tangential vector along E. Let Π h be the L 2 projection onto P 0 (T h ) and define osc h (f ) := h T (1 − Π h )f , where
Here, P r (T ) denotes the algebraic polynomials of total degree at most r ∈ N as functions on the triangle T ∈ T h . The jump of q across E is denoted by [q] E ; that is, for two neighboring triangles T + and T − ,
The sign of [q] E is defined using the convention that there is a fixed orientation of ν E pointing outside of T + . The patch ω E denote the union of elements that share a common edge E. The piecewise gradient ∇ N C :
1/2 . The non-conforming Crouzeix-Raviart (CR) finite element space with respect to the triangulation T h reads
v is continuous in all midpoints mid(E) of edges E ∈ E h },
The lowest-order Raviart-Thomas space with respect to the triangulation T h reads
2.1. Algorithm. The standard structure of an adaptive algorithm is successive loops SOLVE → ESTIMATE → MARK → REFINE on different levels of the triangulation. In the step SOLVE, the discrete mixed finite element problem (RTFEM) for (1.3) defined by:
The step ESTIMATE consists of computation of an a posteriori error estimator. Here, a posteriori error estimator is a combination of the edge estimator η h and the volume estimator µ h , that is,
), where
The a posteriori estimate (2.3) is derived in Section 3, Theorem 3.2. The step MARK consists of the two alternatives (A) and (B) which depend on the computable quantities η h and µ h and a positive parameter κ.
Here θ A , θ B and κ are the parameters of the marking criteria and will be chosen appropriately. Newest vertex bisection (NVB) algorithm [6, 33] is applied for refining the marked edges or elements and generate a new regular triangulation in REFINE step. Note that to maintain the conformity of the triangulation, some additional edges and elements may also need refinement. 
3. Auxiliary results. This section discusses some important results required for the convergence analysis which are the a posteriori error estimator, error and estimator reduction properties. The nonconforming finite element method (NCFEM) for (1.1) seeks
Representation of RTFEM Solution via NCFEM [12, 26] : The coefficients A, b, γ are all piecewise constants. Now the auxiliary discrete problem is to seek u
Then, the solution p h of the mixed finite element method formulation (2.1)-(2.2) satisfies
The well-posedness of (3.1) and (3.2) and the equivalence of (2.1)-(2.2) with (3.2) is discussed in [12] . 
Proof. From (3.5),
the Pythagoras theorem yields
Hence, (3.6) holds. A use of triangle inequality with (3.3) and (3.6) implies (3.7).
The following theorem is on a posteriori error estimates of e p := p − p h and e u := u − u h the proof of which is obtained by minor modifications in the proof of Theorem 5.5 in [12] . However, for the sake of completeness, a short proof is given below. (Ω) be the unique weak solution of (1.1) and let (p h , u h ) be the solution of (2.1)-(2.2). For small initial mesh-size h 1 > 0 there holds
where 0 < h ≤ h 1 and η h , µ h are as defined in (2.4) and (2.5). Proof. Consider the Helmholtz decomposition:
For the first term on the right-hand side of (3.9), an integration by parts with (1.2) and the fact div p h + γu h = f h lead to
(Ω) orthogonality) and (1.2), the second term on the right-hand side of (3.9) can be written as
From the integration by part formula
With the interpolation estimates β − β h E ≤ Ch 1/2 E β 1,ω E , the bounds ∇β ω E = Curl β ω E ≤ A −1/2 e p ω E , and z z 1 A −1/2 e p , (3.9)-(3.11) result in
To estimate e u , start with the triangle inequality [12] with sufficiently small mesh-size h shows
For any > 0, from lemma 3.3 of [12] , there exists small mesh-size h such that
A repeated use of the triangle inequality yields estimates for u − u N h in (3.13) as
Along with an addition and subtraction of the term
For the third term on the right-hand side of (3.17), (3.5) leads to
The combination of (3.16)-(3.18) results in
To bound u N h − u h in (3.13), use (3.3), the triangle inequality and the fact that
A use of (3.14)-(3.20) in (3.13) along with (2.2) leads to
For small mesh-size h 1 > 0 with 0 < h ≤ h 1 , (3.21) and (3.12) prove (3.8).
Lemma 3.3. (Efficiency) Let (p, u) be the solution of (1.3) and (p h , u h ) be the solution of (2.1)-(2.2) over the triangulation T h . Then, it holds
An integration by parts and a use of Curl(
Note that (∇u, Curl(b
Hence, with the help of the Cauchy-Schwarz inequality, (3.24) can be written as
The inverse inequality, (3.23) and a utilization of the definition p = −(A∇u + ub), result in
A summation over all the edges leads to an estimate of the first term on the left-hand side of (3.22).
Step 2. Define the function
(T ) and the cubic bubble function b T = 27λ 1 λ 2 λ 3 ∈ P 3 (T ) ∩ C 0 (T ) in terms of the barycentric coordinates λ 1 , λ 2 , λ 3 of T ∈ T h [34] . Since A −1 p h + u h b * is affine on T ∈ T h , an equivalence of norm argument shows
The definition of p and (1.2) show that
The Cauchy-Schwarz inequality with
h T is employed in the first two terms. Adding the zero terms ∇u h | T to the right-hand side of the above equation, an integration by parts shows that
Since q T ∈ P 4 (T ), an inverse estimate yields
Since h T 1, it follows
A summation over all elements leads to an estimate of second term on the left-hand side of (3.22) . This concludes the proof.
Let T H and T h with H < h denote nested triangulations, and (p h , u h ) and (p H , u H ) denote the solutions of (2.1)-(2.2) obtained with right-hand sides f h and f H over T h and T H , respectively. The following notations are used in the sequel:
Lemma 3.4. (Volume estimator reduction) For given 0 < θ B ≤ 1, there exist constants 0 < δ 1 , ρ B < 1 and the positive constant Λ 2 such that µ H and E H defined in (2.5) and (3.25) satisfy
Proof. For any triangle K ∈ T H , which gets refined in the level
At least one refinement of T implies h ≤ H/2, the fact f − f h Tj ≤ f − f H Tj along with the triangle inequality yields
where
where for T ∈ T h , T ∈ T H and T ⊂ T , γ 0 is defined as 0 < γ 0 < 1 if T get refined, otherwise γ 0 = 1. Lemma 3.6. ( Edge estimator reduction) Given 0 < θ A ≤ 1, there exist constants 0 < δ 2 , ρ A < 1 and a positive constant Λ 2 such η H and E H defined in (2.4) and (3.25) satisfy
Here H F denotes the lenght of edge F . The fact that J ≥ 2 implies that there exists at least one bisection of
For any E ∈ E h with E ∪E H , E is the interior edge of some element of T ∈ T H and hence, [
. Now, consider this and the cases (3.35)-(3.36) to obtain
The inverse inequality q H
Since there is only a finite overlap of all edge patches, there holds
For the Case (A), the marking criteria for M H ∈ E H ,
For any given θ A , the choice of (3.33) holds. For the Case (B), a summation over the all edges implies
This completes the rest of the proof. Lemma 3.7. (Quasi-orthogonality) Let T h be a refined triangulation of T H . Then for small initial mesh-size h ≤ h 2 , there exist constants 0 < α 1 , α 3 < 1 such that
Proof. The following hold
An elementwise integration by parts of the first term on the right-hand side of (3.41) yields
The second term on right-hand side of (3.42) is zero, as (p h − p H ) · ν E is continuous along the edge E and constant on E, and u 
A substitution of (3.42)-(3.43) in (3.41) with a use of the Cauchy-Schwarz inequality and the Poincaré inequality results in
Using the estimates (3.16)-(3.21), Lemma 3.1 and the addition of the term
The Young's inequality and rearrangement of terms result in 
A combination of (3.
Corollary 3.8. Under the assumption that small initial mesh-size h 2 > 0, and the constants defined in Lemma 3.7, the following result holds for
Lemma 3.9. (Quasi-discrete reliability) Let (p h , u h ) and (p H , u H ) be the MFEM solutions of (2.1)-(2.2) over the triangulations T h and T H , respectively. There exists a constant C 4 > 0 such that for any > 0
where E H , e h , e H are defined in (3.25) and µ h in (2.5). Proof. Introduce the discrete mixed finite element problem:
Define the nonconforming discrete problem corresponding to (3.47)-(3.48): seekũ
The solutionp h of (3.47)-(3.48) can be written in the terms ofũ 
The triangle inequality shows 
With this estimate, (3.51) reduces to
For a bound of the term (u h − u H ), a use of (3.21) shows
For the estimate of p h − p H , note that divp h = f H − γu H = div p H . It implies div (p h −p H ) = 0, and hence,p h − p H is a piecewise constant vector function over T h . The discrete Helmholtz decomposition states for A(p h − p H ) = A∇α CR + Curl β h , where α CR ∈ CR 1 0 (T h ) and β h ∈ P 1 (T h ) ∩ C(Ω), and hence,
Let β H := I H β h be the Scott-Zhang quasi-interpolation operator for E ∈ E H , where E H the set of edges on the triangulation T H and its neighbourhood ω E with (3.55)
Curl β h ). The weak formulation (2.1) with q H = Curl β H ∈ RT 0 (T H ) ⊂ RT 0 (T h ) over T H and (3.47) with q h = Curl β H ∈ RT 0 (T h ) and integration by parts lead to
The estimates of β h − β H E from (3.55) and the bound ∇β h = Curl β h p h − p H together with (3.56) result in
A combination of (3.57), (3.53) and (3.54) leads to
The combination of (3.54) and (3.58) completes the proof.
4. Convergence Analysis. This section is devoted to the convergence analysis of the adaptive mixed finite element method.
Contraction property.
Denote two consecutive adaptive loop levels as and + 1. Let e , η and µ denote the error and the estimator terms on the level with triangulation T . Based on the reduction properties of the error, the error estimators and quasi-orthogonal property developed in last section, the contraction property is proved for the weighted term ξ 2 , which is a linear combination of error e 2 and the estimator terms η 2 and µ 2 , between two consecutive adaptive loops.
Theorem 4.1. (Contraction Property) Let T +1 be a refinement of T using AMFEM algorithm. Given 0 < θ A , θ B < 1, there exist positive parameters α, β, κ and 0 < ρ < 1 depending on constants α 1 , α 2 , Λ 1 , Λ 2 , Λ 3 from Lemmas 3.6, 3.4 and 3.7 such that on any level ≥ 0, the weighted term ξ 2 satisfies the following contraction property:
whenever the initial mesh is chosen with small mesh-size. Proof. For the Case (A), µ 2 ≤ κη 2 . The combination of (3.26) and (3.33) with a positive parameter β, to be chosen later, yields
where h denotes the mesh-size at the level of the triangulation. With a choice of the initial mesh-size h 3 ≤ min{h 1 , h 2 , 1 √ β }, multiply (3.38) with the constant C 5 = (Λ 1 + Λ 2 )/α 3 , and then add with (4.1) to obtain
}, and use the reliability result (3.8) that is, e 2 ≤ C rel (η 2 + µ 2 ) to obtain
Since the marking criteria implies Eκη 2 − Eµ 2 > 0, where E = 2(C 5 Λ 3 + C 5 α 4 C rel ), an addition of this term on the right-hand side of (4.2) yields
A use of Remark 3.2 and the definition of α 4 with the choice of the parameters
yield on any level T +1 , a contraction ξ 2 +1 ≤ ρ 1 ξ 2 , where
For the Case (B): µ 2 > κη 2 . Similar to proof of the Case (A), the equation corresponding to (4.2) for the Case (B) is
The marking criteria implies Dµ 2 − Dκη 2 > 0, where
. Add this term on the right-hand side of (4.4) to obtain
A use of Remark 3.2, the parameters choice and β > C5Λ4+C5α4C rel +D 1−ρ B yields that, on any level T the contraction ξ 2 +1 ≤ ρ 2 ξ 2 holds true, where ρ 2 is defined by
Finally, the combination of both cases with 0 < β = 2 max C 5 Λ 3 + C 5 α 4 C rel ,
, ρ = max{ρ 1 , ρ 2 } and the initial mesh-size h 3 implies that (4.1) holds.
Theorem 4.2. (Convergence) Under the assumptions of Theorem 4.1, there exist a constant ρ ∈ (0, 1) and C 0 > 0 depending only on the given data and the initial triangulation such that
Proof. The proof is a consequence of the contraction property in Theorem 4.1. Remark 4.1. Using the reliability result (3.8) and the relation of the error estimator η 2 and µ 2 in the marking stratergy, the weighted term ξ , the error term e and the error estimator terms η and µ over triangulation T are obtained. Now ξ satisfies
for the Case (A), 
Select the initial mesh-size h 4 > 0 such that the coefficient of E 2 H is non-positive for 0 < h ≤ h 4 . Then (4.6) implies (4.5). Note that the inequality constant in (4.5) is independent of AMFEM marking parameters. This concludes the proof.
Quasi-optimality.
In this subsection, the quasi-optimal convergence [33] of the adaptive algorithm MFEM is discussed with the help of the quasi-discrete reliability and the contraction property.
Definition 4.4. [8, 33] (Approximation class) Given an initial triangulation T 0 of Ω and s > 0, the approximation class is defined as
Here, the infimum is over all regular and NVB-generated refinements T of T 0 with the number of element domains |T | ≤ N + |T 0 | and the exact error e(T ) in MFEM solution. An adaptive mixed finite element method is quasi-optimal convergent in the sense that given (p, u, f ) ∈ A s , and  ∈ N, the AMFEM algorithm generates a triangulation
be the sequence of the meshes generated by AMFEM algorithm and {(p  , u  ) ∈ RT 0 (T  ) × P 0 (T  )} ≥0 be a corresponding sequence of approximate solutions. Then, for small initial mesh-size h 0 , the following estimates holds true for 0 < h ≤ h 0 (4.7)
Proof. Consider
Now |T +1 | − |T | |M | for ≥ 0 [6, 33] , where T +1 is a refinement of T and M denotes the set of the marked edges or elements in the triangulation level T . Then Here, 0 < τ 1 = min{τ 2 , τ 3 }, and τ 2 and τ 3 will be specified later. Let T + 1 := T 1 ⊕ T be the overlay of T 1 and T . As in [17] , the number of elements of the overlay T + 1 can be bounded by
To estimate |M | with the first case of Mark algorithm, that is, κη 2 ≥ µ 2 , first define M † := E \ E + 1 ⊂ E as the set of edges of T being refined in T + 1 . Note that, if M † satisfies the marking criteria of the Case (A), that is,
where |M | be the set of marked edges at level . The quasi-discrete reliability result Lemma 3.9 over the triangulations T and T + 1 with 2 = 1/4C 4 and the initial mesh-size h 5 shows
where h denotes the mesh-size over the triangulation T and note that osc 2 (f ) ≤ µ 2 . Hence, 
2 . Thus, Corollary 3.8 supplies the lower bound for E . With these results, (4.13) leads to
Note that some positive terms are neglected from the right-hand side. Choose the initial mesh-size h 6 := min{h 2 , h 5 , 
The selection of κ < min{κ 0 ,
, and τ imply that (4.12) holds. Since M is chosen to be the minimal cardinality set satisfying (4.12), Lemma 4.4 of [8] , (4.11) and (4.10) altogether imply
Consider the Case (B) of Mark algorithm, that is, κη 2 ≤ µ 2 . Let M * = T \ T + 1 ⊂ T be the set of elements of T refined in T + 1 . The proof of M * satisfies the marking criteria of the Case (B), that is, (4.16) and this will imply |M | ≤ |M * |, where M is the set of the marked elements at the level . Corollary 3.5 and the quasi-discrete reliability result in Lemma 3.9, with = 1 and initial mesh-size h 7 over the nested triangulations T + 1 and T imply
The reliability result, the relation κη 2 < µ 2 for the Case (B) and the rearrangement of terms imply
where C 8 := C 4 C 1 (Crel + 1)(1 + 1/κ). Lemma 4.3, the choice of 1 , that is, 1 = τ 1 ξ and the marking criteria κη 2 < µ 2 in Remark 4.1 result in
that is, αe
2 . The combination of (4.17)-(4.18), for small initial mesh-size
and some simplifications show
The selections τ lead to (4.16) . Since M is chosen to be the minimal cardinality set satisfying (4.16), (4.11) and (4.10) yield
Now a combination of both the cases, that is, (4.15) and (4.19) with (4.9) leads to
A use of the contraction property in Theorem 4.1 shows (4.20) and this concludes the proof. the edge and volume estimators η and µ , from (2.4) and (2.5) for several consecutive levels of AMFEM with the number of degrees of freedom and the marking Case (A) or (B). For this example, the load function f exhibits a relatively large variation in the domain and hence, within the elements. It is observed that the volume estimator µ is more than the edge-estimator η in several levels due to large data oscillations, which results in the use of the marking Case (B) for most of the refinement levels. The reduction of µ influences the reduction in the edge-estimator and both lead to the optimal convergence rate Ndof −1/2 for errors, where Ndof denotes the number of degrees of freedom. Fig. 5.1(b) shows the adaptive refined mesh by the AMFEM 
with Dirichlet boundary condition and exact solution u(r, θ) = r 1/2 sin θ/2 − r 2 /2 sin 2 (θ). The initial uniform triangulation T 0 has mesh-size h = 0.25. The adaptive algorithm is performed with parameters θ A = 0.3, θ B = 0.3 and κ = 1. Table 5 .2 displays the experimental results for the errors u − u and p − p , the estimators η and µ for several consecutive levels of AMFEM with the number of degrees of freedom and the marking Case (A) or (B) for this problem. The right-hand function f of (1.1) in this example is not smooth and the solution has singularity at the origin, and hence the adaptive algorithm utilizes both the marking cases to achieve the optimal convergence rate. Figure 5 .3(a) shows optimal convergence Since the forcing function f is smooth, the oscillation term has higher order convergence than the remaining terms in the estimator. In this example, the marking is based on the edge estimator to obtain the optimal convergence. The refinement due to the data oscillations and the volume estimators can be avoided since they play a minor role in the convergence. Figure 5 .4 displays the adaptive mesh-refinement and the optimal convergence rate Ndof −1/2 of the errors and the estimators for a sufficiently small mesh-size h.
5.4.
Observations. This subsection deals with a few observations.
• If the given function f has large variation in the domain and within the elements, then adaptive algorithm chooses Case (B) marking criteria and achieves the convergence (see 5.1).
• When f is not smooth and the solution also has singularity, then the adaptive algorithm utilizes both the marking cases to achieve the optimal convergence rate (see 5.2).
• For the smooth function f , the oscillation has higher order convergence than the remaining estimator terms. In such cases, the data oscillations and the volume estimators have a very minor role in the convergence. Thus, the marking would be based on the edge-based error estimator to capture singularity of the solution (see 5.3).
6. Conclusions. In this work, the convergence and the quasi-optimality of adaptive mixed finite element method is analysed for the non-symmetric and indefinite second order elliptic equations using the lowest order Raviart-Thomas elements. The adaptive algorithm in Subsection 2.1 is designed as a combination of the edge and the volume error estimators. The numerical experiments confirm the efficiency of this algorithm and support the theoretical findings. Coefficients of (1.1), inverse inequality Lemma 3.6 (edge Positive and finite overlap (estimator reduction) C 3 Coefficients of (1.1) Lemma 3.7 (QuasiPositive orthogonality)
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