On Existence of Solutions to Differential Equations or Inclusions Remaining in a Prescribed Closed Subset of a Finite-Dimensional Space  by Gabor, Grzegorz & Quincampoix, Marc
Journal of Differential Equations 185, 483–512 (2002)
doi:10.1006/jdeq.2002.4165On Existence of Solutions to Di¡erential Equations
or Inclusions Remaining in a Prescribed Closed Subset
of a Finite-Dimensional Space
Grzegorz Gabor1
Faculty of Mathematics and Computer Science, N. Copernicus University of Torun´, Chopina
12/18, 87–100 Torun´, Poland
E-mail: ggabor@mat.uni.torun.pl
and
Marc Quincampoix
Laboratoire de Mathe´matiques, Unite´ CNRS FRE 2218, Universite´ de Bretagne Occidentale, 6,
avenue Victor Le Gorgeu B.P. 809, 29285 Brest Cedex, France
E-mail: marc.quincampoix@univ-brest.fr
Received August 8, 2001; revised January 8, 2002
This paper is devoted to existence of trajectories to differential equations and
inclusions remaining in a given closed (or compact) set. Topological properties of the
boundary of this set enables us to conclude the existence of such trajectories in many
cases. # 2002 Elsevier Science (USA)
Key Words: differential equations and inclusions; Wa’zewski topological principle;
homology groups; retracts; strong deformation retracts; Lipschitz selection; viability
theory.0. INTRODUCTION
In the paper we deal with ﬁrst-order differential inclusions
’xðtÞ 2 F ðxðtÞÞ ð1Þ
and, in particular, equations
’xðtÞ ¼ f ðxðtÞÞ ð2Þ1To whom correspondence should be addressed. The paper was prepared during the author’s
post-doctoral position at Universite´ de Bretagne Occidentale, Brest, France.
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GABOR AND QUINCAMPOIX484in Rn: Throughout the paper we shall denote by SF ðx0Þ the set of all
(absolutely continuous) solutions to the following Cauchy problem:
’xðtÞ 2 F ðxðtÞÞ for a:e: t50; xð0Þ ¼ x0 2 R
n: ð3Þ
A closed set K  Rn being given, we study the problem of existence of
trajectories of above differential inclusions (equations) remaining in K :
P
Does there exist x0 2 K and a solution xðÞ to ð3Þ
such that 8t50; xðtÞ 2 K?
(
This problem addressed ﬁrst by Poincare´, has many applications. For
instance, we refer the reader to the monography [3] and the references
therein for a large ﬁeld of applications.
It is well known that problem P has a positive answer for any x0 2 K ;
when the boundary of K is the level set of a Lyapunov function associated
with the differential equation or inclusion. Necessary and sufﬁcient
conditions for positive answer to P for any x0 2 K have been obtained
using the following tangential condition2 on the boundary @K of K :
F ðxÞ \ TK ðxÞ=| for every x 2 @K ; ð4Þ
where
TK ðxÞ :¼ v 2 R
n lim inf
h!0þ
distðxþ hv; KÞ=h ¼ 0


stands for the Bouligand contingent cone to K in x (cf. [3, Theorem 3.3.2]).
For differential equations such results have been proved ﬁrst in [24], see
also [7].
For differential equations having unique solutions, Wa’zewski [30,
Theorem 2] proved a powerful result which gives rather general conditions
on behaviour of trajectories on @K implying an existence of a solution
remaining forever in K : So let us introduce the following subsets of the
boundary @K of the set K :
KsðF Þ :¼ fx0 2 @K j 8x 2 SF ðx0Þ: x leaves K immediatelyg;
KeðF Þ :¼ fx0 2 @K j 9x 2 SF ðx0Þ: x leaves K immediatelyg:
2Sometimes this condition is expressed in the form
inf
v2FðxÞ
hDdK ðxÞ; vi40 for every x 2 @K ;
where DdK ðÞ denotes the lower Dini derivative of the distance function to K :
DIFFERENTIAL EQUATIONS AND INCLUSIONS IN A CLOSED SUBSET 485Differential inclusions as well as differential equations without uniqueness
bring us some difﬁculties. In particular, it may occur that there are some
trajectories starting from a boundary point and leaving K immediately and
some others which go inside, simultaneously. There are several papers
dealing with the class of problems without uniqueness of solutions (see e.g.
[5, 6, 19]) but, as a necessary assumption, the authors have considered only
situations where the sets of so-called ‘‘egress’’ and ‘‘strictly egress’’ points
are equal. In Section 2 we give an example (see Example 2.2) showing an
importance of such restriction. The common point of these works lies in
using the so-called multivalued retraction, which will be discussed in
Subsection 2.2.
On the contrast, Cardaliaguet [8, 9], has obtained the result dealing with
differential inclusions, where the assumption on coinciding of egress and
strictly egress points has been dropped, but considerations have been
restricted to narrow, from the topological point of view, connectedness
condition (see Proposition 1.6). Note that the assumption on behaviour of a
map on a boundary of a set, proposed by the author, can be described and
veriﬁed by the use of contingent cones.
The aim of the present paper is to propose some more general sufﬁcient
conditions for solvability of problem P. We shall do it without limitation to
connectedness, without assuming K ¼ Int K and, in many cases, without
any regularity assumptions on @K : We mainly propose two different}and
often independent}methods for solving P:
Using homology theory: In this part, we obtain new results for continuous
differential equations and we solve P when the Cˇech-homology groups
HˇðKeðF ÞÞ and HˇðKÞ of Ke and K are not isomorphic. Extensions to
differential inclusions are also obtained. For any solution x to (1) deﬁne
tK ðxÞ ¼ infft > 0 j xðtÞ =2 Kg; ð5Þ
the ﬁrst exit time to K : The main result is the following.
Theorem A. Let K be a closed subset of Rn and F :RnORn a Marchaud
map. Assume that KeðF Þ is closed and
for every x0 2 KeðF Þ and every x 2 SF ðx0Þ; xð½0; tK ðxÞÞ  KeðF Þ: ð6Þ
If HˇðKeðF ÞÞ and HˇðKÞ are not isomorphic, then problem P has a solution.
We give an example showing that there are natural situations covered by
this new approach in contrast to the ‘‘multivalued retraction’’ idea proposed
in previous papers (see e.g. [5, 19]).
GABOR AND QUINCAMPOIX486Using retracts: When KsðF Þ is not a strong deformation retract of K ;
problem P has a positive answer for differential inclusions. This enables us
to give several results; among them there is the following
Theorem B. Let K be a closed subset of Rn and F a Marchaud locally
Lipschitz map. Assume that KsðF Þ is closed, M :¼ Ke=KsðF Þ is a compact
proximal retract and there exists a Lipschitz selection h :M ! Rn of F ðÞ \
TK ðÞ:
If KsðF Þ is not a strong deformation retract of K ; then problem P has a
solution for F :
This method is mainly based on the existence of a single-valued Lipschitz
selection of the right-hand side Fof (1). As a byproduct, we obtain some
Lipschitz selection results. We study an important class of problems, where
we drop the narrowing assumption that no boundary point is of egress and
ingress simultaneously.
All the results obtained in the paper are illustrated by some examples.
Let us explain how the paper is organized. Section 1 contains some
notations, deﬁnitions and preliminaries together with the Wa’zewski retract
principle. Section 2 is devoted to a sufﬁcient condition for solving P with the
use of homology groups. In Section 3, various sufﬁcient conditions are
established through strong deformation retracts. Section 4 is intended
to investigate properties of the set of initial conditions solving P. Appendix
A provides a short exposition of results and notions of algebraic topology
used in Section 2. Appendix B contains the proof of some technical
lemma.
1. PRELIMINARIES
Throughout the paper, by Int A; cl A (or %A) and @A we denote,
respectively, the interior, the closure and the boundary of a subset A of a
metric space X : An open ball centred in x0 and with a radius r is denoted by
Bðx0; rÞ: We also use a notation j  j for a euclidean norm. By dMðxÞ (or
distðx; MÞ) we denote a distance from a point x to a closed set M : The
distance between two sets N; M will be always denoted by distðN ; MÞ :¼
inffdMðxÞ j x 2 Ng:
All spaces are assumed to be metric and single-valued maps
to be continuous. By a multivalued map (denoted with the symbol O)
j :XOY we will always mean a map with nonempty closed values
for all x 2 X :
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Let us start with some notations and observations which will be needed in
the following sections.
Definition 1.1. The set-valued map F :RnORn is a Marchaud map if
and only if F is upper semicontinuous (in short: u.s.c.) with compact convex
values and linear growth (that is, there is a constant c > 0 such that
j F ðxÞj :¼ supfjyj j y 2 F ðxÞg4cð1þ jxjÞ; for every x).
It is known [3, Theorem 3.3.5] that for each x0 2 R
n there is an absolutely
continuous solution to the Cauchy problem (3). Moreover, it satisﬁes the
estimates
for all t50 j xðtÞj4ðj x0j þ 1Þect ð7Þ
and
for a:e: t50 j ’xðtÞj4cðjx0j þ 1Þect: ð8Þ
Take b > c: The set of all absolutely continuous solutions to (3) is viewed as
a subspace of the Banach space
C :¼ x 2 Cð½0;1Þ;RnÞ sup
t50
jxðtÞjebt51


equipped with the norm
jjxjjC :¼ sup
t50
jxðtÞjebt:
Lemma 1.2 (Andres et al. [1]; Aubin [3, Theorem 2.4.4, Corollary
5.3.3]). If F is a Marchaud map, then SF :R
nOC is u.s.c. with nonempty
compact Rd values.
3 Moreover, if F is Lipschitz, then SF is also lower
semicontinuous.
Denote SF ðKÞ :¼
S
x2K SF ðxÞ: Recall that the (exit) function tK : SF ðKÞ !
½0;1; deﬁned by (5) is u.s.c. (see [3, Lemma 4.2.2]). So using the function tK
we can deduce the following result concerning the differential inclusion:
’xðtÞ 2 F ðxðtÞÞ: ð9Þ
3A space X is a compact Rd-set provided it is homeomorphic to an intersection of a
decreasing sequence of compact contractible spaces. In particular, it is acyclic.
GABOR AND QUINCAMPOIX488Lemma 1.3 (Cardaliaguet [8, 9, Proposition 3.1]). If K is compact and F
is a Marchaud map, problem P for (1) has a solution if and only if it has a
solution for (9).
In fact, there are points in K being simultaneously initial points of
trajectories solving P for (1) and trajectories solving P for (9).
1.2. Subsets of @K and the Wa’zewski topological principle
In 1947 Wa’zewski proved the following result solving P, when condition
(4) is not satisﬁed on the whole boundary of a set.
Theorem 1.4 (Wa’zewski Topological Principle [30, Theorem 2]). Let
K ¼ Int K  Rn; O be an open neighbourhood of K in Rn and f : O! Rn
be a map such that the Cauchy problem for (2) has a unique solution
defined on the whole ½0;1Þ; for every initial point x0 2 O: Assume that
each trajectory starting from Int K and attaining @K leaves K immediately.
Denote
S :¼ fx0 2 @K j there is t0 > 0 and a solution x to ð2Þ such that
xð½0; t0ÞÞ  Int K and xðt0Þ ¼ x0g:
If Z  Int K [ S is such that Z \ S is a retract of S and not of Z; then there
is a trajectory starting from Z \ Int K and staying in Int K ; hence, the
problem P has a positive answer.
In particular, for Z ¼ Int K [ S; there is a solution staying in Int K
whenever S is not a retract of Z:
In the present paper we deal with more general differential problems,
where a behaviour of a map on @K is more difﬁcult to be described.
Moreover, since we do not restrict our considerations to open sets, we use,
instead of the set S; some other subsets of @K : the subsets KsðF Þ and KeðF Þ
(shortly denoted Ks and Ke when there is no ambiguity) deﬁned in the
introduction of the present paper.
We introduce the following notations for subsets of the boundary of K
(cf. [9, 26]):
K) :¼ fx 2 @K j F ðxÞ \ TK ðxÞ ¼ |g;
K, :¼ fx 2 @K j F ðxÞ \ T@K ðxÞ=|g;
K( :¼ fx 2 @K j F ðxÞ \ TRn=K ðxÞ ¼ |g:
One can check (see [8, Lemma 3.1]) that
K)  Ks  K):
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[3, Theorem 5.3.4]), one can describe Ke by suitable contingent cones
conditions. Indeed, in this case, if Ke is closed,
@K =Ke :¼ fx 2 @K j 9Ux  @K ; x 2 Ux8z 2 Ux : F ðzÞ  TK ðzÞg:
In [8] there is the following contingent cone characterization of the set Ks:
Proposition 1.5 (cf. Cardaliaguet [8, Proposition 3.1]). Let K be closed
and F a Marchaud map locally Lipschitz around x 2 K) =K):
If
F ðxÞ \ ððRn=TRn=K ðxÞÞ [ T@K=K)ðxÞÞ ¼ |;
then x 2 Ks:
If
F ðxÞ \ ðRn=TRn=K ðxÞÞ=| or F ðxÞ \ TK)ðxÞ ¼ |;
then x =2 Ks:
Let us add that for single-valued Lipschitz right-hand sides F ; Ks ¼ Ke:
Using some properties of the set Ks; Cardaliaguet has proved the following.
Proposition 1.6 (Cardaliaguet [8, 9, Theorem 2.1]). Let K be a closed
convex subset of Rn and F a Marchaud map. If the set Ks is closed and not
connected, then problem P has a positive answer.
Remark 1.7. Note that the assumption on convexity of K may be
weakened in the following way (see [8, Corollary 2.1]).
For any x 2 @K such that F ðxÞ \ T@K ðxÞ=|;
there exist a closed neighbourhood U of x in Rn and a diffeomorphism
f : U ! Rn on its image such that fðU \ @KÞ is convex: ð10Þ
In the proof of Proposition 1.6 the author has used upper semicontinuity
of the map tK : In the sequel we shall use some further properties of this map.
Lemma 1.8. Let K be a closed subset of Rn; F a Marchaud map and
Ke ¼ Ks be closed. Assume that all trajectories starting from K leave it. Then
the function tK : SF ðKÞ ! ½0;1Þ defined by (5) is continuous.
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show that it is l.s.c., namely:
For every x 2 SF ðKÞ and every e > 0; there is d > 0 such that
tK ðzÞ > tK ðxÞ  e; for each z 2 SF ðKÞ with jjz xjjC5d:
Let x 2 SF ðKÞ be an arbitrary solution. If tK ðxÞ ¼ 0; then tK ðzÞ > tK ðxÞ 
e; for any z 2 SF ðKÞ: So it is sufﬁcient to assume that tK ðxÞ > 0 and e > 0 is
such that tK ðxÞ  e > 0:
Suppose, on the contrary, that, for any n51; there is zn 2 SF ðKÞ with
jjzn  xjj51n on ½0; tK ðxÞ and tK ðznÞ4tK ðxÞ  e:
Since ½0; tK ðxÞ is compact, we can assume that tK ðznÞ ! t0 2 ½0; tK ðxÞ  e:
Notice that
jxðt0Þ  znðtK ðznÞÞj4jxðt0Þ  xðtK ðznÞÞj þ jxðtK ðznÞÞ  znðtK ðznÞÞj;
which implies that xðt0Þ 2 Ke ¼ Ks; since znðtK ðznÞÞ 2 Ke and Ke is closed. So
t0 ¼ tK ðxÞ; a contradiction. ]
Deﬁne the function rK : SF ðKÞ ! ½0;1Þ;
rK ðxÞ :¼ infft > 0 j xðtÞ 2 Keg:
Lemma 1.9. Assume that Z  K and no trajectory starting from Z
remains in K : The function rK ðÞ is l.s.c. on Z provided
for each x0 2 Ke=Ke and x 2 SF ðx0Þ; xð½0;1ÞÞ \ Ke ¼ |: ð11Þ
Proof. Take x 2 SF ðZÞ; e > 0 and assume, on the contrary, that there is a
sequence zk ! x with rK ðzkÞ4rK ðxÞ  e: Analogously as in the proof of
Lemma 1.8, we obtain that xðt0Þ 2 clfzðrK ðzÞÞ j z 2 SF ðZÞg; for some t04
rK ðxÞ  e: Therefore xðt0Þ 2 Ke=Ke and, by (11), we have a contradiction. ]
Remark 1.10. Condition (11) is obviously satisﬁed if Z*Ke and Ke is
closed. There are important examples, where (11) also holds for nonclosed
Ke: For instance, in considerations in [2], Ke=Ke is a singleton in which F is
equal to zero. Second example can be found in [22, Sect. 5]. Notice also that
if Ke=Ke=|; then assumption (11) implies a solvability of problem P.
Therefore, (11) will be used only in results localizating initial points of
trajectories solving P (see Subsection 2.2); in other results we will assume
that the set Ke is closed.
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2.1. Homology Approach
At ﬁrst we prove Theorem A formulated in the Introduction, the main
result of this section. For the convenience of the reader, we include the
relevant material from algebraic topology in Appendix A postponed at the
end of the paper.
Proof of Theorem A. Assume, on the contrary, that problem P has no
solution. Consider the multivalued homotopy H : K  ½0; 1OK ;
Hðx0; tÞ :¼
[
x2SF ðx0Þ
xð½trK ðxÞ; ttK ðxÞÞ:
It can be described as the following composition:
K  ½0; 1 O
SFid
SF ðKÞ  ½0; 1O
Jid
SF ðKÞ  ½0;1Þ  ½0; 1!
k
K ;
where ðSF  idÞðx0; tÞ :¼ SF ðx0Þ  ftg; ðJ  idÞðx; tÞ :¼ fxg  ½rK ðxÞ; tK ðxÞ
ftg and kðx; s; tÞ :¼ xðstÞ:
We check that J is an admissible map (see Appendix A). Indeed, since rK
is l.s.c. and tK u.s.c., J is u.s.c. in meaning of multivalued maps. Obviously,
values of J are compact and convex, so J is admissible, by Remark 6.2.
Note that from (6) it follows that xð½rK ðxÞ; tK ðxÞÞ  Ke; for every x 2
SF ðKÞ:
From Lemma 1.2 and Remark 6.2 it follows that SF is admissible. Hence,
the map H ; as a composition of admissible maps, is admissible. Moreover, it
joins Hð; 0Þ ¼ idK with Hð; 1Þ ¼ i 8 F : KOK ; where F : KOKe;
Fðx0Þ :¼
[
x2SF ðx0Þ
xð½rK ðxÞ; tK ðxÞÞ; ð12Þ
which implies that Hðx0; tÞ3x0; for every x0 2 Ke and t 2 ½0; 1.
Consider the diagram
GABOR AND QUINCAMPOIX492From Proposition 6.5 used for H; IdHˇðKÞ 2 ði 8 FÞn; which means that
IdHˇðKÞ ¼ inqnp
1
n
for some selected pair ð p; qÞ of F (cf. (A.1)) and hence, in is
onto. On the other hand, since idKe  F 8 i; from (A.2) one obtains IdHˇðKeÞ
¼ %qn %p1n in for some selected pair ð %p; %qÞ  F: This implies that in is injective
and so, an isomorphism; a contradiction. ]
Remark 2.1. As one can see in the proof, we have shown a little more
than in the statement. Namely, we have proved that, under the assumptions
of Theorem A, if the inclusion i : Ke ! K does not induce an isomorphism
ðin : HˇðKeÞ ! HˇðKÞÞ; then problem P has a solution.
The following example shows that without assumption (6) our sufﬁcient
condition proposed in Theorem A may be false. It explains a difﬁculty which
arises when a boundary point is of egress and ingress simultaneously.
Example 2.2. Let
K :¼ ð½1; 2  ½3; 3Þ=fðx; yÞ 2 R2 j x > 0;x25y5x2 g:
Consider the map f :R2 ! R2;
f ðx; yÞ :¼
ð1; 2
ﬃﬃﬃ
y
p
Þ; 04y41;
ð1;2
ﬃﬃﬃﬃﬃﬃ
y
p
Þ; 14y50;
ð1; 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 y
p
Þ; 15y42;
ð1;2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
y 2
p
Þ; y > 2;
ð1;2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
yþ 2
p
Þ; 24y5 1;
ð1; 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
y 2
p
Þ; y5 2:
8>>>>>>><
>>>>>>>>:
Notice that K is contractible (in particular, connected), while Ks and Ke ¼
Ks [ fð0; 0Þg are closed disconnected, and hence both HˇðKsÞ and HˇðKeÞ are
not isomorphic to HˇðKÞ: Moreover, f is continuous, but problem P has no
solution.
As one can surmise, the reason is connected with properties of f in (0,0).
Indeed, there are solutions starting from (0,0) and going into K ; while
ðxðtÞ; yðtÞÞ ¼ ðt; 0Þ leaves K immediately. Notice that (0,0) is the only
boundary point (for x50Þ without uniqueness of trajectories starting from
it. Moreover, it is also the only point where (10) is not satisﬁed, so we have
given an example showing necessity of (10) in Proposition 1.6.
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Some papers dealing with problems without uniqueness of solutions have
used the notion of multivalued retraction. Below we show that such results
are consequences of Theorem A. Indeed, Theorem A easily leads us to the
following.
Corollary 2.3. Let K be a closed subset of Rn and F :RnORn a
Marchaud map. Assume that Ke is closed and (6) is satisfied. Then, if there is
no admissible multivalued retraction4 of K onto Ke; the problem P has a
solution. In particular, if K is connected and Ke is disconnected, then problem
P is solved.
Proof. Assume, on the contrary, that no trajectory remains forever in K :
Deﬁne, as above, the map F : KOKe (see (12)). Since F is an admissible
upper semicontinuous map onto Ke; it is a suitable multivalued retraction.
Using the lemma below, we obtain the second part of the statement. ]
Lemma 2.4. If j : XOY is semicontinuous with connected values, then
jðAÞ is connected, for each connected subset A of X :
The technique described above allows us to obtain also the result on
localization of initial points of trajectories solving P, which generalizes
results of e.g. [5, 6, 19], etc.
Corollary 2.5. Let K be a closed subset of Rn and Z  K an arbitrary
subset. Assume that F :RnORn is a Marchaud map satisfying (11) and
for each x0 2 Z and x 2 SF ðx0Þ; xð½rK ðxÞ; tK ðxÞÞ  Ke: ð13Þ
If there is an admissible multivalued retraction of Ke onto Z \ Ke and there
is no admissible multivalued retraction of Z onto Z \ Ke; then there is a
trajectory xðÞ starting from Z=Ke and solving problem P:
Proof. Assuming that, for every x0 2 Z=Ke, each trajectory starting from
x0 leaves K ; we construct, as above, an admissible map F : ZOKe; given by
(12) (we use Lemma 1.9 in proving the upper semicontinuity of F; since Ke
may be not closed). Composing it with the admissible multivalued retraction
H :KeOKe \ Z; we obtain H 8 F : ZOKe \ Z; an admissible multivalued
retraction, contradicting our assumption. ]
4We say that F : XOM  X is a multivalued retraction, if F is u.s.c. with compact values
and x 2 FðxÞ; for every x 2M:
GABOR AND QUINCAMPOIX494Remark 2.6. Note that the notion of multivalued retraction without any
regularity assumptions (as in e.g. [5, 6, 19] is too general and it seems to be
not appropriate. It is well known that one can ﬁnd a multivalued retraction
with connected values even of the ball onto its boundary. Admissibility of a
map is just a suitable property, which is useful in topological ﬁxed point
theory and some related topics (see [16] and references therein). Summing
up, we have essentially improved previously known results and we have
found more adequate sufﬁcient condition for solving problem P, also in a
multivalued case.
Assumption (13) in Corollary 2.5 is slightly weaker than (6) and allows us
to admit an arbitrary behaviour of F on parts of Ke which are out of
interest.
Example 2.7. Consider the following system in Rn:
’xi ¼ xifiðxÞ; i ¼ 1; . . . ; n ð14Þ
with assumptions:
(A1) The map f ¼ ð f1; . . . ; fnÞ :R
n
þ ! R
n is continuous, where Rnþ ¼ fx ¼
ðx1; . . . ; xnÞ 2 R
n j xi50 for every i ¼ 1; . . . ; ng:
(A2) There is c > 0 and, for every xi; there is a level 05di5c such that
difiðxÞ > 0; jxj5c; x 2 K ;
difiðxÞ ¼ 0; jxj ¼ c; x 2 K ;
difiðxÞ50; jxj > c; x 2 K ;
8>><
>>:
where jxj :¼ jx1j þ    þ jxnj and K :¼ fx 2 R
n
þ j xi5di for every i ¼ 1; . . . ; ng:
(A3) For x 2 Xi :¼ fx 2 K j jxj ¼ c; xi ¼ dig; we have
Pn
j¼1 xjfjðxÞ50:
(A4) f is Lipschitz on a neighbourhood of
Sn
i¼1 Xi:
Under assumptions (A1)–(A4), there is a trajectory starting from the set
Z :¼
[n
i¼1
fx 2 K j jxj4c and xi ¼ dig
and remaining in K : To prove the statement, notice that
@K ¼
[n
i¼1
fx 2 K j xi ¼ dig;
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K) ¼ fx 2 @K j jxj > cg  Ks  fx 2 @K j jxj5cg:
We check that fx 2 @K j jxj ¼ cg  Ks:
Let x ¼ ðx1; . . . ; xnÞ 2 K be a point with x1 þ    þ xn ¼ c and xi ¼ di: By
(A3), hð1; . . . ; 1Þ; F ðxÞi50; where F ðxÞ :¼ ðx1f1ðxÞ; . . . ; xnfnðxÞÞ: Notice that
ð1; . . . ; 1Þ is a normal vector to the hyperplane x1 þ    þ xn ¼ c: Note also
that FiðxÞ ¼ xifiðxÞ ¼ 0 (assumption (A2)). Therefore, one can check that
F ðxÞ =2 Rn=TRn=K ðxÞ and F ðxÞ =2 T@K=K)ðxÞ:
Since f is Lipschitz near x; Proposition 1.5 yields that x 2 Ks:
Finally, notice that Z \ Ks is a retract of Ks but there is no admissible
multivalued retraction of Z onto Z \ Ks: Now, by Corollary 2.5, the proof
is complete.
2.3. On Property P for F and F
One of the extensions of the Wa’zewski retract method (Theorem 1.4) has
been done for dynamical systems and started the method which is now
called the Conley index theory (see [10]). It has been developed since 1970s
in many directions. There are some papers also dealing with multivalued
ﬂows ([20, 23], see also [21] and references therein) which can be generated
by continuous differential equations or differential inclusions.
To make our consideration more complete, we compare brieﬂy the results
presented in the paper with Conley index approach. Below we omit
deﬁnitions of basic notions of the Conley theory (the reader is referred to
e.g. [21] for details).
In a compact set K ; according to Lemma 1.3, the problem P and the
problem ofﬁnding a trajectory remaining in K for every t 2 R are equivalent.
Denote by I the maximal subset of K such that, for every x0 2 I ; there is a
trajectory x with xðð1;1ÞÞ  K and passing through x0 namely, in x0
problem P is simultaneously solved for F and F :
Proposition 2.8 (Kunze [20, Theorem 5.3.1]). If K is a compact
isolating neighbourhood of I and a generalized Conley homotopy index HðIÞ
is different from the trivial homotopy type %0; then I=|: In particular, problem
P has a solution.
The present paper deals with sets which may be noncompact and not
necessarily with nonempty interior, in the contrast to isolated neighbour-
hoods. Moreover, we do not assume that the largest invariant subset I of K
does not intersect @K : Although in the ﬁxed point and the Conley index
theories such an assumption is usually used and natural, it may bring some
difﬁculties in veriﬁcation in concrete differential problems, especially in
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whole trajectories for F and F :
3. APPROACH THROUGH RETRACTS
In this section, we give some sufﬁcient conditions for solving P using
notions of retracts5 and strong deformation retracts6 (for a topological
background see e.g. [13]). To construct suitable retractions or homotopies
we use the Lipschitz regularity of F allowing us to ﬁnd suitable Lipschitz
selections. To guarantee some of their necessary properties, some additional
assumptions on F are needed. Nevertheless, these assumptions are satisﬁed
in single-valued case automatically, so our results are generalizations of
Wa’zewski’s theorem (Theorem 1.4).
3.1. On Solvability of P for Closed Sets
Now we prove our ﬁrst sufﬁcient condition for solving P in a Lipschitz
case.
Proposition 3.1. Let K be a closed subset of Rn and F a locally Lipschitz
Marchaud map such that Ke ¼ Ks is closed.
If Ke is not a strong deformation retract of K ; then problem P has a solution.
Proof. Assume, by contradiction, that problem P has no solution and
take a locally Lipschitz selection f of F : One has that there is no solution to
problem P for f and Keð f Þ ¼ KeðF Þ ¼ Ks: Deﬁne a homotopy H : K 
½0; 1 ! K ;
Hðx0; lÞ :¼ x0ðltK ðx0ÞÞ;
where x0 is the unique solution for f starting from x0:
Since f is locally Lipschitz (we have continuous dependence on initial
conditions), assumptions on Ks and Ke (see Lemma 1.8) imply that H is
continuous.
Notice that
(i) Hðx0; 0Þ ¼ x0; for every x0 2 K ;
(ii) Hðx0; 1Þ 2 Ke; for every x0 2 K ;
(iii) Hðx0; lÞ ¼ x0; for every x0 2 Ke and l 2 ½0; 1:
5A closed subset M of a space X is said to be a retract of X provided there exists a map
r : X !M such that rðxÞ ¼ x; for every x 2M:
6M  X is a strong deformation retract of X if there is a homotopy h : X  ½0; 1 ! X such
that hðx; 0Þ ¼ x; hðx; 1Þ 2M; for all x 2 X ; and hðx; tÞ ¼ x; for each x 2M and t 2 ½0; 1:
DIFFERENTIAL EQUATIONS AND INCLUSIONS IN A CLOSED SUBSET 497Hence, H is a strong deformation of K onto Ke which contradicts our
assumption. The proof is complete. ]
As we can see in the following example, the closedness assumption on Ke
is necessary.
Example 3.2. Let R2*K ¼ Bðð0; 0Þ; 1Þ =fðx; yÞ 2 R2 j x > 0 and x5y
50g and let f :R2 ! R2 be a constant map f ðx; yÞ ¼ ð0; 1Þ: Then f is
Lipschitz,
Ke ¼ Ks ¼fðx; yÞ 2 R
2j  14x41 and y ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
g
[fðx; yÞ 2 R2 j 05x4
ﬃﬃ
2
p
2
and y ¼ xg:
Moreover, Ke is disconnected (so, it is not a retract of K) and there are no
solutions remaining forever in K : Notice that ð0; 0Þ 2 Ke=Ke:
From Proposition 3.1, one can immediately obtain
Corollary 3.3. If K ¼ Int K and Ks ¼ @K ; then P has a solution for F :
Indeed, @K is not a retract of K ¼ Int K (see [13, p. 341]).
Let us add the following simple illustration of Proposition 3.1.
Corollary 3.4. Let O Rn1 be an open bounded subset and K ¼
R %O: Assume that F :RnORn is a locally Lipschitz Marchaud map such
that Ke ¼ Ks and fag  @O Ke for some a 2 R: Then problem P has a
solution in K :
Proof. Indeed, supposing that all trajectories leave K ; we proceed as in
the proof of Proposition 3.1 and ﬁnd a retraction r of K onto Ke: Consider
the map r1 : %O! Ke; r1ðyÞ :¼ rða; yÞ and the composition r2 :¼ p 8 r1; where
pðx; yÞ :¼ y; for every ðx; yÞ 2 K : Then r2 is a retraction of %O onto @O; a
contradiction. ]
Example 3.5. Let K be as above and let F satisfy the condition Ke ¼
Ks ¼ @K : Then problem P is solved in K :
Using the Lipschitz selection technique and similar arguments as in the
proof of Proposition 3.1 we can easily obtain the following multivalued
generalization of Wa’zewski’s theorem.
Proposition 3.6. Let K ¼ Int K and F be a Marchaud locally Lipschitz
map such that each trajectory starting from Int K and reaching @K leaves K
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subset.
If Z \ S is a strong deformation retract (resp. retract) of S and it is not a
strong deformation retract (resp. retract) of Z; then problem P has a solution.
More precisely, there is a trajectory starting from Z=S and remaining in Int K :
Proof. Assuming that P has no solution starting from Z=S and taking a
locally Lipschitz selection f of F ; we can deﬁne a homotopy (as in the proof
of Proposition 3.1) H : Z  ½0; 1 ! Z; Hðx0; lÞ :¼ x0ðltK ðx0ÞÞ: It defor-
mates Z onto HðZ  f1gÞ: Since we do not assume that Ke is closed, we
should check that tK ðÞ is continuous on Sf ðZÞ:
Notice that tK ðxÞ ¼ rK ðxÞ for any x 2 Sf ðZÞ: So, it is sufﬁcient to check
that rK ðÞ is l.s.c. on Sf ðZÞ:
For every trajectory x starting from Z \ S we have rK ðxÞ ¼ 0 and hence,
rK ðÞ is l.s.c. in x: Let x0 2 Int K \ Z and x
0 be a trajectory starting from x0
with rK ðx
0Þ > 0: As in the proof of Lemma 1.9, assuming that rK ðÞ is not
l.s.c. in x0; we can prove that x0ðt0Þ 2 S for some t05rK ðx
0Þ; a contradiction.
Let h : S  ½0; 1 ! S be a homotopy with hð; 0Þ ¼ id deforming S onto
Z \ S: Deﬁning k : Z  ½0; 1 ! Z;
kðx0; tÞ :¼
Hðx0; 2tÞ; 04t41=2;
hðHðx0; 1Þ; 2t 1Þ; 1=24t41;
(
we obtain a homotopy deforming Z onto Z \ S; a contradiction.
The proof for retractions are analogous. Instead of the homotopy k; we
construct a retraction r 8Hð; 1Þ : Z ! Z \ S; where r : S ! Z \ S is a
retraction given in assumptions. ]
We shall end this subsection with two concrete examples.
Example 3.7. Consider the nonlinear system
’x 2 xþ F1ðx; y; zÞ;
’y 2 yþ F2ðx; y; zÞ;
’z 2 zþ F3ðx; y; zÞ;
8>><
>>:
ð15Þ
where F1; F2; F3 are Lipschitz maps vanishing on the sphere S2: Let K ¼
cl Bð0; 1Þ  R3; and deﬁne F ðx; y; zÞ :¼ ðxþ F1ðx; y; zÞÞ  ðyþ F2ðx; y; zÞÞ 
ðzþ F3ðx; y; zÞÞ:
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K) ¼fðx; y; zÞ 2 S2 j hF ðx; y; zÞ; ðx; y; zÞi > 0g
¼ ðx; y; zÞ 2 S2 j 
ﬃﬃ
2
p
2
5z5
ﬃﬃ
2
p
2
 
and
K, ¼ ðx; y; zÞ 2 S2 j z ¼ 
ﬃﬃ
2
p
2
or z ¼
ﬃﬃ
2
p
2
 
 Ks:
Of course Ke ¼ Ks  K) [ K,: To check that Ks is closed, we use the
Cardaliaguet’s characterization (see Proposition 1.5) which says that it is
sufﬁcient to show that, for every ðx; y; zÞ 2 K)=K);
F ðx; y; zÞ =2 ðR3=TR3=K Þ [ T@K=K)ðx; y; zÞ:
Since obviously F ðx; y; zÞ =2 R3=TR3=K ðx; y; zÞ; we check that F ðx; y; zÞ =2
T@K=K)ðx; y; zÞ: Indeed, if it is not the case,
hðx; y; zÞ; ðx; y;zÞi ¼ 0 and hðx; y; 0Þ; ðx; y;zÞi40
which is impossible. It is easy to see that Ks is not a retract of K : Now from
Proposition 3.1, it follows that problem P has a solution.
Example 3.8. Consider the following problem:
’r 2 ðr 4Þ cos jþ F1ðr;j;cÞ;
’j 2 sin jþ F2ðr;j;cÞ;
’c 2 sin 3c cos jþ F3ðr;j;cÞ
8>><
>>:
on the torus K  R3 centred in the origin and giving on the plane z ¼ 0 two
balls ðx 4Þ2 þ y241 and ðxþ 4Þ2 þ y241: Let us describe it in spherical
coordinates, where j 2 ½0; 2p and c 2 ½arcsin 1
4
; arcsin 1
4
: Here F1; F2; F3
are Lipschitz maps vanishing on @K :
One can check that Ks is a ‘‘half’’ of @K ðj 2 ½0; p2  [ ½
3p
2
; 2pÞ which implies
that Ks is not a retract of K : Hence, for
F ðr;j;cÞ :¼ ððr 4Þ cos jþ F1ðr;j;cÞÞ  ðsin jþ F2ðr;j;cÞÞ
 ðsin 3c cos jþ F3ðr;j;cÞÞ;
problem P has a solution.
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The subsection below concerns extension of previous results without the
assumption Ks ¼ Ke: We shall see that it requires more regularity of @K (or
of some subset of @K).
The difﬁculty in ﬁnding an analogue to Proposition 3.1 consists in the fact
that for a locally Lipschitz selection f of F it may occur that Ksð f Þ=KsðF Þ:
Therefore now, we would like to ﬁnd sufﬁcient conditions guaranteeing the
existence of an appropriate selection of F with Ksð f Þ ¼ KsðF Þ:
Let us recall that a subset M of Rn is said to be a proximal retract (see e.g.
[25]), if there is an open neighbourhood V of M such that
pM ðxÞ :¼ y 2M j jy xj ¼ inf
u2M
ju xj
 
is a singleton ð16Þ
for every x 2 V : It means that pM is a retraction from V onto M : One can
prove that for every proximal retract M the map TMðÞ is lower
semicontinuous on M (see e.g. [17]).
Before proving Theorem B, the main result of this section, we need the
following two lemmas.
Lemma 3.9. If M  Rn is a compact proximal retract, then the projection
pM is Lipschitz on some open neighbourhood of M:
This well-known Lemma is, for instance, a consequence of Theorem 1.3 in
[28].
Remark 3.10. From Federer’s result (see [14]) and the above lemma it
follows that each C1;1 manifold is a proximal retract.
Lemma 3.11. Assume that M  Rn is a compact proximal retract and F
is a Lipschitz map on some open neighbourhood O in M: Then, for each
Lipschitz selection h : M ! Rn of F ; there is an extension k :V ! Rn on some
open neighbourhood V of M; which is a Lipschitz selection of F :
Proof. Let V*M be such that (16) holds on V : Consider the map G :
VORn;
GðxÞ :¼ F ðxÞ \ dBðhðpMðxÞÞ; 2dF ðxÞðhðpM ðxÞÞÞ: ð17Þ
By Lemma 9.4.2 in [4] and Lemma 3.9, G is Lipschitz. Moreover, GðxÞ ¼
hðxÞ for every x 2M :
Now, a locally Lipschitz selection k of G exists by Aubin [4, Theorem
9.4.3], and it is an extension of h on V : ]
DIFFERENTIAL EQUATIONS AND INCLUSIONS IN A CLOSED SUBSET 501Remark 3.12. Notice that in the above lemma, we can assume that M is
any Lipschitz retract of some open neighbourhood. For the proof we replace
in (17) pM by any Lipschitz retraction.
Now we can prove our second main statement mentioned in the
introduction.
Proof of Theorem B. Suppose, by contradiction, that P has no solutions.
Using Lemma 3.11, take an open neighbourhood V of M in Rn with
distðM ;Rn=V Þ ¼ e > 0 and such that h has an extension k on V which is still
a Lipschitz selection of F : Let v :Rn ! ½0; 1 be a Lipschitz function deﬁned
by vðxÞ :¼ maxf0; 1 1e distðx;R
n=V Þg: Then vðxÞ ¼ 0 on M and vðxÞ ¼ 1 on
Rn=V :
Deﬁne the following Lipschitz map G :RnORn;
GðxÞ :¼ ð1 vðxÞÞkðxÞ þ vðxÞF ðxÞ
which has the following properties:
(i) GðxÞ ¼ hðxÞ on M ;
(ii) each trajectory for G leaves K through Ks; and KsðGÞ ¼ KsðF Þ;
(iii) GðxÞ  F ðxÞ; for every x 2 Rn; and hence, there is no solution to
problem P for G:
Now, Proposition 3.1 used for G ends the proof. ]
Remark 3.13. According to Remark 3.12, the above theorem is true
under weaker assumption that M is a Lipschitz retract.
The aim of our further considerations is to check where we are able to ﬁnd
a Lipschitz selection of F ðÞ \ TK ðÞ on Ke=Ks:We describe some preliminary
observations as lemmas.
Lemma 3.14 (cf. Valadier [29]). Let X be a (metric) space and F ; G :
XORn two l.s.c. maps with closed convex values. Assume that M  X is
compact and IntðF ðxÞ \ GðxÞÞ=|; for every x 2M:
Then there is a Lipschitz selection f of F ðÞ \ GðÞ on some open
neighbourhood of M in X :
Proof. For any x 2M choose yx 2 CðxÞ :¼ F ðxÞ \ GðxÞ such that Bðyx;
dðxÞÞ  CðxÞ; for some dðxÞ > 0: We show that there is an open
neighbourhood Ux of x in X such that yx 2 CðzÞ; for every z 2 Ux: We
shall do this for F (instead of C), since the proof for G is the same.
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every z 2 Vx (F is l.s.c.) and suppose, on the contrary, that for any n51
there is zn 2 X such that dðx; znÞ51n and yx =2 F ðznÞ:
Then, for n sufﬁciently large, zn 2 Vx and yx =2 F ðznÞ: From the Separation
Theorem for convex sets, it follows that there is a hyperplane separating yx
and F ðznÞ; which implies that we can ﬁnd jy yx j5dðxÞ and an element y
with dF ðznÞðyÞ > dðxÞ=2: But y 2 F ðxÞ; a contradiction.
We have the covering fUxgx2M of M in X and we can choose a ﬁnite
subcovering U ¼ fU1; . . . ; Ukg; since M is compact. Take a Lipschitz
partition of unity faiðÞg subordinated to U; and deﬁne f :
Sk
i¼1 Ui ! R
n;
f ðxÞ :¼
Xk
i¼1
aiðxÞyxi :
It is easy to see that f is Lipschitz. Moreover, since values of C are convex, f
is a selection of C: ]
Note that for two Lipschitz maps with compact convex values, the
intersection map may not be Lipschitz and may not even be l.s.c.
Nevertheless, the following fact is true.
Lemma 3.15. Let M be a subset of a C1;1 ðn 1Þ-manifold X in Rn and
F : MORn a Marchaud locally Lipschitz map satisfying:
(F1) for each x 2M and y 2 @F ðxÞ; the cone TF ðxÞðyÞ is a half-space;
(F2) for the hamiltonian Hðx; pÞ :¼ minfhv; pi j v 2 F ðxÞg; the derivative
@H
@p ðx; pÞ exists
7 and is locally Lipschitz on M  ðRn=f0gÞ;
(F3) F ðxÞ \ TX ðxÞ=| for every x 2M:
Then there exists a locally Lipschitz selection f of CðÞ :¼ F ðÞ \ TX ðÞ:
For the proof see Appendix B.
We collect lemmas above and apply to prove the following.
Theorem 3.16. Let K be a closed subset of Rn and F :RnORn be a
Marchaud locally Lipschitz map such that Ks is closed, M ¼ Ke=Ks is a
compact proximal retract and the following conditions are satisfied:
(i) the map TK ðÞ is l.s.c. on M;
(ii) there is an open neighbourhood X of N :¼ Ks \M in @K which is a
C1;1 ðn 1Þ-manifold, and (F1)–(F2) holds for X and X \M;
(iii) IntðF ðxÞ \ TK ðxÞÞ=|; for every x 2M =N;
If Ks is not a strong deformation retract of K ; then problem P has a solution.
7Remark that @H@p ðx; pÞ is the unique point in F ðxÞ such that
@H
@p ðx; pÞ ¼ ArgMinv2F ðxÞhv; pi:
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hood W1 of N in M the map T@K ðÞ; and hence CðÞ :¼ F ðÞ \ T@K ðÞ are
u.s.c. Thus CðxÞ=| for every x 2 N:
Take an open set W in M with N W  %W  X \W1: From Lemma
3.15 it follows that there is a Lipschitz selection g1 of C on %W : Let V be an
open neighbourhood of N in M with N  %V W : By Lemma 3.14, there is
a Lipschitz selection g2 of C1 :¼ F ðÞ \ TK ðÞ on M =V :
Since N and M =V are compact, distðN; M =V Þ ¼ e > 0: Take O :¼ fx 2
M j distðx; NÞ4e
2
g and deﬁne an Urysohn (Lipschitz) function v : M ! ½0; 1;
vðxÞ :¼ max 0; 1
2
e
distðx; M =W Þ
 
:
Notice that vðxÞ ¼ 1 on N and vðxÞ ¼ 0 on M =V :
Consider the map g : M ! Rn;
gðxÞ :¼ vðxÞg1ðxÞ þ ð1 vðxÞÞg2ðxÞ:
One can see that g is a Lipschitz selection of F ðÞ \ TK ðÞ on M :
Using Theorem B we end the proof. ]
Corollary 3.17. Let K be a closed subset of Rn with @K being a
C1;1 ðn 1Þ-manifold and F be a Marchaud locally Lipschitz map which
satisfies (F1)–(F2) on M :¼ Ke=Ks: Assume that Ks is closed and M is a
compact proximal retract.
If Ks is not a strong deformation retract of K ; then problem P has a solution.
Proof. It is obvious that CðxÞ :¼ F ðxÞ \ T@K ðxÞ=| for every x 2 Ke=Ks:
The same argument as in the previous proof implies also that CðxÞ=| on
Ks \M : As an open neighbourhood X of Ks \M in @K satisfying
assumption (ii) in Theorem 3.16 we take @K : Then, without using
assumption (iii), we can ﬁnd, by Lemma 3.15, a Lipschitz selection g of C
on M : The statement follows from Theorem B. ]
Remark 3.18. Consider the class of maps F :RnORn of the form
F ðxÞ ¼ f ðxÞ þ AðxÞB;
where B is a closed ball in Rn; f :Rn ! Rn is a single-valued locally Lipschitz
map and A 2 LlipðR
n;RnÞ; which means that A is a locally Lipschitz map
deﬁned on Rn with values being linear automorphisms of Rn:
One can check that each map F of the above form satisﬁes (F1) and (F2).
This leads us to the following application in control theory.
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’x ¼ f ðxÞ þ AðxÞu;
u 2 U ¼ cl Bð0; 1Þ;
(
ð18Þ
where K is a closed set with @K being a C1;1 ðn 1Þ-manifold f :Rn ! Rn is
Lipschitz and A 2 LlipðR
n;RnÞ:
If M :¼ Ke=Ks is a compact proximal retract, Ks is closed, but not a strong
deformation retract of K ; then there exists at least one control u such that
problem P has a solution to (18).
4. ON THE SUBSET OF INITIAL CONDITIONS x0 2 K SOLVING P
Let K be a closed subset of Rn and x0 2 K be an arbitrary point. We say
that x 2 SF ðx0Þ is viable in K provided xðtÞ 2 K ; for all t50: A set K is said to
be viable under F ; if for any initial point x0 2 K there exists at least one
viable solution in K starting from x0:
Definition 4.1. The viability kernel of K for F (denoted by ViabF ðKÞ) is
the set of all initial points x0 2 K such that problem P has a solution (at least
one viable solution starts from x0). It is also (see [3, Theorem 4.1.2]), the
largest closed subset of K viable under F :
Of course, in general a viability kernel may be empty. All previous results
of the present paper can be viewed as sufﬁcient conditions for nonemptiness
of ViabF ðKÞ:
The following result gives an information on a topological structure of a
viability kernel.
Proposition 4.2. Let K be a closed subset of Rn and F :RnORn a
Lipschitz Marchaud map such that Ks ¼ Ke is closed. Then HˇðK =ViabF ðKÞÞ
and HˇðKeÞ are isomorphic.
8
Proof. Deﬁne the family of sets
Am :¼ clfx0 2 K j 8x 2 SF ðx0Þ: tK ðxÞ4mg; m51:
We show that Am \ ViabF ðKÞ ¼ |; for every m51:
Suppose, on the contrary, that there exists x0 2 Am \ ViabF ðKÞ: It means
that there is a viable solution v 2 SF ðx0Þ and a sequence fxkg  K
converging to x0 with tK ðzÞ4m; for each z 2 SF ðxkÞ and k51:
8We do not assume a priori that the viability kernel is nonempty.
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v 2 SF ðx0Þ: Without any loss of generality, we can assume that tK ðzkÞ !
t4m: Then
jvðtÞ  zkðtK ðzkÞÞj4jvðtÞ  vðtK ðzkÞÞj þ jvðtK ðzkÞÞ  zkðtK ðzkÞÞj ! 0;
which implies that vðtÞ 2 Ks; a contradiction.
Since for each x0 2 K =ViabF ðKÞ we can ﬁnd m51 such that each
trajectory starting from x0 leaves K before m; we deduce that K =ViabF ðKÞ ¼S1
m¼1 Am: Moreover, Am  Amþ1; for every m51:
Notice that the sets Am form a direct system (with respect to the semi-
order induced by the inclusion), and for every compact subset B
K =ViabF ðKÞ there is some Am with B Am: Hence, one obtains (see e.g. [11,
pp. 278–280]) that
HˇðK =ViabF ðKÞÞ ﬃ lim
!
fHˇðAmÞg; ð19Þ
where ﬃ denotes an isomorphism and lim! a direct limit.
To compute HˇðAmÞ; notice that each trajectory starting from Am leaves
Am through Ke and we can follow the proof of Theorem A or Proposition
3.1 for Am to obtain that HˇðAmÞ ﬃ HˇðKeÞ: Combining with (19) we conclude
that HˇðK =ViabF ðKÞÞ ﬃ HˇðKeÞ; which ends the proof. ]
Remark 4.3. The statement of the above proposition implies that if
HˇðKÞ and HˇðKeÞ are not isomorphic, then there is a viable solution in K :
Indeed, otherwise HˇðKÞ ¼ HˇðK =ViabF ðKÞÞ ﬃ HˇðKeÞ; a contradiction.
Corollary 4.4 (Cardaliaguet [9, Theorem 2.1]). Under assumptions of
Proposition 4.2, each connected component of K =ViabF ðKÞ contains one and
only one component of Ke:
Note that this result was directly proved in [8] for arbitrary Marchaud
maps when Ks is closed and assumption (10) is satisﬁed.
Below we shall show that in some special cases one can say more about a
topological structure of a viability kernel. We will need the following result.
Lemma 4.5 (Hyman [18]). Let M be a compact subset of an absolute
neighbourhood retract Y : Then M is Rd if and only if M is contractible in
every open neighbourhood in Y :
It is well known that every retract of Rn is an absolute neighbourhood
retract.
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retract of Rn and F is a Lipschitz Marchaud map satisfying
F ðxÞ \ TK ðxÞ ¼ |; for every x 2 @K :
Then ViabF ðKÞ is a compact Rd-set.
Proof. From Corollary 3.3 it follows that ViabF ðKÞ=|: It is obviously
contained in Int K : By Proposition 3.2 in [9], for every open neighbourhood
V of ViabF ðKÞ there exists a compact set M  V such that ViabF ðKÞ M
and M is a retract of K : Since K is a retract of Rn; each set M is contractible.
Applying Lemma 4.5 we end the proof. ]
5. CONCLUDING REMARKS
For clarifying the difference between main parts of the present paper, we
describe relations between topological conditions arising in main results of
the paper in the following picture:
where simplifying that K is compact and Ks ¼ Ke;
(cd) K is connected and Ke is disconnected,
(mr) Ke is a multivalued retract of K ;
(amr) Ke is an admissible multivalued retract of K ;
(r) Ke is a retract of K ;
(sdr) Ke is a strong deformation retract of K ;
(h) the inclusion i : Ke+K induces the isomorphism in : HˇðKeÞ ! HˇðKÞ:
Finally note that, according to Lemma 1.3, we can analogously as for F ;
consider Ke for F (for a compact set K) and study its topological relation
with K : Sometimes it may occur that this new situation is easier for applying
the results presented in the paper.
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Below we give some notions and properties concerning so-called
admissible multivalued maps in the sense of Go´rniewicz [15]. For more
details see [16].
A map p : X ! Y is said to be a Vietoris map provided p is onto, proper
(i.e. p1ðAÞ is compact, for any compact subset A of Y ), and the set p1ðyÞ is
acyclic9 for any y 2 Y :
Definition A.1. A multivalued map j : XOY is called admissible
provided there exists a space G and two single-valued maps p : G! X and
q : G! Y such that
(i) p is a Vietoris map,
(ii) qð p1ðxÞÞ  jðxÞ; for every x 2 X :
We will say that the pair ð p; qÞ above is a selected pair of j and denote it
by ð p; qÞ  j: Of course, j may have many selected pairs. From the
Vietoris theorem (see [16, Theorem 8.9]) it follows that a Vietoris map p
induces an isomorphism pn : HˇðX Þ ! HˇðY Þ:
It allows us to consider for any selected pair ð p; qÞ of j a homomorphism
HˇðX Þ!
p1n
HˇðGÞ!
qn
HˇðY Þ:
We deﬁne
jn :¼ fqnp
1
n
j ð p; qÞ  jg:
Remark A.2. Note that every acyclic map, i.e. a multivalued map j :
XOY with compact acyclic values, is admissible. In fact, we have a selected
pair X 
pj
GrðjÞ!
qj
Y ; pjðx; yÞ ¼ x; qjðx; yÞ ¼ y:
If j : XOY is acyclic, then for any two selected pairs ð p; qÞ; ð p0; q0Þ of j;
qnp
1
n
¼ q0
n
ð p0Þ1
n
[16, Proposition 40.4]. Hence, since every single-valued
map is acyclic, we can obtain fn; for f : X ! Y ; considering both diagrams
X 
pf
Grð f Þ!
qf
Y and X 
idX
X !
f
Y :
9With respect to the Cˇech homology functor with compact carriers and coefﬁcients Q (see,
e.g., [12]). It means that Hˇnð p1ðyÞÞ ¼ 0 for n > 0 and Hˇ0ð p1ðyÞÞ ¼ Q:
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c :X1OX2 be two admissible maps. Then the composition c 8 j : XOX2 is
an admissible map and, for each selected pairs ð p1; q1Þ  j and ð p2; q2Þ  c;
there exists a selected pair ð p; qÞ  c 8 j such that ðq2Þnð p2Þ
1
n
ðq1Þnð p1Þ
1
n
¼
qnp
1
n
:
We will need the following.
Proposition A.4. Let j : XOX1 and c : X1OX2 be two admissible
maps. If c ¼ i : X1+X2 (resp. j ¼ i : X+X1), then
ði 8 jÞn ¼ finqnp
1
n
j ð p; qÞ  jg; ðA:1Þ
resp.
ðc 8 iÞn ¼ fqnp
1
n
in j ð p; qÞ  cg: ðA:2Þ
Proof. By Theorem 40.5 in [16], if j ¼ i : X+X1 (resp. c ¼ i :X1+X2),
then, for any selected pair ð p2; q2Þ  c (resp. ð p1; q1Þ  j), there is a
selected pair ð p; qÞ  c 8 i (resp. ð p; qÞ  i 8 j) such that
ðq2Þnð p2Þ
1
n
in ¼ qnp1n ; ðA:3Þ
resp.
inðq1Þnð p1Þ
1
n
¼ qnp1n : ðA:4Þ
We show that also inversely, if moreover c : X1OX (resp. j :X2OX1),
then for every selected pair ð p; qÞ  c 8 i (resp. ð p; qÞ  i 8 j) there is a
selected pair ð p2; q2Þ  c (resp. ð p1; q1Þ  j) such that (A.3) and (A.4)
hold.
Let X 
p
G!
q
X and X1  
%p %G!
%q
X be arbitrary selected pairs of c 8 i and
c; respectively. Consider a free topological union G0 ¼ Gþ %p1ðX1=X Þ and
the following maps p2 : G0 ! X1 and q2 : G0 ! X ;
p2ðzÞ :¼
pðzÞ for z 2 G;
%pðzÞ for z 2 %p1ðX1=X Þ;
8<
:
q2ðzÞ :¼
qðzÞ for z 2 G;
%qðzÞ for z 2 %p1ðX1=X Þ:
8<
:
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have the commutative diagram
where f ðzÞ ¼ z 2 G0; for z 2 G:
Applying for this diagram the functor Hˇ; we obtain (A.3) and hence (A.2).
Now, for any selected pair X2 
p
G!
q
X2 of i 8 j; notice that all values of q
lie in X1; so we can consider the map q1 : G! X1; q1ðzÞ ¼ qðzÞ: Denote also
p1 :¼ p: Then ð p1; q1Þ  j and qð p1ÞðxÞ ¼ iðq1ð p11 ÞÞðxÞ; for every
x 2 X2:
Commutativity of the diagram
implies (A.4) and thus (A.1). ]
Since a composition of two admissible maps is admissible, the class of
admissible maps is large and contains many operators arising in differential
problems. In particular, the Poincare´ operator for a differential inclusion
evT 8 SF ðÞ; where evT ðxÞ :¼ xðTÞ; with a Marchaud right-hand side F is
admissible (also in functional differential problems).
It is easy to see that, for any two admissible maps, if j c; then
jn  cn:
Two admissible maps j;c : XOY are homotopic (written j c)
provided there exists an admissible map w : X  ½0; 1OY such that wð; 0Þ 
j and wð; 1Þ  c:
GABOR AND QUINCAMPOIX510Proposition A.5 (Go´rniewicz [16, Theorem 40.11, Corollary
40.12]). For any two admissible maps j;c : XOY ; if j c; then jn \
cn=|:
In particular, if j : XOX and j idX ; then IdHˇðX Þ ¼ qnp
1
n
; for some
selected pair ð p; qÞ of j:
APPENDIX B. PROOF OF LEMMA 3.15
Let x 2M be an arbitrary point. Since X is a C1;1 ðn 1Þ-manifold, there
is an open neighbourhood Ux of x in R
n and a map f :Ux ! R
n such that
fjUx\X : Ux \ X ! Vx  R
n1 is a homeomorphism, for Vx open in R
n1 ¼
fðx1; . . . ; xnÞ 2 R
njxn ¼ 0g; f
0ðÞ; ðf0ðÞÞ1 exist and are Lipschitz on Ux \ X ;
and moreover, the following conditions hold:
w 2 TX ðzÞ if and only if f
0ðzÞðwÞ 2 TVz ðfðzÞÞ ¼ R
n1; ðB:1Þ
w 2 ðTX ðzÞÞ
 if and only if f0ðzÞðwÞ 2 ðRn1Þ: ðB:2Þ
Deﬁne mðzÞ :¼ f0ðzÞ1ð0; . . . ; 0; 1Þ: By (B.2), mðzÞ 2 ðTX ðzÞÞ
: Deﬁne also
vþðzÞ :¼ ArgMin
v2F ðzÞ
hv; mðzÞi ¼
@H
@p
ðz; mðzÞÞ
and
vðzÞ :¼ ArgMax
v2F ðzÞ
hv; mðzÞi ¼ 
@H
@p
ðz;mðzÞÞ:
Lipschitzianity of mðÞ and assumptions (F1) and (F2) imply that also vþðÞ
and vðÞ are Lipschitz. Moreover, Int F ðzÞ=| and therefore, ½vðzÞ; vþðzÞ
gTX ðzÞ for every z 2 Ux \ X : By the convexity of F ðzÞ; it follows that
½vðzÞ; vþðzÞ  F ðzÞ:
Deﬁne
f ðzÞ :¼ ½vðzÞ; vþðzÞ \ TX ðzÞ:
Obviously, f is a selection of C:
We shall show that f is Lipschitz on some open neighbourhood of x in X :
To this end, notice that, by (B.1)
f ðzÞ 2 ½vðzÞ; vþðzÞ \ TX ðzÞ
, f0ðzÞð f ðzÞÞ 2 ½f0ðzÞðvðzÞÞ;f0ðzÞðvþðzÞÞ \ Rn1:
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Then f ðzÞ ¼ f0ðzÞ1ðbðzÞÞ and, since ðf0ðÞÞ1 is also Lipschitz, it is sufﬁcient
to check that bðÞ is Lipschitz.
Notice that
bðzÞ ¼ uðzÞ þ lðzÞðuþðzÞ  uðzÞÞ for any z 2 Ux \ X ; ðB:3Þ
where lðzÞ 2 ½0; 1:
Since uðxÞ=uþðxÞ and ½uðxÞ; uþðxÞgRn1; it follows that there is an
open neighbourhood Vx  Ux of x such that
juþn ðzÞ  u

n ðzÞj5d > 0 for every z 2 Vx \ X ;
where uþn ðzÞ and u

n ðzÞ denote nth components of u
þðzÞ and uðzÞ;
respectively.
But nth component bnðzÞ of bðzÞ is equal to 0 and hence,
lðzÞ ¼
jun ðzÞj
juþn ðzÞ  un ðzÞj
;
which implies that lðÞ; and so bðÞ; are Lipschitz on Vx: The proof is
complete. ]
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