Abstract-This paper approaches energy consumption characterization in mobile computing platforms by assessing energy consumption of "basic" application-level tasks, such as as processing, input/output (disk, display, etc.), communication (transmission and reception over the network), and combinations thereof. Besides providing information on the energy consumption behavior of typical tasks performed by mobile computers, task-level energy characterization enables power management decisions, such as whether, in a distributed computation, the task at hand can be executed locally or should be assigned to a different machine (given the machine's current energy budget, the energy cost of executing the task locally, and the cost of sending the required information over the network to a peer). We employ a task-level energy consumption characterization benchmark that accounts for basic tasks such as processing, disk access (including reads and writes), terminal usage, and communication (transmission and reception). Using the benchmark, we perform an energy characterization case study using the Dell Latitude C600 running two versions of the Linux operating system.
I. INTRODUCTION
Due to a combination of technology advances in fields such as wireless communications and circuit integration, the last ten years have witnessed a proliferation of mobile computing platforms. Examples of such platforms, which vary widely in terms of capability and functionality, include laptops (e.g., notebooks, tablets, etc.), pocket PCs, personal digital assistants (PDAs), cell phones, wireless single-board computers, sensor nodes, etc. Following the general trend in the consumer electronics market, the cost of these devices has been steadily decreasing while their capacity (i.e., processing, storage, communication) has been steadily increasing. However, the fact that they are typically powered by non-continuous energy sources imposes serious limitations to these devices' utility from the end user's point-of-view.
As a result, energy consumption in mobile computing platforms has been an area of intense research spanning many fields such as computer architecture, operating systems, computer networks, and application design 1. In the computer architecture community, energ,y characterization is usually performed at the instruction level. Proposed power savings mechanisms include shutting off parts of the processor not currently being used, designing machine Characterizing energy consumption at the task level allows us to (1) predict whether the energy currently available is sufficient to execute a given application, and (2) perform application-level power management. For example, in a distributed computation, given the task at hand and how much energy there is left, a machine's task manager decides whether the task can be executed locally or needs to be shipped elsewhere. In order to make that decision, the task manager, given the machine's current energy budget, considers the amount of energy the execution of the task will consume versus the amount of energy consumed by sending the necessary information over the network to another machine.
In this paper, we identify a set of basic tasks representative of mobile computing workloads. Based on these tasks, we define a set of benchmarks that consider each task in isolation or task combination. To observe the battery discharge behavior as a benchmark executes, we employ the Advanced Configuration and Power Interface (ACPI) [13] to monitor the battery's discharge rate. A brief description of the ACPI is presented in Section II.
As case studies, we use the benchmark set to characterize the energy consumption of a mobile computing platform (the Dell Latitude C600) under different operating systems, namely Debian [21] and Mandrake [16] [13] .
It is a standard that defines power and configuration management interfaces between an operating system and the BIOS [6] .
The when the system is idle and also serves as a reference for all other benchmarks. We disable the wireless network interface to isolate the effects of this device on energy consumption. b) Processing-intensive: To characterize processingintensive tasks, we use the FFT benchmark [1] , which is part of SPEC's CPU2000 [20] , an industry-standardized CPUintensive benchmark suite. FFT, short for fast Fourier transform, is an efficient algorithm to compute the discrete Fourier transform (DFT) and its inverse. c) Storage-intensive: We chose the lOzone [18] filesystem benchmark to characterize energy consumed by tasks that are disk intensive. lOzone can be configured to perform a variety of disk access operations.
We run lOzone in two different modes, one which performs only read accesses and another that only writes to disk. In both cases, it accesses a 3GB file. We use an option which purges the disk cache before each file operation. The [19] utility. xset can be run from the command line and allows the setting of several user preference options for the display, including an option that turns the video card and LCD display off.
IV. MEASUREMENTS
While the tasks run, we observe the battery discharge behavior through measurements provided by the ACPI. In particular, we monitor the battery discharge rate. As mentioned in Section II, we can obtain this information by sampling /proc/acpi/battery/state. We run the sampling script which periodic reads the current values of the battery discharge rate, while the benchmark is executing.
When deciding which sampling rate to use, accuracy is an important consideration. However, making sure that the measurements do not interfere with the observations is also critical. In other words, we want to sample as frequently as possible without being intrusive. Preliminary experiments showed that a sampling rate of deci-seconds is not intrusive.
V. CASE STUDY: DELL LATITUDE C600
We use our benchmark set to characterize energy consumption in the Dell Latitude C600 which has a 750 Mhz Pentium III (Coppermine) processor with 256K cache, 256 MB RAM, and 20Gb hard-disk. Its is powered by a Li-ion battery, with eight cells, design voltage of 14.8 VDC and nominal capacity of 59.0 Wh. As the network interface, we use the Cisco Aironet 350. As the operating system, we use two of the most widely used versions of the Linux operating system,namely Debian [21] (Debian kernel 2.6.1) and Mandrake [16] (Mandrake 10.1 kernel 2.6.8).
In the remainder of this section, we present energy consumption results for this platform when executing the basic benchmarks described in Section III as well as some combinations thereof.
A. Basic Tasks
We execute all six tasks described in Section III: baseline, processing (FFT), disk writes (IOzone write), disk reads (JOzone reads), network transmission (Iperf client) and reception (Iperf server). We run both operating systems using their default configuration. The script that monitors the battery discharge rate runs at a one second sampling rate.
The discharge rate time series are shown in Figure 1 . We summarize these results in Table I which tabulates average discharge rate and the corresponding standard deviation for all tasks under both Debian and Mandrake 3
From Table I , we note that, for both operating systems, the most energy hungry task is FFT (i.e., intensive CPU activity), followed by disk writes. This is somewhat surprising as we expected disk write intensive tasks to be more expensive than processing intensive tasks in terms of energy consumption. For Debian, network transmission is the next task in energy consumption descending order, followed by disk reads and network reception, both of which have about the same energy cost. For Mandrake, the order is slightly different and has disk reads as the third most expensive task followed by network transmission and then network reception. A similar validation for the disk experiments is not as straightforward (and is one of our future work items) since other factors such as disk seek times, default power management techniques as well as the effect of disk caches need to be accounted for.
B. Effect of the Display
In all previous experiments, we had the display off. However, it is a well-known fact that the display is a major source of energy consumption. In this set of experiments, we monitor the energy consumption for some of the basic tasks while the display is on. In particular, we show results for baseline and processing. We ran these experiments on the Debian laptop.
The discharge rate for the baseline experiment is shown in Figure 2 (a). We notice that during part of the experiment the bottom of the discharge rate decreases to about 9 W, and this is because the display was turned off and then the discharge The mean discharge rate and the standard deviation for each task are presented in Table III . The mean discharge rate for Combo 1 is less than the basic processing task (Table I, second row), but it is more that the disk access (Table I , third and fourth rows), which is the dominating task, i.e. the task that takes longer to execute within the combo. For Combo 2, the mean discharge rate is higher than the discharge rate for network transmission (Table I , fifth row), while for Combo 3 it is about the same as the discharge rate for disk writes (Table  I, face [13] , or ACPI. ACPI was used to measure energy consumption due to transmission/reception. The resulting energy consumption model includes two states: high consumption state, where the host receives and transmits, and low consumption state, where the node receives or is in idle. While this approach to model battery discharge empirically is based on values that laptop power management would see in real systems, it is platform-dependent.
destroyed (completely or partially) basic intrastructure such as
In order to understand the issues on energy consumption of the power grid and data communication network. Emergency storage on mobile devices, Zheng et al [27] evaluated three rescue crews would then use their mobile wireless devices different storage alternatives: a compact flash, a micro-drive to perform all needed computation to assess damage, find and a wireless LAN card (which would be used to access survivors, etc. For example, in collapsed buildings, the rescue a remote storage). By considering these different devices, crew can use information from seismic sensors embedded in their different power management schemes were studied, as the building, to perform structural assessment in order to find well as the energy cost of their states were measured. Also portions of the building that have (or not) been affected, what the read/write latency and bandwidth was measured. Authors is the probability they will collapse (if they haven't yet), and considered two types of files systems: update-in-place and logwhen that will occur. This computation should be distributed structured. Results show that the energy consumption behavior among all (or some) of the participating networked nodes to depends on the device power management scheme, on the load balance the computational load and the energy spent. To distribution of idleness in the workload, and on the file system do so effectively, information on the current energy budget strategies.
of the nodes as well as the amount of energy consumed by Dempsey [26] extends the Disk-Sim simulator to provide "basic" tasks must be employed. By looking at the typical mix a simulation environment that also includes an energy conof "basic" tasks to be executed, the "task distribution manager" sumption. Dempsey considers the power consumed for several will be able to assess whether some node can take part on different disk tasks, such as seek, rotation, read, write and the computation and what is the operational lifetime of the stand-by.
network.
Displays are a major consumer of energy. Iyer et al [14] VII. RELATED WORK discuss the use of energy-adaptive displays sub-systems. AuIn this section, we summarize related work in areas that thors use OLED displays and propose a software optimization are more relevant to our work, including energy consumption called dark windows. Dark windows allows the windowing measurements for network interfaces and mobile devices, sys-environment to change colors and brightness of areas that are tem's power management, storage energy consumption issues, not of interest to the user. According to a characterization of etc. display usage done by authors, users use about 60% of the Stem et al [22] measures the power consumption of some screen available. Thus, by changing the colors and brightness network interface cards (NICs) when used by different end-of areas not in the window of focus, -energy can be saved. user devices. Authors also report on transport-and applicationEnergy efficiency in mobile devices ranging from phones, level strategies to reduce energy consumption by NICs. Later, laptops or hand-held devices is critical. Monticelli [17] Feeney et al [10] reported detailed energy consumption mea-presents an scheme using adaptive voltage scaling to control surements of some commercially-available IEEE 802.11 NICs power management on 3G phones, and suggests that this same operating in ad hoc mode. Along the same lines, Erbert et al approach could be used in RF circuits. Yin et al [25] describe [9] assessed the impact of transmission rate, transmit power, an power-aware prefetch scheme, which dynamically adjusts and packet size on energy consumption in a typical wireless the number of prefetches based on the current energy level. network interface.
Another approach to save energy on mobile devices is the In [15] , energy consumption in ad hoc mobile terminals remote power control of wireless interface cards [2] , where a is modeled using the Advanced Configuration Power Inter-remote server uses its knowledge of the workload to perform 1146 ..fflB..-Dd_ P.. 
traffic reshaping. Another approach is ,iSleep [7] , which puts the processor in sleep mode for short periods (less than a second), and reduces energy consumption by up to 60%.
Balakrishnan et al. [4] propose a power management software architecture developed at user level using a standard power interface (ACPI -Advanced Configuration and Power Interface [13] ) that provides information about current hardware state (e.g. estimated battery lifetime, temperature, etc.).
This architecture is implemented and tested for disk spin down and thermal management. Anand et al [3] developed a middle-ware for Linux on iPAQs in order to allow better power management. The power management implemented consider what is the state of all devices to be used (in this platform, wireless card and microdrive), and hints given by the application when it requested data access and the device was not available. It also provides a user interface that allows one to control the priorities in terms of performance and power conservation. By taking these factors into account, authors show that it is possible to increase performance and decrease energy consumption.
PowerScope [ 11 ] is a tool that combines hardware instrumentation to measure current level and software support to perform statistical sampling of system activity, allowing energy profiling of process and procedures, which can then be optimized to reduce energy consumption. Barr 
VIII. CONCLUSIONS
Application-level power management, which is critical when wireless computing platforms are employed, can only be performed based on energy consumption information. In this paper, we presented a task-level energy consumption characterization benchmark that accounts for basic tasks such as processing, disk access (including read and write access), terminal usage, and communication (transmission and reception). Using this benchmark set, we characterized the power consumption of such tasks as presented in Section V on the Dell Latitude C600 running Linux.
Future work includes: (1) run more experiments considering other systems variables (hard-disk power management, control brightness on the display, test different processor speeds, etc.); (2) run other task combinations, so that we can cover a wider range of user-level applications; (3) run the benchmark in other mobile platforms, including more modern laptops as well as sensor network devices (e.g., Crossbow Stargates and motes [24] ).
4The Skiff platform is based on the iPAQ hardware, but it has a differentiated circuitry to allow easy power consumption measurement.
