Разработка программного обеспечения для анализа многомерных данных ядерным методом главных компонент by Толкачев, Павел Андреевич
Федеральное государственное автономное 
образовательное учреждение 
высшего образования 
«СИБИРСКИЙ ФЕДЕРАЛЬНЫЙ УНИВЕРСИТЕТ» 
 
    Институт космических и информационных технологий   . 
институт 





______  О.В.Непомнящий 
  подпись           инициалы, фамилия  




09.03.01 Информатика и вычислительная техника 
     код и наименование направления 
Разработка программного обеспечения для анализа многомерных данных 


















должность, ученая степень 










должность, ученая степень 













Введение ............................................................................................................... 3 
1 Анализ задания на выпускную квалификационную работу ............................. 5 
1.1 Требования, предъявляемые к системе.................................................. 5 
1.2 Обзор существующих аналогичных систем .......................................... 6 
                  1.2.1 ViDaExpert ................................................................................... 6 
1.2.2 MATLAB  .................................................................................... 7 
1.2.3 Программное обеспечение по статистическому анализу данных: 
методология сравнительного анализа и выборочный обзор 
рынка программного обеспечения  .............................................. 8 
1.3 Обзор классического и ядерного методов главных компонент  .......... 12 
1.3.1 Классический метод главных компонент  ................................. 12 
1.3.2 Ядерный метод главных компонент ......................................... 14 
1.3.3 Задача выбора количества главных компонент ........................ 17 
2 Описание разрабатываемого программного обеспечения .............................. 18 
2.1 Структура программы  ........................................................................ 18 
          2.2 Разработка алгоритма программного обеспечения ............................. 20 
          2.3 Описание разработанных классов ....................................................... 22 
                  2.2.1 Класс WorkForm ........................................................................ 22 
                  2.2.2 Класс Method ............................................................................. 23 
                  2.2.3 Класс Grafik ............................................................................... 24 
         2.4 Описание графического интерфейса .................................................... 24 
3 Пример использование программы ................................................................ 32 
Заключение ......................................................................................................... 40 
Список сокращений ............................................................................................ 41 







В любое из времен человек совершенствуется и улучшает технологии, 
которыми пользуется. Многие исследователи, занимающиеся анализом 
многомерных данных, сталкиваются с проблемами их интерпретации и 
классификации, и извлечения другой полезной информации. Для решения таких 
задач существуют специальные методы многомерного анализа. Важным 
критерием выбора метода является потеря информации при уменьшении 
размерности, а также на выбор влияет тип и размерность данных. 
Методы многомерного анализа находят широкое применение в медицине, 
статистике, психологии, экономике и других науках. Данные методы 
используются для визуализации данных, подавления шума на изображениях, 
психодиагностики, распознавания образов и для решения множества других 
задач. Многомерные методы уменьшения размерности позволяют 
визуализировать данные. В этом случае, такие методы используются для 
отображения на двумерное или трехмерное пространство с последующим 
выделением кластеров, наглядным анализом взаимного расположения объектов, 
выделением их общих характеристик. 
Проблемой уменьшения размерности многомерных данных занимаются 
многие ученые. На протяжении последних лет создано множество алгоритмов, 
методов и подходов, решающих описанные выше задачи. Каждый из методов 
имеет свои преимущества и недостатки, они опираются на различные 
математические принципы. Многие исследователи изучают возможности 
различных методов в прикладных сферах для решения конкретных задач, 
описывают их преимущества и недостатки. Во многих задачах обработки 
многомерных наблюдений и, в частности, в задачах классификации 
исследователя интересуют в первую очередь лишь те признаки, которые 
обнаруживают наибольшую изменчивость (наибольший разброс) при переходе 
от одного объекта к другому. 
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Особое внимание проблемам многомерного анализа данных уделяют 
разработчики математических библиотек. Зачастую целые институты и другие 
сообщества поддерживают библиотеки в актуальном состоянии, дополняют их 
новыми алгоритмами, исправляют ошибки, снабжают примерами и т.д. Платные 
математические пакеты предоставляют только базовые методы анализа и, в 
большинстве случаев, исследователю необходимо реализовывать алгоритмы 


























1 Анализ задания на выпускную квалификационную работу 
 
Целью работы является разработка программного обеспечения для анализа 
многомерных данных ядерным методом главных компонент. 
Реализация поставленной цели предполагает необходимость решения 
следующих задач: 
 изучение классического и ядерного методов главных компонент; 
 изучение существующих аналогичных программных средств обработки 
данных; 
 выбор инструментария и способов решения; 
 разработка программного обеспечения, реализующего ядерный метод 
главных компонент. 
 
1.1 Требования, предъявляемые к системе 
 
Программное обеспечение для анализа многомерных данных ядерным 
методом главных компонент должен: 
 иметь удобный, интуитивно понятный интерфейс; 
 предоставлять пользователю помощь в работе с системой; 
 выполнять не только анализ многомерных данных, но и 
предварительную обработку; 
 работать с данными, представленными в формате CSV; 
 сохранять данные в формате CSV; 
 работать с большими массивами данных; 
 сохранять результаты анализа в виде графика; 










Разработка программного обеспечения ViDaExpert началась в 2000 году 
Андреем Зиновьевым, выпускником СФУ (Россия). На данный момент 
программа активно используется исследователями Института Кюри (Франция), 
одного из лидирующих научных институтов в области биофизики, молекулярной 
биологии и онкологии [1]. 
ViDaExpert реализует ряд методов анализа исследовательских данных: 
 анализ основных компонентов; 
 анализ взвешенных компонентов; 
 иерархическая кластеризация; 
 линейный регрессионный анализ; 
 линейный дискриминантный анализ и др. 




Рисунок 1 – Интерфейс ViDaExpert в процессе работы с данными 
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В ViDaExpert имеется хорошо разработанный набор инструментов для 
просмотра, аннотации и маркировки данных с цветами, формами и размерами.  





MATLAB предоставляет инструменты для получения, анализа и 
визуализации данных, позволяющие исследовать проблему быстрее, чем это 
возможно с помощью электронных таблиц или программирования.  
MATLAB позволяет получать доступ к данным из файлов, других 
приложений, баз данных, внешних устройств. Имеет возможность читать данные 
из файлов таких форматов как Microsoft Excel, текстовых или двоичных файлов, 
изображений, аудио и видео файлов, научных форматов (netCDF и HDF). 
Функции ввода-вывода позволяют работать с файлами данных любых форматов.  
MATLAB позволяет управлять, фильтровать и осуществлять 
предварительную обработку данных. Позволяет исследовать данные для 
нахождения трендов, проверки гипотез, построения описательных моделей. В 
MATLAB включены функции для фильтрации, сглаживания, свёртки и быстрого 
преобразования Фурье (FFT). Продукты-расширения включают возможности 
подбора кривых и поверхностей, многомерной статистики, спектрального 
анализа, анализа изображений, идентификации систем и другие инструменты 
анализа.  
MATLAB предоставляет набор встроенных функций построения 2D и 3D 
графиков, а также функции объёмной визуализации [2]. 





Рисунок 2 –  Реализация метода главных компонент в программе MATLAB  
 
1.2.3 Программное обеспечение по статистическому анализу данных: 
методология сравнительного анализа и выборочный обзор рынка  ПО 
 
Класс инструментальных средств поддержки процессов анализа данных –
объединеняет одним свойством входящие в него средства: все они направлены 
на преодоление проблемы большой размерности. В результате появляется 
необходимость снижения размерности, выделения именно тех фрагментов 
данных, которые представляют интерес для решения конкретной проблемы. Для 
пользователей, имеющих дело со сверхбольшими объемами данных, 
характеризующихся высоким уровнем формализации представления, серьезной 
альтернативы использованию этого класса программного обеспечения пока нет.  
На сегодняшний день лидирующие позиции занимают западные пакеты 
статистической обработки и среды математического моделирования. В 
большинстве из них реализованы специальные высокоуровневые языки 
программирования для реализации собственных алгоритмов обработки данных. 
Их разработка осуществляется путем комбинирования готовых подпрограмм, 
поставляемых с данным программным продуктом в специализированных 
библиотеках. Пользователям предоставляется возможность разработки 
собственных процедур с применением встроенных средств разработки или 
внешних сред программирования. Универсальные пакеты обладают несколько 
меньшими возможностями, но их стоимость значительно ниже, чем стоимость 
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профессиональных. Универсальные пакеты схожи по составу методов 
обработки, реализованы по модульному принципу и за счет обращения к 
процедурам и функциям операционной системы упрощают работу с графикой и 
интерфейсными элементами. Однако, при приобретении таких систем следует 
убедиться, что они действительно реализуют требуемые методы и алгоритмы 
обработки данных. 
Существует около тысячи распространяемых на мировом рынке пакетов, 
решающих в том или ином виде задачи статистического анализа данных, и 
реализованные для различных операционных систем.  
В СНГ также интенсивно развивается направление, связанное с 
разработкой программного обеспечения для статистической обработки данных. 
К этому направлению могут быть отнесены российские пакеты SТADIА103 
(НПО «Информатика и компьютеры»), ОЛИМП (ЗАО «CPS») и белорусский 
пакет РОСTАН (Белорусский Государственный Университет). Имеются 
примеры создания специализированных систем для решения задач 
классификации и снижения размерности, например: КЛАCC МАСТЕР (Научное 
изд-во «ТВП»), КВАЗАР (ИММ УрО РАН), PALMODA (ВЦ РАН), Stat-Media 
(ЗАО «Полихимэкс») и иные. Кроме того, на рынке представлены и 
статистические экспертные системы, например, СTАTЭКС (РМ и ПК, 
Казахстан). Довольно интересный класс программного обеспечения 
представляют собой системы, ориентированные на решение задач снижения 
размерности, классификации и анализа данных. Эти системы используют 
комбинацию методов статистической и нейросетевой104 обработки данных. В 
этой области столь эффективно работают такие гиганты, как SAS (серия 
продуктов SAS Data and Text Mining) и SPSS, создающие программные 
продукты, сочетающие мощь статистических методов обработки с методами 
нейрокомпьютинга. Среди наших разработчиков следует отметить ВЦ РАН 
(ЛОРЕГ), ЗАО «Megaputer» (система PolyAnalyst), НПИЦ «Микросистемы» 
(система TextAnalyst), фирму «Контекст» (пакет «ДА-система») и «MediaLingua» 
(система Классификатор) [3].  
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B медицине это может быть диагностика состояния пациента по комплексу 
наблюдаемых признаков (результаты клинического осмотра, лабораторных 
исследований, оцифровки и кодирования рентгенограммы и/или сонограммы). В 
геофизике – прогноз степени перспективности месторождения нефти или газа, в 
области финансов – оценка уровня кредитоспособности клиента или прогноз 
тенденции поведения рынка ценных бумаг, в экономике – разнообразные задачи 
типологизации объектов (семей, предприятий, городов, стран и т.п.) и прогноза 
социально-экономического поведения «хозяйствующего субъекта», в 
маркетинге – позиционирование нового товара среди существующих, в технике 
– диагностика состояния турбины или двигателя, контроль уровня качества 
продукции и др.  
В таблице 1 представлены общие сведения об универсальных пакетах и 
сведения о минимальных аппаратных требованиях к ним для операционных 
систем Windows и MS-DOS. 
 
Таблица 1 – Общие сведения об универсальных пакетах и сведения о 
минимальных аппаратных требованиях к ним 
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Пояснения к таблице 1: 
1. ОС – сокращение от «Операционная система»: W – Windows, D – MS-
DOS; 
2. Размеры в Мб: VHD – место, занимаемое на винчестере; RAM – операт. 
память; 
3. МП – основной микропроцессор; Част. – его тактовая частота в [МГц]; 
4. User – квалификация типичного пользователя: H (high) – статистик 
профессионал M (middle) – «есть базовые статистические знания»; L (low) - 
«отсут. базового уровня»; H-M – промежуточный; 
5. Цены указаны в [$]: цена лицензионной копии СПП взята из каталогов 
[5, 6, 7]}; 
6. Цены для SАS и SРSS указаны для базовых модулей на рынке в РФ; 
кроме того, SАS требует ежегодную оплату лицензии. С другой стороны, 
достаточно полная конфигурация SPSS (модуль Base + комплект из семи 
модулей) стоит $4290; Каждый из дополнительных модулей SAS или SPSS стоит, 
как правило, от $350 до $750. Цена на STSC+/W указана на комплект: «Базовый 
модуль» плюс «Модуль многомерного анализа». 
7. * для модулей BASE, STAT, GRAPH; 
** включая файл «подкачки» на диске; 












1.3 Обзор классического и ядерного метода главных компонент 
 
1.3.1 Классический метод главных компонент 
 
Метод главных компонент (МГК) является основным и самым 
используемым методом уменьшения размерности данных.   
Суть метода состоит в преобразовании исходного набора данных на 
пространство меньшей размерности таким образом, чтобы выполнялись 
следующие условия:  
– минимальна сумма квадратов расстояний от точек, данных до их 
проекций на плоскость первых главных компонент, то есть экран расположен 
максимально близко по отношению к облаку точек;  
– минимальна сумма искажений квадратов расстояний между всеми 
парами точек из облака данных после проецирования точек на плоскость;  
– минимальна сумма искажений квадратов расстояний между всеми 
точками данных и их «центром тяжести».  
На рисунке 3 вектора v1 и v2 являются главными компонентами 




Рисунок 3 – Главные компоненты набора объектов 
 
Главные компоненты находятся за счет вычисления собственных векторов 
и собственных значений ковариационной матрицы, составленной на основании 
входной матрицы данных. Те собственные вектора, у которых собственные 
значения наибольшие, описывают наибольшую дисперсию, собственный вектор 
с самым меньшим собственным значением – наименьшую дисперсию [1].  
Метод главных компонент стремится выделить оси, вдоль которых 
количество информации максимально, и перейти к ним от исходной системы 
координат. При этом некоторое количество информации может теряться, но зато 
сокращается размерность. Этот метод проходит практически через весь 
факторный анализ, и может меняться путем подачи на вход разных матриц, но 
суть его остается неизменной. Основной математический метод получения 
главных осей – нахождение собственных чисел и собственных векторов 
ковариационной матрицы. Сумма собственных чисел равна числу переменных, 
произведение - детерминанту корреляционной матрицы. Собственное число 
представляет собой дисперсию оси, наибольшее - первой и далее по убыванию 
до наименьшего - количество информации вдоль последней оси. Доля 
дисперсии, приходящаяся на данную компоненту, считается отсюда легко: надо 
разделить собственное число на число переменных m. Коэффициенты нагрузок 
для главных компонент получаются делением коэффициентов собственных 
векторов на квадратный корень соответствующих собственных чисел.  
Главным недостатком данного метода является то, что линейные 
преобразования данных не учитывают взаимное расположение точек в 
пространстве. В случае, если данные имеют определенную структуру, которую 
возможно использовать для наиболее точного уменьшения размерности, метод 






1.3.2 Ядерный метод главных компонент 
 
Ядерный (Kernel) МГК является одним из нелинейных методов 
уменьшения размерности данных. Он соединяет в себе линейный МГК и 
специальный набор преобразований, называемый kerneltrick.  
Kerneltrick позволяет преобразовать любой алгоритм, который использует 
скалярное произведение между двух векторов. Для применения такого 
преобразования используется замена всех скалярных произведений ядерной 
функцией. Таким образом, можно сказать, что линейный алгоритм преобразуется 
в нелинейный. Этот нелинейный алгоритм эквивалентен линейному, только в 
пространстве большой размерности ɸ. Но суть заключается в том, что функция 
ɸ никогда не вычисляется напрямую. А значит пространство ɸ может быть сколь 
угодно велико.  
Суть работы ЯМГК представлена на рисунке 4. 
 
 
Рисунок 4 – Пример работы ядерного метода главных компонент 
 
Как и в обычном МГК, целью преобразования является максимизация 
дисперсии одних признаков и одновременная минимизация ковариации среди 
других. В ЯМГК ковариационная матрица заменяется ядерной матрицей, а 
дальнейшие преобразования аналогичны линейному МГК [4].  
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Рассмотрим алгоритм работы более подробно. Вход алгоритма состоит из  
матрицы D, а также дополнительных параметров, зависящих от функции ядра.  
Шаг 1. Вычисляем ядерную матрицу по формуле 1: 
 
𝐾𝑖𝑗 = 𝑙(𝐷𝑖 , 𝐷𝑗 ),                                                                                                 (1) 
 
где    D – матрица входных данных; 
l – номер компоненты; 
K – ядерная матрица. 
 
Шаг 2. Центрируем и диагонализируем матрицу K по формуле 2: 
 
𝐾𝐶 = 𝐾 − 1𝑁𝐾 − 𝐾1𝑁 + 1𝑁𝐾1𝑁 ,                                                                    (2) 
 
 где    1𝑁 – квадратная матрица размера N; 
K – то же, что и в формуле (1). 
 





,                                                                                                       (3)  
 
где    1𝑁- то же, что и в формуле (2); 
N – размер матрицы K. 
 
Шаг 3. Нормализуем полученную матрицу 𝐾𝐶 и находим её собственные 
значения и собственные вектора. 





𝐹𝑘 = ∑ 𝑣𝑖
𝑘 𝑙(𝐷𝑖 , 𝐷𝑗 )
𝑁
𝑖 =1  ,                                                                                     (4) 
 
где     l – номер компоненты (не экспонента); 
F – матрица результата; 
v – собственные значения; 
D – то же, что и в формуле (1). 
 
В алгоритме выше L(𝑥,𝑦) является одной из ядерных функций. Наиболее 
часто используются следующие ядерные функции: полиномиальная и Гауссова 
Полиномиальная ядерная функция представлена в формуле 5: 
 
𝑙(𝑥, 𝑦) = (𝑎𝑥𝑇𝑦 + 𝑐)𝑑 ,                                                                                  (5) 
 
где     a – множитель; 
c – слагаемое; 
d – степень; 
x – вектор; 
y – вектор. 
 
Гауссова ядерная функция представлена в формуле 6: 
 





,                                                                                          (6) 
 
где    𝜎 – параметр; 
e – экспонента; 
x – вектор; 




Параметры ядерных функций (слагаемые, степени и множители) задаются 
перед началом работы алгоритма и не изменяются во время работы. 
 
1.3.3 Задача выбора количества главных компонент 
 
При использовании ядерного метода главных компонент важно правильно 
определить оптимальное количество главных компонент. Если их число 
слишком мало, то описание данных будет не полным. Избыточное число главных 
компонент приведёт к переоценке, то есть моделируется не содержательная 
информация. 
Для выбора количества главных компонент используется график, на 
котором объясненная дисперсия (ERVC) изображается в зависимости от числа 
главных компонент (PC), как на рисунке 5. 
 
 
Рисунок 5 – Зависимость EVR от PC 
На графике видно, что верными решением будет выбрать число главных 
компонент равным трём или четырём. Три компоненты отображают 95% 
исходной информации, а четыре – 98%. 
Для реализации программной системы для анализа многомерных данных 
ядерным методом главных компонент данный способ будет нужным решением 




2 Описание программного комплекса 
 
2.1 Структура системы 
 
Структурная схема – это совокупность элементарных звеньев объекта и 
связей между ними, один из видов графической модели. Под элементарным 
звеном подразумевается часть объекта, системы управления и т. д., которая 
реализует элементарную функцию. 
Для более полного понимания того, как работает система на рисунке 6 
представлена структурная схема системы. 
 
 




Основное окно программы предоставляет доступ ко всем функциям 
системы при помощи меню и рабочей области. 
Меню представляем из себя элемент под названием «MenuStrip» из 
стандартного набора элементов Windows Form, содержит два пункта «Файл» и 
«Справка». Пункт под названием «Файл» включает в себя такие элементы как: 
 «Открыть файл» – предоставляет доступ к окну загрузки файлов с 
данными; 
 «Сохранить» – предоставляет возможность сохранить выходные данные, 
собственные вектора и значения в файл; 
 «Вывести график» – предоставляет доступ к окну для работы с 
графиками. 
Пункт «Справка» предоставляет доступ к информации о программе и 
разработчике и помощи пользователю, где содержится инструкция по 
пользованию системой. 
Рабочая область представляет собой элемент «TabControl» который в свою 
очередь предоставляет доступ к трём вкладкам: 
 «Входные данные» – содержит таблицу с входными данными, 
заполняется после загрузки входного файла; 
 «Ядерный метод главных компонент» – осуществляет все расчёты для 
реализации метода; 
 «Выходные данные» – содержит таблицу с выходными данными, 









2.2 Разработка алгоритма системы 
 
Алгоритм – набор инструкций, описывающих порядок действий 
исполнителя для достижения некоторого результата. В старой трактовке вместо 
слова «порядок» использовалось слово «последовательность», но по мере 
развития параллельности в работе компьютеров слово «последовательность» 
стали заменять более общим словом «порядок».  
Рассмотрим общий алгоритм работы программы на рисунке 7. 
 
 
Рисунок 7 – Общая схема алгоритма программы 
 
После начала работы программы необходимо открыть файл с входными 
данными, после открытия файла данные, при необходимости, редактируются. 
Далее происходит выбор ядерной функции и количества главных компонент и 
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алгоритм переходит к реализации метода. На следующей стадии результаты 
работы метода сохраняются в файлы или в виде графиков. Если выбран выход – 
алгоритм заканчивает работу, иначе переходит к выбору ядерной функции и 
количества компонент. 
Рассмотри подробнее процесс реализации ядерного метода главных 
компонент на рисунке 8. 
 
 








2.3 Описание разработанных классов 
 
Для разработки программной системы для анализа многомерных данных 
ядерным методом главных компонент были разработаны классы: Method, 
WorkForm, Grafik. Далее данные классы будут рассмотрены подробно, включая 
структуры данных входящие в классы и методы. 
 
2.3.1 Класс WorkForm 
 
Данный класс включает в себя структуру Data, в которую будут записаны 
данные при работе с программой. В данной структуре будут храниться: входные 
и выходные данные, количество нужных главных компонент и выбранная 
ядерная функция. 
В классе WorkForm реализованы методы для работы с основной частью 
рабочего интерфейса, рассмотрим наиболее важные из них: 
 void vis(double[,] data) – осуществляет приём входных данных из файла и 
заносить в таблицу для отображения пользователю; 
 private void открытьФайлToolStripMenuItem_Click(object sender, 
EventArgs e) – реализует открытие формы загрузки файла, при нажатии 
соответствующей вкладки меню; 
 private void Analys_Click(object sender, EventArgs e) – вызывается при 
нажатии кнопки «Начать анализ», создаёт переменную класса method с помощью 
которого выполняется обработка данных ядерным методом главных компонент; 
 void Out_data() – выводит на вкладку «выходные данные» в таблицу 
данные полученные в результате работы разработанного алгоритма; 
 private void GrafikToolStripMenuItem_Click(object sender,EventArgs e) – 
открывает форму для вывода графиков визуализирующих работу ядерного 





2.3.2 Класс Method 
 
Класс Method отвечает за выполнение всех расчётов, связанных с 
реализацией ядерного метода главных компонент и включает в себя следующие 
методы: 
 public double funckernel (ref double[] x, ref double[] y, ref IKernel func) – на 
основе входных векторов и выбранного пользователем типа ядерной функции 
рассчитывает каждый элемент ядерной матрицы, по формуле 4; 
 double[,] mult_matrix (ref double[,] X, ref double[,] Y) – выполняет 
умножение матрицы X на матрицу Y по правилам перемножения матриц; 
 double[,] morp_matrix(ref double[,] X, ref double[,] Y, bool what) – 
выполняет сложение или вычитание матриц X и Y, в зависимости от входного 
параметра what, если what=true, то выполняется сложение, иначе – вычитание; 
 public double[,] Kc (ref double[,] K) – центрирует и диоганализирует 
матрицу К по формуле 5, а также вычисляет квадратную матрицу размера N по 
формуле 6; 
  public double[,] GetV(ref double[][] eigenvect, ref double[][] eigenval, ref 
double[,] Kc) – вычисляет собственные значения и собственные вектора матрицы 
Kc, сортирует собственные вектора по собственным значениям, записывает в 
новую матрицу V и вычисляет отображение на определенное количество 












2.3.3 Класс Grafik 
 
Данный класс отвечает за вывод данных на график, для наглядного 
изучения. Для вывода доступны входные данные, выходные данные и 
собственные значения. Позволяет сделать выбор какие компоненты вывести на 
график и на какую ось. 
Private void DrawGra_Click(object sender, EventArgs e) – метод отвечает за 
заполнение графика данными и за отчистку графика. 
 
2.4 Описание графического интерфейса 
 
Графический пользовательский интерфейс в первую очередь должен быть 
интуитивно понятным для любого пользователя, поэтому при разработке 
программной системы особое внимание уделялось реализации как можно более 
понятного, но в то же время функционального интерфейса. 
Основное окно программы состоит из меню, 3 вкладок и одной кнопки. 
Для начала работы алгоритма нужно открыть файл с данными для анализа, 





Рисунок 9 – Основное окно и меню 
 
После выбора пункта «Открыть файл» открывается новое окно, как на 
рисунке 11, для работы с файлом, где можно указать путь к файлу с данными и 




Рисунок 10 – Элемент меню «Справка» 
 
На рисунке 10 показан пункт меню «Справка», где можно узнать всю 






Рисунок 11 – Окно открытия файла 
 
С помощью предросмотра данных, пользователь может определить 
нужный ли файл он открывает. Числа отделяются друг о друга точкой с запятой, 
входной файл не должен иметь пропусков в значениях, первые два числа 
обозначают размерность данных. 
После выбора файла и нажатия кнопки «Загрузить» открывается основное 
окно с таблицей входных данных, как на рисунке 12. 






Рисунок 12 – Основное окно после загрузки файлов с таблицей входных 
данных 
 
После загрузки файла с данными, при необходимости отредактированных, 
Пользователь может перейти во вкладку «Ядерный метод главных компонент»  
изображенную на рисунке 13. Здесь пользователю нужно выбрать ядерную 
функцию Гауссову или полиномиальную, после чего можно будет увидеть 




Рисунок 13 – Вкладка ядерный метод главных компонент основного окна 
 
После нажатия на кнопку «Начать анализ» производятся все нужные 
вычисления для реализации ядерного метода главных компонент,  выводит 
оптимальное количество главных компонент, алгоритм программы вычисляет 
ядерную матрицу на основе выбранной функции, центрирует её и 
диагонализирует, находит собственные значения и собственные вектора. 
Далее пользователь может перейти на вкладку «Выходные данные»  на 





Рисунок 14 – Таблица выходных данных 
 
Программа предоставляет возможность вывести входные и выходные 
данные и собственные значения на графики, окно для работы с графиками 
представлено на рисунке 15. 
В окне «График» пользователь может выбрать какой график нужно 
построить, может выбрать какие главные компоненты на какую ось поместить, а 
также сохранить график в формате *.jpeg. Пример работы данного окна приведен 
























3 Пример использования программы 
 
Разработанная программа может быть использована для анализа 
биомедицинских, экономических, информационных и других многомерных 
данных. Далее продемонстрируем результаты работы программы в виде файлов 
с данными и графиков. Имеется 2 набора данных определенного 
информационного эксперимента, уменьшим их размерность при помощи 
ядерного метода главных компонент. 
Загрузим в программу файл «Данные1.csv», изображенный на рисунке 16 
и применим ядерный метод главных компонент. 
 
 









Рисунок 18 – Собственные вектора. 
 
На рисунке 17 изображены выходные данные, полученные через Гауссову 
функцию с тремя главными компонентами. 
На рисунке 18 можно проанализировать собственные вектора полученные 
с помощью программы. 




Рисунок 19 – График входных и выходных данных 
 
На рисунке 20 изображен график собственных значений. 
 
 




Теперь загрузим в программу файл «Данные2.csv», изображенные на 
рисунке 21, и применим ядерный метод главных компонент, проанализировав 
выходные данные на рисунке 22 и собственные вектора на рисунке 23. 
 
 










Рисунок 23 – Собственные вектора для «Данные2.csv» 
 
Далее проанализируем график выходных и входных данных на рисунке 24 





Рисунок 24 – График входных и выходных данных 
 
 









В результате выполнения выпускной квалификационной работы было 
разработано программное обеспечение для анализа многомерных данных 
ядерным методом главных компонент. В данной пояснительной записке был 
описан процесс разработки программного обеспечения. 
В процессе выполнения работы были выполнены следующие задачи: 
 изучение классического и ядерного методов главных компонент; 
 изучение существующих аналогичных программ обработки и анализа 
многомерных данных; 
 выбор инструментария и способов решения; 
 разработка программного обеспечения, реализующей ядерный метод 
главных компонент. 
В результате работы была разработано программное обеспечение, 
позволяющее аналитику уменьшить размерность многомерных данных и 



















МГК – метод главных компонент; 
ЯМГК – ядерный метод главных компонент; 
ВКР – выпускная квалификационная работа; 
СФУ – Сибирский Федеральный Университет; 
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