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DECIDING ISOMORPHY USING DEHN FILLINGS, THE SPLITTING
CASE
FRANC¸OIS DAHMANI AND NICHOLAS TOUIKAN
Abstract. We solve Dehn’s isomorphism problem for virtually torsion-free relatively hy-
perbolic groups with nilpotent parabolic subgroups.
We do so by reducing the isomorphism problem to three algorithmic problems in the
parabolic subgroups, namely the isomorphism problem, separation of torsion (in their outer
automorphism groups) by congruences, and the mixed Whitehead problem, an automor-
phism group orbit problem. The first step of the reduction is to compute canonical JSJ
decompositions. Dehn fillings and the given solutions of the algorithmic problems in the
parabolic groups are then used to decide if the graphs of groups have isomorphic vertex
groups and, if so, whether a global isomorphism can be assembled.
For the class of finitely generated nilpotent groups, we give solutions to these algorithmic
problems by using the arithmetic nature of these groups and of their automorphism groups.
Le dual reste loin, solitaire et plaintif,
Cherchant l’isomorphie et la trouvant rebelle.
Andre´ Weil
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1. Introduction
1.1. The isomorphism problem in geometric group theory, and algebra. The iso-
morphism problem for finitely presented groups asks for an algorithm that, given two finite
presentations, decides whether they define isomorphic groups. It is one of the main clas-
sical algorithmic problems in group theory, and understanding which classes have solvable
isomorphism problem is subtle, difficult, and important as a theoretical classification and
structuration device. To this date, the approach of geometric group theory has revealed itself
to be one of the few fruitful strategies.
In a series of works, the isomorphism problem was studied for certain classes of groups that
exhibit a negatively curved geometry. Sela [Sel95] introduced an elegant strategy for solving
it for a crucial class of torsion-free hyperbolic groups, based on the solvability of equations
in these groups, and on a rigidity criterion relating solutions of equations and splittings
of the group. Bumagin, Kharlampovich and Miasnikov [BKM07] solved the problem for
limit groups, a class of relatively hyperbolic groups. Groves and the first author [DG08b],
following and simplifying Sela’s strategy, completed his original solution into a solution for
all torsion-free hyperbolic groups. Subsequently, Guirardel and the first author [DG11], also
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following Sela’s strategy, overcame the difficulties posed by torsion and gave a solution to
the isomorphism problem for all hyperbolic groups.
In a more algebraic coloration, a solution of the isomorphism problem for virtually nilpo-
tent groups, was found by Grunewald and Segal [GS80b], and for virtually polycyclic groups,
by Segal [Seg90]. The first of these studies relies on the fascinating fact that automorphism
groups of finitely generated nilpotent groups are always arithmetic groups [Aus69], and the
solution is a reduction to an orbit problem for a rational action of such an arithmetic group
on an algebraic variety. The solution to the isomorphism problem for polycyclic groups is
similar in method, but significantly more involved.
1.2. On relatively hyperbolic groups. The case of relatively hyperbolic groups is natural
and appealing due to its many examples. Relatively hyperbolic groups are algebraic (or
coarse) analogues of fundamental groups of finite volume negatively curved manifolds, and
their peripheral subgroups are the analogues of the groups of the cusps of these manifolds.
In the case of hyperbolic manifolds, these peripheral subgroups are virtually abelian. In the
case of pinched negative curvature, these peripheral subgroups are, by the Margulis Lemma,
virtually nilpotent. In the generality of relatively hyperbolic groups, they can be anything.
In the simplest example of relatively hyperbolic groups, the free products of arbitrary
peripheral groups, it appears that one will need to restrict the class of peripheral subgroups
in order to proceed on the isomorphism problem. The most natural and tame class of
peripheral subgroups is certainly the class of abelian groups, and indeed, Groves and the first
author have proved the isomorphism problem to be solvable for torsion-free groups that are
hyperbolic relative to abelian subgroups [DG08b] (the so-called toral relatively hyperbolic
groups.) This class is already somewhat satisfying in several aspects because it contains
limit groups as well as the fundamental groups of finite volume hyperbolic manifolds. Toral
relatively hyperbolic groups also correspond to the rare class with peripheral subgroups in
which the problem of equations is known to be decidable. It is far from being completely
satisfying though, as it doesn’t cover the case of finite volume manifolds with pinched (non-
constant) negative curvature.
For these later groups, there are fundamental difficulties, sometimes proven impossibilities,
to carrying out the Sela’s strategy. Nevertheless, we manage to prove the following result.
Theorem 1.1. There is an algorithm which, given two presentations xX | Ry, xY | Sy of vir-
tually torsion-free groups that are hyperbolic relative to a family of finitely generated nilpotent
groups, decides if the presentations yield isomorphic groups.
As a particular case, our approach provides a new, logically independent proof of an earlier
result of Groves and the first named author, which was the main result of [DG08b].
Theorem 1.2 ([DG08b, Theorem A]). The isomorphism problem is solvable for toral rela-
tively hyperbolic groups.
1.3. A change of strategy. Sela’s solution involves pursuing isomorphisms in sets of solu-
tions of systems of equations and inequations. As soon as nilpotent groups are introduced
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this approach fails due to the undecidability of their universal theories [Rom79]. This is a
critical obstruction; furthermore this phenomenon is far from exceptional, in fact it appears
to be generic within the class of finitely generated nilpotent groups [DLS15, GMO16].
Given this theoretical obstruction Guirardel and the first author proposed a change in
strategy, and showed in [DG18] that the isomorphism problem is decidable in the class of
relatively hyperbolic groups with residually finite peripheral subgroups, that are rigid (in
the sense that they do not have elementary decomposition as amalgamation or HNN exten-
sion). This is achieved through an application of the Dehn filling construction performed in
[DGO17] (see originally [Osi07], and [GM08] for the Dehn Filling theorem), that enables a
reduction of the problem to an already solved case (namely the case of hyperbolic groups
with torsion). This technique amounts to rigorously solving the isomorphism problem by
using algebraic and geometric approximations.
We follow the strategy proposed by [DG18]. However, in [DG18] only rigid relatively
hyperbolic groups are shown to be characterized by Dehn fillings, and counterexamples are
shown in the non-rigid case. A particular attention must be granted to the splitting case:
when the groups have decompositions (or splittings) as amalgamated free products or HNN
extension over elementary subgroups.
1.4. Canonical decompositions. In some cases, canonical spaces of elementary splittings
exist. For instance when the groups are torsion-free, they have Grushko decompositions into
free products, whose isomorphism type is uniquely defined. If the groups are freely inde-
composable, Guirardel and Levitt developed the theory of JSJ decompositions over virtually
cyclic or parabolic subgroups, and this allows to obtain a canonical decomposition as a finite
graph of groups. Computing such group invariants is a crucial step in our solution to the
isomorphism problem.
Such canonical decompositions must be maximal in some sense and computing them is
difficult in general. In all previous results, such computations were done using equationnal
techniques: the guarantee that a decomposition is maximal is given by the lack of solutions
to certain equations and inequations. Again, we encounter the difficulty of undecidability of
universal theory of some nilpotent groups.
Instead we compute the JSJ decomposition using work of the second author [Tou18],
which avoids having to solve equations, and the Guirardel Levitt characterizations of JSJ
splittings [GL17]; the resulting algorithm has a certain structural simplicity. The following
is the combination of Theorem 3.26 below, and of Corollary 3.35, which is a consequence of
[Tou18, Theorem C], which is recalled here as Theorem 3.28.
We first need a technical, but natural definition.
Definition 1.3 (Heriditarily algorithmically tractable and algorithmically bounded torsion
class). Let C be a class of groups.
(1) We say C is algorithmically tractable if the presentations of the groups in C are
recursively enumerable and there is a uniform solution to the conjugacy problem and
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the generation problem, i.e. to decide if a tuple of elements generate the group, over
these presentations.
(2) We say C is heriditarily algorithmically tractable if it is algorithmically tractable and
closed under taking subgroups in the following way: given a finite generating set S
of a subgroup xSy ď H, where H P C, then xSy P C and there is a uniform procedure
to construct a presentation for xSy with generators in S. This property is called
effective coherence.
(3) Finally we say C has algorithmically bounded torsion it is algorithmically tractable
and there is a uniform algorithm which, for every presentation xS | Ry of a group in
C, produces FxS|Ry, a finite list of words that contains a conjugacy representative of
each torsion element of xS | Ry.
Algorithmically tractable was defined in [Tou18] and is required to determine if a relatively
hyperbolic group is rigid. It follows from [BCRS91] that the class of virtually polycyclic
groups satisfy all three items of this definition.
Theorem 1.4 (Theorem 3.26, Corollary 3.35). Let C be a hereditarily algorithmically tractable
class of groups with algorithmically bounded torsion. There is an algorithm to find the canon-
ical JSJ decomposition of any one-ended virtually torsion free relatively hyperbolic group
pG,Pq, with P in C.
Even once one has computed canonical JSJ splittings for two groupsG1, G2, in the prospect
of deciding whether they are isomorphic, and even if one has computed that vertex groups
of one decomposition are isomorphic to the vertex groups of the other, one still doesn’t
know whether G1 and G2 are isomorphic. The problem of assembling isomorphisms between
vertex groups into global isomorphisms of graphs of groups introduces new and interesting
subtleties. We illustrate this with an example.
1.5. An example. Let Ga, Gb be groups that are hyperbolic relative to some subgroup
Pa, Pb respectively, non-isomorphic, rigid, and with trivial outer automorphism group. Now
let P be a group in which Pa and Pb each embed in two different ways via ik : Pa Ñ P ,
jk : Pb Ñ P , k “ 1, 2. Let Γ1,Γ2 be the amalgams
Γk “ Ga ˚Pa P ˚Pb Gb
for the attaching maps ik, jk; k “ 1, 2. These groups are relatively hyperbolic, by the Com-
bination Theorem [Dah03], and the splitting of Γk that is exhibited, is the canonical JSJ
splitting of pΓk, P q. It follows that pΓ1, P q is isomorphic to pΓ2, P q if and only if there is an
automorphism α of P such that the maps α ˝ i1 and α ˝ j1 are respectively conjugated in P
to i2 and to j2. If we fix a tuple of generators for the edge groups, deciding the existence of
such an automorphism α is an instance of the mixed Whitehead problem in P (see Definition
7.16.) We will in fact solve the mixed Whitehead problem for nilpotent groups, using the
powerful theory of [GS80a] and the arithmeticity of the automorphism group of a finitely
generated nilpotent group and of its holomorph.
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If we allow pGa, Paq and pGb, Pbq to have non-trivial outer automorphisms, the situation is
further complicated: pΓ1, P q is isomorphic to pΓ2, P q if and only if there are automorphisms
βa P Aut pGa, Paq , βb P Aut pGb, Pbq and α P Aut pP q such that the following hold:
α ˝ i1 ˝ βa|Pa „P i2(1)
α ˝ j1 ˝ βb|Pb „P j2(2)
where „P denotes conjugacy in P . Note that a choice of α, to satisfy (1), depends on βa,
and a choice of βb, to satisfy (2), depends on α; all three automorphisms are interdependent.
There is some comfort to be found in the fact the outer automorphism groups of rigid
relatively hyperbolic groups are finite, thus leaving finitely many possibilities for βa, βb up
to conjugacy. But unfortunately, we still do not know how to effectively compute this finite
group in general.
A closer look at the previous example reveals that knowing βa and βb is not necessary.
What matters is their restriction to Pa and Pb respectively, up to conjugacy in Pa. In
other words, we are interested in the image of the natural morphism Out pGa, rPasq Ñ
Out pPaq, which, as we will see, is well defined in our case, and which is a finite subgroup of
Out pPaq. In order to identify that image (which is done in Proposition 5.1, see Proposition
1.5 in the discussion below for a first account), we will need a property that we call having
congruences separating the torsion. In Theorem 7.1, we ensure that, in the cases in which
we are interested, this property is satisfied, and for that, we take advantage of the fact that,
if Pa is finitely generated nilpotent, its outer automorphism group Out pPaq is arithmetic
(a condition that actually holds in the much broader class of polycyclic-by-finite groups, by
[BG06].)
1.6. Dehn fillings, and congruences separating the torsion. Given a relatively hy-
perbolic group pG,P q, and a subgroup N of P , normal in P , the operation of quotienting
G by the normal closure of N (in G) is a Dehn Filling. If N avoids a certain finite set of
non-trivial elements, then Osin’s hyperbolic Dehn filling theorem ensures that the quotient
G{xxNyy is hyperbolic relative to P {N [Osi07][GM08]. The geometry of this construction
was studied in [DGO17], and in [DG18] it was used to show that, if P is residually finite, and
if pG,P q is rigid, then a certain characteristic sequence of Dehn fillings of pG,P q characterizes
pG,P q up to isomorphism. In this paper, we further show that, if P has finite characteristic
quotients for which the congruence in Out pP q has torsion-free kernel, then the sequence of
Dehn fillings characterizes the image of Out pG, rP sq Ñ Out pP q. The arithmeticity of outer
automorphisms groups of nilpotent groups will permit us to show that these groups satisfy
this property, that we call having congruences subgroups separating the torsion. For instance
this property is a classical theorem of Minkowski for Zn, namely GLpn,Zq Ñ GLpn,Z{3Zq
has torsion-free kernel. For the purpose of the isomorphism problem, we will need an ef-
fective version of this property, and we will prove that one can effectively compute a finite
congruence separating the torsion for any torsion-free nilpotent group. A statement that
gives a flavour of what we must accomplish is the following:
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Proposition 1.5. Let G be a finitely generated group hyperbolic relative to P ă G. Assume
that P is residually finite, and that congruences separate the torsion in OutpP q. Let S be a
generating tuple of P . Then, there exists a finite index characteristic subgroup N Ÿc P , such
that the quotient map to the Dehn filling GÑ G¯ “ G{xxNyy induces an isomorphism
OutpG, rP sq{OutpG, rSsq Ñ OutpG¯, rP¯ sq{OutpG¯, rS¯sq.
1.7. Main results. We now state our main result.
Theorem 1.6. Let C be a hereditarily algorithmically tractable class with algorithmically
bounded torsion, satisfying the following properties:
‚ all groups in C are residually finite,
‚ the isomorphism problem is solvable in C,
‚ in C, congruences effectively separate the torsion (see Definition 5.5),
‚ the mixed Whitehead problem is effectively solvable in C (see Definition 7.16.)
There is an algorithm which decides if two explicitly given virtually torsion-free relatively
hyperbolic groups pG,Pq, pH,Qq whose peripheral subgroups belongs to C, are isomorphic as
groups with unmarked peripheral structure.
It is sometimes helpful to allow some peripheral subgroups to be virtually cyclic, even if this
could cause them to fall outside the class C. This is harmless, since all the properties above
are classically true for virtually cyclic groups, and we will allow extending the peripheral
structure to include some maximal virtually cyclic groups.
Theorem 1.6 can be applied to the class C “ Cab of finitely generated abelian groups,
and implies in particular the result of Theorem 1.2. The fact that congruences subgroups
effectively separate torsion is, as we mentioned, a theorem of Minkowski. Instances of the
mixed Whitehead problem (i.e. how to bring one tuple of vectors to another tuple) can
be solved using the standard methods for modules over principal ideal domains. The other
properties required for C in Theorem 1.6 are classical.
But Theorem 1.6 can also be applied for the class C of finitely generated nilpotent groups,
arguably the next most natural class C of parabolic subgroups of relatively hyperbolic groups.
This class of groups (in fact, the class of virtually polycyclic groups) is already known to be
heriditarily algorithmically tractable with algorithmically bounded torsion [BCRS91].
Theorem 1.7 (Theorems 7.1, and 7.2). Finitely generated nilpotent groups have congruences
that effectively separate the torsion in their outer automorphism group, and have solvable
mixed Whitehead problem.
From this theorem, and from [GS80b], the five assumptions of Theorem 1.6 on peripheral
subgroups are therefore satisfied for finitely generated nilpotent groups. Theorem 1.6 and
Corollary 2.11 then imply Theorem 1.1.
Theorem 1.6, as well as the methods to prove it, are general and it is likely that in the future
they will be applicable to even larger classes of relatively hyperbolic groups. The limitations
that constrain us to remain in the class of virtually torsion-free relatively hyperbolic groups
with nilpotent parabolics motivate the following questions:
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Question 1.8. Are there other classes of groups that are residually finite, hereditarily al-
gorithmically tractable with algorithmically bounded torsion, where Theorem 1.7 holds? Is
this the case for virtually polycyclic groups?
Any positive answer to Question 1.8 will enlarge the class of peripheral subgroups of
relatively hyperbolic in which we can solve the isomorphism problem.
Question 1.9. Is there an algorithm to detect the rigidity of relatively hyperbolic groups
that works in the presence of torsion?
A positive answer to Question 1.9, or a positive answer to the long standing question of
whether hyperbolic groups are residually finite, would enable us to remove the “virtually
torsion-free” clause from the statement of Theorem 1.6.
1.8. Algorithmic problems in the automorphism groups of nilpotent groups. The
proof of Theorem 1.7 has a definitely more algebraic flavor. Let us briefly discuss what we
do.
Given N a finitely generated nilpotent group, the mere existence of a congruence K Ÿ N
separating the torsion in OutpNq is non-trivial. A property of profinite topology for virtually
polycyclic groups due to Ribes, Zalesski˘ı, and Segal [RSZ98] states that in these groups,
the closure of the centralizer of a subgroup (in the profinite completion) is equal to the
centralizer of the subgroup in the closure. For any finite order outer-automorphism rαs
of N , the application of this property to the semi-direct product Z ˙ N with structural
automorphism α shows that in deep enough characteristic finite quotient of N , α is not
inner (Proposition 7.15.) The arithmeticity of OutpNq implies that there are only finitely
many conjugacy classes of finite subgroups in it. Applying the above argument to each
conjugacy class of finite order outer-automorphisms produces a finite family of characteristic
finite index subgroups of N , and their intersection is a congruence separating the torsion.
However, as we hinted, there is still one difficulty left, and that is the computability of
such a suitable congruence subgroup. This amounts to the computability of a complete set
of conjugacy classes of finite subgroups in OutpNq. Using the upper central series, we can
reveal some classes by induction on the nilpotency rank, but there might be automorphisms
of finite order in OutpNq, that are not visible through this induction. We call them elusive.
Their analysis and computation is done by means of commutative algebra in Proposition
7.12, and Corollary 7.14.
The mixed Whitehead problem, which is the object of the second half of Theorem 1.7,
has an already interesting particular case: given two tuples ps1, . . . , skq and pt1, . . . , tkq of
elements in N , one needs to find an automorphism α of N such that αpsiq “ ti for each i
(or prove that there is not such α). In the general case, one has several tuples S1, . . . , Sr,
T1, . . . Tr on each side, and one accepts that α sends each tuple Si to a conjugate of Ti, the
conjugator (in N) being possibly different for different tuples Sj, see Definition 7.16. In
the simpler case, one can use the orbit decidability of Grunewald and Segal [GS80a]. This
is possible by virtue of the arithmeticity of the automorphism group of N , a result that
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dates back to [Aus69], and due to the fact that its action on tuples of elements is a rational
action on an algebraic variety. The situation in the general case is more complicated because
it is a two quantifier problem (one quantifier being on the automorphism group of N , the
other being on elements of the group N .) We will remedy this by re-expressing the mixed
Whitehead problem as an orbit problem for a certain semidirect product (see Proposition
7.28) which turns out, in the nilpotent case, to be explicitly arithmetic (Proposition 7.36.)
We remain tantalized, with legitimate reason (i.e. Question 1.8), by the case of virtually
nilpotent groups, or even polycyclic-by-finite groups. Although our arguments for Theorem
1.7 do not generalize to these groups, it is difficult to ignore the fact that polycyclic-by-
finite groups have congruences that separate the torsion in their outer automorphism group
(Proposition 7.15) as well as arithmetic outer automorphism groups [BG06].
1.9. Acknowledgement. Both authors wish to warmly thank Dan Segal, who kindly ex-
plained how to use a key feature of polycyclic groups, proved in [RSZ98], and Vincent
Guirardel, who, among other discussions, showed us how to simplify our original argument
for section 7.2.2. The authors are also extremely grateful for the anonymous referee’s nu-
merous and insightful comments, suggestions, corrections, and warnings. The majority of
these have lead to improvements to the paper.
1.10. Organization. In Section 2 we gather much of the setting, give terminology, as well
as some basic results. In Section 3, we discuss canonical splittings of relatively hyperbolic
groups, following Guirardel and Levitt’s general treatment of the JSJ theory. We explain
how to compute, using the machinery of [Tou18], and arguments developed in [DG11], a
Grushko decomposition for some torsion-free relatively hyperbolic groups, and a Dunwoody-
Stallings decomposition, as well as a canonical JSJ splitting for some virtually torsion-free
relatively hyperbolic groups. In Section 4, we give a general discussion of the isomorphism
problem for graphs of groups, its relations with orbit problems in the automorphism groups
of vertex groups, and formulate a useful reduction for the relatively hyperbolic setting (this
reduction actually differs from that in [DG11].) In the case of one-ended relatively hyperbolic
groups, we single out the orbit problem on marked parabolic tuples in rigid vertex groups
and the mixed Whitehead problem in parabolic vertex groups as the two natural algorithmic
problems needed to decide if we can assemble a collection of “local” isomorphisms of vertex
groups to a global isomorphism of graphs of groups. In Section 5, we explain a key feature
of this paper, namely how to use congruence subgroups and Dehn fillings to solve some orbit
problems given in the previous section. We provide the proof of Theorem 1.6 in section
6. This is done in two steps, first the case of one-ended relatively hyperbolic groups, and
second the reduction of the general case to the one-ended case. This second reduction
is immediate in the torsion-free case. In the presence of torsion, however, the argument is
more involved: we must work with Dunwoody-Stallings decompositions and some new results
about normalizers of finite subgroups need to be proved. In Section 7, we prove Theorem 1.7.
This last section is somewhat different from the rest of the paper because it uses algebraic
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techniques for nilpotent groups, profinite methods, and the arithmeticity of nilpotent groups
and their automorphism groups.
2. Setting
2.1. Peripheral structures, markings, and automorphisms. Let G be a group. An
unmarked peripheral structure on G is a finite disjoint union of conjugacy classes of sub-
groups:
P “ rP1s \ . . .\ rPns
where Pi is a subgroup and rPis “ tgPig´1|g P Gu. It is also convenient to specify an
unmarked peripheral structure as follows P “ trP1s, . . . , rPnsu. A subgroup H ď G is called
peripheral if H P P.
An unmarked ordered peripheral structure Puo on G is a tuple Puo “ prP1s, . . . , rPnsq,
where Pi and Pj are not conjugate in G if i ‰ j. Any unmarked ordered peripheral structure
produces an unmarked peripheral structure via:
prP1s, . . . , rPnsq ÞÑ rP1s \ . . .\ rPns.
Conversely, an unmarked peripheral structure rP1s \ . . . \ rPns produces a choice of n!
unmarked ordered peripheral structures.
A marked peripheral structure Pm “ pS1, . . . , Snq is a tuple of tuples of G (each Si is a
tuple of G.) The underlying unmarked ordered peripheral structure Puo is
Puo “ prxS1ys, . . . , rxSnysq.
We also say that Pm is a marking of Puo.
Given a groupG with an unmarked ordered peripheral structure Puo, the group AutpG,Puoq
is the group of automorphisms of G that preserves the tuple Puo. In other words, it is the
group of automorphisms that send each Pi to a conjugate of itself in G. Let us emphasize
that the conjugators can be different for each Pi. Inner automorphisms of G form obvi-
ously a normal subgroup of AutpG,Puoq, and OutpG,Puoq is defined as usual by quotienting
AutpG,Puoq by this subgroup.
Given a marked peripheral structure Pm “ pS1, . . . , Snq in G, the group AutpG,Pmq
consists of the automorphisms of G sending the marking tuple Si to a conjugate of itself
(again conjugators can be different for different indices i). The group AutpG,Pmq contains
all inner automorphisms, and OutpG,Pmq is defined as the quotient of AutpG,Pmq by the
group of inner automorphisms. If Pu is the unmarked ordered structure underlying Pm,
there is a natural inclusion OutpG,Pmq ãÑ OutpG,Puoq as a subgroup.
2.2. Relatively hyperbolic groups. Our definition of relative hyperbolicity will be in
terms of the hyperbolicity of a space X constructed from a Cayley graph.
Definition 2.1 (Horoballs and depth. See [GM08]). Let pY, dyq be a discrete metric space.
A combinatorial horoball over Y is a 1-complex obtained by taking Y ˆ Rě0 and for each
integer n and y1, y2 P Y adding an edge between py1, nq, py2, nq if and only if dY py1, y2q ď 2n.
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Such an edge is at depth n. A horoball of depth m is the union of all edges of depth at least
m and points py, rq, r ě m.
Such horoballs exponentially distort the metric on Y , while keeping it proper. A common
variation on definitions by Gromov and Bowditch of relatively hyperbolic groups is the
following (see for instance [GM08]).
Definition 2.2 (Relatively hyperbolic groups). Let pG,Pq be a group equipped with a
peripheral structure and let pCG,S, dq be a Cayley graph for G associated to some finite
generating set S of G equipped with the path metric d. A Groves-Manning space with
combinatorial horoballs X is obtained from CG,S by choosing conjugacy representatives of the
subgroups in P, and attaching a combinatorial horoball to each left coset of these peripheral
subgroup, equipped with the subspace metric. The pair pG,Pq is relatively hyperbolic if X
is δ-hyperbolic for some δ.
We remark that the action of G on X , in this case, is free and proper, but not cocompact
in general.
Definition 2.3. If pG,Pq is relatively hyperbolic any subgroup H ď G that is contained in
a peripheral subgroup is called parabolic.
In particular maximal parabolic subgroups are the peripheral subgroups for the structure
P, and correspond exactly to the stabilizers of horoballs. It is classical that, in a relatively
hyperbolic group, there are at most finitely many conjugacy classes of peripheral subgroups.
We will also often consider that the peripheral structure given is unmarked ordered, thus
making an implicit choice.
The following is standard, (and an easy exercise on horoball stabilizers, in our context).
See for instance [Osi06b, Theorem 1.4].
Proposition 2.4. Let pG,Pq be a relatively hyperbolic group. Then, each group in P is
almost malnormal in the sense that if P P P, and if P X gPg´1 is infinite, then g P P .
2.3. Finding parabolic subgroups.
Definition 2.5. A relatively hyperbolic group pG,Pq is barely given if we are given a finite
presentation of G, it is explicitly given if we are given a finite presentation of G and a marking
of its peripheral structure tuple, and it is strongly explicitly given if it is explicitly given and
a finite presentation over the marking is given for each representative of peripheral subgroup.
A class of groups is said to be recursive if there exists an algorithm enumerating precisely
the finite presentations of the groups in this class. The following result is useful for all theo-
retical algorithmic purposes that have to be solved from a mere presentation of a relatively
hyperbolic group and a solution to its word problem.
Theorem 2.6 ([DG13, Theorem 3]). Let C be a recursive class of finitely presented groups.
There is an algorithm that, given a presentation of a group, and a solution to its word
problem, terminates if and only if the group is relatively hyperbolic group with respect to
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subgroups in the class C, and outputs a finite generating set and a finite presentation of
each representative of maximal parabolic group, and an isoperimetry constant for the relative
isoperimetric inequality.
Since the parabolic subgroups will be assumed to be residually finite we can always solve
the word problem:
Lemma 2.7 ( [DG18, Corollary 6.6]). The word problem is uniformly solvable in the class
of finitely presented relatively hyperbolic groups with residually finite peripheral subgroups.
In other words, for all theoretical purposes (under the suitable assumptions), from a barely
given relatively hyperbolic group we can get a strongly explicit presentation. That being said,
these explicitly given presentations may not be canonical. We therefore need the following
extra results:
Lemma 2.8 (Corollary of [Osi06b, Lemma 5.4]). Let pG,Pq be relatively hyperbolic. Then
every peripheral subgroup P P P is undistorted in G.
Theorem 2.9 ([DS05, Theorem 1.8]). Let G “ xSy be a finitely generated group that is
hyperbolic relative to subgroups H1, . . . , Hn. Let G
1 be an undistorted finitely generated sub-
group of G. Then G1 is relatively hyperbolic with respect to subgroups H 11, . . . , H
1
m, where
each H 1i is one of the intersections G
1 X gHjg´1.
Corollary 2.10. Let G be equipped with two relatively hyperbolic structures P,Q that both
consist of non-virtually cyclic nilpotent groups. Then P “ Q.
Proof. By Lemma 2.8 and Theorem 2.9 any Q P Q must be hyperbolic with respect to its
intersection with the groups in P. Since nilpotent groups can only have the trivial relatively
hyperbolic structure, Q must be contained in a group in P. By symmetry we get Q “ P. 
In fact the same argument goes through for any class of so-called not relatively hyperbolic
groups (c.f. [DS05]). Since we can recognize virtually cyclic groups, and nilpotent groups
are residually finite and recursively enumerable, we immediately get:
Corollary 2.11. Let xX | Ry be a presentation of a group G that is known to have a relatively
hyperbolic structure P consisting of non-virtually cyclic nilpotent groups. Then P can be
found effectively and explicitly.
2.4. Finding finite subgroups.
Lemma 2.12. Let pG,Pq be relatively hyperbolic where the groups in P are finitely presented
and in which we can solve the word problem. Then, given a presentation of G, generating
sets and presentations of representatives of conjugacy classes of P, it is possible to con-
struct arbitrarily large balls in the Groves-Manning space X (Definition 2.2) and compute a
hyperbolicity constant δ.
In order to compute a hyperbolicity constant we will need the following mesoscopic Cartan-
Hadamard theorem by Delzant and Gromov (although we will use a formulation due to
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Coulon). We state a consequence of the theorem in the special case where X is the Groves-
Manning space.
Theorem 2.13 (See [DG08c, The´ore`me 4.3.1] or [Cou14, Theorem A.1]). Let ρ ą 0,let
σ ą 107ρ and suppose σ is greater than the longest relation in a finite presentation of G. If
every ball of radius σ in X is ρ-hyperbolic, then X is δ “ 300ρ-hyperbolic.
Proof of Lemma 2.12. First, by [DG13], one can compute an explicit bound for the linear
relative isoperimetric inequality, and this allows, given R ą 0, to construct the ball of radius
2R of the Cayley graph. By the solution ([Osi06b, Theorem 5.6]) of the special parabolicity
problem and the word problem for each P P P we can then partition the vertices of this
ball into left P cosets. One can then construct the combinatorial horoballs attached to each
of these cosets. Finally, any element of the group that is at distance at most R from the
identity for the metric of the Groves-Manning space, is in the ball of radius 2R{2 for the word
metric; thus we can construct the ball of radius R, centered at the identity, in X . Note that,
because G is finitely presented we are given a σ as in the statement of Theorem 2.13.
On the one hand any metric ball that is contained inside a horoball is known to be 20-
hyperbolic (see [GM08, Remark 3.9]) on the other hand we can construct arbitrarily large
balls about the identity. Since X is Gromov hyperbolic it follows by Theorem 2.13 that we
will eventually construct a sufficiently large ball around the identity to certify a hyperbolicity
constant δ. 
Lemma 2.14. Let pG,Pq be relatively hyperbolic where the groups in P are finitely presented
and in which we can solve the word problem. Then we can construct a finite subset P2 Ă G
which contains a conjugacy class of every non-parabolic finite subgroup of G.
Proof. We recall a classical fact, that any finite subgroup of a relatively hyperbolic group
either is in a peripheral subgroup, or is conjugated to a subgroup close to the identity (for a
word metric). Let X be a Groves-Manning cusped space for pG,Pq and suppose it is δ-thin.
By [BG96] any finite group F of isometries of X has a minimally displaced vertex xF that
is moved at most 3δ ` 1 by elements of F .
If xF is at depth more than 3δ`1 inside a horoball then F is parabolic. It follows that for
any non-parabolic subgroup of pG,Pq, the minimally displaced vertex is at depth at most
3δ ` 1. Let P0 be the set of vertices at most distance at most 3δ ` 1 from the identity. Let
P1 be the set of vertices a distance at most 3δ` 1 from P0. And let P2 be the set of vertices
in the Cayley graph of G (contained in X) that are connected by paths consisting of vertical
edges to points in P1. By Lemma 2.12 the set P2 can be constructed algorithmically, and in
P2 we can find a copy of a conjugate of every non-parabolic finite subgroup of G. 
Corollary 2.15. Let pG,Pq be relatively hyperbolic where the groups in P are finitely pre-
sented and in which we can solve the word problem. Then given a generating set S of a
non-parabolic subgroup xSy “ H ď G it is possible to decide if H is finite.
Proof. Given S and the solution to the word problem, we enumerate the elements of H and
construct a multiplication table. If H is finite then it must have cardinality less than |P2|,
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so a complete multiplication table for H will be constructed. On the other hand, as we
enumerate, if we find that |H | ą |P2|, then we can conclude that H is infinite. 
2.5. Graphs of groups and trees.
2.5.1. Splittings.
Definition 2.16. A graph X consists of a set V pXq of vertices and a set EpXq of oriented
edges, with a fix-point free involution ¯ : EpXq Ñ EpXq and incidence maps t : EpXq Ñ
V pXq, o : EpXq Ñ V pXq that satisfy opeq “ tpe¯q. If e is an edge, tpeq is called its terminal
vertex, and opeq is called its origin vertex. Given v the set of edges e such that tpeq “ v is
denoted by lkpvq.
‚ A graph of groups structure X on a graph X is the data of a group Γv for each vertex
v, and a group Γe for each edge e such that Γe “ Γe¯, and of a monomorphism ie :
Γe Ñ Γtpeq for each edge e. We write X “ pX, tΓv, v P V pXqu, tΓe, e P EpXqu, tie, e P
EpXquq.
‚ The Bass group is the free product of the vertex groups and of the free groups on
EpXq subject to relations e¯ “ e´1, @e P EpXq and eiepgqe´1 “ ie¯pgq.
‚ The fundamental group pi1pX, τq of a graph of groups X with maximal subtree τ Ă X ,
is the quotient of the Bass group by the normal subgroup generated by the set of
edges in τ .
Classically, the groups Γv, v P V pXq are called vertex groups, the groups Γe, e P EpXq
are edge groups, and the maps ie, e P EpXq are the attaching maps. For convenience, for
every vertex group Γv, we introduce the (unmarked) adjacency peripheral structure pΓv,Auq,
consisting of the conjugacy classes of the groups iepΓeq, e P lkpvq. For a choice of a generating
tuple Se “ Se¯ of Γe “ Γe¯, we can define the marked peripheral structure pΓv,Amq induced
by ie.
We say that a group is explicitly given as a fundamental group of a graph of groups if
a graph of groups is given, and a presentation of all vertex groups, a generating set of all
edge groups, the image of the attaching maps on these generating sets, for which the group
is isomorphic to the fundamental group of this graph of groups (once chosen a maximal
subtree.)
There is a universal covering TX of X, a tree, called the Bass-Serre tree, on which the
fundamental group pi1pX, τq acts, and X » pi1pX, τqzTX. Conversely, given only the abstract
group pi1pX, τq and the action on TX we can recover the graph of groups X. We refer to
[Ser03] for further details, but we assume the reader is fluent in Bass-Serre theory.
2.5.2. Vocabulary on trees. We now define or recall a few adjectives and operations related
to trees. A G-tree is reduced if any two adjacent vertices in different G-orbits have different
stabilizers. A vertex of a G-tree is inessential if it has valence 1.
Given a group with a peripheral structure pG,Pq, a pG,Pq-tree is a tree with an action
of G such that each group in P is elliptic. A splitting of pG,Pq is a splitting of G such that
the Bass-Serre tree is a pG,Pq-tree. A pG,Pq-tree is minimal if there is no proper invariant
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subtree. pG,Pq is said to be freely indecomposable if all pG,Pq-tree with trivial edge stabi-
lizers have a G-fixed point. We sometimes redundantly say relatively freely indecomposable
to emphasize the role of the peripheral structure and avoid ambiguity.
Let T be a pG,Pq-tree. A collapse of T is a pG,Pq-tree S with a G-equivariant map
T ։ S such that each edge of T is sent on an edge, or on a vertex of S, and no pair of
edges of T in different orbits are sent in the same edge (they may be sent on the same vertex
though.) A refinement of T is a pG,Pq-tree S such that T is a collapse of S.
The following is well known and useful.
Lemma 2.17. If T is a G-tree and Tˆ is a refinement of G, then any edge stabilizer in T
stabilizes an edge in Tˆ .
Proof. Consider e an edge in T , v, w its vertices, and Ge its stabilizer. Let T
1
v, T
1
w the
preimages of v, w by the collapse map Tˆ Ñ T . These are trees, obviously disjoint, hence, let
σ be the segment joining them in Tˆ . The collapse map sends σ on e, hence, Ge stabilizes σ
setwise, and also its ends points, since their Ge-orbit are respectively in T
1
v X σ and T 1w X σ
(which are singletons.) Since σ is a segment, all its edges are fixed by Ge. 
Two pG,Pq-trees are compatible if they are collapses of a single pG,Pq-tree (or equivalently
if they have a common refinement.) We say that a pG,Pq-tree T dominates a pG,Pq-tree
T 1 it there is an equivariant map T Ñ T 1. An equivalence class for the relation of mutual
domination is a deformation space.
Let E be a family of subgroups of G; we say that a pG,Pq-tree is over E if all edge
stabilizers are in E . A pG,Pq-tree over E is universally compatible over E relative to P if it
is compatible with any other pG,Pq-tree over E . In other words, such a tree T is universally
compatible if for any other pG,Pq-tree S over E , there exists a pG,Pq-tree over E , denoted
by Tˆ , and (equivariant) collapse maps Tˆ Ñ T and Tˆ Ñ S.
2.5.3. Splittings of relatively hyperbolic groups. We are now interested in splittings of rel-
atively hyperbolic groups. Let pG,Pq be relatively hyperbolic, the class E of elementary
subgroups of pG,Pq is the collection of virtually cyclic and parabolic subgroups. An elemen-
tary pG,Pq-tree is a pG,Pq tree over E . A relatively hyperbolic group is rigid if there is no
non-trivial, reduced elementary pG,Pq-splitting.
Following [Bow01], we say that a pG,Pq-tree (or a pG,Pq-splitting) is peripheral if it is a
bipartite with white and black vertices, such that the collection of black vertex stabilizers is
P.
Every peripheral tree S is a pG,Pq-tree, but the converse is not true in general. A neces-
sary condition is that all edge stabilizers are subgroups of groups in P. Another necessary
condition, possibly less important, is that each group of P coincides with the stabilizer of
a vertex. In particular, it is possible to modify a bipartite pG,Pq-tree in which black ver-
tex stabilizers contain P by equivariantly adding valence 1 vertices fixed by groups in P,
attached by an edge to a vertex in the their fixed-point set. This motivates the following
definition.
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A pG,Pq-tree T is essentially peripheral if it is obtained by collapsing edges adjacent
to inessential (i.e. valence 1) black vertices of a peripheral tree S. Then, S is said to be a
peripheral refinement of T ; they both lie in the same deformation space. Peripheral splittings
of relatively hyperbolic groups are elementary, and we have the following characterization.
Lemma 2.18. A splitting X of pG,Pq is essentially peripheral if and only if it is bipartite,
all black vertex groups being in the collection P, and no white vertex groups are parabolic.
Definition 2.19. Let T be an essentially peripheral pG,Pq-tree, with the convention that
black vertex stabilizers are the groups of P. Let w be a white vertex and Gw its stabilizer
in G. Then the induced peripheral structure on Gw is
PT pGwq “ tP XGw | P P Pu.
Note that this provides a well defined induced peripheral structure on a vertex group of a
splitting. It may help to be more explicit, as in the following.
Lemma 2.20. Let pG,Pq be relatively hyperbolic. Let w a white vertex of a peripheral pG,Pq-
tree, and lkpwq its link (the set of edges adjacent to w.) The induced peripheral structure of
the vertex stabilizer Gw is PT pGwq “ tP P P, P ă Gwu Y tGe, e P lkpwqu.
Proof. All these groups are clearly in PT pGwq, since the vertex at the other end of each
e P lkpwq is black. If P P P, then it fixes a black vertex b, and P X Gw stabilizes the first
edge e of the segment rw, bs. Let b1 be the other vertex of e. Then Gb1XGb is infinite, which,
in a relatively hyperbolic group implies Gb “ Gb1 (both groups are peripheral.) 
Bowditch proved:
Theorem 2.21 (First clause of [Bow01, Theorem 1.3]). Suppose that pG,Pq is a relatively
hyperbolic group. Suppose Γv is some non-peripheral vertex group of some peripheral splitting
X of G. Then Γv is hyperbolic relative the induced peripheral structure PXpΓvq.
The reader can check that the same conclusion holds if X is essentially peripheral instead
of peripheral, by looking at the peripheral refinement. An elementary splitting of pG,Pq is
not always essentially peripheral: an edge group can be non-parabolic virtually cyclic. We
therefore find it convenient to define the following augmented peripheral structure.
Definition 2.22. Let T be a bipartite pG,Pq-tree (with black and white vertices), and let
BT denote the set of stabilizers in G of the black vertices of T . We say that the augmented
peripheral structure of pG,Pq induced by T is PT “ P Y BT . Let X be a bipartite splitting
(with black and white vertices) of pG,Pq, the augmented peripheral structure PX of pG,Pq
induced by X is that induced by the Bass-Serre tree of TX.
If we are only increasing our peripheral structure to contain virtually cyclic groups, then
the augmented peripheral structure is, yet again, relatively hyperbolic:
Proposition 2.23. Let pG,Pq be a relatively hyperbolic group. Let T be a bipartite elemen-
tary pG,Pq-tree with maximal elementary black vertices. Let Gv be a vertex stabilizer. Then
Gv is hyperbolic relative to PT pGvq.
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Proof. First, note that G itself is hyperbolic relative to PT , the collection of maximal ele-
mentary subgroups stabilizing some edge, since it is obtained from P by adding maximal
virtually cyclic edge groups by[Osi06a, Corollary 1.7]. The result now follows from Theorem
2.21. 
3. Canonical splittings and deformation spaces of relatively hyperbolic
groups
In the first two parts of this section we recall definitions and key properties of Dunwoody-
Stallings and JSJ decompositions, and we show how to compute such canonical splittings
of relatively hyperbolic groups, provided we have a procedure to certify rigidity. In Section
3.3 we will show how how to use the second author’s results to decide rigidity; thus giving
algorithms to compute these canonical splittings.
3.1. Dunwoody-Stallings decompositions.
Definition 3.1 (relative Dunwoody-Stallings decomposition). Let pG,Pq be a group with a
peripheral structure. G is one-ended relative to P if it has a fixed point on any pG,Pq-tree
of which the edge stabilizers are finite. A Dunwoody-Stallings decomposition of pG,Pq is a
reduced splitting D of pG,Pq such that every edge group is finite and every vertex group is
one-ended relative to P.
A Dunwoody-Stallings decomposition can be obtained by successively refining splittings
of pG,Pq and terminating when all the vertex groups are relatively one-ended. It exists
for finitely presented groups by [Dun85]. Although such splittings, strictly speaking, are
not canonical, the corresponding deformation space is. Specifically if D1 and D2 are two
Dunwoody-Stallings decompositions then there are G-equivariant maps:
TD1 ։ TD2
TD2 ։ TD1
between the dual Bass-Serre trees whose compositions are homotopic to the identity. The
following easy fact tells us how to compute such a decomposition.
Proposition 3.2. If there is a procedure to decide if each vertex group that occurs in a
sequence of splittings of pG,Pq with finite edge groups
X1, . . . ,Xd
obtained from a sequence of refinements of the vertex groups is one ended relative to P, then
there is a procedure to produce a Dunwoody-Stallings decomposition relative to P.
If pG,Pq is torsion-free then the Dunwoody-Stallings decompositions are in fact Grushko
decompositions relative to P:
(3) G “ H1 ˚ . . . ˚Hp ˚ Fq,
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where each subgroup in P is conjugate into some Hi and each Hi is freely indecomposable
relative to P. The Hi are canonical up to permutation of the indices and conjugacy and the
pair pp, qq known as Scott complexity is well defined for pG,Pq.
3.2. JSJ decompositions. We now turn our attention to one-ended relatively hyperbolic
groups. Group theoretical JSJ theory (as initiated by Rips and Sela [RS97]) gives a complete
description of their elementary splittings. We start by presenting some key points of this
theory, following Guirardel and Levitt’s treatment. For the experts, we may anticipate by
saying that the canonical JSJ decomposition will be the (collapsed) tree of cylinders for
co-elementarity of the compatibility JSJ deformation space, as defined in [GL17]. We will
provide a new characterization, Theorem 3.22, of this splitting that is particularly well-suited
for computations.
We follow [GL17] (see also [GL11]); recall the terminology introduced in Sections 2.5.2 and
2.5.3. Let pG,Pq be a relatively freely indecomposable, relatively hyperbolic group, and let
E be the class of its elementary subgroups. The tree of cylinders for co-elementarity Tc of an
elementary pG,Pq-tree T is constructed as follows ([GL11, Definition 4.3], [GL17, Definition
7.2].)
Define an equivalence relation on the set of edges of T : two edges are equivalent if their
stabilizers are subgroups of the same maximal elementary subgroup. The equivalence classes
are the cylinders CylpT q of T . The set of vertices of Tc is the union of V1 “ CylpT q and
V2 Ă V pT q where V1 is the set of cylinders, and V2 is the set of vertices of T in at least two
cylinders. The set of edges of Tc is given by the membership relation if a vertex in w P V2
is contained in a cylinder in c P V1, then we connect the vertices w and c of Tc by an edge;
thus Tc is bipartite. The group G acts naturally on Tc. The stabilizer of a vertex in V1 is
the global stabilizer of the cylinder. By [GL11, Proposition 6.1] the collapsed tree of cylinder
for an elementary pG,Pq-tree coincides with the tree of cylinders Tc (we mention this tree
because it appears in some results we quote.)
Lemma 3.3. If pG,Pq is a relatively hyperbolic group, and T an elementary pG,Pq-tree with
infinite edge stabilizers, then, in the tree of cylinders, the stabilizer of a vertex in V1 is the
unique maximal elementary group of G containing the stabilizers of the edges contained in
the cylinder.
Proof. Let C P CylpT q be a cylinder. Assume that this equivalence class correspond to
the inclusion of edge stabilizers in E, some maximal elementary subgroup of G. Let g P G
stabilizing C. For an edge e P C, gc P C, hence both their stabilizers Ge and gGeg´1 are
in E. Hence Ge Ă E X g´1Eg, and Ge being infinite, by Proposition 2.4, if E is parabolic,
g P E, and it is also true if E is virtually cyclic, non-parabolic. Conversely, if g P E it clearly
preserves C as a set.

Recall that, by [GL17, Theorem 9 and 10] there exists a pG,Pq-tree that is invariant by
automorphisms of pG,Pq, universally compatible over the class E of elementary subgroups,
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relative to P, and maximal for domination. We consider TJ its tree of cylinders for co-
elementarity. We call this tree (and the associated splitting) the canonical elementary JSJ
tree (and splitting, or decomposition) of pG,Pq (but we often drop the word elementary.)
Before continuing we must define the necessary notation and terminology for pQHq sub-
groups. We refer the reader to [GL17, §5] for a comprehensive treatment of pQHq subgroups
and a good treatment of hyperbolic 2-orbifolds. In the spirit of [DS99] we have the following:
Definition 3.4 (Finite-by-orbifold group). A finite-by-orbifold group is a pair pQ,Q ñ P q
where:
(i) Q is a group,
(ii) P is a complete, infinite, simply connected, planar, Gromov hyperbolic 2-complex, and
(iii) the action Qñ P is properly discontinuous and cocompact.
In particular Q sits inside a short exact sequence
(4) 1Ñ F ãÑ Q։ piorb1 pOq Ñ 1
where F is the finite kernel of the action of Q on P and piorb1 pOq is the orbifold fundamental
group of the orbifold O dual to the action of Q{F on P . O is called the base of the finite-
by-orbifold group. Q naturally inherits a peripheral structure PQ,P called the peripheral
boundary structure which consists of the stabilizers of the connected components of BP .
An orbifold O has an orbifold fundamental group piorb1 pOq, and has an orbifold boundary
BorbO Ă BtopO consisting of regular points whose connected components are either simple
closed curves or arcs with endpoints in mirrors. If a connected component C Ă BorbO is a
circle, then we say it is Z-type and it’s inclusion in O corresponds to a conjugacy class of
cyclic groups in piorb1 pOq. If C is an arc between mirrors, then we say that it is infinite dihedral
or Z2 ˚Z2-type and its inclusion in O corresponds to a conjugacy class of an infinite dihedral
subgroup. We call these subgroups the peripheral boundary subgroups and we denote by PO
the corresponding peripheral structure on piorb1 pOq. If O is the base of a finite-by-orbifold
group pQ,PQq then it follows from Definition 3.4 that PQ consists of the preimages of the
groups in PO via the surjection given in (4).
Definition 3.5 (pQHq subgroup. See [GL17, Definition 5.13]). Let pG,Pq be a one-ended
relatively hyperbolic group and let X be an elementary splitting. A pQHq subgroup is a vertex
group Gq of X such that equipped with pGq,PXpGqqq, the peripheral structure induced by X
(Definition 2.19), satisfies the following:
(1) Gq can be made into a finite-by-orbifold group pGq, Gq ñ P q, and
(2) the induced peripheral structure coincides with the peripheral boundary structure
(Definition 3.4), i.e.
PXpGqq “ PGq,P .
The equality above implies that the infinite intersections of pQHq subgroups with parabolic
subgroups of pG,Pq are peripheral boundary subgroups.
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Proposition 3.6 (c.f. [GL17, Theorem 9.18 and Corollary 9.20]). Let pG,Pq be a one-ended
relatively hyperbolic group. The canonical JSJ decomposition J of pG,Pq is an elementary
splitting satisfying the following properties:
(1) The underlying graph J is bipartite with black and white vertices.
(i) The black vertex groups Gb are maximal elementary vertex groups.
(ii) The white vertex groups Gw are non-elementary and fall into one of the following
two categories:
(a) pGw,PJq is isomorphic to a pQHq group pQ,PQq.
(b) pGw,PJq is rigid (in the sense previously defined that there is no non-trivial,
reduced elementary pGw,PJq-splitting) and not isomorphic to a pQHq sub-
group. Also for any two different adjacent edges, the image of the edge
groups in Gw are not conjugated in Gw into the same maximal elementary
subgroup of Gw.
(2) J is universally compatible over the class E of elementary subgroups, relative to P.
(3) Every edge stabilizer in TJ is elliptic in any pG,Pq-tree over E .
(4) pGw,PJq is essential, i.e. there are no valence-1 vertices in TJ.
(5) J is canonical, in the sense that it is invariant by automorphisms of pG,Pq.
Proof. By definition, TJ is the collapsed tree of cylinders from [GL17, Theorem 9.18], thus
is bipartite, invariant by automorphisms, and by Lemma 3.3, up to choice of colouring, the
stabilizers of black vertex groups are maximal elementary. This proves (1i) and (5). Next, (2)
follows from [GL17, Corollary 9.20]. By construction of cylinders, the white vertex groups
are non-elementary. The rigidity of non-pQHq white vertex groups is a consequence of the
maximality for domination (for the universally compatible trees) of TJ, thus the groups given
by (1(ii)a) are the only non-rigid white vertex groups. The claim (1(ii)b) is a consequence
that black vertex groups are groups of cylinders for coelementarity.
By Lemma 2.17, every edge group in J will remain elliptic after a refinement and, of
course, also after a collapse. So, by universal compatibility, (3) follows. (4) is an immediate
consequence of requiring the action of G on TJ to be minimal.

Definition 3.7. An edge e of a G-tree T is called inessential if its stabilizer equals that of
one of its vertices.
3.2.1. Structure, algorithmic recognition, and presentation of virtually infinite cyclic sub-
groups. First we recall some generalities about these groups.
Lemma 3.8. Every proper quotient of Z and Z2 ˚ Z2 is finite.
Lemma 3.9 (See [Hem04, Lemma 11.4]). If G is virtually infinite cyclic then it sits in an
exact sequence
1Ñ K Ñ GÑ QÑ 1
where Q is either Z or Z2 ˚ Z2, and K is a maximal normal finite subgroup. We call Q the
IsompRq-quotient and K the IsompRq-kernel.
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The next result tells us how to detect and present virtually infinite cyclic groups given
certain algorithmic properties.
Definition 3.10. If a group H is virtually torsion-free, then a torsion-free index is a number
it.f. pHq P Zě0 such that the intersection č
rH:Ksďit.f.pHq
K
is torsion free.
Lemma 3.11 (Detecting virtually infinite cyclic from presentations). Suppose we are given
a finite group presentation P “ xX | Ry, a solution to the word problem for this presentation,
and an upper bound it.f. pP q ď L. Then there is an algorithm that decides if P is virtually
infinite cyclic.
Proof. We first give a characterization of virtually infinite cyclic groups. Let L be the upper
bound for it.f. pP q and let
Q “
č
rP :KsďL
K.
Claim: Q « Z if and only if P is virtually infinite cyclic. By definition, Q is torsion-free
and of finite index in P . If P is virtually infinite cyclic then, by Lemma 3.9, Q « Z. The
converse is obvious. The claim is proved.
Suppose now that we are given a finite group presentation P that satisfies the statement
of the lemma. We can find presentations of all its finite index subgroups up to index M
as well as a presentation for their intersection; thus we can find a presentation for Q. On
the other hand we can decide, using our solution to the word problem in P , whether the
generators of Q commute, and if so, using Z-module calculations decide if Q « Z.

We leave the proof of the following to the reader.
Lemma 3.12. If P ď H then it.f. pP q ď it.f. pHq.
Corollary 3.13. If P virtually torsion free, hereditarily algorithmically tractable, and with
algorithmically bounded torsion, then we can decide whether a collection of elements S Ă P
generates a virtually infinite cyclic subgroup, and find a presentation for the subgroup.
Proof. By hereditary algorithmic tractability we can find a presentation for xSy. Since P is
residually finite and torsion is algorithmically bounded, we can find a finite index torsion
free subgroup and therefore give an upper bound for it.f. pP q. By Lemma 3.12 this gives an
upper bound for it.f. pxSyq, and the result follows from Lemma 3.11. 
We now show how to detect and present non-parabolic virtually infinite cyclic subgroups
of relatively hyperbolic groups.
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Lemma 3.14. There is an algorithm that enumerates presentations of all virtually infinite
cyclic groups, finds their IsompRq-kernels, and gives an algorithm to solve the word problem
for these groups.
This lemma has an elementary approach, based on computations with group presentations
and basic algebra of finite groups, as well as a cohomological approach, based on the clas-
sification of group extensions (see [Bro94, §IV.6].) Although these approaches are certainly
more elegant, in the interest of providing the shortest possible complete argument we have
the following.
Proof. Enumerate all group presentations. In parallel, for each group presentation, run
Papasoglu’s algorithm [Pap96] which will terminate if a presentation defines a hyperbolic
group. For each presentation P of a hyperbolic group H , knowing the hyperbolicity constant
δ, we can find a maximal finite normal subgroup K as well as solve the word problem
for H . Enumerate all Tietze transformations on the presentation of H{K. If via Tietze
transformations we either obtain xa |y or xa, b | a2, b2y, then stop that branch and output the
presentation P and the normal subgroup K. It is obvious that this algorithm will output
exactly the presentations of the virtually infinite cyclic groups. 
Lemma 3.15 (Injectivity for virtually infinite cyclic groups). Let G be virtually infinite
cyclic and let it sit in the short exact sequence
1Ñ K Ñ GÑ QÑ 1
given in Lemma 3.9. Let ϕ : GÑ H be a homomorphism such that
(1) ϕpGq is infinite, and
(2) the intersection with K, the IsompRq-kernel, and kerpϕq is trivial:
K X kerpϕq “ t1u.
Then ϕ is injective.
Proof. Suppose towards a contradiction that there was some element a P GzK such that
ϕpaq “ 1. Then its image a¯ P Q is non-trivial, so by Lemma 3.8 Q{xxa¯yy is finite. On the
one hand we have the commutative diagram with exact rows:
1 K G Q 1
1 K{pK X xxayyq G{xxayy Q{xxa¯yy 1
which implies that G{xxayy is finite. On the other hand ϕ factors through G{xxayy, which
contradicts that ϕ has infinite image. 
We now have an algorithm to produce presentations of virtually infinite cyclic groups.
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Lemma 3.16 (Presenting virtually infinite cyclic groups). Suppose we are given a group
H, a finite generating set xSy “ H as well as a solution to the word problem for words in
xSy. Then there is procedure that terminates if and only if H is virtually infinite cyclic and
outputs a presentation xS | RSy for H, with the generating set S.
Proof. Use the algorithm of Lemma 3.14 to enumerate presentations Pi “ xXi | Riy of vir-
tually cyclic groups. Let us also denote by Pi the group defined by the presentation. In
parallel for each Pi, enumerate the mappings Xi Ñ xSy. Because we can solve the word
problem in xSy and Pi, we can determine which of these mappings extend to a homomor-
phism. In parallel, for each homomorphism that is found, enumerate its image and check if
S is contained in the image. If such a homomorphism is found, then we have a surjection
onto H . In parallel, for each found epimorphism ϕ : Pi ։ H , verify that ϕ is injective on
Ki, the IsompRq-kernel of Pi. If this is the case then Pi « H by Lemma 3.15, which implies
that H is virtually cyclic and using ϕ, we can get the desired presentation. Conversely, if
H is virtually infinite cyclic, then one branch of this process will terminate with a desired
presentation for H . 
Proposition 3.17. Let pG,Pq be relatively hyperbolic, and suppose we are given a uniform
solution to the conjugacy problem for the groups in P. Given a generating set S of a subgroup
H “ xSy ď pG,Pq, there is an algorithm which
(1) decides if xSy is non-parabolic and virtually infinite cyclic, and, if so,
(2) computes a presentation of xSy “ xS | RSy.
Proof. We first show that (1) is decidable. Because we are assuming that the we have a
solution to the conjugacy problem in the parabolic subgroups by [Osi06b, Theorem 5.6] we
can decide if the elements of S are all conjugate into some parabolic subgroup.
If this isn’t the case, then we must determine if H is virtually cyclic. In this case H is
either Z-type, i.e. it maps surjectively onto Z and the commutator subgroup rH,Hs is finite,
or H is pZ2 ˚ Z2q-type, i.e. it maps surjectively onto Z2 ˚ Z2 and the commutator subgroup
rH,Hs infinite. Note however that in the pZ2 ˚ Z2q-case, the commutator subgroup rH,Hs
itself is Z-type. It follows that if H is virtually cyclic, then its second derived subgroup
Hp2q “ rrH,Hs, rH,Hss is finite. To see that this condition is sufficient, note that any non-
parabolic subgroup of pG,Pq that is not virtually cyclic contains a free group of rank 2 and
therefore has infinite second derived subgroup.
In particular either Hp2q has cardinality less than |P2|, where P2 Ă G is the subset com-
puted in Lemma 2.14, or Hp2q is infinite. We now start two parallel processes. One of them
is to enumerate Hp2q. If at any point we find more than |P2| distinct elements of Hp2q we stop
and correctly declare that H is not virtually infinite cyclic. The other process is to run the
procedure given by Lemma 3.16, which will terminate if and only if H is virtually infinite
cyclic and will produce a presentation for H with the generators S, as desired.

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Corollary 3.18. If pG,Pq is a virtually torsion free relatively hyperbolic group, where P lies
in a hereditarily algorithmically tractable class of virtually torsion free groups with algorith-
mically bounded torsion, then there is an algorithm which takes a finite generating set S of
a subgroup H ď G and outputs the following:
(1) whether H is parabolic,
(2) whether H is virtually cyclic, and
(3) a presentation H “ xS|RpS,Hqy.
Finally, there is an algorithm deciding whether H is maximal elementary.
Proof. The first item is an application of the solution to the special parabolicity problem
[Osi06b, Theorem 5.6]. The second and third items are consequences of Corollary 3.13 if
H is found to be parabolic, and of Proposition 3.17 otherwise. For the last claim, if H is
parabolic, one can find a peripheral subgroup in which it is contained, and one uses the
solution to the generation problem given by assumption to check whether these two are
equal. If it is virtually cyclic non-parabolic, we refer the reader to the proof of [DG11,
Lemma 2.8(3)], since the proof is identical, up to replacing the result of Lyse¨nok (to verify
whether a loxodromic element is a proper power) by [Osi06b, Theorem 1.16(3)]. 
3.2.2. Structure and algorithmic recognition of pQHq subgroups. The following is obvious if
the pQHq subgroups are fundamental groups of compact surfaces with boundary, by gluing
the said surfaces along their boundaries we obtain larger surfaces. The general case is
the same but the proof is more subtle, as it involves more than cut-and-paste topological
arguments. In particular, given two finite-by-orbifold groups whose fibers have non-trivial
automorphism groups, even once a continuous identification map has been defined between
two boundary components there will be many ways in which the finite-by-orbifold groups
can be amalgamated.
Lemma 3.19 (pQHq subgroups amalgamate nicely). Let X be an elementary splitting of a
relatively hyperbolic group pG,Pq with a bipartite underlying graph where black vertex groups
are maximal elementary and white vertex groups are non-elementary. Suppose there is a
valence 2 non-parabolic black vertex b both of whose edges are inessential and adjacent to
vertices carrying pQHq subgroups. Then the collapse of the two edges adjacent to b produces
a vertex group that is a larger pQHq subgroup.
Proof. We only need to analyze the fundamental group of the subgraph whose two edges
are the adjacent edges of b. Let a, c be their end vertex (possibly a “ c). First, after
collapse of one of the edges, which is inessential at b, the situation reduces to the case of
an amalgamation of two pQHq subgroups, that we may write A ˚B C if a ‰ c, or, if a “ c,
of the HNN extension A˚C of a pQHq subgroup over two peripheral subgroups. Note that
in the HNN extension case, these peripheral subgroups must be non-conjugate in A, since
otherwise we will obtain a non parabolic Z‘Z subgroup contradicting relative hyperbolicity.
We produce the argument in the case of the amalgamation, the case of the HNN extension
being similar.
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Recall that being pQHq subgroups, A and C split as short exact sequences 1Ñ F Ñ AÑ
Aq Ñ 1 and 1 Ñ F 1 Ñ B Ñ Bq Ñ 1, in which F, F 1 are finite, and Aq, Bq are fundamental
groups of 2-orbifolds with boundary components corresponding to the peripheral structure.
Since the edge group B is in the peripheral structure of A, which corresponds to boundary
components, it splits as the short exact sequence 1 Ñ F Ñ B Ñ Q Ñ 1, in which F is the
finite group appearing in the exact sequence of A, and Q is either Z or Z2 ˚ Z2. The same
consideration for the attaching map of B in C thus reveals that F 1 “ F , that this group is
normal in A ˚B C, and is in the kernel of the action on the Bass-Serre tree of the amalgam.
It follows that the quotient of A ˚B C by F is acting on this Bass-Serre tree, which reveals
its structure as an amalgam A0 ˚QC0. This new group is obviously a 2-orbifold group, whose
boundary subgroups are the images of the peripheral structures of A and C, without the
conjugates of B (in the HNN extension case, this observation uses that the two images in
A of the edge group B are non-conjugate in A, and thus correspond to distinct boundary
components). Thus A ˚B C is a pQHq group as expected.

Definition 3.20. A pQHq group pGq,PXpGqqq is called rigid quadratically hanging or prQHq
if it does not admit any essential elementary splittings (relative to PXpGqq.)
These groups are classified in [GL17, §5.1.3], but there they are called small orbifolds. The
most famous example is the pair of pants. We note that if we amalgamate any two prQHq
groups in the manner of Lemma 3.19, and that the resulting orbifold still has boundary, then
the resulting pQHq subgroup is no longer rigid.
Lemma 3.21 (pQHq groups are maximal). Assume that, in J, b is a non-parabolic black
vertex of valence 2, whose neighbours both carry pQHq groups. Then at least one edge is
essential.
Proof. Suppose towards a contradiction that both are inessential, and let us call v and w
the white neighbours of b. By Lemma 3.19 the collapse of the edges e, f between b, v and
b, w, which identifies v, b, w to the vertex q¯, yields a new splitting J¯ with a pQHq subgroup
pGq¯,PJ¯pGq¯qq. Let O be a base orbifold for pGq¯,PJ¯pGq¯qq. The subgroup Gb “ Ge “ Gf ď Gq¯
is the edge group of an elementary splitting of pGq¯,PJ¯pGq¯qq and is either carried by a simple
closed curve in O, or an arc terminating in the mirrors. In both cases call this path γ Ă O.
In both cases, there is a simple closed curve or arc connecting mirrors in O, representing
an essential elementary splitting of piorb1 pOq, that crosses γ. It follows that there is an
elementary splitting of pGq¯,PJ¯pGq¯qq in which Ge is hyperbolic, and therefore a splitting of
pG,Pq in which Ge is not elliptic contradicting (3) of Proposition 3.6. 
Theorem 3.22. Let pG,Pq be a relatively freely indecomposable, relatively hyperbolic group.
The canonical JSJ splitting J of pG,Pq is the unique essential splitting that satisfies (1) of
Proposition 3.6 and for which, whenever b is a non-parabolic black vertex of valence 2, whose
neighbours both carry pQHq groups, at least one edge is essential.
The proof of this Theorem follows from the next two lemmas.
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Lemma 3.23. If T is a pG,Pq-tree satisfying (1) of Proposition 3.6 and is such that when-
ever b is a non-parabolic black vertex of valence 2, whose neighbours both carry pQHq groups,
at least one edge is essential, then T is in the same deformation space as TJ.
Proof. By [For02] it suffices to show that any vertex stabilizer of T is elliptic in TJ, and that
any vertex stabilizer of TJ is elliptic in T . Actually, we will make a symmetric argument.
We first use the universal compatibility of TJ: there exists a pG,Pq-tree Tˆ collapsing on
TJ and on T . Now we are in the following setting: given two pG,Pq-trees T1, T2 satisfying
the assumption of the Lemma, and refined by a same tree Tˆ , we must prove that vertex
stabilizers in T1 are elliptic in T2.
Let v be a vertex of T1, and Gv its stabilizer. Assume that v is a white vertex of rigid type
(in the sense of(1 (ii) (b)) of Proposition 3.6.) In Tˆ , the augmented peripheral structure of
Gv is elliptic by Lemma 2.17. By rigidity, Gv is thus elliptic in Tˆ . It is therefore elliptic in
T2 as well, since T2 is a collapse of Tˆ .
Assume that v is a white vertex of pQHq type. The action of Gv on its minimal subtree
Tˆv in Tˆ is dual to a collection of separate, non-boundary parallel simple curves in the base
orbifold Ov. Consider the collapse Tˆ Ñ T2 restricted to Tˆv. Assume two distinct vertices
with non-elementary stabilizer are mapped on distinct vertices v´, v` (which are necessarily
white.) In rv´, v`s, we choose two white vertices at distance 2 apart, v1´, v1`, and denote
by T 1´, T
1
` their preimages (obviously disjoint) in Tˆ . The segment σ between T
1
´ and T
1
`
is mapped to the segment rv1´, v1`s in T2, thus ensuring that it contains only vertices with
elementary stabilizers. Since Tˆv corresponds to the pull back of a splitting of the base orbifold
Ov of Gv, this ensures that all edges of σ are inessential, and therefore, both edges of rv´, v`s
are inessential. This contradicts our assumption on T . We have proved that all white vertex
stabilizers in T1 are elliptic in T2.
Let v be a black vertex. If its stabilizer is in P, by definition, it is elliptic in the pG,Pq-tree
T2. If it is cyclic, it is virtually a subgroup of a white vertex stabilizer, hence elliptic in T2
by our previous study. We have proved our claim, that all vertex stabilizers in T1 are elliptic
in T2, hence the lemma. 
Lemma 3.24. Under the assumptions of Lemma 3.23, the tree T is its own tree of cylinders
for co-elementarity. More precisely, let pG,Pq be a relatively hyperbolic group, and T be a
pG,Pq tree with infinite edge stabilizers. The following are equivalent.
(i) The tree T is isomorphic to its tree of cylinders for co-elementarity.
(ii) T is bipartite with all black vertex stabilizer being maximal elementary, black vertices
in different orbits have non-conjugated stabilizers, all white vertex stabilizer being non-
elementary.
(iii) pG,PT q is relatively hyperbolic, and T is essentially peripheral for PT , with non-elementary
white vertex stabilizers, and black vertices in different orbits have non-conjugated sta-
bilizers.
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Proof. Since T satisfies piiq, by the assumption (1(ii)b) of Proposition 3.6, we only need to
prove the stated equivalence. The vertices in V2 in the tree of cylinders are the vertices of T
belonging to at least two different cylinders, so their stabilizers are not elementary.
Lemma 3.3 ensures that vertices in V1 have maximal elementary stabilizers. If two vertices
in V1 have the same stabilizer, they correspond to the same cylinder, hence are equal. This
shows that piq ùñ piiq. For piiq ùñ piiiq, note that PT is obtained from P by adding
maximal cyclic groups that are not parabolic. The relative hyperbolicity is thus preserved
(see [Osi06a, Corollary 1.7], or [Dah03, Lemma 4.4].) The tree is essentially peripheral for
PT by Lemma 2.18.
Finally, let us prove piiiq ùñ piq. It suffices to show that the cylinders of T are exactly
the stars of the black vertices. Consider two different edges adjacent to a white vertex vw,
and assume their stabilizers co-elementary. Their black vertices vb1 , vb2 have co-elementary
stabilizers E1, E2. These groups are in PT because T is essentially peripheral. But since
pG,PT q is relatively hyperbolic, these groups must be equal. The two edges are therefore in
the same orbit and images of one another by an element g normalizing E “ E1 “ E2, which
is therefore in E by almost malnormality of peripheral subgroups (Proposition 2.4). We get
that g fixes vb1 , hence vb1 “ vb2 and both edges are equal. The claim follows.

Proof of Theorem 3.22. TJ was defined to be the tree of cylinders of a certain universally
compatible tree over E relative to P. Since the tree of cylinders of a deformation space is
unique ([GL11, Corollary 4.10], [GL17, Lemma 7.3(3)]), it follows that TJ is isomorphic to
any pG,Pq-tree that is in the same deformation space and that is its own tree of cylinder. By
our two previous lemmas, it is the case of any tree T satisfying the stated assumption. 
Lemma 3.25. Let pH,PHq be a virtually torsion free relatively hyperbolic group for which all
groups in PH are groups in a heriditarily algorithmically tractable class with algorithmically
bounded torsion. Then there is an algorithm which decides if pH,PHq is an prQHq group.
Proof. By Corollary 3.18 we can first decide whether PH is a collection of virtually cyclic
groups. If it isn’t we answer no. So we can assume that PH indeed consists of virtually cyclic
groups. The group H is therefore a hyperbolic group. We can use Papasoglu’s algorithm
[Pap96] to find a hyperbolicity constant δ, and a Dehn presentation xZ | T y. We can also use
standard algorithms for hyperbolic groups in order to find the list of conjugacy classes of its
finite subgroups (e.g. using that by [BG96] any finite subgroup is conjugate to a subgroup
contained in the ball of radius 3δ ` 1 centered at the identity.)
We can also find N , the maximal finite normal subgroup of G, and pass to pH{N,PH{Nq.
If pH,PHq is prQHq then we now have the fundamental group of a rigid (or small) orbifold.
The set of rigid orbifolds is given in [GL17, Proposition 5.12]. There are ten classes and
each class is governed by at most three positive integer parameters that can be inferred from
the collection of maximal finite subgroups of H{N . This therefore gives a finite list tOju of
possible orbifolds, and pH,PHq is prQHq if and only if pH{N,PH{Nq is isomorphic to one of
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these finitely many (at most 3, in fact) piorb1 pOjq. This can be decided by [DG11, Theorem
1].

Given a group G we say that a presentation xS|Ry of G has the form of a graph-of-groups
presentation if there exists a finite graph X “ pV,Eq, with a spanning tree Tspan, a partition
of R and S as
S “
˜ğ
vPV
Sv
¸
\
˜ğ
ePE
Se
¸
\ E and
R “
˜ğ
vPV
Rv
¸
\
˜ğ
ePE
Re
¸
\Ratt \ te “ 1, e P Tspanu \ te¯ “ e´1, e P Eu
where:
‚ for all x P E Y V , Rx involves only generators in Sx,
‚ for all e P E, Se¯ » Se, and this bijection induces a bijection Re¯ » Re,
‚ for all e, there is a map ae : Se Ñ Stpeq such that Ratt consists of all the relations of
the form e¯see “ apseq for all e P E, se P Se,
‚ the above map ae induces a map Re Ñ Rtpeq.
Note that one can routinely detect whether a given presentation has the form of a graph-
of-groups presentation. Note also that a usual presentation coming from a graph of groups
decomposition is (or can be easily turned into, depending on the conventions) of the form of
a graph-of groups presentation.
However, given a presentation of G that has the form of a graph-of groups presentation,
considering the group defined by xSv|Rvy for a vertex v, in general it does not embed as
a subgroup of G, due to missing relations. Furthermore, because of these missing relation,
the maps ae : Xe Ñ xStpeq|Rtpeqy may not even extend to to homomorphisms xSe|Rey Ñ
xStpeq|Rtpeqy. If, however, all these maps actually extend to monomorphisms then, by the
definition of graphs of groups, the presentation fully defines a graph of groups whose vertex
groups and edge groups have the proposed presentations xSx|Rxy, x P V Y E.
Theorem 3.26. Let C be a hereditarily algorithmically tractable class of groups with algo-
rithmically bounded torsion. Assume that there exists an algorithm to decide whether vertex
groups of an elementary splitting of a virtually torsion free relatively hyperbolic pG,Pq with
peripheral subgroups in P are rigid. Then there is an algorithm that, given pG,Pq a one-
ended virtually torsion free relatively hyperbolic group with P in C, computes its canonical
JSJ decomposition.
Proof. Observe first that one can assume that C contains all the virtually cyclic subgroups of
G. The algorithm for the theorem consists of running the following subprocesses in parallel.
(1) Enumerate all the presentations of G.
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(2) For each presentation, check whether it has the form of a graph-of-groups presentation
(by enumerating the partitions of the set of generators, and checking whether the
presentation corresponds to presenting vertex groups, edge groups, attaching maps,
and Bass relations, with respect to this partition).
(3) For each of these presentations of the form of a graph of groups decomposition that
is found, try to certify that edge groups are elementary, and that it is bipartite with
elementary black vertex groups, using Corollary 3.18, and that black vertex groups
are maximal elementary, using the solution to the generation problem for groups in
C, given in assumption. This provides genuine presentations of the edge groups, and
black vertex groups.
(4) For each presentation thus found, use the attaching maps to add the new relations
of the elementary edge groups to the presentations associated to the white vertices.
Modifying the presentation of G in this way does not change the underlying group,
but now all the attaching maps extend to monomorphisms from the edge groups to
the vertex groups. Furthermore the presentations of the white vertex groups are now
genuine.
(5) For every bipartite splitting with maximal elementary black vertex groups, decide
whether or not the white vertex groups are rigid, using the algorithm in the assump-
tions. Using Lemma 3.25 for the peripheral structure of their adjacent edge groups,
decide which of these rigid white vertex groups are prQHq. For every white ver-
tex group that is proved non-rigid, try to certify if it is pQHq, by enumerating its
presentations until a presentation of a pQHq group is found (we can enumerate the
presentations of pQHq groups).
(6) For every bipartite splitting thus coloured by the previous step, and for which every
white vertex group has been proved to be rigid (non-pQHq), prQHq, or pQHq, we
check whether adjacent edge groups of white rigid vertices are conjugated into the
same maximal elementary subgroup or not.
For that, we use the algorithm of Corollary 3.18 to check which edge groups are
parabolic, and which are virtually cyclic, non-parabolic. For all those that are not
parabolic, we consider the maximal virtually cyclic group containing them (i.e. the
adjacent black vertex group), and we use instances of the conjugacy problem to check
whether they are conjugated or not. For those that are parabolic, by enumeration,
we may determine to which conjugacy class of P they belong, and thus check whether
they are all different.
(7) For every bipartite splitting in which adjacent edge groups of white rigid vertices are
not conjugated (in that vertex group) into the same maximal elementary subgroup,
verify that there is no black vertex of valence 2, with non-parabolic group, for which
both adjacent edges are inessential, and with both white neighbours carrying pQHq
groups (including prQHq groups).
If pG,Pq is one-ended then the algorithm will terminate with a splitting that will be certified
by Theorem 3.22 to be the canonical JSJ. 
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3.3. Detecting rigidity and computing canonical splittings. Because we cannot even
solve equations in most nilpotent groups, we cannot certify rigidity in the same way as in
previous works [DG08b, DG11]. We do however have the second author’s results at our
disposal, which works immediately in the absence of torsion.
Proposition 3.27 (Computing the Grushko decomposition). There is an algorithm that,
provided with a finite presentation of a torsion-free relatively hyperbolic group pG, trP1s, . . . , rPnsuq
with residually finite parabolic subgroups P1, . . . , Pn, produces an explicit relative Grushko
free-product decomposition of G in which a factor is free (possibly trivial), and all other fac-
tors are freely indecomposable relative to the Pi’s, and relatively hyperbolic with respect to
some explicit conjugates of some Pi’s.
Proof. By Lemma 2.7 since P1, . . . , Pn are residually finite, we have an explicit solution to
the word problem of G. The result now follows immediately by using [Tou18, Theorem B]
with κ “ 0 and H “ tP1, . . . , Pnu and then following the proof of [Tou18, Theorem A]. 
Theorem 3.28 ([Tou18, Theorem C]). Let C be an algorithmically tractable class of groups.
There is an algorithm which takes as input an explicitly given torsion-free relatively hyperbolic
group pG,Pq, where groups in P belong to C, that terminates and correctly states whether
pG,Pq is rigid or not.
Using the algorithm from Theorem 3.28 to decide the rigidity of vertex groups, Theorem
3.26 immediately yields the following result:
Proposition 3.29. Let pG,Pq be a torsion-free relatively hyperbolic group where P lies
in a hereditarily algorithmically tractable class of groups, then we can compute a Grushko
Decomposition and then JSJ decompositions for its maximal one-ended subgroups.
Although the methods of [Tou18] do not function in the presence of torsion, we can still
use them by passing to torsion-free finite index subgroups. The rest of this section will be
mostly devoted to showing how to pass to finite index torsion-free subgroups.
Definition 3.30. A group G is said to be effectively virtually torsion free if it is possible to
algorithmically find a torsion-free finite index subgroup H ď G.
Lemma 3.31. Suppose that G is finitely presented, has decidable word problem, and suppose
we can compute a complete finite list F containing a conjugacy representative of every finite
order element of G. Then the following hold:
(1) If G is residually finite then G is virtually torsion-free.
(2) If G is virtually torsion free then it is effectively virtually torsion-free.
Proof. Any finite quotient in which every element of F survives will have torsion-free kernel.
(1) immediately follows. Since G is finitely presented, it is possible to enumerate its finite
index subgroups of a given index and it is routine to verify whether the elements of F lie
in a finite index subgroup K of G. Suppose such a finite index subgroup has order k. Then
taking the intersection of all index k subgroups of G will give a finite index normal subgroup
H that will contain no conjugate of the elements of F and will therefore be torsion-free. 
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Lemma 3.32. Let pG,Pq be relatively hyperbolic where the groups in P lie in an algorithmi-
cally tractable class with algorithmically bounded torsion. Then we can compute a complete
and finite list FG of conjugacy representatives of the finite order elements of the entire group
G.
Proof. It is sufficient to find the list containing a conjugacy representative of every finite
subgroup of G. If a finite subgroup is non-parabolic then it has a conjugate that lies in
the subset P2 Ă G given by Lemma 2.14. Since we can solve the word problem we can
enumerate all the finite subgroups contained in P2. The list of conjugacy classes of parabolic
finite subgroups of G is computable by hypothesis. 
For this next proof, when we say that a pair pG,Pq is one-ended or rigid, we mean that
G is one-ended or rigid (respectively) relative to P.
Proposition 3.33. Suppose that pG,Pq is relatively hyperbolic and let G0 ď G be a fi-
nite index torsion-free subgroup of G endowed with the induced relative hyperbolic structure
pG0,P0q. Suppose furthermore that pG,Pq is not an prQHq group. Then
(1) pG,Pq is one-ended if and only if pG0,P0q is one-ended,
(2) if pG,Pq is one-ended, then it admits a non-trivial splitting over a parabolic subgroup
if and only if pG0,P0q admits a non-trivial splitting over a parabolic subgroup, and
(3) if pG,Pq is one-ended and doesn’t split over a parabolic subgroup, then it admits a
non-trivial splitting over a 2-ended subgroup if and only if pG0,P0q admits a non-
trivial splitting over Z.
Proof. For items (1) and (2), we first that pG,Pq and pG0,P0q have homeomorphic Bowditch
boundaries (see [Bow01]). The (dis)connectivity of the boundary implies (1), by [Bow01,
Proposition 1.1]. Suppose that pG,Pq is one ended, then the (non)existence of global cut-
points of the boundary implies (2), by [Bow01, Theorem 1.2]. It remains to show (3).
Suppose that pG,Pq is one-ended and doesn’t split over a parabolic vertex group.
If pG,Pq splits over a two-ended subgroup, then so does pG0,P0q. This is clear from
the action of G0 on the tree dual to the splitting of G, which must be non-trivial since
rG : G0s ă 8. Since G0 is torsion-free then this splitting must be over Z. We now prove the
converse.
Suppose that pG0,P0q splits over Z, but not over a parabolic vertex group. Our approach
will be to modify the parabolic subgroups to force them to act elliptically on Bass-Serre
trees and then apply Papasoglu’s quasi-isometric invariance of (non-relative) two-ended JSJ
decompositions [Pap05].
Let P,P0 be given by a finite set of non-conjugate maximal parabolic subgroups and
consider the amalgamated free products
(5) G˚ “ G˚PPP
`
P ‘ Z3˘ , G˚0 “ G0 ˚PPP0 `P ‘ Z3˘ .
Set P˚ “ tP ‘Z3 | P P Pu and P˚0 “ tP ‘Z3 | P P P0u. The groups pG˚,P˚q and pG˚0 ,P˚0 q
are relatively hyperbolic by [Dah03, Theorem 0.1].
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Claim: G˚ contains a subgroup H isomorphic to G˚0. We construct a monomorphism
G˚0 ãÑ G˚ as follows. First we map G0 to itself in G ď G˚. Next each Q P P0 is sent to some
conjugate g´1Pg “ PQ, g P G,P P P, we extend this to a map G˚0 ãÑ G˚ using mappings
(6) Q ‘ Z3 ãÑ PQ ‘ Z3
that induce surjections (via projection) onto the Z3 factor. Let H be the image of this map,
and identify G˚0 with its image. Consider the Bass-Serre tree T dual to the splitting of G
˚
given in (5). Let v be the vertex stabilized by G ď G˚ and let u be some vertex adjacent
to v. Then the edge pv, uq is stabilized by some conjugate g´1Pg, P P P, g P G and also
some h´1Qh,Q P P0, h P G0. The vertex u is stabilized by g pP ‘ Z3q g´1 and since the P
factor fixes edges, the edges adjacent to u are in equivariant bijective correspondence with
the elements in the Z3 factor of g pP ‘ Z3q g´1. Now u is also stabilized by h´1 pQ‘ Z3q h,
and since the mappings (6) induce surjections on the Z3 factors, we have that the edges
adjacent to u are all in a single pG˚qu and pG˚0qu orbit. Thus, every vertex at distance 2 from
v is in the same G˚0 orbit as v. We can now show that rG˚ : Hs ă 8.
Let g P G˚, then there is some k P H such that kg fixes v. Suppose towards a contradiction
that this wasn’t the case. Then there is some g P G˚ such that g ¨ v “ w and w is closest to
v in its G˚0-orbit. Let α be the path from v to w in T and let v2 be the vertex at distance 2
from v in α. Then there is some k P G˚0 such that k ¨ v2 “ v, which means that k ¨w is closer
to v than w – contradiction.
It follows that for every g P G˚ there is some k P G˚0 such that kg P G. Thus right G˚0
coset representatives can always be taken in G. It follows that rG˚, G˚0s ď rG : G0s and the
claim is proved.
Claim: If pG0,P0q is one-ended and does not admit a splitting over a parabolic subgroup
then G˚0 is one ended. Suppose that G
˚
0 was not one-ended. We first note that that the vertex
groups pP ‘ Z3q P P ˚0 , must be elliptic in this splitting as they are forced to be one-ended.
Let T be the splitting of G˚0 given in ((5)). By [Tou15, Theorem 1.4] T can be blown up to a
tree qT in which the subgroups in P ˚0 are elliptic, the edge groups are factors in a one ended
splitting of the Pi P P˚0 and G0 now acts non-trivially on a subtree of qT where the groups in
P˚0 are elliptic and the edge groups lie in P0. This contradicts the assumption that pG0,P0q
doesn’t split over a parabolic subgroup. The claim is proved.
So far the (5) construction has enabled us to pass from relative one-endedness to “absolute”
one-endedness. By hypotheses, the JSJ splitting of pG0,P0q only has non-parabolic Z-edge
groups. First note that in any 2-ended splitting of G˚0 , every subgroup of the form pP ‘ Z3q P
P˚0 must be elliptic, for otherwise it contains some hyperbolic element g fixing an axis α and
the elements centralizing g map α to itself. This gives a map Z pP ‘ Z3q։ Z whose kernel
fixes edges of the dual tree. Since every centralizer of an element of pP ‘ Z3q P P˚0 contains
Z3, this forces an edge group of the splitting to contain Z2, contradicting the assumption
that it is two-ended.
It therefore follows that the Z-JSJ decomposition J˚0 of G
˚
0 can be obtained by refining the
G0 factor in the splitting (5) to a JSJ splitting and collapsing all the non-cyclic parabolic
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edges in (5). The vertex groups fall into two categories. They are called thick, if they are
of the form P ‘ Z3 and relatively hyperbolic otherwise. The edge groups of J˚0 fall into two
categories: either they are incident to a thick vertex group, in which case they are called
half-thick, otherwise they are called non-half-thick.
Since G˚0 is one-ended we may apply [Pap05, Theorem 7.1] which, because G
˚ is quasi-
isometric to G˚0 implies that this quasi-isometry sends every vertex or edge group of the JSJ
decomposition of G˚0 to a bounded neighbourhood of a vertex or edge group (respectively) of
the JSJ decomposition J˚ of G˚. Since we assumed that G0 did not admit any splittings over
parabolic groups, half-thick edge groups and non-half-thick edge groups of G˚0 never remain
within a bounded neighbourhood of one another. We further note that the dichotomy of
being thick or relatively hyperbolic (among the vertex groups of the decomposition of G˚0)
is a quasi-isometry invariant. Indeed, on the one hand, [Dt09, Theorem 1.2] implies that
admitting a proper relatively hyperbolic structure is a quasi-isometry invariant. On the
other hand, thick groups can not be properly relatively hyperbolic because they contain an
infinite normal abelian subgroup. It therefore follows that, via Papasoglu’s correspondence,
half-thick edge groups are sent to half-thick edge groups and non-half-thick edge groups are
sent to non-half-thick edge groups.
Take now the splitting X˚ of G˚ given by (5) obtained by collapsing the non-virtually
cyclic edge groups. Denote by Gˆ the vertex group containing G. X˚ is a splitting with
two-ended vertex groups. As noted before the vertex groups pP ‘ Z3q P P˚ must always be
elliptic. It follows that the JSJ decomposition J˚ can be obtained by refining the splitting
X˚ in the vertex group Gˆ.
Case 1: J˚ only has half-thick edge groups. This is only possible if the JSJ decompositions
of G˚ and G˚0 are exactly the same as the splittings given by (5) and, since G
˚
0 splits over
a 2-ended group, G0 must be a pQHq vertex group. This also implies that all peripheral
vertex groups are virtually cyclic. In this case pG,Pq is a finite index overgroup of a pQHq
vertex group and splits over a 2-ended subgroup if and only if it is not an prQHq group.
Case 2: J˚ has a non-half-thick edge group. Then Gˆ inherits a non-trivial splitting with
2-ended edge groups. Let T be the tree dual to this splitting. Let P 1 Ă P be the set of
maximal parabolics that are not 2-ended. On the one hand we have a splitting
Gˆ “ G˚PPP 1
`
P ‘ Z3˘ .
Now suppose towards a contradiction that G ď Gˆ was elliptic in the splitting induced on Gˆ.
Let v be some vertex of the dual Bass-Serre tree T fixed by G, all the groups pP‘Z3q, P P P 1
must also act elliptically. Suppose that one such group fixed a vertex w ‰ v. Then the
subgroup P P GX pP ‘ Z4q fixes the entire path from v to w pointwise, which implies that
P stabilizes an edge, contradicting the assumption that T had 2-ended stabilizers.
Thus, we have shown that if pG0,P0q is one-ended and does not split over a parabolic
vertex group, but splits over a non-parabolic cyclic group, then either pG,Pq is an prQHq
group or it splits over a non-parabolic 2-ended vertex group.

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Proposition 3.34. Suppose that pG,Pq is relatively hyperbolic and P lies in a heriditarily
algorithmically tractable class with algorithmically bounded torsion. Suppose furthermore
that G is is virtually torsion-free. Then we can decide if pG,Pq is one-ended, and if so, if it
is rigid.
Proof. First we apply the algorithm of Lemma 3.25 to decide if pG,Pq is prQHq. If this is
the case then pG,Pq is rigid.
Suppose now that pG,Pq is not prQHq. By Lemma 3.32 and Lemma 3.31 we can compute
a finite index torsion-free subgroup G0 of G. By Proposition 3.27 we can decide if pG0,P0q
is freely decomposable. Thus by Proposition 3.33 (1) we can decide if pG,Pq is one-ended.
If pG0,P0q is freely indecomposable, then it follows by Proposition 3.33 (2) and (3) that
pG,Pq is rigid if and only if pG0,P0q is rigid. This can be decided by Theorem 3.28.

Proposition 3.34 with Theorem 3.26 and [Dun85] immediately imply the following:
Corollary 3.35. Let pG,Pq be relatively hyperbolic and virtually torsion-free, and let P lie
in a heriditarily algorithmically tractable class with algorithmically bounded torsion. Then
it is possible to compute a Dunwoody-Stallings decomposition D of pG,Pq and compute the
JSJ decomposition of each one-ended vertex group of D.
Remark 3.36. This of course includes the case where G is torsion free, and P lies in a
heriditarily algorithmically tractable class.
Besides passing to torsion-free finite index subgroups, there may be other methods to
detect one-endedness. This should be doable for relatively hyperbolic groups (possibly with
torsion) with parabolic subgroups that are virtually nilpotent, but developing the detail of
it would bring us far astray of the primary goal of this paper. Let us give a roadmap of how
such a reduction could go.
First, the tool from [DG08a] that we just used can be generalized. The argument of
[DG08a] can be used to detect if a relatively hyperbolic has infinitely many (relative) ends,
provided the parabolic groups satisfy the technical conclusion of [DG08a, Lemma 2.15].
Specifically they must have a computable generating set and there must be a computable
constant M such that, for any r ą 0, and elements a, b at distance ě r from 1, there is a
path of length ď Mdpa, bq from a to b avoiding the ball of radius r ´ 1 centered at 1. This
is actually a sufficient condition in order to get [DG08a, Lemma 2.16], which is the only
place where some specificity of parabolic subgroups is required. Many groups, including
finitely generated nilpotent groups (non virtually cyclic), have linear divergence div2pn, 1{2q
[DMS10, Definition 3.3, Proposition 1.1]. We found that it is possible to adapt the proof of
[DG08a, Lemma 2.16] to the case of parabolic groups of linear divergence div2pn, 1{2q. This
applies to virtually nilpotent groups by [DMS10].
Secondly, the argument of [DG11, §7, Lemma 7.5], that allows us to compute a list of
representatives of the different orbits of Dunwoody-Stallings decompositions of a relatively
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hyperbolic group under its automorphism group, is applicable to a class C of relatively hyper-
bolic groups provided (a) the number of conjugacy classes of finite subgroups in each group
in C is finite, (b) there is an effective procedure to compute the centralizer and normalizer
of these finite subgroups, (c) the isomorphism problem for the relatively one-ended groups
in C, with marked peripheral structure consisting of finite subgroups, is solvable. All three
conditions are satisfied by relatively hyperbolic groups with virtually nilpotent parabolic
subgroups.
Furthermore Barrett [Bar18] recently adapted these methods to detect the rigidity of
hyperbolic groups with torsion.
4. Graph of groups isomorphisms
The following definition of an isomorphism of graphs of groups follows [Bas93, §2.3]; this
recapitulation was also recorded in [DG11, §2.7.2, 2.7.3]. Recall Definition 2.16 of a graph
of groups.
Definition 4.1. Given two graphs of groups on the same abstract graph X , X “ pX, tΓv, v P
V pXqu, tΓe, e P EpXqu, tie, e P EpXquq, and X1 “ pX, tΓ1vu, tΓ1e, e P EpXqu, ti1e, e P EpXquq,
an isomorphism of graph of groups Φ : X1 Ñ X is a tuple ptϕv, v P V pXqu, tϕe, e P
EpXqu, tγe, e P EpXquq where:
(1) for all v P V pXq, ϕv : Γ1v Ñ Γv is an isomorphism,
(2) for all e P EpXq ϕe : Γ1e Ñ Γe is an isomorphism, and ϕe “ ϕe¯
(3) for all e P EpXq, γe is an element of Gtpeq such that the diagrams commute:
(7)
Γ1tpeq
i1eÐâ Γ1e
ϕtpeq Ó Óϕe
Γtpeq
adγeÐ Γtpeq ieÐâ Γe.
The maps ϕv are called the vertex maps, the maps ϕe are the edge maps, and the elements
γe are the attaching elements.
4.1. The extension problem. Suppose we are given two graphs groups X, X1 and a set
of isomorphisms between their edge groups and their vertex groups. We are interested in
necessary and sufficient conditions to extend these to an isomorphism X
„Ñ X1. The following
is immediate from the definition.
Proposition 4.2. Given two structures of graphs of groups X1,X on the same graph X, and
an isomorphism of graph of groups Φ : X1 Ñ X as above, each vertex map of Φ induces an
isomorphism of unmarked peripheral structures ϕv : pΓ1v,A1uq Ñ pΓv,Auq, where A1u and Au
are the adjacency peripheral structures induced by the graphs-of-groups.
We now define extension adjustments, which will relate an arbitrary collection of unmarked
peripheral structures between the vertex groups, to an isomorphism of graph of groups.
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Definition 4.3. Let X1, and X be two graphs of groups on the same graph X let Ψ be a col-
lection of isomorphisms of groups Ψ “ tψv : Γ1v Ñ Γv, v P V pXqu. An extension adjustment
on pX1,Xq with respect to Ψ is a collection tαv : Γv Ñ Γv, v P V pXqu of automorphisms, and
a collection tge P Γtpeq, e P EpXqu such that:
(1) ge conjugates αtpeq ˝ ψtpeq ˝ i1epΓ1eq to iepΓeq in Γtpeq,
(2) the following diagram (in which we abuse notation: the bottom line is not defined
everywhere, but it is on the image of the vertical arrows, by the previous point), is a
commutative diagram:
(8)
Γ1tpeq
i1eÐâ Γ1e “ Γ1e¯
i1e¯
ãÝÑ Γ1tpe¯q
ψtpeq
§§đ §§đψtpe¯q
Γtpeq Γtpe¯q
αtpeq
§§đ §§đαtpe¯q
Γtpeq Γtpe¯q
adge
§§đ §§đadge¯
Γtpeq
pieq´1ÝÑ Γe “ Γe¯ pie¯q
´1ÐÝ Γtpe¯q
Note that (1) above implies that the composition αv ˝ψv is an isomorphism of groups with
unmarked peripheral structure (their adjacency peripheral structure) pΓ1v,A1uq Ñ pΓv,Auq.
Our motivation here is to express the isomorphism of graph of groups avoiding the “choice”
of a good isomorphism of edge groups.
Proposition 4.4. Let X be a finite graph, and let X, and X1 be two structures of graph of
groups on X.
Assume that there exists a collection of isomorphisms Ψ “ tψv : Γ1v Ñ Γv, v P V pXqu.
Then, the graphs of groups X1 and X are isomorphic if, and only if there exists an extension
adjustment on pX1,Xq with respect to Ψ.
Proof. Assume that ψv, ge and αv are given as in the statement. Then we set ϕv “ αv ˝ ψv,
and ϕe to be the map Γ
1
e Ñ Γe given by (8), i.e. we have:
(9)
Γ1eΓ
1
tpeq
Γtpeq
Γtpeq Γtpeq Γe
i1e
ψtpeq
αtpeq
adge
ϕe
ie
ϕv
This way, we have ϕe “ ϕe¯. To get a graph of groups isomorphism in the sense of Definition
4.1, it remains to check that Diagram (7) commutes for some γe P Γv. It is immediate from
(9) that γe “ g´1e is the required element.
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In the other direction, assume that the graphs of groups are isomorphic, and let Φ “
ptϕv, v P V pXqu, tϕe, e P EpXqu, tγe, e P EpXquq be an isomorphism. Now for the given
isomorphisms ψv, the elements αv “ ϕv ˝ ψ´1v , and ge “ γ´1e are immediately seen to be
extension adjustments w.r.t Ψ by comparing diagrams (7) and (9.) 
4.2. Reduction to orbit problems. Recall that a marking of an unmarked peripheral
structure Pu is a marked peripheral structure inducing Pu.
Proposition 4.5 (Reduction to algorithmic problems in the vertex groups). Let W be a class
of groups with unmarked ordered peripheral structures, and B be a class of groups.Assume
that
(1) for all pG,Puq in the class W,
(a) the orbit of a given marking of the unmarked ordered peripheral structure Pu
under the action of OutpG,Puq, is finite and uniformly computable;
(b) the isomorphism problem (for groups with unmarked ordered peripheral struc-
tures) is effectively decidable in the class W;
(2) in the class B,
(a) the orbit problem of AutpGq on tuples of conjugacy classes of tuples of G, i.e.
the mixed Whitehead problem, is uniformly decidable;
(b) the isomorphism problem (for groups without peripheral structure) is decidable.
Consider a bipartite graph X (with black and white vertices: V pXq “ BV pXq\WV pXq),
and choose an order on each (oriented) link of each vertex. Consider the class of graphs-of-
groups on X with black vertex groups in B and white vertex groups in W, and edge groups
such that the adjacency peripheral structure on a white vertex group is that given by W.
Then, the graph-of-groups isomorphism problem is solvable for this class of graphs of
groups.
Note that in the assumption on the black vertices, we forget about the peripheral structure.
Note also that in the case of the white, the assumption is stronger: not only the orbit problem
on such objects is solvable, but each orbit is finite (and computable.)
Proof. If both graphs of groups are isomorphic, this will be discovered by enumeration. We
need an algorithmic certificate that they are not isomorphic. If there is w PWV pXq such that
the groups with adjacency (unmarked ordered) peripheral structures pΓw,Awq and pΓ1w,A1wq
are not isomorphic, this will be discovered by assumption (1b) on W. If there is b P BV pXq
such that Γb and Γ
1
b are not isomorphic, this will be discovered by assumption (2b) on B.
Hence we assume that they are isomorphic, and, after an enumeration chase, that we know
some ψw : pΓ1w,A1wq Ñ pΓw,Awq for each w P WV pXq and ψb : Γ1b Ñ Γb for each b P BV pXq.
Let Ψ be this collection.
By Proposition 4.4, the two graphs of groups fail to be isomorphic if and only if there is
no extension adjustment for Ψ. For white vertices, this unmarked peripheral structure is
prescribed by assumption onW, but that this is not the case for black vertices. Therefore, for
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all white vertices w, the automorphisms αw must preserve the unmarked peripheral structure
of their adjacent edge groups, in order to be part of an extension adjustment.
By assumption (1a), for each white vertex w, one can compute a finite list of automor-
phisms tαw,iu of the vertex group Γw realizing the orbit of any given marking Ampwq of Aw
under OutpΓw,Awq. For each choice of representatives, one for each w PWV pXq, from the fi-
nite collections of automorphisms tαw,i, w PWV pXqu, we need to decide whether there exists
a collection of automorphisms tαb, b P BV pXqu that can complete an extension adjustment
(for a certain choice of conjugating elements ge, e P EpXq.)
For that we use the solution given to the orbit problem on tuples of tuples under auto-
morphisms of black vertex groups given by assumption (2a.) Indeed, given a black vertex b,
and e an adjacent edge (tpeq “ b) whose other end is a white vertex w “ tpe¯q, once chosen
a generating tuple for Γ1e, and an automorphism αw “ αtpe¯q (there are only finitely many of
these to consider), one obtains a generating tuple of Γe by chasing down the right side of
Diagram (8) that is well defined up to conjugacy; this is because g¯e has not been fixed yet.
Obtaining αb “ αtpeq so that the diagram commutes is exactly solving the orbit problem
of the conjugacy class of this tuple in Γb. However, the automorphism αb should make the
diagrams associated to all edges adjacent to b commute; this is exactly solving the orbit
problem of a tuple of conjugacy classes of tuples, or the mixed Whitehead problem, in
Γw. 
5. Orbits of markings in rigid relatively hyperbolic groups
In this section we show how assumption (1a) of Proposition 4.5 is satisfied by relatively
hyperbolic groups with residually finite parabolic groups in which congruences effectively
separate the torsion in the outer automorphism groups. This will reduce the isomorphism
problem for relatively hyperbolic groups to algorithmic problems in the parabolic subgroups
thus yielding the main result.
5.1. Computing orbits via Dehn fillings and congruences. Consider the class G of
groups with an unmarked ordered peripheral structure, pG,Puoq, such that
‚ G is finitely presented, and pG,Puoq is relatively hyperbolic,
‚ groups of Puo lie in a class of infinite, residually finite groups, with congruences
effectively separating torsion (see Definition 5.5),
‚ pG,Puoq admits no splitting over an elementary subgroup.
Our main objective here is the following. Recall the terminology introduced in Section
2.1.
Proposition 5.1. There is an algorithm that, given pG,Puoq in the class G and any mark-
ing Pm of the peripheral structure Puo, computes the orbit of Pm under OutpG,Puoq, or
equivalently computes a set of coset representatives of
OutpG,Puoq{OutpG,Pmq
in OutpG,Puoq.
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In order to compute a system of representatives of OutpG,Puoq{OutpG,Pmq in OutpG,Puoq,
we will prove that there is a Dehn filling of G, cofinite in the parabolic subgroups, that in-
duces a bijection OutpG,Puoq{OutpG,Pmq Ñ OutpG¯, P¯uoq{OutpG¯, P¯mq. This helps because
we can compute the various groups associated to automorphism of hyperbolic groups. In
particular, we can explicitly find OutpG¯, P¯uoq{OutpG¯, P¯mq.
The stages of the proof will be as follows. First, we need to define the map
pi : OutpG,Puoq{OutpG,Pmq Ñ OutpG¯, P¯uoq{OutpG¯, P¯mq.
Surjectivity will be achieved by invoking [DG18], and the limit argument there. Our main
task is to show injectivity, and for that, we will push the situation into the parabolic groups,
see Diagram (10.) The assumption of congruences separating the torsion will be sufficient
to ensure that for sufficiently deep Dehn fillings, the map pi will be injective.
The next difficulty is to show that the vertical arrows of the diagram are well defined.
The left vertical arrow is well defined because the infinite maximal parabolic subgroups of a
relatively hyperbolic group are self-normalized. In a hyperbolic Dehn filling, however, since
the group is hyperbolic relative to a collection of finite groups, the situation is not so clear.
We will show that this is also the case for sufficiently deep Dehn fillings by examining the
geometry more closely.
5.1.1. The map pi : OutpG,Puoq{OutpG,Pmq Ñ OutpG¯, P¯uoq{OutpG¯, P¯mq. The operation of
Dehn fillings is an important tool. In the context of relatively hyperbolic groups, it was first
studied by Osin, and by Groves and Manning.
Theorem 5.2 ([Osi07, GM08, Dehn filling theorem]). Let pG, trP1s, . . . , rPksuq be a relatively
hyperbolic group. There exists a finite set X in Gzt1u such that whenever Ni Ÿ Pi avoids X,
the image of Pi in the group G{xx
Ť
iNiyy is canonically Pi{Ni, and G{xx
Ť
iNiyy is hyperbolic
relative to trP1{N1s, . . . , rPk{Nksu.
In this case, we say that G{xxŤiNiyy is a Dehn filling of G by K “ xxŤiNiyy. A sequence
of Dehn fillings by Kn “ xx
Ť
iNi,nyy is called cofinal if
Ş
nKn “ t1u. A convenient property
of Dehn fillings is that the cofinality of Kn is equivalent to the cofinality of each Ni,n:
@i,ŞnNi,n “ t1u (see for instance [DGO17, Theorem 7.9].)
In the following, pG, trP1s, . . . , rPksuq will be a relatively hyperbolic group. Si will be
a finite generating set of Pi, so that Puo “ prP1s, . . . , rPksq, and Pm “ prS1s, . . . , rSksq are
respectively the unmarked ordered peripheral structure, and the marked peripheral structure
on G associated to P (and the implicit choices.) We first set the stage and define pi.
Lemma 5.3. Let Ni Ÿ Pi be a characteristic subgroup of Pi. Let G¯ “ G{xx
Ť
iNiyy, P¯uo “
prP1{N1s, . . . , rPk{Nksq, and P¯m “ prS¯1s, . . . , rS¯ksq. Then, the quotient map G Ñ G¯ induces
a morphism pi : OutpG,Puoq Ñ OutpG¯, P¯uoq, that sends OutpG,Pmq inside OutpG¯{P¯mq.
Proof. If an automorphism ϕ of G preserves rPis, it has the same class in OutpGq than
an automorphism preserving Pi, and therefore Ni, since the later is characteristic in Pi. It
follows that ϕ preserves rNis. If this happens for all i, ϕ thus defines an element ϕ¯ of OutpG¯q,
40 FRANC¸OIS DAHMANI AND NICHOLAS TOUIKAN
and it preserves P¯uo. The map pi : OutpG,Puoq Ñ OutpG¯, P¯uoq hence defined is clearly a
homomorphism. If ϕ preserves rSis, ϕ¯ preserves rS¯is. 
Lemma 5.4. Assume that pG,Puoq is a relatively hyperbolic group that does not split over
an elementary subgroup. Then, there exists a finite set X 1 in Gzt1u such that whenever
one chooses, for each i, Ni Ÿ Pi avoiding X 1, characteristic and of finite index in Pi, the
homomorphism pi : OutpG,Puoq Ñ OutpG¯, P¯uoq is surjective.
Proof. We argue by contradiction. We invoke [DG18, Theorem 5.2] (applied to G “ G1)
which says that if pG,Puoq is a relatively hyperbolic group that does not split over an
elementary subgroup, then for any cofinal sequences of Dehn fillings by Kn, and any sequence
of automorphism ϕn : pG{Kn, P¯nq „Ñ pG{Kn, P¯nq, there is an automorphism ϕ : pG,Pq „Ñ
pG,Pq that induces, for infinitely many n, a composition of ϕn with a conjugation.
Let X 1n, pn P Nq be an exhaustion of Gzt1u by finite sets. By assumption, there is an
associated Dehn filling by characteristic finite index subgroups of Pi, such that the homo-
morphism pi : OutpG,Puoq Ñ OutpG¯n, ¯pPuoqnq is not surjective, and in which X 1n survives.
One can produces a sequence ϕn of automorphisms of pG¯n, ¯pPuoqqn, by choosing an automor-
phism not in the image, for each n. [DG18, Theorem 5.2], that we just recalled provides an
automorphism ϕ : pG,Pq „Ñ pG,Pq that induces, for infinitely many n, a composition of ϕn
with a conjugation. That is a contradiction. 
5.1.2. Injectivity of pi: Congruences separating the torsion. The next lemma will serve to
introduce the separation of torsion by congruences. If P0 is a finite index characteristic
subgroup, we call P0-congruence the quotient map P Ñ P {P0. Note that, because P0 is
characteristic, this quotient map induces a homomorphism OutP Ñ OutP {P0. Its kernel is
called a P0-congruence subgroup of OutP (in generalization of the case P “ Zn.)
The desirable property is the existence of torsion-free congruence subgroups.
Definition 5.5. Given a group P , and a characteristic finite index subgroup P0, we say that
the P0-congruence separates the torsion of Out pP q if the P0-congruence subgroup of Out pP q
is torsion free. In a class of groups, congruences separate the torsion if for each group P
in this class, there is a congruence in P that separates the torsion of OutpP q. In a class
of groups, congruences effectively separate the torsion if there is an algorithm that, given a
presentation of a group in the class, produces a congruence separating the torsion.
Remark 5.6. Let us emphasize that this is a property of outer automorphisms groups. In
the abelian group Zn, congruences separate the torsion of GLpn,Zq, and more precisely, that
the kernels of the quotient on GLpn,Z{pZq are torsion-free for p ě 3, by a classical theorem
of Minkowski.
Lemma 5.7. Let P be a group in which congruences separate the torsion. Whenever one
chooses N Ÿ P characteristic, of finite index, inside a congruence group separating the
torsion, the quotient map P Ñ P {N induces a map c : OutpP q Ñ OutpP {Nq with torsion
free kernel.
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Proof. The map c is well defined since N is characteristic. By definition of congruences
separating the torsion, there exists N0 characteristic, of finite index such that c0 : OutpP q Ñ
OutpP {N0q has torsion free kernel. If N ă N0 is characteristic in G, the map c0 : OutpP q Ñ
OutpP {N0q factorizes through OutpP q cÑ OutpP {Nq Ñ OutpP {N0q. It follows that ker c Ă
ker c0 is torsion-free. 
5.1.3. Injectivity of pi: the diagram. Our aim is to obtain a well defined commutative diagram
(10)
OutpG,Puoq{OutpG,Pmq πÝÑ OutpG¯, P¯uoq{OutpG¯, P¯mq
? Ó Ó?ś
OutpPiq ‘ciÝÑ
ś
OutpP¯iq.
in which the vertical arrows are injective.
The reader can already see how the diagram will help to prove that pi is a bijection, under
suitable assumptions. Indeed, we established the surjectivity of pi (in deep enough Dehn
fillings), and the torsion-freeness of the kernel of ‘ci. If the left vertical arrow is injective,
and OutpG,Puoq finite, the bijectivity of pi will follow.
Proposition 5.8. Let G be a group, and P ă G. Assume that P is its own normalizer
in G. Then, the inclusion P Ñ G induces a homomorphism r : OutpG, prP sqq Ñ OutP .
Moreover, the kernel of this homomorphism is precisely OutpG, prSsqq for some (any) tuple
S generating P .
Proof. Take any automorphism α of G preserving the conjugacy class of P . There is g such
that, if adg denotes the conjugation by g, the automorphism adg ˝α preserves P . There is no
uniqueness of g, but for any other choice g1, the element g´1g1 normalizes P , hence is in P
by assumption. It follows that the automorphisms adg ˝α and adg1 ˝α coincide in OutpP q. It
is then straightforward to check that this map AutpG, rP sq Ñ OutpP q is a homomorphism.
The kernel of this homomorphism is precisely the subgroup of AutpG, rP sq that induces
some conjugation by an element of G on P . The claims follow. 
The left vertical arrow of Diagram (10) is therefore well defined and given by:
Corollary 5.9. If pG,Puoq is a relatively hyperbolic group, with Puo “ prP1s, . . . , rPksq and
each Pi is infinite, then for all i, the restriction induces a homomorphism ri : OutpG,Puoq Ñ
OutpPiq, such that kerp‘riq is OutpG,Pmq. In particular, the restriction induces an injective
homomorphism
OutpG,Puoq{OutpG,Pmq Ñ
ź
i
OutpPiq
Proof. By Proposition 2.4, in a relatively hyperbolic group, peripheral subgroups are their
own normalizers, and Proposition 5.8 can be applied. 
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5.1.4. Injectivity of pi: the last arrow of the diagram. The last brick of the proof is to obtain
the right vertical arrow of Diagram (10), and for that, again by Propositions 5.8, it suffices
to show that, for sufficiently deep Dehn fillings, Pi{Ni is its own normalizer in G¯.
For that, we need to examine the geometry of the Dehn fillings more closely. Let us
introduce the group Kn that is the kernel of the Dehn filling by the groups Nipnq that are
intersections of all index ď n subgroups of Pi. If the groups Pi are residually finite, the Dehn
fillings by the groups Nipnq satisfy the assumption of Theorem 5.2 for n large enough, and in
particular, Pi XKn “ Nipnq. We sometimes write trP1{N1pnqs, . . . , rPk{Nkpnqsu “ P{N pnq
for brevity.
We will also need to manipulate a good space on which G{Kn acts. In order to comply
with some conventions used in some constructions in [DGO17], we introduce δc a certain
positive constant, whose value can be found in [DGO17, §5], but which is actually irrelevant
for us. Note that, in the definition of relative hyperbolicity, one can, up to rescaling, assume
that the space X is δc-hyperbolic.
Thus, start with δ ď δc, and with a δ-hyperbolic proper space X as in Definition 2.2, and
endow it with a 105δ-separated invariant family of horoballs H. Given R, we construct the
parabolic cone-off space 9XR as in [DGO17, §7.1, Definition 7.2], which is as follows.
First choose HR an invariant system of 10
5δ `R-separated horoballs, obtained by taking
sub-horoballs of those in H. For each horoball H in HR, let BH be its horosphere, BH “
HzH˚. Fix r0 ě rU , where rU is a constant whose value can be found in [DGO17, §5.3] (it is
3ˆ 109 ` 1.) Let 9X be the cone-off of X along each H P HR, defined in [DGO17, §5.3], for
the parameter r0, and let A be its set of apices. For a P A, let Ha its corresponding horoball
in X , and 9Ha, the cone on Ha, is a subset of 9X . For each pair of points p, q in BHa and
each geodesic rp, qs of 9Ha (for the intrinsic metric) avoiding a, consider the set Trp,qs Ă 9Ha
to be the convex hull of ra, ps Y rp, qs Y rq, as in 9Ha. For every other pair of points, i.e. for
any connecting geodesic a P rp, qs , then Trp,qs “ rp, qs. We define BHa to be the union of all
Trp,qs, for p, q in BHa and rp, qs a geodesic.
The parabolic cone-off, as defined in [DGO17, Definition 7.2], is then
9XR “
˜
9Xz
ď
aPA
9Ha
¸
Y
˜ď
aPA
BHa
¸
The space 9XR is geodesic and locally compact everywhere except at the apices (see the
comment before [DGO17, Definition 7.2].) Also, by [DGO17, Lemma 7.4], the space 9XR is
16δu-hyperbolic, for some universal constant δu.
Fix R ą 0. Then, by [DGO17, Proposition 7.7], for n large enough, Kn is the group of
a so-called separated very rotating family on 9XR, and by [DGO17, Proposition 5.28] the
quotient Xn of the space 9XR by the action of Kn is 60000δ-hyperbolic, and the action of
G{Kn on Xn is metrically proper, co-bounded. Recall that A is the set of apices of 9XR, and
A is its image in the quotient Xn.
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Lemma 5.10. For n ě 1, the action of G{Kn on XnzA is free.
Proof. Assume that g¯ fixes a point x¯ P Xn that is not an apex, and choose a preimage x of
x¯. Then, g¯ has a preimage g that fixes x P 9XR, hence also the (unique) projection of x on
X . Since the action on X is free, g is trivial. 
Lemma 5.11. There exists an integer n0 such that, for all ball B Ă XzH, of radius 1000δ,
and any orbit Gx, the set GxXB has at most n0 elements. Moreover, for any n ě 1, and for
any ball B¯ Ă pXzHq{Kn Ă Xn of radius 1000δ, and any orbit pG{Knqx¯, the set pG{Knqx¯XB¯
has at most n0 elements.
Proof. The first claim follows from the fact that the action of G on XzH is metrically proper.
For the second claim, one can lift B¯ as a ball B in XzH, and the full preimage of the orbit
pG{Knqx¯ is itself an orbit. The estimation follows. 
Proposition 5.12. Let pG, trP1s, . . . , rPksuq be a relatively hyperbolic group. Assume that
each Pi is infinite, residually finite. For all n, let Kn be the n-th Dehn kernel as above.
Then, for n large enough, the groups P¯i “ Pi{pKnXPiq are their own normalizers in G{Kn.
Moreover, there is an algorithm that, given n, will terminate if and only if G{Kn is hyperbolic
and the groups P¯i are their own normalizers.
Proof. By definition of the parabolic subgroups, the fixator of the apex ai P 9XR associated
to the horoball preserved by Pi is precisely Pi in G. Therefore the fixator of a¯i is exactly
P¯i “ Pi{pKn X Piq. The first step is to show the other inclusion. This next lemma implies
that P¯i is its own normalizer, since the normalizer preserves the set of fixed points.
Lemma 5.13. P¯i fixes only one point in Xn.
Proof. Let p¯ be non trivial in P¯i, of maximal order. We claim that if n is large enough, p¯ is
of order greater than n0, the constant given by Lemma 5.11.
The proof of the claim is easier if Pi has an infinite order element p: by residual finiteness
of Pi, the n0-th power of p in Pi survives in a certain finite quotient P¯i, forcing the maximal
order of elements of P¯i to be larger than n0. If Pi has no infinite order element, since Pi is
finitely generated, infinite, residually finite, the solution to the restricted Burnside problem
states that there is no upper bound on the order of its elements. A similar argument then
concludes; the claim is established.
Assume that p¯ fixes x¯ P Xn, different from a¯i. Recall (Lemma 5.10) that G{Kn acts freely
on XnzA, and therefore, x¯ has to be the image of an apex. We may choose x¯ so that dpx¯, a¯iq
does not exceed infx1 dpx¯1, a¯iq `R{100, for x1 ranging over the set of points fixed by p¯.
Consider a geodesic segment ra¯i, x¯s. Let us show that it contains no apices. If z¯ was
such an apex, then p¯z¯ would be another image of an apex on the geodesic p¯ra¯i, x¯s, which
is another geodesic joining ra¯i, x¯s. Using that Xn is 200δ-hyperbolic, one easily obtains
that dXnpz¯, p¯z¯q ď 500δ, but image of apices are R{2-separated, which implies that z¯ “ p¯z¯.
Moreover, being on the geodesic, z¯ is at least R{2-closer to a¯i than x¯. This contradicts the
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minimality of dX¯npa¯i, x¯q among the fixed points of p¯. Thus, there is no other image of apex
in ra¯i, x¯s.
Now we may lift ra¯i, x¯s as a connected path in 9XR starting from ai (there is a choice of first
edge, in an orbit under KnXPi, but once this first edge is chosen, the lift is determined, since
one never pass through an apex, the only points whose stabilizers non-trivially intersect Kn.)
Let x the end point of this path rai, xs, which is necessarily a geodesic, since any shorter
path gives a shorter path in Xn.
By separation of the horoballs in X , there is, on the geodesic rai, xs, a point y that is in
the original space XzH. Let y¯ be its image in ra¯i, x¯s. Since for all k, p¯k fixes both a¯i and x¯,
it has to move y¯ at distance at most 5δ¯ from itself, where δ¯ is the hyperbolicity constant of
Xn. However, δ¯ ď 1000δ where δ is the hyperbolicity constant of X . Therefore, the sequence
p¯ky¯ stays in the ball centred at y¯ of radius 1000δ, which, by the local injectivity property
of the quotient map, is isometric to Bpy, 1000δq Ă X , and in which the injectivity radius of
G{Kn is the same as G. It follows that, by definition of n0, there is some power k ď n0 such
that p¯ky¯ “ y¯. However, y¯ is not the image of an apex, and by Lemma 5.10, p¯k “ 1, thus
contradicting that the order of p¯ was greater than n0.

The lemma proves the first assertion of the proposition. For the final assertion of the
proposition, let us invoke Papasoglu’s algorithm [Pap96] that will terminate if G{Kn is
hyperbolic, and if so, [DG11, Lemma 2.5] will compute generating sets of the normalizers of
each P¯i (which are easily checked to belong or not to belong to the finite group P¯i.) 
Proposition 5.14. Assume that OutpG,Puoq{OutpG,Pmq is finite, and that groups in Puo
have congruences separating the torsion. Consider a Dehn filling of G by K “ xxŤiNiyy.
Assume G¯ “ G{K is hyperbolic, and Pi{Ni is its own normalizer in G{K. If all Ni are
characteristic, of finite index, and in congruence subgroups of Pi separating torsion, then
the homomorphism pi : OutpG,Puoq{OutpG,Pmq Ñ OutpG¯, P¯uoq{OutpG¯, P¯mq induced by the
quotient map is an injective.
Proof. By Lemma 5.3, the homomorphism pi is well defined. By Lemma 5.4 it is surjec-
tive. By Corollary 5.9, the left vertical arrow of Diagram (10), say ρ, is injective, and
induced by restriction. Since OutpG,Puoq{OutpG,Pmq is finite, and ker‘ci is torsion free
(by Lemma 5.7), the composition ‘ci ˝ρ is injective. The right vertical arrow is well defined,
by Proposition 5.12 and 5.8. The diagram is clearly commutative, hence it follows that pi is
injective. 
This proves our structural feature, Proposition 1.5.
Corollary 5.15. Assume that OutpG,Puoq{OutpG,Pmq is finite, and that groups in Puo are
residually finite, and have congruences separating the torsion. Then there is a Dehn filling
by groups Ni characteristic in Pi, of finite index, such that the map pi is an isomorphism.
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Proof. Lemma 5.4 guarantees that deep enough Dehn fillings will make pi surjective. On the
other hand, Proposition 5.12 ensures that for deep enough Dehn fillings, Proposition 5.14
can be applied, and this ensures the injectivity. 
5.1.5. Proof of Proposition 5.1. We can now prove Proposition 5.1.
Proof of Proposition 5.1. On the one hand, the algorithm searches for classes of automor-
phisms in OutpG,Puoq modulo OutpG,Pmq, and enumerates them in a list L. On the other
hand, the algorithm computes a number n0 so that congruences by characteristic subgroups
of index larger than n0 separate the torsion, in the parabolic subgroups (this is possible
thanks to the assumption of effective separation of torsion by congruences.) Then, in par-
allel, for incrementing n ě n0, the algorithm tries to certify that n is suitable for applying
Proposition 5.14 (this is done by the last point of Proposition 5.12.) It may happen that
for some n, the certification procedure does not terminate, but we know by the first point
of Proposition 5.12 that it will terminate if n is large enough (hence the reason why we
perform this certification in incrementing parallel.) For each n which is certified suitable for
the conclusion of Proposition 5.14, the algorithm computes pG{Kn,Puo{Ppnqq (which is thus
certified hyperbolic) and also computes its outer automorphism group by [DG11, Theorem
8.1]
Proposition 5.14 guarantees that for all certified n, and at every state of the enumeration
of the list L (in particular when it is complete), L naturally embeds (injectively) in
OutpG{Kn,Puo{Ppnqq{OutpG{Kn,Pm{Ppnqq.
Lemma 5.4, on the other hand, guarantees that, for some n, this embedding is a bijection.
When that happens, we are done: the list covers representatives of the cosets
OutpG{,Puoq{OutpG{,Pmq.

6. Solving the isomorphism problem
In this section we will provide a proof of Theorem 1.6. We will start with the one-ended
case
6.1. The proof of the one-ended case of Theorem 1.6.
Theorem 6.1 (Main result, one-ended case). Let C be a heriditarily algorithmically tractable
class, with algorithmically bounded torsion, satisfying the following properties:
‚ all groups in C are residually finite,
‚ the isomorphism problem is solvable in C,
‚ in C, congruences effectively separate the torsion (see Definition 5.5),
‚ the mixed Whitehead problem is solvable in C (see Definition 7.16.)
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There is an algorithm which decides if two explicitly given virtually torsion-free relatively
hyperbolic groups pG1,P1q, pG2,P2q one-ended, and whose peripheral subgroups belongs to C,
are isomorphic as groups with unmarked peripheral structure.
Proof. Given two such one-ended relatively hyperbolic groups pG1,P1q, pG2,P2q, with a finite
generating set for each representative of maximal parabolic subgroup, we need to check
whether they are isomorphic as groups with unmarked peripheral structure.
By Corollary 3.35 we can compute the canonical JSJ decompositions Xi for pGi,Piq, with
maximal elementary black vertex groups, and white vertex groups are either rigid or pQHq.
By criterion (iii) of Lemma 3.24, Gi is hyperbolic relative to the augmented peripheral
structure pPiqXi as well, and Xi is essentially peripheral for this structure.To avoid handling
too many peripheral structures at different places, it is convenient to turn this splitting into a
peripheral one, and we do that canonically as follows. On each white vertex v of Xi, we may
compute the induced peripheral structure on its group Γv as follows: we know the images
of the adjacent edge groups, and for each representative of group in Pi, by enumeration, we
may find a vertex containing one of its conjugates; thus we may find the list of peripheral
subgroups that have a conjugate in Γv. According to Lemma 2.20, this is the induced
peripheral structure.
For each conjugacy class of peripheral subgroups P ă Γv that are not yet conjugated to
an edge group, we may refine Xi by appending an inessential black vertex, with an edge
to this white vertex v, both whose groups are P with the natural attaching maps. This
produces peripheral splittings X1i of pPiqXi . By Proposition 3.6 (5) this splitting is canonical;
therefore pG1,P1q and pG2,P2q are isomorphic if and only if X11 and X12 are isomorphic as
graphs-of-groups.
We may list all the isomorphisms of the underlying graphs of X11 and X
1
2, and the possible
orderings of the unmarked structures P1 and P2, and proceed in parallel for each choice of
them. This way, we reduce to the case of two structures of graphs of groups on the same
underlying graph.
According to Proposition 4.5, in order to check whether these decompositions are iso-
morphic it is enough to solve, in black (elementary) vertex groups, the mixed Whitehead
problem, and the isomorphism problem, and, in the white vertex groups, the isomorphism
problem (of groups with unmarked ordered peripheral structures) and the orbit problem for
markings. The assumptions on the parabolic groups readily guarantee that the two first
problems (on black vertex groups) are solvable.
For white vertex groups, let us differentiate whether the groups to compare are rigid or
pQHq non rigid (whether they belong to a class or the other can be decided by Theorem
3.28, but actually, at this stage, we know which vertex groups are rigid.) Let us consider
first rigid groups. By Bowditch’s Theorem 2.21, since X1i is peripheral, these rigid vertex
groups are hyperbolic relative to the peripheral structure induced by pPiqXi. To show that
(1b) in Proposition 4.5 (the isomorphism problem) is satisfied, we use one of the main result
of [DG18].
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Theorem 6.2. [DG18, Theorem 6.1] There is an algorithm which decides if two explicitly
given finitely presented relatively hyperbolic groups pG,Pq, pH,Qq (given by finite presenta-
tions, and finite generating sets of conjugacy representatives of the peripheral structure) are
isomorphic (as groups with unmarked peripheral structure), provided P, Q consist of infinite
residually finite groups and that pG,Pq, pH,Qq are rigid, non elementary.
In [DG18], the algorithm is given explicitly. As for the requirement (1a) of Proposition
4.5 (the orbit problem for markings), the assumption on the congruences separating torsion
allows us to use Proposition 5.1, which solves this algorithmic problem.
Let now us consider pQHq white vertex groups. In the torsion-free case, deciding isomor-
phism is a matter of identifying the surface, and the orbit problems for markings is easy, since
the peripheral groups are infinite cyclic; two different markings are either equal, or opposite
in each boundary components (in which case, they are in the same orbit under the automor-
phism group), or they differ on certain but not all boundary components, in which case they
are in the same orbit if and only if the surface is not orientable. In the non torsion-free case,
we may use the main result of [DG11], since these groups are hyperbolic, with peripheral
structure consisting of virtually abelian groups (which have finite computable automorphism
groups.) One can make a list of possible markings of the peripheral subgroups (in a given
orbit under automorphisms) and check by [DG11] which configurations are reached by an
automorphism of the ambient pQHq group.
Thus, one may apply Proposition 4.5, and decide whether X11 and X
1
2 are isomorphic
graphs of groups. As already discussed, this allows to decide whether pG1,P1q and pG2,P2q
are isomorphic. 
6.2. The many ended case of the proof of Theorem 1.6. Given two Dunwoody-
Stallings decompositions with isomorphic underlying graphs, we can use Theorem 6.1 to
decide if corresponding vertex groups are isomorphic. We now want to use Proposition 4.4
to reduce the isomorphism problem to finding a suitable extension adjustment. Although
the fundamental idea is in the same vein as the one-ended case, there is one important dis-
tinction: unlike parabolic groups, finite subgroups may have strictly larger normalizers. We
therefore start by examining the normalizers of non parabolic finite subgroups of relatively
hyperbolic groups.
6.2.1. On normalizers and conjugators of finite subgroups. Throughout this section assume
that pG,Pq is relatively hyperbolic where the groups in P are finitely presented and in which
we can solve the word problem. Let X be the Groves-Manning space with combinatorial
horoballs. By Lemma 2.12 we can algorithmically determine a Gromov hyperbolicity con-
stant δ, construct arbitrarily large balls in X and compute the partial action of G on these
balls.
Lemma 6.3. Let F ď G be the intersection of distinct parabolic subgroups. Then it is
virtually self-normalized i.e. rNGpF q : F s ă 8 and we can compute a generating set of
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NGpF q. Furthermore given two finite subgroups F, F 1 that arise as intersections of parabolic
subgroups, we can determine whether they are conjugate.
Proof. Let F “ Şmi“1 Pi, where Pi P P (here assume P is closed under conjugation.) Then
there is a collection of horoballs Hi Ă X such that the set of vertices I “ V p
Şm
i“1Hiq ‰ H.
The group F acts on I, which is a finite set. The normalizer of F is the set of elements of
g P G such that g ¨ I “ I, which can be computed by constructing a ball in X that contains
I and the identity.
To prove the second claim let I be the set of vertices constructed above and let I 1 be the
analogous set of vertices constructed for F 1. The finite subgroups are conjugate if and only
if I 1 can be translated to I by an element of G. This can be seen by constructing ball in X
containing I, I 1 and the identity. 
To examine non-parabolic subgroups we need the following lemma which is classical, for
instance a variation of [BH99, Lemma III-Γ-3.3], or for the proposed formulation, see the
elementary argument in the proof of the main theorem of [BG96].
Lemma 6.4. Let Z be a subset of a δ-hyperbolic space that consists of the orbit of a single
point under the action of some finite subgroup F . Let β be a geodesic between two furthest
points in Z and let mβ denote its midpoint. Then the diameter of the orbit F ¨mβ is at most
3δ.
Lemma 6.5. Let F ď G be a finite non-parabolic subgroup. Then the following hold.
(1) The set of F -almost fixed points (see [Lia13])
XF “ tx P X | diam pF ¨ xq ď 3δ ` 1u
is 3δ ` 1-quasiconvex in X.
(2) XF is contained in the complement of the horoballs of depth 3δ.
Proof. Let x, y be in XF and suppose they are at distance more than 3δ`1 from one another.
Let α : r0, ts Ñ X be a geodesic connecting αp0q “ x and αptq “ y and denote by mα the
midpoint of α. For any g P F we have by hypothesis
d pαp0q, g ¨ αp0qq , d pαptq, g ¨ αptqq ď 3δ ` 1.
Now it is an easy consequence of δ-thinness and the properties of geodesic quadrilaterals
that dpmα, g ¨mαq ď 5δ ` 1. Let Z “ F ¨mα. There is some gm P F such that the geodesic
γm “ rmα, gm ¨mαs realizes the maximal distance between two points in Z. By Lemma 6.4
the midpoint of γm is an F -almost fixed point; thus there is an almost fixed point a distance
at most 5δ`1
2
ď 3δ from mα. The closest vertex is therefore a distance at most 3δ ` 1. This
proves (1.)
To see (2), note that G maps horoballs to horoballs of the same depth. If x P XF was at
depth more than 3δ inside a horoball H then every fx, f P F must still lie in H since all
other depth 3δ horoballs must be at distance at least 6δ ą 3δ ` 1 from x. It follows that
F ¨H “ H which implies that F is parabolic; contradiction. 
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Lemma 6.6. Let F be a finite non-parabolic group, let X be the Groves-Manning space, and
let Z “ F ¨ x be an orbit. Suppose there is some translate such that
k ¨ Z X Z ‰ H.
Then k P F .
Proof. This follows immediately from the fact that the action on X is free. Let y P ZXk ¨Z.
Then k´1 ¨y “ h ¨y for some h P F , since Z is an F -orbit. It follows that kh ¨y “ y ñ kh “ 1
by freeness of the action and the result follows. 
Lemma 6.7. Let pG,Pq, X and δ be as the statement of Lemma 2.12. Then it is possible
to construct a representative with respect to translations by elements of G of every set of
vertices Z with N elements of diameter at most 3δ ` 1 lying in the complement of the depth
3δ ` 1 horoballs.
Proof. We first note that any such set can be translated under the action of G into a ball B
of radius 6δ ` 2 about the vertex x1 representing the identity in X . By Lemma 2.12 we can
construct this ball and take all sets of cardinality N with diameter at most 3δ ` 1. 
Definition 6.8 (N -bounded and congruent). A set such as appears in the statement of
Lemma 6.7 is called N-bounded. If Z,Z 1 are subsets of X and there is some g P G such
that g ¨ Z “ Z 1, then the sets are called G-congruent. We denote by KN the number of
G-congruence classes of N -bounded sets.
Definition 6.9. Let F ď G be a finite non-parabolic-subgroup and let x P X . The G-
congruence class of the orbit F ¨ x is called the F -type of x and is denoted tporbF pxq.
Lemma 6.10. Let x, y P XF be almost fixed points and suppose that tporbF pxq “ tporbF pyq.
Then there is k P NGpF q such that k ¨ x “ y.
Proof. By hypothesis there is some k P G such that k ¨ pF ¨ xq “ F ¨ y. It follows that kFk´1
acts transitively on F ¨ y, which by Lemma 6.6 implies that kFk´1 “ F . 
Corollary 6.11. The normalizer NGpF q acts on XF the set of almost fixed points and the
orbits of this action are in bijective correspondence with the F -types of points in XF .
Lemma 6.12. For any element xF of XF and any F -type realized by an element of XF there
is an element y P XF at distance less than 27K|F |δ from xF realizing that F -type.
Proof. Let α : r0, ts Ñ X be the geodesic from αp0q “ xF to αptq “ y which is closest to
xF of the desired type. Suppose towards a contradiction that it was longer than 27K|F |δ.
Subdivide α into non-overlapping segments αj of length 9δ. By Lemma 6.5 for each αj
there is a point zj P XF at distance at most 3δ ` 1 from αj . By hypothesis there must be
segments α1, α2, α3 with increasing distance from xF , and the 3δ ` 1-close F -almost fixed
points zj1, zj2 , zj3 have the same F -type. It follows that there is some h P NGpF q such that
h ¨ zj3 “ zj1 . Let β be the geodesic from zj3 to y and let γ be the concatenation of a geodesic
from xF to zj1 and h ¨β. The endpoints of β are in XF and the translate h ¨ y is by definition
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of the same F -type as y. Now |γ| ď |α|´ p9δ´ 2p3δ` 1qq ă |α| contradicting the minimality
of the length of α. The result follows. 
Proposition 6.13. Given a finite non-parabolic group F ď G we can find a generating set
of its normalizer NGpF q. In particular it is a set of element that move an almost fixed point
xF of F a distance at most 54K|F |δ.
Proof. Fix xF an almost fixed point of F . Since F is finite non-parabolic xF is a depth
at most 3δ inside a horoball. It now follows from Lemma 6.12 and the standard argument
for quasiconvex subgroups of hyperbolic groups that NGpHq is generated by a collection
of elements that translate xF a distance of at most 54K|F |δ. The result now follows from
Lemma 2.12. 
This next result resembles work of Bumagin, however here we deal with finite subgroups
instead of individual elements.
Lemma 6.14 (c.f. [Bum15, Theorem 1.1]). Let X be a Groves-Manning space for pG,Pq, let
it be δ-hyperbolic. Let K “ KN be as in Definition 6.8 where N is the maximal cardinality of
a non-parabolic finite subgroup. There are computable constants A “ ApK, δq, B “ BpK, δq
that satisfy the following: if F,H are conjugate non-parabolic finite subgroups of G given as:
F “ tf1, . . . , fru, H “ th1, . . . , hru
and if ϕi “ r1, fi ¨ 1s and ηj “ r1, hj ¨ 1s are geodesics in X the Groves-Manning space, then
we can find a conjugator k, with kFk´1 “ H, such that if κ “ r1, k ¨ 1s is a geodesic then
(11) |κ| ď A
ˆ
max
i
|ϕi| `max
j
|ηj |
˙
`B.
In particular the constants A and B can be computed from a sufficiently large ball in X
around the identity.
Proof. By Lemma 6.5 item (2), any finite group F has a conjugate F0 that has an almost
fixed point x0 which is a distance at most 3δ directly above (in a horoball) the vertex 1,
representing the identity, in X .
Now let xF P XF be an F -almost fixed point in the same G-orbit as x0 that is as close
as possible to 1 and let β be the geodesic connecting 1 to xF and let κ be concatenation
β ¨ β` where β` is the vertical path from xF to a vertex representing a group element k
directly below xF . It follows from Lemma 6.6 and the freeness of the action of G on X that
k´1Fk “ F0.
Claim: κ is not much longer than maxi |ϕi|. We have already seen that |κ| ď |β|`3δ. For
each fi P F take the geodesic αi “ rxF , fi ¨ xF s. By definition of XF we have |αi| ď 3δ ` 1.
Consider the quadrilaterals, viewed as sets,
Qi “ β Y αi Y pfi ¨ βq Y ϕi.
To prove our claim we need to show that |β| is not much more than the longest |ϕi|. Suppose
towards a contradiction that this was not the case, i.e. that |β| is much longer than |ϕi| for
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all i. Then in this case all quadrilaterals Qi must have a long thin β-pinching component.
Specifically the approximating tree (see [GdlH90, Chapitre 2 §2]) will be of the following
form:
ϕi
β fi ¨ β
αi
x¯
p fi ¨ p
m¯
ϕi
fi ¨ β
αi
β
x
x˚
fi ¨ x2δ
p fi ¨ p
where x, x˚ are preimages of some point x¯ in the approximating tree, and the segment
containing x¯ is the β-pinched segment. Now dpx, x˚q ď 2δ.
Sub claim: dpfi ¨ x, x˚q ď |αi| ď 3δ ` 1. Consider the points p, fi ¨ p and m¯ shown in the
figure above. Along β and fi ¨ β, we have dpx, pq “ dpfix, fi ¨ pq. Consider the preimages m
of m¯ on the arc β and the preimage m˚ on fi ¨βi (both not shown) in the right quadrilateral.
Along the geodesic fi ¨β, we see that fi ¨x is a distance dpx, pq “ dpx¯, m¯q`dpm¯, pq from fi ¨p.
Along this same geodesic we also see that x˚ is a distance dpx˚, fi ¨pq “ dpx¯, m¯q`dpm¯, fippqq
from fi ¨ p. It follows that dpfi ¨ x, x˚q ď |dpm¯, fippqq ´ dpm¯, pq| ď |αi|; so the sub claim is
proved.
It follows that dpx, fi ¨ xq ď 5δ ` 1. Suppose now that β is three times longer than
every ϕi and αi, then the midpoint m of β is mapped to the β-pinched segment of the
approximate tree. In this case m is moved at most 5δ ` 1 by F so by Lemma 6.4 there is
an F -almost fixed point a distance at most 5δ`1
2
ď 3δ from m. It follows that if additionally
|β| ą 6δ ` 54KNδ (from Lemma 6.12) then there is a shorter geodesic γ connecting 1 to
some F´almost fixed point x1F in the same G-orbit as x0, contradicting the choice of β. The
claim is proved. Specifically |β| is bounded by a computable linear function of |maxi ϕi| with
coefficients depending on KN and δ.
Now if we are given F and H as in the statement of the Theorem, they are both conjugate
to some F0 that has almost fixed points close to the identity and the length of the shortest
conjugator from F to H is at most the sum of the lengths of the conjugators from F0 to F
and F0 to H . The result now follows. 
Proposition 6.15. Let F, F 1 be finite non-parabolic subgroups. Then there is an algorithm
that decides whether there is some k P G such that kFk´1 “ F 1. Given a presentation
G “ xZ | Ry the shortest conjugator is of word-length bounded in terms of the words defining
the elements of F , F 1, and of the hyperbolicity constant of the Grove-Manning space.
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Proof. This result follows immediately from the previous lemma and following facts. Given
a presentation G “ xZ | Ry, then the word length of an element g gives an upper bound for
the geodesic r1, g ¨ 1s in X the Groves-Manning space. Conversely X distorts the distance in
the embedded Cayley graph in a controlled exponential fashion so that if r1, g ¨ 1s “ k then
g can be written as a word in Z of length at most 2k.
So given a set of generating words of F and F 1, by Lemma 2.12 we can construct a large
enough ball Bprq about the identity in X to contain the orbit of 1 by the elements F and
F 1. We can then enlarge the radius of this ball by a computable amount, namely 2pA2r`Bq
as in (11) from Lemma 6.14 to find the shortest conjugator.
Finally, we note that the Z-word length of the shortest conjugator k is at most
22pA2m`Bq,
where m is the longest word length from our list of words representing the elements of FYF 1.

A finite subgroup is called strictly parabolic if it is parabolic, but not contained in the
intersection of two distinct parabolic subgroups.
Lemma 6.16. Suppose that we can solve the Mixed Whitehead Problem in the subgroups of
P. Then given two finite strictly parabolic subgroups F, F 1 we can determine whether there
is an element of g that conjugates F into F 1. Furthermore we can compute the action of the
normalizer NGpF q on F .
Proof. The simultaneous conjugacy problem asks if given tuples ps1, . . . , srq and pt1, . . . , trq,
whether there is an element g P G such that g´1sig “ ti. It is easy to see, by requiring
that a generating set be sent to a conjugate of a generating set, that the simultaneous
conjugacy problem is a special case of the Mixed Whitehead Problem. Given F, F 1 as in
the statement, we can use Bumagin’s result [Bum04] to determine whether F 1 is conjugate
into the same parabolic subgroup as F . Note that strict parabolicity implies that there is a
unique maximal parabolic overgroup P that could contain them both, up to conjugacy. Since
parabolic subgroups are self-normalized, the problem reduces to finitely many instances of
the simultaneous conjugacy conjugacy problem where the tuples correspond to elements of
F, F 1.
To compute the action of NGpF q on F , we take the tuple pf1, . . . , frq of elements of F and
for each ϕ P Aut pF q we take the target tuple pϕpf1q, . . . , ϕpfrqq and apply the simultaneous
conjugacy problem to decide whether ϕ can be induced by an inner automorphism of G. 
6.2.2. The many-ended case. We discuss now the case of Theorem 1.6 in which the relatively
hyperbolic groups have infinitely many ends. The case of torsion-free groups is easier and
follows from Proposition 3.27 and Theorem 6.1.
Let us turn to the case of groups with torsion. The Dunwoody Stallings decompositions
plays the role of the Grushko decomposition, however, the overall argument is significantly
more involved.
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A first difficulty is to compute a (any) Dunwoody Stallings decomposition. By Proposition
3.2, it suffices to have an algorithm that detects whether a given relatively hyperbolic group
pG,Pq in the class is one-ended or not. Consider a torsion-free finite-index subgroup pG0,P0q,
which exists by assumption, and which is computable by enumeration (of morphisms to finite
groups, and of finite subgroups ofG0.) Then pG,Pq has one end if and only if pG0,P0q has one
end, if and only if it is freely indecomposable. The later property is decidable by Proposition
3.27.
A second difficulty is the non-uniqueness of the Dunwoody-Stallings decompositions. As in
[DG11] we will treat this problem by computing orbit representatives of Dunwoody-Stallings
decompositions under the automorphism groups.
If D and D1 are two Dunwoody-Stallings splittings their vertex groups must be conjugate,
and in particular the dual Bass-Serre trees lie in the same deformation space. Because all
edge groups are properly contained in vertex groups [GL07, Proposition 7.1] and [GL07,
Theorem 7.2] immediately imply that D1 can be obtained from D by a sequence of slides.
Specifically a slide of an edge e across an edge f , where e ‰ f and for which iepΓeq is
conjugate to a subgroup of ifpΓfq, is a transformation of a graph of groups as depicted:
(12)
Γe
Γu Γf Γv
e
u
f
v
ie
if if
slide e across f
e
v
f
u
Γe
Γu
inewe
where possibly u “ v. The new monomorphism inewe : Γe Ñ Γv is given by the well defined
restriction
inewe “
`
if ˝ i´1f ˝ adge,f ˝ ie
˘ˇˇ
Γe
where ge,f P Γ conjugates iepΓeq to a subgroup of if pΓfq. Propositions 6.13, 6.15 and Lemmas
6.3, 6.16 immediately imply:
Corollary 6.17. Let pG,Pq be relatively hyperbolic where it is possible to solve the Mixed
Whitehead Problem in the parabolic subgroups. Given a Dunwoody-Stallings decomposition,
and distinct edges e, f that meet at a vertex u, it is possible to find all possible slides of e
across f .
Proposition 6.18. Let pG,Pq be relatively hyperbolic where it is possible to solve the Mixed
Whitehead Problem in the parabolic subgroups and let D be a given Dunwoody-Stallings de-
composition. There is an algorithm that finds, up to isomorphism (Definition 4.1), all pos-
sible graphs-of-groups that are obtainable from D via a sequence of slides.
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Proof. Repeatedly applying Corollary 6.17, we can enumerate all possible Dunwoody-Stallings
splittings. We now must show that we can compute a complete finite list up to isomorphism
of graphs of groups.
There are only finitely many types of underlying graphs that can be obtained via sequences
of slides. Furthermore if a sequence σ of slides induces an isomorphism of graphs such that
corresponding edge groups and vertex groups are sent to isomorphic copies, then the data
of the new graph of groups will differ only in that the boundary monomorphisms ie will be
replaced by
adgσ,e ˝ ie ˝ ϕσ,e
where ϕσ,e P Aut pΓeq is called the holonomy automorphism with respect to the slide sequence
σ, and gσ,e is the appropriate element of Γtpeq. Because the edge groups are finite it is
possible to determine whether the holonomy automorphisms are conjugations and, if so,
by Propositions 6.13, 6.15 and Lemmas 6.3, 6.16 we can determine if some splitting D1 is
isomorphic as a graph of groups to another splitting already in our list. Because there
are only finitely many possible holonomy automorphisms and only finitely many conjugacy
classes of finite subgroups that arise as the images of edge group monomorphisms, we will
eventually construct a complete finite list. 
We are now ready to prove the main result.
Proof of Theorem 1.6. Let pG,Pq, pG1,P 1q be two relatively hyperbolic groups as in the state-
ment Theorem 1.6. By Proposition 6.18, we may compare in parallel all pairs of Dunwoody-
Stallings decompositions of pG,Pq and pG1,P 1q. We cannot proceed exactly as in the proof
of the first statement of [DG11, Lemma 7.3], because we cannot find generating sets of the
automorphism groups, instead we must work with computation of orbits in Dehn fillings.
Consider D,D1, respectively, two Dunwoody-Stallings decomposition of them. Denote by
Γv,Γv1 their vertex groups (for v P V pDq, v1 P V pD1q), and by Γe,Γe1 their edge groups
(e P EpDq, e1 P EpD1q.)
Consider a marking for each edge group Γe “ Γe¯, for e P EpDq, and similarly for e1 P EpD1q
(in other words, the description of Γe as an ordered tuple of elements.) For each vertex v,
write Fv, a marked peripheral structure of Γv of the conjugacy classes of the subgroups of
adjacent edges to v in D (and similarly for D1) such that a marking of riepΓeqs in Γtpeq is
conjugate to the image by ie of the marking of Γe. For convenience let us call Fe the chosen
marking in Γtpeq corresponding to the conjugacy class of iepΓeq.
Given an isomorphism of the underlying graphs ψ : D Ñ D1 (we assume, up to renaming,
that it sends v to v1), and isomorphisms ψv : Γv Ñ Γv1 , by Proposition 4.4 pG,Pq and
pG1,P 1q are isomorphic by an isomorphism from D to D1 inducing ψ if and only if for each
v there exists an automorphism αv1 of Γv1 (respecting the relative hyperbolic structure) that
sends each marking Fe1p“ Fψpeq P Fv1q to a conjugate of ψvpFeq. We call this property p‹vq.
This property amounts to the existence of suitable extension adjustments in the Dunwoody-
Stallings decomposition.
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The graphs D,D1 are finite, thus we may decide whether D and D1 are isomorphic graphs.
Using on each vertex group the algorithm of Theorem 6.1, we may assume that we are given
isomorphisms between Γv and Γv1 for all v.
We now assume that there exists ψ : D Ñ D1 a graph isomorphism, and for all ver-
tices v P Dp0q, an isomorphism of relatively hyperbolic groups ψv : Γv Ñ Γψpvqp“ Γv1q (for
the induced relatively hyperbolic structure), for if one of them does not exist, the groups
pG,Pq, pG1,P 1q are thus proven non-isomorphic through these particular Dunwoody-Stallings
decompositions.
The graph isomorphism ψ provides, for each vertex, a bijection between the adjacent
edges, therefore a bijection between Fv and Fψpvq “ Fv1. For each F P Fv, we call its image
in Fv1 by this bijection, its counterpart. At this stage, in principle, it does not come from
an isomorphism between Γv and Γv1 . However, ψv indeed sends Fv to a marked peripheral
structure of finite groups of Γv1 .
Consider Jv the canonical JSJ decomposition of Γv (and similarly for Γv1 .) Note that ψv
induces an isomorphism of graphs of groups between Jv and Jv1 (they are canonical.) We
will write w1 in Jv1 for the image of a vertex w in Jv. As in the beginning of the proof of
Theorem 6.1, we arrange so that Jv and Jv1 are peripheral splittings. For a vertex w of Jv,
we denote by Υv,w the corresponding vertex group. We use similar notation for edge groups.
Consider the groups in Fv. They are conjugate to edge groups of a Dunwoody-Stallings
decomposition, hence finite, and therefore, in Γv each of these groups has a conjugate in a
certain vertex group Υv,w. Denote by Fv,w the collection of those that are conjugated into
Υv,w. This may not give a partition of Fv because some groups can be conjugated to an edge
group of the JSJ decomposition and appear in several distinct vertex groups.
For every Fe P Fv that is conjugate into Υv,w, let Fepwq be a specific conjugate of the
marking in Υv,w.
The property p‹vq asks for certain automorphisms of Γv, hence of Jv since the later is
canonical. One can determine which automorphisms of the underlying graph of Jv are realized
as automorphism of the graph-of-groups, and collect, for each of those, an automorphism
realizing the underlying graph automorphisms. Up to composing with one of these, we may
assume without loss of generality that we are searching for an automorphism that induces
the identity on the underlying graph.
By the canonicity of the JSJ decomposition, the property p‹vq happens if and only if there
exists a collection of automorphisms αw1 of the vertex groups Υv1,w1 of Jv1 that:
p‹1vq for all F 1ψpeqpw1q P Fv1,w1 (whose counterpart in Fv,w is denoted Fepwq), send the
marking F 1ψpeqpwq to a Υv1,w1-conjugate of ψvpFepwqq
p‹2vq the collection of automorphisms αw1 preserve Jv1 in the following sense: given a
marking Mǫ1 “Mǫ¯1 for each edge group Υv1,ǫ1, there exists another marking Nǫ1 “ Nǫ¯1
of Υv1,ǫ1 such that αtpǫ1qpiǫ1pMǫ1qq is Υv1,w1-conjugated to iǫ1pNe1q.
The second condition p‹2vq is need to extend the collection of vertex group automorphisms
αw1 into a global automorphism of the graph of groups Jv1 , see Definition 4.1.
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Let us denote by Mw1 the marked peripheral structure of the adjacent edges of w
1, marked
by the tuples iǫ1pMǫ1q. Let us also gather FPv1,w1 the markings of Fv1,w1 that are contained
in peripheral subgroups of Υv1,w1, and F
T
v1,w1 the markings that are not contained in any
peripheral subgroups (T stands for thick.) We call ppMw1,FPv1,w1qqw1PJp0q
v1
the collection of
source markings of the vertex groups. The orbit under
ś
w1PJ
p0q
v1
OutpΥv1,w1,PΥv1,w1 q, of the
collection of source markings is called the set of collection of hit markings.
Denote by ppHw1,FHPv1,w1qqw1PJp0q
v1
a collection of hit markings. We define eligible collections
of hit markings to be those collections of hit markings that are such that, first, FHPv1,w1 are
tuple-wise conjugate to ψvpFPv,wq in Υv1,w1, and second, for all edges e1, the pull-back by the
attachment map ie1 of Htpe1q in Υv1,e1 corresponds to the pull-back by the attachment map ie¯1
of Htpe¯1q in Υv1,e¯1 (which is equal to Υv1,e1), up to conjugation in the edge group Υv1,e1.
Note that in white vertices, the orbit of the source markings by OutpΥv1,w1,PΥv1,w1 q is
finite and computable, by (Proposition 5.1). Once these have been computed, the mixed
Whitehead problem in the black vertices can be used to determine whether a partial collection
of markings in the white vertex groups can be extended to an eligible collection of hit
markings.
The conditions p‹1vq, p‹2vq are thus equivalent to the existence of automorphisms αw1 of
Υv1,w1 sending the collection of source markings to a collection of eligible hit markings and
sending the finite marked groups F 1ψpeqpw1q of FTv1,w1 on conjugates of ψvpFepwqq, for Fepwq the
counterpart of F 1ψpeqpw1q. We now proceed to decide the existence of these automorphisms.
For pQHq groups Υv1,w1, which are hyperbolic relative to two-ended groups and therefore
hyperbolic, this can be achieved by applying [DG11, Corollary 8.2]. For parabolic groups
Υv1,w1, the solution to the mixed Whitehead problem answers the question. The more difficult
situation is for rigid groups. In this last case, we follow the same method that allowed us to
compute the orbit under the automorphism group of markings of parabolic subgroups.
We iteratively consider the canonical Dehn Fillings Υ¯v1,w1 “ Υv1,w1{Kn (where Kn is the
n-th characteristic Dehn kernel as in section 5.1.2), check whether it is hyperbolic by [Pap96],
check whether it has finite outer automorphism group by [DG11, §6.2], and if so, compute
its outer automorphism group (by [DG11, §8]), and check whether there is an automorphism
that, not only sends the image of the source marking to the image of an eligible hit marking,
but also sends all the markings of FTv1,w1 to conjugates of the markings of ψvpFTv,wq.
If one finds such a Dehn filling in which there is no such automorphism, the game is over:
property p‹vq cannot be satisfied.
Observe that by the Dehn filling theorem (and residual finiteness of the peripheral sub-
groups), for n large enough, all Υv1,w1{Kn will be hyperbolic, and by [DG18, Theorem. 5.2],
for n large enough, all have finite outer automorphism groups. Therefore, the preliminary
checks performed above will eventually be successful.
Assume finally that, for each Dehn Filling satisfying these preliminary checks, there exists
an automorphism α¯v1,w1,n as above. We need to check that there is an automorphism of Υv1,w1
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sending the source marking to an eligible hit marking and sending all the markings of FTv1,w1
to conjugates of the markings of ψvpFTv,wq.
By [DG18, Theorem 5.2], there exists an automorphism αw1 of Υv1,w1 inducing, through
the quotients, infinitely many automorphisms α¯v1,w1,n in the Dehn Fillings, up to conjugation
in Υ¯v1,w1. After taking a subsequence, we thus assume it induces all of them.
We modify α¯v1,w1,n by conjugation in Υ¯v1,w1 so that now α¯v1,w1,n is induced by αw1 through
the quotient. It follows that the image of α¯v1,w1,n of each tuple in F
T
v1,w1 remains at bounded
distance from the identity (uniformly in n) in the word metric induced by a chosen one in
Υv1,w1.
By Proposition 6.15 it follows that the conjugator in Υ¯v1,w1 conjugating a tuple of FTv1,w1
to its counterpart in ψvpFTv,wq can be taken to be bounded in word length. After taking a
subsequence again, we can assume that these conjugators are the images of a word indepen-
dent of n. It follows that the same words conjugate the markings of FTv1,w1 to the markings
of ψvpFTv,wq.
Thus if there does not exist such an automorphism αw1, this will be apparent in a certain
Dehn Filling, and as we said, by our procedure, we will algorithmically discover it. On the
other hand if there exists such an automorphism αw1, an enumeration process will discover it.
Doing so for all eligible hit markings allows us to decide whether or not pG,Pq and pG1,P 1q
are isomorphic by an isomorphism from D to D1 inducing ψ. By the reduction performed
before, this solves the isomorphism problem between pG,Pq and pG1,P 1q.

7. Algorithmic problems in nilpotent groups
As promised, we now prove that finitely generated nilpotent groups satisfy the fourth and
fifth assumptions on the peripheral subgroups in Theorem 1.6.
Let N be a finitely generated nilpotent group, such groups will be called N-groups. Let
Out0pNq denote the finite order elements of OutpNq. We write H Ÿc G to denote a char-
acteristic subgroup and H ŸG to denote a normal subgroup. Recall (Definition 5.5) that a
finite index characteristic subgroup P ŸcN such that the elements of Out0pNq do not vanish
via the natural map OutpNq Ñ OutpN{P q, is said to separate torsion in Out pNq.
The goal of this section is to prove the following two results:
Theorem 7.1. Let N be an N-group. Then given a finite presentation of N we can algo-
rithmically construct a generating set of a subgroup P which separates torsion in OutpNq.
Theorem 7.2. There is a uniform algorithm to solve the mixed Whitehead problem for
N-groups.
As we said in the introduction, these two results, with Theorem 1.6 and Corollary 2.11
give Theorem 1.1, namely, that the isomorphism problem is solvable for the class of virtually
torsion-free relatively hyperbolic groups with finitely generated nilpotent parabolics.
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7.1. Congruences effectively separate the torsion in finitely generated nilpotent
groups. The algorithm we shall present that finds a finite index characteristic subgroup
of N that separates the torsion in Out pNq will be by recursion on the upper central series
length. It is almost completely elementary. Let ν1N denote the centre of N and suppose
we have found finite index subgroups in ν1N and N{ν1N that separate torsion in Out pν1Nq
and Out pN{ν1Nq respectively. In section 7.1.1 we will show how to construct a finite index
subgroup P0 of N that is “good enough” in the sense that it will separate the torsion in
Out pNq which can be seen by its natural images in Out pν1Nq and Out pN{ν1Nq. The finite
order elements of Out pNq which are not separated by P0 are called elusive. In Section 7.1.2
we give a complete description of these elements and in Section 7.1.3 we give a procedure
to find all of them. Finally in Section 7.1.4, with the help of Proposition 7.15 (due to Dan
Segal), we assemble all these components to give a proof of Theorem 7.1
7.1.1. A partial inductive step. Let ν0 “ t1u Ÿ ν1N Ÿ . . . Ÿ νmN “ N denote the upper
central series. In particular ν1N “ ZpNq, i.e. it is the centre, and νi`1N is the preimage
of ZpN{νiNq. The proof of Theorem 7.1 will be by induction on the length of the upper
central series of N , denoted lu.c.spNq.
Consider the short exact sequence
(13) 1Ñ ν1N Ñ N Ñ N{ν1N Ñ 1,
then in particular lu.c.spν1Nq “ 1 and lu.c.spN{ν1Nq “ lu.c.spNq ´ 1. Let β P AutpNq and
denote by rβs its class in OutpNq. We have two homomorphisms from OutpNq. The first
one:
(14)
OutpNq OutpN{ν1Nq
rβs rβs
p
ÞÑ
follows from the fact that ν1N Ÿc N and the second one:
(15)
AutpNq Autpν1Nq
OutpNq Outpν1Nq
rβs rβ|s
“r
ÞÑ
follows from the fact that, on the one hand restriction gives a homomorphism AutpNq Ñ
Autpν1Nq and on the other hand since ν1N is free abelian, all its automorphisms are outer.
The following proposition is needed for our induction.
Proposition 7.3 (Good enough). Let P be a finitely presented and subgroup separable group
and let H Ÿc P be a finitely presented characteristic subgroup. Suppose there are given finite
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index subgroups H0ŸcH and K0ŸcP {H. Then there is a finite index subgroup P0ŸcP such
that:
(a) P0H{H ď K0 and P0H{H Ÿ P {H.
(b) P0 XH ď H0 and P0 XH ŸH.
Moreover; given a finite presentation of H and P and an explicit homomorphism H ãÑ P
given by the images of the generators of H, generating sets for H0 ď H and K0 ď P {H; P0
can be constructed algorithmically.
Proof. Because rH : H0s is finite we have the finite partition
(16) H “ H0 Y g1H0 Y . . .Y gnH0
with gi R H0. Since P is subgroup separable we can find a finite index P ˚ ď P such that
P ˚ ě H0 and P ˚ X tg1, . . . , gnu “ H. We therefore have
P ˚ XH “ H0.
W.l.o.g. P ˚ can be characteristic by being the intersection of all finite index subgroups H
of minimal index in P such that H XH “ H0. We now look at
pi : P ։ P {H.
Since K0ŸcP {H and is finite index we have pi´1pK0qŸcP , which is also finite index. Finally
we take
P0 “ P ˚ X pi´1pK0q.
Since it is the intersection of two finite index characteristic subgroups of P we find that P0ŸcP
and rP : P0s ă 8, and P0 is easily seen to satisfy the requirements of the proposition.
We are given finite presentations of H and P {H . We then use the Todd-Coxeter algorithm
for H0 ď H to produce the list of cosets (16). Since we have an explicit homomorphism
H ãÑ P we have a generating set forH0 in P as well as the images of the coset representatives
g1, . . . , gn in P . We identify these with their image in P .
We now enumerate the finite index subgroups P “ P1, P2, . . . of P in a way such that if
i ă j then rP : Pis ď rP : Pjs. Eventually we will find some subgroup Pk ď P of index d
such that:
(i) H0 ď Pk, and
(ii) tg1, . . . , gnu X Pk “ H.
If we take the intersection P ˚ of all subgroups of index d satisfying (i) and (ii), then we have
a finite index characteristic subgroup of P with the desired properties.
Now given K0 ď P {H we can easily find pi´1pK0q as the only finite index subgroup of P
that contains H and maps onto K0 via pi (the subgroup membership problem for K0 ď P {H
is decidable because rP {H : K0s ă 8 .) Finally computing the intersection of finite index
subgroups of finitely presented groups is straightforward so the desired subgroup P0 can be
constructed algorithmically. 
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Definition 7.4. A subgroup P0 Ÿc P that satisfies (a) and (b) of Proposition 7.3 is said to
be good enough w.r.t K0 and H0.
Suppose that we were able to find subgroups N0Ÿc ν1N and K0ŸcN{ν1N that separated
torsion in Outpν1Nq and OutpN{ν1Nq respectively and recall the homomorphisms p, r given
in (14) and (15.)
Definition 7.5. We call elusive any element rβs P Out0pNq that lies in kerprq X kerppqzt1u.
Lemma 7.6. Let N0Ÿcν1N and K0ŸcN{ν1N be deep enough and let P0ŸcN be good enough
w.r.t. N0 and K0, then every rβs P Out0pNq that isn’t elusive survives in the homomorphism
OutpNq Ñ OutpN{P0q.
Proof. By construction we have the following commutative diagram with exact rows and
columns:
(17)
1 1 1
1
1
1
111
1
1
1 ν1N N N{ν1N
P0 X ν1N
ν1N{
`
P0 X ν1N
˘
P0 P0ν1N{ν1N
N{ν1N
P0ν1N{ν1N
N{P0
.
Now note that by (a),(b) of Proposition 7.3 there are epimorphisms
ν1N{pP0 X ν1Nq։ ν1N{N0 and N{ν1N
P0ν1N{ν1N ։
N{ν1N
K0
.
Moreover, since P0 Ÿc N there are well defined natural maps
r : OutpNq Ñ Outpν1N{pP0 X ν1Nqq
p : OutpNq Ñ Outp N{ν1N
P0ν1N{ν1N q.
It is now possible to check that for rβs P Out0pNq if either rprβsq ‰ 1 or pprβsq ‰ 1, since
K0, N0 separated torsion in OutpN{ν1Nq,Outpν1Nq respectively, then rβs will not vanish in
the natural homomorphism
OutpNq Ñ OutpN{P0q.

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7.1.2. An algebraic characterization of elusive elements. It turns out that elusive elements
have a very natural algebraic characterization. We will first describe some algebraic con-
structions and then give a description of elusive elements in terms of these constructions.
Recall that ν1N ď ν2N Ÿc N is the maximal subgroup such that
(18) ν2N{ν1N “ ZpN{ν1Nq
Lemma 7.7. Each ξ P ν2N induces a homomorphism zξ : N Ñ ν1N given by the mapping
x ÞÑ rx, ξs.
Moreover the mapping
Φ : ν2N Ñ HompN, ν1Nq
is in fact a homomorphism where HompN, ν1Nq is viewed as an abelian group equipped with
the standard Z-module addition.
Proof. By (18) for all x P N, ξ P ν2N we have rx, ξs “ zξpxq P ν1N . Let x, y P N then with
the commutator convention rx, ys “ x´1y´1xy we can observe that on one hand pxyqξ “
ξpx, yqrpxyq, ξs “ ξpxyqzξpxyq and on the other hand (recall that rz, ξs is always central):
xyξ “ xξyry, ξs “ ξxrx, ξsyry, ξs “ ξpxyqrx, ξsry, ξs “ ξpxyqzξpxqzξpyq
so the map x ÞÑ zξpxq is a homomorphism.
Let now ξ, ζ P ν2N and let x P N . On the one hand setting rx, ξζs “ zξζpxq we have
xpξζq “ pξζqxzξζpxq and on the other hand we have:
xξζ “ ξxzξpxqζ “ ξxζzξpxq “ pξζqxzζpxqzξpxq
which gives the formula:
zξζpxq “ zξpxq ` zζpxq
so the map Φ is a homomorphism. 
Because ν1N is the center of N , it is clear that for any x P ν1N, ξ P ν2N we have
Φpξqpxq “ rx, ξs “ 1. This next result can therefore be seen a converse of the previous
result.
Lemma 7.8. Let
Hom˚pN, ν1Nq “ tf P HompN, ν1Nq | ν1N ď kerpfqu.
For each f P Hom˚pN, ν1Nq the map x ÞÑ xfpxq is an automorphism Ψpfq P AutpNq.
Moreover this map Ψ : Hom˚pN, ν1Nq Ñ AutpNq is a homomorphism.
Proof. We first check that Ψpfq is an endomorphism. Indeed Ψpfqpxyq “ xyfpxyq and, since
f is a homomorphism and fpxq P ν1N , we have
xyfpxyq “ xyfpxqfpyq “ xfpxqyfpyq “ ΨpfqpxqΨpfqpyq.
We can also immediately check that by our hypothesis Ψpfq ˝ Ψp´fq “ 1 so Ψpfq is an
automorphism.
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Now note that because we are only interested in f, g P HompN, ν1Nq in which elements of
ν1N vanish we have the following
Ψpfq ˝Ψpgqpxq “ Ψpfqpxgpxqq “ xgpxqfpxq “ Ψpg ` fqpxq
therefore Ψ is a homomorphism. 
We leave the verification of this next lemma to the reader:
Lemma 7.9. For all ξ in ν2N we have the following equality of automorphisms:
Ψ ˝ Φpξq “ Adξ.
Having described the homomorphisms Ψ : Hom˚pN, ν1Nq Ñ AutpNq and Φ : ν2N Ñ
Hom˚pN, ν1Nq we can now give a precise characterization of the elusive elements of Out0pNq.
Proposition 7.10. The set of elusive elements of Out0pNq coincides exactly with the set rβs P OutpNq | pDβ P rβsq β P ΨpSˆzSq(
where S “ Φpν2Nq and S ď Sˆ is the set consisting of f P Hom˚pN, ν1Nq such that
d ¨ f “ f ` ¨ ¨ ¨ ` flooooomooooon
d times
P S “ Φpν2Nq
for some d P Zě0.
Proof. We first show Out0pNqXkerprqXkerppqzt1u Ă ΦpSˆzSq, where r, p are defined in (15),
(14). Let α P rβs be an automorphism. Consider the canonical projection:
N ։ N{ν1N
w ÞÑ w.
and denote by α the natural image of α in AutpN{ν1Nq. Since rβs P kerppq, α must in fact
be an inner automorphism of N{ν1N , so there exists some uα P N such that for all w P N
αpwq “ uαwu´1α .
We therefore take
β “ Aduα ˝ α P rβs
where Adx denotes conjugation by x and we get that β “ 1. This means that for all w P N
we have
βpwq “ wzβpwq
where zβpwq P ν1N . Now since β : N Ñ N is a homomorphism we have for all u, w P N
wuzβpwqzβpuq “ βpwqβpuq “ βpwuq “ wuzβpwuq
which means that zβ : N Ñ ν1N P HompN, ν1Nq and since rβs P kerprq, we have that
βpξq “ ξ for all ξ P ν1N and therefore zβpξq “ 1 so zβ P Hom˚pN, ν1Nq and
(19) β “ Ψpzβq.
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Now, since rβs P OutpNqzt1u, zβ R S.
Since rβs P kerprq we have that for all ξ P ν1N βpξq “ ξ, which gives
(20) βnpwq “ wzβpwqn
for all w P N, n P Z.
Finally since rβs P Out0pNq, and say of order d, βd must be an inner automorphism so
there exists some ξβ such that for all w P N
(21) βdpwq “ Adξpwq “ wzβpwqd
which implies rw, ξβs “ w´1ξ´1β wξβ “ zβpwqd. This in particular implies that ξβ P ZpN{ν1Nq
so ξβ P ν2N and by (21) we have Φpξβq “ d ¨ zβ. This means that zβ P SˆzS and we have the
first desired inclusion.
We now prove that every element of ΨpSˆzSq is elusive. We first note that every automor-
phism in the image of Ψ (see the statement of Lemma 7.8) fixes ν1N pointwise and therefore
every corresponding outer automorphisms lies in kerprq. Similarly every such outer auto-
morphism lies in kerppq. Now suppose that for some s P SˆzS, Φpsq “ Adξ for some ξ P N .
Then for all w P N we have
ξ´1wξ “ wspwq ñ rw, ξs “ spwq P ν1N
which means that ξ P ZpN{ν1Nq, i.e. ξ P ν2N so s P Φpξq “ S – contradiction. Therefore
for all f P SˆzS, rΨpfqs P OutpNqzt1u.
Finally since Ψ is a homomorphism and since for every s P SˆzS there is some minimal
d P Z such that d ¨ s P S we have
Ψpd ¨ sq “ Ψpsqd “ Adξ
where ξ P ν2N so the element rΨpsqs P OutpNqzt1u has order d. We have therefore shown
the other inclusion. 
The following is a basic exercise in Z-modules that we leave to the reader.
Lemma 7.11. The submodule Sˆ ď Hom˚pN, ν1Nq given in Proposition 7.10 is the smallest
direct summand of Hom˚pN, ν1Nq containing S and the torsion subgroup.
7.1.3. Computing the list of conjugacy classes of elusive elements. For this section as in the
statement of Proposition 7.10, let S denote the image of Φpν2Nq ď Hom˚pN, ν1Nq and let
Sˆ denote smallest direct summand of Hom˚pN, ν1Nq containing S and the torsion elements.
Since we are working over finitely generated Z modules it follows that rSˆ : Ss ă 8.
Proposition 7.12. There is a surjection from the set of cosets Sˆ{S onto the set of elusive
elements in OutpNq. In particular there are finitely many elusive elements.
Proof. Let ξ P ν2N and let t “ Φpξq P S and let x P Sˆ be arbitrary. Then we need only
verify the formula
Ψpt` xq “ Adξ ˝Ψpxq.
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Indeed we have for all w P N
Ψpt` xqpwq “ wtpwqxpwq
“ ξ´1wξxpwq
“ ξ´1wxpwqξ
“ Adξ ˝Ψpxqpwq
It follows that if in Sˆ, s ” s1 mod S then rΨpsqs “ rΨps1qs. The result now follows from
Proposition 7.10. 
This next result is an immediate consequence of Theorems 4.1 and 6.5 of [BCRS91].
Proposition 7.13. Given a presentation xX | Ry of a N-group N , we can find finite gen-
erating sets tuipXqu and tvjpXqu for ν1N and ν2N respectively. Moreover we can construct
an explicit isomorphism of the finitely generated abelian group
ν1N
„Ñ Zs ‘ `‘ti“1Z{niZ˘ .
Corollary 7.14. We can construct a finite set tβ1, . . . , βvu P AutpNq such that trβ1s, . . . , rβvsu Ă
Out0pNqzt1u is the complete set of elusive elements.
Proof. We first note that since ν1N « Zs ‘ p‘ti“1Z{niZq is finitely generated abelian we
have a natural isomorphism HompN, ν1Nq « HompN{rN,Ns, ν1Nq. Seeing as N{rN,Ns “
Zr‘p‘si“1Z{miZq is also a finitely generated Z-module it follows that HompN{rN,Ns, ν1Nq
is also a finitely generated Z-module.
The isomorphism
ρ : HompN, ν1Nq „Ñ Hom
`
Zr ‘ p‘si“1Z{miZq ,Zs ‘
`‘ti“1Z{niZ˘˘
is computable in the following sense: given a map f˚ from the generators of N to the
generators of ν1N defining a homomorphism f , we can find the corresponding element ρpfq
and conversely given some x P Hom pZr ‘ p‘si“1Z{miZq ,Zs ‘ p‘ti“1Z{niZqq we can find a
map ρ´1pxq˚ from the generators of N to ν1N .
By Proposition 7.13 we can find a generating set for ν1N and therefore find the submodule
ρpHom˚pN, ν1Nqq “ T . Similarly we can find the submodule ρpΦpν2Nqq “ ρpSq ď T . We
can then compute U ě ρpSq, the minimal direct summand of T containing ρpSq and the
torsion elements of T . We must have U “ ρpSˆq. We can now finally find a complete finite
list of representatives tb1, . . . , bnu Ă Hom pZr ‘ p‘si“1Z{miZq ,Zs ‘ p‘ti“1Z{niZqq of cosets
of U{ρpSq. The result now follows from Proposition 7.12. 
7.1.4. The proof of Theorem 7.1. The final ingredient we need is an argument graciously
communicated to us by Dan Segal.
Proposition 7.15. Let P be a virtually polycyclic group and denote by PnŸcP be a sequence
of finite index subgroups which eventually lie inside any fixed finite index subgroup. For
every finite order rαs P Out pP q there exists some j such that for every k ě j the image
rαsk P Out pP {Pkq is non-trivial.
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Proof. Let q be the order of rαs in Out pP q and chose a representative α P AutP . We assume
that q ą 1. Let E “ xαy ˙ P be the natural semidirect product, i.e. endowed with the
following multiplication
(22) pαn1 ; p1q ¨ pαn2; p2q “ pαn1`n2 ;αn2pp1qp2q,
where p1, p2 P P . E is obviously virtually polycyclic.
Suppose towards a contradiction that rαsn (which is in Out pP {Pnq) is trivial for infinitely
many n. Then there exists x¯n P P {Pn such that the image of α in Aut pP {Pnq satisfies
αn “ adx¯n. This means that αpgq P gx
´1
n Pn for all g P P . Thus in E, given any p1; gq P 1˙P ,
the commutator with the element pα, xnq lies in 1˙ Pn. Indeed for each g P P we verify by
successive applications of (22):
rp1; gq, pα; xnqs “ p1; g´1q ¨ pα´1;α´1px´1n qq ¨ p1; gq ¨ pα; xnq
“ p1; g´1q ¨ pα´1;α´1px´1n qq ¨ pα;αpgqxnq
“ p1; g´1q ¨ p1; x´1n αpgqxnq
“ p1; g´1x´1n αpgqxnq P t1u ˙ Pn
Go to the projective limit of finite quotients (i.e. the profinite completion), up to diagonal
extraction, there exists x P P¯ such that x ÞÑ x¯n P P {Pn for infinitely many n.
By definition, pα; xq P E¯ centralizes t1u˙P in E¯, i.e. pα; xq P CE¯pt1u˙P q. We now apply
a deep result, [RSZ98, Prop 3.3a], to infer that in fact pα; xq P CEpt1u ˙ P q.
Moreover, CEpt1u ˙ P q ă xαqy ˙ P . Indeed, for conjugation we have the formula
pα´m;α´mpy´1qqp1; gqpαm; yq “ p1; ady ˝ αmpgqq
so if pαm; yq centralizes t1u˙P , then the image rαms is the identity in Out pP q, which implies
that q|m. This now gives us that on the one hand pα; xq P xαqy ˙ P .
On the other hand, p1; xq P xαqy ˙ P . Since xαqy ˙ P is a subgroup, pα; 1q also lies in
xαqy ˙ P . Since pα; 1q P xαy ˙ P “ E, we have
pα; 1q P xαqy ˙ P X E “ xαqy ˙ P.
This last equality holds because xαqy˙P a finite index subgroup of E, and therefore a closed
in the profinite topology. It follows that q “ 1 – contradiction. 
Proof of Theorem 7.1. We proceed by induction on lu.c.spNq. If lu.c.spNq “ 1 then N is
finitely generated abelian and by the remark 5.6 we can find P Ÿc N such that the map
OutpNq “ GLpNq։ GLpN{P q doesn’t kill any finite order elements.
Suppose now that lu.c.spNq “ m and that the result held for all N-groups M such that
lu.c.spMq ă m, i.e. that we can compute a finite index subgroup LŸcM that is deep enough.
We have a short exact sequence
1Ñ ν1N Ñ N Ñ N{ν1N Ñ 1
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with lu.c.spν1Nq “ 1 and lu.c.spN{ν1Nq “ m´1. By the induction hypothesis we can construct
subgroups N0Ÿc ν1N and K0ŸcN{ν1N that separate torsion in Out pν1Nq and OutpN{ν1Nq
respectively.
The elements of Out0pNq are either elusive or they aren’t. By Proposition 7.3 we can
compute P0 Ÿc N that is good enough w.r.t. N0, K0 so by Lemma 7.6 all the non elusive
elements rβs P Out0pNq survive in the natural map OutpNq Ñ OutpN{P0q. By Corollary
7.14 we can construct a finite set tβ1, . . . , βnu of automorphisms such that trβ1s, . . . , rβnsu Ă
Out0pNqzt1u is the complete set elusive elements.
We now start iteratively constructing a chain of characteristic finite index subgroups
N Źc P0 Źc N1 Źc N2 Źc . . .
such that every finite index subgroup of N contains some tail of the sequence. We can now
apply Proposition 7.15 to get that for all j sufficiently large, the set tβ1, . . . , βnu is mapped
monomorphically via the map Out pNq Ñ Out pN{Njq. Since P0 Źc Nj we have that non-
elusive elements of Out0pNq survive in OutpNq Ñ OutpN{Njq, therefore for each new Ni we
construct, it is enough to check that each element of our finite set trβ1s, . . . , rβnsu survives
in OutpNq Ñ OutpN{Niq. Eventually this will be the case and we will have found P Ÿc N
that separates the torsion in Out pNq. 
7.2. The mixed Whitehead problem for finitely generated nilpotent groups. Let
G be a finitely generated nilpotent group. We shall denote a tuple S “ ps1, . . . , srq. If
S is a tuple of elements of a group H we shall abuse notation and write S P H . If S “
ps1, . . . , srq, T “ pt1, . . . , trq are tuples in H and h P H we will write Sh “ T if
h´1sih “ ti
for i “ 1, . . . , r. If σ P Aut pHq and S “ ps1, . . . , srq P H then we denote
σpSq “ pσps1q, . . . , σpsrqq.
Definition 7.16 (The mixed Whitehead problem). Let pS1, . . . , Skq, pT1, . . . , Tkq be tuples
of tuples of elements in G. The mixed Whitehead problem consists in deciding whether there
exists σ P Aut pGq and elements g1, . . . , gk P G such that
σpSiq “ T gii
for i “ 1, . . . , k. If such is the case we say the tuples of tuples pS1, . . . , Skq and pT1, . . . , Tkq
are Whitehead equivalent.
The terminology mixed Whitehead problem first occurs in [BV11] where the mixed White-
head problem is solved for torsion-free hyperbolic groups. The goal of this section is to give an
algorithm that solves the mixed Whitehead problem for finitely generated nilpotent-groups.
It should be noted that the instances of the mixed Whitehead problem for a single pair
of tuples, i.e. find if there is some σ P Γ such that σpSq “ T , are solvable by the results
in [GS80b] and applying Algorithm A of [GS80a]. The situation here is more complicated
because it is a two quantifier problem. We will remedy this by re-expressing the mixed
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Whitehead problem as an orbit problem for a certain semidirect product. As in [GS80a,
GS80b] we must enter the realm of matrix groups.
7.2.1. Algebraic groups, arithmetic groups, exp, log, etc. We denote by T the class of finitely
generated torsion-free nilpotent groups and call such groups T-groups.
We will always assume that the inclusions GLpn,Zq ă GLpn,Qq ă GLpn,Cq hold. There
is a natural identification of the set of nˆn matrices with C-coefficients with Cn2 , which we
may regard as affine space. GLpn,Cq can therefore be viewed as an open algebraic subvariety
of Cn
2
, i.e. the set of matrices whose determinant is non-zero.
If S is some subset of Crx1, . . . , xns we denote by V pSq the corresponding algebraic variety
and if V is an algebraic variety we denote by IpV q the corresponding ideal.
Definition 7.17 (Algebraic group). A subgroup H ď GLpn,Cq is called algebraic if it is a
closed algebraic subvariety V pSq, i.e. it consists of matrices whose entries satisfy some set
S of polynomial equations.
‚ If S is a set of polynomials that have Q-coefficients then H is a Q-defined algebraic
group.
‚ If S is explicitly given then H is an explicitly given Q-defined algebraic group.
Definition 7.18 (Arithmetic group). Write HZ “ H X GLpn,Zq. A subgroup ∆ ď
GLpn,Cq that is commensurable with HZ for some Q-defined algebraic group H is called
an arithmetic group. We say that ∆ ď HZ is an explicitly given arithmetic subgroup if we
are given the following:
(1) We are given the system of polynomials S so that H “ V pSq.
(2) We are given a finite upper bound for the index rHZ : ∆s ď k.
(3) There is an effective procedure so that for each g P HZ we can decide if g P ∆.
Let Tr1pn,Rq denote the set of upper triangular n ˆ n matrices with coefficients in the
ring R with 1s on the diagonal. We observer that Tr1pn,Zq and Tr1pn,Cq are arithmetic and
algebraic groups respectively. The connection to T-groups starts with the following result
which is a rewording and weakening of Algorithm E and the supplement to Algorithm E in
[GS80b].
Theorem 7.19 ([GS80b]). Given a finite presentation xX | Ry of a T-group G we can ef-
fectively find a suitable n and an embedding
ΘG : G ãÑ Tr1pn,Zq
such that the natural map
NGLpn,ZqpΘGpGqq Ñ Aut pGq
is surjective.
Definition 7.20. A subgroup H ď Tr1pn,Zq which occurs as the image ΘGpGq of some
T-group is called a Θ-subgroup.
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The discussion that will now follow is essentially contained in Chapter 6 of [Seg83]. The
reader may refer to this chapter for more details and proofs.
We denote by Tr0pn,Rq the set of upper triangular nˆ n matrices with coefficients in the
ring R with 0s on the diagonal. Tr0pn,Rq equipped with matrix addition and the Lie bracket
pu, vq “ uv ´ vu
is an R-Lie algebra. There are celebrated maps exp : Tr0pn,Cq Ñ Tr1pn,Cq and log :
Tr1pn,Cq Ñ Tr0pn,Cq which are in fact mutually inverse isomorphisms in the category of
algebraic varieties. Moreover these restrict to bijections between Tr1pn,Qq and Tr0pn,Qq.
Definition 7.21. A subgroup H ď Tr1pn,Qq is called radicable if for every h P H, n P Zě1
there is some element n
?
h such that p n?hqn “ h.
It is a result of Mal’cev [Mal49] that a T-group H embeds into a unique up to isomorphism
radicable hull, or Mal’cev completion. We denote this by
?
H . A proof of this next result
follows from the discussion in Chapter 6 of [Seg83] leading up to and including Theorem 2.
Theorem 7.22 ([Seg83]). log sends radicable subgroups of Tr1pn,Qq to Lie subalgebras, i.e.
linear subspaces closed under the Lie bracket, of Tr0pn,Qq bijectively. exp does the inverse.
This bijective correspondence is far deeper than merely set-theoretic. Let H ď Tr1pn,Qq
and let Q logpHq be the smallest Q-Lie subalgebra of Tr0pn,Qq containing logpHq. Then
(see [Seg83, Chapter 6, Theorem 2])
exppQ logpHqq “
?
H.
In particular Q logpHq is a Q-linear subspace of Tr0pn,Qq and it follows that:
Proposition 7.23. For any group H ď Tr1pn,Qq there is a Q-defined algebraic group H
such that:
H XGLpn,Qq “ HQ “
?
H.
We now have the following result which immediately follows from the results in [GS80b,
§9] up to Lemma 9.1.3.
Lemma 7.24 ([GS80b]). There is an algorithm which takes as input xX | Ry a finite presen-
tation of a T-group G and outputs a positive integer mH such that if H “ ΘGpGq ď Tr1pn,Zq
is the isomorphic image constructed by Theorem 7.19 then the following holds: g P H if and
only if g P HZ and pimH pgq P pimH pHq where pimH is the canonical epimorphism
pimH : GLpn,Zq։ GLpn,Z{mHZq
Corollary 7.25. There is an algorithm which takes as input xX | Ry a finite presentation
of a T-group G and represents H “ ΘGpGq as an explicitly given arithmetic group.
Proof. We abuse notation and consider G “ H . We can find a generating set X 1 “
xx1, . . . , xhy of H which witnesses the fact that H is polycyclic (here h is the Hirsh length.)
Equipped with X 1, the maps ΘG and log we can find elements logpx1q, . . . , logpxnq which
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generate Q logpHq (see [GS80b, Lemma 9.1.1]) as a Q-Lie subalgebra so we can effectively
find a system of linear equations S which define the algebraic variety C logpHq. Seeing as
exp : Tr0pn,Cq Ñ Tr1pn,Cq is an isomorphism of algebraic varieties with inverse log (both
explicitly given) we can effectively find a system of polynomial equations exp˚pSq which
define the algebraic group exppC logpHqq “ H ď GLpn,Cq. This gives item 1. of Definition
7.18.
Items 2. and 3. of Definition 7.18 follow immediately from the criterion of Lemma 7.24. 
Another Corollary (this is essentially [GS80b, Lemma 9.1.4]) of Lemma 7.24 is:
Corollary 7.26. Let H ď Tr1pn,Zq be a T-group and let mH be as in Lemma 7.24. For any
g P GLpn,Zq the following are equivalent:
‚ g´1Hg “ H.
‚ g´1HZg “ HZ and pimH pg´1qpimH pHqpimH pgq “ pimH pHq.
From which we deduce:
Proposition 7.27. There is an algorithm which takes as input xX | Ry a finite presentation
of a T-group G and represents the GLpn,Zq-normalizer NGLpn,ZqpHq “ Γˆ of H “ ΘGpGq ď
GLpn,Zq as an explicitly given arithmetic group.
Proof. There is an explicitly given algebraic group A pHq ď GLpm,Cq given in (7) on page
613 of [GS80b], which satisfies:
A pHqZ “ NGLpn,ZqpHZq.
By Corollary 7.26 the explicitly given arithmetic subgroup
Γˆ “ tg P A pHqZ | pimH pg´1qpimH pHqpimH pgq “ pimH pHqu
is exactly the normalizer NGLpn,ZqpHq. 
7.2.2. The mixed Whitehead problem as an orbit problem. We first fix some notation. Let
H,K be groups and let
ϕ : K Ñ Aut pHq
k ÞÑ ϕk
be a homomorphism. We denote the associated right semidirect product K ˙ϕ H with the
multiplication rule
pk1; h1q ¨ pk2; h2q “ pk1k2;ϕ´1k2 ph1qh2q
It is a standard result that if some group G has subgroups H,K with H ŸG, H XK “ t1u,
and G “ KH then G « K ˙ϕ H where ϕ is induced by conjugation.
Let G be some group and let Γ “ Aut pGq. There is a well defined right action of the right
semidirect product Γ ˙Gr on the set of r-tuples of tuples given by
(23) pS1, . . . , Srq ¨
`
σ; pg1, . . . , grq
˘ “ pσ´1pS1qg1 , . . . , σ´1pSrqgrq.
It immediately follows that
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Proposition 7.28. Let pS1, . . . , Skq, pT1, . . . , Tkq be tuples of elements in G. They are White-
head equivalent if and only if they lie in the same orbit under the Γ ˙ Gr-action given in
(23.)
Our goal is to use the Grunewald-Segal orbit algorithm (we slightly changed the terminol-
ogy to make it consistent with this paper):
Theorem 7.29 ([GS80a, Algorithm A]). There exists and algorithm which takes as input:
‚ an explicitly given Q-defined algebraic group G ,
‚ ρ, an explicitly given rational action on some subset W Ă Cn,
‚ Γ, an explicitly given arithmetic subgroup of G , and
‚ two points a, b PW XQn
The algorithm decides whether there is some γ P Γ such that ρpγq ¨ a “ b and if so produces
such a matrix γ.
Remark 7.30. We will not give the full definition of a rational action but the only example
we will consider is the action of GLpn,Cq on GLpn,Cq Ă Cn2 given by conjugation.
Definition 7.31. Let g0, . . . , gm be n ˆ n matrices. The mn ˆmn matrix diagpg0, . . . , gmq
is the corresponding block-diagonal matrix.
Let H ď GLpn,Cq and let K ď NGLpn,CqpHq. Then we have a natural map ϕ : K Ñ
Aut pHq given by ϕkphq “ khk´1.
Lemma 7.32. Let H,K, ϕ be as above. Then the set of matrices
T “ tdiagpk, kh1, . . . , khrq | k P K; h1, . . . , hn P Hu
equipped with the induced multiplication is isomorphic to K ˙ϕr Hr via
(24) pk; ph1, . . . , hrqq ÞÑ diagpk, kh1, . . . , khrq.
Proof. We first note that
diagpk, kh1, . . . , khrq ¨ diagpk1, k1h11, . . . , k1h1rq “ diagpkk1, kh1k1h11,1 . . . , khrk1h1rq
“ diagpkk1, kk1ϕ´1k1 ph1qh11, . . . , kk1ϕ´1k1 phrqh1rq.
The map (24) is therefore a homomorphism, which is clearly bijective. 
Convention 7.33. If, H,K are as above we will abuse notation and denote the linear group
T given in Lemma 7.32 simply as K ˙Hr.
The following is obvious
Lemma 7.34. There is a well defined right rational action of K˙Hr on Àri“1Hri given by
p‘ri“1phi,1, . . . , hi,niqq ¨ diagpk, kh1, . . . , khrq “ ‘ri“1ph´1i k´1hi,1khi, . . . , h´1i k´1hi,nikhiq
“ ‘ri“1pϕ´1k phi,1qhi, . . . , ϕ´1k phi,niqhiq.
The final missing ingredient is an explicit arithmeticity result
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Lemma 7.35. Let G “ K ˙ϕ H “ KH and let H 1 ă H,K 1 ă K be such that rK : K 1s “
d, rH : H 1s “ e. Suppose moreover that H 1 is ϕpK 1q-invariant. Then K 1H 1 “ G1 is a
subgroup that satisfies rG : G1s ď ed.
Proof. Since G{H « K and rK : K 1s “ d we immediately get rKH : K 1Hs “ d. Now we
have cosets
H “ H 1h1 \ ¨ ¨ ¨ \H 1he
which means that
K 1H “ K 1H 1h1 Y ¨ ¨ ¨ YK 1H 1he
so rK 1H : K 1H 1s ď e and the desired inequality follows. 
Proposition 7.36. Let H ď Tr1pn,Zq be a Θ-group, obtained from a finite presentation
xX | Ry, and let Γˆ “ NGLpn,ZqpHq. Then the semidirect product Γˆ˙Hr can be realized as an
explicitly arithmetic subgroup of GLppr ` 1qn,Cq.
Proof. Let SH and SA pHq be the explicit systems of polynomial equations defining the Q-
algebraic groups H and A pHq containing H and Γˆ as arithmetic subgroups respectively.
Let S be the set of matrices diagpg0, . . . , grq such that the entries of g0 satisfy SA pHq and
for i “ 1, . . . , r the entries of g´10 gi satisfy SH . It immediately follows from the definition
that
SZ “ A pHqZ ˙H rZ .
By Lemma 7.35 we have the upper bound rSZ : Γˆ ˙Hrs ď erd where rApHqZ : Γˆs “ d and
rHZ, Hs “ e. Finally given some diagpα, g1, . . . , gnq P SZ we can decide if α P Γˆ using the
criterion of Corollary 7.26 and we can decide whether each α´1g1 P H with the criterion
given by Lemma 7.24. 
We now give our solution to the mixed Whitehead problem for T-groups.
Proposition 7.37. There is a uniform algorithm to solve the mixed Whitehead problem for
T-groups.
Proof. We are given a finite presentation xX | Ry of a T-group G and a pair of tuples of
tuples pS1, . . . , Skq, pT1, . . . , Tkq.
Step 1: Construct the embedding ΘG : GÑ GLpn,Zq given by Theorem 7.19 and represent
H “ ΘGpGq and Γˆ “ NGLpn,ZqpHq explicitly as arithmetic groups.
Step 2: Via ΘG represent the tuples of tuples pS1, . . . , Skq, pT1, . . . , Tkq as points s, t inÀk
i“1GLpn,Zqni.
Step 3: Represent Γˆ˙Hk explicitly as an arithmetic subgroup of GLppk ` 1qn,Cq.
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By Theorem 7.19 since the natural map Γˆ Ñ Aut pHq is surjective, Proposition 7.28 im-
plies that pS1, . . . , Skq and pT1, . . . , Tkq are Whitehead equivalent if and only if the points
s, t are in the same Γˆ˙Hr orbit via the action given in Lemma 7.34.
Step 4: Use [GS80a, Algorithm A] to decide if s, t PÀki“1GLpn,Zqni are in the same Γˆ˙Hr-
orbit via the action given in Lemma 7.34. 
7.2.3. Finitely generated nilpotent groups with torsion. If G is a finitely generated nilpotent
group, i.e. an N-group. Then the approach is essentially the same. We will construct an
embedding G in to some GLpm,Cq as an arithmetic group and this embedding will be such
that conjugation gives a surjection NGLpm,CqpGq ։ Aut pGq, the latter also being explicitly
given as an arithmetic group. The proof will then go through immediately as in the proof
of Proposition 7.37.
We now follow [GS80b, §7]. Let G be a N-group. It is classical that τpGq, the set of finite
order elements of G, in fact form a finite characteristic subgroup of G and that G¯ “ G{τpGq
is a T-group.
Lemma 7.38 (see [GS80b, §7]). There is an algorithm which, given a finite presentation of
an N-group G, will find the following:
‚ a finite set of words representing the set τpGq,
‚ an integer m such that Gm is a characteristic subgroup and Gm X τpGq “ t1u (here
Gm denotes set of m-th powers of G.)
Let G¯ “ G{τpGq and let rG “ G{Gm where m is given as Lemma 7.38. By choice of m,
we have an embedding ι : G ãÑ G¯ˆ rG.
Corollary 7.39 (see [GS80b, §7]). There is an algorithm which, given a finite presentation
of an N-group G, will
‚ find a finite presentation for G¯,
‚ write out a multiplication table for rG,
‚ construct an explicit embedding ι : G ãÑ G¯ˆ rG.
Denote Γ “ Aut `G¯˘ and ∆ “ Aut´ rG¯. Let Γˆ∆ act on G¯ˆ rG componentwise.
Lemma 7.40 (see [GS80b, §7]). Let pi : G¯ˆ rG։ G¯{pG¯qmˆ rG be the canonical epimorphism.
‚ An element pg¯,rhq P G¯ˆ rG lies in ιpGq if and only if pippg¯,rhqq P pi ˝ ιpGq.
‚ The canonical map α : Aut pGq Ñ Γˆ∆ is an embedding and an element pγ, δq P Γˆ∆
lies in αpAut pGqq if and only if its canonical image pγ¯, δq P Aut `G¯{pG¯qm˘ˆAut´ rG¯
maps pi ˝ ιpGq to itself.
From which we immediately conclude
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Corollary 7.41. The subgroups ιpGq ď G¯ˆ rG and αpAut pGqq ď Γˆ∆ are finite index, and
this index is computable. Moreover there is an effective procedure to decide the membership
problem for these subgroups
The next step is to explicitly present Γ ˆ ∆ and G¯ ˆ rG as arithmetic groups. We start
with a sensible linear representation of finite groups.
Let F be a finite group and denote by SF the set of permutations of the set F . Let ei denote
the i-th standard basis vector of C|F | and let f ÞÑ eipfq be some (set-theoretic) embedding
F ãÑ C|F |. This gives a natural faithful representation ρ : SF ãÑ GLp|F |,Cq where σ P SF is
sent to the matrix that permutes the set of basis vectors te1, . . . , e|F |u accordingly.
We can embed F ãÑ SF via the map g ÞÑ lg where lg is the permutation of F induced
by left multiplication. Each element of Aut pF q is already a permutation of F so we put
Aut pF q ď SF . Note that for all g, k P F and δ P Aut pF q we have
δ ˝ lg ˝ δ´1pkq “ δ ˝ lgpδ´1pkqq
“ δpgδ´1pkqq
“ δpgqk
“ lδ´1pgqpkq
So in this representation the elements of Aut pF q act naturally on the image of F via conju-
gation.
We can now embed G¯ ˆ rG into a group of matrices as follows. Let ΘG¯ : G¯ ãÑ GLpn,Cq
be the embedding given in Theorem 7.19 and denote H “ ΘG¯pG¯q. Let ρ : rG ãÑ GLp| rG|,Cq
be the permutation representation described above. Then the map
ψ : G¯ˆ rG ãÑ GLpn ` | rG|,Cq
pg¯,rhq ÞÑ diagpΘG¯pg¯q, ρprhqq
has explicitly arithmetic image by Corollary 7.25 and the fact that rG is a finite group.
Similarly if Γˆ is as given in Proposition 7.27 then we also have an embedding:
µ : Γˆˆ∆ ãÑ GLpn ` | rG|,Cq
pk, δq ÞÑ diagpk, ρpδqq
where ρ : ∆ ãÑ GLp| rG|,Cq is the permutation representation described above. µ also has an
explicitly arithmetic image.
Lemma 7.42. The image ψ ˝ ιpGq “ K and the subgroup Σˆ of µpΓˆ ˆ ∆q that normalizes
K and naturally surjects onto Aut pGq via conjugation on K are explicitly given arithmetic
groups.
Proof. By Corollary 7.41, to show that K is an explicitly given arithmetic group, it remains
to provide an effective procedure to decide the membership problem for K in ψpG¯ ˆ rGq.
Let g P ψpG¯ ˆ rGq. By construction we have a finite presentation xZ | T y of G¯ ˆ rG so by
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exhaustive searching we will find some word gpZq such that ψpgpZqq “ g, and by Corollary
7.41 we can check whether gpZq P ιpGq so we are done.
Obviously µpΓˆˆ∆q normalizes ψpG¯ˆ rGq and by Theorem 7.19 and Proposition 7.27 there
is a surjection µpΓˆ ˆ∆q ։ Γ ˆ∆ induced by conjugation on ψpG¯ ˆ rGq. Now Aut pGq sits
inside Γˆ∆ as a finite index subgroup whose index is algorithmically bounded by Corollary
7.41 thus the index of Σˆ in µpΓˆˆ∆q also has this bound. So again we only need a procedure
to decide membership.
Let σ P µpΓˆ ˆ ∆q and let tg1, . . . , gsu be the image in ψpG¯ ˆ rGq of a generating set of
G¯ˆ rG. Then again by exhaustive searching we can find preimages of tgσ1 , . . . , gσs u in G¯ˆ rG
and thus by Corollary 7.41 decide if σ normalizes K and hence lies in Σˆ. 
Finally we have:
Proof of Theorem 7.2. By Lemma 7.42 after substituting Σˆ in place of Γˆ and K in place of
H all the arguments from Lemma 7.32 to Proposition 7.37 go through. 
References
[Aus69] Louis Auslander. The automorphism group of a polycyclic group. Ann. of Math. (2), 89:314–322,
1969.
[Bar18] Benjamin Barrett. Computing jsj decompositions of hyperbolic groups. To appear in Journal of
Topology, 2018.
[Bas93] Hyman Bass. Covering theory for graphs of groups. J. Pure Appl. Algebra, 89(1-2):3–47, 1993.
[BCRS91] Gilbert Baumslag, Frank B. Cannonito, Derek J. Robinson, and Dan Segal. The algorithmic
theory of polycyclic-by-finite groups. J. Algebra, 142(1):118–149, 1991.
[BG96] OV Bogopolskii and VN Gerasimov. Finite subgroups of hyperbolic groups. Algebra and Logic,
34(6):343–345, 1996.
[BG06] Oliver Baues and Fritz Grunewald. Automorphism groups of polycyclic-by-finite groups and arith-
metic groups. Publ. Math. Inst. Hautes E´tudes Sci., (104):213–268, 2006.
[BH99] Martin R. Bridson and Andre´ Haefliger. Metric spaces of non-positive curvature, volume 319
of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical
Sciences]. Springer-Verlag, Berlin, 1999.
[BKM07] Inna Bumagin, Olga Kharlampovich, and Alexei Miasnikov. The isomorphism problem for finitely
generated fully residually free groups. J. Pure Appl. Algebra, 208(3):961–977, 2007.
[Bow01] B. H. Bowditch. Peripheral splittings of groups. Trans. Amer. Math. Soc., 353(10):4057–4082
(electronic), 2001.
[Bro94] Kenneth S. Brown. Cohomology of groups, volume 87 of Graduate Texts in Mathematics. Springer-
Verlag, New York, 1994.
[Bum04] Inna Bumagin. The conjugacy problem for relatively hyperbolic groups. Algebraic & Geometric
Topology, 4(2):1013–1040, 2004.
[Bum15] Inna Bumagin. Time complexity of the conjugacy problem in relatively hyperbolic groups. Inter-
nat. J. of Algebra Comput., 25(05):689–723, 2015.
[BV11] O. Bogopolski and E. Ventura. On endomorphisms of torsion-free hyperbolic groups. Internat. J.
Algebra Comput., 21(8):1415–1446, 2011.
[Cou14] Re´mi Coulon. Small cancellation theory and burnside problem. Internat. J. of Algebra Comput.,
24(03):251–345, 2014.
DECIDING ISOMORPHY USING DEHN FILLINGS, THE SPLITTING CASE 75
[Dah03] Franc¸ois Dahmani. Combination of convergence groups. Geom. Topol., 7:933–963 (electronic),
2003.
[DG08a] Franc¸ois Dahmani and Daniel Groves. Detecting free splittings in relatively hyperbolic groups.
Trans. Amer. Math. Soc., 360(12):6303–6318, 2008.
[DG08b] Franc¸ois Dahmani and Daniel Groves. The isomorphism problem for toral relatively hyperbolic
groups. Publ. Math. Inst. Hautes E´tudes Sci., 107:211–290, 2008.
[DG08c] Thomas Delzant and Misha Gromov. Courbure me´soscopique et the´orie de la toute petite simpli-
fication. J. Topol, 1(4):804–836, 2008.
[DG11] Franc¸ois Dahmani and Vincent Guirardel. The isomorphism problem for all hyperbolic groups.
Geom. Funct. Anal., 21(2):223–300, 2011.
[DG13] Franc¸ois Dahmani and Vincent Guirardel. Presenting parabolic subgroups. Alg. Geom. Top,
13:3203–3222, 2013.
[DG18] Franc¸ois Dahmani and Vincent Guirardel. Recognizing a relatively hyperbolic group by Dehn
filling. To appear in Duke Math. Journal, 2018.
[DGO17] F. Dahmani, V. Guirardel, and D. Osin. Hyperbolically embedded subgroups and rotating families
in groups acting on hyperbolic spaces. Memoirs of Amer. Math. Soc., 245(1156), 2017.
[DLS15] Moon Duchin, Hao Liang, and Michael Shapiro. Equations in nilpotent groups. Proceedings of the
American Mathematical Society, 143(11):4723–4731, 2015.
[DMS10] C. Drutu, Sh. Mozes, and M. Sapir. Divergence in lattices in semisimple lie groups and graphs of
groups. Trans. Amer. Math. Soc., 2010.
[DS99] M. J. Dunwoody and M. E. Sageev. JSJ-splittings for finitely presented groups over slender groups.
Invent. Math., 135(1):25–44, 1999.
[DS05] Cornelia Drut¸u and Mark Sapir. Tree-graded spaces and asymptotic cones of groups. Topology,
44(5):959–1058, 2005. With an appendix by Denis Osin and Sapir.
[Dt09] Cornelia Dru t¸u. Relatively hyperbolic groups: geometry and quasi-isometric invariance. Com-
ment. Math. Helv., 84(3):503–546, 2009.
[Dun85] M. J. Dunwoody. The accessibility of finitely presented groups. Invent. Math., 81(3):449–457,
1985.
[For02] M. Forester. Deformation and rigidity of simplicial group actions on trees. Geom. Topol., 2002.
[GdlH90] E´tienne Ghys and Pierre de la Harpe. Sur les groupes hyperboliques d’apres Mikhael Gromov,
volume 83 of Progress in Mathematics. Birkha¨user Boston, Inc., Boston, MA, 1990.
[GL07] Vincent Guirardel and Gilbert Levitt. Deformation spaces of trees. Groups, Geometry, and Dy-
namics, 1(2):135–181, June 2007.
[GL11] Vincent Guirardel and Gilbert Levitt. Trees of cylinders and canonical splittings. Geom. Topol.,
15(2):977–1012, 2011.
[GL17] Vincent Guirardel and Gilbert Levitt. JSJ decompositions of groups. Aste´risque, (395):vii+165,
2017.
[GM08] Daniel Groves and Jason Fox Manning. Dehn filling in relatively hyperbolic groups. Israel J.
Math., 168:317–429, 2008.
[GMO16] Albert Garreta, Alexei Miasnikov, and Denis Ovchinnikov. Properties of random nilpotent groups.
arXiv:1612.01242, 2016.
[GS80a] Fritz Grunewald and Daniel Segal. Some general algorithms. I. Arithmetic groups. Ann. of Math.
(2), 112(3):531–583, 1980.
[GS80b] Fritz Grunewald and Daniel Segal. Some general algorithms. II. Nilpotent groups. Ann. of Math.
(2), 112(3):585–617, 1980.
[Hem04] John Hempel. 3-manifolds, volume 349. American Mathematical Soc., 2004.
[Lia13] Hao Liang. Centralizers of finite subgroups of the mapping class group. Algebraic & Geometric
Topology, 13(3):1513–1530, 2013.
76 FRANC¸OIS DAHMANI AND NICHOLAS TOUIKAN
[Mal49] A. I. Mal’cev. Nilpotent torsion-free groups. Izvestiya Akad. Nauk. SSSR. Ser. Mat., 13:201–212,
1949.
[Osi06a] Denis V. Osin. Elementary subgroups of relatively hyperbolic groups and bounded generation.
Internat. J. Algebra Comput., 16(1):99–118, 2006.
[Osi06b] Denis V. Osin. Relatively hyperbolic groups: intrinsic geometry, algebraic properties, and algo-
rithmic problems. Mem. Amer. Math. Soc., 179(843):vi+100, 2006.
[Osi07] Denis V. Osin. Peripheral fillings of relatively hyperbolic groups. Invent. Math., 167(2):295–326,
2007.
[Pap96] P. Papasoglu. An algorithm detecting hyperbolicity. In Geometric and computational perspectives
on infinite groups (Minneapolis, MN and New Brunswick, NJ, 1994), volume 25 of DIMACS Ser.
Discrete Math. Theoret. Comput. Sci., pages 193–200. Amer. Math. Soc., Providence, RI, 1996.
[Pap05] Panos Papasoglu. Quasi-isometry invariance of group splittings. Annals of mathematics, pages
759–830, 2005.
[Rom79] V. A. Roman’kov. Universal theory of nilpotent groups. Mat. Zametki, 25(4):487–495, 635, 1979.
[RS97] E. Rips and Z. Sela. Cyclic splittings of finitely presented groups and the canonical JSJ decom-
position. Ann. of Math. (2), 146(1):53–109, 1997.
[RSZ98] L. Ribes, D. Segal, and P. A. Zalesskii. Conjugacy separability and free products of groups with
cyclic amalgamation. J. London Math. Soc. (2), 57(3):609–628, 1998.
[Seg83] Daniel Segal. Polycyclic groups, volume 82 of Cambridge Tracts in Mathematics. Cambridge Uni-
versity Press, Cambridge, 1983.
[Seg90] Dan Segal. Decidable properties of polycyclic groups. Proc. London Math. Soc. (3), 61(3):497–528,
1990.
[Sel95] Z. Sela. The isomorphism problem for hyperbolic groups. I. Ann. of Math. (2), 141(2):217–283,
1995.
[Ser03] Jean-Pierre Serre. Trees. Springer Monographs in Mathematics. Springer-Verlag, Berlin, 2003.
Translated from the French original by John Stillwell, Corrected 2nd printing of the 1980 English
translation.
[Tou15] Nicholas Touikan. On the one-endedness of graphs of groups. Pacific Journal of Mathematics,
278(2):463–478, October 2015.
[Tou18] Nicholas W. M. Touikan. Detecting geometric splittings in finitely presented groups. Transactions
of the American Mathematical Society, 370(8):5635–5704, 2018.
Franc¸ois Dahmani, Univ. Grenoble Alpes, CNRS, Institut Fourier, F-38000 Grenoble
(France)
E-mail address : francois.dahmani@univ-grenoble-alpes.fr
Nicholas Touikan, Department of Mathematics and Statistics, University of New Brunswick,
P.O. Box 4400, Fredericton, New Brunswick, E3B 5A3 (Canada),
E-mail address : nicholas.touikan@unb.ca
