Testing the (in)equality of variances is an important problem in many statistical applications. We develop default Bayes factor tests to assess the (in)equality of two or more population variances, as well as a test for whether the population variance equals a specific value. The resulting test can be used to check assumptions for commonly used procedures such as the t-test or ANOVA, or test substantive hypotheses concerning variances directly. We further extend the Bayes factor to allow H 0 to have a null-region. Researchers may have directed hypotheses such as σ 2 1 > σ 2 2 , or want to combine hypotheses about equality with hypotheses about inequality, for example σ 2 1 = σ 2 2 > (σ 2 3 , σ 2 4 ). We generalize our Bayes factor to accommodate such hypotheses for K > 2 groups. We show that our Bayes factor fulfills a number of desiderata, provide practical examples illustrating the method, and compare it to a recently proposed fractional Bayes factor procedure by Böing-Messing and Mulder (2018) . Our procedure is implemented in the R package bfvartest.
Introduction
Testing the (in)equality of variances is important in many sciences and applied contexts. In engineering, for example, researchers may want to assess whether a new, cheaper measurement instrument achieves the same precision as the gold standard (Sholts, Flores, Walker, & Wärmländer, 2011) . In genetics and medicine, scientists are not only interested in studying the genetic effect on the mean of a quantitative trait, but also on its variance (Paré, Cook, Ridker, & Chasman, 2010) . In economics and archeology, ideas such as that increased economic production should reduce variability in products directly lead to statistical hypotheses on variances (Kvamme, Stark, & Longacre, 1996) . In a court of law, one may be interested in reducing unwanted variability in civil damage awards and may want to compare how different interventions reduce this variability (Saks, Hollinger, Wissler, Evans, & Hart, 1997) . In psychology, educational researchers may be interested in studying how the variance in pupil's mathematical ability changes across school grades (Aunola, Leskinen, Lerkkanen, & Nurmi, 2004) .
While there exist several classical p-value tests for assessing the (in)equality of population variances (e.g., Levene, 1961; Brown & Forsythe, 1974; Gastwirth, Gel, & Miao, 2009 ), testing such hypotheses has received little attention from a Bayesian perspective. Such a perspective, however, would offer practitioners the possibility (a) to quantify evidence in favor of the null hypothesis (e.g., Morey, Romeijn, & Rouder, 2016) , (b) allow one to incorporate prior knowledge (e.g., O'Hagan et al., 2006) , (c) to use sequential sampling designs which in many cases is more cost-effective (e.g., than a fixed-N design, see Stefan, Gronau, Schönbrodt, & Wagenmakers, 2019) , and (d) to translate theoretical predictions more easily into statistical hypotheses by specifying equality and inequality constraints (e.g., Hoijtink, Klugkist, & Boelen, 2008) .
In light of these benefits and recent recommendations to go beyond p-value testing (Wasserstein & Lazar, 2016) , we develop default Bayes factor tests (e.g., Consonni, Fouskakis, Liseo, Ntzoufras, et al., 2018; Ly, Verhagen, & Wagenmakers, 2016; Jeffreys, 1939) for the (in)equality of several population variances. Our work is inspired by Jeffreys (1939, pp. 222-224) , who developed a test for the "agreement of two standard errors". Equipped with our procedure, researchers are able to state graded evidence both for the case of testing assumptions of other tests (e.g., the equality of variances assumption in the Student's t-test), as well as testing substantive (e.g., order-constrained) hypotheses on variances directly. This paper is structured as follows. In the first part, we derive a default prior for the K = 2 group case and discuss sensible choices for the scale of the prior. We describe a one-sample test that follows directly from our two-sample procedure and compare our method to a fractional Bayes factor procedure proposed by Böing-Messing and Mulder (2018) for K = 2 groups. We illustrate our procedure on three real-world examples, extending it to allow order-constrained and interval null hypotheses. In the second part, we generalize the Bayes factor to K > 2 groups and propose an efficient procedure to evaluate (in)equality constraints based on bridge sampling (Meng & Wong, 1996; Gronau et al., 2017) . We apply the K > 2 method to two data sets from archeology and educational psychology. All derivations and proofs are given in the appendix.
2 Default Bayes Factor for K = 2 Groups
Problem Setup
Let group k consist of n k observations x k = {x k1 , . . . , x kn k }. We assume that
for all k ∈ {1, . . . , K} and i ∈ {1, . . . , n k }. In this section, we restrict our focus to the K = 2 case. Our aim is to test the hypotheses:
From a Bayesian perspective, we assess the relative merits of H 0 and H 1 by virtue of how well they predict the data, that is, by their respective marginal likelihoods. The ratio of marginal likelihoods is known as the Bayes factor (Kass & Raftery, 1995) , and computing it requires assigning priors to parameters. Before doing so, we make use of a reparameterization proposed by Jeffreys (1961, pp. 222-224) ; see also Appendix A. Since it is easier to work with precision (τ = σ −2 ) rather than variances, we do so without lack of generality throughout the rest of the paper. Let τ = 1 2 (τ 1 + τ 2 ) denote the mean precision, and introduce a mixture weight ρ ∈ [0, 1] such that τ 1 = 2ρτ and τ 2 = 2(1 − ρ)τ . Note that ρ = τ 1 τ 1 +τ 2 and ρ 1−ρ = τ 1 τ 2 , and that since τ = σ −2 , ρ is invariant to re-parameterization. Restated in terms of ρ, the hypotheses we wish to compare are:
where we need to specify a prior for ρ. The main contribution of our paper will be to derive a prior that fulfills a number of desiderata. Before doing so, however, we assign improper priors to test-irrelevant parameters, that is, parameters that are common to both hypotheses. Let d = (x 1 , x 2 ) denote the data and µ = (µ 1 , µ 2 ) the vector of means. The Bayes factor in favour of H 0 can be written as:
where h(.) denotes the test-relevant likelihood, that is, the likelihood after the test-irrelevant parameters (µ 1 , µ 2 , τ ) have been integrated out. Because the Bayes factor is a ratio, we can achieve this most straightforwardly by assigning improper priors to (µ 1 , µ 2 , τ ). Proposition 1. Using π(µ 1 , µ 2 , τ ) ∝ 1 · 1 · τ −1 , the marginal likelihood under H 0 is given by:
where n 1 and n 2 are the sample sizes and s 2 1 and s 2 2 are the sample variances, respectively, that is,
In the next section, we will discuss a number of properties that guide our choice of π(ρ).
Deriving a Suitable Prior for ρ
Choosing good priors for testing is a delicate matter (Lindley, 1957; DeGroot, 1982) . Harold Jeffreys and others have proposed a number of desiderata that a reasonable prior -and thus, a reasonable Bayes factor -should fulfill (Jeffreys, 1939; Ly, 2018; Bayarri, Berger, Forte, & García-Donato, 2012; Consonni et al., 2018) . In this section, we focus on: (a) label invariance; (b) measurement invariance; (c) predictive matching; (d) information consistency; (e) model selection consistency; and (d) limit consistency. We will derive a suitable prior for ρ so that the resulting Bayes factor fulfills all of these desiderata.
Label invariance. Label invariance requires that the Bayes factor yields the same result regardless of how we label the samples coming from the two groups. To fulfill label invariance, the prior on ρ must be symmetric.
Measurement invariance. A measurement-invariant Bayes factor yields the same result regardless of the unit in which the measurements were taken. As we will see below, the data enter our Bayes factor only in the form of the ratio n 1 s 2 1/n2s 2 2 , and this results in a measurementinvariant Bayes factor.
Predictive matching. A Bayes factor that is predictively matched will yield 1 for uninformative data. In our case, uninformative data are data with sample sizes (n 1 , n 2 ) = (1, 1), (n 1 , n 2 ) = (2, 1), or (n 1 , n 2 ) = (1, 2).
Information consistency. A Bayes factor is information consistent if it goes to zero or infinity if there is overwhelming evidence in the data, for sample sizes larger than in the predictive matching case above. In our case, this would be s 2 1/s 2 2 → 0. Model selection consistency. A procedure that is model selection consistent selects the true data generating model as (n 1 , n 2 ) → ∞, assuming that the true model is in the class of models under consideration. To study this requires two cases: one in which data is generated according to H 0 , and one in which data is generated according to H 1 . In both cases, we study the limit lim n 1 ,n 2 →∞ . Under H 0 , the Bayes factor should converge to BF 10 = 0, and under H 1 , the Bayes factor should converge to BF 01 = 0.
Limit consistency. A Bayes factor is limit consistent if the evidence for either hypothesis is bounded as long as the sample size of one group is finite (Ly, 2018, ch. 6) . Limit consistency is a desirable property because the information about one group is bounded if its sample size is finite and therefore the amount of evidence obtained concerning the difference between that group and another group should be bounded as well. To examine limit consistency, one takes the limit as n 1 goes to infinity while keeping n 2 fixed and studies the behavior of the Bayes factor. Proposition 2. A class of symmetric Beta priors on ρ with parameters (α, α) results in a Bayes factor that is label invariant, measurement invariant, predictively matched, model selection consistent, and limit consistent. If we choose α ≤ 1 /2, the resulting Bayes factor is also information consistent. Proof: See Appendix D.
Proposition 3. Using π(ρ) ∼ Beta(α 1 , α 2 ), the marginal likelihood under H 1 is given by:
where n = n 1 + n 2 , B is the beta function, and 2 F 1 is the Gaussian hypergeometric function. Thus, the Bayes factor in favour of the alternative hypothesis is given by:
Proof: See Appendix C. Proposition 4. Since we have derived the marginal likelihood under H 1 above, we can give an expression for the posterior distribution of ρ:
Prior Elicitation
If prior information is available we can go beyond the default value of α = 1 /2 and elicit a more informative prior. It is arguably more intuitive to elicit prior information with respect to the ratio of the standard deviations, δ = σ 2 σ 1 = ρ 1−ρ . Since ρ follows a (symmetric) Beta distribution, δ 2 follows a Betaprime distribution and thus δ follows a generalized Betaprime distribution:
δ ∼ GeneralizedBetaPrime(α, 2, 1) . Figure 1 visualizes the prior on ρ and on δ for various values of α. A statistician may now elicit a researcher's prior beliefs using (a ratio of) standard deviations. For example, if the researcher believes that the probability of one standard deviation being twice as large or twice as small as the other does not exceed 95%, then she should choose α = 4.50. Using a change of variables and Equation (6), the posterior distribution of δ is given by:
Limit Consistency and a One-sample Test
The fact that our two-sample Bayes factor is limit consistent means that we also have a onesample Bayes factor test. Proposition 4. A Bayes factor test for whether the population variance is equal to a specific value follows by letting the sample size of one group go to infinity, here n 2 → ∞. The resulting Bayes factor is given by:
where s 2 is the sample variance of our only group which consists of n data points, τ 0 is the (known) population precision we want to test against, and U is Tricomi's confluent hypergeometric function. Proof: See Appendix D.
Note that both the one-sample and two-sample Bayes factor can be computed from the sample variances and sample sizes directly. This makes it possible to re-evaluate the published literature without the need to have access to the raw data. In the next section, we briefly mention two extensions to our Bayes factor test which incorporate order-constraints and interval null hypotheses.
Directed and Interval Bayes Factors
In the section above, we derived a Bayes factor for testing the equality of two population variances. However, researchers frequently desire to quantify evidence in favour of hypotheses such as σ 2 1 > σ 2 2 . Let H r denote such an order-constrained hypothesis. The marginal likelihood under H r : σ 2 1 > σ 2 2 is given by computing the integral with respect to a truncated Beta prior, Beta(α 1 , α 2 ) I(0.5,1) . This can be done efficiently using Gaussian quadrature (for a different approach, see Klugkist, Kato, & Hoijtink, 2005) .
Similarly, we can extend the Bayes factor by allowing a null-region around the point null value (e.g., Morey & Rouder, 2011) . The respective hypotheses are:
This can again be computed efficiently using Gaussian quadrature. In the next section, we compare our Bayes factor with a fractional Bayes factor proposed by Böing-Messing and Mulder (2018).
Comparison to a Fractional Bayes Factor
The search for automatic and objective Bayesian model selection has a long history (Berger, 2006) . It is well known that Bayesian testing requires careful construction of the prior since testing -in contrast to estimation -is greatly influenced by the prior (DeGroot, 1982) . Using uninformative priors for test-relevant parameters is therefore ill-advised (Lindley, 1997; Jeffreys, 1939) . To deal with this issue various 'automatic' procedures for constructing priors and thus Bayes factors have been proposed. One of them, the partial Bayes factor, uses part of the data to construct a prior distribution (O'Hagan, 1991; Lempers, 1971, Ch. 6) . Using this prior, the Bayes factor is subsequently computed on the remaining data. For any particular data set, however, there are many different choices for the training set on which to construct the prior. To alleviate this, Berger and Pericchi (1996) proposed an intrinsic Bayes factor which averages over all training sets, thus yielding a more stable estimate. The choice of averaging method is somewhat arbitrary, and Berger and Pericchi (1996) suggest to either use the harmonic or geometric mean or, when the number of training samples is large, take a random sample and average over those. Instead of slicing the data into training sets, O'Hagan (1995) proposes the fractional Bayes factor, which uses a fractional part of the entire likelihood, f (x | θ) b , instead of training samples. Against this background, Böing-Messing and Mulder (2018) developed a fractional Bayes factor for testing the (in)equality of several population variances. These automatic Bayesian testing procedures are especially useful in settings where the researcher has little to no prior knowledge.
We compare our Bayes factor under different prior specifications against the 'Automatic Fractional Bayes factor' (AFBF) across a range of sample sizes N = {5, . . . , 200} and for different values of δ = {1, 1.2, 1.3, 1.4, 1.5}; see Figure 2 . Our Bayes factor with α 1 = α 2 = 1 /2 equals the AFBF, which means the AFBF works as designed. To get an intuition for why this is the case, note that the variances σ 2 1 and σ 2 2 in the procedure by Böing-Messing and Mulder (2018) have a minimally informative inverse Gamma distribution, which induces a minimally informative Beta distribution on ρ. Because our Bayes factor is limit consistent for α ≤ 1 /2, this means that the AFBF is also limit consistent.
Practical Examples for K ≤ 2 Groups
In the next two sections, we illustrate our one-sample Bayes factor and the Bayes factor for interval null hypotheses with two data examples.
Testing Against a Single Value
Polychlorinated biphenyls (PCB), which are used in the in the manufacture of large electrical transformers and capacitors, are extremely hazardous contaminants when released into the environment. Suppose that the Environmental Protection Agency is testing a new device for measuring PCB concentration (in parts per million) in fish, requiring that the instrument yields a variance of less than 0.10 (a standard deviation s ≤ 0.32). Assume that the makers of the new device are very confident, assigning 50% probability to the outcome that the new device reduces the required standard deviation at least by half. Defining δ = 0.32 σ device , this prediction formally translates into p(δ ∈ [2, ∞]) = 1 /2, which is fulfilled by a (truncated) prior with α = 2.16. Seven PCB readings on the same sample of fish are subsequently performed, yielding a sample standard deviation of s = 0.22 and a sample effect size of 1.42 (see Mendenhall & Sincich, 2016, (2018) and our Bayes factor for K = 2 groups as a function of N , prior specification α = α 1 = α 2 , and effect size δ = {1, 1.1, 1.2, 1.3, 1.4, 1.5}. Note that our Bayes factor with α = 1 /2 equals the Automatic Fractional Bayes factor (AFBF). p. 420). We compare the following hypotheses:
which yields equivocal evidence, BF 0m = 1.04. The Bayes factor is generally slow to gather evidence in favour of the null hypothesis (Johnson & Rossell, 2010; Jeffreys, 1961, p. 248) .
To alleviate this, one can specify a (non-overlapping) null region instead of a point null. We demonstrate this on an example in the next section.
Comparing Measurement Precision
In paleoanthropology, researchers study the anatomical development of modern humans. An important problem in this area is to adequately reconstruct excavated skulls. Sholts et al. (2011) compare the precision of coordinate measurements of different landmark types on human crania using a 3D laser scanner and a 3D digitizer. The authors reconstruct five excavated skulls and find -for landmarks of Type III, that is, the smooth part of the forehead above and between the eyebrows -an average standard deviation of 0.98 for the Digitizer (n 1 = 990) and an average standard deviation of 0.89 for the Laser (n 2 = 990). We define δ = σ Digitizer σ Laser and observe that the sample effect size is 1.10.
We demonstrate two tests. First, we test whether the Laser has a lower standard deviation than the Digitizer, writing: The Bayes factor in favor of H 1 is BF +0 = 4.93, indicating moderate evidence for the hypothesis that a 3D Laser is a more precise tool for measuring Type III landmarks on the excavated human scull compared to a 3D Digitizer.
In this specific scenario, we might doubt the plausibility of the sharp null hypothesis δ = 1, wanting to add some 'leeway' to the null by including a small region around it. In particular, we might treat the Digitizer as equally precise as the Laser when its standard deviation differs by a maximum of 10%. We therefore compare the following non-overlapping hypotheses:
The Bayes factor in favour of H 0 is BF 01 = 7.03, indicating moderate support for the hypothesis that the Laser and the Digitizer have about equal performance.
Sex Differences in Personality
There is a rich history of research and theory about differences in variability between men and women, going back at least to Charles Darwin (Darwin, 1871) . Borkenau, Hřebíčková, Kuppens, Realo, and Allik (2013) studied whether men and women differ in the variability of personality traits. Here, we focus on peer-rated Conscientiousness in Estonian men and women (s 2 f = 15.6, s 2 m = 19.9, n f = 969, n m = 716). The left panel in Figure 3 visualizes the raw data, and the middle panel shows the prior (α = 4.50) and posterior distribution for the effect size δ. The right panel shows a sensitivity analysis for the Bayes factor: as expected, with increasingly small α the prior of δ under H 1 becomes wider, decreasing predictive performance compared to H 0 . Nevertheless, across the range of α visualized in Figure 3 , there is strong evidence that the Estonian men show larger variability in Conscientiousness than the Estonian women.
Default Bayes Factor for K > 2 Groups
We generalize our Bayes factor to K > 2 groups. We again assume that
for all k ∈ {1, . . . , K}, where ρ k = τ k/ K k=1 τ k and ρ K = 1 − K−1 k=1 ρ k . We wish to compare the following two hypotheses:
where ρ = (ρ 1 , . . . , ρ K ) requires a prior. As in the two-sample case, we assign the respective population means and the mean precision τ improper priors. Proposition 5. If we assign ρ a symmetric Dirichlet prior with parameters α = {α, . . . , α}, then the resulting Bayes factor is given by:
where S K denotes the K-dimensional simplex. Proof: Take the ratio of the marginal likelihoods given in Appendix B. Although the expression contains an intractable integral, it can easily be evaluated numerically using bridge sampling (Meng & Wong, 1996; Gronau et al., 2017) for K large enough to exceed the scope of most applied research settings. As in the K = 2 group case, we can specify equality or inequality constraints by encoding them in the prior distribution. An example of such a constrained hypotheses is given by:
which incorporates two equality constraints (ρ 1 = ρ 2 and ρ 5 = ρ 6 ), several order constraints (e.g., ρ 1 > ρ 3 , ρ 1 > ρ 4 , ρ 3 > ρ 7 , ρ 4 > ρ 7 ), and no constraints between the precisions τ 3 , τ 4 , τ 5 = τ 6 (and therefore also the standard deviations and variances). Note that while this hypothesis is formulated in terms of the parameter ρ, it has immediate implications for the precisions and thus for the standard deviations and variances. This flexibility allows researchers to translate theoretical predictions into statistical hypotheses more directly than is possible with p-value hypothesis testing.
We compute the marginal likelihood of such mixed hypotheses as follows. First, we introduce a new hypothesis H 1 which does not include order-constraints. In our example, this yields:
We estimate the Bayes factor BF r1 by dividing the proportion of samples ρ that respect the order-constraints in H r in the posterior by the proportion of samples that respect it in the prior (Klugkist et al., 2005) . Multiplying this Bayes factor with the marginal likelihood of H 1 , which we estimate using bridge sampling, yields the marginal likelihood of H r . The R package bfvartest, which is available from https://github.com/fdabl/bfvartest, implements this and all other procedures described above; see also Appendix F.
Practical Examples for K > 2 Groups
The next two sections illustrate how one can use this new test with two data examples.
The "Standardization" Hypothesis in Archeology
Economic growth encourages increased specialization in the production of goods, which leads to the "standardization" hypothesis: increased production of an item would lead to it becoming more uniform. Kvamme et al. (1996) sought to test this hypothesis by studying chupa-pots, a type of earthenware produced by three different Philippine communities: the Dangtalan, where ceramics are primarily made for household use; the Dalupa, where ceramics are traded in a nonmarket based barter economy; and the Paradijon, which houses full-time pottery specialists that sell their ceramics to shopkeepers for sale to the general public. Thus, there is an increased specialization across these three communities. Kvamme et al. (1996) use circumference, height, and aperture as measures for the chupa-pots; here, we focus on the latter two. While Kvamme et al. (1996) test only whether the variances across these three groups are different, we can formulate a stronger statistical hypothesis based on the substantive "standardization" hypothesis, namely that the variances in aperture decrease from the Dangtalan to the Paradijon community. Since the variances decrease, the precisions increase. We therefore compare the following hypotheses:
where ρ 1 , ρ 2 , and ρ 3 correspond to the precision of chupa-pots in the Paradijon, Dalupa, and Dangtalan communities, respectively. Since our Bayes factor test only requires summary statistics, we can test these hypotheses using the data from Table 4 in Kvamme et al. (1996) . The authors observed n = 117 pots from the Paradijon community with a standard deviation of 5.83; n = 171 pots from the Dalupa community with a standard deviation of 8.13; and n = 55 pots from the Dangtalan community with a standard deviation in aperture of 12.74. Unsurprisingly, the evidence in favour of H 1 and against H 0 with a default prior of α = 1 /2 is overwhelming (log BF 10 = 22). If we were to use the height measurements instead, which yield standard deviations of 9.6, 7.23, and 7.81, respectively, the evidence is equivocal (BF 10 = 1.14). Aunola et al. (2004) find that the variance in mathematical ability increases across school grades. Using large-scale data from Math Garden, an online learning platform in the Netherlands (Brinkhuis et al., 2018) , we assess the evidence for this hypothesis using our Bayes factor test. Math Garden assigns each pupil a rating, similar to an ELO score used in chess, and which increases if the pupil solves problems correctly. We have data from n = 41, 801 different pupils across school grades 3 -8; see Figure 4 . From grade 3 upwards, the standard deviations of the Math Garden ratings are 3. 08, 3.69, 4.62, 4.97, 5.39, and 5.99, for respective sample sizes of 6, 410, 9, 395, 9, 160, 7, 549, 6, 007, and 3, 280. Following Aunola et al. (2004) , we wish to compare the following three hypotheses:
Increased Variability in Mathematical Ability
As is indicated already by visualizing the raw data in the left panel of Figure 4 , we find overwhelming support for an increase in variability with increased school grade (log BF r0 = 1666.6). The order-constrained hypothesis also strongly outperforms the unrestricted hypothesis (log BF r1 = 6.57). The right panel in Figure 4 shows the posterior distribution of δ for pairwise comparisons.
Conclusion
In this paper, we derived a default Bayes factor test for assessing the (in)equality of several population variances. This Bayes factor fulfills a number of common desiderata in Bayesian Virtually all probability mass is assigned to δ > 1, implying that, indeed, the variance increases with every school grades.
analysis (e.g., Ly, 2018; Bayarri et al., 2012; Jeffreys, 1939; Consonni et al., 2018) . In addition, we extended the Bayes factor test to cover the one-sample case, non-overlapping intervall nulls, and mixed restrictions for the K > 2 case. The proposed procedure generalizes the approach of Böing-Messing and Mulder (2018) and allows researchers to inform their statistical tests with prior knowledge. It also generalizes Jeffreys's test for the agreement of two standard errors (Jeffreys, 1939, pp. 222-224) ; see Appendix A.
A limitation of the proposed methodology is that it assumes that the data follow a Gaussian distribution, which might not always be adequate in practical applications. A potential extension would be to use a t-distributions with a small number of degrees of freedom, so as to better accommodate outliers, and then test whether the scales of these t-distributions differ. Another future avenue is to allow for data from the same unit, that is, allow for correlated observations or dependent groups. For the present, we believe that our work provides an elegant Bayesian complement to popular classical tests for assessing the (in)equality of several independent population variances, ready for routine applications.
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A Jeffreys's Bayes Factor for the Agreement of Two Standard Errors
Our work was inspired by Jeffreys (1939, pp. 222-224) , who developed a test for the "agreement of two standard errors". Specifically, let σ 1 and σ 2 be the standard errors for the two groups, respectively. Jeffreys estimates the standard errors by the expectation of the respective sum of squares, (n 1 − 1)σ 2 1 and (n 2 − 1)σ 2 2 , where n 1 and n 2 are the respective sample sizes. Under the null hypothesis, the expectations are pooled such that λ = (n 1 + n 2 − 2)σ 2 1 , where σ 2 1 = σ 2 2 . Under the alternative hypothesis, we have λ = (n 1 − 1)σ 2 1 + (n 2 − 1)σ 2 2 , which can be written as a mixture such that (n 1 − 1)σ 2 1 = ρλ and (n 2 − 1)σ 2 2 = (1 − ρ)λ. Because λ is common to both models, we can assign it an improper prior and integrate it out. The test-relevant parameter is ρ ∈ [0, 1], which Jeffreys assigns a uniform prior. After Laplace-approximating the integral under the alternative, Jeffreys arrives at the (approximate) Bayes factor:
where N = n 1 + n 2 and z = log s 1 s 2 , and where s 1 and s 2 are the sample standard deviations. As a side note, we first attempted a parameterization that, unbeknownst to us, Jeffreys substituted for his 1939 mixture idea in the third edition of the Theory of Probability (Jeffreys, 1961) : σ 2 1 = σ 2 2 e ξ . We abandoned this idea because we could not generalize it to K > 2 groups and instead adopted Jeffreys's original mixture idea. Figure 5 shows that our Bayes factor with α = 1 matches Jeffreys's 1939 Bayes factor very closely, as is expected from the uniform prior on ρ. The error is due to his approximate solution. For completeness, we also show Jeffreys's 1961 Bayes factor, which is not limit consistent. It strikes us as a curiosity that Jeffreys would develop a test for the standard error instead of the population variance. Since the standard error decreases with the (square root of) the sample size, applying Jeffreys's test to data of unequal group sizes confounds the result (if we were to take his test as a test concerning equality of variances). Formally, both Bayes factors Jeffreys derived are not limit consistent because if we gather infinite data for only one group, the Bayes factor will go to infinity instead of converge to a bound (Ly, 2018, ch. 6) . In our Bayes factor, we adopt Jeffreys's mixture idea, but we focus on the population variances instead of the standard errors.
B Derivation of the Marginal Likelihoods
Consider the general K group case. The joint likelihood of observations d = (x 1 , . . . , x K ) is given by:
Proposition 1. Using π(µ) ∝ 1, the marginal likelihood f (d | τ ) is given by: Bayes Factor Comparison with Jeffreys Figure 5 : Comparison of the Bayes factor proposed by Jeffreys (1939) and our Bayes factor with α = 1 for K = 2 groups as a function of N and effect size δ = {1, 1.1, 1.2, 1.3, 1.4, 1.5}.
Proof. Due to independence, the population means can be integrated out separately; "completing the square", that is, using the fact that n i s 2 i = n i j=1 (x 2 ji − µ i ) yields the result.
Proposition 2. Using the substitution τ = 1 k k j=1 τ j where τ is the mean precision across groups and π(τ ) ∝ τ −1 , the marginal likelihood f (d | ρ) is under the condition that n j ≥ 2 given by:
Proof. Substituting makes apparent that τ occurs only in an inverse Gamma integral, which leads to the result.
Proposition 3. The marginal likelihood of the data under H 0 , p(d | H 0 ) = f (d | ρ = 1/K), is given by:
Proof. The result follows by setting ρ k = 1 /K for all i ∈ {1, . . . , K}.
Proposition 4. The marginal likelihood of the data under M 1 , p(d | M 1 ) with a Dirichlet prior on ρ with parameters α is given by:
where S K is the K-dimensional simplex.
C Derivation of the K = 2 Group Bayes Factor
Since we already know the marginal likelihood under H 0 , what remains is to derive the marginal likelihood under H 1 .
Proposition 5. Using a Beta(α 1 , α 2 ) prior distribution for ρ, the marginal likelihood under H 1 is given by:
Proof. The proof consists of rewriting the integrand into a form such that we can recognize a Gaussian hypergeometric function, 2 F 1 (a; b; c; x). We write:
Let a = n−2 2 , b = n 1 −1 2 + α 1 , c = n−2 2 + α 1 + α 2 , and z = 1 − n 1 s 2 1 n 2 s 2 2 . Then we recognize Euler's integral form of the hypergeometric function (Abramowitz & Stegun, 1972, Ch. 15 .3):
which yields the result provided that |z| ≤ 1 and c > b. The latter is trivially true, the former is always true when we swap the labels accordingly. For numerical precision, we use the following identity:
D Proofs of the Desiderata for K = 2
D.1 Predictive Matching
The case for which n 1 = n 2 = 1 is trivial, since then s 2 1 = s 2 2 = 0 and the marginal likelihoods are equal. This does not constrain the prior in any way. For the second case, suppose that n 1 = 2 and n 2 = 1. Then we have:
which means that if the prior on ρ is proper, as it is in our case, the Bayes factor is predictively matched.
D.2 Information Consistency
Suppose that s 2 1 s 2 2 → 0. We show that our Bayes factor is information consistent for α ≤ 1 /2. We write:
The Bayes factor goes to zero when 2α + 1 − n 1 < 0. The Bayes factor is thus information consistent for a minimal sample size n 1 = n 2 = 2 when α ≤ 0.50.
D.3 Limit Consistency for k = 2
Here, we show that our Bayes factor is limit consistent, that is: lim n 2 →∞ BF 10 / ∈ {0, ∞} .
To see this, observe that as n 2 tends to infinity, the sample quantity s −2 2 tends to the population quantity τ 0 . Defining ξ = δ 2 = ρ 1−ρ = τ τ 0 , we write: lim n 2 →∞ Simplifying and focusing only on the limit we have: lim n→∞ (1 − ρ) α+ n−1 2 −1 ρ α+ n−1 2 −1 ρs 2 
The case where the limit equals 1 is ignored since that would be a single point with Lebesgue measure 0. If the limit converges to 0 for all ρ ∈ (0, 1), then clearly the integral is 0 and lim n→∞ BF 10 = 0. On the other hand if there is a region for which the integrand diverges to ∞ then so does the integral and we have lim n→∞ BF 10 = ∞. The condition for convergence is quadratic in ρ and we have the following solutions for the roots: 
Let r = s 4 2/(s 4 1 +s 4 2 ). We argue the following. Under the null model r converges to 1 /2 and the limit converges to 0 for all ρ ∈ (0, 1) which implies lim n→∞ BF 10 = 0 under M 0 . On the other hand, under the alternative model r converges to something other than 1 /2 thus there is some region for which the density diverges as n approaches infinity which implies lim n→∞ BF 10 = ∞.
E Posterior Distributions
Using π(τ ) ∝ τ −1 and π(ρ) = Beta(α 1 , α 2 ), the joint posterior distribution is given by: p(ρ, τ | d) = τ n−2 2 −1 ρ n 1 −1 2 +α 1 −1 (1 − ρ) n 2 −1 2 +α 2 −1 exp −τ ρn 1 s 2 1 + (1 − ρ)n 2 s 2 2 (n 2 s 2 2 ) n−2 2 B n 1 −1 2 + α 1 , n 2 −1 2 + α 2 2 F 1 n−2 2 ; n 1 −1 2 + α 1 ; n−2 2 + α 1 + α 2 ; 1 − n 1 s 2 1 n 2 s 2 2 .
(42) Joint posterior distributions for (τ 1 , τ 2 ) and (σ 1 , σ 2 ) can be computed using a change of variables, and all marginal distributions can be computed using Gaussian quadrature.
F Analysis Code
Here, we provide the code for all examples given in the main text. devtools::install_github('fdabl/bfvartest') library('bfvartest') # 2.6.1 Testing Against a Single Value x <-c(6.2, 5.8, 5.7, 6.3, 5.9, 5.8, 6.0) 1 / onesd_test( n = length(x), s = sd(x), popsd = sqrt(0.10), alpha = 2.16, alternative_interval = c(1, Inf), log = FALSE ) # 2.6.2 Comparing Measurement Precision n <-990 sdigit <-0.98 slaser <-0.89 twosd_test( n1 = n, n2 = n, sd1 = slaser, sd2 = sdigit, alpha = 0.50, alternative_interval = c(1, Inf), log = FALSE ) # H_+ vs H_0 1 / twosd_test( n1 = n, n2 = n, sd1 = slaser, sd2 = sdigit, alpha = 0.50, log = FALSE, null_interval = c(0.90, 1.10), alternative_interval = c(1.10, Inf) ) # H'_1 vs H'_0 # 2.6.3 Sex Differences in Personality twosd_test(n1 = 969, n2 = 716, sd1 = 3.95, sd2 = 4.47, alpha = 4.50) # 3.1.1 The "Standardization" Hypothesis in Archeology ns <-c(117, 171, 55) sds <-c(12.74, 8.13, 5 .83) hyp <-c('1=2=3', '1>2>3') res <-ksd_test(hyp = hyp, ns = ns, sds = sds, alpha = 0.50) res$BF # 3.1.2 Increased Variability in Mathematical Ability ns <-c (3280, 6007, 7549, 9160, 9395, 6410) sds <-c(5.99, 5.39, 4.97, 4.62, 3.69, 3 .08) hyp <-c('1=2=3=4=5=6', '1,2,3,4,5,6', '1>2>3>4>5>6') res <-ksd_test(hyp = hyp, ns = ns, sds = sds, alpha = 0.50) res$BF
