In recent years, with the popularity of handheld Internet equipments like mobile phones, increasing numbers of people are becoming involved in the virtual social network. Because of its large amount of data and complex structure, the network faces new challenges of community mining. A label propagation algorithm with low time complexity and without prior parameters deals easily with a large networks. This study explored a new method of community mining, based on label propagation with two stages. The first stage involved identifying closely linked nodes according to their local adjacency relations that gave rise to a micro-community. The second stage involved expanding and adjusting this community through a label propagation algorithm (LPA) to finally obtain the community structure of the entire social network. This algorithm reduced the number of initial labels and avoided the merging of small communities in general LPAs. Thus, the quality of community discovery was improved, and the linear time complexity of the LPA was maintained.
Introduction
A social network is a collection of individuals and their reciprocal relationships. Along with the rapid development of the Internet and the emergence of social networking systems in the 1990s, users became drawn to the virtual Internet, and studies on social networks started to progress steadily. Numerous social networking platforms, such as Internet forums, social networking sites, and instant communication networks, have emerged, accumulating large amounts of social networking data. These social networks reflect real lives directly or indirectly and affect the social behavior of people. For instance, visitors who review and mark your blog and then connect it to their personal sites are likely to be your good friends in real life. Wikipedia is considered the biggest and most popular reference on the Internet, and movies reviews on the IMDB forum provide guidance when booking tickets.
Community [1] is one of the basic features of social networks. Let the social network be represented by a graph, the objects in it as a node, and the mutual relationship between objects as the edge. The community can be seen as a sub-graph, within which a dense connection exists, but its connection with the external sub-graph is sparse. Similar to "birds of the same feather flock together," we require prior knowledge of network structures to understand the organizational chart of a complex network structure and thus understand the interaction, evolution, and organization function of relationships among actors. Extensive research has been conducted on community discovery in various social and ecological fields, such as the World Wide Web [2] , scientific cooperation network [3] , and molecular biological analysis [4] . The findings have been success fully applied in link prediction [5] and in influence maximization in network advertising [6] .
However, community mining suffers from the lack of an accurate definition for community [7] . Thus, community mining is a challenging task [8] [9] . There are many community definitions [10] [11] and community mining algorithms, but according to any kind of definitions (such as a certain quantitative function for community quality), community mining remains an NP-complete problem [12] . Two methods may be used to classify community quality using a community mining algorithm. One method involves direct evaluation using known baseline data for community structure. The other method involves evaluation by a certain quantitative function to measure community quality. The former method obtains a moderate amount of data, because numerous human observations and statistics are involved in the collection of baseline data; thus, it is hard to represent the virtual communities that are identified in large numbers. The quantitative function also suffers from resolution limits [13] . Thus, the computation of the results obtained from the Internet must be analyzed comprehensively. Time performance problems for large-scale data should also be considered in data structures [14] or algorithms [15] .
Social networks illustrate the relationship among nodes, but the degree of the connection among nodes within their own communities varies. Jestr superior to that of a and c. In the present work, community mining is conducted base on the quantitative description of the aforementioned relationship. 
Related Work
The modularity proposed by Newman and Girvan to measure community quality marked a great step forward in community mining algorithms [16] . Subsequently, a series of algorithms for modularity optimization were generated; examples include greedy algorithm [17] and extreme optimization [18] . Reichardt et al [19] introduced the simulated annealing algorithm to community mining to prevent the greedy algorithm from falling into the local optimum, but the time cost obviously increases. In [20] , the original community is first selected through the random walk strategy, and the final community is divided by modularity optimization. Experiments have proven that this method achieves a fair compromise in time efficiency and the quality of community division. However, Fortunato et al [13] point out that the modularity optimization algorithm has resolution limits, that is, it fails to produce small communities but tends to merge them. Take Fig. 1 as an example. In this figure, two communities can be observed, but algorithms can generally identify only one community, that is, {a, b, c, d, e, f, g}. Other methods are available in the literature [21] [22] [23] .
Most community mining algorithms have high time complexity, but the label propagation algorithm (LPA) [24] is a simple and effective method whose near-linear time complexity makes it suitable for handling large-scale network data. The basic method of the LPA is as follows: each vertex is given a unique original label. Based on the voting principle, each vertex then adopts the labels to which the maximum number of its neighbors belongs. This process continues iteratively until the labels of all vertices are stable. At this time, the vertices assigned by the label form a community. However, resolution limits occur easily in this basic LPA. Zhao Zhuoxiang et al [25] contend that numerous scattered small communities are formed during the iterative process because each vertex in the network is assigned a unique label, and the most meaningful labels cannot be discovered during the initial stage; these conditions slow down the pace of label convergence. According to the definition of the influence of nodes in [26] , the authors in [24] assign the initial tags to the first k nodes with the greatest effect, but this method fails to directly determine the value of k and requires predetermining other parameters for calculating the influence degree. In extreme cases, if the value of k is less than the actual number of communities, the label convergence algorithm fails to identify all the communities.
To overcome the defects of the current label algorithm, we develop a label propagation community mining method based on local similarity. This method identifies closely related local domains by determining if the connection of the network structure is intense. We consider these local domains as the rudiments of a community and thus assign them the original label. On the basis of the voting principle, we expand and adjust the region through label propagation before forming a community. This method prevents numerous tags that are common in the traditional LPA and eliminates the accuracy limitation without using artificial parameters.
Algorithm Description
We formally define the basic concept as follows. 
+…+w in is the sum of the edges relative to node v i and is defined as the degree of v i .
Algorithm Steps
The proposed community mining method based on local similarity includes the following steps (Fig.2) . In this case, the calculation formula [27] for the similarity of nodes (v i , v j ) is as follows:
Based on the above formula, the similarity of node v i and v j depends on the degree of the nodes in their star neighbourhood intersection set. A great degree indicates that the node makes little contribution to the similarity of v i and v j because the role of betweenness in connection is dispersed. 
As a typical model of a small-sized network [28] , examining the connection between these two nodes and their neighbours is reasonable when calculating the similarity of the two nodes. Assuming we expand the scope of consideration, which is time consuming, the calculated nodes probably contain most of the nodes in the entire network.
(2) Identify all the dense pairs of nodes. If a node pair (u, v) has the largest similarity among the adjacent nodes, then it is called a dense pair [29] , that is, y∈N(v) ) }, which is denoted by u↔εv, where ε=σ(u, v). Identify the nodes pairs that constitute the set of dense pairs.
(3) Identify all the dense micro-communities. If nodes within the node set constantly have other nodes to constitute respective dense pairs and if their corresponding nodes are always within the set, these nodes can be aggregated and built into a micro-community [29] . In fact, the dense micro-community is a sub-graph and can be marked as C(w)=(V, E, ε), which meets the following three conditions: (a) w∈V; (b) for all u∈V, ∃v∈V(u↔εv); and (c) u∈V((u↔εv ∧ u∈V ∧ v∉V) is non-existent.
(4) Assign all dense micro-communities with the original label. Nodes in the same dense micro-community share the same initial label, but the initial label varies between dense micro-communities.
(5) Place the nodes of the network into set X according to their degree in descending order.
(6) Let t=1.
Obtain each node x∈X as the order in X, and divide the adjacent nodes of x into groups according to the type of label. The group with the maximum number of members is assigned x. If several identical maximum values exist, choose the label of the group with the largest sum of node degrees. We can adopt the asynchronous update label strategy to avoid the label concussion generated in bigraphs [15] . (8) If the labeling values remain unchanged in the next step, then end the algorithm. Otherwise, given t=t+1, repeat repeat Step (7).
Time Complexity Analysis
A complex network comprises thousands of nodes, but a node only has connections with some small nodes. Thus, matrix storage wastes space. In the present work, we adopt a linked storage for the adjacency relationship between nodes. Given the maximum degree of network nodes d max , the number of dense pairs is p, the number of nodes in the largest dense micro-community is t, the time complexity of the similarity among nodes is O(nd max 2 ), the time complexity for dense pairs is O(nd max ), the time complexity of the dense micro-community is O(pt), and the complexity in label propagation is O(n). For a large and complex network, d max is smaller than n. In later experiments, p is found to be smaller than n, and the average size of the dense microcommunity is smaller than n. Therefore, our algorithm is close to the algorithm of linear time complexity.
Example
We elaborate this algorithm with the combination of networks shown in Fig. 3 . (1) Compute the similarity of each node pair based on the adjacency matrix, as shown in Fig. 4 . Fig. 4 Similarity assigned on the edges (2) Six dense pairs can be found in Fig.4: (a, c) ,
and (i, j).
(3) Four dense micro-communities can also be found in Fig.4: (a, c) ,
k), and (g, i, j).
(4) In Fig. 4 , four kinds of symbols are used to represent four different labels. The original labeling is shown in Fig. 5 . A new round of label propagation based on Fig.5 is necessary. The first updated node is e, as shown in Fig.6 . The Second updated node is i, as shown in Fig.7 . The other updates are omitted. The results show that the final community structure is consistent with the observed structure and that the society is divided reasonably.
Experimental Analyses
On the basis of data on social networks, such as the Karate Club Network (hereinafter abbreviated as Karate) [30] and the U.S. Undergraduate Football Competition 2000 (hereinafter abbreviated as Football) [31] , which are widely used to test the effectiveness of community mining, we compared the proposed algorithm with the traditional LPA [15] and the LPA based on the junction influence (hereinafter abbreviated as LIB) [24] . The comparison data are obtained directly from previous work [24] . The proposed algorithm is denoted as improved LPA (ILPA). As shown in Tab.1, the modularity of the ILPA is consistent with that of the LIB for the Karate dataset because both algorithms can correctly divide all nodes into two communities. However, the modularity of the ILPA is 1.7% higher than that of the LPA. For the Football dataset, the modularity of the ILPA is higher than that of the LPA by 28.62% and slightly higher than that of the LIB. Although the outcome of the proposed algorithm is similar to that of the LIB, the latter requires a large number of parameters that are difficult to set.
We chose three large datasets from different fields to further study the nature of this algorithm. The first dataset is a high energy physics theory collaboration network (hereafter referred to as High Energy Physics) [32] . This dataset includes 9,987 nodes and 25,998 edges. The network describes the cooperation among authors in the domain of high energy physics theory on Arvix net between January 1993 and April 2003. If author i and j write an article together, then the network will have an undirected edge from node i to j. Likewise, if k number of authors work together to create a thesis, then the network will cover a complete subgraph that consists of the corresponding nodes of these k authors. The second dataset is the peer-to-peer network Gnutella [33] , which represents the connection among hosts and contains 26,518 nodes and 65,369 edges. If user i casts a vote for user j, then the network will include a direct edge from node i to j. This algorithm is seen as an undirected graph. The third dataset is the shopping information on Amazon (com-amazon) [34] , which includes 334,863 nodes and 926,872 edges. If node i is linked to node j, then commodity i and j are sold out together.
Tab.2 summarizes the operation of large datasets in the proposed algorithm. For these datasets, the sum of the number of nodes in the initial community accounts for 56% to 73% of the total nodes, and the number of initial communities is about two to four times of the final number of communities. At the same time, the number of iterations is so low that time complexity, unlike the number of nodes and edges, can be ignored. This algorithm can also discover numerous small communities (with less than 10 nodes). Such cases are common in real life. For example, in a paper on cooperative networks, these small communities indicate that only a few experts can cooperate with a large number of people and make achievements in many fields. However, most experts cooperate with only a few researchers. As shown in Figs. 9, 10, and 11, the respective community size and quantity generated by the ILPA and the original algorithm LPA are compared further. In these figures, the horizontal ordinate stands for the interval of community size, 1 to 9 represents the range of node numbers within the community (i.e., 1 to 9, 10 to 19, 20 to 29, 30 to 39, 40 to 49, 50 to 99, 100 to 149, 150 to 299, and > 300). The vertical ordinate represents the corresponding numbers of communities (logarithm value). The picture shows that a large number of communities can be discovered in different large datasets through the use of the ILPA. By contrast, the ILPA can discover many communities in most of the range intervals (especially in parts close to the small interval) in the same dataset, and the number of communities even exceeds 10 in some intervals. Therefore, the LPA has the accuracy limitation, whereas the ILPA eliminates the limits effectively. Thus, the label algorithm proposed in this study is another improvement of the traditional LPA and advances the quality of community division effectively. 
Conclusion
The proposed algorithm relies solely on the social network structure and requires neither function value optimization nor any artificial parameter. Our algorithm is divided into two phases. The first phase aims to identify dense microcommunities, that is, the prototype of a community. The second phase involves some adjustments in the subsequent label propagation to obtain the final communities. However, labels update quickly because only adjacent nodes affect the selection of node labeling. The proposed algorithm maintains the linear time complexity of the LPA. The main contribution of the proposed method is that a simple assignment of initial labeling in the LPA is discovered and that the method reduces the number of original labels and eliminates the accuracy limitation in traditional LPA. As shown in Fig. 2 , this algorithm can mine two communities, namely, {a, b, c, d} and {e, f, g}, and thus provide a good way to solve the problem of accuracy limitation.
In some social networks, an individual may belong to multiple communities. For instance, in the paper cooperative network, someone may have more than one research field and may be connected with several research communities; this structure is referred to as an overlapping community [35] . In a social network such as a blog, we cannot simply think that the relationship among participants is identical. If different weights are adopted to represent the affinities of nodes, then a weighted network is formed. Thus, the next step is to determine how the ILAP can be applied in overlapping and weighted community mining.
