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Systems modellingIceberg discharge is a major component of the mass balance of the Greenland Ice Sheet (GrIS). While bulk
estimates of discharge variation over time exist, inferred remotely from measurements of grounding line ice
velocities or surface mass balance calculations, few detailed measurements of discharge itself from individual
marine-terminating glaciers existed until recent years. Recently, it has been shown, through a combination of
ocean–iceberg modelling and non-linear system identiﬁcation, that the century-long record of iceberg numbers
crossing 48oN in the West Atlantic is a good ﬁrst-order proxy for discharge from at least south and west
Greenland. Here, we explore the varying relative importance of ice sheet, oceanic and climatic forcing of
iceberg discharge from these areas over the twentieth century, by carrying out sensitivity studies of a non-
linear auto-regressive mathematical model of the 48oN time series. We ﬁnd that the relationships are mainly
non-linear, with the contribution of the GrIS surface mass balance to iceberg discharge likely to be dominant in
the ﬁrst half of the century. This period is followed by several decades where oceanic temperature effects are
most important in determining themodel variation in iceberg discharge. In recent decades, all physical processes
play a non-negligible part in explaining the iceberg discharge and the model suggests that the glacial response
time to environmental changes may have decreased.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The totalmass balance of the Greenland Ice Sheet (GrIS) comes from
the net mass balance between surface accumulation/runoff, basal
melting, and ice discharge through calving. The former is known as
the surface mass balance (SMB)—the balance between net precipitation
and surface ablation (surface meltwater, runoff, and sublimation)—and
has been calculated by a number of groups using different atmospheric
reanalysis and/or regional climate model ﬁelds as forcing for various
melt/runoff/SMB models (e.g. Hanna et al., 2011; Janssens and
Huybrechts, 2000; van den Broeke et al., 2009). While there are differ-
ences between these SMBmodels, they are second order in magnitude,
and all show a distinct trend towards a reduced SMB over the last
decade (e.g. Box, 2013; Fettweis et al., 2008; Hanna et al., 2011; Van
den Broeke et al., 2009), but with considerable interannual variability
(e.g. Fig. 1). This recent trend is part of a longer-term SMB decrease,
starting around 1930 (Hanna et al., 2011). But what characterises this
record throughout, both recently and over the last century or more, is. This is an open access article underhigh variability on an annual timescale. The ice discharge term (D) in
the total mass balance, although estimated to have earlier contributed
approximately equally to ice sheet mass loss as the SMB (Rignot et al.,
2011) but more recently only a third of the latter's magnitude
(Enderlin et al., 2014), has not been directly measured, but estimated
empirically (e.g. Bigg, 1999; Reeh, 1994) or, more recently, inferred
from a combination of satellite remote sensing of ice motion across
the ice sheet's grounding line and ice thickness (e.g. Enderlin et al.,
2014; Rignot et al., 2008, 2011; Sasgen et al., 2012; van den Broeke
et al., 2009). While D inferred from grounding line discharges has
shown a distinct upward trend in the last decade, in contrast to the
SMB time series it is characterised by a lack of interannual variability.
However, what measures we do have for annual variations in
iceberg discharge suggest that D—when taken as the calving ﬂux from
theGrIS, rather than transport over the grounding line—is actually high-
ly variable. At the individual glacier scale, it is well known that the
major glacier ofwest Greenland—Jacobshavn Isbrae—has long exhibited
substantial changes in discharge fromyear to year and decade to decade
(e.g. Csatho et al., 2008; Sohn et al., 1998). Similarly, there has been
short-termmajor ice loss fromnorthwestGreenland glaciers ondifferent
occasions in the last few decades (Kjaer et al., 2012). The Internationalthe CC BY license (http://creativecommons.org/licenses/by/4.0/).
Fig. 1. The annual input and output variables for the Greenland Iceberg Calving modelling problem. Units are number (I48N), ×10 km3yr−1 water equivalent (SMB), standardised value
(NAO), oC anomaly (LSST), ×10,000 km2 (NEW; 1900–1998 only).
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Marko et al., 1994; Murphy and Cass, 2012), an integrated measure of
iceberg ﬂux from at least south and west Greenland (Bigg and Wilton,
2014), and one which is highly variable on an annual scale (Fig. 1),
has been shown to be a ﬁrst-order proxy for west Greenland iceberg
discharge (Bigg et al., 2014), down to individual glacier level (Wilton
et al., 2015).
Themechanismswhich control glacier retreat, and therefore calving,
have recently been discussed in a review article by Straneo et al. (2013).
Here three categories of triggering mechanisms for retreat are present-
ed. The ﬁrst is submarine melting at the ice–ocean interface, linked to
changes in ocean temperature (Seale et al., 2011) and variation in ice
sheet runoff (Motyka et al., 2013; Slater et al., 2015), which can alter
the ice front force balance. The second is variation in the thickness, ex-
tent, and duration of the calved ice/sea-ice melange in front of
marine-terminating glaciers. This melange has been shown to hinder
calving over winter and into the spring (Todd and Christoffersen,
2014; Walter et al., 2012) and is likely to be linked to a combination of
glaciological and ocean and atmosphere temperature and circulation
change (Mugford and Dowdeswell, 2010). The third is the nature ofcrevassing and sub-glacial hydrology close to the glacier's calving
front. This factor will be linked to changes in surface melting and runoff
via the amount and depth ofwater-ﬁlled crevasses and routing of runoff
at the base of the glacier (e.g. Andersen et al., 2011; Moon et al., 2014).
Previously we have used a combination of ocean–iceberg modelling
and the non-linear systemmodelling discussed below to examine these
mechanisms at annual timescale (Bigg et al., 2014). In this paper, we ex-
amine in much greater detail the variation and sensitivity of these
mechanisms over time by using non-linear ﬁnite impulse response
(NFIR) system identiﬁcation modelling of the discharge signal in I48N.
TheNFIR approach is described below in theMethods section, but, brief-
ly, it is amodelling framework, derived from control engineering, which
allows the user to construct linear or non-linear dynamic models be-
tween inputs (exogenous variables) and outputs (auto-regressive vari-
ables) in the presence of coloured and non-linear noise. Three physical
variables that we use as model inputs to characterise the large-scale
physical environment in which the Greenland marine-terminating
outlet glaciers exist are the SMB, representing the glacier's surface
runoff/accumulation balance, a measure of regional ocean temperature
(the Labrador Sea Surface Temperature; LSST), which, indirectly
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ing, and an atmospheric circulationmeasure (North Atlantic Oscillation,
NAO). The latter has been shown to be linked to Greenland coastal tem-
peratures (Hanna et al., 2013). In addition, it has previously been shown
by Marko et al. (1994) that there is a signiﬁcant correlation between a
measure of winter sea-ice off Newfoundland (NEW; Hill and Jones,
1990) and I48N. This variable is also included as a model input, al-
though, unlike the other three inputs, it is difﬁcult to see how ameasure
ofwest Labrador Sea sea-ice could be a causal factor in the calving of ice-
bergs. In all cases, we have chosen large-scale quantities for our model
inputs as we seek to model mean calving behaviour over extensive
areas of Greenland, rather than in individual fjords.
2. Method
2.1. Data
As discussed in the Introduction, the input variables to be used in
developingNFIRmodels of I48Nwere chosen to be surfacemass balance
(SMB), North Atlantic Oscillation (NAO), the Labrador Sea Surface
Temperature (LSST), and the sea-ice in the Newfoundland area (NEW).
The output variable that we attempt to model is I48N (Fig. 1), the
monthly iceberg count from the U.S. Coast Guard's IIP over 1900–2008
(see http://www.navcen.uscg.gov/pdf/iip/International_Ice_Patrols_
Iceberg_Counts_1900_to_2011.pdf). This includes all separate icebergs,
of whatever origin, greater than 5 m in above-water length observed
south of a line extending along 48oN from the Newfoundland coast to
approximately 40oW. A full discussion of this time series is contained
in a range of past literature (Berkson et al., 2010; Christensen and
Luzader, 2012; Marko et al., 1994; Murphy and Cass, 2012), with some
veriﬁcation of its detail compared to a shorter record of individual ice-
bergs in the Labrador Sea byWilton et al. (2015).While the construction
of the time series has not been homogeneous over time, as the detection
methods have changed radically from ships to radar, satellite, and
modelling (Christensen and Luzader, 2012), it has always been the
purpose of the IIP to prevent a major incident like the sinking of the
MS Titanic in the busy shipping routes into eastern North America
(Murphy and Cass, 2012). The lack of serious iceberg-related incidents
in the area since 1913 (Murphy and Cass, 2012) is consistent with
I48N being a reliable time series, as is the lack of discontinuities in the
series when observation systems changed. The likelihood of greater
error during the earlier period needs to be borne in mind, however.
The input variables come from a variety of sources. Three come from
existing work. The monthly NAO time series comes from Hurrell and
Deser (2009) and is the principal component-based version of this
atmospheric circulation index (Fig. 1). The Greenland SMB originates
from Hanna et al. (2011). It is based on a positive degree day runoff/
retention model (Janssens and Huybrechts, 2000), with the SMB series
(Fig. 1) being a composite based on twentieth century reanalysis
(1871–1957; Compo et al. 2011) and ECMWF (ERA40 reanalysis
1958–2001, plus ECMWF operational analysis 2002–2010) tempera-
ture, and precipitation datasets that were calibrated/validated against
in situ data and spliced together. Hanna et al. (2011) demonstrates
that this splicing led to littlemodiﬁcation in the series constructed pure-
ly from the twentieth century reanalysis. The NEW series (Fig. 1) is an
extension, until 1998, of the January–April mean sea-ice area south of
56oN presented by Hill and Jones (1990). The one input variable gener-
ated for this paper is LSST (Fig. 1). This comes from averaging the Kaplan
v2 SST (Kaplan et al., 1998), over the Labrador Sea area east to 45oW,
and south from the Davis Strait to 55oN. While this is on the edge of
the area covered by the Kaplan et al. global analysis, their error analyses
suggest that theﬁeld in this region is not especially dependent on differ-
ences in the analysis method, and errors do not vary substantially over
the twentieth century.
The rawdatasets of I48N, SMB,NAO, and LSST consist of 1308month-
ly data points starting from the January of 1900 and extending to theDecember of 2008. The analysis reported belowwas initially conducted
with yearly averages calculated from the monthly time series of I48N,
and averaging the values of SMB, NAO, and LSST, within 12 calendar
months. Only annual data are available for NEW, covering 1900–1998,
which is why this initial approach used calendar years rather than the
October–September period used to deﬁne an iceberg year by the IIP.
The anual data for each variable will be denoted as
I48Na kð Þ; SMBa kð Þ;NAOa kð Þ; LSSTa kð Þ;NEWa kð Þ; k ¼ 1900; 1901; :: :;1998
and the monthly data are expressed asI48Nm(k), SMBm(k), NAOm(k),
LSSTm(k), k= 1, 2,…, 1308.
Fig. 1 shows the annual raw data from 1900 to 1998 for the four
inputs and I48N.
2.2. The NFIR model
In this study, a non-linear ﬁnite impulse response (NFIR)model, also
known as a Volterra Non-linear Regressive with Exogenous Inputs
model, expressed as
y kð Þ ¼ f u k−1½ 1 ;u k−1½ 2 ; :: :;u k−1½ r
 
þ ε kð Þ ð1Þ
was considered to represent a multi-input and single-output system,
where k(k= 1, 2,…) is a time index, r is the number of the system in-
puts, f is some unknown linear or non-linear mapping which links the
system output y(k) to the system inputs u1(k), u2(k),..., ur(k); ε(k) de-
notes themodel residual. The symbol ui[k − 1](i=1, 2,..., r) is deﬁned as:
u k−1½ i ¼ ui kð Þ;ui k−1ð Þ;ui k−2ð Þ; :: :;ui k−nið Þ½  ð2Þ
where ni is the maximum temporal lag to be considered for the system
inputui. TheNFIRmodel is a special case of theNonlinear Auto-Regressive
Moving Average with eXogeneous inputs (NARMAX) model (Leontaritis
and Billings, 1985a, 1985b). The general form of the NARMAX model
can be expressed as
y kð Þ ¼ f y k−1½ ;u k−1½ 1 ;u k−1½ 2 ; :: :;u k−1½ r ; ε k−1½ 
 
þ ε kð Þ ð3Þ
where the regressions of the output y[k − 1] and the noise ε[k − 1] are in-
cluded. The NFIR model only considers a single noise term ε(k) that can
often be treated as an independent, identically distributed zero mean
noise sequence. In this study, a full NARMAX model has been tested and
insigniﬁcant improvement in model performance was achieved compar-
ing with the NFIR model. This means that auto-regressive behaviour is
signiﬁcant, and for simplicity, only the NFIR model will therefore be con-
sidered in this paper.
A commonly employed model type is to specify the function f in
(1) as a basic function expansion using a linear parameters form
(Chen and Billings, 1989; Wei et al., 2004), which can be expressed as
y kð Þ ¼
XN
m¼1
θmΦm kð Þ þ ε kð Þ ð4Þ
whereΦm(k) are them thmodel terms generated from all the regressor
vectors, θm are unknown parameters, and N is the total number of po-
tential model terms. Note that Φm(k) are, in general, non-linear
polynomials.
2.3. Model term selection
A number of effective algorithms exist that can automatically select
the correct model structure and hence can determine, from the data
only, whether the most appropriate model is linear or non-linear. The
methods therefore automatically determine the simplest model that is
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Billings andWei, 2007; Chen et al., 1989;Wei et al., 2009). In this paper,
a routine called adaptive–forward–OLS, shown in the Appendix A, was
employed to determine themodel structure and estimate the unknown
parameters.
2.4. Tracking variables, lags, linearity and non-linearity
The value of the error reduction ratio (ERR) for each selected term
describes the percentage this term contributes to the output. This sec-
tion aims to extract the contribution of each input variable, and the con-
tribution of a speciﬁc regression with a certain time lag for an input.
The sum of ERR values of all selected terms is deﬁned as
SERR ¼
XN
i¼1
err½ i ð5Þ
to describe the percentage explained by the identiﬁedmodel to the sys-
tem output, where N denotes the number of the selected terms. The
contribution of the i th input variable to the variation of the system out-
put, denoted as ERRCui , is deﬁned as the sum of ERR values of the terms
that include this input variable. Because some selected terms may in-
volve more than one input variable, the sum of ERRCui for all input
variables can be greater than SERR. To aid interpretation, ERRCui is nor-
malised and written as
ERRCui ¼
XN
j¼1
err½  j : ui ∈ Φ j
 
Xr
p¼1
XN
j¼1
err½  j : up ∈ Φ j
  SERR ð6Þ
The contribution of the regression ui(k− l) at the time lag l for the i
th input variable is given as
ERRCui k−lð Þ ¼
XN
j¼1
err½  j : ui k−lð Þ ∈ Φ j
 
Xr
p¼1
XN
j¼1
err½  j : up ∈ Φ j
  SERR ð7Þ
The linear contribution from inputs can be expressed as the sum of
the ERR value of the linear terms, and the quadratic contribution can be
expressed as the sum of the ERR value of the quadratic terms, and so on.
A window, within which themodel is assumed stationary, is used to
identify the NFIR model, and then the model terms and corresponding
ERR contribution are tracked by sliding the window through the data
step by step. The required window size of sampled data depends on
the dynamical properties of the original signals and the complexity of
the chosen model structure. A selection of small window size means a
fast reaction to the change of contribution over time, but it may lead
to insufﬁcient data to achieve an accurate result. Conversely, a selection
of a large window size can improve the accuracy of contribution, but it
may signiﬁcantly slow down the modelled reaction to the change of
contribution over time. Many sensitivity experiments were carried out,
with the conclusion being that awindow size of 30 years, a choice depen-
dent on the dominant frequency of the evolving signals, was appropriate.
Traditional methods to track time variation systems, such as recur-
sive least squares, least mean squares, or a Kalman ﬁlter etc., use a
ﬁxed model structure to describe the system and track the changing of
parameters. Alternative approaches have been reported by Zou and
Chon (e.g. Zou and Chon, 2004; Zou et al., 2003). The approach de-
scribed here, an extension of the causality detection method recently
developed for a medical application (Zhao et al., 2012), is totally novel
because it tracks the model structure and so allows us to follow theevolution of the contribution of variables, lags, and the nature of the
model terms, which is not possible to achieve using other methods.
This approach, therefore, is a fundamentally new way of modelling
time variation in systems. Here, we will use this method on the I48N
time series to reveal important insights into mass balance change over
western Greenland and to investigate how the inﬂuence of different
physical effects vary over time. It needs to be remembered, however,
that there are likely to be factors not included here which inﬂuence
I48N and that errors in the various datasets are likely to decrease with
time, so we do not expect to account for all the variance in I48N in the
models presented here.
3. Results
A set of sensitivity studies of the I48N NFIR model structure was de-
veloped for both annual and monthly datasets. For each temporal reso-
lution, a model using all input variables is shown and described. We
then successively remove terms to understand the model dependence
on the number of input variables. This also helps conﬁrm the robustness
of the full model, as we would expect the basic importance of a particu-
lar variable to be consistent in each sensitivity test in which it was used.
We start, however, by seeking the maximum time lag terms to be in-
cluded in our modelling by evaluating the cross-correlation coefﬁcients
of I48N with each of our environmental variables.
3.1. Test1: Annual data analysis
Based on (2), the complexity of theNFIRmodel depends on themax-
imum time lag ni. Assuming the number of inputs is r and themaximum
time lag for each input is n, then, considering linear terms only, the
number of possible candidate terms is
nþ 1ð Þ  r þ 1:
If also consideringquadratic terms, thenumber of possible candidate
terms is
nþ 1ð Þ  r þ 1ð Þ nþ 1ð Þ  r þ 2ð Þ
2
;
and if themodel also considers cubic terms, the number of possible can-
didate terms becomes
nþ 1ð Þ  r þ 1ð Þ nþ 1ð Þ  r þ 2ð Þ nþ 1ð Þ  r þ 3ð Þ
6
:
To determine the appropriate maximum time lag for the NFIR
model, the cross-correlation coefﬁcients between I48N and each input
were calculated (Fig. 2). From these results, the maximum signiﬁcant
time lag was observed at−3 years, in the cross-correlation between
the I48N and LSST. Hence, the maximum time lag for the annual NFIR
models used in this paper was chosen to be 1 year greater than this to
ensure all terms of signiﬁcance were captured by the model. For the
below NFIR model ﬁtting, the linear, quadratic, and cubic terms were
all considered.
3.1.1. Full variables modelling using sliding windows
The full annual NFIR model uses a sliding window with a width of
30 years to track the contribution of each, and every, input variable
(LSST, NAO, NEW, and SMB) over time. Fig. 3 shows the comparison of
the annual I48N and the model's output, where the output at the year
t was calculated by the model obtained from the window [t −
15, t+14]. The impact of the sliding window on the temporally varying
contribution of each input variable, computed by (6), is shown in Fig. 4.
Terms involvingNEWprovide the largest ERR signal for ~90% of the cen-
tury, but from the late 1930s through to the 1970s, the terms involving
SMB are mostly of a similar magnitude, with both contributing ~40% of
Fig. 2. Cross-correlation coefﬁcients between annual time series of I48N and each input variable, with corresponding 95% conﬁdence levels. These are shown by lines near ±0.2; coefﬁ-
cients with lags out to ±8 years are shown.
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utor to the model, with its contribution to the I48N signal exceeding
40%. Terms involvingNAO are always of secondary importance. A linear
term is dominant in the sliding model window only between 1920 and
1935 (Fig. 5); for the remaining 50 years, cubic behaviour is the over-
whelmingly dominant term in the model.
The slidingwindowmodel has shown a complex, and evolving, rela-
tionship between I48N and the four input variables over the twentieth
century. It shows times when different physical factors underlying our
input variables are statistically more or less important in determining
the mean iceberg discharge from the western half of Greenland. We
will investigate this difference in more detail in the following sections,
but ﬁrst it is of note that the terms involving NEW are usually without
a time lag. As has been recognised in the past (Marko et al., 1994),
there is a strong correlation between I48N and the local sea-ice condi-
tions in the winter immediately preceding the peak iceberg season of
mid-late spring. However, the local sea-ice conditions off Newfound-
land cannot physically determine the GrIS calving ﬂux, which essential-
ly derives from the previous year's summer calving (Howat et al., 2010),
or even earlier years (Bigg andWilton, 2014). The calving leading to the
I48N ﬂux will have already occurred before the late winter sea-ice con-
ditions described by the variableNEW (Hill and Jones, 1990). The strong
correlationmust therefore be due to amutual response to some oceanic
and/or atmospheric forcing extending over the previous 6 months to aFig. 3. A comparison of I48N (solid) with the model output of the NFIR model based on tempo
were considered.year, and likely to be related to the probability of icebergs being trapped
within coastal sea-ice pack. This has recently been shown to be themost
likely reason for the timing of the spring/early summer I48N (Wilton
et al., 2015). In the remainder of the sensitivity studies discussed here,
we therefore exclude NEW from our list of input variables.
3.1.2. Three input variables: SMB, NAO, and LSST
In this test, there were three inputs (SMB, NAO, and LSST). Note that
the length of our annual inputs datasets has lengthened, to 1900–2008,
by excluding NEW. The NFIR model for this case can be written as
I48Na kð Þ ¼ f ðSMBa kð Þ; SMBa k−1ð Þ; :: :;SMBa k−4ð Þ;
NAOa kð Þ;NAOa k−1ð Þ; :: :;NAOa k−4ð Þ;
LSSTa kð Þ; LSSTa k−1ð Þ; :: :;LSSTa k−4ð ÞÞ
þε kð Þ
ð9Þ
A sliding window of length 30 years was used to track the temporal
variation of the model, and so the contribution of each input variable.
With the removal of NEW, terms involving SMB provide half of the
ERR signal, or more, for much of the century (Fig. 6a), although LSST
contributes a similar proportion to ERR during the 1960s and ’70s, as be-
fore. Note that during the 1980s and ’90s, all inputs provide at least a
contribution of 15% to ERR in the model, before SMB returns to domi-
nance in recent years. It is noteworthy that the sum of ERR for theral sliding windows of 30 years (dashed). Four input variables (SMB, NAO, LSST, and NEW)
Fig. 4. Computed contributions of the four input variables to I48N over 1900–1998, based
on the ERR values for a 30-year sliding windowwhich is incremented 1 year at a time. To
avoid inconsistencies in presentation due to initial and ﬁnal conditions in the dataset, the
initial (before 1915) and ﬁnal (after 1984) ERR contributions were ignored due to insufﬁ-
cient samples.
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well, consistent with our argument that the latter is not a fundamental
forcing variable in the system, butmerely responding to a common forc-
ing of I48N.
When SMB tends to be dominant in the ﬁrst half of the twentieth
century, the leading model term, explaining 60% of ERR, is linear
(Fig. 7), but during periods of more complex interactions between the
model terms, during the 1950s–1990s, a cubic polynomial is most im-
portant, providing up to 90% of the ERR signal. We also examine how
the temporal lags of the terms in the sliding Eq. (9) change in Fig. 8.
While the variation of lag over time is complex, 40–50% of the ERR is ex-
plained by zero lag SMB terms for much of the ﬁrst half of the century
and 1-year lag more recently. Nevertheless, there are some periods in
the ﬁrst half of the century when the 2-year lag term also contributes
similar levels to ERR. These lag times correspond well to the range of
modelled travel times of icebergs from most of the west Greenland
coast to 48oN (Bigg and Wilton, 2014; Wilton et al., 2015), with zero
lag linked to discharge from southern Greenland and 1- and 2-year
lags linked to discharge from closer and further reaches of Bafﬁn Bay, re-
spectively. Note that for the period since 1980, when NAO has been
more important than what has been usual during the century, the
latter's strongest lag (20% of ERR) is also 1 year. Finally, during the peri-
od in the second half of the centurywhen LSST becomes particularly im-
portant, there is a mix of lags for LSSTwith signiﬁcant signal, between 0
and 2 years, although a lag of 1 year has the longest period of contribut-
ing 20–25% of ERR. We will consider more fully the possible physical
mechanisms underlying all these model characteristics in the Discus-
sion section. Note also that the monthly analysis of Section 3.2 leads to
a clearer, and physically realistic, view of the lag relationships.Fig. 5. A comparison of importance of the polynomial rank in terms over time considering
four input variables based on annual data. To avoid inconsistencies in presentation due to
initial and ﬁnal conditions in the dataset, the initial (before 1915) and ﬁnal (after 1984)
ERR contributions were ignored due to insufﬁcient samples.3.1.3. Two input variables: SMB and NAO
In this case, only two input variables (SMB and NAO) were consid-
ered so the 30-year sliding window NFIR model can be written in an
analogous way to Eq. (9), but without the LSST component. As expected
from the earlier results, SMB is the dominant input variable from this
pair over the whole century, explaining 40–70% of ERR (Fig. 6b). The
model characteristics in terms of dominant polynomial degrees and
lags are very similar for the dominant variable, SMB (Figs. S1–S2). This
is less true for the lags for NAO (Fig. S3), but the magnitude of these
terms is small. Note that the total ERR (Fig. 6b) is somewhat less than
in the previous model (60–80%), consistent with this test explaining
much of the signal, through SMB, but missing 10–20% of ERR (through
the absence of LSST).
3.1.4. Two input variables: SMB and LSST
For this test, a different set of two variables (SMB and LSST) were
considered as inputs for the NFIR model. Again as expected from the
earlier results, SMB is the dominant input variable from this pair for
much of the century, usually accounting for at least 50% of ERR
(Fig. 6c). However, LSST always contributes more than 10% and is even
the largest term, explaining 70% of the ERR, during the 1960s. This is
similar to the case in the model containing all three input variables.
The model characteristics in terms of dominant polynomial degrees
and lags are very similar, but now for both variables (Figs. S4–S6). The
ERR sum is similar (80–90%) to that of the model with all three input
variables. LSST, while being less important in the model than SMB, is
clearly a vital ingredient without which a model is quite different.
3.1.5. Two input variables: LSST and NAO
For this ﬁnal model test of the annual data, the remaining two-vari-
able combination (LSST and NAO) was considered. With the dominant
input of SMB no longer included in the model, the structure of the
model must change signiﬁcantly. However, consistent with the last
two tests, the dominant term now becomes LSST, with 50–70% of ERR
explained except for a short time in the 1950s, and in recent decades,
when NAO has attained a similar inﬂuence to LSST (Fig. 6d). Other
elements of the model do indeed change. The dominant polynomial is
now generally a quadratic (Fig. S7) and the temporal variability of
the lags is somewhat different also (Figs. S8–S9), except in the
1960s–’80s, when all the sensitivity tests place LSST as the dominant
term. During this interval, the mixed importance for LSST lags of
0–2 years found in the complete model (Fig. 8) emerges once more.
The ERR sum is normally somewhat less than for the complete model,
or the SMB with LSST case, but sometimes as high as these (70–90%).
It is relevant here, and for the Discussion, that Bigg et al. (2014) found
a strong correlation between NAO and the local SMB in the vicinity of
calving glaciers.
3.2. Test 2: Monthly data analysis
Given that the peakmonth for iceberg numbers at 48oN isMay (Bigg
andWilton, 2014; Marko et al., 1994), yet calving is most likely to occur
during high summer (Howat et al., 2010), the lag between calving and
I48N is likely to be the best part of a year, or annual multiples of such
a period. In this test, therefore, the monthly input variable data from
1900–2008 were used to model the monthly I48N series to determine
if more detail on the lags involved can be identiﬁed from monthly
NFIR models than is possible from purely annual data. Using a 30-year
sliding window again, there are now 360 samples of data for each win-
dow. This provides a better chance of producing a more accurate model
comparingwith only 30 samples of data for eachwindow for the annual
data analysis. However, for the monthly analysis, the required memory
and computation time are dramatically increased because of the in-
crease in the number of candidate terms. There are 148 possible candi-
date terms considering linear terms only, 11,026 possible candidate
terms considering quadratic terms, and 551,300 possible candidate
Fig. 6. Computed contributions of variables to I48N over time from1900 to 2008, based on the ERR values for a 30-year slidingwindowwhich is incremented 1 year at a time, using annual
time series. A) inputs: SMB, NAO, LSST; b) inputs: SMB, NAO; c) inputs: SMB, LSST; d) inputs: NAO, LSST. The following is true for all succeeding Figs. 7–11: to avoid inconsistencies in pre-
sentation due to initial and ﬁnal conditions in the dataset, the initial (before 1915) and ﬁnal (after 1994) ERR contributions were ignored due to insufﬁcient samples.
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the modelling of this section, only the linear and quadratic terms were
considered. Inclusion of cubic terms has nevertheless been tested, but
no signiﬁcant improvement of model performance was achieved in
comparison to a model without cubic terms.
3.2.1. Three input variables: SMB, NAO, and LSST
To begin the monthly analysis, all three input variables (SMB, NAO,
and LSST) were considered for the NFIR model, which now can be
written as:
I48Nm kð Þ ¼ f ðSMBm kð Þ; SMBm k−1ð Þ; :: :;SMBm k−48ð Þ;
NAOm kð Þ;NAOm k−1ð Þ; :: :;NAOm k−48ð Þ;
LSSTm kð Þ; LSSTm k−1ð Þ; :: :;LSSTm k−48ð ÞÞ
þε kð Þ
ð10Þ
where themaximum time lagwas increased to 48months to match the
4 years considered in the annual data analysis.
The temporal variability of the importance of the three inputs at
monthly resolution (Fig. 9a) is similar to that of the annual model
(Fig. 6a). SMB's contribution to ERR is dominant for the ﬁrst half of the
record, with LSST being important during the 1960s–’80s. However,
using monthly data, in contrast to the case for the annual model, NAO
becomes the most important variable in recent years, contributingFig. 7. A comparison of the importance of the different sort of polynomial terms by time
considering three input variables (SMB, NAO, and LSST) for the model; based on annual
data.
Fig. 8. Computed contributions to the annual I48N over 1900–2008 of the lags of a) SMB,
b) NAO, and c) LSST. These lags are based on the ERR values for a 30-year sliding window,
incremented 1 year at a time, where only one variable was considered as the input. Note
the change in ERR scale between panels. After Fig. 6 of Bigg et al. (2013).
Fig. 9.Computed contributions of variables to I48Nover time from1900 to 2008, based on the ERR values for a 30-year slidingwindowwhich is incremented 1 year at a time, usingmonth-
ly time series. a) inputs: SMB, NAO, LSST; b) inputs: SMB, NAO; c) inputs: SMB, LSST; d) inputs: NAO, LSST.
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ability inherent in monthly data, the total ERR, while good (~80%),
tends to be a little less than the case for the annual model.
The slidingwindow'smodel complexitywithmonthly input data re-
mains consistent over the whole study period, with quadratic terms
contributing 60–70% of ERR throughout (Fig. 10). This is a distinct con-
trast to themodelling using the annual data (Fig. 7) where the degree of
polynomial terms in the sliding window model varies signiﬁcantly.
When we turn to consider the important time lags in the model, it is
clear that the most important time lags are not integral multiples of
12 (1 year), but vary depending on variable—18 months for SMB, 8/9
and 21/22months for LSST, and 6months forNAO (Fig. 11).Wewill con-
sider this in more detail in the Discussion, but given the peak I48N in
late spring/early summer, these lags imply that a range of environmen-
tal factors from the previous year, not the year of the iceberg arrival at
48oN, is likely to be the cause of the varying iceberg discharge from
west Greenland.
3.2.2. Two input variables: SMB and NAO
In this case, only two input variables (SMB and NAO) were consid-
ered, and the 30-year sliding window NFIR model can be written in an
analogous way to Eq. (10), but without the LSST component. As expect-
ed from the earlier results, SMB is the dominant input variable contrib-
uting to ERR from this pair over the ﬁrst two thirds of the centuryFig. 10. A comparison of the importance of the polynomial rank in terms by time consid-
ering three input variables (SMB, NAO, and LSST) for the I48N model; based on monthly
data.
Fig. 11. Computed contributions to the monthly I48N over 1900–2008 of the lags of
a) SMB, b) NAO, and c) LSST. These lags are based on the ERR values for a 30-year sliding
window, incremented 1 year at a time, where only one variable was considered as the
input.
Fig. 13. A comparison of computed contributions of the three input variables of SMB, LSST,
and NAO for full NFIR models based on monthly and annual data respectively.
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model characteristics in terms of dominant polynomial degrees and lags
are very similar to the case for the 3 input variable monthly NFIRmodel
at the times when either input variable in this case is dominant
(Figs. S10–S12). Note that the total ERR (Fig. 9b) is somewhat less
than in the previous model (~70%), consistent with this test explaining
muchof the signal, butmissing a key element for several decades (LSST).
3.2.3. Two input variables: SMB and LSST
For this test, a different two variables (SMB and LSST) were consid-
ered as inputs for the NFIR model. Again as expected from the full
model results, SMB is the dominant contributing variable to ERR from
this pair for the ﬁrst half of the century, with LSST taking over in impor-
tance for several decades thereafter (Fig. 9c). However, as theNAO is not
represented, it is SMB that increases in importance in the last decade, al-
though to a lesser extent than for the annual model. Once more the
model characteristics in terms of dominant polynomial degrees and
lags are very similar for both variables (Figs. S13–S15). The ERR sum is
similar (~80%) to that of themodel with all three input variables, except
towards the end of the period, when it is less.
3.2.4. Two input variables: LSST and NAO
For this ﬁnal model test of the monthly data, the remaining two-
variable combination (LSST and NAO) was considered. With the
dominant input of SMB not included in the model, the structure of the
model changes (Fig. 9d), as was found for the annual model test. For
much of the century, the dominant term contributing ~50% to ERR
nowbecomes LSST, except for a few years in the 1950s, and in recent de-
cades, when NAO's contribution to ERR reaches this level. While the
dominant polynomial in the model remains quadratic (Fig. S16) and
the temporal variability of the lags for NAO is similar to that in the
above monthly models containing this input variable (Fig. S17), the
lag behaviour is somewhat different for LSST (Fig. S18). The important
lags are the same, but 8 months is now more important over longer
time periods than before (Fig. S17). Note that without the important
SMB factor, the ERR sum is normally somewhat less than for the com-
plete model at ~70%.
4. Discussion
A series of sensitivity studies has been carried out using the sliding
window NFIR modelling approach to represent the I48N time series, a
proxy forwestern Greenland iceberg ﬂux. Despite the likely uncertainty
over the time series during early decades, and the likelihood that not all
factors contributing to I48N are fully encapsulated within the variation
of our three chosen variables, we have found a notable consistency be-
tween these studies, whether using annual or monthly data, with the
models explaining 80–90% of the variance in the I48N signal (Figs. 12
and 13).
We have used geographically large-scale factors as the input vari-
ableswithin ourmodels and can therefore not hope to attribute detailed
physical mechanisms at the glacier scale as the cause of the signiﬁcantFig. 12.A comparison of twomodel outputs (I48N) of NFIRmodels based onmonthly and annua
solid curve depicts the observed annual total I48N; the red dash curve depicts themodel output
the annual data.variations in the model over time. However, in terms of explaining the
ERR results for the range of the NFIR models of I48N, the GrIS SMB
was a major factor contributing to the variability through much of the
twentieth century and was particularly important in its ﬁrst half. The
LSST variable tends to be the second most important variable contribut-
ing towards themodels' ERR, particularly dominating themodels during
the 1960s–’80s. Finally, the NAO variable, so often seen as a key factor
underlying North Atlantic environmental change, is seen to be a gener-
ally minor contributor to explaining the variance of the I48N signal, ex-
cept in the monthly model after the late 1980s (Fig. 9a).
The polynomial form of the NFIR model changes between being
dominantly cubic for the annual model (Fig. 7) to dominantly quadratic
for the monthly model (Fig. 10). This is partly dictated by the highest
degree terms that could be included in the respective models but does
highlight how, particularly in themonthly model where the strong sea-
sonal cycle of I48N (Marko et al., 1994) needs to be reproduced, the
model input–output relationships are non-linear for most models. Sim-
ilarly, there are clear lags in the system, with compatible results in both
annual (Fig. 8) and monthly models (Fig. 11). Thus, considering the
more temporally resolving monthly models, when the SMB is the dom-
inant variable for explaining the variance of themodel in the ﬁrst half of
the century, there is a strong 18-month lead of this variablewith respect
to I48N. In contrast, during the period of the 1960s–’80s when LSST ex-
plained most variance, there is an 8/9 and 21/22-month input lead,
while after 1985, towards the end of the series, when for the monthly
model the NAO explained most variance, there is a notable 6/7-month
lag (Fig. 11).
NARMAXmodels (and so theNFIRmodel used here) are not conven-
tional process models, overtly linking input to output through physical
equations. Neither are they simple statistical models, strongly guided
by preconceptions of the user. They allow the user to seek understand-
ing of the most statistically signiﬁcant model to explain the output,
given the limitations of the set of input variables, with a much freer
complexity than is possible in conventional statistical approaches
(Billings, 2013). Typically, the resulting model is non-linear, comprises
of a number of terms, and, as in our study, allows the interaction be-
tween the inputs to readily change with time. As discussed in thel data, respectively. Three input variables (SMB,NAO, and LSST)were considered. The black
based on themonthly data, and the blue dash-dot curve depicts themodel output based on
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match in principle, if not in the reality of detailed processes, the three
mechanisms described by Straneo et al. (2013) as being responsible
for glacier retreat. We now expand on this by returning to the basic
physical mechanisms.
For much of the twentieth century, andmost strongly in its ﬁrst half,
I48N's NFIRmonthlymodels are dominated by the SMB terms, in a non-
linear way (Fig. 10). There is a divergence between annual andmonthly
models in this non-linearity in the less well-observed times before
1930, although the latter is still strongly quadratic in form during this
period. The coefﬁcient of the leading model term involving SMB is neg-
ative for the majority of sliding window models, and the SMB lag term
explaining more of the ERR is 18 months during the ﬁrst half the twen-
tieth century (Fig. 11). A lower SMB typically occurs because the runoff
is high (Hanna et al., 2011). Our hypothesis here is that additional runoff
towards the end of a summer season may lead to more calving next
year, and thus a higher I48N ﬂux the following spring. The physical
mechanisms bywhich this could occur are through increased crevassing
and bed lubrication (Andersen et al., 2011; Moon et al., 2014). It is also
known that increased runoff enhances plume formation, fjordwater en-
trainment, and so submarine melting at the glacier terminus (Sciascia
et al., 2013). Additional runoff towards the end of summer may also
lead to extra undercutting of the calving front, effectively priming it
for rapid breakup the following year following removal of the melange
(Slater et al., 2015). Thus, while the results of theNFIRmodelling cannot
directly imply causality, there are physical routes by which changes in
SMB, and hence the model, could lead to changes in I48N.
Fromaround1990, there is a divergence between annual andmonthly
models, with the NAO's contribution to the model variance becoming
more important in the latter. It is noteworthy that this date is also when
SMB began falling rapidly (Hanna et al., 2011; Rignot et al., 2011) as
Greenland warmed (Hanna et al., 2013). The most important lag terms
for both the SMB and NAO contributions to the monthly model variance
also switch to 5–6 months at this time. This change in dominant model
lag is consistentwith themelting to calving link being shortened in recent
years to the same season. Thus, since the early 1990s, both the decreasing
NAO and SMB (Fig. 1) have led to increased runoff locally, and, we postu-
late, resulting in calving the same season (O'Leary and Christoffersen,
2013; Sole et al., 2011), and so a peak in I48N the following spring.
The other contributing variable to the NFIR model is LSST, whose
contribution to explaining the I48N variance is important throughout
the second half of the twentieth century, but dominant between the
late 1950s and early 1980s (Fig. 9a). Again there cannot be a directly at-
tributable link between themodel's LSST behaviour and calving. Indeed,
changes in LSST will only be linked to changes in mechanisms such as
submarine-ice melting during periods of strong winter convection in
the Labrador Sea (such as the 1960s and ’70s (Dickson et al., 1996)).
However, LSSTmay be important in determining the extent, thickness,
and duration of the ice melange in the fjord in front of the ice front
(Walter et al., 2012). Interestingly, as with SMB, the most important
lag terms involving LSST, and so contributing towards explaining the
model variance, switch, from ~21 to 22 months to 8 to 9 in the last
few decades. The increasing LSST and decreasing SMB of recent years
(Fig. 1) are both potentially linked to increased runoff and calving so
both these lag changes suggest a possible quickening of the response
of calving to environmental change recently. In addition, while
Jakobshavn Isbrae's contribution to I48N will only be a partial reason
for its change (Wilton et al., 2015), the dramatic change in calving prop-
erties initiated from the late 1990s (Csatho et al., 2008) may also have
contributed to this quickening pace of change.
5. Conclusion
Using a control engineering approach to data analysis that has not
been used for environmental data before, we have shown that NIFR
modelling provides strong statistical relationships between a plausibleset of large-scale physical variables and I48N, a proxy for western
Greenland iceberg ﬂux. The NIFR model also suggests that the model
best explaining the I48N variance has changed markedly, both in domi-
nant variable and dominant lags, over the last century. These relation-
ships are shown to generally be non-linear (Fig. 10) and not simply
linked to a single process. Nevertheless, themodelling results are consis-
tent with the underlying cause of calving during periods of change being
related to surface runoff, and consequent changes in englacial and sub-
glacial (Andersen et al., 2011) hydrology and submarine melting
(Sciascia et al., 2013). Our NFIR modelling suggests that ice melange
melting, leading to glacier calving front destabilisation, by the ocean
may also frequently be important, but possibly more typically so in pe-
riods when other processes are stable (see Fig. 1). During the last few
decades, however, the model is consistent with the mix of likely causes
of calving becoming more complex, with the NIFR model suggesting
that all processes are playing a non-negligible role, but there also being
a shortening of the response time of Greenland glacial systems to envi-
ronmental change. This may have led to the more interannually variable
I48N of the 2000s, but it should be noted that 2 of the top 10 annual ﬁg-
ures for the 1900–2014 time series of I48N have occurred since 2008.
Given likely continued increases in ocean temperature and GrIS runoff,
enhanced iceberg ﬂux is predicted to continue in the years to come.
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Appendix A
A.1. Adaptive–forward–OLS
The orthogonal least squares (OLS) algorithm (Billings, 2013;
Leontaritis and Billings, 1985b) is a popular approach that has been
widely used in non-linear system identiﬁcation where the orthogonal
least squares searches through all the possible candidate model terms
to select the most signiﬁcant model terms which are then included to
build models term by term. The signiﬁcance of each of the selected
model terms is measured by an index, called the error reduction ratio
(ERR), which indicates howmuch of the variance change in the system
response, in percentage terms, can be accounted for by including the
relevant model terms. Complex non-linear dynamic models and non-
linear noise models can all be identiﬁed using this algorithm.
Consider a function in linear-in-the-parameters form
y kð Þ ¼
XN
i¼1
θipi kð Þ; k ¼ 1; :: :;M ðA1Þ
where y(k) is the dependent variable or the term to regress upon, pi(k)
are regressors, θi are unknown parameters to be estimated,M denotes
the number of data points in the dataset, and N denotes the, as yet un-
determined, number of terms in the model. Equation (A1) can be writ-
ten as Y= PΘwhere
Y ¼
y 1ð Þ
⋮
y Mð Þ
2
4
3
5; P ¼ P
T 1ð Þ
⋮
PT Mð Þ
2
4
3
5;Θ ¼ θ 1ð Þ⋮
θ Nð Þ
2
4
3
5 ðA2Þ
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where
W ¼
w1 1ð Þ … wN 1ð Þ
⋮ ⋮ ⋮
w1 Mð Þ … wN Mð Þ
2
4
3
5 ðA3Þ
is an orthogonal matrix because
WTW ¼ Diag
XM
t¼1
w21 kð Þ; :: :;
XM
t¼1
w2N kð Þ
" #
ðA4Þ
and A is an upper triangular matrix with unity diagonal elements
A ¼
1 a12 a13 ⋯ a1N
1 a23 ⋯ a2N
⋱ ⋱ ⋮
1 aN−1N
1
2
66664
3
77775 ðA5Þ
Therefore, Y = PΘ can be rewritten as Y = WG, where G = AΘ=
[g1,..., gN]T. The estimation of the original parameters can be computed
from
θ^N ¼ g^N
θ^i ¼ g^i−
XN
j¼iþ1
ai jθ^ j; i ¼ N−1; :: :;1
9>=
>; ðA6Þ
To stop the search procedure and determineN, the number of signif-
icant terms, a criteria called penalised error-to-signal ratio (PESR),
written as
PESRn ¼ 1
1−λn=Mð Þ2
1−
Xn
i¼1
err½ i
 !
ðA7Þ
was introduced tomonitor the regressor search procedure, where n de-
notes the number of selected terms and [err]i is the error reduction ratio
for each term. The search procedure stops when [PESR]n arrives at a
minimum. The effect of the adjustable parameter λ on the results is
discussed in Billings and Wei (2008).
The whole procedure can be summarised as follows:
1. Set a11 = 1, w1(k) = p1(k), and g^1 ¼∑
M
k¼1w1ðkÞyðkÞ
∑Mk¼1w21ðkÞ
.
2. Set ajj = 1and then calculate ai j ¼∑
M
k¼1wiðkÞp jðkÞ
∑Mk¼1w2i ðkÞ
for j= 2,..., N, where
i=1,..., j− 1. Next, calculatewj(k) = pj(k)−∑i = 1j − 1 aij wi (k), and
g^ j ¼∑
M
k¼1wjðkÞyðkÞ
∑Mk¼1w2j ðkÞ
. Then calculate the ERR value, deﬁned as
err½  j ¼
g^2j
XM
k¼1
w2j kð Þ
XM
j¼1
y2 kð Þ
ðA8Þ
3. Compute the value of PESRj using (A7). The search procedure stops
when PESRj arrives at a minimum. Ideally, the trend of PESRj takes
the shape of a valley if values of PESRj for all candidate terms are cal-
culated. The search procedure stops when PESRj arrives at the valley.
Practically, it stops at the point before PESRj starts to rise. If there is no
minimum at all, the searchwill continue until all candidate terms are
scanned.Appendix B. Supplementary data
Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.coldregions.2015.08.006.References
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