Abstract-This note considers the generalized quadratic stability problem for continuous-time singular system with nonlinear perturbation. The perturbation is a function of time and system state and satisfies a Lipschitz constraint. In this work, a sufficient condition for the existence and uniqueness of solution to the singular system is firstly presented. Then by using S-procedure and matrix inequality approach, a necessary and sufficient condition is presented in terms of linear matrix inequality, under which the maximal perturbation bound is obtained to guarantee the generalized quadratic stability of the system. That is, the system remains exponential stable and the nominal system is regular and impulse free. Furthermore, robust stability for nonsingular systems with perturbation can be obtained as a special case. Finally, the effectiveness of the developed approach for both singular and nonsingular systems is illustrated by numerical examples.
I. INTRODUCTION
Robust quadratic stability for linear systems with time-varying nonlinear perturbation has received much attention, see [2] , [6] , [11] , [14] , and the references therein. The issue of robust quadratic stability for perturbed system is to find a tolerable perturbation bound such that for all admissible parameter perturbations, the system is stable and the associated Lyapunov function is quadratic and deterministic. In [2] , the tolerable bound is derived iteratively by adjusting a sequence of Lyapunov matrices. The bound is improved in [6] . In [14] , the authors consider the problem of stability robustness with respect to a class of nonlinear time-varying perturbations which are bounded in a component-wise rather than aggregated manner. It is shown that the bound is greater than those by [2] and [6] . In addition, by S-procedure, [11] discusses the robust stability for perturbed discrete-time systems, the tolerable perturbation bound is presented by means of a convex optimization.
Recently, there has been a growing interest in singular systems for their extensive application in control theory, circuits, economics, mechanical systems and other areas, see [3] - [5] , [7] , [9] , and [12] . One of the important issues for singular systems is robust stability. The robust stability for singular system is more complicated than that of nonsingular systems for not only asymptotic stability has to be considered, in addition, the system regularity and impulse elimination are also needed to be addressed. In [5] , robust stability for linear continuous-time singular system with structured parameter perturbations is investigated, where the perturbations are represented by a time-invariant structured uncertain matrix. The matrix is bounded by its modulus matrix. In [3] , the robust stability for the same system is considered, the presented criterion is shown to be less conservative than [5] . Motivated by the aforementioned robust stability results for both nonsingular and singular systems, it is natural to ask whether or not we can get any robust stability result for continuous-time singular system with time-varying nonlinear perturbations (CSSP), that is, a counterpart of [2] , [6] , [14] , and the references therein. In other words, it is known that the generalized quadratic stability implies the global asymptotic stability for linear time-invariant singular systems. Does generalized quadratic stability imply the global asymptotic stability for this time-varying CSSP? Unfortunately, there has not been any answer to this question so far. One of the difficulties lies in that the existence and uniqueness of the solution for nonlinear singular systems is still an open problem and has not been fully investigated (see Remark 2.2). In addition, the standard Lyapunov stability theory cannot be applied to CSSP directly (see Remark 2.3) , and the open problems remains to be important and challenging.
This note considers the robust stability for CSSP. Initially, the open problem is addressed, and a sufficient condition of the existence and uniqueness of solution for CSSP is presented. A notion of generalized quadratic stability is then introduced for CSSP. By using S-procedure and some matrix inequalities, it is shown that generalized quadratic stability for CSSP implies that the system remains exponentially stable and the nominal system is regular and impulse free. Hence, it follows that a necessary and sufficient condition is obtained in terms of a convex optimization, under which the maximal perturbation bound is obtained to ensure generalized quadratic stability for CSSP. Furthermore, robust stability results for nonsingular systems with perturbation can be obtained as a special case. It is worth pointing out that the approach developed in this note is different from those in the literature, see [2] , [3] , [5] , [6] , and [14] , since the standard Lyapunov stability theory approach cannot be applied to CSSP (see Remark 2.3). The developed approach for both singular and nonsingular systems in this note are also shown to be effective by some numerical examples. 
where x 2 R n is the system state, A; E 2 R n2n are constant matrices; E may be singular. Without loss of generality, we shall assume that 0 < rank(E) = r < n; x(0) = x 0 is a compatible initial condition; f = f(t; x) 2 R n is vector-valued time-varying nonlinear perturbation with f(t; 0) = 0 for all t 0 and satisfies the following Lipschitz condition for all (t;x); (t;x) 2 R 2 R n :
where F is a constant matrix with appropriate dimension, is a positive scalar. Consequently, from (2), we have kf(t; x)k kF xk:
For convenience, the aforementioned f is called (tolerable) Lipschitz perturbation, or tolerable perturbation in this note. In the sequel, we always assume that the perturbation f satisfies (2).
Remark 2.1:
The structure of the perturbation in the form of (3) has been extensively discussed for both continuous and discrete time systems in the literature [2] , [6] , [11] , [14] , and the references therein. It is worth mentioning that the matched uncertainty can be regarded as a special case of (3). However, robust stability for (1) has seldom been investigated. Condition (2) is used to show the existence and uniqueness of the solution to singular system (1). In addition, when the assumption of globally Lipschitz condition of f in (2) is replaced by a local Lipschitz function, for example, f = kxk 2 , then all the results given in this work are also valid near the origin.
Definition 2.1:
The pair (E;A) is said to be regular if det(sE 0 A) is not identical zero.
2)
The pair (E;A) is said to be impulse free if deg(det(sE 0 A)) = rank(E).
Motivated by the definitions in [8] , [11] , and [12] , we will have the following definition.
Definition 2.2: System (1) is said to enjoy a Lyapunov-like property (with degree ) if there exists a matrix P such that E T P = P T E 0
for all tolerable perturbations (3) and (t; x) 2 R 2 (R n 0 f0g).
The following lemma will be used in the sequel. In order to show that Definition 2.2 is well-defined, we will show that: i) the solution to system (1) exists and is unique for any compatible initial condition; ii) the system is global exponentially stable.
Based on the above S-procedure lemma, we have the following result which presents a sufficient condition such that the solution to (1) exists and is unique.
Lemma 2.2:
The solution x = x(t) to (1) exists and is unique on [0; 1) for any given compatible initial condition if there exists a matrix P such that E T P = P T E 0 and (4) hold.
Proof:
The proof is divided into four parts: i) To decompose system (1) in an appropriate way; ii) to show some matrix norm constraints; iii) to introduce a change of coordinates x = N 1 x 1 + N 2 x 2 and, for given x1, to show that x2 exists and is unique; and iv) to show that x 1 exists and is unique.
i)
Noticing that (4) T : (6) It is easy to show thatM 2M T 2 = I n0r . Without loss of generality, we always assume that M2M T 2 = In0r in the sequel, which implies that kM 2 k = 1.
ii) It follows from Lemma 2.1 that there exists a scalar 0 such that
T F x)< 0 8(x; f) 2 R n 2R n 0f0g: (7) It is clear that > 0 in (7) . In fact, if = 0, then it is impossible for (7) to hold without any constraint on f.
then (7) is equivalent to that (x
In addition, by means of the Schur complement lemma, (9) with (8) implies that
Inequality (10) is equivalent to P 1 0 P3 P4 < 0: (12) Therefore, the block matrix at the second block row and the second block column of the left-hand side of (12) 
Therefore, for any given x2;x2 2 R n0r , from (2), (15) (6) in [16] ). It should be pointed out that [16, Prop. 3 .1] fails to obtain the existence of the solution from their matrix inequalities condition. In addition, the implicit function theorem is used in the previous proof.
The following lemma shows that Lyapunov-like property for CSSP implies that the system is global exponentially stable and the nominal system is regular and impulse free. Lemma 2.3: If (1) enjoys a Lyapunov-like property, then i) the nominal system of (1) (that is, E _ x = Ax) is regular and impulse free; ii) for any given initial condition x(0) and for all tolerable perturbations (3), the solution x = x(t) of system (1) is globally exponentially stable.
Proof: i)
The first part of the proof of Lemma 2.2 has shown that the pair (E; A) is regular and impulse free, which completes the proof of part i). ii)
Since there exists a matrix P such that (4) holds, then choosing the Lyapunov function candidate as follows: Equation (28) implies that the solution of system (1) is globally exponentially stable. This completes the proof. Remark 2.3: In the above proof, the standard Lyapunov stability theory cannot be applied directly. The reason is that the standard Lyapunov function is positive definite while the quadratic Lyapunov function candidate here is positive semidefinite (not positive definite) for a singular system, see E T P = P T E 0 and (21).
In view of the previous discussion, the Lyapunov-like property in Definition 2.2 is an extension of quadratic stability for linear systems, and it is reasonable to introduce the following definition of generalized quadratic stability for CSSP, equivalent to Definition 2.2. Definition 2.3: System (1) is said to be generalized quadratically stable with degree if it enjoys a Lyapunov-like property.
Remark 2.4:
As we know, the generalized quadratic stability implies both the existence of solution and its global asymptotic stability for linear singular systems. Similar results can be found in [15] and [16] , where the system matrices are time-invariant and state-independent uncertainties, but we wish to point out that their approaches can not apply to those relevant systems with time-varying or state-dependent uncertainties.
Theorem 2.1: Singular system (1) with the perturbation f satisfying the constraint (2) is generalized quadratically stable with degree if and only if there exist a positive scalar (= 2 ) and a matrix P such that the following convex optimization problem on 2 and P is solvable minimize 0 2 subject to E T P = P T E 0 A T P + P T A + 2 F T F P T P 0I < 0: Necessity: Similar to the proof of Lemma 2.3, we have that (9) holds for some > 0. That is, there exists a matrix P such that = A T P + P T A + 2 F T F P T P 0I < 0:
(32) LetP = (1=)P , then (29) holds if P is replaced byP , which completes the proof.
Remark 2.5: From [9] , the tolerable perturbation bound for system (1) with (3) is max = 1 kF(sE 0 A) 01 k1
: Let E ? 2 R (n0r)2n satisfying E ? E = 0 and rank(E ? ) = n 0r.
Then, we have the following theorem. Remark 2.6: Theorem 2.1 (or Theorem 2.2) is a counterpart of the results for nonsingular perturbed systems in [14] and the references therein. It should be pointed out that even though robust stability problem for linear time-invariant structured uncertainty is solved in [3] and [5] , but their results are not available to solve the robust stability problem for CSSP (1) . It is worth mentioning that the proposed approach based on LMI can be tested numerically efficiently using interior point algorithms [1] , [10] .
As a direct application of Theorem 2.2, we have the following result for nonsingular perturbed system (i. e., E = I). In constraint (3), all components of f(t; x) are weighted equally. Next, we assume that f(t; x) satisfies the following quadratic constraint, which is less conservative than (3) kf i (t; x)k i kW i xk (36) where Wi is a constant weighting matrix in R n2n , f(t; x) = ( f 1 (t; x) 11 1 f n (t; x) ) T , i is nonnegative.
Based on the S-procedure approach and Lemma 2.3, we obtain the following sufficient condition to guarantee robust stability for the system (1) with E = I.
Corollary 2.2: System (1) with constraint (36) and E = I is quadratically stable with degree = ( 1 ; 2 ; . . . ; n ) if there exist scalar i , i > 0 (i = 1; 2 . . . ; n), a positive definite matrix X 2 R n2n such that the following convex optimization problem is solvable:
where Z = diagf1; 2; . . . ; ng, i = i = (x T f T )
The remaining part of the proof is similar to that of Lemma 2.3, so it is omitted. Remark 2.7: Corollary 2.1 presents a necessary and sufficient condition via LMI, which is an extension of the main results in [2] and [6] . In addition, Corollary 2.2 can be regarded as an extension of the main result in [14] . All these are shown by the numerical examples in the next section. where x(t) = (x1(t) x2(t) x3(t) ) T [3] and [5] , since the corresponding perturbations have to be bounded by modulus matrix with time-invariant structure. [2] and 0.535 in [6] for the same example.
III. NUMERICAL EXAMPLE
For case ii), Corollary 2.1 also implies that the tolerable bound is max = 0:1116 which is also greater than 0.0929 in [2] . In addition, for case ii), by means of Corollary 2.2 we have that 5 i=1 i max = 0:3432 while 5 i=1 i max = 0:1490 in [14] . A minor point to be noted that the perturbation bound is set as kfi(t;x)k ikxk1 in [14] while kf i (t; x)k i kxk 1 i kxk is assumed in this work.
This explains that, as a special case in this example when E = I, the algorithm allows a larger maximal perturbation bound than that in [14] .
IV. CONCLUSION
The generalized quadratic stability is addressed in this note for perturbed singular system, in which the perturbation is time-varying and satisfies Lipschitz condition. Based on the result on the existence and uniqueness of solution to CSSP, necessary and sufficient conditions for generalized quadratic stability is obtained by using S-procedure approach and matrix inequality technique. The proposed convex optimization approach guarantees global exponential stability and simultaneously maximizes the tolerable perturbation bound. The approach presented in this note has improved and generalized the results and techniques in the literature. The assumptions of index one and single equilibrium systems will be relaxed and investigated in our future work.
