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THE NON-ABELIAN X-RAY TRANSFORM ON SURFACES
GABRIEL P. PATERNAIN AND MIKKO SALO
Abstract. This paper settles the question of injectivity of the non-Abelian X-
ray transform on simple surfaces for the general linear group of invertible complex
matrices. The main idea is to use a factorization theorem for Loop Groups to reduce
to the setting of the unitary group, where energy methods and scalar holomorphic
integrating factors can be used. We also show that our main theorem extends to
cover the case of an arbitrary Lie group.
1. Introduction
Given a matrix-valued function A on a bounded domain M with boundary and
a curve γ : [a, b] → M connecting boundary points we may solve the linear matrix
differential equation
U˙ + A(γ(t))U = 0, U(b) = Id.
The matrix CA(γ) := U(a) at the boundary, often called the non-Abelian X-ray
transform or scattering data of A, is expected to give good information about the
function A inside M once we have enough curves γ travelling through M . We show
that indeed one can recover A from CA when the curves γ are the geodesics of a
surface M with strictly convex boundary, no trapped geodesics and no caustics.
1.1. Statement of results. Let (M, g) be a compact oriented Riemannian surface
(i.e. two-dimensional manifold) with smooth boundary and let SM = {(x, v) ∈ TM :
g(v, v) = 1} be the unit tangent bundle. The geodesics starting at ∂M and moving
into M can be parametrized by the influx boundary
∂+SM := {(x, v) ∈ SM : x ∈ ∂M, g(v, ν) ≤ 0}
where ν is the outer unit normal to ∂M . Given (x, v) ∈ SM , we let γx,v(t) be
the geodesic starting at x with velocity v. We will assume that the surface is non-
trapping, which means that the time τ(x, v) when the geodesic γx,v exits M is finite
for all (x, v) ∈ SM . Moreover, we will assume that ∂M is strictly convex, meaning
that the second fundamental form of ∂M ⊂ M is positive definite. This is already
enough to imply that M is diffeomorphic to a closed disc (cf. [20]). If in addition
(M, g) has no conjugate points we say that the surface is simple.
Our object of interest is the non-Abelian X-ray transform associated with a pair
given by a connection A and a matrix valued field Φ. Let G be a Lie group of
matrices with Lie algebra g. The connection A is just an element of Ω1(M, g), namely
a smooth g-valued 1-form and Φ ∈ C∞(M, g). Given such a pair (A,Φ) (the reader
might wish to think of A as a Yang-Mills potential, and Φ as a Higgs field), and γx,v a
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geodesic determined by (x, v) in the influx boundary, we consider the matrix ordinary
differential equation along γx,v:
U˙ +
[
Aγx,v(t)(γ˙x,v(t)) + Φ(γx,v(t))
]
U = 0, U(τ(x, v)) = Id.
Since A and Φ take values in g, the solution U maps U : [0, τ(x, v)] → G (see e.g.
[27, Proposition 5.3 in Chapter 1]). The scattering data along γx,v is defined as
CA,Φ(γx,v) := U(0). Observe that when A and Φ are scalar (i.e. C-valued), we obtain
log U(0) =
∫ τ(x,v)
0
[Aγx,v(t)(γ˙x,v(t)) + Φ(γx,v(t))] dt,
which is the classical X-ray/Radon transform of A + Φ along the curve γx,v. Con-
sidering the collection of all such data makes up the scattering data (or non-Abelian
X-ray transform) of the pair (A,Φ), viewed here as a map
CA,Φ : ∂+SM → G.
We are concerned with the recovery of (A,Φ) from CA,Φ. The problem exhibits a
natural gauge equivalence associated with the gauge group G given by those smooth
u : M → G such that u|∂M = Id. The gauge group G acts on pairs as follows:
u · (A,Φ) = (u−1du+ u−1Au, u−1Φu).
It is straightforward to check that for any u ∈ G,
Cu·(A,Φ) = CA,Φ.
The geometric inverse problem consists in showing that the non-Abelian X-ray trans-
form
(A,Φ) 7→ CA,Φ
is injective up the action of G. The present paper settles this question for the general
linear group GL(n,C) when M is a simple surface. We shall indistinctly denote the
set of (complex) n × n matrices by Cn×n or gl(n,C) if we wish to think of matrices
as the Lie algebra of the general linear group GL(n,C).
Theorem 1.1. Let (M, g) be a simple surface. Suppose we are given pairs (A,Φ) and
(B,Ψ) with A,B ∈ Ω1(M, gl(n,C)) and Φ,Ψ ∈ C∞(M, gl(n,C)). If
CA,Φ = CB,Ψ,
then there is u ∈ G such that u · (A,Φ) = (B,Ψ).
Note that the theorem implies in particular that scattering rigidity just for matrix
fields does not have a gauge. Indeed, if CΦ = CΨ, where Φ and Ψ are two matrix
fields, Theorem 1.1 applied with A = B = 0 implies that u = Id and thus Φ = Ψ.
The non-linear inverse problem resolved in Theorem 1.1 is closely related to a linear
inverse problem involving an attenuated X-ray transform. The relationship is via a
pseudo-linearization identity and is well known; we explain this relationship in detail
in Section 3, but for now we simply refer to equation (3.4) below. We now state the
solution to the relevant linear inverse problem. Given a pair (A,Φ) taking values in
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gl(n,C) and f ∈ C∞(SM,Cn), consider the unique solution u(t) to the vector valued
ordinary differential equation
u˙+
[
Aγx,v(t)(γ˙x,v(t)) + Φ(γx,v(t))
]
u = −f(γx,v(t), γ˙x,v(t)), u(τ(x, v)) = 0.
We define the attenuated X-ray transform of f as
IA,Φ(f)(x, v) := u(0)
where (x, v) ∈ ∂+SM . We have:
Theorem 1.2. Let M be a simple surface and consider an arbitrary attenuation pair
(A,Φ) with A ∈ Ω1(M, gl(n,C)) and Φ ∈ C∞(M, gl(n,C)). Assume that f : SM →
Cn is a smooth function of the form F (x) + αx(v), where F : M → C
n is a smooth
function and α is a Cn-valued 1-form. If IA,Φ(f) = 0, then F = Φp and α = dp+Ap,
where p : M → Cn is a smooth function with p|∂M = 0.
Theorems 1.1 and 1.2 were proved in [19] when the pair (A,Φ) takes values in
the Lie algebra of the unitary group u(n) (skew-hermitian matrices). The main idea
in the present paper is to use a basic factorization theorem for Loop Groups to
perform a transformation that takes the problem for the Lie algebra gl(n,C) to the
problem for the Lie algebra u(n) that we already know how to solve. The method
of proof in [19] was based in “moving across” the scheme of proof of the well-known
Kodaira vanishing theorem in Complex Geometry to the transport problem relevant
for the non-Abelian X-ray transform. In particular an important energy identity was
used (the Pestov identity, analogous in some sense to the Weitzenbo¨ck identity, but
involving instead the geodesic vector field) and this identity develops unmanageable
terms once the pair (A,Φ) stops taking values in u(n); in other words we need to
deal with a dissipative situation as far as energy identities is concerned. A fix to this
problem was implemented by the authors in [18], but it comes at a cost: we need
to assume negative curvature. The upgrade from negative curvature to no conjugate
points that the present paper provides seems out of reach using the estimates in
[18]. The structure theorem for Loop Groups that we use is the infinite dimensional
version of the familiar fact that asserts that an invertible matrix is the product of an
upper triangular matrix and a unitary matrix. It is perhaps the most basic of the
factorization theorems that include also the Birkhoff and Bruhat factorizations [23,
Chapter 8].
It turns out that Theorem 1.1 is enough to resolve the problem of injectivity of the
non-Abelian X-ray transform for an arbitrary Lie group G; we explain this in Section
6, see Theorem 6.1 below.
1.2. Motivation. The non-Abelian X-transform (A,Φ) 7→ CA,Φ appears naturally
in several contexts. For instance, when Φ = 0, CA represents the parallel transport
of the connection A along geodesics connecting boundary points and the injectivity
question for the non-Abelian X-ray transform reduces to the question of recovering a
connection up to gauge from its parallel transport along a distinguished set of curves,
i.e. the geodesics of the metric g. If A ∈ Ω1(M, u(n)), we may consider the twisted or
connection Laplacian d∗AdA, where dA = d+ A. Egorov’s theorem for the connection
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Laplacian naturally produces the parallel transport of A along geodesics of g as a high
energy limit, cf. [10, Proposition 3.3], and this data can also be obtained from the
corresponding wave equation following [16, 28]. When A = 0 and Φ ∈ C∞(M, so(3)),
the non-Abelian X-ray transform Φ 7→ CΦ arises in Polarimetric Neutron Tomography
[1, 8], a new tomographic method designed to detect magnetic fields inside materials
by probing them with neutron beams. The case of pairs (A,Φ) arises in the literature
on solitons, mostly in the context of the Bogomolny equations in 2 + 1 dimensions
[11, 32]. Applications to coherent quantum tomography are given in [9]. We refer to
[15] for a recent survey on the non-Abelian X-ray transform and its applications.
1.3. Comparison with existing literature. We first mention that there is a sub-
stantial difference between the case dimM = 2 considered in this article and the case
dimM ≥ 3. In fact, in three and higher dimensions the inverse problems considered
in Theorems 1.1 and 1.2 are formally overdetermined, whereas in two dimensions they
are formally determined (one attempts to recover functions depending on d variables
from data depending on 2d − 2 variables). When dimM ≥ 3, results corresponding
to Theorems 1.1 and 1.2 are proved in [14] in the case of R3 and in [21] on compact
strictly convex manifolds admitting a strictly convex function, based on the method
introduced in [29].
We will now focus on earlier results for dimM = 2. As we have already mentioned,
Theorems 1.1 and 1.2 were proved in [19] when the pair (A,Φ) takes values in u(n).
There are several other important contributions that we now briefly review. To organ-
ise the discussion we consider two scenarios: the Euclidean case and non-Euclidean
one. When (M, g) is a subset of R2 with the Euclidean metric, the literature is ex-
tensive, particularly in the abelian case n = 1, where a result like Theorem 1.2 is
simply the statement of injectivity of the attenuated Radon transform relevant in
the imaging modality SPECT. Here we limit ourselves to a discussion involving the
genuinely non-Abelian situation (n ≥ 2). The results here tend to be formulated
in all R2 and in parallel-beam geometry taking advantage that geodesics are just
straight lines. In [14], R. Novikov considers the case of pairs (A,Φ) that are not
compactly supported but have suitable decay conditions at infinity and establishes
local uniqueness of the trivial pair and gives examples in which global uniqueness
fails (existence of ”ghosts”). G. Eskin in [3] considers compactly supported pairs and
shows injectivity as in Theorem 1.1. His proof relies on a delicate result proved in [4]
on the existence of matrix holomorphic (in the vertical direction) integrating factors.
We note that our proof of Theorem 1.1 replaces this delicate step by the use of the
Loop Group factorization theorem and the proof via energy identities in [19] that only
requires the existence of scalar holomorphic integrating factors. These are supplied
via microlocal analysis of the normal operator of the standard X-ray transform by
[22]. In the Euclidean setting, we also mention the result of Finch and Uhlmann in
[5] that establishes injectivity up to gauge for unitary connections assuming that they
have small curvature.
In the non-Euclidean setting, as far as we are aware the first contributions appear
in [30, 31, 25], but these results have restrictions on the size of the pairs (A,Φ).
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Theorem 1.2 for A = 0 and n = 1 was proved in [24]. Genericity results and Fredholm
alternatives for the problem are given in [12, 34]. As we have already mentioned,
[18] proves Theorem 1.1 assuming negative Gaussian curvature and uses projective
equivalence to solve the problem in the Euclidean case for A ∈ Ω1(M, gl(n,C)). The
problem can also be considered for closed surfaces, cf. [17] for a survey that includes
these cases.
Acknowledgements. GPP was supported by EPSRC grant EP/R001898/1 and the
Leverhulme trust. MS was supported by the Academy of Finland (Finnish Centre of
Excellence in Inverse Modelling and Imaging, grant numbers 312121 and 309963) and
by the European Research Council under Horizon 2020 (ERC CoG 770924).
2. Preliminaries
This section provides some well-known background material and it may all be found
in [6, 26]; for a recent presentation and its relevance to geometric inverse problems in
two dimensions we refer to [20].
Let (M, g) be a compact oriented two dimensional Riemannian manifold with
smooth boundary ∂M . Let X denote the geodesic vector field, i.e. the infinitesi-
mal generator of the geodesic flow ϕt acting on the unit circle bundle SM . The latter
is a compact 3-manifold with boundary given by ∂SM = {(x, v) ∈ SM : x ∈ ∂M}.
Since M is assumed oriented there is a circle action on the fibers of SM with infini-
tesimal generator V called the vertical vector field. It is possible to complete the pair
X, V to a global frame of T (SM) by considering the vector field X⊥ := [X, V ]. There
are two additional structure equations given by X = [V,X⊥] and [X,X⊥] = −KV
where K is the Gaussian curvature of the surface. Using this frame we can define a
Riemannian metric on SM by declaring {X,X⊥, V } to be an orthonormal basis and
the volume form of this metric will be denoted by dΣ3. The fact that {X,X⊥, V } are
orthonormal together with the commutator formulas implies that the Lie derivative
of dΣ3 along the three vector fields vanishes.
If x = (x1, x2) are isothermal coordinates in (M, g) so that the metric has the form
g = e2λ(x) dx2 and if θ is the angle between v and ∂x1 , then in the (x, θ) coordinates
in SM the vector fields have the explicit formulas
X = e−λ
(
cos θ
∂
∂x1
+ sin θ
∂
∂x2
+
(
−
∂λ
∂x1
sin θ +
∂λ
∂x2
cos θ
)
∂
∂θ
)
,
X⊥ = −e
−λ
(
− sin θ
∂
∂x1
+ cos θ
∂
∂x2
−
(
∂λ
∂x1
cos θ +
∂λ
∂x2
sin θ
)
∂
∂θ
)
,
V =
∂
∂θ
.
Given functions u, v : SM → Cn we consider the inner product
(u, v) =
∫
SM
〈u, v〉Cn dΣ
3.
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The space L2(SM,Cn) decomposes orthogonally as a direct sum
L2(SM,Cn) =
⊕
k∈Z
Hk
where Hk is the eigenspace of −iV corresponding to the eigenvalue k. A function
u ∈ L2(SM,Cn) has a Fourier series expansion
u =
∞∑
k=−∞
uk,
where uk ∈ Hk. Let Ωk = C
∞(SM,Cn) ∩Hk.
Definition 2.1. A function u : SM → Cn is said to be (fibre-wise) holomorphic if
uk = 0 for all k < 0. Similarly, u is said to be (fibre-wise) antiholomorphic if uk = 0
for all k > 0.
As in [6] we introduce the following first order operators
η+, η− : C
∞(SM,Cn)→ C∞(SM,Cn)
given by
η+ := (X + iX⊥)/2, η− := (X − iX⊥)/2.
Clearly X = η+ + η−. We have
η+ : Ωm → Ωm+1, η− : Ωm → Ωm−1, (η+)
∗ = −η−.
In particular, X has the following important mapping property
X : ⊕k≥0Ωk → ⊕k≥−1Ωk.
We will often use all of the above for smooth functions taking values in complex
matrices gl(n,C) and we will not make any distinction in the notation as it will
become clear from the context.
3. The pseudo-linearization identity
Let (M, g) be a compact non-trapping manifold with strictly convex boundary
and let A ∈ C∞(SM,Cn×n). Consider (M, g) isometrically embedded in a closed
manifold (N, g) and extend A smoothly to N . Under these assumptions, A on N
defines a smooth cocycle C over the geodesic flow ϕt of (N, g). The cocycle takes
values in the group GL(n,C) and is defined as follows: let C : SN × R → GL(n,C)
be determined by the following matrix ODE along the orbits of the geodesic flow
d
dt
C(x, v, t) + A(ϕt(x, v))C(x, v, t) = 0, C(x, v, 0) = Id.
The function C is a cocycle:
C(x, v, t+ s) = C(ϕt(x, v), s)C(x, v, t)
for all (x, v) ∈ SN and s, t ∈ R.
Consider a slightly larger compact manifold M0 engulfing M so that (M0, g) is still
non-trapping with strictly convex boundary and let τ0 be the exit time of M0. The
next lemma shows that the equation XR + AR = 0 in SM has a smooth solution.
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Lemma 3.1. The function R : SM → GL(n,C) defined by
R(x, v) := [C(x, v, τ0(x, v))]
−1,
is smooth and satisfies
XR + AR = 0.
Proof. Since τ0|SM is smooth and the cocycle C is smooth, the smoothness of R follows
right away. To check that R satisfies the stated equation, we use that τ0(ϕt(x, v)) =
τ0(x, v)− t together with the cocycle property to obtain
R(ϕt(x, v)) = [C(ϕt(x, v), τ0(ϕt(x, v))]
−1 = C(x, v, t)[C(x, v, τ0(x, v))]
−1.
Diiferentiating at t = 0 yields
XR = −AR
as desired. 
Let us define the outflux boundary by
∂−SM := {(x, v) ∈ SM : x ∈ ∂M, g(v, ν) ≥ 0}.
From the proof of Lemma 3.1 we see that the function
U+(x, v) := [C(x, v, τ(x, v)]
−1
solves
(3.1)
{
XU+ + AU+ = 0,
U+|∂
−
SM = Id.
Definition 3.2. The scattering data of A is the map CA,+ : ∂+SM → GL(n,C) given
by
CA,+ := U+|∂+SM .
We shall also call CA,+ the non-abelian X-ray transform of A.
Note that CA,+ ∈ C
∞(∂+SM,C
n×n). We can also consider the unique solution of
(3.2)
{
XU− + AU− = 0,
U−|∂+SM = Id
and define scattering data CA,− : ∂−SM → GL(n,C) by setting
CA,− := U−|∂
−
SM .
As discussed in [19, Section 3], both quantities are related by
(3.3) CA,− = [CA,+]
−1 ◦ α,
where α : ∂SM → ∂SM is the scattering relation of the metric g. In this paper we
only work with CA,+ and from now on we drop the subscript + from the notation.
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3.1. Attenuated X-ray transforms. Recall that in the scalar case, the attenuated
ray transform Iaf of a function f ∈ C
∞(SM,C) with attenuation coefficient a ∈
C∞(SM,C) can be defined as the integral
Iaf(x, v) :=
∫ τ(x,v)
0
f(ϕt(x, v))exp
[∫ t
0
a(ϕs(x, v)) ds
]
dt, (x, v) ∈ ∂+SM.
Alternatively, we may set Iaf := u|∂+SM where u is the unique solution of the trans-
port equation
Xu+ au = −f in SM, u|∂
−
SM = 0.
The last definition generalizes without difficulty to the case of a general attenuation
A. Let f ∈ C∞(SM,Cn) be a vector valued function and consider the following
transport equation for u : SM → Cn,
Xu+ Au = −f in SM, u|∂
−
SM = 0.
On a fixed geodesic the transport equation becomes a linear ODE with zero final
condition, and therefore this equation has a unique solution denoted by uf .
Definition 3.3. The attenuated X-ray transform of f ∈ C∞(SM,Cn) is given by
IAf := u
f |∂+SM .
It is a simple task to write an integral formula for uf using a matrix integrating
factor as in Lemma 3.1.
Lemma 3.4. If R : SM → GL(n,C) solves XR + AR = 0, then
uf(x, v) = R(x, v)
∫ τ(x,v)
0
(R−1f)(ϕt(x, v)) dt for (x, v) ∈ SM.
Proof. A computation using XR−1 = R−1A (which follows easily from XR+AR = 0)
and Xuf + Auf = −f yields
X(R−1uf) = (XR−1)uf +R−1uf = −R−1f.
Since R−1uf |∂
−
SM = 0, the lemma follows. 
3.2. Pseudo-linearization identity. Given two functions A,B ∈ C∞(SM,Cn×n)
we would like to have a formula relating CA and CB with certain attenuated X-ray
transform. The following argument is quite similar to the one in [19, Section 8]. We
first introduce the map E(A,B) : SM → End(Cn×n) given by
E(A,B)U := AU − UB.
Here, End(Cn×n) denotes the linear endomorphisms of Cn×n.
Proposition 3.5. Let (M, g) be a compact non-trapping manifold with strictly convex
boundary. Given A,B ∈ C∞(SM,Cn×n), we have
(3.4) CAC
−1
B
= Id + IE(A,B)(A− B),
where IE(A,B) denotes the attenuated X-ray transform with attenuation E(A,B) as
given in Definition 3.3.
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Proof. Consider the fundamental solutions for both A and B, namely{
XUA + AUA = 0,
UA|∂
−
SM = Id,
and {
XUB + BUB = 0,
UB|∂
−
SM = Id.
Let W := UAU
−1
B
− Id. A direct computation shows that{
XW + AW −WB = −(A− B),
W |∂
−
SM = 0.
By definition of IE(A,B) we have
IE(A,B)(A− B) = W |∂+SM
and since by construction W |∂+SM = CAC
−1
B
− Id, the proposition follows. 
Remark 3.6. Note that the function U := UAU
−1
B
satisfies{
B = U−1XU + U−1AU,
U |∂
−
SM = Id.
Using the identity given in Remark 3.6 we can establish when two attenuations
A,B ∈ C∞(SM,Cn×n) have the same non-abelian X-ray data:
Proposition 3.7. Let (M, g) be a compact non-trapping manifold with strictly convex
boundary. Given A,B ∈ C∞(SM,Cn×n), we have CA = CB if and only if there exists
a smooth U : SM → GL(n,C) with U |∂SM = Id and such that
B = U−1XU + U−1AU.
Proof. If such a smooth function U exists, then the function V = UUB satisfies
XV + AV = 0 and V |∂
−
SM = Id and thus V = UA and consequently CA = CB.
Conversely, if the non-abelian X-ray transforms agree, the function W in the proof
of Proposition 3.4 has zero boundary value and by [19, Proposition 5.2] it must be
smooth. Hence U = W + Id is smooth and by Remark 3.6 it satisfies the required
equation. 
4. A factorization theorem from Loop groups
The main new input in the proof of Theorem 1.2 is a well known factorization
theorem for Loop Groups. Let us state it precisely following the presentation in [23,
Chapter 8].
Let us denote by LGLn(C) the set of all smooth maps γ : S
1 → GL(n,C). The
set has a natural structure of an infinite dimensional Lie group as explained in [23,
Section 3.2]. This group contains several subgroups which are relevant for us. We shall
denote by L+GLn(C) the subgroup consisting of those loops γ which are boundary
values of holomorphic maps
γ : {z ∈ C : |z| < 1} → GL(n,C).
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We let ΩUn denote the set of smooth loops γ : S
1 → U(n) such that γ(1) = Id, where
U(n) denotes the unitary group.
The result we shall use is [23, Theorem 8.1.1], the first of three well-known factor-
ization theorems (the second is Birkhoff’s factorization equivalent to the classification
of holomorphic vector bundles over S2). A PDE-based proof of this result may also
be found in [2].
Theorem 4.1. Any loop γ ∈ LGLn(C) can be factorized uniquely
γ = γu · γ+,
with γu ∈ ΩUn and γ+ ∈ L
+GLn(C). In fact, the product map
ΩUn × L
+GLn(C)→ LGLn(C)
is a diffeomorphism.
Before discussing the application of this result to our geometric setting a couple
of remarks are in order. Given a complex n× n matrix A we shall denote by AT , A
and A∗, its transpose, its conjugate and its conjugate-transpose respectively. Given
γ ∈ LGLn(C), using the theorem above we may write uniquely γ
T = γu · γ+ and
after taking transpose we have γ = γT+ · γ
T
u . Since γ
T
+ ∈ L
+GLn(C) and γ
T
u ∈ ΩUn,
Theorem 4.1 also gives that the product map
L+GLn(C)× ΩUn → LGLn(C)
is a diffeomorphism. We may also consider the subgroup L−GLn(C) consisting of
those loops γ which are boundary values of anti-holomorphic maps
γ : {z ∈ C : |z| < 1} → GL(n,C).
After conjugating, Theorem 4.1 also gives that the product maps
ΩUn × L
−GLn(C)→ LGLn(C), L
−GLn(C)× ΩUn → LGLn(C)
are diffeomorphisms.
Consider now a compact non-trapping surface (M, g) with strictly convex boundary.
It is well known that such surfaces are diffeomorphic to a disc, cf. [20]. Thus after
picking global isothermal coordinates we may assume that M is the unit disc in the
plane and the metric has the form e2λ(dx21 + dx
2
2) where λ is a smooth real-valued
function of x = (x1, x2). This gives coodinates (x1, x2, θ) on SM = M × S
1, where θ
is the angle between a unit vector and ∂x1 .
We wish to use the factorization theorem for Loop Groups in the following form:
Theorem 4.2. Given a smooth map R : SM → GL(n,C), there are smooth maps
U : SM → U(n) and F : SM → GL(n,C) such that R = FU and F is fibre-
wise holomorphic with fibre-wise holomorphic inverse. We may also factorize R as
R = F˜ U˜ where U˜ : SM → U(n) is smooth and F˜ : SM → GL(n,C) is smooth,
fibre-wise anti-holomorphic with fibre-wise anti-holomorphic inverse.
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Proof. We only do the proof for F holomorphic (the anti-holomorphic case is entirely
analogous). We regard R as map R : M ×S1 → GL(n,C) and we claim that we have
a smooth map
M ∋ x 7→ R(x, ·) ∈ LGLn(C).
To prove this, fix x0 ∈ M and let ρ0 = R(x0, · ). Following [23, Section 3.2], we may
consider a neighborhood ρ0U of ρ0 in LGLn(C) where U = exp(C
∞(S1, U˘)) and U˘
is a small neighborhood of the zero matrix in Cn×n. Now x 7→ R(x, · ) is smooth
near x0 if the map x 7→ log(ρ(x0)
−1R(x, · )), where log is the standard logarithm for
matrices close to Id, is smooth near x0 as a map from R
2 to the topological vector
space C∞(S1,Cn×n). The last fact follows easily from the smoothness of R.
Using Theorem 4.1 in the form that says that the map
L+GLn(C)× ΩUn → LGLn(C)
is a diffeomorphism we may write for each x ∈ M , R(x, ·) = F (x, ·)U(x, ·), where
U takes values in the unitary group and F is fibre-wise holomorphic with fibre-wise
holomorphic inverse. Moreover, maps M ∋ x 7→ F (x, ·) and M ∋ x 7→ U(x, ·) are
smooth and the theorem follows. 
5. Proof of Theorems 1.1 and 1.2
We start with an elementary lemma.
Lemma 5.1. Let B ∈ C∞(SM,Cn×n). If B is skew-hermitian, i.e. B ∈ C∞(SM, u(n)),
and B ∈ ⊕k≥−1Ωk, then B ∈ Ω−1 ⊕ Ω0 ⊕ Ω1 and B
∗
−1 = −B1 and B
∗
0 = −B0.
Proof. Expanding B in Fourier modes we may write B =
∑
k≥−1 Bk and hence
B
∗ =
(∑
k≥−1
Bk
)∗
=
∑
k≥−1
B
∗
k, −B = −
∑
k≥−1
Bk.
Since B∗ = −B and B∗k ∈ Ω−k, the lemma follows. 
The next lemma is what makes the proof of Theorem 1.2 possible.
Lemma 5.2. Let (M, g) be a compact non-trapping surface with strictly convex bound-
ary. Let A ∈ C∞(SM, gl(n,C)) and assume A ∈ ⊕k≥−1Ωk. Let R : SM → GL(n,C)
be a smooth function solving XR + AR = 0 (as given by Lemma 3.1) and consider
the factorization R = FU given by Theorem 4.2. Then
B := F−1XF + F−1AF
is skew-hermitian and B ∈ Ω−1⊕Ω0⊕Ω1. In other words B determines a pair (B,Ψ)
with B ∈ Ω1(M, u(n)) and Ψ ∈ C∞(M, u(n)).
Proof. Let us differentiate the equation R = FU along the geodesic flow to obtain
0 = XR + AR = (XF )U + FXU + AFU.
Writing B := F−1XF + F−1AF , it follows that
(5.1) B = −(XU)U−1.
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Since U is unitary, we have U∗ = U−1 and
((XU)U−1)∗ = UX(U−1) = −(XU)U−1.
Thus (XU)U−1 is skew-hermitian and by (5.1) so is B. Recall thatX has the mapping
property X : ⊕k≥0Ωk → ⊕k≥−1Ωk and hence since F and F
−1 are holomorphic
F−1XF ∈ ⊕k≥−1Ωk. Similarly since we are assuming A ∈ ⊕k≥−1Ωk, F
−1AF ∈
⊕k≥−1Ωk. Thus B ∈ ⊕k≥−1Ωk. The lemma follows directly from (5.1) and Lemma
5.1. 
Remark 5.3. We can compute the pair (B,Ψ) from the lemma quite explicitly as
follows. The defining equation for B may be re-written as
XF + AF − FB = 0.
If we recall that X = η− + η+ we can write the degree 0 and −1 terms as
η−F1 + A−1F1 + A0F0 − F1B−1 − F0B0 = 0
and
η−F0 + A−1F0 − F0B−1 = 0.
From these two equations we can solve for B−1 and B0 in terms of A−1,A0, F0 and
F1 since F0 is easily checked to be invertible. It is interesting to observe that even if
we start with A = Φ ∈ Ω0, so there is no reason for B to contain only a zero Fourier
mode, in fact B−1 = 0 iff η−F0 = 0 and it is not at all clear how to arrange R for this
to happen.
Remark 5.4. Since the decomposition R = FU is unique (assuming U(x, 1) =
Id), this means that after fixing R we have a well-defined transformation A 7→ B.
Once R is fixed, any other smooth integrating factor has the form RW where W ∈
C∞(SM,GL(n,C)) is a first integral, i.e. XW = 0.
We are now ready to prove the following fundamental result for the transport
equation. As we already pointed out, X has the mapping property X : ⊕k≥0Ωk →
⊕k≥−1Ωk. If A ∈ ⊕k≥−1Ωk, the transport operator X + A retains this property and
the following attenuated version for systems of [24, Proposition 5.2] holds; compare
also with [19, Theorem 6.6].
Theorem 5.5. Let (M, g) be a simple surface. Let A ∈ C∞(SM, gl(n,C)) and assume
A ∈ ⊕k≥−1Ωk. Let u ∈ C
∞(SM,Cn) be a smooth function such that u|∂SM = 0 and
Xu+ Au = −f ∈ ⊕k≥−1Ωk.
Then u is holomorphic.
Proof. From Xu + Au = −f , with F and B as in Lemma 5.2, we deduce after a
calculation
(5.2) X(F−1u) + B(F−1u) = −F−1f
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and F−1u|∂SM = 0. Since F
−1 is holomorphic, it follows that F−1f ⊕k≥−1 Ωk. Let
q :=
−1∑
−∞
(F−1u)k.
Then
Xq + Bq ∈ Ω−1 ⊕ Ω0.
Since q|∂SM = 0 and B is skew-hermitian, it follows from [19, Theorem 7.1] (see the
beginning of the proof of that theorem) that q ∈ Ω0, and thus q = 0. This implies
that F−1u is holomorphic and hence u = F (F−1u) is also holomorphic. 
Remark 5.6. Note that (5.2) gives
IA(f) = FIB(F
−1f).
In principle, this identity together with the methods in [13] could be used to derive
stability estimates for the linear problem and via Proposition 3.4, stability estimates
for the non-linear problem as well. Once a stability estimate is established, it is quite
likely that the methods in [13] will also deliver a consistent inversion to the statistical
inverse problem. We do not pursue this here.
We can now complete the proof of Theorem 1.2.
Proof of Theorem 1.2. Consider an arbitrary attenuation pair (A,Φ), where A ∈
Ω1(M, gl(n,C)) and Φ ∈ C∞(M, gl(n,C)), and set A(x, v) = A(x, v) + Φ(x). If
IA,Φ(f) = 0, by the regularity result [19, Proposition 5.2] there is a smooth function
u such that u|∂SM = 0 and
(5.3) Xu+ Au = −f ∈ Ω−1 ⊕ Ω0 ⊕ Ω1.
Since A ∈ Ω−1 ⊕ Ω0 ⊕ Ω1, Theorem 5.5 gives that u is holomorphic. Since the
conjugates of both A and f also belong to Ω−1⊕Ω0⊕Ω1, conjugating equation (5.3)
and applying Theorem 5.5 again we deduce that u¯ is also holomorphic. Thus u = u0.
If we now set p := −u0 we see that p|∂M = 0 and (5.3) gives right away F = Φp and
α = dp+ Ap as desired. 
Proof of Theorem 1.1. From Proposition 3.7 we know that CA,Φ = CB,Ψ means that
there exists a smooth U : SM → GL(n,C) such that U |∂SM = Id and
(5.4) B = U−1XU + U−1AU,
where B(x, v) = Bx(v)+Ψ(x). We rephrase this information in terms of an attenuated
ray transform. If we let W = U − Id, then W |∂SM = 0 and
XW + AW −WB = −(A− B).
Hence W is associated with the attenuated X-ray transform IE(A,B)(A − B) and if
CA,Φ = CB,Ψ, then this transform vanishes. Note that A− B ∈ Ω−1 ⊕ Ω0 ⊕ Ω1.
Hence, making the choice to ignore the specific form E(A,B), we can apply Theorem
1.2 to deduce that W only depends on x. Hence U only depends on x and if we set
u(x) = U0, then (5.4) easily translates into B = u
−1du+ u−1Au and Ψ = u−1Φu just
by looking at the components of degree 0 and ±1. 
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6. General Lie groups
Let (M, g) be a compact non-trapping surface with strictly convex boundary. Given
an arbitrary Lie group G with Lie algebra g and A ∈ C∞(SM, g) we first explain how
to make sense of the scattering data (see [7, 33] for background on Lie groups and
Lie algebras). If we let Lg and Rg denote left and right translation by g in the group
respectively, we observe
d(Lg−1)|g : TgG→ TeG = g.
Hence if we set
ωLg (v) := d(Lg−1)|g(v),
we see that ωL ∈ Ω1(G, g). The 1-form ωL is called the left Maurer-Cartan 1-form of
G. If G is a matrix Lie group (i.e. a closed subgroup of GL(n,C)) then ωL = g−1dg
where dg is the derivative of the embedding G→ GL(n,C). Using Rg we can define
similarly a right Maurer-Cartan form ωRg := d(Rg−1)|g and for matrix Lie groups this
is (dg)g−1.
The matrix ODE that determines the non-Abelian X-ray transform may now be
written in abstract terms as the unique solution U : [0, τ ]→ G such that
(6.1) U∗ωR(∂t) + A(ϕt(x, v)) = 0, U(τ(x, v)) = e.
Thus CA : ∂+SM → G is defined as CA(x, v) = U(0). Note that the ODE may also
be written as U˙ + dRU |e(A) = 0.
As before, the gauge group G is given by those smooth u : M → G such that
u|∂M = e. Given a pair (A,Φ) with A ∈ Ω
1(M, g) and Φ ∈ C∞(M, g) we have an
action
u · (A,Φ) = (u∗ωL +Adu−1(A),Adu−1(Φ)),
where Adg : g → g is the Adjoint action (i.e. Adg = dΨg|e where Ψg : G → G,
Ψg(h) = ghg
−1). It is straightforward to check that for any u ∈ G,
Cu·(A,Φ) = CA,Φ.
The main result of this section is:
Theorem 6.1. Let (M, g) be a simple surface and let G be an arbitrary Lie group with
Lie algebra g. Suppose we are given pairs (A,Φ) and (B,Ψ) with A,B ∈ Ω1(M, g)
and Φ,Ψ ∈ C∞(M, g). If
CA,Φ = CB,Ψ,
then there is u ∈ G such that u · (A,Φ) = (B,Ψ).
6.1. Matrix Lie groups. Let us first check that using Theorem 1.1 we can prove
Theorem 6.1 for an arbitrary matrix Lie group. Namely:
Proposition 6.2. Let (M, g) be a simple surface. Let G be a matrix Lie group.
Suppose we are given pairs (A,Φ) and (B,Ψ) with A,B ∈ Ω1(M, g) and Φ,Ψ ∈
C∞(M, g). If
CA,Φ = CB,Ψ,
then there is u ∈ G such that u · (A,Φ) = (B,Ψ).
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Proof. Since G is a subgroup of GL(n,C) we see that g ⊂ gl(n,C). Thus by Theorem
1.1 there is u : M → GL(n,C) such that u|∂M = Id and u · (A,Φ) = (B,Ψ). We
only need to check that under these conditions u takes values in fact in G. The gauge
equivalence gives (with e = Id)
du = uB − Au = d(Lu)|e(B)− d(Ru)|e(A)
and note that since A and B take values in g, for g ∈ G, d(Lg)|e(B)− d(Rg)|e(A) ∈
TgG. Fix x ∈ M and take any curve γ : [0, 1] → M connecting γ(0) ∈ ∂M and
γ(1) = x. Let
Y (g, t) := d(Lg)|e(Bγ(t)(γ˙(t))− d(Rg)|e(Aγ(t)(γ˙(t)) ∈ TgG.
This is clearly a time-dependent vector field in G. Thus there is a unique solution
g(t) to the ODE in G, g˙ = Y (g(t), t) with g(0) = e. Since u(γ(t)) solves the same
ODE with the same initial condition we see that u(x) = g(1) ∈ G as desired. 
6.2. Lie group coverings. Let us now discuss the behaviour of the scattering data
under coverings, as this will prove quite useful for the proof of Theorem 6.1.
Suppose we have a Lie group covering map p : G˜ → G and A,B ∈ C∞(SM, g).
Both Lie groups have the same Lie algebra, p is a Lie group homomorphism and
dp|e : TeG˜ → TeG realizes the identification between Lie algebras, thus A,B can be
considered as infinitesimal data for both G and G˜ (henceforth we will not distinguish
between A and (dp|e)
−1(A)).
Lemma 6.3. Let CA denote the scattering data of G and C˜A the scattering data of
G˜. Then p C˜A = CA.
Proof. This is an immediate consequence of the fact that the solutions U : [0, τ ]→ G
and U˜ : [0, τ ] → G˜ to the ODEs are related by pU˜ = U since for the Maurer-Cartan
forms we have p∗ω = ω˜. 
Next we show:
Lemma 6.4. Let a covering p : G˜→ G be given. Then CA = CB implies C˜A = C˜B.
Proof. Let UAx,v : [0, τ(x, v)] → G denote the unique solution to the ODE (6.1) for
A with U(τ) = e. We use similar notation for B and G˜. If CA = CB, then for all
(x, v) ∈ ∂+SM , consider the concatenation of paths in G:
Γ(x, v) := UAx,v ∗ Inv(U
B
x,v),
where Inv indicates the path traversed in the opposite orientation. The path Γ(x, v)
is in fact a closed loop in G, thanks to the assumption CA = CB. These loops depend
continuously on (x, v) ∈ ∂+SM and if (x, v) is at the glancing (i.e. the region where
v ∈ Tx(∂M)) we get a constant path equal to the identity. Hence Γ(x, v) are all
contractible in G and thus the unique lifts U˜Ax,v, U˜
B
x,v must have the same end points.
Thus C˜A = C˜B as desired. 
The next lemma exploits the fact that M is a disc.
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Lemma 6.5. There exists u : M → G with u|∂M = e and u · (A,Φ) = (B,Ψ), iff
there is u˜ :M → G˜ with u˜|∂M = e and u˜ · (A,Φ) = (B,Ψ).
Proof. Since M is simply connected, u : M → G has a unique lift u˜ : M → G˜ with
u(x0) = e for some base point x0 ∈ ∂M . Being a lift means pu˜ = u. Since constant
paths lift to constant paths, we must have u˜|∂M = e. If u˜ exists then u := pu˜ fulfills
the requirements since p is a homomorphism. 
Proof of Theorem 6.1. By considering the connected component of G we may assume
without loss of generality that G is connected. By Ado’s theorem and the strength-
ening explained in [7, Conclusion 5.26], there exists a matrix Lie group H and a Lie
algebra isomorphism φ : g → h. Let G˜ be the universal cover of G, so that G˜ is a
simply connected Lie group. By the correspondence theorem between Lie groups and
Lie algebras, there exists a unique homomorphism F : G˜ → H such that dF |e = φ.
Moreover, since φ is an isomorphism, the map F is a covering map (cf. [33, Chapter
3]).
Suppose CA,Φ = CB,Ψ for G. Then by Lemma 6.4, the same holds for G˜ and by
Lemma 6.3 it also holds for the matrix Lie group H . By Proposition 6.2 there exists
a smooth q : M → H such that q|∂M = Id and q · (A,Φ) = (B,Ψ). By Lemma 6.5 the
map q gives rise to a smooth u : M → G such that u|∂M = Id and u · (A,Φ) = (B,Ψ)
as desired. 
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