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ace à la diversité des nouveaux capteurs d’acquisition, il est nécessaire de développer 
des techniques de traitement de données pour fusionner les observations d’origines 
multiples. La fusion de données de multicapteurs est une technologie développée pour 
résoudre les problèmes de précision et d’ambiguï té rencontrés souvent dans le contexte 
d’un unique capteur. Le cerveau humain est considéré comme un bon exemple d’un 
système de fusion. Le nez, les yeux, la langue, les oreilles, les mains, etc. sont les 
différents capteurs. Pour identifier un objet ou évaluer une menace dans l’environnement, 
par exemple, le cerveau intègre en premier les informations transportées par les capteurs 
de vue, d’audition, d’odeur, de goût, de toucher, etc. pour générer des raisonnements. Il 
compare ensuite les raisonnements avec les caractéristiques de l’objet à identifier en 
prenant en compte des connaissances a priori ou l’état d’environnement obtenu par les 
antécédents pour aboutir à une décision. 
Le système de fusion est efficace si les informations des différentes sources sont 
redondantes et complémentaires. La redondance peut être exploitée pour réduire les 
incertitudes et les imprécisions des informations. La complémentarité peut être utilisée 
pour obtenir une information globale et complète, et pour lever les ambiguï tés [Blo03]. Les 
avantages de la fusion des informations de multicapteurs sont donc évidents. En terme 
ensembliste, il existe donc un ensemble commun ou un ensemble d’intersection qui n’est 
pas vide entre les informations caractéristiques de l’objet observé. 
La fusion de données en imagerie est appliquée principalement sur des images de 
radar, des images de satellite, et des images aériennes [Wal90]. Récemment, elle est aussi 
appliquée en image médicale. La diversité croissante des techniques d'acquisition d'images 
médicales a motivé ces dernières années de nombreuses recherches visant l'élaboration des 
modèles de plus en plus efficaces de fusion de données. En effet, en imagerie médicale, il 
peut arriver qu'aucune des images disponibles ne contienne à elle seule une information
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suffisante. D'autre part le milieu médical confie chaque type d'image à un expert qui porte 
un diagnostic partiel sur la modalité de sa spécialité, puis les spécialistes échangent leurs 
expériences et de cette confrontation naît le diagnostic final.  
L'exploitation de nombreuses images variées est une tâche difficile pour un seul expert. 
Cette approche classique n'utilise q'une partie de l'information issue des différentes sources 
d'images. Ces dernières années et pour pallier à cette lacune et à causes de la disposition 
d'un grand nombre de données hétérogènes, complémentaires et parfois ambiguës la fusion 
de l'information est proposée comme approche puissante permettant d'extraire de chaque 
image toute l'information qu'elle peut apporter et d'agréger ainsi ces informations 
modélisées dans un cadre commun en utilisant des opérateurs de fusion pour avoir une 
information synthétique la plus exploitable possible.  
Notre travail concerne essentiellement le développement de nouveaux outils issues des 
techniques de data mining pour l’extraction des connaissances par fusion floue de données. 
Il s’agit essentiellement de contribuer au développement de systèmes de classification 
guidés par les connaissances a priori où l’aspect flou et possibiliste sont pris en 
considération lors du processus de classification. Notre contribution consiste 
principalement à proposer une architecture d’un système de fusion d’informations guidée  
par ces connaissances a priori et basée sur la théorie des possibilités. Afin de valider le 
système proposé, une application a été développée pour la segmentation des images 
médicales IRM en utilisant les deux séquence IRM :  T2 et la densité de protons (DP). 
Le processus de fusion tel que nous l'envisageons ici est composé de trois étapes. Dans 
la première, les informations disponibles sont modélisées dans un cadre théorique commun 
en choisissant un formalise mathématique adéquat, permettant de prendre en compte les 
connaissances vagues et ambiguës. Dans la seconde, les modèles d'informations sont 
agrégés en utilisant un opérateur de fusion capables de tenir en compte les redondances et 
de gérer les conflits exprimés. Dans la troisième, enfin, une décision est prise en fonction 
de toutes les informations précédemment fusionnées.  
Cette thèse est organisée comme suit : 
Le premier chapitre, se décompose en deux parties : la première présente les concepts 
fondamentaux du data mining, où sont décrites les différentes étapes d’un processus 
d’extraction de connaissances à partir des données. Parmi ces étapes, nous détaillons la 
phase de fouille de données ainsi que les différentes approches de sa mise en œuvre. 
Tandis que la deuxième est consacrée, quant à elle, à la description de la fouille dans un 
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type de données bien particulier, qui est le type de données biomédicales. Nous 
présenterons la définition des données complexes, la fouille dans ce type de données, des 
exemples de prétraitement des données complexes et des outils utilisés et enfin une liste 
non exhaustive des travaux réalisés. 
Dans le second chapitre, et pour guider notre proposition nous passons en revue les 
principales méthodes de segmentation d’images en classes homogènes, tout en évoquant 
les avantages et les inconvénients de chaque approche. Un intérêt particulier est porté pour 
les images médicales plus exactement aux images de modalité IRM.   
Le troisième chapitre présente les fondements théoriques de la fusion de données. En 
premier temps, nous décrivons les différents formalismes permettant de représenter les 
connaissances incertaines et/ou imprécises : la théorie des probabilités, la théorie des 
possibilités et la théorie de croyances. Dans un second temps le concept de fusion de 
données est introduit ce qui permet d’expliquer les différentes étapes de fusion dans les 
différents cadres théoriques précédemment présentés. 
Le quatrième chapitre est dédié à présenter en détail notre contribution, nous 
présenterons l’architecture du système de fusion proposé, ces composants essentiels,  
description des algorithmes utilisés et leurs paramètres, les données participant à cette 
fusion ainsi que les différents étapes de fusion. 
Le cinquième chapitre est réservé à l’évaluation de l’approche proposée et de présenter 
avec commentaires les résultats expérimentaux obtenus dans le cadre de cette étude.  A la 
fin de cette thèse, nous donnons une conclusion générale, en terme de discussion sur notre 
approche de fusion et nous adressons des perspectives qu’elle offre pour des travaux 
futurs. 
En complément, nous précisons en annexes A et B l’anatomie du cerveau et le principe 
de l’IRM et les informations spécifiques qu’elle fournit. Nous introduisons donc les 
principes physiques qui régissent la formation des images anatomiques, et nous présentons 
les divers artefacts et facteurs qui dégradent l'information des images. Nous proposons en 

















Les entreprises, mais aussi, dans une certaine mesure, les administrations, subissent 
aujourd’hui l’intensification de la concurrence ou la pression des administrés. Ces facteurs 
les poussent à porter une attention toujours plus grande aux clients (d’autant plus que leurs 
richesses aujourd’hui résident dans leurs clients), à améliorer constamment la qualité de 
leurs produits et à accélérer de manière générale leurs processus de mise sur le marché de 
nouveaux produits et services. 
Pour répondre à ces besoins de découvertes, un ensemble d’architectures, de 
démarches et d’outils, certains nouveaux, d’autres existants depuis longtemps, a été 
regroupé sous le terme «Data Mining».  
Ce premier chapitre présente les concepts de fouille de données, où les différentes 
étapes du processus d’extraction de connaissances à partir des données sont décrites. Nous 
insistons sur les différentes approches de mise en œuvre d’un modèle de fouille de 
données. 
1.2 Etapes d’un processus d’extraction de connaissances à partir des 
données 
      Définition 
«L’Extraction de Connaissances à partir des Données (ECD) est un processus itératif 
et interactif d’analyse d’un grand ensemble de données brutes afin d’en extraire des 
connaissances exploitables par un utilisateur analyste qui y joue un rôle central» [Zig01].
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D’après [Fay96], un processus d’ECD est constitué de quatre phases qui sont : le 
nettoyage et intégration des données, le prétraitement des données, la fouille de données et 
enfin l’évaluation et la présentation des connaissances. 
La figure 1.1 récapitule ces différentes phases ainsi que les enchaînements possibles 
entre ces phases. Cette séparation est théorique car en pratique, ce n’est pas toujours le cas. 












Figure 1.1 : Processus d’extraction de connaissances à partir des données [Fay96]. 
1.2.1 Nettoyage et intégration des données 
Le nettoyage des données consiste à retravailler ces données bruitées, soit en les 
supprimant, soit en les modifiant de manière à tirer le meilleur profit. 
L’intégration est la combinaison des données provenant de plusieurs sources (base de 
données, sources externes, etc.). Le but de ces deux opérations est de générer des entrepôts 
de données et/ou des magasins de données spécialisés contenant les données retravaillées 
pour faciliter leurs exploitations futures. 
1.2.2 Pré-traitement des données 
Il peut arriver parfois que les bases de données contiennent à ce niveau un certain 
nombre de données incomplètes et/ou bruitées. Ces données erronées, manquantes ou 
Connaissances 
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inconsistantes doivent être retravaillées si cela n’a pas été fait précédemment. Dans le cas 
contraire, durant l’étape précédente, les données sont stockées dans un entrepôt. Cette étape 
permet de sélectionner et transformer des données de manière à les rendre exploitables par un 
outil de fouille de données. 
Cette seconde étape du processus d’ECD permet d’affiner les données. Si l’entrepôt de 
données est bien construit, le pré-traitement de données peut permettre d’améliorer les 
résultats lors de l’interrogation dans la phase de fouille de données. 
1.2.3 Fouille de données 
La fouille de données (data mining en anglais), est le cœur du processus d’ECD. Il s’agit 
à ce niveau de trouver des pépites de connaissances à partir des données. Tout le travail 
consiste à appliquer des méthodes intelligentes dans le but d’extraire cette connaissance. Il 
est possible de définir la qualité d’un modèle en fonction de critères comme les 
performances obtenus, la fiabilité, la compréhensibilité, la rapidité de construction et 
d’utilisation et enfin l’évolutivité. Tout le problème de la fouille de données réside dans le 
choix de la méthode adéquate à un problème donné. Il est possible de combiner plusieurs 
méthodes pour essayer d’obtenir une solution optimale globale. 
Nous ne détaillerons pas d’avantage la fouille de données dans ce paragraphe car elle 
fera l’objet de la section 1.3. 
1.2.4 Evaluation et présentation 
Cette phase est constituée de l’évaluation, qui mesure l’intérêt des motifs extraits, et de 
la présentation des résultats à l’utilisateur grâce à différentes techniques de visualisation. 
Cette étape est dépendante de la tâche de fouille de données employée. En effet, bien que 
l’interaction avec l’expert soit importante quelle que soit cette tâche, les techniques ne sont 
pas les mêmes. Ce n’est qu’à partir de la phase de présentation que l’on peut employer le 
terme de connaissance à condition que ces motifs soient validés par les experts du domaine. 
Il y a principalement deux techniques de validation qui sont la technique de validation 
statistique et la technique de validation par expertise. 
La validation statistique consiste à utiliser des méthodes de base de statistique 
descriptive. L’objectif est d’obtenir des informations qui permettront de juger le résultat 
obtenu, ou d’estimer la qualité ou les biais des données d’apprentissage. Cette validation 
peut être obtenue par : 
• le calcul des moyennes et variances des attributs, 
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• si possible, le calcul de la corrélation entre certains champs, 
• ou la détermination de la classe majoritaire dans le cas de la classification. 
La validation par expertise est réalisée par un expert du domaine qui jugera la 
pertinence des résultats produits. Par exemple pour la recherche des règles d’association, 
c’est l’expert du domaine qui jugera la pertinence des règles. 
Pour certains domaines d’application (le diagnostic médical, par exemple), le modèle 
présenté doit être compréhensible. Une première validation doit être effectuée par un expert 
qui juge la compréhensibilité du modèle. Cette validation peut être, éventuellement, 
accompagnée par une technique statistique. 
Grâce aux techniques d’extraction de connaissances, les bases de données 
volumineuses sont devenues des sources riches et fiables pour la génération et la validation 
de connaissances. La fouille de données n’est qu’une phase du processus d’ECD, et 
consiste à appliquer des algorithmes d’apprentissage sur les données afin d’en extraire des 
modèles (motifs). L’extraction de connaissances à partir des données se situe à 
l’intersection de nombreuses discipline [Kod98], comme l’apprentissage automatique, la 
reconnaissance de formes, les bases de données, les statistiques, la représentation des 








Figure 1.2 : L’Extraction de connaissances à partir des données à la confluence                               
de nombreux domaines [Kod98]. 
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1.3 Eléments de fouille de données 
Les concepts de fouille de données et d’extraction de connaissances à partir de données 
sont parfois confondus et considérés comme synonymes. Mais, formellement on considère la 
fouille de données comme une étape centrale du processus d'extraction de connaissances des 
bases de données (ECBD ou KDD pour Knowledge Discovery in Databases en anglais) 
[Lie07]. 
1.3.1 Historique 
L’expression "data mining" est apparue vers le début des années 1960 et avait, à cette 
époque, un sens péjoratif. En effet, les ordinateurs étaient de plus en plus utilisés pour toutes 
sortes de calculs qu’il n’était pas envisageable d’effectuer manuellement jusque là. Certains 
chercheurs ont commencé à traiter sans a priori statistique les tableaux de données relatifs à 
des enquêtes ou des expériences dont ils disposaient. Comme ils constataient que les 
résultats obtenus, loin d’être aberrants, étaient tout au contraire prometteurs, ils furent incites 
à systématiser cette approche opportuniste. Les statisticiens officiels considéraient toutefois 
cette démarche comme peu scientifique et utilisèrent alors les termes " data mining " ou 
"data fishing" pour les critiquer. 
Cette attitude opportuniste face aux données coïncida avec la diffusion dans le grand 
public de l’analyse de données dont les promoteurs, comme Jean-Paul Benzecri [Zig00], ont 
également dû subir dans les premiers temps les critiques venant des membres de la 
communauté des statisticiens. 
Le succès de cette démarche empirique ne s’est pas démenti malgré tout. L’analyse des 
données s’est développée et son intérêt grandissait en même temps que la taille des bases de 
données. Vers la fin des années 1980, des chercheurs en base de données, tel que Rakesh 
Agrawal [Agr93], ont commencé à travailler sur l’exploitation du contenu des bases de 
données volumineuses comme par exemple celles des tickets de caisses de grandes surfaces, 
convaincus de pouvoir valoriser ces masses de données dormantes. Ils utilisèrent 
l’expression "database mining" mais, celle-ci étant déjà déposée par une entreprise (Database 
mining workstation), ce fut "data mining" qui s’imposa. En mars 1989, Shapiro Piatetski 
[Sha91] proposa le terme "knowledge discovery" à l’occasion d’un atelier sur la découverte 
des connaissances dans les bases de données. Actuellement, les termes data mining et 
knowledge discovery in data bases (KDD, ou ECD en français) sont utilisés plus ou moins 
indifféremment. Nous emploierons par conséquent l’expression "data mining", celle-ci étant 
la plus fréquemment employée dans la littérature. 
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La communauté de "data mining " a initié sa première conférence en 1995 à la suite de 
nombreux ateliers (workshops) sur le KDD entre 1989 et 1994. La première revue du domaine 
" Data mining and knowledge discovery journal " publiée par "Kluwers " a été lancée en 
1997. 
1.3.2 Définition 
« Le data mining, ou fouille de données, est l’ensemble des méthodes et techniques 
destinées à l’exploration et l’analyse de bases de données informatiques (souvent grandes), 
de façon automatique ou semi-automatique, en vue de détecter dans ces données des règles, 
des associations, des tendances inconnues ou cachées, des structures particulières restituant 
l’essentiel de l’information utile tout en réduisant la quantité de données» [Kan03]. 
D’après [Had02], la définition la plus communément admise de Data Mining est celle de 
[Fay98] : «Le Data mining est un processus non trivial qui consiste à identifier, dans des 
données, des schémas nouveaux, valides, potentiellement utiles et surtout compréhensibles 
et utilisables». 
En bref, le data mining est l’art d’extraire des informations (ou même des connaissances) 
à partir des données [Tuf05]. 
1.3.3 Principales tâches de fouille de données 
On dispose de données structurées. Les objets sont représentés par des enregistrements 
(ou descriptions) qui sont constitués d'un ensemble de champs (ou attributs) prenant leurs 
valeurs dans un domaine. De nombreuses tâches peuvent être associées au Data Mining, 
parmi elles nous pouvons citer: 
1.3.3.1 La classification 
Elle consiste à examiner les caractéristiques d'un objet et lui attribuer une classe, la classe 
est un champ particulier à valeurs discrètes. Des exemples de tâche de classification sont : 
• attribuer ou non un prêt à un client, 
• établir un diagnostic, 
• accepter ou refuser un retrait dans un distributeur, 
• attribuer un sujet principal à un article de presse, 
• etc. 
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1.3.3.2 L'estimation 
Elle consiste à estimer la valeur d'un champ à partir des caractéristiques d'un objet. 
Le champ à estimer est un champ à valeurs continues. L'estimation peut être utilisée dans un 
but de classification. Il suffit d'attribuer une classe particulière pour un intervalle de valeurs 
du champ estimé. Des exemples de tâche d'estimation sont : 
• Estimer les revenus d'un client. 
1.3.3.3 La prédiction 
Cela consiste à estimer une valeur future. En général, les valeurs connues sont 
historisées. On cherche à prédire la valeur future d'un champ. Cette tâche est proche des 
précédentes. Les méthodes de classification et d'estimation peuvent être utilisées en 
prédiction. Des exemples de tâches de prédiction sont : 
• prédire les valeurs futures d'actions, 
• prédire, au vu de leurs actions passées, les départs de clients. 
1.3.3.4 Les règles d'association 
Cette tâche, plus connue comme l’analyse du panier de la ménagère, consiste à 
déterminer les variables qui sont associées. L'exemple type est la détermination des articles 
(le pain et le lait, la tomate, les carottes et les oignons) qui se retrouvent ensemble sur un 
même ticket de supermarché. Cette tâche peut être effectuée pour identifier des opportunités 
de vente croisée et concevoir des groupements attractifs de produit. 
1.3.3.5 La segmentation 
Consiste à former des groupes (clusters) homogènes à l'intérieur d'une population. Pour 
cette tâche, il n'y a pas de classe à expliquer ou de valeur à prédire définie a priori, il s'agit 
de créer des groupes homogènes dans la population (l'ensemble des enregistrements). Il 
appartient ensuite à un expert du domaine de déterminer l'intérêt et la signification des 
groupes ainsi constitués. Cette tâche est souvent effectuée avant les précédentes pour 
construire des groupes sur lesquels on applique des tâches de classification ou d'estimation. 
1.3.4 Les méthodes de data mining 
Pour tout jeu de données et un problème spécifique, il existe plusieurs méthodes que l’on 
choisira en fonction de : 
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• la tâche à résoudre, 
• la nature et de la disponibilité des données, 
• l’ensemble des connaissances et des compétences disponibles, 
• la finalité du modèle construit, 
• l’environnement social, technique, philosophique de l’entreprise, 
• etc. 
On peut dégager deux grandes catégories de méthodes d’analyse consacrées à la fouille 
de données [Fio06]. La frontière entre les deux peut être définie par la spécificité des 
techniques, et marque l’aire proprement dite du "Data Mining". On distingue donc : 
A. Les méthodes classiques 
On y retrouve des outils généralistes de l’informatique ou des mathématiques : 
• Les requêtes dans les bases de données, simples ou multi-critères, dont la    
      représentation est une vue, 
• les requêtes d’analyse croisée, représentées par des tableaux croisés, 
• les différents graphes, graphiques et représentations, 
• les statistiques descriptives, 
• l’analyse de données : analyse en composantes principales, 
• etc. 
B. Les méthodes sophistiquées 
Elles ont été élaborées pour résoudre des tâches bien définies. Ce sont : 
• Les algorithmes de segmentation, 
• les règles d’association, 
• les algorithmes de recherche du plus proche voisin, 
• les arbres de décision, 
• les réseaux de neurones, 
• les algorithmes génétiques, 
• etc. 
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La section suivante n’est pas une présentation exhaustive de l’ensemble des techniques 
de la fouille de données, mais une présentation de quelques méthodes sophistiquées pour 
fournir un aperçu du domaine. 
1.3.4.1 Segmentation (Clustering) 
La segmentation est l’opération qui consiste à regrouper les individus d’une population en 
un nombre limité de groupes, les segments (ou clusters, ou partitions), qui ont deux 
propriétés : D’une part, ils ne sont pas prédéfinis, mais découverts automatiquement au cours 
de l’opération, contrairement aux classes de la classification. D’autre part, les segments 
regroupent les individus ayant des caractéristiques similaires et séparent les individus ayant 
des caractéristiques différentes (homogénéité interne et hétérogénéité externe). 
La segmentation est une tâche d'apprentissage "non supervisée" car on ne dispose 
d'aucune autre information préalable que la description des exemples. Après application de 
l'algorithme et donc lorsque les groupes ont été construits, d'autres techniques ou une 
expertise doivent dégager leur signification et leur éventuel intérêt. 
Nous présentons ici la méthode des k-moyennes car elle est très simple à mettre en 
œuvre et très utilisée. Elle comporte de nombreuses variantes et est souvent utilisée en 
combinaison avec d'autres algorithmes. 
• Méthode des k-moyennes 
La méthode est basée sur une notion de similarité entre enregistrements. Nous allons 
pour introduire l'algorithme, considérer un espace géométrique muni d'une distance. Deux 
points sont similaires s’ils sont proches pour la distance considérée. Pour pouvoir visualiser 
le fonctionnement de l'algorithme, nous allons limiter le nombre de champs des 
enregistrements. Nous nous plaçons donc dans l'espace euclidien de dimension 2 et nous 
considérons la distance euclidienne classique. L'algorithme suppose choisi a priori un 
nombre k de groupes à constituer. 
On choisit alors k enregistrements, soit k points de l'espace appelés centres. On constitue 
alors les k groupes initiaux en affectant chacun des enregistrements dans le groupe 
correspondant au centre le plus proche. Pour chaque groupe ainsi constitué, on calcule son 
nouveau centre en effectuant la moyenne des points du groupe et on réitère le procédé. Le 
critère d'arrêt est la stabilité, par lequel d'une itération à la suivante, aucun point n'a changé 
de groupe. 
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• Description de l'algorithme 
On travaille avec des enregistrements qui sont des n-uplets de valeurs. On suppose 
définie une notion de similarité qui permet de comparer les distances aux centres. 
L'algorithme est paramétré par le nombre k de groupes que l'on souhaite constituer, le 
pseudo-code de cet algorithme est présenté dans la table 1.1 ci-dessous : 
Table 1.1 : Algorithme des k-moyennes 
Paramètre : le nombre k de groupes 
Entrée : un échantillon de m objets x1,... xm 
1- Choisir k centres initiaux c1,... ck 
2- Pour chacun des m objets, l’affecter au groupe i dont le centre ci est le plus proche  
3- Si aucun élément ne change de groupe alors arrêter et sortir les groupes 
4- Calculer les nouveaux centres : pour tout i, ci est la moyenne des éléments du groupe i    
        5- Aller en 2 
• Critiques de la méthode 
a. Avantages 
• Apprentissage non supervisé : la méthode des k-moyennes et ses variantes ne 
nécessitent aucune information sur les données. La segmentation peut être utile, 
pour découvrir une structure cachée qui permettra d'améliorer les résultats de 
méthodes d'apprentissage supervisé (classification, estimation, prédiction). 
• Applicable à tous type de données : en choisissant une bonne notion de distance, 
la méthode peut s'appliquer à tout type de données (mêmes textuelles). 
b. Inconvénients 
• Problème du choix de la distance : les performances de la méthode (la qualité des 
groupes constitués) sont dépendantes du choix d'une bonne mesure de similarité 
ce qui est une tâche délicate surtout lorsque les données sont de types différents. 
• Le choix des bons paramètres : la méthode est sensible au choix des bons 
paramètres, en particulier, le choix du nombre k de groupes à constituer. Un 
mauvais choix de k produit de mauvais résultats. Ce choix peut être fait en 
combinant différentes méthodes, mais la complexité de l'algorithme augmente. 
• L'interprétation des résultats : il est difficile d'interpréter les résultats produits, en 
d’autres termes, d'attribuer une signification aux groupes constitués. 
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1.3.4.2 Règles d’association 
Les règles d'association sont traditionnellement liées au secteur de la distribution car leur 
principale application est "l'analyse du panier de la ménagère (market basket analysis)" qui 
consiste en la recherche d'associations entre produits sur les tickets de caisse. Le but de la 
méthode est l'étude de ce que les clients achètent pour obtenir des informations sur "qui" 
sont les clients et "pourquoi" ils font certains achats. La méthode peut être appliquée à tout 
secteur d'activité pour lequel il est intéressant de rechercher des groupements potentiels de 
produits ou de services: services bancaires, services de télécommunications, par exemple. 
Elle peut être également utilisée dans le secteur médical pour la recherche de complications 
dues à des associations de médicaments ou à la recherche de fraudes en recherchant des 
associations inhabituelles. 
Un attrait principal de la méthode est la clarté des résultats produits. En effet, le résultat 
de la méthode est un ensemble de règles d'association. Des exemples de règles d'association 
sont : 
• Si un client achète des plantes alors il achète du terreau, 
• Si un client achète une télévision, il achètera un magnétoscope dans un an. 
Ces règles sont intuitivement faciles à interpréter car elles montrent comment des produits 
ou des services se situent les uns par rapport aux autres. Ces règles sont particulièrement 
utiles en marketing. Les règles d'association produites par la méthode peuvent être 
facilement utilisées dans le système d'information de l'entreprise. Cependant, il faut noter que 
la méthode, si elle peut produire des règles intéressantes, peut aussi produire des règles 
triviales (déjà bien connues des intervenants du domaine) ou inutiles (provenant de 
particularités de l'ensemble d'apprentissage). La recherche de règles d'association est une 
méthode non supervisée car on ne dispose en entrée que de la description des achats. 
• Critiques de la méthode 
a. Avantages 
• Méthode non supervisée : à l’exception de la classification de différents articles 
en produits. 
• Clarté des résultats : les règles sont faciles à interpréter. 
• Traite des données de taille variables : le nombre de produits dans un achat n’est 
pas défini. 
• Simplicité de programmation : même avec un tableur. 
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b. Inconvénients 
• Pertinence des résultats : ils peuvent être triviaux ou inutiles. 
• Efficacité faible dans certains cas : pour les produits rares. 
• Traitement préalable des données : classement des articles en produits. 
1.3.4.3 Les plus proches voisins 
La méthode des plus proches voisins (PPV en bref, nearest neighbor en anglais) est une 
méthode dédiée à la classification qui peut être étendue à des tâches d'estimation. La 
méthode PPV est une méthode de raisonnement à partir de cas. Elle part de l'idée de prendre 
des décisions en recherchant un ou des cas similaires déjà résolus en mémoire.  
Contrairement aux autres méthodes de classification qui seront étudiées dans les sections 
suivantes (arbres de décision, réseaux de neurones, …), il n'y a pas d'étape d'apprentissage 
consistant en la construction d'un modèle à partir d'un échantillon d'apprentissage. C'est 
l'échantillon d'apprentissage, associé à une fonction de distance et d'une fonction de choix de 
la classe en fonction des classes des voisins les plus proches, qui constitue le modèle. 
L'algorithme générique de classification d'un nouvel exemple par la méthode PPV est dressé 
dans la table 1.2 suivant : 
 
Table 1.2 : Algorithme de classification par k-PPV 
Paramètre : le nombre k de voisins 
Donnée : un échantillon de m exemples et leurs classes    //La classe d’un exemple X est c(X) 
Entrée : un enregistrement Y 
1- Déterminer les k plus proches exemples de Y en calculant les distances 
2- Combiner les classes de ces k exemples en une classe c 
Sortie : la classe de Y est c(Y)= c 
• Critiques de la méthode 
a. Avantages 
• Absence d'apprentissage : c'est l'échantillon qui constitue le modèle. 
L'introduction de nouvelles données permet d'améliorer la qualité de la méthode 
sans nécessiter la reconstruction d'un modèle. C'est une différence majeure avec 
des méthodes telles que les arbres de décision et les réseaux de neurones. 
• Clarté des résultats : bien que la méthode ne produise pas de règle explicite, la 
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classe attribuée à un exemple peut être expliquée en exhibant les plus proches 
voisins qui ont amené à ce choix. 
• Données hétérogènes : la méthode peut s'appliquer dès qu'il est possible de définir 
une distance sur les champs. Or, il est possible de définir des distances sur des 
champs complexes, tels que des informations géographiques, des textes, des 
images ou du son. C'est parfois un critère de choix de la méthode PPV car les 
autres méthodes traitent difficilement les données complexes. On peut noter, 
également, que la méthode est robuste face au bruit. 
• Grand nombre d'attributs : la méthode permet de traiter des problèmes avec un 
grand nombre d'attributs. Cependant, plus le nombre d'attributs est important, plus 
le nombre d'exemples doit être grand. 
b. Inconvénients 
• Sélection des attributs pertinents : pour que la notion de proximité soit pertinente, 
il faut que les exemples couvrent bien l'espace et soient suffisamment proches les 
uns des autres. Si le nombre d'attributs pertinents est faible relativement au nombre 
total d'attributs, la méthode donnera de mauvais résultats car la proximité sur les 
attributs pertinents sera noyée par les distances sur les attributs non pertinents. Il 
est donc parfois utile de sélectionner tout d'abord les attributs pertinents. 
• Le temps de classification : si la méthode ne nécessite pas d'apprentissage, tous 
les calculs doivent être effectués lors de la classification. Ceci est la contrepartie à 
payer par rapport aux méthodes qui nécessite un apprentissage (éventuellement 
long) mais qui sont rapides en classification (le modèle est créé, il suffit de 
l'appliquer à l'exemple à classifier). Certaines méthodes permettent de diminuer la 
taille de l'échantillon en ne conservant que les exemples pertinents pour la 
méthode PPV, mais il faut, de toute façon, un nombre d'exemple suffisamment 
grand relativement au nombre d'attributs. 
• Définir les distance et nombre de voisins : les performances de la méthode 
dépendent du choix de la distance, du nombre de voisins et du mode de 
combinaison des réponses des voisins. En règle générale, les distances simples 
fonctionnent bien. Si les distances simples ne fonctionnent pour aucune valeur de k, 
il faut envisager le changement de distance, ou le changement de méthode. 
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1.3.4.4 Les arbres de décision 
La méthode des arbres de décision est l’une des plus intuitives et des plus populaires du 
data mining, d’autant plus qu’elle fournit des règles explicites de classement et supporte bien 
les données hétérogènes, manquantes et les effets non linéaires. Pour les applications 
relevant du marketing de bases de données, actuellement la seule grande concurrente de 
l’arbre de décision est la régression logistique, cette méthode étant préférée dans la 
prédiction du risque en raison de sa plus grande robustesse. Remarquons que les arbres de 
décision sont à la frontière entre les méthodes prédictives et descriptives, puisque leur 
classement s’opère en segmentant la population à laquelle ils s’appliquent : ils ressortissent 
donc à la catégorie des classifications hiérarchiques descendantes supervisées. 
• Description de l’algorithme 
La technique de l’arbre de décision est employée en classement pour détecter des critères 
permettant de répartir les individus d’une population en n classes (souvent n=2) prédéfinies. 
On commence par choisir la variable qui, par ses modalités, sépare le mieux les individus de 
chaque classe, de façon à avoir des sous-populations, que l’on appelle nœuds, contenant 
chacune le plus possible d’individus d’une seule classe, puis on réitère la même opération 
sur chaque nouveau nœud obtenu jusqu’à ce que la séparation des individus ne soit plus 
possible ou plus souhaitable.  
Par construction, les nœuds terminaux (les feuilles) sont tous majoritairement constitués 
d’individus d’une seule classe avec une assez forte probabilité, quand il satisfait l’ensemble 
des règles permettant d’arriver à cette feuille. L’ensemble des règles de toutes les feuilles 







Figure 1.3 : Arbre de décision. 
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L’algorithme d’apprentissage par l’arbre de décision est décrite comme suit :  
Table 1.3 : Algorithme d’apprentissage par arbre de décision 
Donnée : un échantillon S de m enregistrements classés (x, c(x)) 
Initialisation :   A ← arbre vide  
noeud_courant ← racine  
échantillon_courant ← S 
Répéter 
Décider si le noeud courant est terminal 
     Si ( noeud_courant est terminal ) alors 
Étiqueter le noeud courant par une feuille 
    Sinon 
   Sélectionner un test : 
Créer les fils 
Définir les échantillons sortants du noeud 
Finsi 
 noeud_courant ← un noeud non encore étudié de A 
échantillon_courant : échantillon atteignant noeud_courant 
Jusque (noeud_courant = Ø) 
      élaguer l’arbre de décision A obtenu 
Sortie : l’arbre A élagué 
• Critiques de la méthode 
a. Avantages 
• Adaptabilité aux attributs de valeurs manquantes : les algorithmes peuvent 
traiter les valeurs manquantes (descriptions contenant des champs non renseignés) 
pour l'apprentissage, mais aussi pour la classification. 
• Bonne lisibilité du résultat : un arbre de décision est facile à interpréter et à la 
représentation graphique d'un ensemble de règles. Si la taille de l'arbre est 
importante, il est difficile d'appréhender l'arbre dans sa globalité. Cependant, les 
outils actuels permettent une navigation aisée dans l'arbre (parcourir une branche, 
développer un noeud, élaguer une branche) et, le plus important, est certainement 
de pouvoir expliquer comment est classé un exemple par l'arbre, ce qui peut être 
fait en montrant le chemin de la racine à la feuille pour l'exemple courant. 
• Traitement de tout type de données : l'algorithme peut prendre en compte tous les 
types d'attributs et les valeurs manquantes. Il est robuste au bruit. 
• Sélectionne des variables pertinentes : l'arbre contient les attributs utiles pour la 
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classification. L'algorithme peut donc être utilisé comme pré-traitement qui 
permet de sélectionner l'ensemble des variables pertinentes pour ensuite appliquer 
une autre méthode. 
• Donne une classification efficace : l'attribution d'une classe à un exemple à l'aide 
d'un arbre de décision est un processus très efficace (parcours d'un chemin dans un 
arbre). 
• Disponibilité des outils : les algorithmes de génération d'arbres de décision sont 
disponibles dans tous les environnements de fouille de données. 
• Méthode extensible et modifiable : la méthode peut être adaptée pour résoudre des 
tâches d'estimation et de prédiction. Des améliorations des performances des 
algorithmes de base sont possibles grâce aux techniques qui génèrent un ensemble 
d'arbres votant pour attribuer la classe. 
b. Inconvénients 
• Méthode sensible au nombre de classes : les performances tendent à se dégrader 
lorsque le nombre de classes devient trop important. 
• Manque d’évolutivité dans le temps : l'algorithme n'est pas incrémental, c'est-à-
dire, que si les données évoluent avec le temps, il est nécessaire de relancer une 
phase d'apprentissage sur l'échantillon complet (anciens exemples et nouveaux 
exemples). 
1.3.4.5 Les réseaux de neurones 
Les réseaux de neurones sont apparus dans les années cinquante avec les premiers 
perceptrons, et sont utilisés industriellement depuis les années quatre-vingt. Un réseau de 
neurone "ou réseau neuronal" a une architecture calquée sur celle du cerveau, organisée en 
neurones et synapses, et se présente comme un ensemble de nœuds "ou neurones formels, ou 
unités" connectés entre eux, chaque variable prédictive continue correspondant à un nœud 
d’un premier niveau, appelé couche d’entrée, et chaque variable prédictive catégorique (ou 
chaque modalité d’une variable catégorique) correspondant également à un nœud de la 
couche d’entrée. 
Le cas échéant, lorsque le réseau est utilisé dans une technique prédictive, il y a une ou 
plusieurs variables à expliquer ; elle correspondant alors chacune à un nœud (ou plusieurs 
dans le cas des variables catégorielles) d’un dernier niveau : la couche sortie. Les réseaux 
prédictifs sont dits "à apprentissage supervisé" et les réseaux descriptifs sont dits "à 
apprentissage non supervisé". Entre la couche d’entrée et la couche sortie sont parfois 
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connectés à des nœuds appartenant à un niveau intermédiaire : la couche cachée. Il peut 
exister plusieurs couches cachées [Tuf02]. 
• Définition 
«Les réseaux de neurones sont des outils très utilisés pour la classification, l'estimation, 
la prédiction et la segmentation. Ils sont issus de modèles biologiques, sont constitués 
d'unités élémentaires (les neurones) organisées selon une architecture» [Tuf05]. 
Un nœud reçoit des valeurs en entrée et renvoie 0 à n valeurs en sortie. Toutes ces 
valeurs sont normalisées pour être comprises entre 0 et 1(ou parfois entre -1 et 1), selon les 
bornes de la fonction de transfert. Une fonction de combinaison calcule une première valeur 
à partir des nœuds connectés en entrée et poids des connexions. Dans les réseaux les plus 
courants, les perceptrons, il s’agit de la somme pondérée ∑nipi des valeurs des nœuds en 
entrée. Afin de déterminer une valeur en sortie, une seconde fonction, appelée fonction de 
transfert (ou d’activation), est appliquée à cette valeur. Les nœuds de la couche d’entrée sont 
triviaux, dans la mesure où ils ne combinent rien, et ne font que transmettre la valeur de la 
variable qui leur correspond. 





Figure 1.4 : Nœud d’un réseau de neurone [Tuf05]. 
Dans cette figure, on utilise les notions suivantes : 
• ni est la valeur du nœud i du niveau précédent (la sommation sur i correspond à 
l’ensemble des nœuds du niveau précédent connectés au nœud observé) 
• pi est le poids associé à la connexion entre i et le nœud observé. 
• f est la fonction de transfert associée au nœud observé. 
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• Mise en œuvre 
De façon générale, les étapes dans la mise en œuvre d’un réseau de neurones pour la 
prédiction ou le classement sont : 
1. l’identification des données en entrée et en sortie, 
2. la normalisation de ces données, 
3. la constitution d’un réseau avec une structure adaptée, 
4. l’apprentissage du réseau, 
5. le test du réseau, 
6. l’application du modèle généré par l’apprentissage, 
7. la dénormalisation des données en sortie. 
• Critiques de la méthode 
a. Avantages 
• Lisibilité du résultat : le résultat de l'apprentissage est un réseau constitué de 
cellules organisées selon une architecture, définies par une fonction d'activation et 
un très grand nombre de poids à valeurs réelles. 
• Les données réelles : les réseaux traitent facilement les données réelles 
"préalablement normalisées" et les algorithmes sont robustes au bruit. Ce sont, par 
conséquent, des outils bien adaptés pour le traitement de données complexes 
éventuellement bruitées comme la reconnaissance de formes (son, images sur une 
rétine, etc.). 
• Classification efficace : le réseau étant construit, le calcul d'une sortie à partir d'un 
vecteur d'entrée est un calcul très rapide. 
• En combinaison avec d'autres méthodes : pour des problèmes contenant un grand 
nombre d'attributs pour les entrées, il peut être très difficile de construire un 
réseau de neurones. On peut, dans ce cas, utiliser les arbres de décision pour 
sélectionner les variables pertinentes, puis générer un réseau de neurones en se 
restreignant à ces entrées. 
b. Inconvénients 
• Temps d'apprentissage : l'échantillon nécessaire à l'apprentissage doit être 
suffisamment grand et représentatif des sorties attendues. Il faut passer un grand 
nombre de fois tous les exemples de l'échantillon d'apprentissage avant de 
converger et donc le temps d'apprentissage peut être long. 
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• Evolutivité dans le temps : comme pour les arbres de décision, l'apprentissage 
n'est pas incrémental et, par conséquent, si les données évoluent avec le temps, il est 
nécessaire de relancer une phase d'apprentissage pour s'adapter à cette évolution. 
1.4 Métaheuristiques pour l’extraction de connaissances  
Les  métaheuristiques sont des méthodes qui permettent de concevoir des algorithmes 
pour la résolution des problèmes d’optimisation auxquels les ingénieurs et les décideurs sont 
régulièrement confrontés. La majorité des problèmes d’extraction de connaissances peuvent 
s’exprimer des problèmes d’optimisation combinatoire. Or, de nombreux problèmes 
d’optimisation combinatoire sont NP-difficilles et ne pourront donc pas être résolus de 
manier exacte dans un temps raisonnable puisque la capacité de calcul des machines évolue 
linéairement alors que le temps nécessaire à la résolution de ces problèmes évolue 
exponentiellement. Lorsqu’on attaque à des problèmes réels, il faut se résoudre à un 
compromis entre la qualité des solutions obtenues et le temps de calcul utilisé. 
Ces méthodes sont souvent inspirées par des systèmes naturels, qu’ils soient pris en 
physique (cas de recuit simulé), en biologie de l’évolution (cas des algorithmes génétiques) 
ou encore en éthologie (cas des algorithmes de colonies de fourmis ou de l’optimisation par 
essaims particulaires). 
 Selon [Jou03] les métaheuristiques peuvent être classées en deux groupes : les méthodes 
à solution unique et les méthodes à population de solutions. 
- Les métaheuristiques à solution unique  
Les méthodes itératives à solution unique sont touts basées sur un algorithme de 
recherche de voisinage qui commence par une solution initiale, puis l’améliore pas à pas en 
choisissant une nouvelle solution dans son voisinage [Bac99]. Les méthodes les plus 
utilisées pour l’extraction de connaissances sont : la méthode de descente, le recuit simulé et 
la méthode tabou. 
- Les métaheurisques à population de solutions  
Les méthodes d’optimisation à population de solutions améliorent, au fur et à mesure des 
itérations, une population de solutions. L’intérêt de ces méthodes est d’utiliser la population 
comme facteur de diversité. Les méthodes les plus utilisées sont : la recherche par dispersion 
(Scatter Search), les algorithmes génétiques, la programmation génétique, les algorithmes à 
essaim de particules, les systèmes immunitaires artificiels, les algorithmes à estimation de 
distribution et les colonies de fourmis. 
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1.5 Fouille de données biomédicales 
Dans le domaine médicale, les experts ont accumulé ces dernières années de très grande 
quantité de données (étude épidémiologiques et pharmaceutiques, génomique, imagerie, …). 
En effet l’accroissement des connaissances médicales est explosif et l’augmentation du 
nombre de paramètres nécessaires à la prise en charge des patients se fait en parallèle. Le 
développement interrompu de nouvelles méthodes d’investigation comme les techniques 
d’imagerie, les exploration fonctionnelles ou les techniques dérivées du génie biologique 
contribue à cette augmentation des connaissances. Il devient de plus en plus difficile, pour 
un médecin, de maîtriser les connaissances nécessaires à la pratique des soins, voir 
simplement d’y accéder en temps utile. 
D’une façon général, la gestion d’objets complexes est devenue nécessaire à la prise de 
décisions. Ces objets recouvrent, en plus des images, des textes en langage clair, des signaux 
(électriques, acoustiques, électro-physiologiques, etc.) mais aussi des ensembles des 
concepts reliés entre eux (connaissances physiopathologiques) ou des procédures devant être 
activées sous certaines conditions (protocoles de calcul d’une dose optimale d’un 
médicament, protocoles de soins infirmiers, etc.). 
Le domaine biomédicale s’inscrit parmi les domaines auxquels le data mining 
s’intéresse, ainsi la communauté scientifique s’intéresse à la technologie des entrepôts de 
données, aux outils et techniques d’analyse en ligne connus sous l’appellation OLAP et à la 
fouille de données biomédicales. 
1.5.1 Diversité des données biomédicales  
 Les informations liés aux patients peuvent être construites à partir de deux types de 
données : 
 - Structurées (champ cholestérol) 
 - Non structurées (texte, image) 
En effet le dossier médicale ne se résume plus aux notes cliniques du médecin mais 
devient la compilation d’analyses de plus en plus sophistiqués. 
On parle désormais d’objets complexes. Ces objets recouvrent, des données numériques 
pouvant être structurées de façon tabulaire comme les résultats d’analyse biochimiques, mais 
incorpore également des données textuelles comme les comptes-rendus d’observations 
cliniques, ou encore des graphiques els que les tracés d’électrocardiogramme ou d’électro-
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encéphalogramme, ainsi que des images complexes fournies par les radiographies, 
échographies, IRM ou scanners ; mais aussi des ensembles de concepts reliés entre eux 
(connaissances physiopathologiques) ou des procédures devant être activées sous certaines 
conditions (protocoles de calcul d’une dose optimale d’un médicament, protocoles de soins 
infirmiers, etc.). toutes ces informations participent dans le processus de perception-
décision-action en médecine, et notamment en chirurgie. 
1.5.2 Caractéristiques et spécificités des données biomédicales  
En médecine, plus que d’autres disciplines, les observations sur lesquelles se basent les 
décisions médicales sont très imparfaites. Elles peuvent être floues, ambiguës, incomplètes, 
incertaines. Le processus décisionnel, qu’il soit diagnostique, thérapeutique ou pronostique 
est donc un processus sous incertitude. Plusieurs éléments participent à cette situation 
[Jam08] [Mar03]. 
- Les observations sont floues parce qu’il n’y a pas de vocabulaire standardisé 
communément utilisé par la communauté médicale et répondant à des définitions clairement 
exprimées. 
- Elles sont ambiguës car le malade peut exprimer une complainte et le médecin en 
attendre une autre. De plus, des observations différentes ont des seuils de perception 
différents dans l’appréciation de la présence ou l’absence d’un signe. 
- Les observations sont incomplètes car, en situation de décision, le médecin doit agir 
sans connaître l’ensemble de données relatives à un patient et bien entendu toute la 
connaissance spécifique de la situation. Ceci est particulièrement vrai dans des situations 
d’urgences, où un patient peut se retrouver inconscient, lorsque les résultats de laboratoire ne 
sont pas encore disponibles ou lorsqu’une technique particulière fournissant des 
informations utiles pour le diagnostic n’est pas pratiquée dans la structure de soins. 
- Elles sont incertaines car les connaissances cliniques sont l’expression d’observations 
statistiques sur des échantillons de patients présentant des maladies plus ou moins 
fréquentes, ayant des formes cliniques différentes et ne s’exprimant pas toujours par la 
même symptomatologies, partageant certains signes avec d’autres maladies ou présentant 
des réponses variables à un traitement donné. 
- La reproductibilité des observations médicales est fonction des méthodes de mesure 
(variabilité analytique), des observations (variabilité intra et inter-observateurs et du sujet 
observé (variabilité intra et inter-individuelle). 
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-  Données manquantes ou bruitées 
- Données hétérogènes : les données médicales peuvent se présenter sous différentes 
formes : description textuelles, différents types d’images, valeurs numériques, signaux, 
multimédias, … 
- Données multidimensionnelles : la multidimensionnelle signifie que de nombreux 
éléments «différents» de données, représentant chacun une dimension qui peut varier en 
valeur, et caractérisant ainsi un point d’intérêt. L’entité patient en forme le meilleur exemple, 
en effet il n’est pas inhabituel pour un dossier médicale d’un patient de contenir 50 ou même 
100 différents types d’éléments de données. Cependant la prise en compte de l’ensemble de 
ces dimensions n’est pas une tâche aisée et reste un défit à relevé. 
- Interprétation : l’interprétation des données par différents lecteurs spécialistes reste 
subjective.  
- Questions d’éthique, légale et sociale : la difficulté rencontrée lors de la collecte des 
données (souvent collectées à partir de peu de patients) ce problème est dû aux problèmes 
d’éthique et de la confidentialité des données médicales. 
Ces caractéristiques typiques des données médicales ne facilitent pas la tâche 
d’extraction des données, mais n’en forme pas pour autant un obstacle, néanmoins des 
adaptations des techniques de fouille ainsi que des traitements supplémentaires seront 
nécessaires, ce qui complique considérablement le processus de fouille, et accroît l’effort et 
les coûts.      
1.5.3 Définition de la fouille de données biomédicales  
D’après K. Cios et al. [Cio02], la fouille de données médicales peut être identifiée 
comme une tâche particulière d’extraction de connaissances. En effet, les données médicales 
sont souvent hétérogènes, soumises à des problèmes d’éthique et de confidentialité, et de ce 
fait elles sont souvent collectées à partir de peu de patients. Dans ce contexte, la fouille de 
données médicales peut s’avérer être un problème difficile et nécessitant la connaissance 
d’un expert [Ama04]. 
Plusieurs évolutions majeures ont marqué la pratique médicale des vingt dernières 
années, les données nécessaires à l’extraction de connaissances sont souvent reparties dans 
différents supports (dossier médicale hospitalier, base de données locales à un service, 
dossier administratif, …), sous différentes formes (textuelles, multimédias, …), leur 
exploitation à des fins de recherche clinique et évaluative nécessite alors d’une part leur 
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intégration, d’autre part la mise au point de méthodes d’extraction de l’information adaptées 
aux spécificités des données médicales (non déterministes, bruitées, entachées de valeurs 
manquantes) et la définition de processus pour mettre en ouvre ces méthodes sur des jeux de 
données réelles. 
L’application des techniques du data mining au domaine biomédicale est une aventure 
certes enrichissantes, mais très difficile. Cette difficulté est non seulement liée aux grandes 
bases de données mais aussi principalement aux problèmes cités ci-dessous : 
Le premier problème concerne la spécificité des données médicales : il s’agit de données 
particulières, complexes, hétérogènes, hiérarchiques souvent imprécises, subjectives, 
bruitées, entachées de valeurs manquantes, ou incomplètes …. La phase de prétraitement 
apparaît alors comme une phase cruciale dans le processus KDD. 
Au niveau de l’intégration de données, elle conditionne la qualité des informations 
contenues dans la base de données décisionnelles et qui seront utilisées par les méthodes de 
fouille de données et par les outils de pilotage. Au niveau de la fouille des données 
proprement dite, la qualité des données et la méthode de prise en compte des données 
manquantes ont une influence sur les résultats obtenues par ces techniques. 
Le second problème concerne la nécessite d’une validation par les experts de l’ensemble 
des traitements effectués sur des données médicales, que ce soit au niveau de la phase de 
prétraitement ou au niveau des résultats produits par les algorithmes de fouille de données. 
Ces problèmes font des algorithmes de la fouille de données classique des outils non 
appropriés pour traiter ce type de données. De ce fait, des adaptations de ces derniers 
s’avèrent nécessaires avant toute application au domaine biomédicale 
1.5.4 Les travaux réalisés  
L’utilisation des méthodes de data mining au domaine biomédical est en forte croissance. 
Une liste non exhaustive de quelques travaux  de recherche est dressée ci-dessous : 
- Fouille de règles d’association dans des images médicales [Jia05]. 
- Fouille de données biomédicales basées sur une ontologie. 
- L’intégration des données, le data mining (fouille de données) et le support à la 
décision : réalisé par IBM research Lab-Zurich [And05]; où ils ont utilisé la technique 
d’intégration (processus de combinaison de l’information). Pour intégrer ensemble de 
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données médicales, la technique de fédération était utilisée (regroupement de différentes 
entités chacune gardant sa propre organisation). 
- Fouille de données de génome à l’aide de modèles de Markov cachés [Leb05]. 
1.6 Conclusion 
Dans ce premier chapitre, nous avons présenté les principaux concepts de fouille de 
données, les processus, les tâches et les méthodes les plus utilisés en data mining ainsi que 
les avantages et les inconvénients de chaque méthode. 
Dans notre travail nous nous intéressons aux techniques de la classification automatique, 
ou segmentation (clustering). Nous avons vu que la segmentation permet de regrouper des 
objets (individus ou variables) en un nombre limité de groupes ou de classes. Les détails, 
font l’objets du chapitre suivant. 
Dans cette partie nous accordons une attention particulière aux images et aux techniques 
de fouille dans ces dernières, la segmentation formant l’une des ces techniques suscite un 
grand intérêt auprès de la communauté scientifique. 
En effet, la recherche en imagerie médicale est une des disciplines les plus actives du 
traitement d’images. La segmentation et l’analyse d’images dans un contexte clinique reste 
un problème majeur de l’imagerie médicale. La multiplicité des modalités d’imagerie, ainsi 
que les fortes variabilités des structures et pathologies à analyser rendent cette tâche 
fastidieuse. 
Les méthodes de segmentation d’images en générale et particulièrement les images 
médicales IRM font l’objet du chapitre suivant. 




Méthodes de Segmentation d’Images 







Utilisées dans un contexte médical, les images IRM sont pour les médecins une source 
d’informations précieuse et conséquente, permettant l’analyse et le suivi des pathologies. 
En effet, ce type d’imagerie fournit, de façon non invasive, des représentations contrastées 
et de haute résolution de l’anatomie cérébrale, permettant ainsi son observation in vivo. 
Cependant, l’étude systématique et « manuelle » de clichés est longue et fastidieuse, et 
souffre de la variabilité d’interprétation des spécialistes. Ainsi, de nombreuses recherches 
ont été menées afin d’automatiser l’analyse des images ; la segmentation en forme le point 
de départ. 
Le contexte de notre étude repose plus particulièrement sur l’aide au diagnostic des 
structures cérébrales. L’objectif visé est de séparer précisément les différentes principaux 
tissus cérébraux du cerveau humain à partir des images IRM. Cette segmentation doit 
naturellement être reproductible, précise et fiable. 
Bien que la segmentation et la reconnaissance de structures en imagerie médicale 
soient des thèmes de recherche anciens, ils suscitent toujours beaucoup de travaux, tant les 
problèmes rencontrés sont difficiles et évoluent avec les techniques d’acquisition. On 
présentera dans ce chapitre un état de l’art des différentes méthodes de segmentation en 
insistant particulièrement sur la segmentation d’images cérébrale en IRM. 
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2.2  Méthodes de segmentation 
2.2.1 Quelques précisions de vocabulaire 
Par nature, chaque point d’une image IRM est la représentation d’un volume 
élémentaire de l’espace. Cependant, nous appelons traitement bidimensionnel (ou 2D) un 
traitement réalisé sur une unique coupe et traitement tridimensionnel (ou 3D) un traitement 
réalisé sur un ensemble de coupes successives empilées; cet ensemble est alors considéré 
comme un volume. Nous réservons ainsi les termes pixel pour les traitements et 
applications 2D et voxel pour le 3D. 
Lorsque les informations traitées se composent de plusieurs images ou volumes 
obtenus sous différents paramètres d’acquisition, le traitement est appelé multi-échos par 
opposition au traitement simple-écho. 
2.2.2 Segmentation d’images 
La segmentation est un traitement de bas niveau qui consiste à créer une partition de 
l’image observée en un certain nombre de régions selon un critère déterminé (couleur, 
texture, niveau de gris, …) qui pourront par la suite être traitées de manières différentes 
[Ger99]. La segmentation d’images est l’un des problèmes phares du traitement d’images. 
En effet elle constitue l’une des étapes les plus importantes pour l’analyse des données 
d’images [Boy02]. 
La qualité de la segmentation, c’est à dire, la précision de la localisation et la non 
confusion des régions, a un impact direct sur les performances de l’application. Malgré les 
nombreuses recherches qui ont eu lieu dans le passé sur les méthodes de segmentation, le 
problème de la segmentation reste toujours mal posé, car on ne sait jamais dire quelle est la 
segmentation idéale. L’idéale est bien sur que la région, se rapproche de la notion d’objet, 
au sens courant du terme. 
2.2.3 La segmentation de l’IRM cérébrale  
La segmentation précise et robuste du tissu cérébral étudié par IRM est une question 
très importante dans beaucoup d’applications et en particulier dans l’étude de certains 
désordres du cerveau. 
Une segmentation du tissu cérébral consiste à séparer les différents tissus tumoraux, 
tels que le tumeur, l’oedème et la nécrose, ainsi que les tissus normaux tels que la matière 
grise, la matière blanche et le liquide céphalorachidien. La segmentation est facilitée par 
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l’utilisation de plusieurs types d’IRM. Les images pondérées en T1, T2 et en densité de 
protons sont notamment couramment employées en clinique. Ces trois types de séquences 
peuvent être complétés par d’autres types d’IRM, telles que les séquences utilisant un 
produit de contraste tel que le Gadolinium, FLAIR, et les de perfusion, de diffusion et 
spectroscopiques. 
La segmentation d’images a pour objectif d’identifier, dans les images, les pixels ou 
voxels appartenant à une région particulier. Cette région peut correspondre à une structure 
anatomique, pathologique ou fonctionnelle. La segmentation du cerveau étudié par IRM 
peut comprendre : 
• La segmentation de structures [Bar01c],  
• La classification des tissus[Vig04], 
• La segmentation du volume d’objet (par exemple tumeur) [Pen94]. 
• La classification ou segmentation des tissus, peut, par exemple concerner la 
segmentation des tumeurs [Dmi98] comprennent des méningiomes et des gliomes 
[Ary99]. 
Elle inclut aussi la segmentation du cerveau en liquide cérébrospinale (LCS), matière 
blanche (MB) et matière grise (MG) [Pen94][Pfe89][Jin00] et la quantification de lésions, 
par exemple liées à la sclérose en plaques [Sam97][ Mar94]. 
Les méthodes utilisées se basant sur les propriétés iconiques des structures à identifier, 
c’est à dire liées aux intensités des pixels ou voxels, ou sur les propriétés géométriques de 
ces structures. Ces propriétés correspondent  à des connaissances à priori sur les structures 
à segmenter et peuvent être implicites. Une segmentation automatique est nécessaire pour 
deux raisons : 
• Le temps du tracé manuel par un expert sur un tissu 3D spécifique est long, 
• L’expertise humaine peut produire des erreurs difficilement contrôlables et 
reproductibles. 
Par conséquent, de nombreuse études de segmentation automatique des tissus du 
cerveau dans les images IRM ont été effectuées et rapportées dans la littérature, telles que 
des techniques basées sur  les réseaux de neuronaux [Ama92][ Mac93], la logique floue, 
des méthodes statistiques [Jud97], la fusion d’informations [Blo03]. Par la suite nous 
présenterons les principales méthodes. 
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2.2.4 Spécificités de la segmentation de l’IRM cérébrale 
La segmentation de l’IRM cérébrale présente des particularités par rapport à d’autres 
domaines d’applications de la segmentation, comme la segmentation des cartes routières, 
ou la segmentation des visages [Bos03]. Ces particularités sont liées aux spécificités des 
objets à segmenter (Ref. Annexe A) et au processus d’acquisition IRM caractérisées par : 
• Information d’intensité insuffisante : l’intensité observée sur des images IRM 
n’apporte qu’une information incomplète sur les structures anatomiques sous-
jacentes. Plusieurs structures peuvent avoir la même intensité : en T2 il n’y a pas de 
différence de contraste entre la MG et la MB. En T1, certaines structures, comme le 
corps calleux, n’ont pas de bords précisément délimités. Dans un autre exemple, 
l’intensité IRM lors de la transition entre la MG et la MB est complexe, et peut être 
variable. Une solution qui permet de palier à l’insuffisance des informations 
présentées dans l’image, est l’utilisation simultanée de plusieurs modalités. 
• Erreurs/artefacts d’acquisition : les principaux artefacts apparaissant en IRM ont 
été présentés au paragraphe B.5.1 (Ref. Annex B). Lors de la segmentation, 
l’artefact le plus souvent cité est l’artefact d’inhomogénéité de la radio fréquence 
RF qui se manifeste par une variation spatialement lente de l’intensité des tissus sur 
l’image. La plupart des méthodes de segmentation prend en compte cet artefact, 
soit en l’éliminant par un prétraitement approprié, soit en le modélisant 
explicitement au cours de la segmentation. 
• Volume partiel : le terme « volume partiel » est utilisé dans le milieu de l’imagerie 
médicale pour désigner les problèmes dus à l’échantillonnage (ou résolution) de 
l’image. En effet, si on considère une portion d’image à la frontière de deux tissus 
différents, l’échantillonnage donnera des pixels qui portent une information 
provenant de plusieurs pixels voisins (voir Fig. 2.1), le terme « volume partiel » 
évoque une vision d’un pixel qui contiendrait un mélange de plusieurs tissus, le 





Figure 2.1: Problème du volume partiel. 
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2.2.5 Les différentes approches de segmentation 
La segmentation est une étape essentielle en traitement d’images dans la mesure où elle 
conditionne l’interprétation qui va être faite sur ces images. De nombreux algorithmes ont 
ainsi été proposés durant les dernières décennies [Coc95][Fre02]. Ils sont généralement 
fondées sur des principes différents. Nous proposons dans cette section de parcourir, de 
manière non exhaustive, différentes approches présentes dans la littérature. Dans un 
premier temps, nous abordons différentes méthodes de segmentation des images cérébrales 
IRM d’un point de vue « Traitement d’images », puis nous traitons le point de vue             
« Reconnaissance des formes ». Au sein de ces deux parties, nous avons choisi, pour une 
meilleure lisibilité, de découper chaque approche en famille d’algorithmes. Le lecteur 
pourra se référer à l’annexe A pour une rapide description des différentes structures 
anatomiques cérébrales, cibles des différents algorithmes de segmentation. 
Bien que nous présentons séparément les approches « Traitement d’images » et            
« Reconnaissances des formes », nous insistons sur leur complémentarité et non sur leur 
opposition. La nuance qui est faite repose sur les objectifs des traitements appliqués aux 
données. Dans le premier cas, il s’agit d’identifier la nature particulière d’un signal 
bidimensionnel, si on traite individuellement des coupes, ou tridimensionnel, si on 
considère le volume constitué de leur empilement. La rupture du signal sera alors 
représentative d’un contour, et l’homogénéité des niveaux radiométriques sera 
caractéristique d’une région. Dans le second cas, on s’attache plus particulièrement à 
définir des critères de classification de pixels ou de voxels, dans un espace d’attributs 
multidimensionnel. Ces approches ont, toutes deux, un but commun : la segmentation des 
images, et, en particulier ici, la segmentation des images issues de l’imagerie IRM. 
2.2.5.1 Etat de l’art du point de vue « Traitement d’images » 
Dans cette partie, nous abordons la problématique de la segmentation des images IRM 
du cerveau d’un point de vue « Traitement d’images ». Généralement, cette problématique 
peut être abordée sous deux grands axes duaux. D’un côté, les approches régions visent à 
localiser les zones homogènes des images, marquant la présence des régions. De l’autre, 
les approches contours recherchent les discontinuités des images, caractérisant la présence 
des frontières entre les régions. 
2.2.5.1.1 Approches régions 
Les approches de segmentation régions visent à créer une partition de l’image en un 
ensemble de régions homogènes au sens d’un ou plusieurs critères. On recherche donc à 
rassembler les pixels (ou voxels) par critères de similarité. Par la suite, nous nous 
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intéressons plus particulièrement aux méthodes à base de seuillages, puis aux méthodes par 
croissance de régions et finalement aux méthodes fondées sur la morphologie 
mathématique.  
      A. Seuillages 
Les méthodes de segmentation par seuillages visent à discriminer les individus (pixels 
ou voxels) en fonction de leurs niveaux radiométriques (niveaux de gris). Elles supposent 
donc, de manière implicite, que l’intensité des structures est suffisamment discriminante 
pour permettre leur bonne séparation. Le plus souvent, les seuils sont déterminés à l’aide 
d’une analyse d’histogrammes, localement ou globalement à l’image ou au volume. 
Dans [Zij94], Zijdenbos et al. présentent une revue des méthodes de segmentation des 
images IRM cérébrales dans laquelle les méthodes à base de seuillages sont largement 
traitées. Les structures visées sont variées : cerveau, liquide céphalo-rachidien, matière 
blanche, matière grise... Si ces méthodes sont simples à mettre en œuvre, on remarque 
cependant qu’elles nécessitent bien souvent des post-traitements. Ainsi, dans [Bru93], où 
la problématique est de segmenter le cerveau sur des images pondérées en T1, un seuillage 
automatique fondé sur l’analyse de l’histogramme de l’image est utilisé pour discriminer le 
cerveau du fond de l’image. Cependant, les contours définitifs de la zone cérébrale sont 
obtenus par opérations morphologiques et par l’utilisation d’informations a priori sur la 
localisation du cerveau. De même, dans [Sha02], des séries d’analyses d’histogrammes, de 
seuillages et d’opérations morphologiques sont couplées pour successivement déconnecter 
le fond de la tête, le crâne du cerveau puis éliminer les éléments résiduels ne correspondant 
pas au cerveau sur des images pondérées en T1. La méthode, testée sur des données 
simulées et réelles, est jugée, par les auteurs, simple, rapide et efficace. La segmentation de 
plusieurs volumes correspondant à un même sujet a montré une bonne reproductibilité des 
résultats. Concernant la segmentation des tumeurs, les méthodes par seuillages sont peu 
nombreuses. Dans [Kap90], des tumeurs de la matière blanche sont détectées par une 
approche utilisant un seuillage et des informations a priori sur les niveaux radiométriques 
des tumeurs. Dans un premier temps, les tumeurs sont grossièrement détectées par un 
seuillage des images pondérées en T2. De nombreux voxels correspondant à des fausses 
alarmes sont ensuite éliminés par un critère fondé sur des informations a priori sur les 
niveaux radiométriques des voxels proches de la tumeur, sur les images pondérées en DP. 
Cette méthode, qui exploite indépendamment les images pondérées en T2 et en DP, permet 
une détection correcte des tumeurs de la matière blanche mais n’est cependant pas adaptée 
à la diversité des tumeurs cérébrales. De plus, les résultats obtenus sont très dépendants du 
seuillage initial, qui peut être défaillant en cas de bruit et de dérive. Dans [Tsa95], une 
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méthode de segmentation automatique des principaux tissus cérébraux et des tumeurs est 
présentée. Exploitant indépendamment les pondérations en T2 et en DP, l’algorithme se 
compose de séries d’analyses d’histogrammes et d’opérations morphologiques. La tumeur 
est détectée en dernier lieu par un seuillage automatique sur les images pondérées en T2. 
Testé sur plus de 200 coupes, cet algorithme fournit des résultats jugés acceptables par des 
radiologistes experts. On notera cependant que les histogrammes présentés possèdent des 
modes particulièrement marqués, facilitant ainsi la détermination des seuils. Dans ce 
contexte, il est alors difficile de généraliser les performances de l’algorithme.  
Les méthodes de segmentation par seuillages sont des méthodes rapides et simples à 
mettre en œuvre. Néanmoins, elles échouent lorsque les régions de recherche sont 
insuffisamment contrastées, lorsque les niveaux radiométriques des structures anatomiques 
se recouvrent ou encore lors de dérive du champ radiofréquence. Or, le recouvrement des 
niveaux radiométriques entre les différentes structures et le phénomène de dérive sont des 
défauts typiques de l’imagerie IRM (Incertitudes et imprécisions), limitant les 
performances de ces méthodes. Toutefois, des solutions peuvent être mises en place. En 
particulier, l’effet de la dérive peut être réduit par sa prise en compte lors de prétraitements 
ou simultanément à la segmentation [Lim89]. De plus, l’absence de prise en compte de 
contraintes de voisinage rend ces méthodes très sensibles au bruit, les régions obtenues 
pouvant alors être sémantiquement peu cohérentes. Enfin, même si théoriquement les 
méthodes à base de seuillages peuvent s’appliquer à des volumes multi-échos, elles 
n’exploitent, pour la plupart, qu’une seule pondération ou exploitent indépendamment les 
différentes pondérations, sans réelle exploitation de leur complémentarité [Tsa95]. 
En dépit de leurs avantages, les méthodes de segmentation par seuillages ne semblent 
donc pas adaptées pour, à elles seules, segmenter les principales structures anatomiques et 
les éventuelles pathologies. Leur utilisation nécessite, en particulier, la prise en compte 
d’informations locales, liées au voisinage d’un pixel ou d’un voxel. 
       B. Croissance de régions 
Les algorithmes de croissance de régions sont fondés sur l’agrégation progressive des 
pixels ou voxels à partir d’un point initial appelé « germe », selon un critère. Les points 
voisins du germe sont successivement examinés; s’ils vérifient le critère d’agrégation, ils 
sont inclus à la région et deviennent à leur tour un germe; dans le cas contraire, ils sont 
rejetés. Le critère est le plus souvent un critère local basé sur les niveaux radiométriques 
des points. Les méthodes fondées sur la croissance de régions permettent aussi bien la 
segmentation de structures saines [Thi97][Sch01] que la segmentation de structures 
pathologiques [War95][Hoj01].  
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Dans [Thi97], Thiran et al. proposent une méthode de croissance de régions pour la 
segmentation du cerveau sur des images IRM tridimensionnelles. L’algorithme combine 
une croissance de régions fondée sur le principe des lignes de partage des eaux [Coc97] 
avec une procédure de sélection automatique des germes. La croissance des régions est 
guidée, non pas par une information de type gradient, mais par les niveaux radiométriques 
de l’image. La segmentation obtenue permet alors des rendus de surfaces cérébrales ou la 
labellisation automatique de sulci1 et gyri2.  
Dans [Sch01], le ventricule latéral et le troisième ventricule sont segmentés par 
croissance de régions et morphologie mathématique. La croissance de régions est guidée 
par des connaissances anatomiques a priori sur le système ventriculaire. Des tests sur la 
base de données Brainweb3 montrent un taux de recouvrement de 98% entre les 
segmentations obtenues et la vérité terrain. 
Dans [War95], Warfield et al. présentent une méthode d’identification des tumeurs de 
la matière blanche. Cette méthode suppose la segmentation préalable du cortex, de la 
matière grise et de la matière blanche. En particulier, le cortex est segmenté par croissance 
de régions, guidée par des connaissances anatomiques a priori sur la forme de la structure, 
ainsi que par des contraintes d’intensité et de gradient. Les lésions sont ensuite détectées 
par un maximum de vraisemblance. 
Dans [Hoj01], la croissance de régions est directement utilisée pour segmenter des 
lésions cérébrales de faibles intensités radiométriques sur des images pondérées en T1. Le 
critère de croissance est basé sur une mesure de contraste. L’originalité de cette approche 
est l’ajout d’un critère fondé sur la taille 5 des régions de façon à éviter l’agrégation de 
zones anatomiques d’intensités radiométriques proches de celles de la tumeur (e.g. liquide 
céphalo-rachidien, os...). Si le taux de bonne classification d’environ 90% est considéré 
comme bon par l’auteur, notons que les tests n’ont été réalisés que sur trois volumes 
cérébraux. De plus, l’algorithme nécessite une forte intervention de l’opérateur pour placer 
le germe initial et définir les critères sur la taille des régions, critères difficilement 
appréciables et dont la pertinence est fortement corrélée à l’expérience de l’opérateur. 
Tout comme les méthodes à base de seuillages, les segmentations par croissance de 
régions sont simples à mettre en œuvre, mais parfois coûteuses en temps de calcul. Leur 
avantage réside dans la prise en compte des informations contextuelles par le mécanisme 
                                                 
 
1 Sulcus (n.m.), au pluriel sulci : sillon des lobes cervicaux. 
2 Gyrus (n.m.), au pluriel gyri : repli des lobes cervicaux. 
3 http://www.bic.mni.mcgill.ca/brainweb/ 
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de croissance et dans la possibilité d’introduire des informations de plus haut-niveau. 
Néanmoins, leur inconvénient est lié à la disposition des germes initiaux. En effet, celle-ci 
nécessite quasi-systématiquement l’intervention d’un opérateur, en particulier lorsqu’il 
s’agit de détecter des tumeurs, qui, par définition, n’ont pas de localisation a priori dans le 
cerveau, et sur lesquelles nous ne disposons d’aucune connaissance anatomique. Enfin, 
nous notons leur utilisation restreinte au contexte simple-écho. 
      C. Morphologie mathématique 
La morphologie mathématique est une branche des mathématiques fondée sur l’étude 
des ensembles permettant d’analyser les structures géométriques. Ses bases théoriques ont 
été établies par Matheron [Mat65] et Serra [Ser82]. Les outils de base de la morphologie 
mathématique [Sch93] (érosion, dilatation, fermeture, ouverture...) se retrouvent 
fréquemment dans des méthodes de segmentation de l’enveloppe cérébrale [Bru93][Gér98] 
[Tsa95]. Ainsi dans [Bru93], Brummer et al. utilisent des érosions, dilatations et 
étiquetages en composantes connexes à la suite de seuillages afin de déconnecter les 
structures non cerveau de la structure cerveau et d’affiner le masque initial. Dans 
[ Man98], la morphologie mathématique est couplée à un processus de seuillage adaptatif 
fondé sur l’histogramme de l’image. Cette méthode est reprise dans [Gér98] en ajoutant 
quelques opérations morphologiques de façon à garantir une meilleure robustesse aux 
variations anatomiques et des acquisitions.  
Toujours dans [Gér98], Géraud propose, à la suite de la segmentation du cerveau, de 
coupler seuillages et morphologie mathématique pour segmenter successivement le liquide 
céphalo-rachidien (ventricules et liquide des sillons) et la matière grise (cortex et noyaux 
de gris centraux) sur des images pondérées en T1. Les résultats obtenus sont jugés très 
corrects par l’auteur. Il modère toutefois ses propos du fait de la dépendance successive 
des segmentations et de la nécessaire connaissance des niveaux radiométriques pour la 
détermination des seuils.  
La morphologie mathématique est rarement utilisée seule pour segmenter les structures 
cérébrales mais fait généralement partie d’une chaîne de traitements plus complexe. A 
notre connaissance, il n’existe pas de méthode directe de segmentation ou de détection des 
tumeurs par morphologie mathématique. Cette technique, qui s’appuie sur des 
informations a priori concernant la forme des objets à segmenter, ne semble donc pas 
adaptée à la recherche de zones tumorales, celles-ci étant, par nature, caractérisées par une 
grande variabilité de forme.  
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2.2.5.1.2 Approches contours 
Contrairement aux approches régions, qui cherchent à former des zones homogènes, 
les approches contours travaillent sur les discontinuités des images afin de déterminer les 
contours des régions. Dans la suite, nous nous intéressons plus particulièrement aux 
méthodes dérivatives et aux méthodes fondées sur les modèles déformables. 
A. Méthodes dérivatives 
Les méthodes dérivatives permettent de détecter de manière simple les ruptures dans 
une image ou un volume. Les contours (ou surfaces en 3D) sont assimilés à des points de 
forts gradients ou de dérivées secondes nulles. On retrouvera alors des opérateurs tels que 
les filtres de Roberts [Rob65], de Sobel [Sob78] ou de Prewitt [Pre70] pour le gradient et 
le Laplacien pour les dérivées secondes. 
Parmi la diversité des opérateurs, celui de Marr-Hildreth [Mah80] qui fournit des 
contours fermés, est plébiscité par de nombreux auteurs. Dans [Bom90], Boman et al. 
utilisent une approximation de cet opérateur dans un processus de segmentation 3D. Les 
régions définies à partir des contours sont ensuite manuellement labellisées. Les structures 
cérébrales recherchées sont alors la peau, les os, le cerveau et le système ventriculaire. 
Certains contours obtenus se trouvent décalés par rapport à la réalité anatomique. Dans ce 
cas particulier, une fermeture morphologique est recommandée.  
Dans [San97], le cerveau est segmenté en combinant un filtrage anisotropique, une 
détection de contours par l’opérateur de Marr-Hildreth et des opérations de morphologie 
mathématique. Une procédure identique est utilisée dans [Sta01] comme préalable à la 
segmentation des différents tissus du cerveau sur les images pondérées en T1. 
Les méthodes dérivatives, employées pour la segmentation des images IRM cérébrales, 
sont relativement peu nombreuses dans la littérature. Bien que rapides et ne nécessitant pas 
d’apport d’information a priori, elles ne permettent pas, en général, d’obtenir des contours 
fermés. Elles sont en effet très sensibles au bruit et à la dérive du champ radiofréquence. 
Leur efficacité repose sur l’existence de contrastes entre les structures recherchées. Si 
ceux-ci existent effectivement au niveau de la peau ou du système ventriculaire, ils sont 
beaucoup moins importants au niveau de la transition matière blanche/matière grise ou 
encore au niveau du liquide céphalo-rachidien périphérique. Enfin, ces méthodes 
fournissent fréquemment de la sous- ou de la sur-segmentation [Del91]. 
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B. Modèles déformables 
Les algorithmes de segmentation fondés sur les modèles déformables dérivent des 
méthodes de contours dynamiques introduites par Terzopoulos [Kas88][Mci96]. Ils ont 
l’avantage, par rapport aux méthodes dérivatives, de fournir des contours ou surfaces 
fermés. Le principe de base est de faire évoluer un objet d’une position initiale vers une 
position d’équilibre par la minimisation itérative d’une fonctionnelle. Cette dernière 
permet de prendre en compte, par l’intermédiaire de forces externes et internes, des 
informations a priori sur la forme de l’objet à détecter. Les différentes méthodes de la 
littérature sont généralement dédiées, non pas à la segmentation de l’ensemble des 
principales structures du cerveau, mais à celle d’une structure particulière.  
Dans [Mar00], Marais et al. proposent un schéma de segmentation de l’arachnoïde 
(surface du cortex) adapté aux images anisotropiques. La méthode se fonde sur un modèle 
de frontière (Active Shape Model) contraint par des informations a priori sur la frontière 
recherchée. Dans la même problématique, MacDonald et al. [Mac00] traitent de la 
segmentation de la surface corticale. Des contraintes géométriques telles que la non-
intersection des surfaces du modèle déformable et des contraintes anatomiques sur 
l’épaisseur du cortex sont intégrées dans le problème de minimisation. La surface du 
cortex et une bonne localisation des sulci sont ainsi obtenues, même en cas de bruit 
important. La méthode, testée sur plus de 150 sujets sains, a permis la création d’une carte 
3D de la moyenne et l’écart-type de la surface corticale. Dans [Bai00][Bai01], un modèle 
déformable est utilisé pour la segmentation du cerveau (matière blanche et matière grise). 
L’originalité de la méthode est de considérer l’évolution du modèle comme un problème 
de propagation, résolu sous la forme d’équations aux dérivées partielles. La surface 3D est 
alors représentée par une fonctionnelle 4D implicite qui évolue au cours du temps en se 
propageant vers les contours désirés. Les pas de propagation et le poids des forces de 
contraintes de minimisation sont mis à jour à chaque itération par une adaptation aux 
données. Cette dernière est obtenue par l’utilisation simultanée des informations globales 
sur l’image (densités de probabilités) et des informations locales (radiométrie locale des 
points). Sur la base de données Brainweb, la méthode s’avère efficace même lorsque 
l’initialisation est éloignée de la surface optimale. Sur des données réelles, l’algorithme n’a 
échoué que lorsque le liquide céphalo-rachidien est trop fin pour correctement séparer la 
matière grise de la dure-mère et de la graisse. 
Les méthodes de segmentation par modèles déformables s’avèrent efficaces pour la 
segmentation de structures anatomiques particulières. Elles permettent en effet de 
s’adapter à la forme complexe des structures grâce à l’enrichissement des contraintes de 
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déformation. Cependant, ces méthodes restent relativement sensibles à leur initialisation 
(chutes dans des minima locaux). Face à ce problème, les auteurs tendent à inclure des 
procédures d’initialisation automatique de façon à réduire l’influence des opérateurs et 
augmenter la reproductibilité des résultats. De plus, nous notons leur utilisation restreinte 
au contexte simple-écho. 
2.2.5.2 Etat de l’art du point de vue « Reconnaissance des formes » 
Les approches de segmentation présentées jusqu’ici rentrent dans le cadre d’une 
analyse des données d’un point de vue strictement « image ». Les éléments recherchés sont 
des régions ou des contours. Un autre point de vue est celui de la reconnaissance des 
formes qui traite du problème de la prise de décision dans des problèmes de classements 
[Amb97]. De manière plus formelle, il s’agit du problème de la classification d’individus, 
définis par un ensemble de caractéristiques, parmi un ensemble de classes préalablement 
connues, définies ou non. Un problème de reconnaissance des formes nécessite alors 
[Sch96] : 
– de définir les paramètres constituant le vecteur forme x, représentatif de l’état du 
système; la dimension de x est celle de l’espace des caractéristiques ; 
– de définir l’ensemble des états ou classes connus pour lesquels on dispose 
d’informations : modèle probabiliste de comportement, ensemble de vecteurs 
d’échantillons, etc.; 
– de construire une règle de décision qui, à un vecteur forme x, associe soit la décision 
d’affcter une classe, soit la décision de rejeter toutes les classes connues, soit une non 
décision. 
Dans le cadre de la segmentation des images IRM, le vecteur forme x correspond aux 
niveaux radiométriques du point étudié; la taille de ce vecteur est alors égale au nombre de 
pondérations utilisées pour la segmentation. D’emblée, on remarque la bonne adaptation 
de ce formalisme aux traitements multi-échos. 
Parmi les approches de reconnaissance des formes, on distingue les méthodes 
supervisées pour lesquelles les caractéristiques des classes sont a priori connues et les 
méthodes non supervisées qui tendent à faire - d’elles-mêmes - l’apprentissage de ces 
caractéristiques. Les termes « apprentissage supervisé » et « apprentissage non supervisé » 
sont respectivement associés aux termes « classement »4 ou « discrimination », et              
                                                 
4 Classification, en Anglais. 
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« classification »5. Parmi ces méthodes, certaines offrent la prise en compte des 
informations contextuelles, ce qui les positionne donc dans un processus de segmentation 
et non plus dans le cadre de la discrimination ou de la classification. 
Enfin, chaque méthode de reconnaissance des formes peut être décrite relativement à 
un fondement théorique, parmi lesquels on retrouve la théorie des probabilités, la théorie 
des sous-ensembles flous et la théorie de l’évidence ou théorie des fonctions de croyance. 
2.2.5.2.1 Approches probabilistes 
La théorie des probabilités, qui repose sur des bases théoriques solides et dispose d’un 
recul théorique et pratique important, est très prisée dans le cadre de la reconnaissance des 
formes. Les informations sont modélisées sous la forme d’une mesure de confiance 
appelée probabilité. Pour la segmentation des images IRM, ces approches probabilistes se 
fondent sur une modélisation statistique de la radiométrie des images. Chaque région de 
l’image, i.e. chaque structure anatomique, est associée à une classe dont on recherche les 
caractéristiques statistiques. Dans ce cadre, chaque observation est considérée comme le 
résultat d’un processus stochastique et est donc associée à une variable aléatoire. La 
problématique est alors celle de l’estimation des densités de probabilités à partir des 
observations et celle de la prise de décision connaissant ces densités. Nous commençons 
par décrire les approches paramétriques, pour lesquelles les lois de probabilités possèdent 
des formes établies, puis les approches non paramétriques qui ne font pas d’a priori sur la 
forme des distributions. 
      A. Approches paramétriques 
Les approches statistiques paramétriques sont largement présentes dans la littérature. 
Ce type de méthodes s’appuie sur la définition et l’estimation de densités de probabilités 
des vecteurs de caractéristiques associés aux données. Un label (ou classe, ou hypothèse) 
est alors attribué à chaque pixel/voxel des images, à partir de leur niveau radiométrique. 
L’estimation des densités de probabilités, nécessaire à la détermination des labels, est 
généralement résolue par des critères tels que le maximum a posteriori (MAP) ou le 
maximum de vraisemblance (Maximum Likelihood Estimation - MLE). La difficulté 
principale est alors l’estimation des probabilités a posteriori. De façon pratique, et grâce à 
la théorie bayésienne, le problème sera résolu par l’estimation de la probabilité a priori de 
chaque classe et des probabilités conditionnelles aux observations. 
                                                 
5 Clustering, en Anglais. 
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Dans un cadre supervisé, les densités sont obtenues grâce à l’intervention d’un 
opérateur (segmentation par des experts, sélection manuelle de zones d’apprentissage...) 
[Cla93]. L’inconvénient majeur est alors la création d’un biais d’apprentissage lié à 
l’opérateur et le problème de la reproductibilité des résultats. La base d’apprentissage doit 
être suffisamment large pour estimer correctement les densités tout en étant suffisamment 
généraliste pour s’adapter à de nouvelles données. Dans un cadre non supervisé, un 
apprentissage automatique est nécessaire. 
Pour traiter des images, une hypothèse classique est celle du modèle de mélange : on 
suppose que chaque classe, i.e. chaque région, de l’image suit une distribution particulière. 
La distribution de probabilité associée à l’image est alors considérée comme étant un 
mélange de densités de probabilités. De façon plus particulière, on retrouve en IRM 
cérébrale le modèle de mélange gaussien [Bez93][Gér98][Mit94][Wel96]. 
Afin d’améliorer la robustesse des modèles statistiques face au bruit, certains auteurs 
proposent d’introduire des informations contextuelles dans la modélisation par le biais de 
la théorie des champs de Markov [Gem84]. L’intégration d’informations de voisinage 
réduit alors les effets du bruit et régularise les résultats. Appliquées à la segmentation des 
IRM cérébraux, les structures cibles de ces méthodes sont les principales structures 
anatomiques [Hel97][Raj97] mais aussi les tumeurs [Jag98][Van00]. 
Dans [Yan95], les structures recherchées sont le liquide céphalo-rachidien, la matière 
blanche et la matière grise et éventuellement des tumeurs cérébrales. L’image est 
considérée comme un ensemble de régions homogènes ou à faibles variations 
radiométriques, entachée d’un bruit gaussien additif. Les paramètres de classes sont 
initialement estimés par l’algorithme de classification des k-moyennes [Edw65]. Les 
variations des niveaux radiométriques sont modélisées par l’intermédiaire de B-splines et 
le voisinage est pris en compte grâce aux champs de Markov. La segmentation est alors 
obtenue par une estimation itérative au sens du MAP qui alterne estimation des paramètres 
des B-splines et régularisation par l’algorithme Iterated Conditional Modes (ICM, 
[Bes86]). 
Certains auteurs [Jag98][Rif00][Rua00][And02] enrichissent encore la modélisation des 
données en introduisant une distinction entre classes « pures » et classes de « mélanges ». 
Dans ce cas, seuls les tissus sains sont recherchés. Dans [Rua00], Ruan et al. Proposent  
une méthode de segmentation automatique des images pondérées en T1 en matière 
blanche, matière grise et liquide céphalo-rachidien. Les paramètres de ces trois classes 
pures et des deux classes de mélanges (matière blanche/matière grise et matière                  
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grise/liquide céphalo-rachidien) sont estimés à partir de l’histogramme des données. 
Différents types de résultats sont obtenus : segmentation floue permettant l’estimation des 
proportions de chaque classe, segmentation en cinq classes ou segmentation en trois 
classes. Le passage de la segmentation en cinq classes vers celle en trois classes est obtenu 
par une utilisation originale de paramètres multi-fractals permettant une meilleure 
discrimination des tissus cérébraux. 
Les méthodes de segmentation fondées sur des approches statistiques paramétriques 
sont nombreuses. Reposant sur des bases mathématiques solides, elles permettent 
d’obtenir, à partir d’hypothèses a priori sur les distributions des classes, une estimation de 
leur densité et donc de la classe d’appartenance des points. Afin de pallier la faible 
robustesse au bruit et pour régulariser les résultats, des informations contextuelles peuvent 
être introduites via la théorie des champs de Markov. De plus, des paramètres tels que les 
volumes partiels peuvent être pris en compte dans la modélisation. Cependant, un 
inconvénient majeur de cette théorie réside dans le fait qu’elle nécessite la connaissance 
parfaite des probabilités et en particulier des probabilités a priori. Or, dans la pratique, ces 
probabilités ne sont qu’estimées et portent des incertitudes et imprécisions. 
      B. Approches non paramétriques 
La particularité des approches probabilistes non paramétriques est leur capacité à 
discriminer les vecteurs formes en faisant peu d’hypothèses sur les densités de 
probabilités. Elles sont donc particulièrement bien adaptées lorsque les densités 
recherchées ne correspondent pas à des densités classiques ou paramétrables. 
Nous nous intéressons plus particulièrement à deux algorithmes supervisés classiques : 
les fenêtres de Parzen et les K-Plus Proches Voisins (K-PPV) [Cov67][Dud73[Fix91]. Ces 
deux algorithmes se fondent sur l’estimation de la probabilité, notée f, que la réalisation x 
d’un vecteur aléatoire X tombe dans une région particulière. Il a été montré que 
l’estimateur de fˆ  vérifie alors VNrxf /)/()(ˆ =  où r est le nombre de vecteurs formes 
présents dans le volume V et N le nombre total de vecteurs formes de l’espace des 
caractéristiques [Fix91]. Grâce à la densité fˆ , il est possible d’estimer les lois a posteriori 
et donc de définir la classe d’appartenance associée à chaque vecteur forme : 
– Ainsi, si le volume V est choisi autour de x, alors l’estimation de )(ˆ xf  nécessite de 
compter le nombre de vecteurs formes qui appartiennent au volume. C’est la 
technique des fenêtres de Parzen. 
– Si le nombre r est fixé, il faut trouver le volume V autour de x qui contient r 
vecteurs formes. C’est la méthode des K-PPV. 
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D’après l’état de l’art présenté par Zijdenbos et Dawant [Zij94], peu d’auteurs utilisent 
les fenêtres de Parzen pour segmenter les images IRM. Dans [Ger91], des approches 
automatiques sont confrontées à des approches supervisées. Les résultats de classification 
obtenus grâce aux fenêtres de Parzen sont comparés à deux méthodes automatiques 
fondées respectivement sur une maximisation de vraisemblance et sur une décomposition 
non supervisée d’un histogramme multidimensionnel en distributions de probabilités. Les 
résultats ont montré l’aptitude de ces méthodes automatiques à classifier les images IRM 
du cerveau. Cependant, les classifications générées par ces méthodes sont estimées moins 
fiables que celles obtenues avec les fenêtres de Parzen. 
Dans [Ger92], ces résultats sont étendus aux algorithmes de classification ISODATA 
[Dud73]. Un peu plus récemment, les fenêtres de Parzen sont utilisées dans [Wel96] pour 
estimer les densités des classes. Dans [Hel97], cette méthode est reprise dans une 
procédure de classification incluant une approche markovienne. 
Les méthodes de classification fondées sur les K-PPV sont, quant à elles, plus 
présentes dans la littérature. Dans [Kik92], Kikinis et al. utilisent les K-PPV pour la 
quantification du liquide céphalo-rachidien. Dans [Cla93], Clarke et al. remettent en cause 
la modélisation des classes par des distributions gaussiennes et préconisent des algorithmes 
tels que les K-PPV. Dans [Bez93], une revue des méthodes de reconnaissance des formes 
pour la segmentation des images cérébrales est faite. L’algorithme supervisé K-PPV est 
alors comparé d’une part à une classification par maximum de vraisemblance et, d’autre 
part, à un réseau de neurones pour la détection des tumeurs sur des images multi-échos 
pondérées en T1, T2 et DP. L’algorithme K-PPV s’est révélé être l’algorithme le plus 
efficace pour la détection de tumeur. De plus, les classifications semblent plus lisses et 
plus conformes aux réalités anatomiques. Toutefois, les résultats sont très dépendants de 
l’ensemble d’apprentissage. La formation de ce dernier nécessite notamment différentes 
passes, l’ensemble d’apprentissage retenu étant alors celui bénéficiant des meilleurs taux 
de classification.  
Un des principaux avantages des méthodes probabilistes non paramétriques telles que 
les fenêtres de Parzen ou les K-PPV est leur grande capacité d’adaptation aux données 
puisqu’elles ne nécessitent pas d’apport d’informations a priori sur les formes des 
distributions. Cependant, elles souffrent de la difficulté à définir un apprentissage correct 
des données : la base d’apprentissage doit être suffisamment grande pour que la 
modélisation soit efficace, mais devient alors très fastidieuse. Elle est de plus très 
dépendante de l’opérateur et ne peut s’adapter aux données si ces dernières s’éloignent des 
données d’apprentissage ou en cas de bruit. 
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2.2.5.2.2 Approches floues 
La théorie des sous-ensembles flous a été proposée par L. Zadeh en 1965 [Zed65] pour 
représenter les informations imprécises. La notion de sous-ensembles flous a pour but de 
permettre une gradation dans l’appartenance d’un élément à une classe [Bou99]. En 
d’autres termes, elle autorise un élément à appartenir plus ou moins fortement à une classe. 
L’appartenance à une classe s’exprime par l’intermédiaire d’un degré d’appartenance, 
compris entre 0 et 1; plus l’appartenance est forte, plus le degré est proche de 1, et 
inversement. Une caractéristique importante de la théorie des sous-ensembles flous est sa 
capacité à manipuler des informations de nature numérique (e.g. un niveau radiométrique) 
comme des informations de nature symbolique (e.g. proche, éloigné, au-dessus, en- 
dessous...). 
• Génération de fonctions d’appartenance 
Notons X=(xj, j=1..N) l’ensemble des vecteurs forme de Rp, avec xj=[xj1,xj2,…xjp]T, et 
B=(b1,…bc) un ensemble de vecteurs prototypes inconnus, où bi caractérise la classe i. La 
génération de fonctions d’appartenance consiste à construire automatiquement des 
fonctions permettant d’affecter chaque xj à une ou plusieurs classes selon certains critères. 
Le détail des différentes contraintes imposées sur le degré d’appartenance pour chaque 
algorithme est décrit dans la section ci-dessous. 
A. L’algorithme FCM   
L’objectif de cet algorithme est l’établissement d’une partition floue de l’ensemble des 
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     L’algorithme de FCM est un processus itératif qui se repose sur la recherche des valeurs 
prise par les centroïdes bi des classes et par les degrés d’appartenance uij des voxels à ces 
classes, minimisent la fonction objective suivante :  
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     Dans la fonction (2.2), m>1 est un coefficient réglant la dureté de la partition résultante. 
Les formules de mise à jour de U et B sont obtenues par introduction d’un multiplicateur 
de Lagrange associé à la contrainte de normalisation et en annulant les dérivées partielles 
du Lagrangien par rapport aux paramètres du modèle. Les solutions sont données par :  
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     L’algorithme FCM consiste donc à itérer les étapes (2.3) et (2.4) jusqu’à stabilisation de 
l’algorithme. Le critère d’arrêt des itérations, définissant cette stabilité, peut par exemple 
consister en l’étude de la norme de la matrice U ou en la stabilité des centres de classe sur 
deux itérations successives.  
L’algorithme FCM a été largement utilisé pour la segmentation des images de cerveau, 
quels que soient la modalité et le type d’acquisition (mono ou multi-spectrale). De 
nombreux travaux ont notamment été effectués en imagerie par résonance magnétique.  
Dans [Vel95], l’algorithme FCM est testé et comparé à des méthodes supervisées               
- l’algorithme K-PPV et un algorithme de croissance de régions - pour la classification des 
zones tumorales sur des images multi-échos. Les résultats obtenus sur 10 volumes ont 
donné l’avantage au FCM, non supervisé. Bien qu’efficace dans de nombreux cas, le FCM 
possède les défauts caractéristiques des algorithmes de classification : choix généralement 
non trivial du nombre de classes, labels ne correspondant pas à une vérité sémantique, 
tendance à égaliser les proportions des classes.  
Pour pallier ces défauts, Bensaid et al. [Ben96] proposent un algorithme semi-
automatique permettant d’introduire la notion d’ensemble d’apprentissage. Cet 
apprentissage peut être de taille variable et son influence sur la classification plus ou moins 
importante. Dans [Vai95], cet algorithme, appliqué à la classification des principaux tissus 
cérébraux et des tumeurs à partir de volumes multi-échos, est comparé à l’algorithme de 
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classification FCM classique, non supervisé, et à l’algorithme K-PPV, supervisé. Les 
résultats obtenus sont qualifiés de prometteurs et montrent que l’algorithme cumule les 
avantages des méthodes supervisées et non supervisées : les classes obtenues possèdent 
une sémantique vis-à-vis des images traitées, la proportion des classes est mieux respectée 
et l’algorithme est moins sensible au biais d’apprentissage que les algorithmes supervisés. 
D’autres variantes de l’algorithme FCM ont été proposées. Ainsi dans [Pha99], la 
fonctionnelle classique est modifiée et prend en compte un champ multiplicatif 
représentant le biais dû à la dérive du champ radiofréquence. L’algorithme, utilisé pour la 
segmentation d’images simple-écho, obtient de meilleurs résultats que l’algorithme FCM 
classique.  
Les algorithmes FCM, quelle que soit leur variante, souffrent cependant du manque de 
prise en compte d’informations contextuelles et fournissent des classifications dégradées 
en présence de bruit. Pour pallier ce défaut, une segmentation floue Markovienne est 
proposée dans [Sal97] et appliquée dans [Rua02] à la segmentation des principaux tissus et 
d’éventuelles tumeurs sur des volumes pondérés en T1. La différence fondamentale avec 
une modélisation Markovienne probabiliste est de considérer qu’un voxel est constitué 
d’un mélange de différents tissus et non d’un tissu unique. On passe ainsi d’une 
classification « dure » à une classification floue. Les informations de voisinage sont alors 
prises en compte de la même façon que dans le cadre de la segmentation Markovienne 
classique. Cette méthode est testée sur des volumes de synthèse, des volumes réels sains 
ou présentant des tumeurs. Les résultats obtenus, comparés à l’algorithme FCM, ont alors 
montré une meilleure robustesse au bruit et à la dérive du champ radiofréquence. 
Dans [Cla98], l’algorithme FCM et un système à base de règles coopèrent pour la 
détection de glioblastomes multi-formes, sur des images multi-échos. Comparés à une 
segmentation manuelle, les résultats ont montré une bonne adéquation avec la vérité 
terrain.  
Dans [Bar01], Barra et Boire proposent une méthode de segmentation automatique des 
structures cérébrales internes par fusion d’informations sur des images pondérées en T1. 
Les informations utilisées sont de types morphologiques, topologiques et concernent la 
constitution des différents tissus anatomiques. Elles proviennent des images elles-mêmes 
ainsi que d’experts et sont modélisées et fusionnées par la logique floue. Des comparaisons 
avec des segmentations manuelles ont montré une bonne cohérence des résultats. 
L’avantage de ces méthodes est d’intégrer au système des informations de haut-niveau 
permettant en particulier de prendre en considération des informations contextuelles et 
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ainsi d’aboutir à une réelle segmentation. Xue et al. [Xue01], utilisent les FCM pour 
combiner le filtre moyen au filtre médian local afin de réaliser la segmentation locale de 
volumes IRM de cerveaux. L. Jiang et W. Yang [Jia03], ont utilisé un algorithme FCM 
modifié pour la segmentation des images IRM. Récemment dans [Zul12], l’algorithme 
FCM est utilisé avec une fonction objective qui intègre la probabilité spatiale des pixels 
voisins pour améliorer la robustesse au bruit du FCM classique.     
B. L’algorithme PCM   
La définition d’une partition floue impose que la somme des degrés d’appartenance 
d’un élément à l’ensemble des classes soit égale à 1. Cette contrainte forte engendre un 
certain nombre de problèmes si l’on veut extraire les propriétés de chaque classe. Pour 
remédier à ces problèmes, Krishnapuram et Keller dans [Kris93] ont proposé une méthode 
de classification possibiliste dont la partition floue est définie de la manière suivante :  
 
 
                                                                                                                                 (2.5) 
 
la fonction objective à minimiser est redéfinie comme suit : 
                                                                                                                                 (2.6) 
 
Où ηi est un réel positif déterminant le carrée de la distance séparant le centre de la classe i 
à l’ensemble des points dont le degré d’appartenance à cette classe est égale à 0.5. Il est 
défini comme suit : 
 
                                                                                                                                 (2.7)  
 
où K est le plus souvent pris égale à 1. 
     La même méthode de résolution que celle utilisée pour le FCM donne les degrés 
d’appartenance uij et les centres de classes : 
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                                                                                                                                 (2.9) 
l’algorithme résultant de l’application itérée de (2.8) et (2.9) constitue l’algorithme de 
classification possibiliste PCM. 
L’utilisation de l’algorithme de classification possibiliste en imagerie médicale d’une 
manière générale, et pour la caractérisation des tissus cérébraux en particulier est peu 
fréquente. Schenone et Masulli [Sch99] ont proposé de combiner une approche par réseaux 
de neurones avec l’algorithme PCM pour segmenter les tissus cérébraux et des entités 
pathologiques (méningiomes). Dans [Bar00a], l’algorithme PCM et initialisé par 
l’algorithme FCM dans un processus de fusion de données pour segmenter les tissus sains 
des images IRM. Barra et Boire [Bar01b] ont également appliqué le PCM en IRM sur des 
vecteurs formes xj où chaque voxel est caractérisée par l’ensemble des ses coefficients 
d’ondelettes. Dans [Mou07], la coopération entre les algorithmes de classification dans une 
architecture multi-agents est introduite. Cette dernière est basée sur la coopération entre les 
deux algorithmes FCM et PCM avec l’ajout de  deux types de rejets : le rejet d'ambiguïté 
qui concerne les individus situés entre les frontières des différentes classes et le rejet 
d’aberrance concernant les individus dont les similarités par rapport à toutes les classes 
sont très éloignées. L’approche proposée est testée pour segmenter des images IRM saines 
et d’autres pathologiques. Les résultats obtenus sont très prometteuses. 
Dans [Zou08] l’algorithme PCM est utilisé en coopération avec l’algorithme FCM 
pour développer une architecture de fusion de données basée sur la théorie des possibilités 
pour la segmentation des images IRM pondérées en T1, T2 et en DP. Les résultats obtenus 
sur des images de synthèse et d’autres réelles sont très encourageantes en comparaison 
avec chaque algorithme appliqué séparément sur les mêmes données. 
C. L’algorithme FPCM   
L’algorithme FCM est reconnu par sa modélisation de l’imprécision en considérant des 
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[Bar99b]. De plus, cet algorithme exprime de l’incertitude par le fait qu’un pixel possède 
aussi bien des attributs qui l’assignent à une classe qu’à une autre. La contrainte de 
normalisation (2.1) utilisée pour la minimisation de la fonctionnelle est source d’erreur 
dans l’interprétation des degrés d’appartenance issus du FCM [Bez93]. Krishnapuram et 
Keller [Kri96] donnent une série d’exemples simples qui illustrent les problèmes associés 
à cette contrainte. 
Contrairement à FCM, la valeur de uij dans PCM ne dépend maintenant que de la 
distance du vecteur xj à la classe i. Les degrés d’appartenance générés par PCM ne sont 
ainsi plus des degrés relatifs ou de partage, ils deviennent des valeurs absolues reflétant la 
force avec laquelle chaque vecteur appartient à toutes les classes. Malgré ces avantage, cet 
algorithme est limité par certains problèmes : il est très sensitive à l’étape d’initialisation, à 
l’ajout de quelques paramètres complémentaires, et à certains fois il génère des clusters en 
coïncidence. 
Pour remédier aux différents problèmes rencontrés par les FCM et les PCM, un 
nouveau algorithme FPCM (Fuzzy Possibilistic C-Means) a été proposé par Pal et al. 
[Pal97], en combinant ces deux derniers algorithmes. La valeur de la fonction 
d’appartenance de la partition floue est importante afin de pouvoir attribuer une étiquette 
pour le vecteur d’entrée à classer. Mais au même temps, il est très utile d’utiliser la 
typicalité (possibilité) pour déplacer les centres autour des vecteurs d’entrée, en évitant les 
effets indésirables dus à la présence de valeurs aberrantes [Pal97]. 
La fonction objective qui devrait être à minimiser est :   
                                                                                                                                                   (2.16) 
avec les contraintes :  
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avec T=[tij]CxN  désigne la matrice de typicalité. 













Chapitre 2 : Méthodes de Segmentation d’Images Médicales IRM : Etat de l’Art 
 
 - 50 -
 

























u                                                                                (2.20)                               
 
et pour la typicalité :  
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avec λ ∈ [3,5]. 
 
la fonction de mise à jour des centres est :   
 




























                                                                                                              (2.22)                                
L’algorithme FPCM consiste à itérer les équations (2.20), (2.21) et (2.22) jusqu’à la 
stabilité de l’algorithme où le critère d’arrêt peut être déterminé par un nombre d’itération 
ou un seuil prédéfini.  
Utilisées dans un cadre de classification, les approches floues permettent d’obtenir, de 
façon simple, une partition de l’espace des caractéristiques. L’avantage de ces méthodes 
par rapport aux classifications dites dures est de graduer l’appartenance des points aux 
différentes classes. Ceci permet en particulier de prendre en compte les effets de volumes 
partiels. Cependant, ces méthodes de classification ne tiennent généralement pas compte 
de contraintes contextuelles les rendant de facto très sensibles au bruit. Utilisées dans le 
cadre de la gestion de connaissances, la théorie des sous-ensembles flous offre un cadre 
adapté au traitement et à la fusion de données de nature symbolique et numérique. 
2.2.5.2.3  Approches évidentielles 
La théorie de l’évidence, plus connue sous le nom de théorie de Dempster-Shafer, est 
née des travaux de Dempster [Dem67] sur les bornes inférieures et supérieures. Formalisée 
par la suite par Shafer [Sha76], elle peut, dans une première approche, être vue comme une 
extension de la théorie des probabilités. Elle permet en particulier de traiter des 
informations imprécises et incertaines par le biais de masses de croyance qui modélisent la 
croyance que l’on possède sur un événement. Cette théorie, largement utilisée en fusion de 
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données, fournit une palette d’outils permettant de combiner les informations provenant de 
différentes sources en tenant compte de la confiance que l’on peut placer en chaque source 
ainsi que des conflits éventuels existant entre celles-ci.  
La littérature relate peu de méthodes de segmentation d’images IRM du cerveau par la 
théorie de l’évidence. Dans [Lee90], Lee et Leahy proposent une méthode de segmentation 
multi-échos par la théorie de l’évidence. Les masses de croyance sont définies par 
l’intermédiaire d’une modélisation probabiliste des classes intégrant la notion de voisinage 
par la théorie des champs de Markov. La méthode évidentielle est comparée à une 
segmentation par MAP. Les résultats présentés concernent un volume cérébral présentant 
une tumeur. D’après les auteurs, les deux méthodes produisent des résultats satisfaisants 
avec un avantage pour la méthode évidentielle qui, visuellement, segmente mieux la zone 
tumorale. Dans [Blo96], Bloch utilise la théorie de l’évidence dans un processus de 
classification double-échos de cerveaux pathologiques. L’originalité de la méthode repose 
sur la possibilité de décider pour une hypothèse simple ou pour une composition 
d’hypothèses. Plus récemment, Rombaut et Zhu proposent dans [Rom02] une méthode de 
classification d’images IRM multi-échos (T2 et DP) fondée sur des analyses 
d’histogrammes. Pour chaque écho, une analyse de l’histogramme permet la définition 
d’une masse de croyance, pour laquelle le nombre d’hypothèses considérées dépend du 
nombre de modes dans l’histogramme. 
L’ensemble des masses de croyance est ensuite fusionné, permettant la prise de 
décision. Cet algorithme a été testé sur différents couples (T2 et DP) de coupes IRM 
présentant une lésion. Ces dernières sont visiblement bien détectées. On peut cependant 
noter que l’algorithme ne permet pas de séparer la matière blanche, la matière grise et le 
liquide céphalo-rachidien (seuls les ventricules latéraux sont isolés). Ceci laisse à penser 
que l’apprentissage automatique des classes à partir de l’histogramme n’est pas 
suffisamment précis pour distinguer l’ensemble des principales régions anatomiques; ceci 
est dû, en particulier, à l’existence nécessaire de modes bien distincts dans les 
histogrammes.  
Les méthodes de segmentation des images IRM cérébrales fondées sur la théorie de 
l’évidence sont à ce jour encore peu nombreuses. Elles permettent cependant de manipuler 
avec une grande souplesse des données incertaines et imprécises telles que des données 
médicales. Leur avantage tient également en la possibilité qu’offre cette théorie pour 
fusionner des informations issues de différentes sources. Cependant, tout comme les 
méthodes précédentes, les résultats sont dépendants de la bonne modélisation des données 
et de leur robustesse vis-à-vis du bruit. 
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2.3 Conclusion 
Dans cet état de l’art, nous avons présenté un certain nombre de méthodes dédiées à la 
discrimination, à la classification et à la segmentation des structures cérébrales saines, 
ainsi que des méthodes dédiées à la détection de pathologies cérébrales. La revue qui est 
faite ici n’est pas exhaustive mais nous avons essayé de mettre en évidence la diversité des 
approches abordées par les différents auteurs et d’en préciser les résultats les plus 
probants.  
Cette diversité est représentative de la complexité du problème de segmentation des 
images IRM cérébrales, qu’il s’agisse de la segmentation des structures saines ou des 
structures pathologiques. Ces difficultés sont liées, d’une part, aux objets traités et, d’autre 
part, au particularisme des images IRM. Le cerveau est une entité complexe, composée de 
différentes structures enchevêtrées et sujettes à d’importantes variabilités. Les images IRM  
fournissent une représentation de l’anatomie cérébrale in vivo de qualité mais elles sont 
sujettes à des incertitudes et des imprécisions liées, en particulier, au bruit d’acquisition, au 
phénomène de dérive du champ radiofréquence du scanner, aux effets de volumes partiels.  
Sans vouloir les opposer, nous avons présenté les méthodes de segmentation sous le 
point de vue « Traitement d’images » puis sous le point de vue « Reconnaissance des 
formes ». Une caractéristique intéressante du traitement d’images est d’intégrer de manière 
implicite la nature bidimensionnelle ou tridimensionnelle des données traitées. 
Principalement utilisées pour la segmentation de structures saines, ces méthodes sont 
relativement peu employées pour la détection des tumeurs. En effet, elles ne sont 
utilisables que dans des contextes limités et demandent l’intégration d’informations a 
priori sur la zone recherchée et l’intervention d’un opérateur pour placer les germes 
initiaux ou pour initialiser le contour déformable. Parmi les méthodes de reconnaissance 
des formes présentées, nous nous sommes limitées aux approches probabilistes, floues et 
évidentielles. Ces approches représentent en effet les principaux fondements théoriques 
utilisés pour manipuler des informations imprécises et incertaines, telles que le sont les 
images par résonance magnétique. Cependant, d’autres approches existent et en particulier 
les méthodes fondées sur les réseaux de neurones. Encore peu utilisées, elles font leur 
apparition dans le contexte du traitement des images IRM mais se limitent à la 
classification des tissus sains. 
Quelles que soient la théorie sous-jacente et les régions d’intérêt recherchées, les 
différentes expériences et comparaisons présentes dans la littérature invitent à préférer les 
approches non supervisées par rapport aux approches supervisées trop dépendantes de 
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l’opérateur. C’est le point de vue que nous adoptons également. Qu’il s’agisse de 
rechercher les tissus sains, les méthodes de classification par reconnaissance des formes 
souffrent de la non prise en compte des informations de voisinage rendant, d’une part, les 
résultats plus sensibles au bruit et, d’autre part, aboutissant à une classification des 
données et non à une segmentation des images (ou des volumes).  
La théorie de l’évidence a été jusqu’ici peu utilisée à des fins de segmentation des 
images médicales. Cependant, on remarquera que les différents auteurs qui ont utilisé cette 
théorie, l’on fait dans l’objectif de détecter les zones tumorales à partir d’images multi-
échos. Cette théorie est en effet particulièrement bien adaptée à la manipulation de 
données incertaines et imprécises, caractéristiques des images par résonance magnétique. 
De plus, elle offre un fondement théorique adapté à la fusion des informations apportées 
par chacune des pondérations, tout en tenant compte des conflits pouvant exister. 
Ainsi, afin de répondre à notre problématique de segmentation des images IRM pour la 
caractérisation des tissus cérébraux, et à cause de la diversité des modalités pour les 
images IRM, nous proposons de définir un processus de segmentation utilisant la fusion 
d’informations basée sur une alternative à la théorie de l’évidence, c’est la théories des 
possibilités qui permet, d’une part, de représenter l’imprécision et l’incertitude des 
données issues des images IRM, et d’autre part sa richesse d’un point de vue opérateurs de 
fusion. La problématique sera abordée d’un point de vue multi-modales permettant ainsi de 
multiplier les sources d’informations et d’exploiter des données plus riches apportées par 
les différentes pondérations des images IRM. Celles-ci devront permettre une meilleure 
robustesse au bruit et une réelle prise en considération de la nature volumique des données. 
Avant d’aborder et de décrire ce processus de segmentation dans le chapitre 4, nous 
présenterons dans le chapitre 3 les principes et les fondements théoriques de la fusion 
d’informations.











La fusion d’informations a beaucoup évolué ces dernières années : dans différents 
domaines, et en particulier en vision et en robotique, les sources d’informations se sont 
multipliées, qu’il s’agisse de capteurs, d’informations a priori, de connaissances 
génériques, etc. Chaque source d’information étant en général imparfaite, il est important 
d’en combiner plusieurs afin d’avoir une meilleure connaissance du «monde». La fusion 
d’informations peut alors se définir comme la combinaison d’informations (souvent 
imparfaites et hétérogènes) afin d’obtenir une information globale plus complète, de 
meilleure qualité, et permettant de mieux décider et agir. Parallèlement, les méthodes pour 
modéliser les connaissances et informations imparfaites et pour les combiner ont connu 
des développements théoriques importants et leurs champs d’applications se sont étendus.  
Ces méthodes, souvent issues des théories de la décision, de l’incertain et de 
l’intelligence artificielle, peuvent être soit numériques, soit symboliques. L’ampleur que 
prend la fusion d’informations suit celle que prennent les technologies et le traitement de 
l’information en général. 
Nous présentons dans la section suivante trois théories permettant d'intégrer la 
représentation des connaissances incertaines et/ou imprécises : la théorie des probabilités, 
la théorie des possibilités et la théorie des croyances. Ceci nous permet d'introduire dans 
un second temps le concept de fusion de données, d'exprimer cette notion dans les trois 
cadres théoriques. 
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3.2 Représentation des connaissances ambiguës   
3.2.1 Théorie des probabilités 
Les probabilités offrent le plus ancien formalisme permettant de gérer de façon 
événementielle itérative l’incertitude dans les données. Dans ce cadre, la relation entre 
l’information des données et les différentes hypothèses envisagées est représentée par une 
distribution de probabilité conditionnelle. Les probabilités bénéficient de quatre siècles de 
travaux et reposent donc sur des fondements mathématiques et une expérience solides, ce 
qui explique pourquoi c’est encore la théorie la plus utilisée pour représenter l’incertain. 
3.2.1.1 Cadre bayésien 
Dans le cadre bayésien, la règle de Bayes permet de combiner plusieurs distributions 
de probabilités, estimant la probabilité de l’occurrence d’un événement futur (probabilité a 
posteriori) en observant l’occurrence d’événements similaires passés (modélisée par une 
distribution a priori). Si H1,…,HC forment un ensemble d’hypothèses mutuellement 
exclusives et recouvrant l’espace des hypothèses, la probabilité a posteriori d'un  
événement Hi parmi les C hypothèses connaissant l'information nj peut ainsi être 
déterminée par : 
                                                                                                                          (3.1) 
 
où P(Hi) est la probabilité a priori de l'hypothèse Hi, et P(nj|Hi) représente la 
probabilité d’observer l’information nj lorsque l’hypothèse Hi est réalisée. 
3.2.1.2 Estimation des lois du modèle bayésien 
Les lois P(nj|Hi) et P(Hi) sont en pratique rarement connues. Elles sont souvent 
estimées à partir des données. Les probabilités P(Hi) sont déterminées par l’expérience ou 
par une analyse d’exemples (base d’apprentissage) et les probabilités conditionnelles 
P(nj|Hi) sont estimées par des lois statistiques. Ces dernières peuvent être paramétriques, et 
dans ce cas une forme est choisie pour P(nj|Hi) et ses paramètres sont estimés (par 
maximum de vraisemblance par exemple), ou non paramétriques (par exemple fenêtres de 
Parzen). Si l’hypothèse d’une forme paramétrique simplifie grandement le problème, elle 
est souvent peu justifiée dans les cas réels et peut induire de nombreuses erreurs (voir par 
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3.2.2 Théorie des possibilités 
La théorie des possibilités, introduite en 1978 par Zadeh [Zad78], puis développée par 
Dubois et Prade [Dub88a], constitue un cadre permettant de traiter les concepts 
d'imprécision et d'incertitude de nature non probabiliste. Elle peut être vue 
indépendamment de toute interprétation probabiliste comme une approche ordinale de 
l’incertain dans [0,1], exploitée à l’aide des mesures de possibilité et de nécessité. 
3.2.2.1 Mesure et distribution de possibilité 
Soit X un ensemble de référence. Une mesure de possibilité P attribue à chaque sous-
ensemble Y∈℘(X) de X un réel dans [0,1] évaluant à quel point l'événement Y est possible. 
Ainsi, ∏  est une fonction de ℘(X), à valeurs dans [0,1], telle que : 
   ∏(∅) = 0 ; 
   ∏(X) = 1 ; 
                                                                                                                            (3.2) 
 
Dans le cas de deux sous-ensembles Y1 et Y2, (3.2) se réduit à : 
 
        ∏( Y1∪ Y2) = Max (∏(Y1) , ∏(Y2)), 
et exprime que la réalisation de l’un des deux événements Y1 ou Y2, pris 
indifféremment, est affectée du même coefficient de possibilité que la réalisation de 
l’événement le plus possible. Une mesure de possibilité n’est donc pas additive. 
Un événement est tout à fait possible si la mesure de sa possibilité est égale à 1, et 
impossible si elle est égale à 0. Une mesure de possibilité permet de déterminer le degré 
avec lequel l’union d'événements, dont on sait à quel point ils sont possibles, sera elle-
même un événement possible. On ne peut rien dire sur l’intersection d’événements, sauf 
que la mesure de possibilité associée à l’intersection de parties de X est un réel majoré par 
la plus petite des mesures attribuées à chacune des parties. Si enfin on étudie un événement 
Y et son contraire, l'un au moins est tout à fait possible et : 
 
       Max (∏(Y), ∏ (YC)) = 1 ; 
∏(Y) + ∏ (YC)≥ 1. 
)()())()(( i
ii
ii ASupAXA ∏=∏℘∈∀ U
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Une mesure de possibilité ∏ est totalement définie si toute partie de l’ensemble X se 
voit attribuer un réel dans [0,1]. Ainsi, si |X| = n, il faut déterminer 2n coefficients pour 
connaître complètement ∏. Pour définir cette mesure plus simplement, il suffit d'indiquer 
les coefficients attribués aux singletons de X (un sous-ensemble quelconque de X pouvant 
être vu comme union de tels singletons), ramenant le problème à la détermination de n 
coefficients. Une telle définition repose sur la donnée d’une autre fonction, une 
distribution de possibilité π, qui attribue à tout singleton de X un réel dans [0,1], et qui 
vérifie de plus (cas où X contient la vérité) : 
                                                                                                                            (3.3) 
mesure et distribution de possibilité peuvent être associées bijectivement.  
L’ensemble non flou {x∈ X / π(x) ≥ α} est appelé α-coupe de la distribution de 
possibilité π. En particulier, la 0-coupe est le support de la distribution, et la 1-coupe est le 
noyau de π. 
3.2.2.2 Mesure de nécessité 
Une mesure de possibilité ∏ donne une information sur l’occurrence d’un événement Y 
relatif à un ensemble de référence X, mais elle ne suffit pas pour décrire l’incertitude 
existante sur cet événement. Par exemple, si ∏(Y) = 1, il est tout à fait possible que Y soit 
réalisé mais on peut avoir en même temps : 
- ∏(YC) = 1, qui exprime une indétermination complète sur la réalisation de Y ; 
- ∏ (YC) = 0, qui met en évidence le fait que Y seul peut être réalisé. 
Pour compléter l’information sur Y, une mesure de nécessité N permet d’indiquer le 
degré avec lequel la réalisation de Y est certaine. N est la grandeur duale de la mesure de 
possibilité. Cette mesure attribue à tout Y un réel dans [0,1], et vérifie en outre : 
      N(∅) = 0 
      N(X) = 1 
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Ainsi, plus Y est nécessaire, moins YC est possible, ce qui permet d'évaluer la certitude 
sur la réalisation de l'événement Y. 
3.2.3 Théorie des fonctions de croyance 
Les modèles de représentation en théorie des possibilités et en théorie des probabilités 
apparaissent comme cas particuliers d’une théorie plus vaste, la théorie des croyances de 
Shafer [Sha76]. Initiée par les travaux de Dempster, celle-ci consiste en une quantification 
de la crédibilité attribuée à des faits. Le formalisme mathématique repose tout d'abord sur 
la définition de masses accordée aux événements. 
3.2.3.1 Fonction de masse 
Soit X un ensemble de N hypothèses Hi exclusives et exhaustives, appelé cadre de 
discernement. 2X désigne l’ensemble des 2N sous-ensembles Yj de X. Une fonction de 
masse élémentaire m est définie de 2X dans [0,1] par : 
m(∅) = 0 
                                                                                                                            (3.4) 
Les éléments focaux sont les sous-ensembles de X ayant une masse non nulle. Lorsque 
ces éléments focaux se réduisent aux seuls singletons de X, les masses coïncident avec les 
probabilités. L’apport de la théorie des croyances est donc typiquement de permettre 
l’évaluation conjointe d’ensembles quelconques de ces singletons Hi. Dès lors, les 
événements considérés ne sont plus nécessairement exclusifs. Il est par exemple possible 
d'évaluer de façon compétitive, outre les hypothèses H1, H2 et H3, les hypothèses 
composites H1∪H2 et H2∪H3 de manière à prendre en compte une composante informative 
de la mesure propre à discriminer H1 et H3, mais insensible à H2. Une masse m(Yj) est 
représentative de la vraisemblance attribuable à l’un des éléments du sous-ensemble Yj, 
sans aucun discernement possible entre les différents éléments de Yj. En particulier, m(X) 
désigne le degré d’incertitude ou d’ignorance totale.  
3.2.3.2 Fonctions de crédibilité et de plausibilité 
Une fonction de crédibilité Cr peut être définie sur les mêmes ensembles par : 
    Cr(∅) = 0 ; 
















  Chapitre 3 : Fusion de Données : Eléments Fondamentaux  
 
 - 59 -
La crédibilité de Yk est la somme des éléments focaux Yj qui entraînent Yk.. Elle mesure 
donc à quel point les informations données par une source soutiennent Yk. Les fonctions de 
masse élémentaire et de crédibilité sont définies et utilisables de façon indépendante. Il 
existe cependant une bijection entre l’ensemble des fonctions de masse élémentaire et 
l’ensemble des fonctions de crédibilité, qui associe à chaque jeu de masses sur 2X un jeu de 
crédibilités sur le même ensemble. 
La fonction de plausibilité peut également être introduite, par exemple à partir des 
fonctions de masse élémentaire : 
 
Cette fonction mesure à quel point les informations données par une source ne 
contredisent pas Yk. En fait, il a été démontré [SHA76] que la connaissance d’une des trois 
fonctions (m, Cr, Pl) sur 2X était suffisante pour en déduire les deux autres. De façon 
intuitive, la crédibilité peut être interprétée comme une mesure de vraisemblance minimale 
d’un événement, et la plausibilité comme une mesure de vraisemblance maximale 
(croyance en l'événement ajoutée à l'incertain sur sa réalisation). 
Pour un événement Y, l'intervalle [Cr(Y),Pl(Y)] encadre la probabilité mal connue P(Y). 
3.2.3.3 Où l'on retrouve les probabilités et les possibilités 
Deux conformations des éléments focaux permettent de retrouver les probabilités et la 
théorie des possibilités comme cas particuliers de la théorie des croyances : 
- Lorsque les éléments focaux (Yj) sont emboîtés, i.e. tels que Y1⊇Y2⊇…, la fonction de 
plausibilité a les propriétés d'une mesure de possibilité et la fonction de croyance a les 
propriétés d'une mesure de nécessité ; 
- Lorsque les éléments focaux sont des singletons, toute partie Y de X est telle que 
Cr(Y) = Pl(Y) et cette valeur commune est la probabilité de l'événement Y. 
3.3 La fusion de données  
Les notions de certitude et de précision sont souvent antagonistes. De cet antagonisme 
naissent souvent des contradictions en agrégation de données [Dub99] puisque si celles-ci 
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Un système de fusion doit donc gérer incertitude et imprécision pour éviter les 
incohérences. Le terme « fusion » possède de nombreuses acceptions suivant la 
communauté de pensée et les habitudes de travail de chacun. Dans la suite de ce manuscrit, 
nous envisageons la fusion de données comme une agrégation d’informations ambiguës, 
conflictuelles, complémentaires et redondantes, autorisant une interprétation des données 
plus précise et/ou moins incertaine. Cette définition permet, en particulier, de lever toute 
ambiguïté quant à l’interprétation du terme, notamment dans le domaine de l’imagerie 
médicale où l’expression «fusion» est quelquefois employée pour désigner un recalage ou 
une superposition d’images. Nous ne considérons de plus que la fusion au niveau le plus 
bas de la représentation de l’information. En d’autres termes, pour le problème d’imagerie 
qui nous concerne, nous fusionnons les informations issues des images voxel à voxel.  
D’autres techniques existent, qui permettent d’agréger des informations de plus haut 
niveau (primitives, objets) [Blo97a], et ne seront pas abordées dans ce manuscrit. Dans les 
paragraphes suivants, nous montrons comment la fusion de données peut être envisagée 
dans les trois cadres théoriques introduits dans la sections précédentes, puis nous 
explicitons et justifions le cadre formel retenu pour les applications du chapitres 5. 
3.3.1 Caractéristiques générales des données 
Dans cette partie, nous décrivons succinctement les caractéristiques générales des 
informations à fusionner, qui doivent souvent être prises en compte dans un processus de 
fusion. Une première caractéristique concerne le type d’information à fusionner. Il peut 
s’agir d’observations directes, de résultats de traitements sur ces observations, de 
connaissances plus génériques, exprimées sous forme de règles par exemple, ou d’avis 
d’experts. Ces informations peuvent être exprimées sous forme numérique ou sous forme 
symbolique. Une attention particulière doit être portée à l’échelle utilisée pour représenter 
les informations, afin de garantir une commensurabilité.  
Le niveau de l’information qui va être fusionnée est également un aspect très 
important. On distingue généralement le bas niveau (typiquement les mesures originales), 
d’un niveau plus élevé nécessitant des étapes préliminaires de traitement, d’extraction de 
primitives et de structuration de l’information. 
D’autres distinctions sur les types de données sont également intéressantes à souligner, 
car elles donnent lieu à des modélisations et à des types de traitements différents : données 
fréquentes ou rares, informations factuelles ou génériques, génériques ou spécifiques, etc. 
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Les informations manipulées dans un processus de fusion sont d’une part les 
informations à fusionner, et d’autre part des informations supplémentaires qui servent à 
guider ou aider la combinaison. Il peut s’agir d’informations sur les informations à 
combiner telles que des informations sur les sources, sur leur dépendance, sur leur fiabilité, 
des préférences sur les informations à combiner, etc. Il peut s’agir également 
d’informations contextuelles, sur le domaine. Ces informations supplémentaires ne sont 
pas forcément exprimées dans le même formalisme que les informations à combiner, mais 
elles peuvent intervenir dans le choix de la modélisation des informations à fusionner. 
Une des caractéristiques importantes de l’information en fusion est son imperfection. 
Celle-ci est toujours présente (sinon la fusion ne serait pas nécessaire). Elle peut prendre 
diverses formes, qui sont brièvement décrites ci-dessous, d’une manière qui convient bien 
au problème de la fusion, mais qui n’est sûrement pas universelle.  
L’incertitude est relative à la vérité d’une information, et caractérise son degré de 
conformité à la réalité [Dub88a]. Elle fait référence à la nature de l’objet ou du fait 
concerné, à sa qualité, à son essence ou à son occurrence. 
 L’imprécision concerne le contenu de l’information et mesure donc sur défaut 
quantitatif de connaissance, sur une mesure [Dub88a]. 
L’incomplétude caractérise l’absence d’information apportée par la source sur certains 
aspects du problème.  
L’ambiguïté exprime la capacité d’une information de conduire à deux interprétations. 
Elle peut provenir des imperfections précédentes.  
Le conflit caractérise deux ou plusieurs informations conduisant à des interprétations 
contradictoires et donc incompatibles. Les situations conflictuelles sont fréquentes dans les 
problèmes de fusion, et posent toujours des problèmes difficiles à résoudre. Tout d’abord, 
la détection des conflits n’est pas forcément facile. Ils peuvent facilement être confondus 
avec d’autres types d’imperfection, ou même avec la complémentarité des sources. 
Ensuite, leur identification et leur typologie est une question qui se pose souvent, mais de 
manière différente suivant leur domaine. Enfin, leur résolution peut prendre différentes 
formes. Elle peut reposer sur l’élimination de sources non fiables, sur la prise en compte 
d’informations supplémentaires, etc. Dans certains cas, il peut être préférable de retarder la 
combinaison et d’attendre d’autres informations susceptibles de lever les conflits, ou 
même de ne pas fusionner du tout. 
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D’autres caractéristiques de l’information sont plus positives, et sont exploitées pour 
limiter les imperfections :  
 La redondance est la qualité de sources qui apportent plusieurs fois la même 
information. La redondance entre les sources est souvent observée, dans la mesure où les 
sources donnent des informations sur le même phénomène. Idéalement, la redondance est 
exploitée pour réduire les incertitudes et les imprécisions [Dub88a].  
La complémentarité est la propriété des sources qui apportent des informations sur 
des grandeurs différentes. Elle vient du fait qu’elles ne donnent en général pas 
d’informations sur les mêmes caractéristiques du phénomène observé. Elle est exploitée 
directement dans le processus de fusion pour avoir une information globale plus complète 
et pour lever les ambiguïtés [Dub88a].  
3.3.2 Systèmes de fusion et types d’architecture 
En général, la fusion n’est pas une tâche simple. Elle peut se décomposer de manière 
schématique en plusieurs tâches. Nous les décrivons succinctement ici, car elles serviront 
de guide à la description des outils théoriques dans la partie 2. Considérons un problème 
général de fusion pour lequel on dispose de l sources S1, S2, …,Sl, et pour lequel le but est 
de prendre une décision dans un ensemble de n décisions possibles d1, d2, …,dn. Les 
principales étapes à résoudre pour construire le processus de fusion sont les suivantes :  
1. Modélisation : cette étape comporte le choix d’un formalisme, et des expressions 
des informations à fusionner dans ce formalisme. Cette modélisation peut être guidée par 
les informations supplémentaires (sur les informations et sur le contexte ou le domaine). 
Supposons pour fixer les idées que chaque source Sj fournisse une information représentée 
par jiM sur la décision di. La forme de 
j
iM  dépend bien sûr du formalisme choisi. 
2. Estimation : la plupart des modélisations nécessitent une phase d’estimation (par 
exemple toutes les méthodes utilisant des distributions). Là encore les informations 
supplémentaires peuvent intervenir.  
3. Combinaison : cette étape concerne le choix d’un opérateur, compatible avec le 
formalisme de modélisation retenu, et guidé par les informations supplémentaires. 
4. Décision : c’est l’étape ultime de la fusion, qui permet de passer des informations 
fournies par les sources au choix d’une décision di. 
  Chapitre 3 : Fusion de Données : Eléments Fondamentaux  
 
 - 63 -
La manière dont ces étapes sont agencées définit le système de fusion et son 
architecture. En particulier on distingue les systèmes décentralisés dans lesquels des 
décisions locales sont prises au niveau de chaque source séparément puis sont fusionnées 
en une décision globale, et les systèmes centralisés dans lesquels on combine par une 
opération F tous les jiM relatifs à la même décision di, pour obtenir une forme fusionnée 
),...,,( 21 liiii MMMFM = , puis une décision est prise sur le résultat de cette combinaison.  
3.3.3 Classification des opérateurs de fusion 
Nous considérons, dans la suite, la fusion d’informations issues de deux sources. Plus 
précisément, étant donné un couple d’informations (n1,n2) fourni par deux capteurs sur un 
même événement ou phénomène, nous considérons le problème de fusion qui agrège ces 
deux informations en exploitant au mieux l’ambiguïté et la complémentarité des données.  
Cette agrégation est réalisée par un opérateur binaire F(.,.) auquel on impose une 
contrainte de fermeture (la valeur retournée doit être de même nature que les informations 
d’entrée, par exemple probabiliste). Le cas d’une fusion entre un nombre plus important de 
sources a été discuté par ailleurs pour les théories exposées dans [Blo96a][Dub88a] 
[Sha76], et ne fait pas l’objet de notre propos. 
Une classification des opérateurs suivant leur comportement et leur attitude vis-à-vis 
du contexte a été proposé dans [Blo96a]. Dans la suite, le comportement de F est qualifié 
de : 
- sévère si F(n1, n2) ≤ min(n1, n2) ; 
- prudent si min(n1, n2) ≤ F(n1, n2) ≤ max(n1, n2) ; 
- indulgent si F(n1, n2) ≥ max(n1, n2) ; 
en relation avec les notions de conjonctions (T-normes) et de disjonctions (T-
conormes) développées dans [Dub85]. Un opérateur sévère suppose que les deux capteurs 
sont fiables et exploite l’information commune aux deux mesures. Au contraire, un 
opérateur indulgent agit sur des sources a priori en conflit. Il augmente la certitude sur 
l’événement observé (et donc augmente l’imprécision…) et exprime la redondance entre 
les informations. 
Un opérateur prudent adopte une attitude entre ces deux extrêmes. Nous rappelons 
brièvement la taxinomie qui nous permettra de caractériser le comportement des fusions 
présentées dans les paragraphes suivants. 
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3.3.3.1 Opérateurs à comportement constant et indépendant du contexte 
Cette première classe est composée d’opérateurs ayant le même comportement quelles 
que soient les valeurs n1 et n2 à agréger. Le résultat de la fusion est de plus indépendant du 
contexte de l’agrégation. L’opérateur F est donc exclusivement sévère, indulgent ou 
prudent. Dans la suite, cette classe sera notée CCIC. 
3.3.3.2 Opérateurs à comportement variable et indépendant du contexte 
Cette seconde classe regroupe les opérateurs qui ne dépendent pas du contexte mais 
dont le résultat est fonction des valeurs n1 et n2 (de leur valeur absolue par exemple). Cette 
classe sera notée CVIC dans la suite du manuscrit. 
3.3.3.3 Opérateurs dépendant du contexte 
Enfin, la dernière classe regroupe les opérateurs dépendant du contexte. La valeur 
retournée par F ne dépend plus seulement de n1 et n2, mais aussi d’une connaissance a 
priori sur le système de capteurs ou le phénomène étudié. Il est ainsi possible de construire 
des opérateurs dont le comportement sévère (respectivement indulgent) est une fonction 
croissante (respectivement décroissante) de l’accord entre les deux capteurs. Cette classe 
d’opérateurs, qui sera notée CDC, nous intéressera tout particulièrement dans la suite. 
3.3.3.4 Quelques propriétés 
Nous énonçons enfin quelques propriétés qui doivent participer à la construction d’un 
opérateur de fusion. Outre la contrainte de fermeture, un opérateur doit être si possible 
associatif et commutatif (l’opérateur étant alors indépendant de l’ordre de présentation des 
informations), continu (ce qui assure la robustesse de la combinaison pour des couples de 
mesures voisins) et strictement croissant par rapport au couple (n1,n2). 
3.3.4 Fusion en théorie des probabilités 
Bien que la théorie des probabilités soit plus orientée vers un objectif d’estimation 
(recherche d’une valeur représentative à partir d’événements observés), il est possible 
d’envisager une fusion purement probabiliste. Le fait de manipuler des densités de 
probabilité étant plus familier que d’utiliser des notions de masse ou de distribution de 
possibilité, cette théorie est encore largement employée [Bad98]. Nous détaillons dans la 
suite la méthode de fusion bayésienne. Pour une description d’un modèle de fusion 
probabiliste non bayésienne, le lecteur pourra par exemple se référer à [Pia96]. 
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3.3.4.1 Etape de fusion 
En reprenant les notations du paragraphe 3.2.1, nous considérons ici que les capteurs 
fournissent deux observations n1 et n2 d’un événement Hi. La règle de Bayes (3.1) permet 
de calculer la probabilité d’obtenir l’événement Hi en ayant effectivement mesuré n1 et n2 : 
 
                                                                                                                            (3.5) 
La fonction de vraisemblance P(n1,n2|Hi) décrit la probabilité que le premier capteur 
observe n1 et que le second observe n2, étant donnée la vraie valeur de Hi. Si les mesures n1 
et n2 sont issues de variables aléatoires indépendantes, cette fonction peut s’écrire comme 
un produit des deux mesures P(n1,n2|Hi)= P(n2|Hi). P(n2|Hi), de sorte que (3.5) devient : 
                                                                                                                            (3.6) 
 
Dans le cas contraire, c’est l’estimation de la probabilité jointe qui réalise la fusion. En 
ayant estimé les probabilités conditionnelles comme proposé en 3.2.1.2, l’équation (3.6) 
décrit un opérateur de fusion entre les données fournies par les deux capteurs. Cet 
opérateur est conjonctif et CCIC, comme produit de probabilités. Il est de plus associatif, 
commutatif et continu si les probabilités composant la règle le sont. Notons que d’autres 
opérateurs ont été introduits dans la littérature, dont le comportement est par exemple 
disjonctif et CCIC [Dub99]. 
3.3.4.2 Décision bayésienne 
Bien que de nombreux critères de décision bayésienne existent (les règles du maximum 
de vraisemblance, du maximum d’entropie ou du risque d’erreur minimum par exemple), 
la règle la plus utilisée reste celle du maximum a posteriori. Elle consiste à privilégier 
l’événement ayant la plus forte probabilité a posteriori à l’issue de l’étape de fusion (3.6). 
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3.3.5 Fusion en théorie des possibilités 
3.3.5.1 Etape de fusion 
L’information apportée par les deux capteurs est modélisée par deux distributions de 
possibilité. L’étape de fusion créée une distribution fusionnée, prenant en compte 
l’ambiguïté et la complémentarité entre les deux sources. Tout l’intérêt de la théorie des 
possibilités s’exprime alors, puisqu’une gamme riche et variée d’opérateurs est disponible. 
L’idée générale derrière une approche possibiliste de la fusion d’informations est qu’il 
n’existe pas de mode unique de combinaison. Tout dépend de la situation étudiée et de la 
confiance accordée aux capteurs. De nombreux auteurs ont proposé une étude précise et 
détaillée des opérateurs de fusion dans le cadre possibiliste [Blo96a]; [Meu95]; [Dub99] 
[Ovc98], et nous rappelons ici brièvement les points essentiels. 
Entre les comportements extrêmes conjonctif et disjonctif, il existe de nombreux 
opérateurs (familles paramétrées, formes explicites) CCIC, CVIC et CDC qui peuvent être 
classés à l’aide d’une relation d’ordre partiel : 
(F1 ≤  F2) ⇔ ((∀ n1, n2) F1(n1, n2) ≤  F2(n1, n2)) 
Une liste non exhaustive d’opérateurs CCIC, CVIC et CDC classés selon cet ordre est 
alors proposée dans [Blo96a], dont nous présentons un extrait dans le Tableau 3.1. 
 








          max(0,(xp+yp-1)1/p) 
   
 
   (xy)1/2    (x+y)/2 
 
 
              med(x,y,a) 
 
 
 x+y-xy      min(1,x+y) 
CVIC 
a=1                                                        i(x,y)au(x,y)1-a                                                       a=0 
i : T-norme ; u : T-conorme 
 
CDC Sources en accord Sources en conflit partiel Sources en désaccord 
 
Tableau 3.1 : Quelques opérateurs en théorie des possibilités rangés       
suivant un ordre partiel 
Les opérateurs CCIC sont exclusivement sévères (T-normes, généralisant les 
intersections aux ensembles flous), prudents (moyennes, agissant comme un compromis 
entre les capteurs), ou indulgents (T-conormes, généralisant les unions aux ensembles 
max(x,y) min(x,y) 
a=1 a=0 
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flous). Il est de plus, possible de construire des familles paramétrées décrivant l’ensemble 
des T-normes ou des T-conormes [Dub88a], mais le caractère constant de leur 
comportement interdit de passer d’une classe à l’autre. Au contraire, il est possible 
d'élaborer des opérateurs paramétrés CVIC décrivant l’ensemble des comportements, du 
plus conjonctif au plus disjonctif, suivant les valeurs des mesures des deux capteurs (par 
exemple certaines sommes symétriques). 
Enfin, les opérateurs CDC prennent en compte une information contextuelle (conflit 
entre les sources, confiance accordée aux capteurs, contexte spatial,…) et adoptent un 
comportement dépendant de cette information. Des exemples de tels opérateurs se trouvent 
dans [Dub92] (opérateurs adaptatifs dépendant d’une mesure de conflit entre les capteurs), 
[Cro98] (fusion pondérée permettant de prendre en compte la fiabilité des sources), ou 
encore dans [Del97] (lois de fusions dissymétriques et application au traitement de 
l'incomplétude des données sous-marines). Sandri [San91] propose plus formellement une 
stratégie possibiliste de combinaison CDC se fondant sur la catégorisation des fiabilités 
des sources (une ou deux sources fiables, connues ou non, conditionnement des 
informations d’une source par rapport à l’autre). 
D’une manière générale, la construction d’un opérateur F peut être contrainte pour qu'il 
satisfasse les propriétés énoncées dans le paragraphe 3.3.3.4, et en particulier la contrainte 
de fermeture. L'opérateur doit en effet créer une distribution de possibilité à partir de deux 
distributions données. Dans certains cas (les T- normes notamment), il peut être nécessaire 
de modifier F, puisqu'une T-norme peut produire un résultat sous-normalisé 
(max(π(x))<1), d'autant plus sous-normalisé que les sources sont en conflit. Le résultat 
n'est alors plus une distribution de possibilité (équation (3.3)) et deux hypothèses sont 
envisageables : 
- supposer que les deux sources sont fiables et normaliser le résultat par une mesure de 
conflit (élimination des informations affirmées par une source et rejetées par l'autre). Cette 
règle est souvent appliquée avec diverses mesures de conflit [Dub85][San91]. 
- considérer que, dès qu'il y a conflit, une des deux sources se trompe et envisager une 
fusion à comportement disjonctif. 
3.3.5.2 Etape de décision 
La règle de décision est ici celle du maximum de possibilité. Chaque point de mesure 
se voit affecté à l’hypothèse pour laquelle il a le plus grand degré de possibilité. Des 
contraintes peuvent être ajoutées à cette règle pour modifier son comportement (test de la 
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validité de la décision par rapport à la valeur absolue du maximum de possibilité, test du 
pouvoir discriminatoire de la fusion en comparant les deux valeurs les plus grandes,…). 
3.3.6 Fusion en théorie des croyances 
3.3.6.1 Etape de fusion 
Nous considérons ici que les deux capteurs fournissent chacun une information sur un 
même cadre de discernement X. Pour chaque capteur i∈ {1,2} un jeu de masse mi est 
construit, exprimant au mieux l’information apportée par chaque source. En particulier, un 
des intérêts de la théorie des croyances est d’assigner des masses sur des hypothèses 
composées Hj∪Hk 
lorsque le capteur i ne peut distinguer entre ces deux hypothèses. La combinaison de 
m1 et m2 en une masse résultante m est réalisée par la règle orthogonale de Dempster 
[Sha76] : 
 
                                                                                                                            (3.7) 
 
K est une mesure d’accord entre les deux capteurs, et la quantité 1-K représente la 
masse qui aurait été assignée à l’ensemble vide si les masses n’étaient pas normalisées 
(3.4). Il est très important de prendre en compte cette quantité pour évaluer la qualité de 
l’agrégation. En effet, si K est proche de 0, le conflit entre les sources est important et le 
fait même d’agréger les masses devient discutable. De plus, la règle est discontinue pour 
des valeurs de K proches de 0 [Dub88a] et certains auteurs suggèrent même de ne pas 
normaliser [Sme90]. 
La règle de combinaison (3.7) implique une fusion CCIC conjonctive. L’opérateur est 
associatif, commutatif et peut être facilement généralisé au cas de la fusion de n sources. 
D’autres règles ont été proposées [Sme90], entraînant en particulier un comportement 
disjonctif (3.8), mais sont moins utilisées que la combinaison (3.7). 
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3.3.6.2 Etape de décision 
La décision en théorie des croyances est prise en faveur d’une hypothèse simple 
suivant l’une des nombreuses règles proposées dans la littérature [App91]. L’hypothèse 
retenue peut ainsi être celle de crédibilité maximum, de plausibilité maximum, celle dont 
l’intervalle de confiance est de longueur minimum ou encore celle de probabilité 
pignistique maximum [Sem90]. Certains auteurs ont également proposé de prendre la 
décision en faveur d’une hypothèse composée (par exemple pour prendre en compte les 
effets de volume partiel en IRM [Blo96b]). 
3.4 Conclusion 
Nous avons exposé dans ce chapitre trois modèles de représentation des connaissances 
ambiguës : les théories des probabilités, des possibilités et des croyances. Ces dernières 
nous ont ensuite guidé dans l’expression de la fusion dans les cadres formels 
correspondant, en terme d’analyse du comportement des agrégations et de prise de 
décision. L’analyse de ces modèles pour les fusions envisagées dans la suite a révélé tout 
d’abord que la théorie des probabilités était mal adaptée, principalement en raison des 
effectifs d’expérimentation faibles dont nous disposons. La relative simplicité des 
informations à extraire dans les images et la pauvreté des modes de combinaison en théorie 
des croyances ont été ensuite pour nous des éléments décisifs dans le choix d’un cadre 
formel et nous ont fait préférer l’approche possibiliste à la théorie des croyances.
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Puisque l’IRM peut fournir des informations diverses sous forme d’intensités d’images 
liées à l’anatomie par une variété de séquences d’excitations, (par exemple T1, T2, et DP), 
c’est un outil puissant pour améliorer le diagnostic clinique. Les images obtenues à partir 
des différentes séquences d’excitation, sont également appelées : images multispectrales. 
Puisqu’un objet volumique se compose de différents éléments biologiques, un seul type 
d’IRM ne peut pas fournir des informations complètes sur les éléments. Par conséquent, les 
experts en matière de radiologie combinent toujours l’information multispectrale d’IRM 
d’un même objet pour prendre une décision. La théorie de fusion d’information est donc 
particulièrement appropriée pour analyser les signaux multispectraux. 
Notre approche se situe dans ce contexte, elle consiste à  développer justement des 
outils issues des techniques de data mining pour l’extraction des connaissances par fusion 
floue de données. Il s’agit essentiellement de contribuer au développement de systèmes de 
classification guidés par les connaissances. L’aspect flou est pris en considération lors du 
processus de classification.  Afin de valider l’approche développée, une application est 
envisagée pour la classification et la segmentation des images médicales IRM. 
Notons que le concept de fusion, tel que nous l'envisageons, a été introduit dans le 
chapitre 3. Il s'agit pour nous « d'une agrégation d’informations ambiguës, conflictuelles, 
complémentaires et redondantes, autorisant une interprétation des données plus précise 
et/ou moins incertaine ». Cette définition exclut toute confusion avec des méthodes ne 
combinant pas réellement les informations et parfois qualifiées de fusion, comme le 
recalage ou la superposition d'images [Bar94][Con91][Lev89][Sto97]. De plus, Nous 
supposons dans la suite que les diverses images à fusionner sont déjà recalées, i.e.
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placées dans un même repère géométrique. La méthode de recalage se doit d'être 
suffisamment précise, d'une part pour ne pas accroître l'imprécision et l'incertitude 
présentes dans les images, et d'autre part pour pouvoir combiner des informations 
provenant effectivement de la même localisation anatomique. 
4.2 Travaux antérieurs  
Plusieurs travaux dans le domaine de la fusion d’informations sont développés et 
exploités dans la littérature. Un tour d’horizon sur quelques techniques est présenté dans 
cette section. Dans [Wal95], Waltz a présenté trois niveaux de base pour la fusion de 
données pour des images IRM : niveau pixel, niveau caractéristiques et niveau prise de 
décision qui correspond à trois architectures de traitement.  I. Bloch, dans [Blo96b] a décrit 
quelques aspects de la théorie d'évidence de Dempster-Shafer qui peuvent être très utile en 
fusion d’images médicales pour des buts de segmentation ou de classification. Des 
exemples ont été fournis pour montrer sa capacité de tenir compte d'une grande variété de 
situations.  
Des méthodes basées sur le recalage sont considérées comme des méthodes de fusion 
au niveaux pixel, par exemple la fusion IRM-PET (tomographie d’émission de positron) 
sont présentées en [Beh98]. Quelques techniques de segmentation basée sur la 
connaissance à priori peuvent être considérées comme fusion au niveau de caractéristiques 
telle que les méthodes proposées dans [Cla98]. Dans  la référence [Lef00], les auteurs ont 
décrit une certaines fonctions de croyance, la théorie d'incertitude, la théorie de Dempster-
Shafer qui sont souvent utilisées  pour la fusion  au niveau de décision.   
Dans [Bar00a], V. Barra a présenté l’application des aspects de fusion de données à 
plusieurs études concernant le cerveau humain en tenant compte une grande variété 
d’informations (imagerie cérébrale fonctionnelle et anatomiques, connaissances expertes 
de neurochirurgiens, électroencéphalogramme, etc.). Les différentes étapes du processus 
de fusion sont appliquées dans le cadre de fusion des images IRM, la fusion anatomique et 
fonctionnelle et la fusion d’une image IRM et des informations symboliques. Ces concepts 
ensuite sont appliqués à quatre cas cliniques : la quantification des tissus cérébraux, l’étude 
de maladie de type Alzheimer et l’épilepsie et segmentation de noyau sous thalamique. Les 
résultats obtenus sont comparés aux ceux de la littérature. 
Dans [Blo00], I. Bloch a proposé un  cadre unifié de fusion d’informations dans le 
domaine médical basé sur les ensembles flous, et permettant de représenter et traiter aussi 
bien les informations numériques que symboliques, la théorie des ensembles flous est 
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appliquée à trois niveaux : au niveau bas, pour traiter l’information numérique de base 
contenue dans les images, aussi bien que la possible ambiguïté entre les classes; au niveau 
objet, pour représenter des objets ou des structures dans les images en tant qu’objets flous, 
sur la frontière des objets (flou dû par exemple à l’effet de volume partiel, ou à la 
résolution spatiale), ou sur la variabilité inter-individuelle des structures; au niveau plus 
élevé, pour prendre en compte l’information structurale et les rapports spatiaux entre les 
objets, comme la distance, la contiguïté, et la position relative entre les objets. 
Vincent Barra et Jean Yves–Boire dans [Bar01b], ont décrit un cadre général de la 
fusion des images médicales anatomiques et fonctionnelles. Le but de leur travail est de 
fusionner les informations venant des images médicales anatomiques et fonctionnelles, le 
processus de fusion est basé sur la théorie de possibilités permettant la gestion de 
l'incertitude et de l'imprécision inhérentes aux images. Les auteurs ont concentré en 
particulier sur l'étape d'agrégation avec l'introduction d'une nouvelle classe des opérateurs 
basés sur la théorie de l'information et le processus entier est finalement illustré sur deux 
cas cliniques : l'étude de la maladie d'Alzheimer par fusion de MR/SPECT et l'étude de 
l'épilepsie avec la fusion MR/PET/SPECT. Les résultats obtenus ont été très 
encourageants. Vincent Barra et Jean-Yves Boire dans [Bar01c] ont proposé un schéma en 
trois étapes de fusion de l’information basé sur la logique floue permettant une 
segmentation entièrement automatisée des structures cérébrales internes. Les informations 
sont fournies par des images IRM et par la connaissance experte, et consistent en des 
données morphologiques, topologiques, et de constitution des tissus. Dans la première 
étape, toutes les informations ambiguës, complémentaires et redondantes sont modélisées 
en employant la logique floue, dans la deuxième étape, les modèles sont combinés en 
employant des opérateurs de combinaison afin de donner les correspondances et les 
conflits. Finalement, une décision est prise augmentant le niveau de certitude et la 
précision sur la position des structures subcorticales de cerveau. La fusion multimodale des 
images médicales est utilisée dans [Mar02].  
Les auteurs dans [Dou07] ont présenté un cadre de fusion floue d’informations pour la 
segmentation automatique du cerveau humain notamment en présence de tumeurs à partir 
des images de résonance magnétique multispectrales. Dans cette approche trois modèles 
flous sont présentés pour représenter les caractéristiques du tumeur pour les différentes 
séquences d'image IRM. Ils permettent de créer l'espace flou correspondant aux 
caractéristiques du tumeur. L’opérateur de fusion retenu dans ce contexte est la moyenne 
géométrique et la technique de croissance de région est utilisée pour améliorer le résultat 
de la segmentation. Maria del C. et Al [Mar10] ont proposé une nouvelle technique de 
Chapitre 4 : Système de Fusion Floue de Données Pour la Segmentation des Images IRM 
 
 - 73 -
fusion de données multispectrales pour la segmentation de lésion de la matière blanche des 
images médicales IRM, une comparaison des résultats obtenus avec la méthode de seuil 
sur des images de FLAIR est illustrée.  
4.3 Spécificités de la fusion d'images médicales 
4.3.1 L'image : une information particulière 
Pour une introduction détaillée de la spécificité de la fusion d’images, le lecteur pourra 
avantageusement se reporter à l’article de Bloch et Maître [Blo97b]. Nous précisons 
cependant que l'originalité de l'image par rapport à tout autre type de données est qu'elle 
contient aussi une information spatiale. Il est essentiel pour nous de tenir compte de ce 
type de données lors du processus d’agrégation. Dans l’esprit de la fusion que nous 
envisageons, il nous semble en effet essentiel d’intégrer la compétence spatiale pour 
accroître le niveau de pertinence des informations disponibles.  
4.3.2 Spécificités du contexte médical 
Le problème principal lorsqu'on est amené à traiter des images médicales est que la 
"vérité" concernant les données n'existe pas ou n'est pas toujours accessible. D’une 
manière générale, l’information exprimée sur une image médicale n’est qu’une 
approximation ou une représentation de l’objet que l’on tente d’approcher, contrairement 
par exemple au traitement d'images satellite [Rou97] où une réalité de terrain peut être 
obtenue. Il est difficile de qualifier et de quantifier les résultats d'un traitement d'images 
cérébrales issus d'un processus de fusion. La méthode que nous utilisons dans le chapitre 5  
et qui est souvent employée dans le domaine médical consiste en l'évaluation des résultats 
par rapport à un modèle numérique ou fantôme. 
Une autre spécificité du contexte médical est la dimension des problèmes à traiter. En 
raison de la taille des images (typiquement 128 x 128 x 128 en IRM et 64 x 64 x 64 en 
TEM : Tomoscintigraphie par Emission Monophotonique ou TEP : Tomographie par  
Emission de Positron), la quantité d'information est très importante et la fusion de telles 
données est en général complexe. Cette complexité s'exprime également à travers la 
complémentarité et la redondance simultanée entre les images, qui se manifeste par 
exemple dans les zones saines (redondances) et pathologiques (complémentarité, conflit et 
ambiguïté). La complémentarité provient le plus souvent de l'utilisation d'images de types 
différents (anatomiques / fonctionnelles), exprimant des informations hétérogènes 
(morphologiques / physiologiques) mais pertinentes à propos de l'organe étudié. La fusion 
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se doit dans ce cas d'exploiter au mieux la redondance, sans pour autant négliger les zones 
ambiguës qui sont souvent essentielles pour le diagnostic. 
4.4 Imprécision et incertitude dans les images médicales 
Si les termes d'imprécision et d'incertitude peuvent prêter à des interprétations 
différentes suivant la communauté et la sensibilité de chacun, nous les illustrons ici dans le 
cas particulier des images médicales. Dans ce cadre, nous cherchons à mieux exprimer des 
indices ou arguments susceptibles de signer l’information de type «pathologie». Au niveau 
de la fusion, (i.e. avant validation clinique), nous ne disposons pas des qualifications 
statistiques (sensibilité, spécificité) de nos indices, et ne sommes donc pas aptes à gérer les 
imprécisions et incertitudes inhérentes à nos méthodes. Nous nous attachons donc à décrire 
les facteurs d’imprécisions et incertitudes issus de la physique de l’imagerie et des 
méthodes algorithmiques utilisées. 
4.4.1 Sources d'imprécision 
Les imprécisions proviennent ici à la fois du phénomène physiologique, des techniques 
d'imagerie et des algorithmes de reconstruction utilisés. Les plus importantes sources 
d’imprécision dans les images IRM sont : 
- l'effet de volume partiel, rencontré dans toutes les modalités, qui est une 
imprécision sur la localisation de l'information; 
- la transition réelle entre les différents tissus, surtout perceptible en IRM, qui est une 
imprécision due au phénomène physiologique; 
- les troncatures numériques des algorithmes de reconstruction, qui sont des sources 
d'imprécision sur le signal mesuré dans l'image. 
D'autres facteurs relatifs à des choix algorithmiques introduisent également de 
l'imprécision, comme par exemple le choix du filtre en rétroprojection filtrée ou la 
précision de la méthode de recalage. 
4.4.2 Facteurs d'incertitude 
Il existe de même de nombreuses causes d'incertitude dans les images médicales. 
Citons en particulier : 
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- le bruit (de l'antenne en IRM, de reconstruction en TEM et TEP) qui participe à la 
dégradation de l'information et donc à l'incertitude sur le signal "vrai" mesuré; 
- la représentation d'informations symboliques sous forme schématique (atlas, 
variables linguistiques), qui est source à la fois d'imprécision et d'incertitude. 
4.5 Intérêt de la fusion d'images IRM 
La fusion envisagée concerne l’agrégation d’images IRM issues de différentes 
techniques d’acquisition. Les informations à combiner sont donc homogènes, et suivant le 
type d’acquisition l’image offrira des contrastes plus ou moins prononcés entre les tissus 
ou entre parenchyme et pathologie. Un des intérêts principaux de la fusion sera alors 
d’exploiter en particulier la complémentarité entre les différentes images. De nombreuses 
applications peuvent bénéficier de cette technique. Citons entre autres : 
- La détection de zones tumorales   
L’IRM permet d’apprécier facilement une extension tumorale, particulièrement lorsque 
des produits de contraste sont utilisés. Avec certaines techniques d’acquisition, la 
spécificité est aussi plus grande permettant dans certains cas la distinction entre tumeur et 
œdème. Tout l’intérêt va donc résider en une combinaison de ces techniques avec une 
acquisition plus anatomique (de type pondérée en T1) pour évaluer l’extension tumorale. 
Par exemple, un glioblastome cérébral (tumeur affectant la plus grande partie d'un ou des 
deux hémisphères) peut être précisément localisé par fusion d’images pondérées en T1 et 
T2, où la première apporte une information anatomique et la seconde permet de mieux 
évaluer l'extension de la tumeur [Phi95]. De même, les anomalies superficielles (affections 
des méninges, encéphalites, atteintes corticales) peuvent être étudiées par fusion entre une 
image pondérée en T1 et une image issue d’une séquence FLAIR avec injection de produit 
de contraste. La pondération T1 apporte l’information anatomique et la séquence FLAIR 
fournit un contraste entre la pathologie et le parenchyme sans qu'il n'y ait de rehaussement 
des vaisseaux adjacents à circulation lente [Eri98]; 
- La quantification des volumes de tissus cérébraux  
De par sa précision anatomique et la variété des techniques d’acquisition, l’IRM 
permet d’apprécier la distribution des différents tissus cérébraux suivant plusieurs 
contrastes. La quantification volumique de ces tissus est cliniquement fondamentale pour 
l’étude de nombreuses pathologies qui affectent la matière blanche, la matière grise ou le 
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liquide cérébro-spinal [Bra94], ou simplement pour la mesure des volumes chez des sujets 
sains [Raj96]. 
4.6 Approche proposée  
La diversité croissante des techniques d'acquisition d'images a motivé ces dernières 
années de nombreuses recherches visant l'élaboration des modèles de plus en plus efficaces 
de fusion de données. En effet, aussi bien en imagerie médicale, il peut arriver qu'aucune 
des images disponibles ne contienne à elle seule une information suffisante. D'autre part le 
milieu médical confie chaque type d'image à un expert qui porte un diagnostic partiel sur 
la modalité de sa spécialité, puis les spécialistes échangent leurs expériences et de cette 
confrontation naît le diagnostic final. L'exploitation de nombreuses images variées est une 
tâche difficile pour un seul expert. 
Cette approche classique n'utilise q'une partie de l'information issue des différentes 
sources d'images. Ces dernières années et pour pallier à cette lacune et à causes de la 
disposition d'un grand nombre de données hétérogènes, complémentaires et parfois 
ambiguës, la fusion de l'information est proposée comme approche puissante permettant 
d'extraire de chaque image toute l'information qu'elle peut apporter et d'agréger ainsi ces 
informations modélisées dans un cadre commun en utilisant des opérateurs de fusion pour 
avoir une information synthétique la plus exploitable possible. 
En particulier et a cause de l’information spécifique fournie par l’IRM, nous proposons 
dans cette section un cadre de fusion de l’information floue qui permet la segmentation des 
images médicales IRM. Le processus de fusion d’images est décomposé alors en trois 
étapes principales :    
(1) modélisation des informations dans un cadre théorique commun ;                           
(2) fusion des informations issues de la modélisation précédente ;                                  
(3) prise de décision. 
4.6.1 Etape de modélisation des données   
Pour les données à modéliser, nous avons limité notre étude aux données issues des 
deux pondération T2 et DP des images IRM car d’une part, ces séquences contient des 
informations diverses liées à l’anatomie, et d’autre part les experts en radiologie combinent 
toujours l’information multispectrale d’IRM  d’un même objet pour prendre une décision. 
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4.6.1.1 Méthode supervisé ou non supervisé 
Nous devons, tout d’abord, préciser si l’algorithme doit être supervisé ou non. Si les 
méthodes manuelles présentent l’avantage de correspondre exactement aux attentes du 
clinicien, elles ont de nombreux inconvénients parmi lesquels la lenteur, la variabilité inter 
et intra-opérateur, la nécessité de faire le tracé par un expert, de positionner l’image au 
préalable dans un repère donné. L’emploi d’un algorithme supervisé nécessite, comme 
nous l’avons vu précédemment, une base d’apprentissage pour chaque classe et pour 
chaque patient. Cela constitue un inconvénient supplémentaire de ce type de méthodes. De 
plus, la littérature rapporte que les méthodes supervisées en segmentation d’images 
médicales peuvent être très dépendantes de la base d’apprentissage [Bez93].  
Les méthodes semi-automatique présentent l’avantage d’améliorer grandement le 
temps d’exécution, mais restent toutefois tributaires des interventions de l’opérateur. A 
l’inverse, les méthodes non supervisées présentent l’avantage d’être totalement 
indépendantes de l’opérateur, de ne pas nécessiter d’apprentissage, d’être rapide et 
reproductibles. Pour toutes ces raisons, nous avons opté pour une méthode non supervisée. 
4.6.1.2 Choix de l’algorithme de classification  
Les images de modalité IRM traitées dan cette thèse présentent deux caractéristiques, 
que ce soit dans les zones de transition entre tissus (effet du volume partiel, information 
imprécise et vague) ou en raison du bruit présent dans l’image (information incertaine). 
Dans ce contexte, et d’après l’état de l’art présenté dans le chapitre 2, l’approche floue est 
parfaitement adaptée à la manipulation de données incertaines et imprécises. 
L’algorithme FCM (Fuzzy C-Means) a été largement utilisé pour la segmentation des 
images de cerveau, quels que soient la modalité et le type d’acquisition (mono ou 
multimodale) et de nombreux travaux ont notamment été effectués en imagerie par 
résonance magnétique [Bar00a][Bra94][Cla94]. De plus, un grand nombre d’algorithmes 
est dérivé du FCM ; utilisant des métriques différentes ou des prototypes de dimensions 
supérieures. Citons les FCV (Fuzzy C-Variétés), FCE (Fuzzy C-Elliptotypes)[Bez81], 
AFCE (Adaptive Fuzzy C-Elliptotypes) [Dav92]. Les FCM et ses algorithmes dérivés 
souffrent de plusieurs inconvénients :  
? Les degrés d’appartenance sont des degrés relatifs. Autrement dit, l’appartenance 
d’un individu à une classe dépend de l’appartenance de cet individu aux autres 
classes. Les fonctions d’appartenance construites sont donc interdépendantes. 
Aussi, les estimations des centres des classes ne correspondent pas aux centres 
réels ou typiques. 
? Les points aberrantes (éloignés) peuvent avoir des valeurs d’appartenances élevées 
et ils peuvent affecter de façon significative l’estimation des centres de classes. 
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? Ces algorithmes modélisent dans la phase de classement l’hésitation ou l’ambiguïté 
entre classes à partir des règles de décision floues fixées à priori [Mic98]. Dans la 
phase de classification, les points ambigus ou non représentatifs des classes 
peuvent alors affecter la position des centres. 
Pour pallier aux ces problèmes, l’algorithme PCM a été développé [Kri93]. Cet 
algorithme est reconnu comme étant un algorithme plus robuste que celui du FCM 
[Mic98]. Le principal avantage de cet algorithme est qu’il relâche la contrainte probabiliste 
imposée par l’algorithme FCM et qui consiste à définir les degrés d’appartenances d’une 
manière relative. Ces degrés d’appartenance appelés également degrés de typicalités 
représentent les mesures de ressemblances absolues entre les différents individus et les 
centres de clases relatives. Les points aberrants (les points très éloignés de toutes les 
classes) se voient alors dotés de petits poids pour toutes les classes et dont l’influence dans 
la phase de classification est réduite. Le PCM souffre, cependant, du problème de 
coïncidence de classes [Hop00]. On peut avoir, dans certains cas, des classes confondues 
tandis que des sous-groupes de données normaux seront négligés. 
Pour résoudre le problème de coïncidence des classes dans le PCM, Pal et al. 
[Pal97][Pal04] ont proposé de combiner les deux algorithmes ensemble : le FCM et le 
PCM. Leur raisonnement repose sur le fait que les coefficients représentant les degrés 
d’appartenance sont nécessaires pour grouper les points dans une même classe et que les 
coefficients possibilistes réduisent l'influence des points aberrants présents dans les 
données. Par conséquent, ils tiennent compte de la ressemblance relative et absolue pour 
les centres des classes.  
Pour toutes ces raisons, nous nous sommes orientés vers l’algorithme de classification 
floue FPCM (Fuzzy Possibilistic C-Means) pour caractériser les tissus cérébraux et pour 
gérer mieux les artefacts affectant les images IRM. 
4.6.1.3  Choix des paramètres de l’algorithme 
Nous utilisons l’algorithme de classification FPCM pour segmenter les tissus 
cérébraux dans les images IRM. Pour cela, il nous faut définir les différents paramètres 
gouvernant la méthode, à savoir les valeurs de m et C, le choix du degré de typicalité λ, la 
métrique utilisée et enfin les vecteurs forme représentant les pixels des images. 
a) Détermination du nombre de classes 
Nous nous plaçons ici dans une problématique de caractérisation de tissus cérébraux. 
Notre objectif donc consiste à segmenter l’encéphale en ses trois tissus  : la matière 
blanche (MB), la matière grise (MG), le liquide cérébro-spinal (LCS) et éventuellement le 
fond de l’image. Dans le reste de ce manuscrit, C sera donc pris égal à trois ou quatre. 
Cependant, suivant le cas étudié, rien n’empêche d’ajouter plusieurs classes pour détecter 
des éventuelles entités pathologiques (tumeurs, etc.) [Phi95]. 
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b) Choix des paramètres m et λ 
Le paramètre m contrôle le degré de flou de la partition floue U. Si m est proche de 1, 
la partition résultante est quasiment non floue, chaque vecteur xj est assigné à une classe i 
et une seule avec un degré d’appartenance uij =1. Inversement, alors que la croissance de 
m dans le FCM tend à augmenter le degré de partage des vecteurs aux classes (les degrés 
d’appartenance de xj à chacune des C classes sont égaux à 1/C lorsque m tend vers 
l’infini). Selon Barra dans [Bar00a], il n’existe pas de méthode pour optimiser de manière 
générale ce paramètre, chaque problème appelle un choix dépendant de la nature des 
données. Des valeurs comprises dans l’intervalle [1.5,3] pour m,  et dans l’intervalle [3,5] 
pour λ sont généralement acceptées afin d’assurer la convergence de l’algorithme. De ce 
fait et après certains expérimentations sur les valeurs de m et λ nous avons choisi m=2 et    
λ =3 dans le cadre de notre étude. 
c) Choix de la distance 
Pour notre cas, nous avons opté d’utiliser l’algorithme FPCM avec la distance la plus 
usuelle et la plus rapide à calculer, qui est la distance euclidienne (définition initiale de 
PCM [Kri93]). Nous supposons donc que la forme des nuages de points représentant les 
classes de tissus est quasi-sphérique [Bar00a]. 
d) Choix des vecteurs forme 
Le choix des vecteurs forme est fondamental puisque leur pertinence va permettre de 
discriminer les pixels entre eux. Ce choix est défini suivant le type de modalité. L’image 
anatomique que nous utilisons est l’IRM. L’imagerie par résonance magnétique est une 
modalité d’imagerie multi-spectrale donnant accès à un grand nombre de paramètres et 
donc de vecteurs forme. La première caractéristique qui peut être exploitée est le signal lui 
même, principalement par l’intermédiaire d’images pondérées en T1, T2 et en densité de 
protons. Le vecteur forme xj d’un pixel j est alors formé des niveaux de gris de ce pixel 
dans toutes les images. Cette information est très largement utilisée en segmentation 
d’images, en particulier dans un cadre flou [Suc99] ou non flou [Moh99].  
4.6.1.4 Etapes de l’algorithme utilisé dans la phase de modélisation   
Les principales étapes de l’algorithme FPCM retenu pour la modélisation sont :  
1. La fixation aléatoire d’une matrice d’appartenance U. 
2. La fixation aléatoire d’une matrice de typicalité T. 
3. Le calcul des centroïdes des classes B. 
4. Le réajustement des deux matrices U et T suivant les positions des centroïdes. 
5. Evaluation du critère de minimisation et retour à l’étape 3 s’il y a non convergence de 
critère. 
Chapitre 4 : Système de Fusion Floue de Données Pour la Segmentation des Images IRM 
 
 - 80 -
Le pseudo-code de cet algorithme est dressé dans la table 4.1 ci-dessous : 
Table 4.1 : Algorithme FPCM  
Etape 1 : Fixer les paramètres. 
    Les entrées :  X = (xj, j=1..N) l’ensemble des vecteurs formes, 
                          C : nombre de classes 
                          ε = 0.005                                 // Seuil représentant l’erreur de convergence 
                          m ∈ [1.5,3]                              // Degré de flou 
                          λ  ∈ [3,5]                                 // Degré de typicalité 
 
Etape 2 :      2.1 Initialiser la matrice de degrés d’appartenances U par des valeurs aléatoires    
                           dans l’intervalle [0,1]. 
                     2.2  Initialiser la matrice de degrés de typicalité T par des valeurs aléatoires dans
                            l’intervalle [0,1]. 
 
Etape 3 :     3.1 Mettre à jour la matrice prototype B par la relation 
 


































Etape 4 :      4.1 Mettre à jour la matrice des degrés d’appartenance U  par la relation 
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                      4.2 Mettre à jour la matrice des degrés de typicalité T  par la relation 
 






























Etape 5 : Répéter les étapes (3), (4) et (5) jusqu’à satisfaction du critère d’arrêt qui s’écrit : 
                                   ε≤− AncienNouveau JJ  
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4.6.2 Etape de fusion de données   
De nombreux auteurs ont comparé les théories des probabilités, des possibilités et des 
croyances, et ont détaillé les transformations permettant de passer d’un formalisme à 
l’autre [Blo5a][Meu95][Dub99][Fab96][Las99][San91]. Notre propos ici n’est pas de 
comparer les théories de façon formelle, mais plutôt de choisir le cadre le plus adéquat à la 
représentation des informations du chapitre 5. Nous justifions donc ici l’orientation 
théorique du reste de ce manuscrit. En particulier, nous montrons pourquoi nous avons 
retenu la théorie des possibilités. Ce choix est motivé d’une part par les limitations et les 
inadaptations des autres modèles aux problèmes rencontrés dans le chapitre 5, et d’autre 
part par les qualités intrinsèques de la théorie des possibilités vis-à-vis des fusions que 
nous envisageons dans la suite. 
4.6.2.1  Choix du cadre théorique de fusion  
La théorie la plus utilisée dans la littérature pour modéliser l'information extraite des 
images est sans conteste la théorie des probabilités, associée à la théorie bayésienne de la 
décision [Dud73]. Cependant, si les probabilités représentent bien l'incertain qui entache 
cette information, elles ne permettent pas aisément de représenter son imprécision 
[Blo94][Wal91]. Il est par exemple, parfois difficile de distinguer sur une image médicale 
la surface du cerveau de l'enveloppe crânienne[Blo96b]. De plus :  
- dans les images IRM multispectrales qu’on veut traiter, les informations sont à la fois 
incertaines et imprécises. Or la théorie des probabilités ne peut pas bien prendre en compte 
l’imprécision des données [Dub99]; 
- le formalisme, notamment introduit dans la règle de Bayes, requiert des 
connaissances a priori sur l’occurrence de chaque phénomène par l’intermédiaire des 
probabilités conditionnelles et des probabilités a priori des événements. Des modèles 
peuvent représenter ces connaissances mais imposent alors des hypothèses fortes sur les 
étapes de modélisation (densités, hypothèse d’indépendance…) et de fusion. Quelques 
tests ont été proposés pour valider chacune des hypothèses [Cha95], mais la restriction du 
comportement des intensités dans les images à des lois paramétriques nous a paru 
contraignante et peu justifiable; 
- la connaissance qui n'est pas probabiliste par nature est difficile à inclure. Par 
exemple, nous pouvons savoir qu’un capteur a une dérive dans ses mesures, mais ne pas 
connaître la loi de dérive par rapport au temps ou à la position. Cependant, ce phénomène 
doit être pris en compte pour gérer l'incertitude des données.  
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Le deuxième cadre théorique fréquemment utilisé pour la fusion des images médicales 
IRM est le cadre crédibiliste basé sur la théorie de croyances. Cette théorie introduite par 
Dempster-Shafer permet également de représenter les deux natures de l'information : 
l’incertitude et l’imprécision, à l'aide de fonctions de masse induisant des fonctions de 
plausibilité et des fonctions de crédibilité[Gua91][Sha76]. Malheureusement, ce cadre de 
fusion souffre des limitation suivantes :  
- la théorie de l’évidence prend en compte les ensembles composés de plusieurs 
classes, ce qui permet de considérer le doute entre les classes. Il n’est pas toujours évident 
de choisir l’appartenance d’un élément x entre deux classes [Lec05]. 
- la richesse de l’étape de modélisation des données en théorie des croyances est 
indéniable et sa flexibilité en fonction des contraintes peut être particulièrement adaptée à 
la représentation des connaissances en imagerie médicale (choix d’hypothèses composées 
pour représenter le volume partiel, ou l’incomplétude de l’information). Dans les 
applications d’images IRM, nous n’aurons cependant pas l’opportunité d’utiliser des 
hypothèses composées mais des singletons, puisque les informations que nous extrairons 
de ces images pourront directement être modélisées par des hypothèses simples ou par des 
distributions de possibilité [Bar00a]. 
- elle est Moins riche d'un point de vue d’opérateurs de fusion. En effet, l’étape de 
combinaison en théorie des croyances se résume la plupart du temps à l’application de 
l’opérateur orthogonal, dans le cas où toutes les ambiguïtés peuvent être introduites à 
l’étape de modélisation.  
 Alternativement aux modèles précédents, la théorie des ensembles flous de Zadeh 
[Zad65] offre un cadre déterministe riche pour représenter l'imprécision, et la théorie des 
possibilités [Dub88b] permet de représenter à la fois l'imprécision et l’incertitude. Nous 
retenons ce formalisme de fusion pour deux raisons essentielles : D'une part, cette théorie 
offre une grande variété d’opérateurs ayant des comportements différents suivant la 
situation présentée (hétérogénéité des sources, conflit, information contextuelle). Dans les 
informations que nous aurons à traiter, deux images pourront être tantôt concordantes (par 
exemple dans les zones saines) et tantôt en conflit (par exemple dans les zones 
pathologiques). De plus, certaines images seront plus susceptibles que d’autres d’extraire 
une information pertinente sur un événement (par exemple l’IRM pour la localisation du 
liquide cérébro-spinal). Le fait de prendre en compte dans la combinaison le conflit et la 
fiabilité des sources nous a paru fondamental, en particulier pour préserver l’information 
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pertinente pour le diagnostic [Bar00a]. D'autre part, cette théorie nous semble la plus 
adaptée au problème considéré dans le sens de représentation de l'information. 
4.6.2.2  Choix de l’opérateur de fusion   
L’étape d’agrégation est la phase la plus fondamentale pour une exploitation pertinente 
des informations issues des images IRM à traiter en particulier les deux séquences T2 et 
DP. Etant donnée la modélisation proposée au paragraphe précédent, l’opérateur doit 
combiner, pour un tissu T donné, les distributions de possibilité πT2 et πDP, en soulignant 
les redondances et en gérant les ambiguïtés et les complémentarités. 
De plus, Les images IRM sont supposées recalées et un même voxel correspond donc à 
une localisation anatomique identique dans les deux images. Bien que les techniques 
d’acquisition fournissent des contrastes différents dans l’image, l’imagerie anatomique 
renseigne sur la distribution des tissus et les informations issues des deux images doivent 
alors être pratiquement partout concordantes. Les désaccords et ambiguïtés doivent a 
priori se situer dans les zones de transition entre tissus (contraste plus ou moins prononcé 
des différentes interfaces entre tissus suivant les acquisitions) et dans les zones 
pathologiques (expression d’une pathologie plus prononcée dans une image acquise avec 
injection de produit de contraste par exemple). 
L’opérateur retenu doit donc souligner les redondances entre images (conjonctivité) 
sans pour autant négliger de garder trace du conflit existant, puisque celui-ci peut être 
fondamental pour l’étude d’une pathologie. En se référant à la taxinomie introduite dans le 
paragraphe 3.3.3, nous avons donc éliminé les opérateurs CCIC et CVIC qui ne nous ont 
pas semblé adaptés. Nous avons alors choisi un opérateur dépendant du contexte (CDC) 
par l’intermédiaire d’une mesure de conflit entre les sources.    
4.6.3 Etape de décision 
L’étape finale du processus de fusion, a pour objectif de la prise de décision quant à 
l’appartenance d’un voxel à une classe. Deux critères de décision sont couramment 
utilisés :  
- Le critère de maximum de possibilité : dans ce cas, la solution est celle pour laquelle 
la distribution fusionnée atteint son maximum de degré de possibilité ; 
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- Le critère de seuil : cette règle consiste à choisir un seuil de degré de possibilité, et les 
valeurs du paramètre pour lesquelles le degré de possibilité y est supérieur représentent les 
solutions. 
Pour notre cas d’étude nous devrons avoir une solution unique, pour cette raison nous 
avons choisi le critère de maximum de possibilité. Appliquons donc cette règle et affectons 
chaque voxel à la classe de tissu pour laquelle il a la plus grande appartenance. Nous 
créons ainsi une image SYNT étiquetée en C classes : 
))()()(())(( vvTSTvSYNTv TS ππ ≤≠∀⇔∈∈∀  
L'image SYNT peut alors être utilisée par exemple pour quantifier les volumes de tissus 
sains, pathologiques, ou suivre l'évolution d'une tumeur dans des images acquises à 
différents temps. 
L’architecture du système de fusion floue de données proposé pour la segmentation 
d’images médicales IRM est  représentée dans la figure 4.1 ci-dessous :  
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Figure 4.1 : Schéma du système de fusion proposé. 
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L’algorithme générale utilisé pour la fusion est décrite dans la table 4.2 suivant :  
 
Table 4.2 : Algorithme général de fusion  
Modélisation des images 
        Pour i dans  {T2,DP} faire   
            FPCM (i)                                 {Calcul des degrés d’appartenance pour les deux      
       Fin Pour                                         images T2 et DP}     
Fusion 
      Fusion possibiliste                         {Entre chaque classe de  T2 et la même classe    
                                                             de l’image DP en utilisant un opérateur de fusion}   
Décision 
        Image segmentée                           {Application du règle «maximum de possibilité»} 
 
4.7 Conclusion 
Dans ce chapitre nous avons expliciter en détail les différentes étapes de la fusion de 
données de l’approche proposée pour répondre à la problématique de l’extraction des 
connaissances par fusion floue/possibiliste de données.  
Tout d’abord nous avons présenté les particularités des données issues des images 
médicales IRM. De plus, plusieurs argumentations par rapport aux d’autres algorithmes de 
classification ont été discutées afin de choisir l’algorithme FPCM pour la phase de 
modélisation des données. Ce choix est motivé essentiellement par les avantages apportés 
par cet algorithme pour palier les problèmes majeurs des algorithmes FCM et 
PCM notamment le problème des points aberrants et la coïncidence des centres de classes. 
Après la phase de modélisation, nous avons précisé le cadre théorique de fusion retenu, 
nous avons opté pour la théorie des possibilités qui offre une panoplie d’opérateurs de 
fusion à comportements différents. Pour la dernière étape, nous avons introduit la règle de 
décision choisie, permettant d’exploiter les résultats de la fusion. 
Dans le chapitre suivant nous allons évaluer notre système de fusion proposé.  











Les résultats obtenus par le système de fusion précédemment décrit sont évalués 
quantitativement dans ce chapitre, sur des images simulées mises à disposition par  
l’Institut Neurologique de l’Université McGill de Montréal sur le site internet Brainweb6. 
Ces fantômes permettent de quantifier les performances de notre  approche proposée, pour 
différentes valeurs des paramètres, sur des images réalistes du point de vue anatomique, 
qui contiennent du volume partiel et sur lesquelles les niveaux de bruit et d’hétérogénéités 
d’intensité peuvent être choisis. 
Ce chapitre est organisé en quatre parties : Les images simulées sont présentées dans 
un premier temps. La méthodologie de choix de l’opérateur de fusion retenu est illustrée en 
deuxième temps. Le fonctionnement de système est présenté dans un troisième temps sur 
un exemple d’une coupe IRM simulée. Des résultats obtenus sur des volumes de fantômes 
lorsque les niveaux de bruit augmentent sont finalement présentés. 
5.2 Description des volumes traités 
5.2.1 Données de synthèse  
Les volumes de synthèse utilisés proviennent de l’Institut Neurologique de l’Université 
McGill de Montréal. Ce dernier met en effet à disposition des volumes cérébraux de 
synthèse correspondant à différentes pondérations d’acquisition. Cette base de données est 
plus connue sous le nom de Brainweb. Chaque volume cérébral, pour lequel les
                                                 
6 http//www.bic.mni.mcgill.ca/brainweb 
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caractéristiques en termes de niveaux de bruit et de dérive du champ radiofréquence sont 
connues, est constitué de liquide cérébro-spinal, de matière blanche, de matière grise, de 
neuroglie (tissu localisé autour des parois des ventricules), de muscle, de graisse, de peau 
et du crâne. La vérité terrain est connue sous forme de fractions tissulaires et la figure 5.1 
présente une coupe des cartes floues de MB, MG, LCS et du crâne. L’étiquette finale 
attribuée à chaque voxel correspond alors au tissu majoritaire. La connaissance des défauts 
des images ainsi que de la vérité terrain présente évidemment un intérêt certain pour 




MB                     MG                   LCS                 Crâne 
Figure 5. 1 : Exemple de cartes floues du fantôme [Kwa96]. 
Pour chaque volume de données, constitué de l’empilement de 181 coupes, les 
paramètres d’acquisition (temps d’écho, de répétition, taille des voxels, épaisseur des 
coupes, distance intercoupes...) sont connus. Chaque coupe se compose 217×181 voxels, 
ces derniers sont isométriques et de dimensions 1×1×1 mm. On rappelle que, pour chaque 
volume, le niveau de bruit simulé ainsi que le niveau de dérive du champ radiofréquence 
sont connus. 
5.2.2 Constructions des images simulées 
A partir des cartes floues de tissu du fantôme et à l’aide des équations de Bloch 
[Blo46], des images IRM peuvent êtres simulées en différentes pondérations, telles que T1, 
T2, DP et aussi il est possible de contrôler à volonté les paramètres d’épaisseur de coupe, 
de bruit et d’hétérogénéité (figure 5.2) afin d’obtenir des images réalistes dont le bruit dans 
l’image est un bruit blanc gaussien qui est exprimé comme un pourcentage de son écart 
type à l’intensité moyenne du signal. Chaque volume de données est constitué de 181 
images de taille 181×217 pixels tout comme le fantôme. 
Les principales étapes mises en oeuvre afin de transformer le volume initial en un 
fantôme permettant de générer des simulations sont les suivantes : 
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Figure 5.2 : Le simulateur Brainweb. 
- la correction des non-uniformités : avant tout traitement du volume initial, un 
algorithme de correction des non-uniformités des niveaux de gris a été appliqué afin de 
réduire au maximum les risques d’erreurs de classification. 
- la classification : la classification a été réalisée à partir d’un ensemble 
d’apprentissage décrivant des exemples de pixels appartenant aux différents tissus 
recherchés et marqués par un expert. Plusieurs algorithmes de classification ont été testés 
et le principe des plus proches moyennes a été retenu comme fournissant le meilleur 
résultat. Afin de construire un fantôme réaliste, les effets de volume partiel sont pris en 
compte. Ainsi pour chaque pixel du volume, un vecteur décrit la proportion de chacun des 
tissus qui le constituent. Le résultat de la classification est finalement constitué par 9 
volumes décrivant chacun l’un des tissus recherchés (matière blanche et grise, liquide 
cérébro-spinal, graisse, muscles, crâne, air,…). Au sein de chaque volume, l’intensité d’un 
pixel représente sa fraction pour le tissu correspondant. 
- les corrections manuelles : un ensemble de corrections manuelles ou semi-
automatiques a été réalisé afin d’améliorer le résultat de la segmentation. Ainsi, le fantôme 
final est composé de 9 volumes de tissus corrigés et la carte de référence qui lui est 
associée correspond en chaque pixel au tissu le plus représenté. Ce fantôme permet de 
décrire une géométrie réaliste de cerveau humain. L'étape suivante consiste à définir les 
niveaux de gris de chaque voxel afin de compléter la simulation. 
- les simulations : les niveaux de gris simulés pour chaque voxel du volume ont été 
obtenus par résolution des équations de Bloch. Le simulateur [Kwa99] permet la prise en 
compte des effets de volume partiel, de l’hétérogénéité et du bruit. 










3% de bruit 
20% d’inhomogénéités 
 
7% de bruit 
20% d’inhomogénéités 
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Pour nos évaluations, nous avons choisi des volumes avec une épaisseur de coupe de    
1mm, taille couramment utilisée pour générer des images anatomiques. Le choix du bruit 
proposé sur le site Brainweb est compris entre 0% et 9% et celui des valeurs du 
paramétrage d’hétérogénéité entre 0% et 40 %. Pour des raisons de réalisme, la valeur de 
9% produit des images à l’allure très artificielle et nous l’avons écartée. Nous avons utilisé 
dans nos simulations les valeurs 0%, 3% et 5%. La valeur du paramètre d’inhomogénéité 
(HC) a été fixé à 20%. La valeur 0% n’a pas été retenue. De même, La valeur de 40% a été 
écartée car elle perturbe trop les distributions des niveaux de gris dans les images et que 
dans la réalité l’inhomogénéité se situe plutôt aux environs de 10%. Le tableau 5.1 résume 
les paramètres de simulation qui ont été utilisés dans nos études :  
Séquences d’IRM Paramètres 
d’acquisition T1 T2 DP 
TI(ms) - - - 
TR(ms) 18 3300 3300 
TE(ms) 10 120 35 
Angle 30 90 90 
Résolution(m3) 1 x 1 x 1 1 x 1 x 1 1 x 1 x 1 
HC(%) 20 20 20 
Tableau 5.1 : Paramètres utilisés pour simuler les images IRM                                          
en pondérations T1, T2 et DP. 
Donc, un jeu particulier est constitué d’un volume multi-échos composé des 
pondérations en T2 et en densité de protons DP. Pour chaque niveau de bruit (0%, 3%, 
5%) un seul niveau de dérive du champ radiofréquence est utilisé (20%), constituant ainsi 
une base d’évaluation de 3 volumes. Par la suite, si on désigne par Brain xyz le volume 
multi-échos caractérisé par : une épaisseur de coupe x=1 mm, un bruit de y% et de dérive 
de z%, alors les volumes générés sont notés respectivement par Brain 1020, Brain 1320 et 
Brian 1520. 
5.3 Critères d’évaluation  
Pour tester la méthode développée de façon pertinente, nous jugeons la qualité de la 
segmentation obtenue par rapport à plusieurs estimateurs souvent utilisés dans la littérature 
[Ric04] : 
– Sensibilité (SE) : elle correspond à la proportion de vrais positifs par rapport à 
l’ensemble des structures qui devraient être segmentées : 
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La sensibilité tend vers 1 (resp. 0) s’il y a peu (resp. beaucoup) de faux négatifs. Cet 
indicateur permet d’évaluer dans quelle mesure l’intégralité d’une structure recherchée est 
segmentée. 
– Spécificité (SP) : elle correspond à la proportion de vrais négatifs par rapport à 
l’ensemble des structures qui ne devraient pas être segmentées : 
 
La spécificité tend vers 1 (resp. 0) s’il y a peu (resp. beaucoup) de faux positifs. Cet 
indicateur permet d’évaluer dans quelle mesure l’intégralité du complémentaire d’une 
structure recherchée n’est pas segmentée. 
– Recouvrement (RE) : il correspond à la proportion de vrais positifs par rapport à 
l’ensemble des structures qui ont été ou devraient avoir été segmentées : 
 
Le recouvrement tend vers 1 (resp. 0) s’il y a peu (resp. beaucoup) de faux positifs et 
de faux négatifs. Cet indicateur permet d’évaluer dans quelle mesure la structure 
recherchée correspond quantitativement et qualitativement à la segmentation. 
– Similarité (SI) : elle correspond à la proportion de vrais positifs par rapport à 
l’ensemble des structures qui ont été et devraient avoir été segmentées : 
 
La similarité tend vers 1 (resp. 0) s’il y a peu (resp. beaucoup) de faux positifs et de 
faux négatifs. A l’instar du recouvrement, cet indicateur permet d’évaluer dans quelle 
mesure la structure recherchée correspond quantitativement et qualitativement à la 
segmentation. 
Notations employées : 
- TP : vrais positifs (true positive) ; 
- FP : faux positifs (false positive) ; 
- TN : vrais négatifs (true negative) ; 















  Chapitre 5 : Résultats et Evaluation   
 
 - 92 -
5.4 Méthodologie de choix de l’opérateur de fusion  
Afin de fixer l’opérateur de fusion le plus adéquat pour notre approche proposée, 
plusieurs opérateurs ont été testés, les tests ont porté sur la fusion d’images IRM acquises 
en pondération T2 et en densité de protons DP. Ils ont été effectués sur un fantôme 
numérique de cerveau Brain1020 décrit dans le paragraphe 5.2.2. Pour un couple d’images 
et un tissu T donnés (LCS, MG, MB, FD), nous avons fusionner pour tous les voxels v les 2 
distributions de possibilités )(2 vTTπ et )(vDPTπ  par les trois opérateurs suivants : 
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La quantité h est une mesure d’accord entre les deux distributions de possibilité 
(distance moyenne entre les deux cartes d’appartenance au tissu T). Nous avons choisi 
cette mesure de conflit pour permettre à l’opérateur de fusion de prendre en compte une 
quantité globale de conflit dans les images. 
Les opérateurs FOP1, FOP2, FOP3 ont été décrits dans [Dub92]. Leur comportement 
de combinaison est assez similaire et obéit à une certaine logique de construction, illustrée 
ici sur l’opérateur FOP3. Si les deux images sont fiables, alors une T-norme renormalisée 
(min( )(2 vTTπ , )(vDPTπ )/h) est utilisée pour une combinaison conjonctive. Dans le cas 
contraire, hypothèse est faite qu’au moins une des deux images est fiable et l'opérateur agit 
prudemment. La confiance est graduellement reportée sur le support de l'union de 
)(2 vTTπ et )(vDPTπ , soulignant ainsi la difficulté d'extraire une information pertinente. La 
quantité (1-h) est une estimation du conflit entre les deux cartes floues et le terme 
Min(Max( )(2 vTTπ , )(vDPTπ ),1-h) limite son influence aux supports des deux distributions. 
Les résultats de l’étape de modélisation des données sur la coupe 94 du volume Brain 
1020 sont présentés dans la figure 5.3 ci-dessous :  
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      Image IRM pondérée en T2                    Image IRM pondérée en DP 













































































 Vérité terrain T2 DP 
(b) 
Figure 5.3 : (a) Images IRM en pondérations T2 et DP (coupe 94) illustrants la fusion.                
(b) Cartes floues des tissus LCS, MB et MG obtenues par l’algorithme FPCM et celles données   
par la vérité terrain pour les images T2 et DP. 
Les cartes floues de tissus fusionnés à l’aide des trois opérateurs FOP1, FOP2 et FOP3  
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Figure 5.4 : Cartes floues obtenues par les differents opérateurs. 
Les résultats de l’évaluation quantitative de la fusion sur le volume Brain 1320 complet 
en utilisant les estimateurs de comparaison SE, SP, RE et SI sont présentés sur les figures 


















RE     SE     SP     SI     
RE     0.70580.69240.7050
SE     0.79980.79760.7992
SP     0.99090.99070.9908
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Figure 5.7 : Mesures de performance pour la matière grise MG. 
Visuellement, les cartes fusionnées se sont révélées peu différentes les une des autres, 
quelle que soit la classe de tissu. L’analyse des opérateurs en fonctions des différentes 
mesures de comparaison suggère également un comportement quasiment identique des 
opérateurs. Nous notons cependant une légère affirmation de l’opérateur FOP1 par rapport 
aux deux autres opérateurs FOP2 et FOP3. Nous proposons donc de fusionner les cartes de 
tissus avec cet opérateur. 
5.5 Résultats de la classification et évaluation du système proposé   
Dans cette section nous présentons les expérimentations que nous avons réalisé sur des 
images de synthèse issues de Brainweb. Afin d’expliciter le fonctionnement de l’approche 
proposée, les résultats de chaque étape de la fusion sont présentés sur trois coupes axiales 
de Brainweb pour les deux pondérations T2 et DP dont l’objectif est de distinguer les trois 







RE     SE     SP     SI     
RE     0.85040.84790.8500
SE     0.94620.93440.9462
SP     0.97440.97380.9743













RE     SE     SP     SI     
RE     0.76450.76380.7643
SE     0.87760.87680.8767
SP     0.95990.95600.9549
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5.5.1 Création de modèles de tissus   
Cette phase consiste à modéliser les images IRM à fusionner. Pour créer les cartes 
floues de tissus des différentes images IRM en particulier les deux pondérations T2 et DP, 
nous avons appliqué l’algorithme de classification FPCM sur chaque image, en 
représentant les voxels par leurs niveaux de gris. Les différents paramètres de cet 
algorithme sont décrits dans la section 4.6.1.3 du chapitre 4. Les résultats sur les coupes 





            Image IRM pondérée en T2                    Image IRM pondérée en DP 
 
 
Coupe axiale 62                                                                                       













































































 LCS MB MG 
Figure 5.8 : Les classes LCS, MB et MG extraites par FPCM et de la vérité terrain. 
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Image IRM pondérée en T2                    Image IRM pondérée en DP 
 
 
Coupe axiale 86                                                                                      














































































 LCS MB MG 
Figure 5.9 : Les classes LCS, MB et MG extraites par FPCM et de la vérité terrain. 
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                     Image IRM pondérée en T2                       Image IRM pondérée en DP 
 
 
Coupe axiale 100                                                                                     














































































 LCS MB MG 
Figure 5.10 : Les classes LCS, MB et MG extraites par FPCM et de la vérité terrain. 
L’image T2 donne un bon contraste entre LCS et (MB/MG), c’est pourquoi la carte 
floue LCS issue de T2 est très proche du modèle de référence (vérité terrain). La carte MG 
quant à elle caractérise les principales structures de ce tissu (cortex et noyaux gris 
centraux), mais quelques problèmes subsistent comme par exemple la faible définition de 
certains noyaux gris (putamen). Enfin, la carte MB est surestimée et assigne des degrés 
d’appartenance non nuls aux voxels de certains noyaux gris centraux (putamen et globus 
pallidus). L’image DP fournit enfin un faible contraste entre LCS et MG, mais différencie 
bien (MG/LCS) de MB (où l’on distingue l’effet de l’hétérogénéité de champ, les 
appartenances n’étant pas uniformes sur l’ensemble de la matière). 
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Ainsi, les cartes de tissus issues des différentes techniques d’acquisition apportent des 
informations complémentaires et redondantes. L’étape de fusion va permettre dans le 
paragraphe suivant de gérer ces imprécisions de classification, et de ne retenir pour chaque 
tissu que l’information la plus pertinente. Nous allons donc fusionner les deux cartes 
floues issues des images T2 et DP pour un tissu donné afin d’avoir une meilleure 
segmentation par rapport à l’image étiquetée du vérité terrain. 
5.5.2 Fusion des cartes d’appartenance et prise de décision   
Cette étape consiste à agréger les cartes floues des tissus MB, MG et LCS à l’aide de 
l’opérateur FOP1 introduit dans le paragraphe 5.4. La règle de maximum de possibilité est 
retenue dans notre étude. L’application de cette règle permet de créer l’image segmentée 
par fusion. Les cartes de tissus fusionnées et le résultat finale de la segmentation sont 










































LCS MB MG Image de fusion 
Figure 5.11 : Résultat de la fusion des coupes 62, 86 et 100. 
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Les différentes segmentations des images T2 et DP obtenues par l’algorithme FPCM et 


























































   
 (a) (b) (c) (d) (e) 
Figure 5.12 : Résultats de la segmentation : (a) Image originale pondérée en T2.                         
(b) Image originale pondérée en DP. (c) Résultat de la segmentation de T2 seule par FPCM.      
(d) Résultat de la segmentation de DP seule par FPCM. (e) Résultat de la segmentation par 
l’approche proposée. 
Les résultats en figures 5.8, 5.9, 5.10, 5.11 et 5.12 entraînent les commentaires 
suivants :   
 - La carte LCS issue de la fusion n’est pas conforme à celle du vérité terrain. Le 
manque d’informations sur les petits sillons et la mauvaise discrimination LCS/MG de 
l’image DP font que la carte LCS fusionnée pour les trois coupes représente mal la 
distribution du liquide. 
- Une amélioration significatif est remarquée pour la carte MB après la fusion par 
rapport à celle obtenue par l’utilisation de l’image T2 seule. Ceci est dû à l’utilisation 
conjointe des deux images T2 et DP et du comportement de l’opérateur de fusion qui agit 
ici comme un opérateur conjonctif. 
  Chapitre 5 : Résultats et Evaluation   
 
 - 101 -
- La carte MG fusionnée est fortement améliorée notamment par rapport à celle 
obtenue par l’utilisation de l’image DP seule. De plus, le processus de fusion permet de 
réduire l’effet de bruits dans les images, ceci est pour les trois coupes.   
- Enfin, et malgré le bruitage élevé des images on peut constater visuellement que 
l’image segmentée par fusion paraît meilleure que les segmentations obtenues si en prend 
chaque modalité seule. 
L’évaluation quantitative des résultats joue un rôle important dans la segmentation 
d’image [Zha94]. L’utilisation d’images de synthèse permet de comparer quantitativement 
la segmentation obtenue par rapport à une segmentation de référence (vérité terrain). La 
robustesse des systèmes de segmentation peut ainsi être étudiée et comparée pour 
différents niveaux de bruit et d’hétérogénéité d’intensité des images simulées. Il est 
également possible pour un même système de segmentation de tester quantitativement 
l’influence du choix de certains paramètres sur les résultats de la segmentation. 
 Pour évaluer l’approche proposée et sa performance vis à vis du bruit, nous présentons 
dans ce qui suit les expérimentations que nous avons réalisé sur les trois volumes des 
images IRM simulées : Brain 1020, Brain 1320 et Brain 1520 qui sont décrits dans le 
paragraphe 5.2.2. Les résultats obtenus sont comparés avec ceux des approches classiques 
en particulier une segmentation floue par l’algorithme de classification FPCM sur l’image 
T2 seule et DP seule, en utilisant les mêmes données. Ces résultats sont présentés sur les 
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Figure 5.13 : Comparaison des taux de recouvrement obtenus par differents                      








Figure 5.14 : Comparaison des taux de recouvrement obtenus par differents                    










Figure 5.15 : Comparaison des taux de recouvrement obtenus par differents            
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Figure 5.16 : Comparaison des taux de similarité obtenus par differents                          







Figure 5.17 : Comparaison des taux de similarité obtenus par differents                         







Figure 5.18 : Comparaison des taux de similarité obtenus par differents                           
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5.6 Analyse des résultats  
Les graphiques comparatifs des résultats en figures 5.13, 5.14, 5.15, 5.16, 5.17 et 5.18  
permettent de souligner les remarques suivantes :  
Les résultats obtenus après le calcul des différents critères d’évaluation à savoir le taux 
de recouvrement et le taux de similarité donne l’avantage du système proposé pour la 
fusion de données issues des deux images T2 et DP par rapport aux approches classiques 
tel que l’algorithme de classification FPCM appliqué à chacune des images séparément.  
En effet, le processus de fusion augmente considérablement le taux de recouvrement de 
la matière blanche MB obtenue par l’algorithme de classification FPCM sur l’image T2 
seule. Le pourcentage d’amélioration est de 4% pour un niveau de bruit égale à 0%, de 9% 
pour un niveau de bruit fixé à 3% et de 1% quand le niveau de bruit atteint 5%. De même,  
on peut remarquer une légère amélioration estimée à 4% de la matière grise MG pour les 
deux niveaux de bruit 3% et 5%. 
De plus, l’approche proposée rendre le taux de recouvrement de la matière blanche MB  
très significatif par rapport au taux obtenu par l’application de l’algorithme FPCM sur 
l’image DP seule, en effet, et dans ce cas un pourcentage d’amélioration de 6% est 
remarqué pour un niveau bruit de 0%, il devient 10% quand le niveau de bruit passe à 3% 
et atteint 15% si le pourcentage de bruit augmente à 5%. D’autre part, la matière grise MG 
est bien localisée par le système de fusion développé, et les pourcentages d’amélioration 
deviennent 7%, 18% et 23% selon les niveaux de bruit 0%, 3% et 5% respectivement. 
Enfin, il faut noter que l’approche de fusion proposée est réussie de séparer le liquide 
cérébro-spinale par rapport à localisation de cette matière si on utilise que l’image DP 
seule, ceci est justifié par l’information apportée par l’image T2 pendant le processus de 
fusion. En effet, la fusion fait passer le taux de recouvrement de LCS de 0.60 à 0.74, de 
0.44 à 0.70 et de 0.45 à 0.77 pour les trois niveaux de bruit 0%, 3% et 5% respectivement.  
Il faut signaler aussi que le liquide cérébro-spinale est mieux localisé par l’algorithme 
FPCM appliqué sur T2 seule car la mauvaise discrimination LCS/MG de l’image DP 
influe grandement au niveau de l’étape de fusion entre les deux cartes LCS extraites des 
images T2 et DP. 
  
 
  Chapitre 5 : Résultats et Evaluation   
 
 - 105 -
5.7 Etude comparative et discussion   
Afin de disposer non seulement d’une évaluation absolue, mais aussi d’une évaluation 
relative par comparaison à des solutions existantes dans la littérature, les résultats obtenus 
par le système de fusion floue de données proposé ont été comparés avec ceux fournis par 
deux approches de segmentation des images IRM basées sur la fusion d’informations. Le 
premier est un modèle de fusion possibiliste décrit dans [Bar00b], le deuxième est un 
modèle de fusion dans le cadre évidentiel décrit dans [Hon04].   
Dans la section suivante on va décrire brièvement chaque modèle de fusion, les 
données exploitées et les critères de comparaison utilisés.  
 
a) Comparaison avec le modèle de fusion possibiliste de [Vincent Barra, 2000]   
Cette approche est décrite dans [Bar00b], où une architecture d’un système de fusion 
de données est proposée pour l’amélioration de la segmentation des images IRM saines en 
utilisant les deux modalité T2 et la densité de protons DP. L’objectif principal est de 
séparer les trois matières du cerveau : la matière grise (MG), la matière blanche (MB) et le 
liquide cérébro-spinal(LCS). Un tel  processus de fusion consiste à modéliser les données 
issues des deux modalités en utilisant l’algorithme de classification possibiliste PCM 
introduite dans [Kri93]. Dans l’étape de fusion, Les informations modélisées sont agrégées 
par un opérateur conjonctive de fusion, ce type d’opérateurs est introduit dans [Dub92]. 
Enfin, la segmentation finale est générée en affectant les pixels aux classes en retenant la 
règle de maximum de possibilité. Notons que cette approche est testée sur le volume 
Brain1020 du Brainweb et le critère utilisé pour la comparaison avec cette méthode est 
l’indice de Tanimoto [Dud73] donnée par :  
 
 
Cet indice a été proposé pour comparer deux segmentations d’une façon plus 
pertinente que la comparaison simple des volumes. Il est défini pour un tissu donné par le 
rapport entre le nombre de voxels affectés simultanément au même tissu sur les deux 
images sur le nombre de voxels affectés au tissu dans les deux images étiquetées. L’indice 
est donc proche de 1 pour des images étiquetées similaires et proche de zéro si les 
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      Bruit 
Matière 
0% 3% 5% 0% 3% 5% 
LCS 0.77 - - 0.74 0.70 0.77 
MB 0.88 - - 0.90 0.85 0.77 Indice de Tanimoto 
MG 0.72 - - 0.82 0.76 0.65 
Tableau 5.2 : Comparaison entre le modèle de fusion proposé et le modèle                              
de fusion possibiliste décrit dans [Bar00b]. 
Les résultats du tableau 5.2 donne l’avantage au système de fusion proposé par rapport 
au modèle de fusion décrit dans [Bar00b]. En effet, une grande amélioration (10%) est 
remarquée pour la matière grise, de même une légère amélioration est signalée pour la 
matière blanche, ceci est dû à l’algorithme de classification FPCM utilisé dans la phase de 
modélisation et ainsi l’opérateur de fusion retenu. Notons aussi que notre système n’a pas 
réussi de séparer correctement le liquide cérébro-spinal, mais il s’agit d’une différence très 
petite (environ de 0.03) par rapport à la valeur 0.77 donnée par le modèle de V. Barra.      
b) Comparaison avec le modèle de fusion évidentiel de [Hongwei Zhu et al., 2004]   
Cette approche est détaillée dans [Hon04], cette dernière est une hybridation entre trois 
méthodologies de fusion de données : les approches de fusion basées sur la théories des 
probabilités,  les approches de fusion basées sur la théorie des ensembles flous et celles qui 
utilisent la théorie de l’évidence de Dempster-Shafer, donc, cette méthode est considérée 
comme une version généralisée de la théorie de l’évidence de Shafer où les éléments 
focaux sont représentés par des ensembles flous. 
La méthode développée est une méthode de raisonnement flou adaptative pour la 
segmentation des images médicale IRM multimodale, où les trois modalités T1, T2 et la 
densité de protons DP sont prises en compte. Ces modalités sont considérées comme 
différentes sources d’informations, où chacune d’elles fournit deux types d’évidences : 
l’évidence probabiliste (en termes de probabilités a posteriori) et une évidence floue        
(en termes de règles floues ou des ensembles flous).  
Une nouvelle mesure d'information, appelée entropie hybride, est définie pour 
l'évaluation de l'incertitude globale contenue dans la structure de l’évidence floue. Pour un 
raisonnement adaptatif, deux stratégies sont introduites pour gérer les conflits potentiels 
entre les éléments de la structure d’évidence probabiliste et ceux de l’évidence floue. 
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La première stratégie est une « stratégie locale », elle est basée sur la distance de 
Kullback-Leibler entre les deux types des structures d’évidence précédemment construites. 
Par contre, la deuxième stratégie dite « stratégie globale » prend en compte la qualité des 
sources pour régler les conflits par l’utilisation de la moyenne entre l’entropie de Shannon 
et l’entropie hybride.  
L’approche développée est appliquée à la segmentation des tissus cérébraux des 
images IRM multi-modalités. Où la règle de décision retenue est la règle MCD (Maximum 
Commonality Decision). Les tests sont faits sur 31 coupes (de la coupe 80 à la coupe 110) 
des volumes Brain1320 et Brain1940 du Brainweb et le critère d’évaluation utilisé est le 
cœfficient d’exactitude (Accuracy) donné par : 
)/()( FNFPTNTPTNTPAccuracy ++++=  
Notons que l’approche FDS est validée selon les deux stratégies utilisées pour régler le 
conflits entre les deux structures de l’évidence, par conséquent l’approche est notée par 
FDS1 quand la stratégie locale est utilisée, et FDS2 dans le cas de l’introduction de la 
stratégie globale. Les résultats de comparaison sont reportés dans le tableau 5.3 ci-
dessous :  
 
  Approche FDS1 [Hon04] Approche proposée 
Estimateurs de 
comparaison 
      Bruit 
 Acc. 
0% 3% 5% 0% 3% 5% 
Min Acc. - 95.95 - 96.93 96.89 94.24 
.Acc  - 96.95 - 97.42 97.06 94.75 Accuracy (Acc.) 
Max Acc. - 97.51 - 97.90 97.99 95.08 
  Approche FDS2 [Hon04] Approche proposée 
Min Acc. - 96.11 - 96.93 96.89 94.24 
.Acc  - 97.04 - 97.42 97.06 94.75 Accuracy (Acc.) 
Max Acc. - 97.58 - 97.90 97.99 95.08 
Tableau 5.3 : Comparaison entre le modèle de fusion proposé et le modèle                              
de fusion évidentiel décrit dans [Hon04]. 
D’après le tableau 5.3 on peut remarquer clairement que les résultats obtenus par le 
système de fusion proposé sont meilleures que ceux produits par le système de fusion 
décrit dans [Hon04], ceci est quelque soit la stratégie utilisée pour la régulation des conflits 
et pour les deux versions de fusion FDS1 et FDS2. En effet, notre système fait varier le 
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coefficient de l’exactitude de 96.89 % à 97.99 % avec une valeur moyenne estimée à  
97.06 %. Par contre le système de fusion développé dans [Hon04] fait passer la valeur du 
coefficient d’exactitude de 95.95 % à 97.51 % avec  une valeur moyenne de 96.95 % pour 
FDS1. De même, ces valeurs sont passées de 96.11 % à 97.58 % avec une valeur moyenne 
de 97.04 % dans le cas de FDS2. 
Donc le système de fusion flou de données dans le contexte de la théorie des 
possibilités proposé permet d’améliorer significativement les résultats de fusion avec un 
taux de 11 % par rapport aux  résultats obtenus par FDS1, et avec un taux un peu léger 
estimé à  2% par rapport aux  résultats obtenus par FDS2.  
Ces résultats sont dus à la fusion dans le cadre possibiliste qui utilisent les pixels de 
l’image comme des singletons versus le cadre évidentiel qui traitement des sous-ensembles 
au lieu des singletons. De plus, l’opérateur de fusion retenu qui permet de mieux gérer les 
informations redondantes, complémentaires et ambiguës générées par les images IRM. 
5.8 Conclusion   
Dans ce chapitre nous avons présenté une série d’expérimentations pour valider le  
système de fusion de données proposé dans le chapitre 4 afin de segmenter des images 
médicales IRM en vue d’améliorer la qualité de la segmentation. Nous avons appliqué 
notre approche sur un ensemble de volumes des images IRM simulés pour la segmentation 
des tissus sains afin de séparer les trois tissus mous du cerveau tel que la matière blanche, 
la matière grise et le liquide cérébro-spinal. Une étude comparative est menée en premier 
temps avec la segmentation monomodale en particulier la modalité T2 seule et DP seule. 
En second temps le modèle développé est comparé avec quelques modèles de fusion de la 
littérature. Les résultats obtenus après le calcul des différents critères d’évaluations à 
savoir la sensibilité, la spécificité, le recouvrement, la similarité ainsi que l’exactitude 
(accuracy) sont meilleurs, et indiquent que le système proposé semble efficace d'avoir une 
segmentation de qualité à cause du modèle de représentation des données utilisé et à 
l'opérateur de fusion choisi. Ces résultats obtenus sont assez encourageantes et soulignent 
le potentiel de la fusion de données dans le domaine médicale. Les avantages de notre 
approche sont les suivants : 
1. Elle est totalement automatique.                                                                                   
2. Elle satisfait aux contraintes de l’application.                                                              
3. Elle est robuste moyennement en présence des points aberrants et aux bruits.                      
4. C’est un système basé sur la théorie floue et possibiliste et extensible à ajouter une 
autre modalité IRM tel que la pondération en T1.














Le recueil de données diverses, issues tant de l'imagerie que de connaissances expertes 
ou de signaux physiologiques, est devenu courant dans les services cliniques pour l'étude 
d'une pathologie donnée. L'exploitation de l'ensemble de ces renseignements, effectuée par 
le clinicien qui analyse et agrège les données en fonction de ses connaissances, conduit 
généralement à un diagnostic plus précis, plus clair et plus fiable. La principale motivation 
de ce travail était de modéliser ce processus d'agrégation, à l'aide de techniques 
empruntées à la fusion de données. 
Dans cette thèse, nous nous sommes intéressés en particulier à la fusion d’informations 
floues fournies par une modélisation des connaissances a priori venant de différentes 
séquences d’IRM pour réaliser la segmentation du cerveau dans le cas des tissus normaux. 
Les travaux de cette thèse se concentrent sur une méthode automatique de segmentation 
des tissus sains en vue d’aider le médecin par une fusion automatique des différentes 
informations et connaissances a priori présentes dans les images obtenues par le biais de 
différentes séquences d’IRM. 
Après avoir effectué une revue bibliographique sur la fusion d’informations dans 
l’introduction générale et à travers cette thèse, nous avons démontré l’importance et les 
difficultés de ces travaux de segmentation d’images IRM. Ces difficultés viennent de ce 
que la donnée issue de l’acquisition IRM est sensible au bruit de fond et à 
l’échantillonnage. Ainsi un voxel peut appartenir à des tissus de différentes natures ce qui 
cause l’effet dit de volume partiel. 
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Cependant les signaux IRM présentent un avantage puisque l’ensemble des différentes 
séquences d’IRM offrent des informations complémentaires pour un même voxel. Les 
idées innovantes présentées dans ce travail apportent une solution au délicat problème de 
la segmentation automatique de tissus cérébraux en profitant de l’avantage de pouvoir 
utiliser différentes séquences IRM pour qualifier un voxel. 
Nous avons tout d'abord décomposé l’approche de fusion de données en trois étapes 
fondamentales : 
Dans la première étape, nous avons modélisé des informations numériques issue des 
différentes séquences IRM participant à la fusion dans un cadre mathématique commun, 
permettant de prendre en compte les ambiguïtés, les imprécisions et les incertitudes 
présentes dans les différentes images. Pour cela nous sommes optés de choisir l’algorithme 
de classification FPCM qui combine entre les avantages apportés par l’algorithme de 
classification flou FCM et l’algorithme possibiliste PCM afin de rendre l’algorithme plus 
robuste face aux imprécisions et aux données aberrantes. Cet algorithme permet entre autre 
de générer un degré d’appartenance reflétant la réalité de distribution des pixels. 
En deuxième étape, nous avons fusionné les différentes données modélisées. Cette 
opération d’agrégation a été réalisée par un opérateur choisi en fonction de propriétés 
mathématiques souhaitées, de considérations intuitives sur la nature des données et 
certaines comparaisons quantitatives des opérateurs de combinaison floue. 
En dernier lieu, nous avons présenté ces informations fusionnées. Ici encore, nous 
avons proposé une solution, soit sous la forme d'une structure étiquetée, soit sous la forme 
d'une nouvelle image de synthèse. 
Nos travaux ont été évalués dans le chapitre 5, dans le cadre de l’imagerie médicale 
IRM pour la segmentation d’images IRM simulées avec différents niveaux de bruits où 
l’étude est limitée pour segmenter des tissus sains en vue d’améliorer la qualité de la 
segmentation. Ces évaluations ont été produites par comparaison avec des résultats 
déterminés par les fantômes du cerveau présentant des cartes floues des différents tissus. 
Nous avons aussi comparé nos travaux avec d’autres méthodes tel que l’algorithme de 
classification FPCM qui utilise seulement une seule séquence T2 ou DP. En comparant 
avec des niveaux de bruit à 0%, 3% et 5% sur les images simulées, les résultats obtenus 
montrent l’apport de la segmentation par fusion floue de données par rapport à la 
segmentation monomodale des images médicales IRM. De plus, ces résultats indiquent 
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bien que notre approche est moins sensible en fonction de bruits que les deux autres 
méthodes en particulier pour la matière blanche et la matière grise. 
 De même, est pour montrer la performance de notre modèle de fusion proposé par 
rapport aux travaux réalisés dans la littérature en vue de la segmentation des images 
médicales IRM. Une comparaison est effectuée avec deux modèles de fusion de données : 
le premier est le modèle de fusion développé par Vincent Barra [Bar00b], ce dernier est 
basé sur la théorie des possibilités et utilise comme sources d’informations les deux 
modalités T2 et la densité de protons DP.  Le deuxième est ce proposé par Hongwei et al. 
[Hon04], ce système de fusion de données est basé la théorie de l’évidence de Dempster-
Shafer pour combiner les différentes informations issues des trois séquence d’IRM tel que 
T1, T2 et DP. La série des comparaisons faites prouve clairement que la performance de 
notre méthode est meilleure que celle des méthodes de fusion proposées dans [Bar00b]     
et [Hon04].    
Comme perspective de ce travail et au niveau de la modélisation nous souhaiterions 
d’intégrer d’autres informations numériques ou symboliques afin d’augmenter la masse de 
connaissances disponibles. De plus, et comme l’architecture de fusion proposée dans cette 
thèse a  été partiellement réalisée car nous n’avons utilisé que de deux séquences d’IRM, il 
sera intéressant d’intégrer les autres séquences d’IRM, notamment le signal de 
spectroscopie (SPECT) qui est très couramment utilisé dans le milieu clinique pour le 
diagnostic des tumeurs ou la séquence T1 afin augmenter la qualité de la segmentation.  et 
ainsi d’utiliser des algorithmes de représentation de données plus efficaces et plus 
robustes. 
 En ce que concerne l’étape de fusion nous pensons qu’il est souhaitable de concevoir 
des opérateurs de fusion adaptatifs pour la combinaison de données dans le domaine 
médicale.












Malgré les avancées technologiques dans le domaine médical et en particulier en 
imagerie  médicale, l’étude du cerveau humain est un problème ardu et reste un sujet de 
recherche de forte actualité, du fait d’une compréhension de son fonctionnement encore 
incomplète et de la mise à disposition de systèmes informatiques de plus en plus puissants 
avec l’évolution des techniques d’imagerie, la grande capacité de calcul des machines...etc. 
Une des modalités d’imagerie les plus couramment utilisées, à laquelle nous nous 
sommes intéressées dans le cadre de ce travail, est l’Imagerie par Résonance Magnétique 
(IRM), qui est devenue un outil indispensable pour tout examen clinique. Elle présente 
l’avantage  d’être non invasive et permet l’acquisition d’images bi ou tridimensionnelles 
sur lesquelles différents contrastes sont possibles. Cette modalité permet en outre la 
réalisation d’études du cerveau aussi bien anatomiques que fonctionnelles. 
A travers cette annexe, nous présentons quelques notions d’anatomie cérébrale qui 
vont nous permettre d’introduire les différentes structures anatomiques qui doivent être 
localisées et identifiées sur les images. 
A.2 Système nerveux central 
Le système nerveux central est constitué de la moelle épinière logée dans le canal 
vertébrale et de l’encéphale. Dans ce qui suit nous décrivons l’anatomie de ce dernier, et 
notamment les composants qui nous intéressent dans le cadre de notre étude.
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A.2.1 L’encéphale 
L’encéphale (du grec en, dans, et képhalê, tête; qui est placé dans la tête) est la partie 
du système nerveux contenue dans la boîte crânienne et reposant sur la base du crâne. Il 
comprend le cerveau, le cervelet et le tronc cérébral (Figure A.1). L’ensemble flotte dans 
un coussin protecteur de liquide céphalo-rachidien (cérébrospinale : LCS). Une coupe 




























Figure A.2 : Coupe transversale de l’encéphale. 
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A.2.1.1 Le cerveau : (du latin cerebrum) occupe la majeure partie de l’encéphale et est 
divisé en 2 hémisphères cérébraux : l’hémisphère droit et l’hémisphère gauche. La surface 
du cerveau présente de nombreux replis, avec un grand nombre de circonvolutions limitées 
par des sillons. Certains sillons plus profonds, les scissures, permettent de diviser chaque 
hémisphère en 4 lobes (Figure A.3): le lobe frontal, le lobe pariétal, le lobe temporal et le 
lobe occipital. Chaque lobe comprend des zones bien précises impliquées dans des 










Figure A.3 : Lobes du cerveau. 
A.2.1.2 Le cervelet : (du latin cerebellum, diminutif de cerebrum) est situé en parallèle sur 
deux grandes voies nerveuses : celles qui amènent les messages sensoriels vers les zones 
du cortex qui en font l’analyse; et celles qui partent du cortex et descendent vers les 
muscles pour les faire se contracter. Le cervelet est en partie implique dans la coordination 






Figure A.4 : Cervelet. 
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A.2.1.3 Le tronc cérébral : représente un carrefour majeur du système nerveux central 
entre le cerveau et le cervelet. Il est responsable en particulier de la régulation de la 
respiration et du rythme cardiaque. C’est également un centre de passage des voies 






Figure A.5 : Tronc cérébral. 
Le poids moyen de l’encéphale est de 1400 à 1800 grammes. Il est enveloppé et 
protégé par des membranes appelées méninges. Elles sont constituées de trois membranes 
successives (Figure A.6) : 
•  La plus interne de ces membranes est la pie-mère, fine, compacte, qui contient les 
structures veineuses qui ramènent le sang du cerveau vers le cœur ; 
•  La membrane intermédiaire est l’arachnoïde, ainsi appelée en raison de sa 
ressemblance avec une toile d’araignée (le LCS circule entre celle-ci et la pie-mère) ; 
•  La membrane la plus externe est la dure-mère, dure et résistante, formée de tissu 
conjonctif qui protège les couches sous-jacentes des os les entourant. 
Les méninges, qui sont des membranes protectrices retiennent également le liquide 
céphalo-rachidien, servant lui-même de matelas protecteur. Il comprend deux types de 







Figure A.6 : Méninges. 
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      A.2.2 Les principales substances présentes dans l’encéphale 
Outre la présence de veines cérébrales, de tissus servant de parois, ou de nombreuses 
petites structures telles des glandes, l’encéphale contient principalement trois substances.     
A.2.2.1 Le liquide cérébro-spinal (LCS) 
Est le liquide dans lequel baignent le cerveau et le cervelet. D’un volume moyen de 
150 ml, il est absorbé par le système veineux cérébral et continuellement renouvelé. Ses 
principaux rôles sont : 
•  la protection mécanique du système nerveux central contre les chocs par     
amortissement des mouvements. 
•  la protection contre les infections, car il contient les médiateurs de l’immunité 
humorale et cellulaire. 
•  le transport des hormones entre les différentes régions éloignées du cerveau. 
A.2.2.2 La matière grise (MG) 
On peut distinguer plusieurs structures composées de matière grise (MG). D’une part, 
on trouve le cortex, situé à la périphérie du cerveau et d’autre part les noyaux gris 
centraux. La matière grise est essentiellement composée de neurones et constitue donc le 
siège de l’activité cérébrale. 
•  Le cortex : Il est le centre de la conscience. Le cortex recouvre la totalité du 
cerveau. Sa surface est importante (environ 22 000 cm2) car il suit toutes les 
convolutions externes du cerveau, appelées sillons. Son épaisseur est d’environ 2 à 3 
millimètres. 
•  Les noyaux gris centraux : Situés au plus profond du cerveau, ils gèrent certaines 
fonctions vitales, ainsi que la mémoire. La densité en neurones des noyaux est moins 
importante que celle du cortex. On distingue les noyaux du télencéphale et les 
noyaux du diencéphale. 
A.2.2.3 La matière blanche (MB) 
Cette matière est comprise entre le cortex, les noyaux gris centraux et les ventricules. 
Elle correspond à la gaine de myéline qui recouvre les axones des neurones pour en 
accélérer la conduction. Les axones myélinisés s’assemblent en faisceaux pour établir des 
connexions entre groupes de neurones. 











L’imagerie par résonance magnétique est une technique d’imagerie médicale basée sur 
le phénomène de résonance magnétique nucléaire (RMN, terme créé en 1930 par Isidor 
Isaac Rabi; prix Nobel de Physique en 1944). Ce phénomène fut observe pour la première 
fois en 1945 de façon simultanée par deux équipes américaines, l’équipe de Felix Bloch à 
Stanford et celle de Edward Mills Purcell à Harvard, qui publièrent leurs résultats en 1946 
[Blo46][Pur46] (prix Nobel de physique conjoint en 1952). Destinée à l’origine à analyser 
la structure moléculaire, la résonance magnétique nucléaire permet l’analyse du 
comportement des protons soumis d’une part à un champ magnétique, et d’autre part à une 
impulsion de radiofréquence. En 1971 Damdian posa les premières pierres de l’imagerie 
par RMN en observant des différences de paramètres RMN (les temps de relaxation) entre 
tissus sains et tissus pathologiques [Dam71]. La première image par RMN fut publiée en 
1973 par Paul Christian Lauterbur [Lau73]. De manière indépendante, Peter Mansfield 
proposa une technique semblable utilisant des gradients de champ magnétique pour séparer 
spatialement les signaux RMN [Man73]. Leurs travaux fondamentaux pour l’émergence de 
l’imagerie par résonance magnétique leur ont valu le prix Nobel de médecine en 2003. 
La section suivante présente le principe physique de résonance magnétique nucléaire 
pour l’étude du comportement des protons. Ensuite, une description succincte de son 
application en imagerie médicale est proposée, abordant les concepts d’encodage spatial, 
de formation de l’image et de séquence d’acquisition. Enfin, une attention particulière est 
portée sur les artéfacts rencontrés en IRM, dont la connaissance est indispensable pour 
proposer des traitements automatiques adaptés. 
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Figure B.1 : Acquisition par IRM. 
B.2 Principe physique de la résonance magnétique nucléaire (RMN) 
Le phénomène de résonance magnétique nucléaire repose sur les propriétés 
magnétiques des noyaux des atomes. Un noyau ayant un nombre impair de protons 
possède en effet un moment magnétique, appelé spin nucléaire (Otto Stern et Walter 
Gerlach, 1922). En l’absence de champ magnétique extérieur, ces spins sont orientés de 
façon aléatoire dans l’espace (Figure B.2-a). La résultante magnétique des spins des 
noyaux est nulle. 
Champ polarisant B0 : Placés dans un champ magnétique constant B0 (qui définit 
arbitrairement la direction z de l’espace), les spins s’alignent suivant B0 selon deux 
orientations : l’une dans le sens de B0 (parallèle) et l’autre dans le sens contraire (anti-
parallèle) (Figure B.2-b). Le nombre de spins parallèles étant plus important que celui 
d’anti-parallèles (et ce d’autant plus que l’intensité de B0 est élevée), l’aimantation globale 
M résultante devient non nulle. Les spins se mettent dans un état d’équilibre énergétique, 
et adoptent un mouvement de précession autour de B0 (Figure B.2-c). La vitesse de 
précession, proportionnelle à l’intensité du champ magnétique, est caractérisée par la 
fréquence angulaire de précession 00 Bγω =  (précession de Larmor), avec le rapport 




(a)                                   (b)                              (c)                      (d) 
Figure B.2 : Principe de résonance magnétique nucléaire. 
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Phase d’excitation par un champ B1. L’application, dans le plan xy perpendiculaire à 
B0, d’un champ magnétique radio-fréquence (RF) ayant la même fréquence que la 
fréquence de Lamor perturbe le système : c’est le phénomène de résonance. Au niveau 
quantique il y a absorption d’énergie. Au niveau macroscopique, l’onde RF provoque une 
bascule de l’aimantation globale M dans la direction de B1. M se décompose en une 
composante longitudinale (Mz, selon l’axe de B0) et une composante transversale (Mxy). La 
phase d’excitation se traduit alors par une diminution de l’aimantation longitudinale (qui 
peut aller jusqu’à s’inverser), et l’apparition d’une aimantation transversale (sauf pour une 
bascule à 180° ).  
Phase de relaxation. Lorsque l’émission RF est interrompue, le système restitue 
l’énergie absorbée pour retourner à l’état d’équilibre de départ. L’aimantation globale M 
s’aligne à nouveau dans la direction du champ B0, en décrivant une spirale (Figure B.2-d) 
dont l’évolution peut être décrite par les équations de Bloch [Blo46]. La relaxation 
longitudinale croît exponentiellement selon une constante de relaxation spin-réseau T1. 
Elle correspond à un transfert d’énergie d’un spin vers son environnement. La relaxation 
transversale décroît exponentiellement selon une constante de relaxation spin-spin T2. Elle 
correspond à des interactions entre spins. 
Lecture du signal. La restitution de l’énergie lors de la phase de relaxation 
s’accompagne d’une émission d’énergie sous la forme d’ondes RF. Ce signal, collecte par 
une antenne réceptrice, constitue le signal enregistre en RMN. C’est le signal de précession 
libre, ou FID (Free Induction Decay). Aprés transformation de Fourier, l’analyse du signal 
fait apparaître 3 paramètres fondamentaux : la fréquence, l’amplitude, et la durée du 
signal, caractéristiques de l’évolution de l’aimantation M. 
B.3 Application à l’imagerie médicale 
Différents noyaux présents dans le corps humain possèdent des propriétés 
magnétiques, susceptibles d’être utilisées afin de mettre en œuvre le phénomène de 
résonance nucléaire : 1H, 13C, 19F, 31P, 23Na,... L’IRM classique ne s’intéresse 
exclusivement qu’au proton de l’eau 1H, très abondant dans le corps humain. Les autres 
protons, existants qu’en très faible proportion dans les milieux biologiques, sont cependant 
parfois étudiés dans le domaine de la recherche, nécessitant une chaîne radiofréquence 
adaptée à leur fréquence de résonance. 
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a) Encodage spatial 
Pour obtenir une image 2D ou 3D, il est nécessaire de pouvoir différencier les réponses 
provenant des différentes parties de la région considérée. Cette localisation spatiale est 
obtenue en ajoutant un gradient directionnel de champ magnétique grâce à un dispositif 
supplémentaire, les bobines de gradients. On distingue généralement la sélection de coupe 
(en z), et l’encodage dans les deux directions restantes (x et y). 
? La sélection de coupe correspond à une excitation sélective. Elle est réalisée en 
appliquant un gradient de champ magnétique dans la même direction que B0, de telle 
manière qu’une seule coupe soit excitée avec la fréquence de résonance exacte de 
l’hydrogène. Seule la coupe considérée subit donc le phénomène de résonance nucléaire. 
? L’encodage spatial est réalisé pendant le retour à l’équilibre des protons excités. Il 
sert à discriminer les protons suivant les deux axes restants (x et y). Il est réalisé à partir 
d’un encodage de phase (localisation par déphasage proportionnel à un axe) et d’un 
encodage de fréquence (localisation par décalage de la vitesse de précession proportionnel 
à l’autre axe). 
b) Formation de l’image 
L’encodage de l’image précédemment décrit fournit un échantillonnage discret dans le 
domaine fréquentiel (phase, fréquence), appelé espace K. Plusieurs types de balayage de 
l’espace K (cartésien, spiral, et radial) sont utilisés en IRM. Ils caractérisent en partie 
l’acquisition et la qualité de l’image reconstruite (rapidité d’acquisition, sollicitation du 
système de gradient, sensibilité aux artéfacts...). L’image est ensuite obtenue à l’aide d’une 
transformée de Fourier 2D inverse, permettant de passer du domaine fréquentiel au 
domaine spatial. 
B.4 Contrastes et séquences d’image 
En modifiant les paramètres d’acquisition, en particulier le temps de répétition entre 
deux excitations (TR) ou le temps entre le signal d’excitation et la réception de l’écho 
(temps d’écho, TE), on peut modifier la pondération de l’image. En effet, les tissus ont des 
temps de relaxation longitudinale (temps T1) et transversale (temps T2) caractéristiques 
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  T1(ms) T2 (ms) 
frontale 640 MB occipitale 640 90 
noyaux 900 MG cortex 1100 100 
LCS  ≥ 2000 1400 
Graisse  260 85 
Tableau B.1 : Ordre de grandeur des temps de relaxation à 1.5T pour différents                      
tissus [War02]. 
Les écarts de temps T1 et T2 mesurés permettent de caractériser les tissus en chaque 
élément de l’échantillonnage discret. On peut aussi dans une séquence modifier la valeur 
de l’angle de bascule, introduire une impulsion d’inversion (bascule de 180°), etc... 
Chaque séquence est alors une combinaison d’ondes de radiofréquence et d’impulsions 
de gradients. Le choix des paramètres permet de favoriser le signal d’un tissu particulier, 
d’être sensible à la susceptibilité magnétique (IRMf), de favoriser une acquisition rapide, 
de favoriser une résolution fine, de limiter certains artéfacts, d’améliorer le rapport signal 
sur bruit, etc... Il existe plusieurs dizaines de séquences différentes : T1, T2, Flair, T2*, 
Echo de spin, Echo de spin rapide, Echo de gradient, Echo planar, Diffusion,... offrant un 
large panel de possibilités d’exploration à l’imageur IRM. 
Pour une séquence donnée, les variations locales des paramètres caractéristiques des  
tissus créent des contrastes entre les différentes régions de l'image. Souvent les paramètres 
d'acquisition sont choisis de façon à ce que seul l'un de ces paramètres soit prédominant. 





Figure B.3 : Images IRM, pondérées en densité de protons, en T1 et en T2. 
Pour les images pondérées en densité de protons ρ : le contraste est obtenu lorsque 
l’intensité de l’image dépend essentiellement de la densité locale de protons et beaucoup 
moins des contrastes de relaxation T1 et T2. il est obtenu en utilisant un TR long et un TE 
court. 
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Pour les images pondérées en T1 (contraste T1) : une image est pondérée en T1 
lorsque le TR et le TE sont courts. Plus le T1 du tissu est court, et plus ce tissu apparaît 
avec une intensité élevée sur l’image. 
Pour les images pondérées en T2 (contraste T2) : le contraste en T2 est obtenu en 
utilisant un TE long et un TR long. Contrairement au contraste T1, les régions de T2 court 
apparaissent alors plus sombres sur l’image. 
B.5 L’imageur IRM 
En résumé, les différents composants d’un imageur IRM pour appliquer le phénomène 
de résonance nucléaire à l’imagerie médicale sont : 
? un aimant intense produisant le champ magnétique principal constant B0. 
? des correcteurs de champ magnétique (shim) pour compenser les défauts 
d’homogénéité du champ magnétique principal.  
? une antenne émettrice pour transmettre le signal RF d’excitation à la zone du corps 
imagée.  
? une antenne réceptrice pour mesurer le signal RF. 
? des bobines de gradient pour réaliser l’encodage spatial du signal. 
? un blindage pour confiner les champs magnétiques produits par la machine et isoler 
celle-ci des champs magnétiques extérieurs susceptibles de perturber l’acquisition. 
? un système informatique pour reconstruire l’image 3D à partir du signal RF 
mesuré. 
L’examen IRM est très peu contraignant. Les seules contre-indications majeures sont 
la présence de métaux dans le corps (valves non compatibles, clips vasculaires cérébraux, 
...), de dispositifs biomédicaux (pacemaker, neurostimulateur, pompe à insuline...) ou l’état 
psychologique du patient. 
B.5.1 Imperfections de l’acquisition 
Les sources d’artéfacts en IRM sont nombreuses. Ces perturbations sont responsables 
d’erreur dans l’encodage de l’image, de perte ou de rehaussement artificiel du signal. Les 
sections suivantes pointent les principales sources que l’on peut corriger en partie en post-
traitement. Connaître leur origine permet de mieux les appréhender, de les minimiser, 
voire de les supprimer. 
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a) Le bruit 
Comme tout dispositif de mesure physique, les données sont entachées de bruit. Il 
provient à la fois du patient (agitation thermique des protons à l’origine d’émissions 
parasites) et de la chaîne de mesure (convertisseurs analogique-numérique, antenne, ...). La 
perturbation par le bruit est généralement quantifiée par le rapport signal sur bruit (RSB), 
fonction de l’amplitude du signal observé par rapport à l’importance de la variation du 
bruit. Ce rapport, et donc la qualité de l’image, peut être amélioré en considérant 
différentes antennes, un champ magnétique B0 plus intense, une matrice de résolution 
moins fine, ou encore une multiplication des mesures. Néanmoins, il restera toujours un 
bruit dans l’image reconstruite finale. 
On peut considérer que le bruit dans l’image suit une distribution Ricienne [Kis02] qui, 
avec un rapport signal sur bruit suffisant (typiquement RSB> 3), peut être approximé par 
un bruit gaussien [Sij98]. Cette approximation est valide dans la matière grise et la matière 
blanche, et dans une moindre mesure dans le LCS. Elle est cependant peu vérifiée dans les 
régions sans signal comme l’air. 
b) Le volume partiel 
L’effet de volume partiel est lié à la discrétisation de l’espace : lorsque la surface entre 
plusieurs objets se trouve dans un même élément de volume discret (le voxel), la mesure 




Figure B.4 : Artéfact de volume partiel dû à la discrétisation de l’espace. 
 Cet effet se manifeste principalement à l’interface entre les matières (MG, MB, LCS, 
graisse, os) ou lors de la présence de structures trop fines pour être visibles à la résolution 
de l’image : vaisseaux sanguins (diamètre de 40µm a quelques millimètres), structures 
grises fines, ... L’effet de volume partiel est particulièrement présent à l’interface LCS-MG 
dans les replis du cortex, car l’épaisseur des sillons corticaux est généralement inférieure à 
la résolution des images. 
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c) Les inhomogénéités RF 
Les inhomogénéités dans le champ magnétique principale et dans le champ généré par 
les impulsions RF peuvent provoquer une inhomogénéité dans la distribution des intensités 
des images obtenues en IRM, qui handicape les approches purement photométriques. 
Ce type d’artéfacts n’est pas foncièrement gênant pour le clinicien. Par contre il peut 
être problématique pour un système de traitement d’image automatique. 
d) Autres artéfacts 
D’autres artéfacts perturbent l’acquisition mais sont difficilement corrigeables en post-
traitement. Parmi ceux-ci on compte : 
- L’artéfact lié à un défaut de linéarité des gradients, source de distorsions 
géométriques. Ou l’artéfact de décalage chimique, lié à des interactions entre les protons 
et leur environnement, source d’apparition de faux contours mais qui se manifeste peu en 
imagerie cérébrale. 
- l’artéfact de troncature, lié à la transformée de Fourier inverse discrète et source 
d’une alternance de bande d’hypo et d’hypersignal. 
- l’artéfact de repliement, lié à la taille du champ de vue lors de l’acquisition, source 
de repliement des structures. 
- l’artéfact liés aux mouvements, aléatoires (mouvements du patient, mouvements 
oculaires, déglutition...) ou périodiques (respiration, rythme cardiaque, ...) et source de flou 
dans l’image. 
B.5.2 Correction partielle des artéfacts 
Certains artéfacts peuvent être corrigés, ou minimisés, lors de l’acquisition. Par 
exemple, les hétérogénéités de champ B0 peuvent être minimisées grâce à une rapide 
acquisition de calibrage, en réglant manuellement le courant dans les «bobines de shim» 
correctrices d’homogénéité de B0. L’utilisation de séquences particulières permet aussi de 
minimiser certains artéfacts. Par exemple, l’introduction dans la séquence d’une impulsion 
d’inversion 180° permet de corriger les hétérogénéités de champ constantes au sein d’un 
voxel : le déphasage constant s’annule de lui-même. S’il est crucial de corriger au 
maximum les artéfacts lors de l’acquisition, l’image finale sera toujours perturbée par 
certains d’entre eux. Il est alors fondamental de les prendre en compte dans tout traitement 
automatique.
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Avec le développement des techniques d’acquisition d’images, une grande masse de 
données de différentes sources d'image devient disponible. la fusion multimodale 
d'images cherche à combiner l'information de différentes images pour obtenir plus 
d'inférences que peuvent être dérivées d'une modalité seule. Dans les champs 
d’application basée sur d’imagerie médicale, la fusion d'images a émergé comme un 
domaine prometteur de recherche depuis la fin du dernier siècle.   
Dans cette étude nous proposons une architecture d'un système de fusion                     
d’informations basée sur la théorie de possibilité pour la segmentation d'une cible à partir 
de sources d'image multiples. Notre application principale concerne la segmentation des 
images IRM multispectrales. Le processus de fusion est décomposé en trois phases. Nous 
modélisons l'information extraite à partir des images T2 et DP dans un cadre commun, le 
formalisme retenu est l'algorithme FPCM (Fuzzy Possibilistic C-means).  Nous combinons 
alors cette information avec un opérateur de fusion en tenant compte la redondance et la 
complémentarité. Nous construisons dans la dernière phase une information synthétique 
permettant d’exploiter les résultats de la fusion. Quelques résultats sont présentés et 
discutés.  
 
Mots clés : Fusion d’informations, théorie de possibilité, segmentation, IRM, FPCM.        
 
Abstract   
With the development of acquisition image techniques, more and more data coming 
from different sources of image become available. Multi-modality image fusion seeks to 
combine information from different images to obtain more inferences than can be derived 
from a single modality. In medical imaging based application fields, image fusion has 
emerged as a promising research area since the end of the last century.  
In this study we propose an architecture of an information fusion system based on the 
possibility theory for the segmentation of a target from multiple image sources. Our main 
application concerns the segmentation of multispectral MR images. The fusion process is 
decomposed into three basic phases. We model the information extracted from                T2-
weighted and PD-weighted images within a common framework, the retained formalism is the 
algorithm FPCM (Fuzzy Possibilistic C-means). We then combine this information with an 
operator of fusion taking into account redundancy and complementarities. We construct in the last 
phase a synthetic information allowing to exploit the results of fusion. Some results are presented 
and discussed. 
 




          مع التطور الحاصل في مجال تقنيات التقاط الصور، آتلة من المعطيات الناتجѧة عѧن الѧصور الѧصادرة مѧن عѧدة 
الدمج المتعدد للصور یبحث آيفية دمج معلومات صادرة عѧن صѧور متعѧددة مѧن أجѧل تحѧسين . مصادر أصبحت متوفرة 
 في مجالات البحث الخاصѧة بالѧصورة الطبيѧة، دمѧج الѧصور أصѧبح  .النتيجة المتحصل عليها عند استعمال صورة واحدة 
  .ميدان بحث مهم في أواخر القرن الحالي
إقتراح وتصميم هندسة لنظام دمج المعلومات بالإعتماد علѧى نظریѧة الإمكانيѧة  طروحة هو قيد الأ        الهدف من العمل 
عمѧل تѧم تطبيقѧه حѧصرا علѧى الѧصور الطبيѧة المتمثلѧة فѧي ال. من أجل تجزئة البيانات الناتجѧة عѧن هѧدف متعѧدد المѧصادر 
قѧوم بتمثيѧل نفѧي المرحلѧة الأولѧى : طریقѧة دمѧج  البيانѧات یمكѧن تلخيѧصها فѧي ثѧلاث مراحѧل . يصور الرنين المغناطيس 
مختلف البيانات المستخرجة من مختلف مصادر الصورة في  نموذج تمثيلي مشترك ، حيث اعتمدنا في هذا العمѧل علѧى 
بعѧدها وآمرحلѧة . PD و 2T المستخرجة من الѧصورتين  من أجل تمثيل البيانات  والممكنة بابيةضم المتوسطات ال خوارز
فѧي المرحلѧة . تكررة والمتكاملѧة مه البيانات بواسطة معامل دمج  یأخذ بعين الإعتبار معالجة  البيانات ال ذثانية یتم دمج ه 
 التي تسمح باستغلال نتيجة الدمج مع تقدیم بعض النتائج  الترآيبيةالأخيرة والخاصة باتخاذ القرار نتحصل على الصورة 
        . ومناقشتها
، نظریة الإمكانية، التجزئة، صور الرنين المغناطيسي، خوارزم المتوسѧطات الѧضبابية  المعلومات دمج:آلمات مفتاحية 
   .و الممكنة
  
 
