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ABSTRACT
Among many similar natural creatures, humans have the impressive ability to seamlessly
explore a new environment and build up their knowledge base. By combining complex
exteroceptive perceptions we can “easily” identify the terrain, objects, or hazards around
us allowing us to determine a target of attention to make behavioral decisions accordingly.
However, sophisticated exploration behaviors are still nontrivial to today’s mobile robots,
despite the recent progress in sensing and processing capabilities. Generally, robots face
many challenges in achieving human-level exploration, including sufficient perception for
navigation, intelligent knowledge extraction and representation, and autonomous decision-
making that maximizes both perception and learning. Semantic description is a promising
technique to assist mobile robots to sparsely represent and accumulate knowledge of their
environments. In this project, we propose a hybrid focus model scheme using curiosity-
driven exploration coupled with a prior knowledge base. In this scheme, the robot uses
realtime topic modeling to discriminate the sensing data, with a one-stage feature detector
to identify the most curious feature in the scene. Using this topic modeling based curiosity,
focus driven adaptive sampling and navigation are implemented to facilitate more robust
decisions and maximize the perception within the focused region. The proposed hybrid
focus combined with metric information allows the creation of semantic maps that enhance
human and robot interaction. Using both underwater video datasets and data collected by
a mobile robot platform with a RGB camera in a laboratory setting, the performance of the
proposed approach is demonstrated and analyzed.
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Humans have long aspired to explore the ocean depths, but the many challenges of the
ocean have required innovative thinking. The hazards presented in ocean exploration have
required the command of technology to reach the mysterious depths. Using an autonomous
robotic system is one such technological solution for the task. These robots can be used for
a multitude of applications such as understanding sea life, examining the state of coral reefs,
or even as early warning detectors for national security. Often scientists utilize remotely
operated underwater vehicles (ROV) or autonomous underwater vehicles (AUV) to explore
specific areas of the ocean. These robots have sensors to monitor various conditions but are
employed by using a pre-planned path. This path is non-trivial, as decided by the scientist,
but since the robot has a limited decision capacity it can easily miss the very thing it is
sent to observe. For instance, as Flaspohler mentions in [1], the underwater robot used in
an expedition captured some very interesting images of a crab migration, but since it was
preforming a pre-planned path it did not follow the crabs, continuing to observe subjectively
uninteresting rocks and sand. Here is just one application where human-like intelligence can
greatly help underwater endeavors, an example case can be seen in Figure 1.1.
Underwater robots use a wide variety of sensors to help gain sufficient information about
the environment. One widely adopted device is the camera for the rich information contained
in their measurements. Modern artificial intelligence approaches can allow cameras to be
used for a semantic understanding of an environment, but the underwater environment
poses increased challenges since the image quality is often highly susceptible to the lighting
condition, water quality, and even depth [3]. Instead of explicitly learning various objects
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Figure 1.1: This image demonstrates autonomous decision making based on detecting curious
objects. Instead of simply following a pre-planned path, the robot is able to notice interesting
things and change the navigation plan to better observe them [2].
from a large dataset, which could be skewed by the image quality, topic modeling has been
proven successful in generating a semantic understanding of the environment that does not
rely on specific training data. This semantic description is a promising technique to assist
mobile robots to represent and accumulate knowledge of their environments in an efficient
yet traceable fashion [4].
So, how do you program curiosity into a robot? A variety of methods have been used,
[5] or [6], but since our own understanding of curiosity is incomplete, no single method
is considered optimal. Curiosity, with regard to exploration, can be understood as taking
information gaining actions in order to reduce one’s uncertainty [7]. This can be motivated
through external, motivation to accomplish a goal, or internal, inherent desire for gaining
specific information [7].
Modeling externally motivated curiosity is straightforward and can often be modeled
using a cost, or reward function, in conjunction with machine learning techniques [8]. In
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the field of underwater robotics a topic modeling framework has been used as in [9], with
improvements made in [10], that created a very robust, promising methodology for inter-
nal curiosity driven exploration. The exploration system uses topic modeling that segments
images based on visual words. These visual words are low-level features derived from the
various color and saturation of the different pixels. Essentially the robot attempts to learn
the distribution of these visual words in its environment. By comparing the current distribu-
tion of topics, groups of similar visual words, the robot gains an understanding of common
occurrences within the environment. The robot can then understand something as new or
curious by comparing a new topic to neighboring observations. Thus, a region of a high
curiosity creates a goal or point for the robot to investigate or explore. This methodology
is the foundation for the goal of this paper. We aim to demonstrate how to provide a robot
with a robust focus point that can be used to direct robot motion. To improve upon this
existing method we have introduced several new concepts, namely a threshold placed upon
the topic perplexity and a hybrid focus model.
Figure 1.2 introduces the logic for our hybrid focus model. The logic flowchart shows
how the overall implementation that would be used for underwater exploration. Taking
inspiration from focus concepts, a region of interest can be determined and a change in
navigation can be made. This work focuses on the lighter shaded boxes to fully implement
the combination of focus modes.
The following description describes Figure 1.2 in its entirety. Although as mentioned, the
work focuses on the lighter color boxes. The objective of the hybrid model is to determine the
most curious region within the image, based on topic perplexity, but different from known
objects. Topic perplexity is found with topic modeling. Topic modeling is an unsupervised
method for semantically discriminating an image based on visual words. An unsupervised
learning method removes the need for prior training lending itself well to exploration. To
start, the hybrid focus model will obtain topic distribution of the image. This distribution
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Figure 1.2: Topic modeling is used to determine the region of interest (ROI) based on the
visual words present. Visual words are groups of low-level features (contrast, orientation,
color) that are grouped into topics. The topics are used to generate perplexity, based on
inverse probability, that are then mapped onto the image. Perplexity values are used to
locate the curious region. Once the ROI is determined, a prediction is made based on the
robot’s movement, measured by an onboard inertial navigation system (INS). This ROI is
analyzed by an object classifier to determine the presence of a known object. The predicted
ROI is compared to the object classification to either refine the prediction model or update








Figure 1.3: The region of interest (ROI) (blue box) shifts due to the robot motion. The
motion-corrected ROI (red box) can be obtained by back-propagating the shifted ROI (yellow
box) using estimates of motion changes, (∆x̂,∆ŷ), based on the robot’s navigation system.
This concept would help in maintaining the focus region during the robot’s movement [2].
uses a down-sampled image to semantically discriminate the environment based on low level
features. Using this topic distribution, a perplexity value can be given to objects in the image
[10]. The various perplexity values are determined by comparing the current observation to
its spatial and temporal neighbors [10]. A point of focus is determined based on the largest
topic perplexity. The goal of the robot is to then predict where this curious point will be in
the next time-step. This concept is illustrated in Figure 1.3, where the red box shows the
robots predicted curious region based on its own movement [2]. This region is then analyzed
with an object detection CNN to ensure the region contains an unknown object. Any error
between the prediction and known objects can be used to either emphasizing the prediction or
object classification for navigation decisions. Utilizing this methodology provides a minimal
semantic representation of the environment, facilitating robotic exploration and decision
making [2].
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The semantic information gained from the hybrid focus model can be combined with a
range sensor to allow objects to be correlated with range data for mapping. This map would
provide the user with a detailed and useful understanding of the area observed by the robot.
The map can be used to track the robots progress, or to update exploration goals for robot
control. When combined with other sensor information, the hybrid focus model can provide
a robust decision model for underwater exploration.
1.2 Focus Background
Human attention allows incoming information to be restricted, allowing only small important
information to reach our memory. This allows the image we see to be processed sequentially
[11]. Localized analysis of the small salient features of the image are processed sequentially,
instead of analyzing the entire image at once [11]. In addition, attention can be understood
by two types top-down and bottom-up [11].
1.2.1 Bottom-Up Focus
As described by [11], Stimuli induced attention describes how our gaze is directed to inter-
esting objects based on their contrast to the environment. This attention mechanism can
be captured through a bottom-up approach. The bottom-up approach uses low level fea-
ture extraction to generate feature maps that explain the most salient objects in an image.
Initially, the low-level features such as colors, intensities, or orientations are extracted in
parallel. These are then used to create feature maps that describe the spatial contrast of
each feature in the image. These maps are then combined to generate a unique salience map
that topographically encodes the magnitude of salience for each pixel of the image. This map
can be processed to find the location of the highest saliency point, ultimately outputting the
spatial location of the object of interest [11].
6
1.2.2 Top-Down Focus
The previous work [11] further categorizes focus with directed focus, or referred to as top-
down focus, as the second form of attention. This type of attention is a directed task, such
as looking for the fish in a picture. This more powerful form of attention uses higher order
thought processes of the brain creating a top-down approach. The eyes will be directed to
a specific location by the top-down focus based on the task. Humans can leverage their
large knowledge base of the environment to more readily direct their focus. In humans, this
top-down focus is operated in parallel with the stimuli induced focus [11]. Top-down focus
is more computationally expensive than the stimuli induced counterpart requiring “200ms
or more” to process in the human brain [11]. A computational method for implementing a
combined focus model has been studied in robotic applications in [5]. This model emulates
a top-down focus mechanism to create a feedback loop for control of teleoperated robots.
Memory networks are another method for implementing attention mechanisms compu-
tationally. “In neural networks, attention primarily serves as a memory-access mechanism”
[12]. These networks are a form of short-term memory that vary the weights of input fea-
tures. As preformed ina recent work [13], the network learns what inputs are more valuable
to use in making predictions. For example, a neural network model identifies the most salient
points in an image, like that of the bottom-up approach, then generates a word to best de-
scribe that portion of the image. The network then iterates through the next most salient
point and again generates a word to describe it. This continues until a descriptive caption
is generated for the image [13].
The memory network approach contrasts to our proposed hybrid focus methodology.
Instead of simply iterating through salient points, the salient points are also analyzed for
previous understanding using an object classification algorithm. Our hybrid focus model
attempts to create a parallel focus model similar to [5] but combine the information differ-
ently. We aim to use the information to direct the robots motion, vice predict the motion of
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another object. Using both types of focus we can extract the location of the most interesting
point in the environment, providing a clear target for the robot to observe.
1.3 Computational Methods Background
1.3.1 Object Classification
To better understand the need for employing a topic modeling framework it is important to
examine current computer vision work. Computer vision has been a large area of research
in the computer science community. Many techniques have been developed to tackle very
difficult challenges in object detection and semantic representation. These techniques utilize
convolutional neural networks (CNN) that can identify, classify, and track multiple objects
in real time, as seen in [14]. CNN pose several challenges for use in underwater robotics.
Firstly, these networks are trained on pre-labeled images that the network can learn to
recognize the various objects. These training datasets need to be large and varied in order
for the network to generalize well to new data. In the underwater environment, not only
are the available images limited, but the image quality is highly varied based on the water
conditions, light available, or depth when the image was taken [15]. Alternate approaches
can be taken, such as using a bag of words model. This model, similar to topic modeling,
segments the image based low-level features. Thus simplifying what the network needs to
learn for correct identification of an object, allowing for a more efficient method that can
be used on a typical cell phone [16]. Unfortunately, prior knowledge or data is not often
available for unexplored areas. Since we do not even know what to expect ourselves, training
a robot to learn the unexpected proves difficult.
Despite the negative aspects of the traditional computer vision approach, it still provides
very useful information in real-time. For instance, the HyperNet RPN (Region Proposal Net-
work) achieves real-time speed, 5 frames per second (fps), with high accuracy out preforming
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its successors (Fast R-CNN, and Faster R-CNN) [17]. While simpler methods, such as YOLO
(You Only Look Once), achieve real-time processing speed at the sacrifice of classification ac-
curacy. Either method can recognize a multitude of objects depending on the dataset used.
The COCO dataset provides nearly 80 objects that can be recognized [18]. Fortunately,
with the development of small, high power processing platforms with graphics processing
units (GPUs) such as the Nvidia Jetson Nano, these realtime processes can be used on small
platforms. Even though these algorithms require prior training, they are still important to
be used in underwater exploration since they allow the robot to have a knowledge base to
compare against the surrounding environment. Because of these reasons, we employ the
YOLO object recognition scheme as the top-down portion of our focus methodology.
1.3.2 Topic Modeling
Latent Dirichlet Allocation (LDA) is a hugely successful form of topic modeling that is widely
used [19]. Originally purposed for text processing, this form of topic modeling assumes that
there are inherent topics randomly mixed within a corpus. These latent topics describe an
overarching specific distribution of words that are related. LDA finds more semantically
relevant topics by placing a Dirichlet distribution prior on the topic distribution and word
distribution, which prompts them to be sparse [19]. Furthermore, topic modeling has been
re-purposed for computer vision applications, such as [20] or [21].
Object discovery refers to the ability to find new objects within the environment without
any prior knowledge of them. In the context of topic modeling, an unsupervised approach
would aim to find a dominate object class, and localize the object given a series of images.
The most basic approach is to preform LDA topic modeling, but this method can generate
topics without any clear meaning, known as the coherence issue. More specifically, the
previous work [22] expresses that the perspective words that describe a topic are incoherent
with each other. The LDA model can be improved upon by adding must-links. Must-
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links provide constraints on how given words relate to each other and the topic that they
describe. Generally, the links constrain all topics within the corpus. To improve even more,
these must-links are generated with prior semantic knowledge, only constraining one or some
of the topics within the corpus. This method is employed to LDA with mixed Dirichlet trees
(LDA-MDT). Using a bag of visual words, that are created by clustering local features in the
image, the topics are extracted with the LDA-MDT method, overall resulting in improved
topic coherence is improved which facilitates object discovery [22].
Alternatively, to adequately preform topic modeling for robots, the approach must be
modified. In order for a robot to use the topic model information, it must be updated
continuously, since robots experience time and space changes continuously. The topic model
must be refined to account for new and old observations. These challenges resulted in
the development of the realtime online spatiotemporal topic-model (ROST) [9]. Initially a
vocabulary of visual words is generated by using scale-invariant feature transform (SIFT)
[23], speeded up robust features (SURF) [24], or oriented brief (ORB) [25]. This vocabulary
is generated using an unrelated dataset from what the robot would encounter [9]. These
features provide groupings of visually related features that form visual words. Visual words
are extracted from the robots observations and compared to the known vocabulary. LDA is
then utilized to form the topic distribution over the image. ROST relaxes the assumption
made in LDA, that each image would have an independent topic distribution [9]. This allows
the topics to depend on spatial and temporal neighbors [9]. The topics are then refined using
a realtime Gibbs sampler to compare the incoming observations to previous observations as
the robot travels through the environment [10].
The newly gained topic information can be used in a variety of ways. Originally, in [9]
a summary of the topics for various locations was saved and a surprise score was generated.
Based on the deviation of the current observation from the summaries, the program was
allowed to emulate curiosity. Although, this method proved useful, it was later refined to
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base the curiosity on weighted factors, such as word perplexity or topic perplexity [10].
Perplexity in this context means the inverse probability of the visual word belonging to a
known word or topic. This provided the framework for our curiosity driven methodology
and bottom-up component.
1.4 Core Contributions
This work has introduced two main new concepts that build upon existing work.
1. The hybrid focus model introduced is a novel computational method for combining
different types of focus. Both the top-down and bottom-up focus types are combined
to generate a comprehensive point of focus.
2. Building upon the ROST methodology, a grouping and thresholding methodology is
applied to the perplexity values. The grouping and thresholding provide a simplified
representation of the topic perplexity generated by ROST.
In addition, a conference paper [2] and poster, seen in Appendix A, have been published
in the MTS/IEEE OCEANS Conference in Seattle, WA in 2019 in pursuit of this work. This
paper was selected as one of the twenty finalists for the Office of Naval Research Student
Poster Competition.
1.5 Thesis Outline
This thesis details the development of a hybrid focus scheme. The hybrid focus scheme
takes advantage of the ROST framework for the bottom-up component and YOLO as the
top-down component. This focus scheme was developed using the robot operating system
(ROS), Python, and C++. Testing was preformed on underwater video and a TurtleBot3
burger, which is an indoor land based robot.
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Chapter 2 discusses the methodology and implementation of the top-down focus. This
component of the model is developed with the YOLO algorithm. The focus is also incor-
porated with a semantic mapping algorithm deployed on an indoor robot that makes use of
ROS. A description of the YOLO algorithm and ROS architecture are included.
Chapter 3 demonstrates the use of the ROST Interpreter for the bottom-up focus, using
python and underwater images. LDA topic modeling is explained including its use in the
ROST framework. The methodology of the ROST Interpreter program and testing with
images is detailed.
Chapter 4 discusses the development of the hybrid focus model. The chapter presents how
the algorithm combines the focus frameworks, along with how it was tested on underwater
video and an indoor robot. Indoor testing builds on the semantic mapping concept by adding
new object labels.
Chapter 5 summarizes the work and provides ideas for future work.
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CHAPTER 2
TOP DOWN FOCUS AND SEMANTIC MAPPING
2.1 Introduction
The first challenge in the hybrid focus development was to understand and test how to relate
a top-down focus mechanism with a metric map. Our initial goal was to locate objects of
interest within an environment and produce a map with semantic labels detailing where that
object was positioned. Using semantics help bridge the gap between how humans and robots
understand the world. Robots need to be able to determine high level relations of objects in
the environment rather than simply spatial relations [26]. Generally robots understand the
world with metric information. A LiDAR tells the robot its distance from given objects, or a
wheel encoder gives how many revolutions have occurred. These numbers are not intuitively
easy for a human to understand. For instance, it is much simpler to tell a robot to go to the
kitchen, than to find out the coordinates or distances associated with the kitchen’s position.
As discussed in Chapter 1, top-down focus is like a directed task (e.g., “find the red
ball”). This type of focus requires a prior knowledge base and semantic understanding of
objects. To implement the top-down focus we used the you only look once (YOLO) object
recognition algorithm. The results from YOLO produce a bounding box that locates a known
object within the scene. This information can be combined with metric information to plot
its location within a map.
2.1.1 YOLO Description
The YOLO algorithm, [14], is able to preform realtime object detection by running image
classification in parallel with object location. This unification of components in a single
neural network simplify traditional CNN image classifiers. The algorithm first processes the
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Figure 2.1: This figure shows a simplified process of how the YOLO network detects objects.
The image is segmented into a grid that is used for two parallel processes: bounding box
predictions, and class predictions. These predictions are filtered to leave only the highest
probability objects. [14]
entire image by segmenting it into a grid. Each cell then predicts a fixed amount of bounding
boxes and confidence scores for each box. The confidence, d, is defined as
d = P(Object) ∗ IOU truthpred
where IOU truthpred is the intersection over union of the predicted box and ground truth. In
parallel, each grid cell predicts the class within the cell containing an object. Only one class
is predicted in the cell regardless of the bounding boxes it contains. Finally, the predictions
are filtered out to only leave the highest scores of detected objects. Figure 2.1 visually
represents this process [14].
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2.1.2 Robot Operating System
ROS is an open-source software for operating systems on a robot. As detailed in [27], many
tools and libraries are provided to interface with various hardware and programming lan-
guages. ROS uses a peer-to-peer network framework to form a publisher and subscriber
concept. Publishers and subscribers are used to either send information or retrieve infor-
mation within nodes. Nodes are programs that preform a specific task. For instance, one
node can be used to publish images from a camera. Other nodes can then subscribe to the
camera images for their own use. ROS can be used for a variety of purposes facilitating a
simple way for robot control [27].
2.2 Algorithm Methodology - Mapping
We created a system that could combine metric and semantic information for the use of robot
exploration. Specifically, the robot was tasked to autonomously identify and localize objects
of interest specified beforehand. The algorithm was implemented in ROS and programmed
using Python. Ideally, the algorithm could be used with various types of sensors that are
sufficient for metric-based simultaneous localization and mapping (SLAM) and semantic
information extraction, but for this implementation a RGB camera and LDS-01 LiDAR was
used.
To gather semantic information a ROS package, darknet ROS [28], was used. This
program made use of the YOLO object detection algorithm [14]. The YOLO framework was
used over other CNN because it achieves realtime object detection. It was trained on the
COCO dataset [18] that contained information on approximately 80 different objects. The
darknet ROS program was able to processes incoming images and publish the bounding box
information. The bounding box coordinates were used for correlating the detected object
with the map [2].
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Figure 2.2: The figure shows the positions of the x-axis and y-axis in the map frame along
with defined quadrants for determining relative positions of the robot and object of interest.
The metric map information was gained from OpenSLAM’s Gmapping package. The
Gmapping package combines ranging information from the LiDAR and position information
from the wheel encoders to generate an occupancy grid map to preform SLAM [2]. An
occupancy grid map is generated that represents the robot’s understanding of the world
around it. Occupancy grid maps contain three states, either empty, occupied, or unexplored.
Objects would be represented as an occupied area in the map.
The information from the object detection and SLAM components were combined to
create a map with the marked location of an object of interest. First, after the image has
processed through YOLO, when the results contain the label of the object of interest, the
center point of the bounding box is determined. This position is then correlated to the
corresponding heading angle of the LiDAR based on the field of view of the camera. The
heading angle is calculated based on the orientation of the robot and the relative position
of the object. Figure 2.2 shows the coordinate and quadrant layout used for calculating the
object of interests’ position with respect to the map frame. In ROS the x-axis and y-axis
are switched, while the quadrants are self defined for use in the algorithm.
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Figure 2.3: The figure is used to illustrate how the pixel position in the camera is correlated
to the LiDAR range. Here the circle represents the LiDAR coverage, 0◦−360◦. The triangle
represents the camera, with the field of view, aFOV, indicated and center point designated
with the arrow. The px represents the pixels in the x direction, while the xcen represents
the center pixel of a detected object of interest. The Equations (2.1) and (2.2) are used to
determine the correlating heading angle.
First, the orientation of the robot and correlated position of the object is determined. To
accomplish this, the pixel position of the object is converted to an angle that is then used
to correlate to the angle of a LiDAR sensor. So the relative position of the object requaires
the object heading angle, h, to be determined differently. If the object is left of center, the








or if the object is to the right of center, h is calculated by






where xcen is the center x coordinate of the object bounding box, aFOV is the max field of
view angle for the camera, and px is the total horizontal pixels of the image. This correlation
of a camera and LiDAR can be seen in Figure 2.3. The heading angle is rounded, and used
to retrieve the range reading of the LiDAR at that angle [2].
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The quadrant of the object is then determined using a comparison of the robot’s angle
and the object’s heading angle
acheck = ψr ∗ (180/π) + h
where ψr is the yaw angle of the robot. Using a series of if statements, the acheck angle is
used to determine if the robot and object are oriented in the same quadrant.
Based on the orientation of the robot and determined quadrant of the object of interest,
the position of the object is calculated. The position of the robot is either added to or
subtracted from to retrieve the coordinates of the object. Algorithm 1 shows an example
logic flow in determining how the object distance is either added or subtracted. Then using
the range to the object, robot position information, and heading angle, the position of the
object of interest, in the map frame, is calculated by
xm = ±r ∗ sin(α) + xr
ym = ±r ∗ cos(α) + yr
where (xm, ym) represents the position of the object, (xr, yr) are the position of the robot, r
is the range from the robot to the object, and α is the relative angle between them. Angle
α is based on the orientation of the robot and the heading of the object. It is calculated by
either α = ψ+h if both robot orientation and object are in the same quadrant, or α = ψ+h
if the robot and object are in varying quadrants.
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Algorithm 1: Object of Interest Position Calculation
1 Initialization: h (heading from bounding box center), r (ranges from LiDAR), (xr,
yr, ψr)(robot position);
2 while object of interest detected do
3 if Robot is pointing to quadrant 1 and object is on the Right then
4 Check to see if object is in the same or different quadrant, acheck
5 if If acheck > 90 then
6 Subtract x and y range component from both xr, yr
7 else
8 Add x range component to xr
9 Subtract y range component from yr
10 end
11 else




This algorithm simply determines the quadrant orientation of the robot relative to the
map frame by calculating the x and y position of the object based on the quadrant it is
located from the robot. The quadrants are as shown in Figure 2.2. A series of if statements
are used to ensure the object position is correctly added or subtracted from the robot’s
location.
Once the position information has been calculated, a marker is then published to RVIZ.
RVIZ is a graphical user interface within ROS that allows the user to visualize all the
information about the robot. Since the robot position, LiDAR returns, and the occupancy
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grid map are all shown in RVIZ, it is the best place to semantically represent what the robot
has seen. In this case a marker object is published to RVIZ that creates a yellow circle at
the position calculated [29].
2.3 Testing
The goal for this test was to ascertain if the algorithm discussed properly correlated the
image and LiDAR data for an object of interest.
2.3.1 Simulation
Testing was first preformed using simulations with Gazebo ROS. The TurtleBot3 was simu-
lated in a simple enclosed environment with nine cylinder obstacles. The simulation provided
all sensor readings from the TurtleBot3 and RVIZ integration.
To test the ability to create markers and understand the coordinate system in ROS, the
position of the interesting object was pre-programmed at a fixed angle. As the robot was
virtually teleoporated, it marked objects at the fixed angle. The results of this can be seen
in Figure 2.4.
Having the ability to correctly place markers within the map, a webcam was then inte-
grated to test the functionality of correlating an object of interest. An object of interest,
when observed by the webcam, was used to trigger placing a marker onto the map. The
robot was positioned in the same simulated environment, while the object of interest angle
was fixed. So, as the object of interest (a person) was put into view of the camera, the
marker was immediately placed at the fixed angle location, as shown in Figure 2.5.
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Figure 2.4: The yellow circles in this image represent the object of interest. In this testing
case the heading of the object of interest was programmed as a fixed angle. Objects at the
fixed angle were continually marked with a yellow circle as the robot moved through the
environment.
Figure 2.5: The simulated TurtleBot3 correlates the webcam image with the virtual envi-
ronment to map the object of interest. In this case the object of interest was set as a person.





The algorithm was then implemented with the TurtleBot3 Burger in an indoor environment.
The TurtleBot3 Burger is equipped with a LiDAR LDS-01, two DYNAMIXEL servos, and
controlled with a Raspberry Pi 3. A Raspberry Pi camera module v2 was mounted to the
front center-line and connected to the Raspberry Pi 3 via a ribbon cable. The Raspberry Pi
3 runs ROS Kinetic in order to communicate with the various sensors and transmit data over
Wi-Fi. Several pre-built ROS packages were utilized, such as the raspicam node to retrieve
images from the camera module. The rest of the pre-built packages for the TurtleBot3 were
setup as directed in [30]. The nodes created for this testing have been described, but the
high level interaction with the other nodes can be seen in Figure 2.6.
Environment Setup
The environment was a living room area with three wine glasses, a bottle, and a sofa present.
The TurtleBot3 was teleoporated to explore the area and generate the occupancy grid map.
Once the objects were mapped as occupied, the TurtleBot3 was then positioned to view
all the objects. The algorithm was able to detect each object within the environment and
properly label them. In this scenario, the bottle was considered the object of interest. As
such, a marker was placed onto the occupancy grid map at the bottle’s location, shown in
Figure 2.7.
Performance
After several iterations of testing, the accuracy of the marker placement was determined.
The marker accuracy was partly dependent upon the LiDAR accuracy, as listed in Table
2.1. Errors also arise from rounding in the pixel to angle conversion, Equations (2.1) and
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(2.2). These errors can cause an object to be mislabeled within the occupancy grid map.
Furthermore, in this test the image from the robot was transmitted over Wi-Fi to then be
processed on a laptop. This resulted in very slow processing, approximately 0.1 frames per
second (fps), which limited the response time of the robot.
Table 2.1: Performance of the general semantic approach [2]
Image Classification Speed 0.1–0.2 fps
Average Classification Probability 70%
Marker Range Accuracy ±19.5 mm
Marker Range Precision* ±13 mm
*Based on LiDAR (LDS-01) specifications
2.4 Conclusion
In this chapter we have described the top-down focus development. The top-down focus was
adequately demonstrated using the YOLO algorithm. The robot was able to consistently
identify the trained upon objects. Furthermore, the object location as given by YOLO, was
able to be correctly correlated with sensor information to mark the desired location of a
given object. By combining the camera and LiDAR information, we were able to generate a
map with semantic information that can aid in human robot interactions.
With the top-down focus and semantic mapping demonstrated we moved forward to
the bottom-up focus. The following chapter will cover the background information needed
to develop the bottom-up focus, in addition to how the concept was implemented. The











































































































































































































































































































































Figure 2.7: The top of the figure shows the image view as seen through the robot’s perspec-
tive. The objects are labeled and bounded within the image. Object classification confidence
for each object is shown in the top right corner. The bottom portion of the figure shows the
corresponding occupancy grid map of the scene, with a yellow marker marking the object






The previous chapter detailed how the top-down focus was used. In this chapter we aim
to detail the background understanding, methodology, and testing in the development of
the bottom-up focus. Here the bottom-up component serves as the main driver for robot
attention. It relies on topic modeling of the environment for semantic understanding. The
low-level features observed are extrapolated into high-level topics that are used to determine
the curiosity of a region. Here we describe how topic modeling is preformed and how the
ROST Interpreter algorithm was developed.
3.1.1 LDA
To expand upon the topic modeling ideas, as discussed in Section 1.3.2, it is important to
note the details of LDA and statistics. This section is intended to give a high-level overview of
how the topic modeling equations were developed and used. Firstly, conditional probability
should be understood. Conditional probability is the probability that an event occurs given
some knowledge about the outcome of the event [31]. This is typically expressed as P (A|B),
where A is the event being predicted and B is the knowledge known or assumed about the
outcome of event A [31]. This concept is furthered by the use of Bayes’ Theorem, given by
P (A|B) = P (B|A)P (A)
P (B)
To put simply, Bayes’ Theorem essentially describes that the probability of an event can
be calculated using other known probabilities [32]. These two topics form the foundation
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Figure 3.1: Example of topic modeling using LDA. The top list of words represent the
distribution of words used for that topic. The bottom box is an example text with color
coded words that represent the topic from the above list they belong to.[19]
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used when creating the LDA equations.
Using the ideas of Bayes’ Theorem and conditional probability, the previous work [19]
is able to create a probabilistic framework to determine topics within a document. LDA
builds upon the initial idea from [33] that there are latent topics that are distributed within
a document. The probabilistic latent semantic analysis (pLSA) is able to give a semantic
description of a document but is susceptible to overfitting to a dataset during training.
Without re-deriving the equation, the LDA approach mitigates this issue by placing Dirichlet












where w is the set of words, zn is the set of N topics distributed over a topic mixture
Θ, and wn is a specific word within the document [19]. The Dirichlet prior α is a vector
of values assumed a priori on the topic density within a document, and the prior β is a
vector that represents the word density within a topic [19]. This equation serves as the
model for representing topics within a document. Figure 3.1 is a text example of processing
a document using equation 3.1. The document in the figure has a distribution of four topics,
where each topic consists of a distribution of similar words.
Applying the Dirichlet distribution results in a sparse topic mixture, which lends well to
finding more semantically relevant topics. A Dirichlet distribution is a continuous multivari-
ate probability distribution [34], given by








k=1 belongs to the standard K −1 simplex, x being a multinomail parameter and
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Figure 3.2: Example Dirichlet distribution from [19] that shows an example distribution for
a three word and four topic document. The × marked locations represent the distribution
for each of the four topics. This figure helps illustrate the discrete values created when using
small Dirichlet hyper-parameters.







α = (α1, . . . , αK)
where α is a defined parameterised vector [34].
The Dirichlet allows us to create a distribution for the latent topics within the document,
since the topics themselves are a distribution. As α becomes small, the Dirichlet distribution
develops more discrete points representing a sparse topic distribution as mentioned. Figure
3.2 helps to illustrate this by showing a density unigram for a three word and four topic
document [19].
3.1.2 Realtime Online Spatiotemporal Topic Modeling
As mentioned in Section 1.3.2, ROST applies LDA to images with the use of visual words
instead of text. Visual words are extracted using ORB features and applied to LDA by
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having the topic distributions depend on current and previous data. A generative model is
used to determine the word and topic observed given the time and location of the observation.
A distinguishing factor of the generative model is its use of neighbors to evaluate the topic
distribution [10]. These neighbors are observations that are spatially and temporally related
to the current observation [10]. To better express the neighbors, the world is broken down
into a two-dimensional view as depicted in Figure 3.3. Each image captured is considered
an observation. An observation is compared to images from previous times at that current
location, and it is compared to images taken at other locations near the current location.
This group of neighbors is used to refine topic labels for the current image, which results in a
method to learn and compare topics that quickly converges on a topic label [10]. To calculate
the probability a word wi belongs to a topic label k at a location xi, a Gibbs sampler is used
by sampling from the posterior topic distribution:










where nvk,−i counts all words of type v within the topic, excluding the current word vi,
nkGi is the number of words within a topic in the neighborhood Gi that also excludes the
current word, and α, β are hyper-parameters of the Dirichlet distribution [10]. A realtime
Gibbs sampler algorithm is used to add new observations to the topic model [10]. A Gibbs
sampler is a framework used to sample from a multivariate distribution by sampling from
a conditional distribution rather than a marginalized combination, similar to equation (3.1)
[10]. The Gibbs sampler randomly chooses observation times to use for re-sampling topic
labels and updating the topic model [10]. This equation is the foundation for the ROST
topic modeling.
Having the topics refine over the observations of its neighbors provides a richer un-
derstanding for the robot. The robot is more readily equipped to recognize new objects
30
Figure 3.3: Here each cell is an observation. The observation is assumed to have four
neighbors, 4 spatial and 2 temporal (2 spatial neighbors not depicted), which allows the
model to be used with large datasets, where saving all observations would not be feasible
[9]. Each topic is evaluated over all the neighbor cells to provide a more refined topic label
for a given word wi [9].
encountered while traversing through the environment. One metric that the robot can un-
derstand a new object is through a perplexity value. In the ROST program it is determined
by first segmenting an image into a grid, separate from the spatiotemporal view, normally
20 by 15. Each grid cell is analyzed for a perplexity value, either for visual words or for
topics. Specifically in our work, a topic perplexity values is used for guiding the robot’s
focus. Although, the topic perplexity value is just one weighted component used for decision
making in [10]. We focus on only the topic perplexity since our bottom-up focus portion
only needs to be able to discern interesting objects within the environment.
Perplexity is calculated for each grid cell of the image using a sample of words observed
at gi with the equation








where W is the number of visual words observed, while the perplexity of a particular cell
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Figure 3.4: A graph to illustrate how Equation (3.2) behaves. The x-axis represents an ab-
straction of the probability, while the y-axis represents an abstraction of the topic perplexity.
The graph helps to illustrate how perplexity can be understood as the inverse of probability.
T (gi) is calculated by taking the probability that cell is within a particular topic k, based
on the previous locations or path p seen [10]. The temporary topic labels zi generated are
used only for determining perplexity and not added to the topic model [10].
Perplexity can be best understood as the inverse of probability. Equation (3.2) utilizes a
log function to represent the data, this data is scaled by taking the average of these values.
This log graph representation does not give the desired behavior so the negative exponent
is used, which is approximately represented in Figure 3.4. As seen from the figure, as the
probability values increase the perplexity approaches zero, and when the probability values
approach zero the perplexity increases rapidly.
Perplexity is calculated in realtime with the ROST program. The ROST program, found
at [35], provides a user-friendly program called Sunshine that preforms the topic modeling
analysis for images and video, as in [10]. Sunshine also provides tools to visualize the data.
For example, Sunshine was run on an image, Figure 3.7 [36], and the topic perplexity was
found as shown in Figure 3.8. The raw perplexity data provided is large and varied. Perplex-
ity values can be high for subjectively uninteresting objects, such as the sand highlighted in
white as shown in Figure 3.8. It can be argued that the stingray overall is a more interesting
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point of focus. Since there is a disparity between what has the maximum perplexity and what
is subjectively more interesting, a methodology for interpreting this data was created. Our
perplexity interpretation algorithm uses a grouping and thresholding mechanism to reduce
the perplexity data, creating reduced points of focus for a robot.
3.2 Algorithm Methodology - ROST Interpreter
To effectively utilize all the perplexity data generated from ROST ([35]) an algorithm was
developed to concentrate the data. The ROST software is able to generate a topic model of
the scene while determining the perplexity of the image. The perplexity is based on either
the visual words or the topics within the scene. Perplexity is used as a measure of curiosity.
Topic perplexity was chosen as the curiosity measure for this project since it more accurately
details the high level view of objects in the scene. It is important that the robot recognizes
new objects that it observes but remain desensitized to “shiny” objects. To ensure the robot
can focus on new objects, we created a method of thresholding to reduce the perplexity values
and a grouping method to focus on the largest concentration of high perplexity values.
This program makes some fundamental assumptions that guide its decisions. It is as-
sumed that all the perplexity values are normally distributed across the image. It is also
assumed that perplexity values are grouped by row and column, no diagonal cases are con-
sidered. Utilizing these assumptions the ROST Interpreter program was created.
3.2.1 Thresholding ROST Perplexity
In order to provide a direct understanding of objects the robot observes, we processed the
perplexity data through a thresholding algorithm. This algorithm effectively parsed out low
perplexity values and large outlying values. It is important that the robot understands the
magnitudes of perplexity, but also the area that the values occur. To adequately represent
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Figure 3.5: This figure expands raw perplexity data generated by the ROST Sunshine pro-
gram [35]. The data is the same as that seen in Figure 3.8. This view represents the volume
used when processing through the threshold. The x and y axes represent the coordinates of
the image, with the z axis taken as the perplexity values for each grid coordinate.[2]
this, a volume approach was taken. Taking the volume of the perplexity values allowed the
incorporation of the area covered by the object and the perplexity itself. Here the volume,
v, is based on the grid area, agrid, the perplexity value covers multiplied with the perplexity
value, λtopic [2].
v = agrid ∗ λtopic
A volume view of the perplexity data from Sunshine can be seen in Figure 3.5 [2].
The volume of the perplexity data was then filtered through the defined threshold. It
was assumed that the topic perplexities are normally distributed over any image. Using this
assumption, each image threshold values were set as
(σxppx + xppx) < xppx < (2 ∗ σxppx + xppx)
where xppx represents the accepted perplexity values, σxppx represents the standard deviation
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Figure 3.6: This volume view takes the data from Figure 3.5 and applies the threshold
equations to it. The bars now represent the locations of points in the image with sufficient
perplexity. The points with high perplexity are removed as well as low perplexities [2].
of all the perplexity values, and xppx is the mean of the perplexity values [2]. Extracting this
portion of the perplexity data accurately represents interesting objects by removing strong
outliers and capturing significantly perplexing areas. Figure 3.6 demonstrates the volume
data after applying the threshold to the data shown in Figure 3.6 [2]. The topic perplexity
reduces as the robot makes observations over time. So as the robot traverses through the
environment, the threshold area to be triggered when an unknown object enters the scene
will be more clear than just the perplexity data given by the Sunshine program [2].
In order to ensure the perplexity mean, xppx, was representative of the environment, a
running average is maintained. Initially the mean is calculated using an initial 30 seconds of
the first image observation [2]. This allows for the current topics to be adequately learned,
which stabilizes the perplexity values. As new perplexity data is received the mean, xt, is




The applied threshold provides a reduced data set that allows for better online decision
making. Removing the low perplexity topics provides a better point for the robot to focus on
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and navigate toward. Our interpretation of the perplexity data makes several assumptions
that would need to be analyzed to ensure the threshold provides the best point of focus for
the robot [2].
3.2.2 Grouping ROST Perplexity
In addition to the thresholding, a grouping algorithm was created so the area covered by an
object is also considered. Grouping together the perplexity values creates distinct locations
of high perplexity objects, where the group with the most area covered is considered the
interesting location. In essence, the program takes the topic perplexity data and returns the
coordinates of the most perplexing object in the current image. The threshold perplexity
values are grouped together based on the spatial relation between them. As mentioned,
values are grouped together if they are connected horizontally or vertically. These groups
are used to determine a point of focus for the bottom-up case.
As the perplexity values are processed through the threshold, the position of each point
meeting the criteria is saved. Algorithm 2 shows the logic flow for grouping the values.
This algorithm takes a sliding window approach. The array of perplexity values, is scanned
sequentially to extract values and group them.
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Algorithm 2: Perplexity Grouping
1 initialization: c (array of (x coordinate, y coordinate, perplexity value));
2 while new perplexity data do
3 Calculate Running Average
4 if Time > 30 sec then
5 for Length of c do
6 if Perplexity within Threshold then
7 Add ci to group list gi
8 Look at neighbors ((x− 1, y), (x+ 1, y), (x, y − 1), (x, y + 1))
9 Store Looked at positions
10 if Neighbor not looked at and meets threshold then
11 Add ci, of neighbor, to group list gi
12 end
13 #Check if current value is within the same group
14 if abs((ci,x − ci,x−1) + abs((ci,y − ci,y−1) > 1 then






Once all the data is processed, the groups are searched for a maximum value using built
in Python tools. The location of the group with the largest perplexity value is then published
for use in other programs.
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3.3 Testing
To test the viability of the thresholding and grouping algorithms, the processes were run on
underwater images. Figure 3.7 is an example image that was chosen for testing. The image
contained one user-defined interesting object, the stingray, with an uninteresting background.
The image was processed for approximately ten seconds with the ROST Sunshine program,
resulting in Figure 3.8. As the figure shows, the Sunshine program does capture the stingray
as interesting, represented by the red points, but also includes some subjectively uninteresting
objects like the yellow spots, or parts of the sand. This perplexity data was then processed
through the ROST Interpreter algorithm. The ROST Interpreter provided a more adequate
capture of the stingray. This can be observed by comparing Figure 3.8 with Figure 3.9. As
seen in Figure 3.9, the majority of remaining perplexity values lie on the stingray, which is
subjectively more interesting than the sandy area denoted by the maximum value in white,
as seen in Figure 3.8. Additionally, Figures 3.5 and 3.6 contain the same perplexity data
from the image and are provided to show the volume view used when processing [2].
Furthermore, Figure 3.10 show the processing of different images yielding similar results.
These figures help to illustrate how applying a threshold mechanic on the perplexity data
can extract more relevant objects for the robot’s focus. Although, the ROST Interpreter
algorithm was unable to capture objects when they were relatively small. This resulted in
the object not being sufficiently captured, as shown by the top of Figure 3.11. One way
to mitigate this issue was to modify the thresholding parameters. For instance, the fish in
Figure 3.11 was captured after thresholding by increasing the accepted top end perplexity
values to (2.5 ∗ σxppx + xppx), resulting in the bottom of Figure 3.11. Because of this issue,
the accepted threshold range would likely need to be optimized for the specific application
it is applied to.
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Figure 3.7: This test image was obtained from [36] and used for processing with ROST
Sunshine, and the ROST Interpreter [2].
Figure 3.8: The Sunshine program from ROST was run on an image of a stingray from [36]
[35]. Topic perplexity was calculated for each part of the image as the program analyzed it
for several seconds, as shown in red. The white dot represents the point with the highest
topic perplexity [2].
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Figure 3.9: The raw perplexity data from Figure 3.8 was run through the threshold algorithm
developed to reduce the data, leaving a better representation of interesting objects. The
perplexity data visualized represents the locations of perplexity that meet the threshold
criteria. By removing large outliers and low value perplexities the robot now has a sparse
representation of objects in the image on which the robot will focus [2].
3.4 Conclusion
The proposed ROST Interpreter program expands upon the existing ROST functionality to
provide a minimal representation of curious objects within a scene. Applying a threshold
preserves the perplexity data needed to adequately determine curious objects. Grouping
these values together incorporates the area covered by an object into navigation decisions.
The program provides a refined point of focus for the bottom-up element in the hybrid focus
model.
The next chapter will provide insight on how the hybrid focus model was created and
tested. The implemented methodology for the top-down and bottom-up focus modes can
then be combined to generate the robot focus.
40
Figure 3.10: The images on the left hand side is the perplexity data as given by the ROST
Sunshine program, 3.8, while the right hand side is the perplexity data after being processed
through the ROST Interpreter. Here we demonstrate that the ROST Interpreter reduces
the perplexity data, while the interesting objects remain identified. In order to illustrate
that simply using the maximum perplexity is not sound, each image has one interesting
object with a dull background. Reducing the perplexity data better captures the interesting
objects. All images obtained from [36].
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Figure 3.11: Due to the small size of the object of interest the object was inadequately
captured after thresholding the perplexity values. The bottom image shows the perplexity
values obtained after modifying the threshold range. It would be important to optimize
the thresholding range given the specific application, but the default values do apply in the





To better facilitate ocean exploration our goal is to create a hybrid focus model that leverages
curiosity from a bottom-up approach and prior knowledge to make robust decisions for
exploration. We aimed to emulate a human like focus, as in [11], to look at certain points
in order to maximize information gain using both salient points and prior knowledge. Using
a hybrid model will allow the robot to smartly assess the environment and explore new
findings.
The hybrid focus model, as shown in Figure 1.2, relies on image sensing to extract in-
formation. This information is used for both the bottom-up and top-down focus processes
as described in Chapters 2 and 3. Figure 1.2 shows the total concept of the hybrid focus
model, while the following describes the lighter colored regions. This algorithm was devel-
oped to test the concept of a hybrid focus model using underwater video and an indoor
robotic platform.
4.2 Algorithm Methodology - Hybrid Focus Model
There are many approaches in prioritizing decisions. This version of the hybrid focus model
uses curiosity (i.e., perplexity values) as the main driver of focus. The attention of the robot
is directed first by the perplexity of an object, then if the object of attention is known by
the object detector, the focus shifts to the next perplexing object. Here we have simplified
the combination of the two focus models to test a proof of concept.
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4.2.1 Hybrid Combination
Each image is analyzed with the ROST Interpreter algorithm and YOLO algorithm. Both
algorithms make use of bounding boxes to represent locations in the image. These boxes are
compared to make use of both sources of information for determining a focus region. The
focus region is updated each second to reflect a consistent decision making routine, since
running decision making process continuously at a fixed frequency produces better results
than at the maximum frequency possible [37].
The perplexity data is obtained independently by running the ROST Sunshine program
separately. Normally these processes would run in parallel but interfacing directly with
the Sunshine program was not possible with Python. As such, perplexity information is
generated for each image and imported into the algorithm through a text file. Algorithm 3
shows the simple logic flow used to process each image. The algorithm determines a focus
region at the maximum perplexity group. A combination of both focus models is achieved
with the use of bounding boxes. A focus box, of a default size (96× 96 pixels) is generated
around the group of the highest perplexity as determined by the ROST Interpreter. This
focus box is compared to any bounding box generated by YOLO. If the boxes overlap a new
focus box is generated around the next highest perplexity group, then overlap is reassessed.
Overlap between the boxes is determined by comparing the coordinates of the box corners.
Given two boxes A and B the following rules dictate if the boxes intersect.







In Table 4.1 (xL, yL) refers to the coordinates at the top left corner of a box, and (xR, yR)
refers to the coordinates at the bottom right corner of a box. An intersection occurs if all of
these criteria are true. Alternatively, if any one criterion is false the boxes do not intersect.
This is a common use of logic to determine rectangle intersections as described in [38].
Algorithm 3: Hybrid Focus
1 while new image do
2 Process perplexity values with ROST Interpreter
3 Process image with trained YOLO model
4 Focus box drawn at maximum perplexity group
5 while Focus box and YOLO bounding box intersect do
6 Draw focus box at next highest perplexity group
7 end
8 Output overlays onto image
9 end
4.3 Testing
The hybrid focus algorithm was run on an underwater video from [39]. This video was chosen
for having a large diversity of aquatic animals with a focus of one or two animals clear in
the foreground. The video was also used to generate images for training with YOLO, where
the stingray served as the knowledge base for the top-down focus.
The algorithm was also used during exploration with a TurtleBot3 Burger in a laboratory




In order for the YOLO algorithm to recognize the stingray within the video, a CNN model
had to be trained. At first a collection of approximately 60 stingray images were gathered
for training. Each image was hand labeled with a bounding box defining the area with the
stingray. To generate the bounding box data files a tool from [40] was used. Ten percent of
the data was held out for testing, with the rest used for training.
The Fast YOLO CNN was trained with the training data. This CNN is similar to the
normal YOLO CNN but has fewer convolutional layers [14]. The fast YOLO was chosen
based on available hardware and to reduce the training time.
The network was trained following a guide from [41]. The CNN was trained over 2000
iterations of the training data, with the images randomly used in batch sizes of 64. Once
the training was complete, the model was used on images from the testing video. YOLO
was unable to consistently recognize the stingray within the video. It was determined that
the training data was too small and varied for the model to properly learn. Since creating
the training data was a cumbersome process and not the basis of this work, images from
the video were directly used. A set of 130 hand labeled images were generated from the
video for training. The fast YOLO model was trained using the same parameters. These
images caused the YOLO model to overfit to the data, resulting in the stingray being reliably
recognized. Using the same training and testing data is certainly not a normal practice for
machine learning, but a generalized model was not needed for this test.
4.3.2 Video Simulation
The testing video was converted to a series of images using the ffmpeg program. The Linux
command ffmpeg -i SimulationVideo.mp4 thumb%04d.jpg -hide_banner was used to
convert each frame to an image.
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Figure 4.1: Result of running the hybrid focus model on an underwater video. Here the
bottom-up focus is represented by the red squares, with the top-down focus represented
with the blue bounding box. The green focus box shows the point of attention of the robot,
which observes the group of fish instead of the already recognized stingray.
As described, the ROST Sunshine program was run separately to generate perplexity
data. In order to establish a base average perplexity, Sunshine was run on the first frame of
the video for 30 seconds. Using this average perplexity, the hybrid focus algorithm processed
each frame of the video. The running average of perplexity was maintained as each image
was processed, as described in Section 2.2. The video is processed through the hybrid
combination algorithm frame by frame. Once a focus region is determined, the bounding
boxes and perplexity data are overlaid onto each frame and output using OpenCV tools.
Figures 4.1 and 4.2 are selected images from the generated hybrid focus algorithm. The
focus region, displayed in green, observes both regions with high perplexity, red squares,
and does not intersect with already known objects, shown by the blue box. These figures
demonstrate the proof of concept of using the focus box to direct a robot’s navigation.
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Figure 4.2: This result is similar to that of Figure 4.1, but as shown the shark is incorrectly
recognized as a stingray. This is due to a lack of training data for the YOLO model.
Regardless, the focus of the robot is still valid since it observes the other shark instead of a
recognized area, the stingray box.
4.3.3 Semantic Mapping
The hybrid focus model was tested on the TurtleBot3 by continuing a similar approach as
in Section 2.3.2. The goal of the test was to correctly mark both the known object and
novel object within the occupancy grid map. To meet this goal some modifications to the
TurtleBot3 were made. The challenges of slow image processing met in Section 2.3.2 provided
motivation to upgrade the processing power of the TurtleBot3. The TurtleBot3 CPU was
upgraded to a Jeston Nano.
TurtleBot3 Setup
The Jetson Nano maintains a similar footprint to the Raspberry Pi 3, but has a built in GPU.
To process the images more rapidly, this GPU was utilized for running the darknet ROS
package. To do so, the ROS software had to be upgraded to ROS Melodic. This different
version of ROS was not fully compatible with all the previous packages used, mainly the
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Raspberry Pi camera. The camera was replaced with a Logitech Webcam C270. All other
programs and hardware were able to remain the same as in Section 2.3.2.
Despite the increased processing power, the Jetson Nano was unable to run both the
darknet ROS and ROST Sunshine programs needed. ROST Sunshine was instead run on a
laptop with an i7 processor. This separation required the images from the camera on-board
the TurtleBot3 be saved separately for access by the ROST Sunshine program. A ROS node
was created for this purpose, along with the nodes needed for pre-planned navigation, and
the ROST Interpreter. Figure 4.3 gives a high level view of the processes running in ROS
for this test.
Environment Setup
The environment was setup to contain two objects: a bottle, serving as a top-down focus
object, and a yellow bucket, serving as the bottom-up focus object. The area was constructed
with a cardboard wall in an approximately 2 × 2 meter square. Initially the testing area
was mapped with the TurtleBot3 without any objects present to allow for the pre-planned
navigation node to process. This pre-planned route was made to ensure the robot would
adequately traverse and view the two objects within the environment. The same SLAM,
and object detection programs were used, as discussed in Section 2.3.2, but in this test
the ROST Sunshine program was run in parallel to provide topic perplexity information.
Perplexity was processed through the ROST Interpreter as described in Section 3.2. The
locations of interpreted perplexities and detected objects of interest were both sent to the
mapping algorithm, as discussed in Section 2.2. [2]
Performance
Initially, the robot remained stationary for 30 seconds, allowing a baseline topic perplexity
to be obtained, while maintaining a running average every frame to provide a representative
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topic perplexity of the environment. As the robot traveled across the environment, it was able
to identify each object when it was encountered visually, being represented by a marking
within the occupancy grid map [2]. Figure 4.4 and Figure 4.5 show the known object, a
bottle, and the new novel object being marked in yellow and red, respectively [2]. The were
some issues encountered with ROS while preforming the test, so although the top-down and
bottom-up processes were run together, the output had to be shown separately. It is also
important to note that errors and outliers still existed when mapping and recognizing the
objects. For example, as seen in Figure 4.5 the ROST Interpreter was incorrectly triggered
and mapped to incorrect locations before the bucket was observed [2].
Despite the issues, the proof of concept is shown. The recognition of the novel object
could be used as a trigger for making navigation changes based on what it has perceived.
For example, once the yellow bucket was encountered it could deviate from the pre-planned
path to then circle the object until the perplexity is reduced below the threshold, spending









































































































































































































































































































































Figure 4.4: Results of the hybrid model testing on the top-down focus. The robot was able
to correctly identify the trained on object, a bottle, and correlate it onto the map. This
region would not be investigated by the robot since it already knows the object.[2]
Figure 4.5: Results of the hybrid model testing for the bottom-up focus. As soon as the
robot discerned the yellow bucket, the perplexity values rose enough to trigger the focus and
label the bucket with the red marker. Some outlier observations were marked while traveling
as shown by the red markers not within the explored area.[2]
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4.4 Conclusion
The hybrid focus algorithm demonstrates a novel way to combine both the top-down and
bottom-up focus strategies. Video simulation and semantic mapping testing show how the
model is a viable method to use for decision making. Observations are enhanced above a
pre-planned trajectory model since the hybrid focus model facilitates observing interesting
objects and avoid uninteresting locations.
In the scenario demonstrated, the robot would navigate to observe objects in the focus
region, while limiting time spent observing uninteresting or known regions. Alternatively,
the robot could use the known object location as an observation goal until the perplexity
at that location decreases and a new navigation goal determined. The hybrid focus model
could be employed in a variety of ways depending on the exploration goal of the application.
Furthermore, the semantic labels generated from both focus methods provide a more enriched





We have proposed a hybrid focus methodology approach for exploration decision making in
an underwater environment. This hybrid focus model relies on two sources of information:
top-down focus, and bottom-up focus. The top-down focus is facilitated by a realtime object
classification algorithm, here we use the YOLO program. The object classification algorithm
utilizes previous knowledge to locate objects within an image. This mimics the top-down
focus in humans since it uses a knowledge base to understand what is being observed. The
bottom-up focus uses low level features within an image to discover salient points. In our
implementation we take a higher level look at these low level features with the use of topic
modeling. Topic modeling provides a semantic framework to classify different parts of an
image. This higher level view allows us to leverage a curiosity style function to direct the
robot. The curiosity is measured by a topic perplexity value formulated by the ROST
methodology and program. We then combine these information streams for use as a point
of focus. This focus point can be used to affect the robot’s behavior to explore and learn
new objects. Our methodology was validated by utilizing underwater images, video, and
implementation on a land based robot in a laboratory setting.
In addition, the model can be used to semantically label a map to provide a more clear
understanding of what the robot has seen. Using a combination of computer vision and a
range sensor, the type of object observed can be correlated to be mapped at the observed
locations. In our testing, we validated the ability to map objects of interest and curious
objects. Markers for these objects were overlaid onto an occupancy grid map generated by
an indoor robot preforming SLAM. This semantic map provides enhanced understanding
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Figure 5.1: The large box represents the window that would slide over the perplexity data.
Each grid inside the box represents the perplexity data at a observed location within the
image. These values would then be averaged and distributed within the window, as shown
by the box on the right. This technique would generate a higher quality representation of
the perplexity data.
of the robot’s observations during exploration, allowing patterns or locations to be easily
recognized.
5.2 Future Work
This work can be further improved upon by investigating several concepts for better imple-
mentation on an underwater platform. The following sections provide concepts on how to
improve this work.
5.2.1 Perplexity Averaging
To further improve the ROST Interpreter algorithm it would be beneficial to reprocess the
perplexity data utilizing a sliding window. This window would cover the entire image to
better distribute the perplexity data. By averaging the perplexity values within the window
would allow outliers to be reduced without discarding any information. In this way, the
perplexity data is averaged and smoothed across the entire image.
Figure 5.1 demonstrates this concept. Each box represents a perplexity value for a given
portion of the image. The average of these perplexity values would be calculated and dis-
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tributed evenly throughout the window, while maintaining the same average. Furthermore,
the perplexity values can also be normalized by using a log function. For example, 1
log(ppxx)
can be used to normalize the data, where ppxx is the perplexity value at grid location x.
Applying these concepts would allow the perplexity data to be represented in a way that the
information is compressed without removing any data.
5.2.2 Temporal Averaging for Focus Region
Temporal averaging for determining the focus region can be implemented. As detailed in
the hybrid focus video testing, section 4.3.2, the focus region was updated at one second
intervals. The focus region should account for regions covered in the previous time steps
instead of directing focus on just the current observation. Taking the average region where
the focus was directed over a given time period could improve the determination of the focus
region.
5.2.3 Computational Complexity
The computational complexity of the algorithm can be reduced through more efficient al-
gorithm development. The use of both an object detector and the ROST program require
large processing power. With the addition of the ROST Interpreter, the complexity is fur-
ther compounded. Making the auxiliary programs as efficient as possible will lessen the
computational burden needed to run all the processes simultaneously.
Another potential solution would be to use a lens filter on the camera to reduce the
brightness of any reflective objects. Using a filter could remove outlying objects without the
need for a software solution. The use of physical components to preform the same functions
as portions of the software would reduce the computational burden.
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5.2.4 Control Scheme
A control system or scheme for the autonomous robot can be built upon the hybrid focus
model. Since the robot will be in motion during observations, a method to predict where
the focus location will be can help assist in the robot’s control. Through predicting the
focus region the robot can anticipate maneuvers rather than react to the focus region. This
concept is illustrated in Figure 1.3.
5.2.5 Topic Labels
Normally, the topic labels generated are sequential numbers. These labels could be enhanced
with semantic labels by comparing the perplexity region and object classification region. The
topic within the region covered by the object classifier could be labeled as the detected object.

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A.1: This poster describes an overview of all the work within this thesis. It was




All the code generated in the development of this work can be found at:
https://github.com/song-ranlab/curisoity-exploration-and-hybrid-focus
Included readme file details how the programs were used and links to resources used.
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