We show that the multiplicator space MðX Þ of an rearrangement invariant (r.i.) space X on ½0; 1 and the nice part N 0 ðX Þ of X ; that is, the set of all aAX for which the subspaces generated by sequences of dilations and translations of a are uniformly complemented, coincide when the space X is separable. In the general case, the nice part is larger than the multiplicator space. Several examples of descriptions of MðX Þ and N 0 ðX Þ for concrete X are presented. r
Introduction
For rearrangement invariant (r.i.) function space X on I ¼ ½0; 1; we will consider the multiplicator space MðX Þ and the nice part N 0 ðX Þ of the space X : The space MðX Þ is connected with the tensor product of two functions xðsÞyðtÞ; s; tA½0; 1; and N 0 ðX Þ is the space given by uniformly bounded sequence in X of projections into Q a;n generated by the dilations and translations of the non-zero, decreasing function aAX on dyadic intervals ½ kÀ1 2 n ; k 2 n Þ in I; k ¼ 1; 2; y; 2 n ; n ¼ 0; 1; 2; y . These functions are given by a n;k ðtÞ ¼ að2 n t À k þ 1Þ if tA½ kÀ1 2 n ; k 2 n Þ; 0 elsewhere:
(
The spaces MðX Þ and N 0 ðX Þ coincide when X is a separable space but in the nonseparable case the nice part can be larger than the multiplicator space. Such a description is helpful in the proofs of properties of N 0 ðX Þ and it motivates us to investigate more the multiplicator space MðX Þ: We will describe MðX Þ for concrete r.i. spaces X as Lorentz, Orlicz and Marcinkiewicz spaces. Suitable results on N 0 ðX Þ; especially when X is a Marcinkiewicz space M j ; are given. The paper is organized as follows. In Section 1 we collect some necessary definitions and notations.
Section 2 contains results on the multiplicator space MðX Þ of a r.i. space X on ½0; 1: At first we collect its properties. After that the multiplicator space MðX Þ is described for concrete spaces like Lorentz L p;j spaces, Orlicz L F spaces and Marcinkiewicz M j spaces. The main result here is Theorem 1 which gives necessary and sufficient condition for the tensor product operator to be bounded between Marcinkiewicz spaces M j :
In Section 3, we consider a subspace N 0 ðX Þ of X generated by dilations and translations in r.i. space on ½0; 1 of a decreasing function from X : The main result of the paper is Theorem 2 showing that the multiplicator space MðX Þ is a subset of the nice part N 0 ðX Þ of X and that they are equal when a space X is separable. In the general case, the nice part is larger than the multiplicator space (cf. Example 2). Here we apply results on multiplicators from Section 2 to the description of N 0 ðX Þ: Special attention is taken about N 0 ðX Þ when X is a Marcinkiewicz space M j (see Corollary 5 and Theorem 3). Stability properties of the class N 0 with respect to the complex and real interpolation methods are presented. There is also given, in Theorem 7, a characterization of L p -spaces among the r.i. spaces on ½0; 1; which is saying that r.i. space X on ½0; 1 coincides with L p ½0; 1 for some 1pppN if and only if X and its associated space X 0 belong to the class N 0 : Finally, in Section 4 we show that, in general, you cannot compare the results on the interval ½0; 1 with the results on ½0; NÞ and vice versa.
Definitions and notations
We first recall some basic definitions. A Banach function space X on I ¼ ½0; 1 is said to be a rearrangement invariant (r.i.) space provided x n ðtÞpy n ðtÞ for every tA½0; 1 and yAX imply xAX and jjxjj X pjjyjj X ; where x n denotes the decreasing
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rearrangement of jxj: Always we have imbeddings L N ½0; 1CX CL 1 ½0; 1: By X 0 we will denote the closure of L N ½0; 1 in X :
An r.i. space X with a norm jj Á jj X has the Fatou property if for any increasing positive sequence ðx n Þ in X with sup n jjx n jj X oN we have that sup n x n AX and jjsup n x n jj X ¼ sup n jjx n jj X :
We will assume that the r.i. space X is either separable or it has the Fatou property. Then, as follows from the Caldero´n-Mityagin theorem [BS,KPS] , the space X is an interpolation space with respect to L 1 and L N ; i.e., if a linear operator T is bounded in L 1 and L N ; then T is bounded in X and
If w A denotes the characteristic function of a measurable set A in I; then clearly jjw A jj X depends only on mðAÞ: The function j X ðtÞ ¼ jjw A jj X ; where mðAÞ ¼ t; tAI; is called the fundamental function of X : For s40; the dilation operator s s given by s s xðtÞ ¼ xðt=sÞw I ðt=sÞ; tAI is well defined in every r.i. space X and jjs s jj X -X pmaxð1; sÞ: The classical Boyd indices of X are defined by (cf. [BS,KPS,LT] )
In general, 0pa X pb X p1: It is easy to see that % j X ðtÞpjjs t jj X -X for any t40; where % j X ðtÞ ¼ sup 0oso1;0osto1 j X ðstÞ j X ðsÞ : The associated space X 0 to X is the space of all (classes of) measurable functions xðtÞ such that R 1 0 jxðtÞyðtÞjdtoN for every yAX endowed with the norm
For every r.i. space X the embedding X CX 00 is isometric. If an r.i. space X is separable, then X 0 ¼ X n : Let us recall some classical examples of r.i. spaces. Denote by C the set of increasing concave functions jðtÞ on ½0; 1 with jð0 þ Þ ¼ jð0Þ ¼ 0: Each function jAC generates the Lorentz space L j endowed with the norm
n ðtÞ djðtÞ and the Marcinkiewicz space M j endowed with the norm
If F is a positive convex function on ½0; NÞ with Fð0Þ ¼ 0; then the Orlicz space L F ¼ L F ½0; 1 (cf. [KR, M89] ) consists of all measurable functions xðtÞ on ½0; 1 for
which the functional jjxjj L F is finite, where
An Orlicz space L F is separable if and only if the function F satisfies the D 2 -condition (i.e. Fð2uÞpCFðuÞ for every uXu 0 and some constants u 0 40 and C40).
The Lorentz space L p;q ; 1opoN; 1pqpN; is the space generated by the functionals (quasi-norms) 
:
We will use the Calderón-Lozanovskiı˘construction (see [C,M89] ). Let ðX 0 ; X 1 Þ be a pair of r.i. spaces on ½0; 1 and rAU (rAU means that rðs; tÞ ¼ srðt=sÞ for s40 with an increasing, concave function r on ½0; NÞ such that rð0Þ ¼ 0 and rð0; tÞ ¼ 0Þ: By rðX 0 ; X 1 Þ we mean the space of all measurable functions xðtÞ on ½0; 1 for which jxðtÞjplrðjx 0 ðtÞj; jx 1 ðtÞjÞ a:e: on ½0; 1 for some x i AX i with jjx i jj X i p1; i ¼ 0; 1; and with the infimum of these l as the norm jjxjj r : In the case of the power function r y ðs; tÞ ¼ s 1Ày t y with 0pyp1; r y ðX 0 ; X 1 Þ is the Caldero´n construction X 1Ày 0 X y 1 (see [C, LT, M89] X (see [LT, M89] ).
For other general properties of lattices of measurable functions and r.i. spaces we refer to books [BS,KPS,LT] .
Multiplicator space of an r.i. space
Let X ¼ X ðIÞ be an r.i. space on I ¼ ½0; 1: Then the corresponding r.i. space X ðI Â IÞ on I Â I is the space of measurable functions xðs; tÞ on I Â I such that p ¼ 1=a X and the constants of imbeddings are independent of X : In particular,
Note that the operation MðX Þ is not monotone, i.e., if X ; Y are r.i. spaces on ½0; 1 such that X CY then, in general, it is not true that MðX ÞCMðY Þ: Namely, consider the r.i. space X on ½0; 1 constructed by Shimogaki [S] . This space has Boyd lower index a X ¼ 0 with j X ðtÞ ¼ t 1=2 and L 2 CX : On the other hand, 
This means that xAMðMðX ÞÞ and its norm is pC:
For concrete r.i. spaces, like Lorentz, Orlicz and Marcinkiewicz, we have the following results about multiplicator space. From the above discussion we have that if 1opoN and 1pqpN; then
Proposition 2 (cf. Astashkin [A97] for p ¼ 1). Let jAC and 1ppoN: Then
The proof follows from [A97] (cf. also [Mi76, Mi78] ), property (b) and the fact that MðX Þ ðpÞ ¼ MðX ðpÞ Þ; where X ðpÞ is the p-convexification of X .
Proposition 3. For the Orlicz space L F ¼ L F ½0; 1 we have the following:
; uX1: 
The second imbedding follows from (2).
(iii) It follows directly from (ii) and it was also proved in [A, A82, Mi81, O] . &
The situation is different in the case of Marcinkiewicz spaces.
Theorem 1. Let jAC:
The following statements are equivalent:
There exists a constant C40 such that the inequality
is valid for any u i A½0; 1; i ¼ 1; 2; y; n and every nAN:
Proof. The equivalence ðiÞ3ðiiÞ is true for any r.i. space, in particular also for the Marcinkiewicz space M j : Implication ðiiÞ ) ðiiiÞ follows from the fact that j 0 AM j : ðiiiÞ ) ðivÞ: Given an integer n and a sequence u 1 ; u 2 ; y; u n A½0; 1; consider the set
where m 2 is the Lebesque measure on ½0; 1 Â ½0; 1: Since
it follows that estimate (4) holds. ðivÞ ) ðiiÞ: Assume that (4) is valid. It is sufficient to prove that the inequality
and e40 there exists a strictly decreasing function z ¼ z n AM j such that jjzjj M j p1 þ e and zXx: Therefore, we can assume in addition that x and y are strictly decreasing and continuous on ð0; 1: We must prove the inequality Z A t xðtÞyðsÞ dt dspCm 2 ðA t Þ for any set
Given t40; there exists a continuous decreasing function gðtÞ ¼ g t ðtÞ such that A t ¼ fðt; sÞ : gðsÞXtg: Put
The continuity of the function g implies that
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The function xðtÞyðsÞ belongs to L 1 ðm 2 Þ: Hence
yðsÞ ds:
and
Denoting g i n ¼ u i and applying (4) we get
and the proof is complete. &
Observe that we have even proved that the tensor multiplicator norm in the space M j is equal sup 0ou i p1;i¼1;2;y;n;nAN
The concavity of j implies that the supremum is attained on the set of decreasing sequences 1Xu 1 Xu 2 X?Xu n 40:
Remark 1. Theorem 1 can be formulated in a more general form. Let j 1 ; j 2 ; j 3 AC: Then the tensor product # : M j 1 Â M j 2 -M j 3 ðI Â IÞ is bounded if and only if there exists a constant C40 such that the inequality
is true for every integer n and every u i A½0; 1; i ¼ 1; 2; y; n: Condition (5) can be also written in the integral form for all s in ½0; 1: A similar assumption appeared in papers [Mi76, Mi78] .
We will find a condition on jAC under which estimate (4) will be true.
Lemma 1. Let jAC and jðtÞpKjðt 2 Þ for some positive number K and for every tA½0; 1: Then
for every integer n and every u i A½0; 1; i ¼ 1; 2; y; n:
Proof. The concavity of j implies that we can suppose the monotonicity 1Xu 1 Xu 2 X?Xu n X0: Denote 
If i4m; then jðu i ÞpjðsÞ and so
Immediately from Theorem 1 and Lemma 1 we have the following assertion.
Corollary 1. Let jAC and jðtÞpKjðt 2 Þ for some positive number K and for every tA½0; 1: Then
Let us note that the power function jðtÞ ¼ t a with 0oao1 does not satisfy inequality (4) but there are functions jAC which satisfy the estimate jðtÞpKjðt 2 Þ for some positive number K and for every tA½0; 1: This estimate gives, of course, the supermultiplicativity of j on ½0; 1: belongs to C: Clearly, j l ðtÞp2 l j l ðt 2 Þ for every tA½0; aðlÞ: Consequently, j l satisfies the conditions of Lemma 1.
Remark 2. There exists a function jAC such that the tensor product acts from M j Â M j into M j and j does not satisfy the condition jðtÞpKjðt 2 Þ for some positive number K and for every tA½0; 1: It is enough to take jðtÞ ¼ t a ln Àb a t for 0oao1; b41 and a4e 2b=ð1ÀaÞ :
We finish this part with the imbeddings of Caldero´n-Lozanovskiı˘construction on multiplicator spaces. 
where 1=r ¼ ð1 À yÞ=q þ y=p and
where 1=s ¼ ð1 À yÞ=q: The strict imbedding L p;r D ! L p;minðp;sÞ gives then the corresponding example.
Subspaces generated by dilations and translations in r.i. spaces
Given an r.i. space X on I ¼ ½0; 1 let us denote by
For a fixed function aAV 0 ðX Þ and dyadic intervals D n;k ¼ ½ kÀ1 2 n ; k 2 n Þ; k ¼ 1; 2; y; 2 n ; n ¼ 0; 1; 2; y; let us consider the dilations and translations of a function a a n;k ðtÞ ¼ að2 n t À k þ 1Þ if tAD n;k ; 0 elsewhere:
( Then supp a n;k CD n;k and mðftAD n;k : ja n;k ðtÞj4lgÞ ¼ 2 Àn mðftAI : jaðtÞj4lgÞ for all l40:
For aAV 0 ðX Þ and n ¼ 0; 1; 2; y we denote by Q a;n the linear span ½fa n;k g 2 n k¼1 generated by functions a n;k in X :
Definition 2. For an r.i. function space X on ½0; 1 the nice part N 0 ðX Þ of X is defined by N 0 ðX Þ ¼ aAV 0 ðX Þ : there exists a sequence of projections fP n g N n¼0 on X such that È ImP n ¼ Q a;n and sup n¼0;1;y jjP n jj X -X oN É :
We say that X is a nice space (or shortly X AN 0 ) if a n belongs to N 0 ðX Þ for every a from X :
We are using here similar notions as in the paper [HS99] . They were considering r.i. space X ¼ X ½0; NÞ on ½0; NÞ; the corresponding set V ðX Þ ¼ faAX : aa0; supp aC½0; 1Þ; a ¼ a n g and the set NðX Þ of all aAV ðX Þ such that Q a is a complemented subspace of X ¼ X ½0; NÞ; where Q a is the linear closed span generated by the sequence ða k Þ N k¼1 with a k ðtÞ ¼ aðt À k þ 1Þ for tA½k À 1; kÞ and a k ðtÞ ¼ 0 elsewhere: If NðX Þ ¼ X ; then they write that X AN (or say that X is a nice space).
We are putting ''sub-zero'' notions, that is, V 0 ðX Þ and N 0 ðX Þ; so that we have difference between of our case of r.i. spaces on ½0; 1 and their case ½0; NÞ:
Theorem 2. Let X be an r.i. space on ½0; 1 and let X 0 denote the closure of L N ½0; 1 in X : Then we have embeddings
Before the proof of this theorem we will need some auxiliary results. Let aAV 0 ðX Þ and f AV 0 ðX 0 Þ be such that
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Define the sequence of natural projections (averaging operators) P n xðtÞ ¼ P n;a;f xðtÞ ¼ X 2 n k¼1 ð2 n Z D n;k f n;k ðsÞxðsÞdsÞa n;k ðtÞ; n ¼ 0; 1; 2; y :
Lemma 2. The sequence of norms fjjP n;a;f jj X -X g N n¼0 is a non-decreasing sequence.
Proof. For x ¼ xðtÞ with supp xCD n;k we define
Then supp R n;k xCD nþ1;2kÀ1 ; supp S n;k xCD nþ1;2k and mðftAD nþ1;2kÀ1 : jR n;k xðtÞj4lgÞ ¼ mðftAD nþ1;2k : jS n;k xðtÞj4lgÞ Moreover, R n;k ðf n;k xw D n;k ÞðtÞ ¼ f nþ1;2kÀ1 R n;k ðxw D n;k ÞðtÞ; S n;k ðf n;k xw D n;k ÞðtÞ ¼ f nþ1;2k S n;k ðxw D n;k ÞðtÞ and mðftAD nþ1;j : a nþ1;j ðtÞ4lgÞ ¼ 1 2 mðftAD n;i : a n;i 4lgÞ for all l40 and any i ¼ 1; 2; y; 2 n ; j ¼ 1; 2; y; 2 nþ1 : Denote P n ¼ P n;a;f : The last equality and the equality of integrals give that the function P n xðtÞ is equimeasurable with the function ½R n;k ðxw D n;k ÞðtÞ þ S n;k ðxw D n;k ÞðtÞ:
From the above we can see that y is equimeasurable with x and so jjP n xjj X ¼ jjP nþ1 yjj X pjjP nþ1 jj jjyjj X ¼ jjP nþ1 jj jjxjj X ;
that is, jjP n jjpjjP nþ1 jj: & Lemma 3. Let X be a separable r.i. space. If aAN 0 ðX Þ; then there exists a function f AN 0 ðX 0 Þ such that (6) is fulfilled and for the sequence of projections fP n;a;f g defined by (7) we have sup n¼0;1;2;y jjP n;a;f jj X -X oN:
Proof. Since X is a separable space and aAN 0 ðX Þ it follows that there are functions g n;k AX 0 ðk ¼ 1; 2; y; 2 n ; n ¼ 0; 1; 2; yÞ such that Z 1 0 g n;k ðsÞa n;k ðsÞ ds ¼ 1 and Z 1 0 g n;k ðsÞa n;j ðsÞ ds ¼ 0; jak;
and for the projections
Z 1 0 g n;k ðsÞxðsÞ ds a n;k ðtÞ we have sup n¼0;1;y jjT n jj X -X oN: Let fr i g n i¼1 be the first n Rademacher functions on the segment ½0; 1: Since X is an r.i. space it follows that for every uA½0; 1 the norms of the operators
r i ðuÞ Z D n;i g n;k ðsÞxðsÞ ds ! a n;k ðtÞ are the same as the norms of T n : Let us consider the operators
Z D n;k g n;k ðsÞxðsÞ ds ! a n;k ðtÞ:
Then jjS n jjp sup uA½0;1 jjT n;u jj ¼ jjT n jjpC:
Therefore, we can assume that supp g n;k CD n;k and g n;k is decreasing on D n;k :
Moreover, we shift supports of the functions g n;k ðk ¼ 1; 2; y; 2 n Þ to the segment ½0; 2
Àn and consider the averages
t ÀðkÀ1Þ2 Àn g n;k ðtÞ;
where t s gðtÞ ¼ gðt À sÞ:
Then the shifts h n;k ðtÞ ¼ 2 Àn t ðkÀ1Þ2 Àn G n ðtÞ generate operators
2 n Z D n;k h n;k ðsÞxðsÞ ds ! a n;k ðtÞ and we can show that jjU n jj X -X pC: Since h n;k ðtÞ ¼ ðF n Þ n;k ðtÞ; where F n ðtÞ ¼ 2 Àn G n ð2 Àn tÞ for 0ptp1; it follows that
t ÀðkÀ1Þ2 Àn g n;k ðtÞa n;1 ðtÞ dt
Let us show that there exists a subsequence fF n k ðtÞg of F n ðtÞ which converges at every tAð0; 1: Lemma 2 gives that the norm of the one-dimensional operator
F n ðsÞxðsÞ ds aðtÞ does not exceed jjU n jj X -X ; and consequently also not C: Therefore,
By the definition of F n we have F for all tAð0; 1:
Applying Helly selection theorem (see [N] ) we can choose subsequences fF n g*fF n;1 g*fF n;2 g*y*fF n;m g*y that converge on the intervals
respectively. Then the diagonal sequence f n ðtÞ ¼ F n;n ðtÞ converges at every tAð0; 1 to a function f ðtÞ ¼ f n ðtÞ: Using estimate (8) we obtain Z s 0 f n ðtÞaðtÞ dtpjjf n jj X 0 jjaw ð0;sÞ jj X p C jjajj X jjaw ð0;sÞ jj X :
Since X is a separable r.i. space it follows that jjaw ð0;sÞ jj X -0 as s-0 þ : Therefore, the equalities f n n ¼ f n and a n ¼ a imply that ff n ag is an equi-integrable sequence of functions on ½0; 1: Hence (see [E, Theorem 1.21] , or [HM, Theorem 6 
Let mAN be fixed. By the estimate jjU n jj X -X pC; the definition of f n ; and Lemma 2 we have
for all nXm and all xAX : Suppose that xðtÞ is a non-negative and non-increasing function on every interval D m;k ; k ¼ 1; 2; y; 2 m : As above, from (8) 
for all c n;k AR and k ¼ 1; 2; y; 2 n ; n ¼ 0; 1; 2; y . Suppose that aAV 0 ðX Þ-MðX Þ; that is, estimate (10) are bounded projections in every r.i. space X and jjP n;e jj X -X p1 (see [KPS, Theorem 4.3] ). Define operators R n;a : Q e;n ¼ Im P n;e -Q a;n as follows:
c n;k a n;k :
By the assumption aAMðX Þ or equivalently by estimate (10) we have jjR n;a jj Q e;n -X pC: Therefore, for the operators P n;a ¼ 1 jjajj L 1 R n;a P n;e :
We have
It is easy to check that P n;a are projections and Im P n;a ¼ Q a;n : Therefore, aAN 0 ðX Þ:
0 is a separable r.i. space. In this case, by Lemma 3, for any aAN 0 ðX 0 Þ there exists a function f AV 0 ððX 0 Þ 0 Þ such that (6) is fulfilled and for the projections P n;a;f defined as in (7) we have C ¼ sup n¼0;1;2;y jjP n;a;f jj X 0 -X 0 oN: &
If x is a function of the form xðsÞ ¼ P 2 n k¼1 c n;k w D n;k ðsÞ; then
Therefore, X 2 n k¼1 c n;k a n;k
and we obtain (10) for X 0 : If X 0 ¼ X ; that is, X is a separable r.i. space, then the theorem is proved. If X is a non-separable r.i. space, then X 0 is an isometric subspace of X ¼ X 00 : By using the Fatou property, we can extend the above inequality to the whole space X and obtain (10), which gives that aAMðX Þ: The proof of Theorem 2 is complete. & Immediately from Theorem 2 and the properties of the multiplicator space we obtain the following corollaries. Corollaries 3 and 4 show that the class of nice spaces N 0 is stable with respect to the complex method of interpolation but it is not stable with respect to the real interpolation method.
Corollary 5. If jAC and jðtÞpKjðt 2 Þ for some positive number K and for every tA½0; 1;
By jAC 0 we mean jAC such that lim t-0 þ t jðtÞ ¼ 0:
Proof. (i) By Theorem 2 the left part of (13) 
This proves the right part of (13).
(ii) We must only prove the inclusion for every natural n; it follows that
for every 1pkp2 n ; n ¼ 1; 2; y . Consider the subspaces H n;k =closed span ½fa n;i g iak : These subspaces are closed subspaces of M j and a n;k eH n;k : Thus, by the Hahn-Banach theorem, there are b n;k AðM j Þ n such that b n;k j H n;k ¼ 0; b n;k ða n;k Þ ¼ 1 and jjb n;k jj ¼ 1 jja n;k jj p 1 g : Then the operators
b n;k ðxÞa n;k are projections from M j onto Q a;n : Moreover, P n are uniformly bounded since
Therefore, aAN 0 ðM j Þ: The proof is complete. & Example 2. There exists a non-separable r.i. space X such that MðX ÞaN 0 ðX Þ:
The function aðtÞ ¼ ln Theorem 4. Let X be an r.i. space X on ½0; 1: The following conditions are equivalent:
(iii) X AN 0 ; i.e., N 0 ðX Þ ¼ X : (iv) There exists a constant C40 such that X 2 n k¼1 c n;k a n;k X pCjjajj X X 2 n k¼1 c n;k w D n;k X
for all aAX and all c n;k AR; k ¼ 1; 2; y; 2 n ; n ¼ 0; 1; 2; y .
Proof. Implication ðiÞ ) ðiiÞ follows by definition ðiiÞ ) ðiiiÞ from Theorem 2 and ðivÞ ) ðiÞ by the result in [A97, Theorem 1.14]. Therefore, it only remains to prove that (iii) implies (iv). First, assume additionally that X is separable. If X AN 0 ; then, similarly as in the proof of Theorem 2, for any aAX there exist C 1 40 and f AV 0 ðX 0 Þ such that R 1 0 f ðtÞaðtÞ dt ¼ 1 and
c n;k a n;k X pC 1 jjf jj
Let us introduce a new norm on X defined by jjajj 1 ¼ sup P 2 n k¼1 c n;k a n;k X P 2 n k¼1 c n;k w D n;k X : c n;k AR; k ¼ 1; 2; y; 2 n ; n ¼ 0; 1; 2; y 8 > < > : 9 > = > ; :
Then jjajj X pjjajj 1 and jjajj 1 oN for all aAX : By the closed graph theorem we obtain that jjajj 1 pCjjajj X and (14) is proved. Now, let X be a non-separable r.i. space. In the case X ¼ L N both conditions (iii) and (iv) are fulfilled. Therefore, consider the case X aL N : Then X 0 is a separable r.i. space. The canonical isometric imbedding X 0 CX ¼ X 00 gives that X 0 AN 0 : Let aAV 0 ðX Þ: The separability of X 0 implies X 2 n k¼1 c n;k ½a ðmÞ n;k and, by Theorem 1.14 in [A97] together with property (c), we obtain aAL p : Conversely, if aAL p then, by using property (c), Theorem 1.14 in [A97] and equality (19), we get (18) for all n of the form 2 m ; m ¼ 1; 2; y . The space L p;q has the Fatou property, thus passing to the limit, we obtain Next, arguing as in the proof of Theorem 2 (see also [HS99, Theorem 2 .3]) we obtain aANðL p;q ½0; NÞÞ:
