Abstract. Energy randomness is a notion of partial randomness introduced by Diamondstone and Kjos-Hanssen to characterize the sequences that can be elements of a Martin-Löf random closed set (in the sense of Barmpalias, Brodhead, Cenzer, Dashti, and Weber). It has also been applied by Allen, Bienvenu, and Slaman to the characterization of the possible zero times of a Martin-Löf random Brownian motion. In this paper, we show that X ∈ 2 ω is s-energy random if and only if n∈ω 2 sn−KM (X ↾ n) < ∞, providing a characterization of energy randomness via a priori complexity KM . This is related to a question of Allen, Bienvenu, and Slaman.
Introduction
Algorithmic randomness is a branch of computability theory that studies objects that behave randomly with respect to computable statistical tests. The most common randomness notion, Martin-Löf randomness, was first used to study random sequences in the space 2 ω with respect to the fair-coin measure. Since then, Martin-Löf randomness has been extended to other measures on 2 ω , including noncomputable measures. It has also been extended to other spaces of objects. For example, Fouché [6] -building on work of Asarin and Pokrovskii [2] -studied MartinLöf random Brownian motion. Later, Barmpalias, Brodhead, Cenzer, Dashti, and Weber [3] introduced a particular notion of Martin-Löf randomness for closed subsets of 2 ω . In an effort to characterize the sequences that are possible elements of MartinLöf random closed sets, Diamondstone and Kjos-Hanssen [5] introduced s-energy randomness. (The concept was also implicitly mentioned in work of Reimann [11] .) A sequence X ∈ 2 ω is s-energy random (where s is computable and 0 < s < 1) if and only if X is Martin-Löf random for some (not necessarily computable) measure µ on 2 ω such that µ has finite Riesz s-energy,
(Here ρ is the standard metric on 2 ω .) The notion of energy comes from potential theory, and there is a strong connection between potential theory and probability theory. Diamondstone and Kjos-Hanssen showed that if X is log 2 (3/2)-energy random, then X is the member of some Martin-Löf random closed set. (The converse direction will be proved in an upcoming paper by the second author [13] .) Diamondstone and Kjos-Hanssen also showed a close relationship between energy randomness and effective Hausdorff dimension. Namely, the constructive dimension of X can be characterized via cdim X = sup{s : X is s-energy random}, where the supremum is over computable s ∈ (0, 1).
Allen, Bienvenu, and Slaman [1] studied a similar problem to that of Diamondstone and Kjos-Hanssen, namely the classification of zero times of a Martin-Löf random Brownian motion. They showed that for t > 0, if cdim(t) > 1/2, then B(t) = 0 for some Martin-Löf random Brownian motion B, and if cdim(t) < 1/2, then B(t) = 0 for all Martin-Löf random Brownian motions B. While their work does not explicitly mention energy randomness, it does rely on calculations involving 1/2-energy, which suggests a connection. (The exact correspondence between 1/2-energy randomness and the zero times of a Martin-Löf random Brownian motionas well as other applications of energy randomness to multidimensional Brownian motion-will be addressed in [13] .) Allen, Bienvenu, and Slaman [1] also asked whether the zero times of Martin-Löf random Brownian motion can be characterized via complexity.
The goal of this paper is to characterize s-energy randomness via a priori complexity KM . In order to prove Theorem 1.1, we will prove a stronger result. We generalize s-energy randomness to f -energy randomness for functions f : ω → [0, ∞). In particular, f (n) = 2 sn will correspond to s-energy randomness. In Theorem 6.1, we show that for certain functions f , X is f -energy random if and only if
A direct application of Theorem 1.1, when combined with the aforementioned results of Kjos-Hanssen and Diamondstone, is that if X satisfies (1.1) with s = log 2 (3/2), then X is the member of some Martin-Löf random closed set. Besides such applications to random closed sets and random Brownian motion, Theorem 1.1 is interesting for the follow three reasons. Theorem 1.1 is very similar in form to the Ample Excess Lemma (proved by Miller and Yu [9] but implicit in Gács [7, Proof of Theorem 5.2] ). This result says the X ∈ 2 ω is Martin-Löf random if and only if
where K is prefix-free Kolmogorov complexity. Theorem 1.1 is also very similar to the Effective Capacitability Theorem of Reimann [11, Theorem 14] , which states that the following are equivalent for a computable real s ∈ (0, 1).
(1) X ∈ 2 ω is Martin-Löf random for some probability measure µ on 2 ω such that there exists some C > 0 such that for all σ ∈ 2 <ω , µ[σ] ≤ C2 −s|σ| .
(2) X is strongly s-random, that is, for all n, KM (X ↾ n) ≥ sn + O(1). Last, Theorem 1.1 hints at a deep connection between potential theory and algorithmic information theory. Potential theory concerns three basic notions: potential, energy, and capacity. In order to prove Theorem 1.1, we will use all three extensively. In particular, in this paper, the s-potential of a measure µ is the function
The function M(σ) = 2 − KM (σ) is known as the universal left-c.e. semimeasure. Theorem 1.1 can be interpreted as saying that X is s-energy random if and only if the s-potential of the universal left-c.e. semimeasure M evaluated at X is finite. It would be interesting to understand what it means to take the potential of a semimeasure.
Effective randomness

Let 2
<ω denote the set of finite binary strings, and let 2 ω denote the space of infinite binary sequences. We write λ for the string of zero length. For σ ∈ 2 <ω , let [σ] denotes the cylinder set of all X ∈ 2 ω that extend
When we say that µ is a measure, we mean µ is a finite Borel measure on 2 ω . In particular, every nonnegative function µ on cylinder sets that satisfies
can be uniquely extended to a measure. A probability measure is a measure µ such that µ[λ] = 1.
A semimeasure ρ is a nonnegative function ρ on 2 <ω that satisfies ρ(σ0)+ρ(σ1) ≤ ρ(σ) and such that ρ(λ) < 1. There is an effective enumeration of the left-c.e. semimeasures ρ i and therefore a universal left-c.e. semimeasure M = i∈ω 2 −i ρ i which mulitplicatively dominates all other left-c.e. semimeasures. A priori complexity is defined as KM (σ) = − log 2 M(σ).
It is well-known that notions from computability theory, such as a priori complexity and Σ 0 1 -classes, can be relativized to an oracle A ∈ 2 ω , giving us KM A and Σ 0 1 [A] . The same can be done if the oracle is a measure µ, even though there may not be a minimal Turing degree that computes µ. For example, to define KM µ , note that a semimeasure ρ is left-c.e. in µ if and only if ρ is left-c.e. in A for every A ∈ 2 ω that computes µ. It is possible to effectively enumerate all left-c.e. semimeasures {ρ i } i∈ω computable in µ and thus to get a universal µ-left-c.e. semimeasure M µ . As before, we let
up to a multiplicative constant. For more on using measures as oracles, see Reimann and Slaman [12] and Day and Miller [4] .
ω passes the µ-test if X / ∈ n∈ω U n . We say that X ∈ 2 ω is µ-random if it passes every µ-test.
We will need a characterization of µ-randomness using a priori complexity. It is a straightforward generalization of the well-known Lebesgue measure case.
ω is µ-random if and only if there is a constant C such that for all n ∈ ω,
Proof. Assume that X is not µ-random. Then X fails some µ-test {U k } k∈ω . Let ν be the measure given by
This measure is left-c.e. in µ and
This is a computable sequence of Σ
Therefore {U k } k∈ω is a µ-test. Since X ∈ k∈ω U k , X fails the test and is not µ-random.
Energy randomness
Before we define what it means for a sequence X ∈ 2 ω to be f -energy random, we must define f -potential and f -energy. (While the presentation in this paper is self-contained, the reader may consult the book of Lyons and Peres [8] for more on potential and energy, including a physical interpretation where f is the resistance in an electrical network.) Definition 3.1. Let µ be a measure on 2 ω . The f -potential of µ is the function
Lemma 3.2. Let µ and ν be any two measures. Then
Proof.
If we take ν = µ in the previous lemma, we get a satisfying expression for the f -energy of a measure µ.
We are ready for the definition of f -energy randomness.
Definition 3.4. A sequence X ∈ 2 ω is f -energy random if it is random for some µ such that E f (µ) < ∞.
Proof. Fix c such that
For each n, consider the Σ
If X is random for µ, then there is a c such that
Combining this with (1):
Our main theorem is a converse to Corollary 3.6 under a fairly weak assumption on f . There are a couple of uninteresting cases that we can settle now. Let |f | = n∈ω f (n)2 −n . The following two remarks tell us that it is safe to restrict our attention to the case where |f | ∈ (0, ∞).
where the inequality follows from the convexity of x → x 2 and Jensen's inequality. Since no nonzero measure has finite f -energy, no sequence is f -energy random.
On the other hand, recall that KM (σ) ≤ |σ| up to an additive constant. Therefore, up to a multiplicative constant,
for any sequence X ∈ 2 ω . So in the case that |f | = ∞, we have that X ∈ 2 ω is f -energy random if and only if n∈ω f (n)2 − KM (X ↾ n) < ∞, since both conditions are impossible.
Remark 3.8. Now let us assume that f has finite support. This includes the case where |f | = 0, i.e., where f is the zero function. We claim X ∈ 2 ω is f -energy random if and only if n∈ω f (n)2 − KM (X ↾ n) < ∞, since both conditions are always true. To see this, take any X ∈ 2 ω . It is clear that n∈ω f (n)2 − KM (X ↾ n) < ∞. For the other condition, let µ be a measure that has an atom at X. It is easy to see that X is random for µ and E f (µ) < ∞, so X is f -energy random.
3.1. The motivating example: s-energy randomness. Energy randomness was introduced by Diamondstone and Kjos-Hanssen [5] in the form of s-energy randomness. Fix s ∈ (0, 1]. Let ρ denote the standard metric ρ(X, Y ) = inf{2
−n :
Define X ∈ 2 ω to be s-energy random if it is random for some µ such that E s (µ) < ∞. We can fit s-energy randomness into the framework from the previous section by using slightly different, but essentially equivalent, notions of energy and potential.
Definition 3.10. Let µ be a measure on 2 ω . The s-potential of µ is the function
In other words, the s-potential is the f -potential for f (n) = 2 sn . There is a simple relationship between s-potential and Riesz s-potential.
It follows that:
Corollary 3.13. X ∈ 2 ω is s-energy random if and only if it is f -energy random for f (n) = 2 sn .
Note that we included the case when s = 1, but if f (n) = 2 n , then |f | = ∞. So by Remark 3.7, no real can be 1-energy random.
For the case s = 0, it is conventional to define the Riesz s-potential and Riesz s-energy differently than in the s > 0 case. This is done via logarithmic potential and logarithmic energy.
Definition 3.14. Let µ be a measure on 2
In the case k = 1, we drop the k, writing, say, log-energy instead of log k -energy.
Define X ∈ 2 ω to be log k -energy random if it is random for some µ such that E log k (µ) < ∞. Again, we can fit log k -energy randomness into the framework of f -energy randomness.
Therefore,
Since n k − (n − 1) k ∼ n k−1 , we have the following:
Corollary 3.17. X ∈ 2 ω is log k -energy random if and only if it is f -energy random for f (n) = n k−1 .
For Riesz s-potential, the s = 0 case is conventionally defined to be the logpotential, that is Riesz log k -potential for k = 1. By the previous corollary, X is log-energy random if and only if X is f -energy random for f (n) = 1. This agrees with the characterization of s-energy randomness as f -energy randomness for f (n) = 2 sn . However, note that log-energy randomness is not equivalent to being random for some µ with ρ(X, Y ) −0 dµ(X)dµ(Y ) < ∞. Indeed, every X has this property, since every X is random for some µ and
On the other hand, if X is computable, then any µ for which X is µ-random must have X as an atom. If µ has atoms, then E log (µ) = ∞. Therefore, computable X cannot be log-energy random.
Capacity
Once again, fix a function f : ω → [0, ∞). In this section, we investigate fcapacity, which is a way of assigning weights to subsets of 2 ω . Following Remark 3.7, assume that |f | = n∈ω f (n)2 −n < ∞. (It is not hard to see that if |f | = ∞, then all sets have f -capacity 0, so this is not an interesting case.) We also assume that f has infinite support (and so |f | > 0). This is safe by Remark 3.8.
Let M be the space of finite Borel measures on 2 ω .
We start by proving some basic properties of C f .
(1) and (2) are immediate from the definition of C f . For (3), let µ be any measure such that (∀X ∈ U ) P f µ(X) ≥ 1 and let ν be any measure such that (∀Y ) P f ν(Y ) ≤ 1. Using Lemma 3.2,
−|σ| /|f |. Note that for all X ∈ 2 ω we have
In order to give inductive proofs and and recursive definitions involving fcapacity, we need notation for the capacities associated to the shifts of f . For k ∈ ω, let f k be the function defined by f k (n) = f (n + k). Note that |f k | ≤ 2 k |f | < ∞ and f k has infinite support, so our assumptions about f are preserved.
If U ⊆ 2 ω , let U i = {X : iX ∈ U }. The next lemma give us a relationship between C f k (U ), C f k+1 (U 0 ) and C f k+1 (U 1 ).
.
Proof. It is sufficient to prove the lemma for k = 0. Note that C f (U ) ≤ C f (2 ω ) = 1/|f | < 1/f (0). So consider a measure µ such that (∀X ∈ U ) P f µ(X) ≥ 1 and
Therefore, the measure µ 0 = 1 1−f (0)µ[λ] ν 0 has the property that P f1 µ 0 (X) ≥ 1 for all X ∈ U 0 . Hence
and so
. Adding these together, we get
. This is true for any µ such that (∀X ∈ U ) P f µ(X) ≥ 1 and
For the other direction, we will build a measure µ approximating C f (U ). For each i ∈ {0, 1}, let µ i be a measure such that P f1 µ i (X) ≥ 1 for all X ∈ U i . We define µ such that
. Now take X ∈ U 0 . We have
Similarly, if X ∈ U 1 , then P f µ(1X) ≥ 1. Hence for any X ∈ U we have P f µ(X) ≥ 1. Therefore,
Remark 4.4. Fix s ∈ [0, 1) and let f (n) = 2 sn . Define the s-capacity of a set U ⊆ 2 ω to be C s (U ) = C f (U ). Note that P f1 µ = 2 s P f µ for any measure µ. Hence, we have
Note that the f -capacity of every clopen set is determined by Lemma 4.3 together with parts (1) and (4) of Lemma 4.2.
1 Moreover, if U is a clopen set and k ∈ ω, then there is a measure µ realizing C f k (U ). To see this, note that C f k (∅) is realized by the empty measure and C f k (2 ω ) is realized by the measure µ 1/|f k | from Lemma 4.2. Furthermore, if C f k+1 (U 0 ) and C f k+1 (U 1 ) are realized by µ 0 and µ 1 , respectively, then C f k (U ) is realized by the measure µ defined by
This follows by the same argument as the second part of the proof of Lemma 4.3. So we can produce a measure realizing C f k (U ) for any clopen set U . A straightforward calculation shows that if µ 0 = µ 1 = µ 1/|f k+1 | , then µ is µ 1/|f k | . This means that we get the same measure µ no matter how we decompose the clopen set U . (In fact, it turns out that at most one measure can realize C f k (U ), but we do not need this.)
Lemma 4.5. Let U ⊆ 2 ω be a clopen set and k ∈ ω. Let µ be the measure realizing C f k (U ) described above.
Proof. (1) follows by induction on the definition of µ. It is clearly true for U = ∅ and U = 2 ω . For any other case, assume that µ 0 (U 0 ) = C f k+1 (U 0 ) and
We also prove (2) by induction on the definition of µ. Again, the claim is clear for U = ∅ and U = 2 ω . For any other case, consider X ∈ U . Without loss of generality, assume that the first bit of X is 0. Say that X = 0Y , so Y ∈ U 0 . Let µ 0 be the measure that we construct to realize C f k+1 (U 0 ). By induction, P f k+1 µ 0 (Y ) = 1.
To prove (3), consider an X ∈ 2 ω . If X ∈ U , then we have already shown that P f k µ(X) = 1. If U = ∅, then µ is the zero measure and so P f k µ(X) = 0 ≤ 1. Otherwise, let m > 0 be least such that
We now give two useful expressions for C f (U ) in the case that U is open. (
Proof. To prove (1), first note that Lemma 4.2(2) implies that
Now let U 0 ⊆ U 1 ⊆ · · · be a sequence of clopen sets such that U = i∈ω U i . Let µ 0 , µ 1 , . . . be the corresponding measures, as defined above. There is a subsequence µ i0 , µ i1 , . . . that converges on all clopen sets. (In fact, it can be shown that the full sequence converges, but this is not needed.) Let µ be the limit.
. This is preserved in the limit, so it is true of µ. Therefore,
(The key to this calculation is that the limit commutes with P f in the expression lim k→∞ P f µ i k (X) because, in this case, P f µ i k (X) only depends on a fixed finite number of values of µ i k .) We have shown that (∀X ∈ U ) P f µ(X) ≥ 1. This implies
For (2), let r = sup {ν(U ) : ν ∈ M and (∀Y ) P f ν(Y ) ≤ 1}. In Lemma 4.2(3), we proved that C f (U ) ≥ r. Now take any clopen V ⊆ U . Let ν be the measure that we constructed to realize C f (V ). By Lemma 4.5, (∀Y ) P f ν(Y ) ≤ 1 and, of course,
C f -randomness. We can view the f -capacity of a set as a measure of its size. Using this size in place of measure gives us a notion of randomness analogous to Martin-Löf randomness.
The second author characterized f -energy randomness as C f -randomness, at least under the assumption that C f is computable, i.e., uniformly computable on clopen sets [13] . We will prove it under the slightly weaker assumption that f is computable. Note that even if f is computable, that does not mean that C f is computable: C f (2 ω ) = 1/|f | is guaranteed only to be a right-c.e. real number. It should be noted, however, that the weaker assumption adds no difficulty to the proof, which we include for the sake of completeness.
Theorem 4.8 (Rute [13] ). Assume that f : ω → [0, ∞) is computable. Then X ∈ 2 ω is f -energy random if and only if it is C f -random.
Proof. First assume that X is not C f -random. Then X fails a C f -test {U n } n∈ω . Let µ be any measure such that E f µ < ∞. We must prove that X is not random for µ. Fix c such that E f µ = P f µ(X) dµ(X) < c. Fix n and let V n = {X :
n .
So (∀X) P f µ n (X) ≤ 2 n . By Lemma 4.6 (2) , for any open set U and any n ∈ ω:
−n , meaning that {U 2n } n∈ω is (essentially) a µ-test covering X. This proves that X is not random for µ, but µ was any measure such that E f µ < ∞, so X is not f -energy random.
For the other direction, assume that X is not f -energy random. We can produce a universal ν-test uniformly in a measure ν. Let {U ν n } n∈ω be the resulting tests. Note that the computability of f implies that {ν ∈ M : (∀Y ) P f ν(Y ) ≤ 1}} is a Π 
In this case, X is not random for ν, so X ∈ U ν n for all n. This implies that X ∈ V n for all n, so X is not C f -random.
How effective is f -capacity?
Let S ⊆ 2 <ω be a prefix-free c.e. set. In particular, let S 0 ⊆ S 1 ⊆ S 2 · · · be a computable sequence of finite sets such that S = t∈ω S t . In the previous section, we noted that even if f is computable, C f need not be computable (on clopen sets). So assume that |f | is computable in addition to f being computable. This also implies that the sequence {|f k |} k∈ω is computable. From this, we can compute C f [S t ] by using Lemma 4.2(1) and (4) for the base cases and Lemma 4.3 for the recursion. By Lemma 4.6(1) (and the monotonicity of s-capacity),
is a left-c.e. real. This is as effective as we could hope C f [S] to be for an arbitrary Σ However, even assuming that |f | is computable, there is a sense in which fcapacity is not as effective as we would like. In the proof of Lemma 4.6, we constructed a measure µ that realizes C f [S]. Ideally, for a c.e. set S we would want µ to be left-c.e., but this need not be the case. An example will clarify the problem. 
. This simple example illustrates that even if S u ⊆ S v , a measure that realizes C f [S u ] might unavoidably give some sets higher measure than a measure that realizes C f [S v ]. In other words, as we approximate [S] we get a natural sequence of approximations to the measure that realizes C f [S], but there is no way to guarantee that these approximations converge from below.
This problem is surmountable: we will show that if f is sufficiently well-behaved and S ⊆ 2 <ω is a c.e. set, then there is a left-c.e. measure that "almost realizes"
Our assumptions about f . As in the previous section, we assume that |f | < ∞ and f has infinite support. These assumptions, which are important if we want to apply the work of Section 4, are used implicitly below; by Remarks 3.7 and 3.8, they do not limit the scope of our main result. We also assume that |f | is computable. We will need one more assumption.
• If f is nondecreasing, then f is amicable. Assuming that f is amicable, let f = sup
Dynamic weight. As above, let S ⊆ 2 <ω be a prefix-free c.e. set effectively approximated by an increasing sequence of finite sets {S t } t∈ω . We may assume that S 0 = ∅ and (∀t) |S t+1 S t | ≤ 1. Call such an enumeration good. Let a = 2 f + 2. Our goal is to produce a left-c.e. measure µ S such that
First, we define a "dynamic weight" for prefix-free c.e. sets (or rather, for good enumerations of such sets). For each k ∈ ω, let w (S 1 ) are defined, where S i = {σ : iσ ∈ S} and S i is given the induced good enumeration
A simple induction shows that w k t (S) is nondecreasing as a function of t. Therefore, we can define w k (S) = lim t→∞ w k t (S). It should be noted that the value of w k (S) depends not only on the prefix-free set S, but also on the choice of good enumeration {S t } t∈ω . Nonetheless, this next lemma shows that w k (S) is not much larger than C f k [S].
Lemma 5.2. Fix a (good enumeration of a) prefix-free c.e. set S ⊆ 2 <ω . For each k ∈ ω, we have w
We will need a simple inequality.
Hence f (y) is increasing on [0, a − 2]. Since f (0) = 0, the lemma holds.
Proof of Lemma 5.2. In light of Lemma 4.6(1) (or even Lemma 4.2(2)), it is enough to prove the assertion assuming that S is finite. We do this by induction on the length of the longest string in S.
. In any other case, assume by induction that
(where the dynamic weights of S 0 and S 1 are defined using the enumerations induced by the enumeration of S).
, where the last equality follows from Lemma 4.3, so we are done. Therefore, we may assume that f (k) > 0.
Let t 0 = 0, and let t 1 < t 2 < · · · < t m be the sequence of stages t at which w 
On the other hand, by Lemma 4.3,
Therefore, we can apply Lemma 5.3 with y = f (k)z to obtain
Dividing by f (k),
Now we are ready to define the measures µ 
Proof. Consider X ∈ [S] and take σ ∈ S such that σ ≺ X. Let t be the stage at which σ enters S t . Note that µ 
. This same measure is added to ν 0 uniformly on [ρ] . As this is the only way that measure is added to either µ k+1 S 0 or ν 0 , we have
As we just argued with µ k+1 S 0 , whenever we add measure v to µ k+1 S 1 , we also add at
Putting it all together,
The fact that we can build left-c.e. measures "almost realizing" the f -capacity of Σ 0 1 -classes allows us to connect C f -randomness to the behavior of KM .
Lemma 5.5. Assume that f : ω → [0, ∞) is amicable and |f | is computable. If X ∈ 2 ω is not C f -random, then n∈ω f (n)2 − KM (X ↾ n) = ∞.
Proof. Let {U m } m∈ω be a C f -test covering X. We may assume that we have an effective sequence of good enumerations of c.e. sets generating the Σ 
Characterizing f -energy randomness
We get our main result by combining Lemma 5.5 with Corollary 3.6 and the second author's characterization of f -energy randomness as C f -randomness (see [13] or Theorem 4.8 above).
Theorem 6.1. Assume that f : ω → [0, ∞) is amicable and |f | = n∈ω f (n)2 −n is computable. Then X is f -energy random if and only if n∈ω f (n)2 − KM (X ↾ n) < ∞.
Proof. Implicit in our assumption that |f | is computable is the assumption that |f | < ∞. Of course, by Remark 3.7, the conclusion of the theorem holds trivially if |f | = ∞. By Remark 3.8, we may also assume that f has infinite support. Therefore, we may use the work of Sections 4 and 5. By Corollary 3.6, if X is f -energy random, then n∈ω f (n)2 − KM (X ↾ n) < ∞. Now assume that X is not f -energy random. Then by Theorem 4.8, it is not C f -random. So by Lemma 5.5, we have n∈ω f (n)2 − KM (X ↾ n) = ∞.
7.
Applications s-energy randomness. In the introduction and more thoroughly in Section 3.1, we discussed the notion of s-energy randomness as introduced by Diamondstone and Kjos-Hanssen [5] . We noted that s-energy randomness is equivalent to fenergy randomness for f (n) = 2 sn . Now fix a computable real number s ∈ [0, 1) and let f (n) = 2 sn . Of course, |f | = 1/(1 − 2 s−1 ) is computable. Furthermore, f in nonzero and nondecreasing, hence it is amicable. So by the work of the previous section, X ∈ 2 ω is s-energy random if and only if n∈ω 2 sn−KM (X ↾ n) < ∞.
This proves Theorem 1.1. It is natural to ask if this result holds for noncomputable dimensions s; our proofs do not appear to generalize.
Extensions to several symbols. The definitions and results of this paper naturally extended to alphabets with more than two symbols as follows. Let A be a finite alphabet.
Definition 7.1. A sequence X ∈ A ω is f -energy random if X is random for some probability measure µ on A ω with finite f -energy,
The definitions of f -potential and f -capacity remain basically the same, namely
and C f (U ) = inf {µ(A ω ) : µ ∈ M and (∀X ∈ U ) P f µ(X) ≥ 1}.
Moreover, |f | = n∈ω f (n)|A| n . As before f :
The universal left-c.e. semimeasure M is defined as usual on A <ω and a priori complexity is still defined as KM (σ) = − log 2 M(σ) for σ ∈ A <ω . The proof of Theorem 6.1 naturally extends to several symbols to give the following result.
