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Achievable Rates of Iterative MIMO Receivers over Interference
Channels
Farrokh Etezadi
In this thesis, we study the achievable rates of some interference communica-
tion schemes when iterative interference-cancellation (IC) is applied. We assume
multiple-input multiple-output (MIMO) communication employing iterative re-
ceivers with linear front-ends which involves two modules concatenated serially
and cooperating iteratively; a linear combiner based on minimum-meän-square-
error (MMSE) detection or maximal-ratio-combining (MRC) and a SISO decoder.
We investigate the achievable rates of this receiver when the transmitted signal is
Gaussian-distributed with hypothetical erasure-type feedback from the decoder
to the combiner and a more practical case with large-size QAM constellations
with log-likelihood-ratios (LLRs) being exchanged between the receiver's mod-
ules. The achievable rate is approximated by the area below the EXIT curve of
the linear FE receiver. Some properties have been observed and mathematically
been proved about the iterative MIMO receivers with linear front-end.
iii
Inspired by the meaningful relationship between achievable rate of MIMO-
MMSE and MIMO systems, the general relation between the single-user and
multi-user uplink MIMO capacity is explained which it is simply the Chain rule
of information theory. As a result, another simple proof for the capacity of BICM
system is presented.
Furthermore a new scheme of CFO-corrupted OFDM with Alamouti coding
in two-relay communication system is introduced and the effect of interference
caused by CFO on the communication performance is investigated. Different
scenarios, including different CFO differences, non-iterative and iterative receiver,
relay selection, are investigated and compared. As a suitable support for the
results, the practical transmission with well-known turbo code is implemented
and the bit-error-rate (BER) results are discussed.
IV
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In telecommunication, interference is anything that disturbs, alters or modifies
the signal while passing through a communication channel between the source
and the destination. Although there are various kinds of interferences, which are
mostly classified based on their generating sources in different communication sys-
tems, all affect the performance of the communication and need to be mitigated
through the receivers' process. Inter-symbol interference, electromagnetic inter-
ference, co-channel interference (crosstalk), multi-user interference, inter-carrier
interferences, etc. are some common interferences which affect the communication
performance in different transmission schemes. In modern digital communication,
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high-tech receivers employ advance interference cancellation algorithms to atten-
uate this damaging effect. However, it is not always possible for the receivers
to completely eliminate the interference. Iterative receivers, like turbo receivers,
provide the possibility of iteratively reducing the interference level and getting as
much information as possible from the received signal. Despite the fact that iter-
ative processes have been studied extensively and developed for different kinds of
iterative interference cancellation, like turbo decoder, turbo equalizations, turbo
synchronization and so on, there is no general analytical framework for evaluat-
ing the performance of such systems. The main motivation of this thesis is to
answer the following question that: "How much can an iterative receiver mitigate
the interference?" . The importance of the answer to this question is obvious as
it clarifies the ultimate performance limit of the iterative receivers in different
communication systems.
1.2 Problem Statement
A very useful measure of communication performance is the mutual information
between the transmitted and received signals which leads to insights about the
maximum achievable rate of the system, i.e. the maximum rate of information
which can be transmitted through the channel with diminishing probability of
error, while employing optimum codes. In this thesis, we always consider the
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mutual information as a performance criterion of the underlying communication
system.
Perhaps multiple-input-multiple-output (MIMO) systems are the most gen-
eral and well-known example of interference suffering communication systems.
MIMO systems are typically equipped with Nt transmit and N1 receive antennas,
which communicate with each other through a MIMO channel, i.e. H. In the re-
ceiver side, while detecting the symbol transmitted by the iih transmit antenna,
in addition to the independent additive white Gaussian noise (AWGN) noise
caused by unpredictable sources in the antennas (for example thermal noise),
some interference caused by the symbols coming from the other transmit an-
tennas appear and influence the detection process. Optimum MIMO receivers
consider the whole arriving signals through all the receiver antennas and perform
maximum likelihood (ML) detection to estimate the transmitted signals.
Nevertheless, increasing the number of transmit antennas leads to a prac-
tical problem while implementing ML sequence detection. Since this may be
unrealistically complex, for practical reasons, the detection is decoupled into two
stages: first the transmitted coded symbols/bits are estimated, and next are
used for decoding (assuming some sort of channel coding is employed). The sub-
optimality of this approach may be compensated to a certain extent through
the so-called turbo processing where the detector and the decoder iteratively ex-
change information on the coded bits. The idea of such turbo MIMO receivers
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is an extension of the technique invented for decoding concatenated codes (e.g.
turbo codes).
In fact, turbo processing may be theoretically equivalent to optimal se-
quence detection, that is, using the iterative receiver we might transmit with the
maximum achievable rate. This is true if the information exchanged about the
bits/symbols is equivalent to the transmission over the erasure channel and the
devices of the turbo receiver operate in an optimal way (i.e., implement the ML
detection). However, such a condition may be difficult to encounter in practice.
First of all, the erasure-type information is not produced by the state-of-the-art
decoders/detectors. That is, such decoders calculate reliability measures (the so-
called soft information) in the form of logarithmic likelihood ratios (LLRs). This
is in particular due to the popularity of binary channel encoders and the soft-input
soft-output (SISO) decoder. Secondly, the maximum likelihood detection may be
impractical if the search space becomes too large, as is the case in MIMO systems
with many transmit antennas and high-order signal constellations. In such a case,
sub-optimal, e.g., linear front-end detectors are an interesting alternative.
One interesting problem, which we investigate in this thesis, is finding the
maximum theoretical achievable transmission rates if such turbo processing is
applied, particularly when sub-optimal detectors are used.
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Another example of interference channels is the scenario of inter-carrier in-
terference that is experienced in carrier frequency offset (CFO)-corrupted orthog-
onal frequency division multiplexing (OFDM) systems employing space-frequency
coding over relay channels. In this case one transmitter tries to send informa-
tion bits to one receiver through some relay antennas. CFO causes inter-carrier
interference which theoretically can be completely mitigated at the receiver in
point-to-point OFDM communication systems. However, using more than one
relay channel introduces different independent CFOs. Consequently, the receiver
cannot mitigate the CFO effect of both relay channels at the same time. Indeed,
correcting the frequency offset for one channel would cause more interference for
the other channels. This is an example of interference suffering communication.
The performance of the receiver with and without iterative detection/decoding
is a very interesting problem, which we address in this thesis.
1.3 Contributions
The main contributions of the thesis are listed as follows.
• The performance of MIMO receivers employing linear front-ends, in the
sense of achievable sum rate, for non-iterative and iterative schemes are
derived. The iterative receiver in this setting involves two modules con-
catenated serially and cooperating iteratively. The inner module is merely
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a linear combiner based on minimum mean square error (MMSE) detection
or maximal ratio combining (MRC). The outer module is assumed to be a
SISO.
• It is shown that, at low and high SNRs, the rates achievable by iterative
and non-iterative MIMO receivers based on MMSE are the same. In other
words, although the introduced iterative interference cancellation increases
the maximum achievable rates by the receiver, it does not improve the
detection performance in the receiver in the low and high .SNR regimes
• A very useful representation of single-user MIMO capacity is investigated
which relates this capacity to the multi-user one. Capacity of two popu-
lar transmission schemes (MIMO-MMSE and BICM) are shown as specific
applications of such single-user multi-user model.
• The impact of CFO on the performance of OFDM transmission employing
space-frequency coding over relay channels is studied. The performance
of the receiver in such systems when it tries to iteratively mitigate the
interference (caused by multiple CFOs) is studied and the achievable rates
for different relaying schemes are compared.
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1.4 Thesis Outline
In Chapter 2, background material, which should enable the reader to follow the
rest of the thesis, is presented. The basics of MIMO systems and their capacity
analysis, basic concepts of the iterative processing in the receivers and other basic
model like OFDM systems are explained.
In Chapter 3, the achievable rates of iterative MIMO receivers with linear
front-ends are discussed in detail and several numerical examples are presented.
In Chapter 4, the concept of single-user and multi-user capacities and the
relation between them based on the so-called Chain rule of information theory
is introduced. We consider the MIMO-MMSE and BICM systems' capacities as
special cases.
In Chapter 5, the two relay communication exploiting the Alamouti space-
frequency coding scheme for OFDM systems is introduced and the effect of CFO
on the communication performance is studied in detail.





In this chapter, we discuss the background of various concepts of wireless commu-
nications, which is needed to understand the material presented in the subsequent
chapters. In particular, we touch on MIMO systems in terms of capacity, space-
time codes, diversity versus multiplexing trade-off. We also consider the concepts
of iterative receivers including extrinsic information transfer (EXIT) charts and
some of its properties, iterative MIMO and iterative synchronizations. Finally,




Basic interest in sending as much information as possible from one point to an-
other, which is one of the main aims of the research efforts in telecommunication,
has motivated the developments of low complexity power, bandwidth efficient
communication systems during the past decades. One important development of
such systems appeared, while exploiting multiple transmit and receive antennas in
MIMO systems, which enabled much higher rates using space diversity compared
to single-input single-output systems. Works by Telatar [1], and Foschini and
Gans [2] explained the improvements in spectral efficiency while using multiple
antenna systems in rich scattering and well-tracked MIMO channels. It is shown
that, in such channel condition, a single user MIMO system with JVt transmit
and N1 receive antennas can approximately achieve the capacity of min {7Vt. 7Vr}
separate channels. Thus, capacity scales linearly with min{jVt, JVr} relative to a
system with just one transmit and one receive antenna.
By channel capacity we mean the Shannon capacity [3]. The Shannon capacity,
defined as maximum mutual information, through a single-input single-output
time-invariant channel, corresponds to the maximum transmission rate achievable
with an arbitrary small probability of error. Specifically, Assuming the general
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MIMO transmission as
y = Hx + ?, (1)
where ? and y are vectors of the input and output symbols, respectively, and ? is
a vector of white Gaussian noise (AWGN). The channel capacity is given by the
maximum mutual information between the input and the output of the MIMO
channel as
C = max/(x; y) = max [H(y) - H(y|x)] , (2)
p(x) p(x)
where H(.) represents the entropy function and maximization is done over all
input probability density functions (PDFs). While the entropy of the noise does
not depend on the input vector, the above maximization problem reduces to
entropy maximization of the output vector, i.e., I(y), which is maximized when
y is a zero-mean circularly-symmetric complex Gaussian (ZMCSCG) random
vector. This requires the input signal, x, to be ZMCSCG and thus
C = log2 det [lNt + HRxH+] , (3)
where
Rx = E{xxt}, (4)
is the covariance matrix of the random vector ? and (.)* represents the conjugate
transpose operation.
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When the transmitter has no information about the channel, naturally, it
transmits through the transmit antennas with equal powers, i.e. Rx = ^L When
both of the transmitter and receiver know the channel state information (CSI),
the channel capacity is derived using well-known water-filling strategy.
For time-variant channels, e.g., fading schemes, different capacities can be
defined, depending on what is known about the instantaneous CSI at the trans-
mitter and/or receiver. Specifically, the channel capacity is usually characterized
by the ergodic and the outage capacities.
The ergodic capacity defines the maximum average rate under an adaptive trans-
mission strategy averaged over all channel states (long-term average). The outage
capacity defines the maximum rate that can be maintained in all channel states
with some probability of outage (no data transmission). Here in this thesis we
talk about the ergodic channel capacity most of the time, except in Chapter 4
where the outage capacities for special cases are computed as they provide more
insight about the practical transmission schemes.
Although assuming Gaussian distributed input signals gives some insights
about the transmission rate, symbols in real practical systems belong to con-
stellations which are not Gaussian. Constellation-constrained capacity provides
information about the maximum achievable rates in such more practical cases.
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2.1.2 Spatial Multiplexing and Diversity
Two options can be considered to improve the communication performance uti-
lizing multiple antenna systems. First, achieving the capacity gain by decompos-
ing the MIMO channel into several parallel channels and sending data streams
through those. This introduces the capacity gain referred to as multiplexing gain
and is achieved by exploiting the spatial diversity in multiple antennas. The SNR
associated for each sub-channel depends on the singular values of the channel,
H. These sub-channels perform reliably only for low data rates. Second, us-
ing strategies like beamforming coherently combines the MIMO channel gains to
achieve a robust channel between transmitter and receiver with high diversity
gain. Thus, a natural trade-off between the multiplexing gain and diversity gain
appears in multiple antenna systems [4]. Commonly, a transmission scheme is
said to achieve multiplexing gain r and diversity gain d if the data rate (bps)
per unit Hertz .R(SNR) and probability of error Pe(SNR) as functions of SNR
satisfy [5]
A(SNR) ...hm ,„'. = r, (5)]og2(SNR)-^oo log2(SNR)
and
ton ÏSi^U-i (6,1Og2(SNR)^Oo log2 (SNR)
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2.1.3 Space-Time Modulation and Coding
As mentioned before, in multiple antenna systems, at each transmission time,
a vector of symbols is transmitted by the transmit antennas. Thus, the signal
design extends over both space (via multiple antennas) and time (via multiple
symbol times), it is typically refereed to space-time coding. A space-time block
code (STBC) is usually described by a matrix whose rows and columns represent
the signals being transmitted through different transmit antennas and different
transmitting time slots, respectively. We first describe the Alamouti scheme [6] as
a simple way of obtaining transmit diversity for the case of two transmit antennas.




which means at the first time slot Xi and x^ are transmitted by the first and second
antennas, respectively, and in the second time slot — x*2 and x\ are transmitted by
the first and second antennas, respectively. Since the two symbols are transmitted
in two time slots, the overall transmission rate is one symbol per channel use.
Denote hu i = 1, 2 as the fading coefficient between the ith transmit antenna
and the receive antenna (assuming a single receive antenna). Assume the fad-
ing coefficients are constant across the corresponding two consecutive time slots.
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Then the received signal at the first and second time slot can be represented as
yi = HiX1 + h2X2 + ni,
2/2 = -hix*2 + h2x\ + n2,
respectively, where Ti1 and n2 are independent noise samples added by the receive
antenna in each time slot. In order to extract X1 and X2, the received signal y\
and y2 are combined according to
Xi = h\yx + h2y2 .
= [\h-i\2 + \h2\2) X1 + K[Ti1 + h2n*2
X2 — Ky1 - H-Ly2
- {\h I2 + N2) X2 + Kn1 - K1U2-.
The decision statistics ?? and x2 are then passed to the ML detector to determine
the most likely transmitted symbols.
The full diversity of the MIMO system, which is two for the case of two
transmit and one receive antennas can be obtained with the use of the Alamouti
scheme. For higher number of antennas, the transmit diversity can be extended
using general space-time block codes based on the theory of orthogonal designs [7].
STBCs, if properly designed, in addition to providing full spatial diversity, can
be decoded efficiently using linear processing at the receiver.
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Another basic coding scheme for exploiting space diversity in MIMO sys-
tems is space-time trellis coding (STTC) which is very similar to the idea of
convolutional coding which provides some coding advantages over the approach
of STBC. However, the decoding of STTCs is more involved compared to that of
STBCs.
2.1.4 Bell Labs Layered Space Time (BLAST) Coding
In order to achieve full diversity in MIMO systems, an encoded bit stream must
be transmitted over all Nt transmit antennas. This can be done through a serial
encoding, illustrated in Figure 1, where information bits are first encoded, inter-
leaved and mapped to a constellation and then demultiplexed onto the different
antennas. If the codeword is sufficiently long, it can be transmitted through all Nt
transmit antennas and received by iVr receive antennas and achieve the full diver-
sity order of NtNT. Decoding complexity grows exponentially with this codeword
length. This high level of complexity makes serial encoding impractical.
Vertical-BLAST (VBLAST) [8] is a simple way of achieving spatial multi-
plexing (Figure 2). In this scheme, information data, is first demultiplexed and
each of the resulting sub-streams is passed through a single-input single-output
encoder, interleaved, mapped to a signal constellation point, and transmitted over









Figure 1: Spatial Multiplexing with Serial Encoding.
at most the number of receive antennas (7V1.) [5]. More specifically, when chan-
nel encoding is involved; the VBLAT scheme changes into two possible schemes,
i.e. HBLAST and SCBLAST, as shown in the Figures 3 and 4 [9]. Generally,
VBLAST has a simple encoding complexity, however ML decoding still requires
joint detection of the codewords from all transmit antennas and seems to be
computationally complex even for small number of transmit antennas. This com-
plexity grows exponentially in the number of transmit antennas and the number
of states of the channel code.
Other less complex but suboptimal approaches are commonly used for de-
tecting BLAST signals, including the detection algorithms based on the zero
forcing (ZF) and the MMSE criteria. The receiver complexity can be signifi-









Figure 2: VBLAST encoder structure.
method, the received streams are sorted in terms of their received SNR. An es-
timate about the symbol with the highest SNR is made while treating all other
symbols as noise. This estimated symbol is subtracted out and the next highest
SNR symbols goes to estimation process. This method repeats till all transmitted
symbols are estimated. After canceling out interfering symbols, the coded sub-
stream associated with each transmit antenna can be individually decoded. In
Chapter 3, we consider MIMO receivers with linear front-ends, more specifically
based on MMSE and MRC, and we talk about the achievable sum rate of such
receivers employing IC through iterative receiving process.
The diagonal BLAST (DBLAST) [10] combines two techniques of serial and
vertical encoding to achieve both benefits of VBLAST and diversity benefits of se-
rial encoding. The DBLST encoder structure is shown in Figure 5. In D-BLAST,
the data stream is first horizontally encoded. HoweA'er, rather than transmit-






























Figure 5: DBLAST encoder structure.
are rotated across antennas, so that a codeword is spread over all Nt antennas.
The motivation behind this transmission scheme is to introduce some additional
spatial diversity that VBLAST scheme lacks.
2.2 Iterative Receivers
Concatenated codes, whose general idea first introduced by Forney [11] and prac-
tical system developed by Odenwalder [12] , involved concatenating two single
codes in a serial fashion; the inner code is a convolutional code and the outer
code is a high-rate Reed-Solomon (RS) code with powerful error correcting ca-
pability. The performance improvements achieved by this concatenated coding
scheme motivated further developments in this area. In the decoding process, the
receiver elements were modified to be able to utilize some reliability information














hard decision, provide some reliability information for the other receiver's ele-
ments.
The discovery of turbo codes by Berrou et al. [13] marks one of the most
important breakthroughs in the history of coding theory. A typical turbo code
comprises parallel concatenation of two convolutional codes separated by an inter-
leaver, and is decoded using iterative decoding techniques. Turbo codes became
very important mainly because for their exceptional performance for very low
SNRs. Inspired by turbo codes, a new concatenation scheme was proposed by
Benedetto et al. [14] which involves the serial concatenation of two convolutional
codes separated by an interleaver and decoded using iterative techniques. An-
other major development in capacity achieving coding has been low-density parity
check (LDPC) codes [15], [16]. They achieve near capacity performance, and they
are decoded via the so called message passing or belief propagation algorithm.
The turbo principle, originally invented for decoding of concatenated codes,
can be applied for many decoding and detection problems such as parallel or serial
concatenation (PCCC and SCCC respectively), equalization [17], coded modu-
lation, multiuser detection [18], MIMO detection [19], joint source and channel
decoding, LDPC decoding and others. In many cases, the turbo processing can be
shown as a serial concatenated encoder and decoder as Figure 6. The main point
at the receiver is that there are two SISO decoders at the receiver which accept
and deliver probabilities or soft values. The extrinsic part of the soft-output of
20
Transmitter Receiver
Encoder I Interieaver Encoder Il ^F
AWGN'
Decoder Il De-Interieaver Decoder I
Interieaver
Figure 6: A serial concatenated system with iterative detection/decoding.
one decoder is passed on to the other decoder to be used as a priori input. In
other words, the two decoders in the receiver exchange information between each
other in order to get more information about the transmitted signal.
2.2.1 EXIT Charts
Ten Brink [20] introduced extrinsic information transfer (EXIT) chart as a very
useful method to study the convergence behavior of turbo receivers. The idea
behind the EXIT chart is to derive the diagram which relates the mutual infor-
mation between the transmitted signal and the soft-input of a decoder to the
mutual information between transmitted signal and the soft-output of that de-
coder. In other words, the EXIT chart of each decoder element shows how much
information it would provide about the transmitted bits by knowing partial infor-
mation about these bits. The output of one decoder provides a priori information
as the input of the next receiver element. It was shown in [20] that if the EXIT
charts of two decoder elements are plotted as the same chart, the iteration process
21
can be well approximated by trajectories in the charts.
In turbo receivers, the information exchanged between the decoder elements
is normally the LLRs of the bit defined as
LW = m?fc±l). (8)?>(« = -1)
Consequently, we can write
e±L(u)/2
P(U = ±1) = -T175 J7-T7,, (9)
which suggests that the LLR, as a random variable itself, is the only parameter
which fully describes the probability distribution of the information bits. An-
alyzing the PDFs of these random variables (i.e. LLRs) allows predicting the
behavior of the decoding algorithm, but this is, unfortunately, extremely dim-
cult for most system configurations. A substantial simplification is to observe
only a single parameter of these PDFs such as the mutual information between
LLRs and transmitted bits, like the EXIT charts. Characterizing the probabil-
ity distribution of the LLRs is much simpler if the PDF is both symmetric and
consistent [21].
While deriving the EXIT charts for iterative receivers and investigating
convergence behavior, it is very useful to assume that the extrinsic information
provided by the other receiver's element (s) are coming from another channel
called extrinsic channel or a priori channel [22]. This is a valid assumption while
considering sufficiently large interleaving. Various models can be assumed for this
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extrinsic channel, e.g. Gaussian channel, binary erasure channel (BEC), binary
symmetric channel (BSC), etc.
The Area Property of EXIT Charts
Ashikhmin et al. [22] introduced very useful properties of EXIT charts which re-
lates the achievable rates to the EXIT function. More precisely, they showed that,
considering the BEC extrinsic channel, the area under the EXIT chart represents
the achievable rate or the code rate (for EXIT chart of outer or inner decoder
in serially concatenated code, respectively). This so-called area property was
studied later in more detail and generalized for other types of extrinsic channels,
specially for LDPC codes in [23].
One of the interesting advantages of these kinds of area properties is chang-
ing the traditional decoder design problem to a curve fitting problem. It means
that, as the area under the EXIT chart for inner decoder represents the maximum
achievable rate, the optimum outer decoder is the one whose EXIT curve fits the
EXIT curve of the inner decoder. Although these are the results achieved for
BEC channels, it has been used as a good approximation for other more practical
types of iterative receivers [24] .
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2.2.2 Iterative MIMO Receivers
In MIMO receivers, specially when the number of transmit antennas as well as
the size of the signal constellations grows, implementation of optimum detection
(ML) becomes very hard and not practical. As such, the detection process is
divided into two separate steps: First, the symbols are estimated and then the
estimated symbols are provided to the outer decoder to eliminate the redundancy
of the channel code and extract the information about the transmitted bits. Still,
the complexity of the ML detection is High. Thus, employing linear combiners
based on MMSE, MRC, ZF appears to be a good alternative.
The performance of MIMO receivers with linear front ends (FE) is a very
interesting topic. There are some recent papers talking about the achievable rates
of such receivers (like MIMO-MMSE [25]) on different fading channels. The idea
of iterative receiver can be applied in this case. That is, the soft information
about the transmitted bits (and thus about transmitted symbols) coming from
the outer decoder (turbo decoder) is used in the linear combing and symbol
detection processes. Investigating the performance of such systems, from the
achievable rate point of view, is treated in Chapter 3 of this thesis.
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2.2.3 Synchronization
Synchronization is the processing of the received analog signal to be correctly
aligned in the sense of sampling time, phase and frequency, in order to improve the
detection process. The synchronization methods can be divided into non-data-
aide (NDA) or data-aided (DA). The DA techniques rely on the presence of pilot
symbols in the data frame and may lead to unacceptable loss in terms of power
and spectral efficiency. On the other hand, NDA synchronization algorithms
extract some statistical information about the transmitted signal and may lead
to very poor results at low SNR. As an alternative, some other methods take
advantages of the coding gain for synchronization purposes and are known as
code-aided (CA) methods [26].
Simple Model
In a very simple bandpass data transmission scheme, a bit stream u* — [u\,u2,...,ui\
is transformed in two mapping process, first a channel encoder encodes the data
bits and coded data c* = [c\, C2, ...,cjv] is generated. Then coded data is mapped
to a symbol vector a* = Ia1-O2, --.,a?] which, in order to be sent through phys-
ical medium (free space, optic fiber, wire line,...), is modulated to a bandpass
frequency and the analog signal is generated. The reverse operation in the re-"
ceiver is demodulating and consists in the transformation of the received analog
signal to discrete-time samples which can be further processed by some numerical
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algorithms. The responsibility of the receiver is to estimate the transmitted bit
stream u knowing the received signal. This estimation is performed well while
fully synchronized signal is fed to the estimator.
For a very simple transmission channel modeled as Gaussian, the received
baseband signal is in the following form
?
r(t) = AJ2 ak9(kt -T- T)(Jl*"*+*) + n(i), (10)
fc=l
where T is the symbol period, g(t) is an analog pulse, n(t) is an additive Gaussian
noise with (known) power spectral density N0, and A, t, ?, ? are unknown
synchronization/channel parameters: amplitude, delay, CFO, and carrier phase
offset, respectively. At the receiver, one has to apply some processing to the
observed signal r(t) in order to recover the transmitted message u. First, the
signal in 10 is sampled at rate 1/TS, and the relevant signal samples are collected
into the observation vector r. From this vector, one then computes an estimate,
say Ü, of the information bits u.
In the traditional non-iterative receivers, a separate synchronizer tries to
estimate the synchronization vector, b = [?,t,?, ?] in this case, and compensate
the effect of this synchronization parameters on the received signal to provide a
cleaner signal for detection.
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Iterative Synchronization
The introduction of turbo codes motivated the idea of exploiting the so-called soft
information provided by the SISO decoder in the synchronization process in order
to reduce the synchronization imperfections in an iterative manner. Since then,
many techniques have been developed for turbo equalization and synchronization.
The basic idea of turbo synchronization is to iteratively improve the esti-
mates of synchronization parameters employing the soft information about the
bits coming out from the decoder. Turbo synchronization are commonly based
on three methods; expectation maximization (EM) algorithm, gradient method
and sum product algorithm (SP) [26].
The EM method is an iterative method to solve ML problems and when well
designed can reduce the complexity of the ML problem very much by dividing
the solution into two steps (?-step, M-step) which repeat iteratively till solving
the problem [27]. The gradient method works based on the fact that iteratively
taking steps in the direction of the gradient of a function results in reaching
the optimum solution (in the presence of some convergence conditions). The SP
algorithm is based on representing the marginalization problem by a graph and
it can be shown that message passing and sum product algorithm converges to a
marginalized solution for the graphs without cycles [28], [29].
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2.3 OFDM Communication
Orthogonal frequency division multiplexing (OFDM) is an efficient transmission
scheme over fading channels. It has been adopted in many wireless communi-
cation standards including WiFi, WiMax, and LTE [30], [31]. In this scheme
information is modulated into several small frequency bands, called subcarri-
ers, which are orthogonal in the frequency domain. The implementation of the
OFDM modulator and demodulator is achieved via using fast Fourier transform
(FFT) and inverse FFT (IFFT) algorithms which can be implemented with an
acceptable computational complexity.
The main advantage of OFDM is that it allows transmission over highly
frequency-selective channels at a low receiver implementation cost. In particular,
costly equalizers needed in single-carrier systems are dramatically simplified or
even avoided in the case that differential modulation schemes are used. OFDM
transmission does not suffer from strict time-synchronization requirements but





Here we explain an OFDM system using IFFT of size N for modulation. Each
OFDM symbol is composed of K < N data symbols a¡fc (Z and k represent time
index and subcarrier frequency index, respectively.). The output of the IFFT
is discrete time with sampling time T = Tu/N. K is chosen small enough to
provide the so-called "guard bands" at the edges of the transmission spectrum
which is left free. Using these guard bands, the (periodic) spectrum is limited by
using an appropriate analog transmission filter Gt(m)- The transmitted complex
baseband signal can then be described by [32]
oo K/2
s(i) = -=£ ? ai^i,k(t)*9T(t) (H)
V u l=-oo k=-K/2
where * denotes convolution. Each data symbol is shaped by a rectangular pulse
of length Tu and modulated onto a subcarrier with frequency fk = k/Tu. In order
to avoid intersymbol interference (ISI), the OFDM symbol is preceded by a guard
interval of length T9. Taking this into account, the resulting subcarrier pulses are
<M«) = e¿Wru)(t-T9-/rs)u(f _ lT^ (12)
where
1, 0<i<Ts
«(*) = { (13)
O. else
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The resulting symbols are of length Ts = Tu + Tg, which is equivalent to Ns =
N + N3 samples.
Channel
To keep the model as simple as possible, we assume here that the signal is trans-
mitted over a wide sense stationary uncorrelated scattering (WSS-US) Rayleigh
fading channel with time varying impulse response h(t, r) where:
1) The channel impulse response (CIR) is
L-I
h(t,T) = S??{?)d{t-??,), (14)
where L is the number of distinct paths and {hi(t), I — 0, 1, ..., L — 1} are mutually
independent, WSS Gaussian complex random processes, having zero mean and
statistical powers {s\ = ?{|/?„(?)|2} ,? = 0, 1,...,L - 1}.
2) The channel can be deemed static over each OFDM symbol interval (quasi
static channel), so that during the transmission of the i-th OFDM symbol interval
the CIR (14) can be approximated as
L-I
h(t, r) ^ /?(0(t) = S hn[l]6(T - nTs) (15)
where h^(r) and hn[l] denote the CIR and the value taken by the n-th tap
gain hn(t) of (14), with ? = 0,1,.. .,L - 1, in the Z-th OFDM symbol interval,
respectively.
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3) Ng > L — 1, so that no inter-block interference is present in the detection of
OFDM symbols.
Receiver
At the receive side, if the CFO does not exceed the subcarrier spacing and changes
negligibly over each OFDM interval, it can be shown that the received signal, after
down-conversion and low-pass filtering, can be expressed as [33]
r(t) = s(t- W^a11H', i/1, ¿(i)) +?(?), (16)
for t € [IT8, (I + N)T,), where
ß(?, a,, H'y , f(?) = ^(^^1) S a«??ß*?-?'>. (17)V -^ -'s fc=o
In the above equation, ?1 = [Hj, H^, ..., H^1]7, and H^1 (with ? = 0, 1, ..., TV - 1)
is the channel frequency response at the n-th subcarrier frequency in the l-th
symbol interval. In addition ?{?) is complex AWGN, and v(t) and f(1) are the
phase noise process (due to both transmitter and receiver local oscillators) and
the residual CFO (normalized to the OFDM symbol rate \/NTs), respectively.
2.3.2 Carrier Frequency Offset (CFO)
CFO is mostly caused by the mismatch between the transmitter and the receiver
mixer and, when not compensated, results in inter-carrier-interferences (ICI) and
can seriously affect the transmission performance. There are several DA and
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NDA methods presented in the literature for CFO estimation. In single-user
OFDM systems, in the case of perfect estimation, the effect of CFO can be
purely eliminated. On the other hand, in the multiple-user case, where each user
introduces an independent CFO, it is not that easy and sometimes impossible
for single receivers to mitigate the ICI. This is the case for orthogonal frequency
division multiple access (OFDMA) uplink [34] (from independent users to base
station). The same is true for OFDM in multi-relay cooperative network (where
multiple relays propose independent CFOs for the receiver. In Chapter 5, the
scenario of CFO-corrupted OFDM employing space-frequency coding over two
relay channels is studied.
2.4 Conclusion
In this chapter, we have gone over some basic concepts related to the topics




Achievable Rates of MIMO
Receivers with Linear Front-Ends
In this chapter, the rates achievable in MIMO systems with iterative receivers
based on linear front-end (FE) processing is investigated. The iterative receiver
in this setting involves two modules concatenated serially and cooperating itera-
tively. The inner module is merely a linear combiner based on MMSE detection
or MRC. The outer module is assumed to be a SISO decoder. We investigate
the achievable rates of this receiver when the transmitted signal is Gaussian dis-
tributed and there is a hypothetical erasure-type feedback from the decoder to
the combiner. In this case, the achievable rate is approximated by the area below
the EXIT curve of the linear FE receiver. We also consider a more practical
case involving large-size QAM constellations where the information exchanged
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between the receiver's modules is in the form of LLRs. In particular, we obtain
theoretical approximate achievable rates for this scenario when the inner module
employs either MMSE or MRC. We present several examples in which we verify
the analytical results with simulations. We demonstrate that the iterative MIMO-
MMSE receiver increases the achievable rate at medium SNRs as compared to
the non-iterative receiver. We show, however, that both receivers achieve the
same rates at low and high SNRs. As for the MIMO-MRC case, both iterative
and non-iterative receivers perform about the same at low SNRs, whereas at high
SNRs the rates saturate for both cases, with the iterative one being superior in
all examples.
3.1 Introduction
Multiple-input multiple-output (MIMO) systems have been studied extensively-
over the last years. It has been shown both theoretically [4]- [2] and practically [8]
that employing multiple transmit and receive antennas enables communicating
with high information rates and/or improved reliability. This motivated the study
of the capacity of MIMO systems [1], [2], [35]- [38].
In attaining the maximum achievable rate, specially while increasing the
number of transmit antennas, practical problems appear through developing max-
imum likelihood sequence detection. The so-called turbo processing in the receiver
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tries to ease this complex problem in a sub-optimal way where the detector and
the decoder iteratively exchange information on the coded bits. The idea of such
turbo MIMO receivers, e.g., [39], is an extension of the technique invented for
decoding concatenated codes (e.g. "turbo" codes) [13] and used also for equal-
ization [17], [40], synchronization [26], or multi user detection [41].
In fact, turbo processing may be theoretically equivalent to optimal se-
quence detection, that is, using the iterative receiver we might transmit with the
maximum achievable rate. This may happen in two cases. In the first one, we
would use the so-called horizontal encoding (that is using one encoder per an-
tenna) and decode the transmitted sub-streams successively. As such, we would
take advantage of the already detected sub-streams to remove the interference
they cause to other sub-streams. Such successive interference cancellation (SIC)
is capacity achieving as may be proved by applying the chain rule of mutual in-
formation. However, the requirement of using as many encoders as antennas is
not appealing due to complexity issues. As an alternative, one may use a single
channel encoder whose output is demultiplexed among all antennas, However, in
this scenario, which is the focus of this thesis, one cannot apply SIC using de-
coded (thus reliable) bits estimates because all the sub-streams must be detected
first before they are jointly decoded.
In such a case we still may transmit at the achievable rate provided the infor-
mation exchanged about the bits/symbols is equivalent to the transmission over
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the erasure channel and the devices of the turbo receiver operate in an optimal
way (i.e., implement maximum likelihood detection) [22]. * However, practically,
the erasure-type information is not produced by the decoders/detectors and the
reliability measures (the so called "soft" bits) are computed instead under the
form of the logarithmic likelihood ratios (LLRs). This is in particular due to
popularity of binary channel encoders and the soft-input soft-output (SISO) de-
coder. In addition, in the case in MIMO systems with many transmit antennas
and high-order signal constellations, maximum likelihood implementation seems
to be very complex. In such a case, sub-optimal, e.g. linear front-end detectors
are an interesting alternative.
Despite many works on this subject, it is still not clear what the theoretically
achievable transmission rates are if such a turbo-processing is applied, particularly
when sub-optimal detectors are used. In this work we address this very issue. The
idea of characterizing the achievable rate (or capacity) of sub-optimal receivers has
appeared in the literature. Recently, the rates achievable in MIMO systems based
on linear front-ends receiver were analyzed in [25] . [42] for continuous Gaussian
inputs. This paper extends these works into two directions. First, we integrate
the concept of iterative processing for such receivers and evaluate the impact
of their sub-optimality on the achievable rates. Next, exploiting the method
of [43] to analytically evaluate the extrinsic information transfer (EXIT) function
1We may note that this is somewhat similar to the case of SIC as we deal then with the
symbols we know perfectly or we do not know at all.
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of the linear front-end, we apply it in the case of discrete constellations, which
is a much more practical setup. We analyze the performance of such iterative
systems and show that both iterative and non-iterative MIMO receivers based on
minimum-mean square error (MMSE) perform the same in terms of the achievable
rates at low and high signal-to-noise ratios (SNRs). It is also shown that for
MIMO receivers based on maximal ratio combining (MRC), the achievable rate
saturates for high SNRs for. both iterative and non-iterative schemes and the
former outperforms the latter for all range of SNR.
The rest of this chapter is organized as follows. In Section 3.2 we present
the model of a MIMO system with linear front-ends and define its achievable
rate. In Section 3.3, the iterative MIMO receivers with linear front-ends are
introduced and the idea of EXIT analysis and the area property are explored. In
Section 3.5, the achievable sum rate for more practical data models is analyzed.
In Section 3.6 the achievable rates of iterative and non-iterative MIMO receivers
based on MMSE and MRC principles are compared in various scenarios.
3.2 System Model
In the system we consider here, the information bits (or sequence) are first en-
coded by a rate-? channel encoder, interleaved, grouped into m-ary words, and
then mapped into a complex point ? drawn from constellation X. The resulting
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sequence of constellation points are then demultiplexed into Nt transmit antennas
and sent through a linear channel with additive Gaussian noise. At the receiver,
the i-ih antenna captures the signal y^i = 1,...,NT and the relationship between
the involved signal is thus given by
y = Hx + n = ^hfcxfe + n, (18)
where y = [2/1,3/2, --,Vn1Vj H = [hi,h2,...,h/vt] is the ?t ? Nt channel matrix,
? = [??,??, ...,XnJ? is the vector of transmitted symbols taken from constellation
X, and ? is a vector of white Gaussian noise (AWGN), -i.e., E{n} = 0 and
Cov{n} = E{nnt} = NqI- The coded bits are assumed random and independent
and the constellation X is normalized so that ? may be treated as a random
vector with Cov{x} = s^? = I; Here, (.)T and (.)* represent, respectively, the
transpose and the transpose-conjugate of the vector/matrix. We assume perfect
knowledge of H and N0 at the receiver.
3.2.1 Linear Front-End and Achievable Rate
Using the linear front-ends we recover the transmitted symbols x¿ via linear op-
erations on y. Knowing the second-order statistics of x, the following operations
will be performed [43]
y¿ = wj[y-H[¿]E{xti]}]
M (19)




where (·)[,·] denotes a vector (or a matrix) with the i-th element (or the z-th
column) removed. The first, second, and third terms of the right hand side
of (19) are, respectively, the desired signal, inter-symbol interferences, and the
filtered noise. The knowledge of the mean of the symbols Xk for k f i is possible
thanks to the feedback from the channel decoder, otherwise, i.e., in non-iterative
processing, we use ?{?^} = 0.
Due to the processing in (19), the signal-to-interference-and-noise-ratio (SINR)
for the i-th symbol is defined as
7i = _ IWW—_— (20)wiHroCovix^H^Wi + HWiII2N0
where Cov{x} is the covariance of ? and || · ||2 is the Euclidean norm.
A priori knowledge about the symbols x¿ in general diminish their variance,
which, in turn, increases the post-processing SINR. In a non-iterative case, no a
priori knowledge is available so Cov{x} = I but if iterative processing is applied,
Cov{x} = ?! with 0 < ? <al = 1-
Treating the interference as a Gaussian noise, the achievable rate of the
linear receiver for a given H is given by
CH = X)IOg2(H-Ti), (21)
¿=i
and the ergodic channel capacity is given by
C = E{CH} (22)
39
where the expectation is taken with respect to H.
While one may consider any type of linear processing, in the following, we
consider two special cases, namely, MMSE and MRC since they are widely used.
MMSE receiver
While detecting the ith symbol and knowing the variance of the other symbols,
the linear combiner may be obtained in the MMSE sense [44]
w¿ = arg min E {Iw^y — x¿|2}
W
= ([s2? - K)h,-ht + /íHHt + ?0??)~\s?
alA-'hi
! + (s?-f??-^h (23)
where
A = KHIi + N0IjV,, (24)
and the SINR for the ¿th sub-channel is
1-Kh]A-1H/







where [A]i¿ denotes the ith diagonal element of A.
A useful method for evaluating the ergodic capacity given by (22) in a
closed-form for Gaussian input ? is given in [25]. The idea developed in [25], hints
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to a more general useful expression relating single-user capacity to multiple-user
one. We develop this general relation in Chapter 4 and extend the result to simply
proof the results appeared in [25] and derive the capacity of bit interleaved coded
modulation (BICM) already shown in [49].
MRC receiver
The maximum ratio combining filter ignores the structure of the interference
imposed by the form of the matrix H and sets w¿ ? h¿. This is the simplest,
although largely sub-optimal approach. The SINR for each sub-channel is then
given by
|h,pN„ + h¡H|(|Ht£1h,/í
Again for non-iterative receivers we set n = s2? — 1.
3.3 Iterative Receivers
The model of an iterative MIMO receiver is shown in Figure 7 where the signal
arriving at the receiver is fed to the linear combiner which exchanges information
with the outer (channel) decoder in order to extract as much information as
possible from the received signal. Such an iterative (turbo) processing should
be, in general, characterized by the so-called density evolution (DE), that is, the













Figure 7: Model of MIMO transmission and schematic representation of the iterative
receiver.
throughout the iterative process.
If the PDF of the LLRs may be parametrized, the DE is simplified, and if
one parameter is sufficient, an appealing graphical representation of the iterative
process is obtained. This is the spirit of the so-called EXIT charts that display
information between the bits and their extrinsic LLRs produced by the devices
participating in the iterative process. If the extrinsic LLRs had the form of the
output of the erasure channel, EXIT charts would define exactly the density evo-
lution and lend themselves to a useful interpretation: in particular, it is known
that the area below the EXIT curves would correspond to the supported trans-
mission rates of each device [22]. Generalization of these results to other cases
was recently presented in [23] . This appealing property transforms the problem of
the receiver design into the EXIT function (curves) fitting problem. This funda-
mental property is often used [24] even if, in practice, the extrinsic LLRs cannot
be well modeled as outputs of the erasure channel (so the area property does not
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hold exactly).
3.3.1 EXIT chart and the area property
To obtain the EXIT charts, for each block involved in the iterative process (here,
the linear combiner and the outer decoder) the extrinsic information obtained
from the other block is artificially generated as if it was obtained from the so-
called extrinsic channel [22], cf. Fig. 7.
Let us assume that the extrinsic channel is of an erasure-type, i.e., where
the symbol appears at the output correctly with probability 1 -p and it is erased
with probability p. The EXIT function for arbitrary input signal ? is given by
Nt
/out = T(Jin) = ^/(z¿; y |x|), (28)
i=l
where i"(:ri;y|X||,r) is the mutual information conditioned on the output of the
extrinsic channel x|r and the erasure (with probability p) applies to Xk for any
k f i. Then, since Jin = 1 — p, the area theorem [23] states that
C = /(x;y)= / T(Zin)(Ip. (29)
It is easy to show that for MMSE receivers, when ? is zero mean Gaussian
with covariance matrix s|?, the output of the MMSE filter for ¿th sub-channel,
Vi is the sufficient statistic of symbol xu Vi G {1, 2, ...,n}. In other words, in this
case, all the information about the transmitted symbol x,·, extractable from the
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output vector y, can be extracted from the filtered symbol y¿. That is,
/(XiJyIxI) = Z(Xi^IxI). (30)
This means that for Gaussian input x, the optimum (maximum likelihood) and
MMSE receivers have the same performance. In this situation the EXIT function
of (28) reduces to
/oUt = ^/(xi;yi|x|). (31)
i=l
Thus, assuming that the extrinsic information is of the erasure-type, and as-
suming that the optimum outer decoder's EXIT curve fits the MMSE's EXIT
function, from (29) we know that the iterative MMSE receiver for Gaussian in-
put would reach the optimum MIMO channel capacity known as
TTfXJ
CH = log2(det(I + ^—-)). (32)
iNo
3.3.2 EXIT functions of sub-optimal MMSE receiver
Up to now, we repeated the results known in the case of the erasure-type extrinsic
information. Since, in practice, the information about the bits/symbols has a
different form, we will make another step towards the analysis of the more realistic
scenarios. Note that in (28) and (31), the receiver performs the MMSE filtering
for each combination of erased and non-erased symbols in x|. Thus, there is
not much reduction in the computational effort at the front-end (which is the
fundamental moth'ation behind the use of MMSE receivers). Yielding for such the
44
simplification of the receiver, we assume that the linear combiners w¿ are designed
knowing only the probability of erasure and not which symbol was erased. To
deal with this information in the MMSE sense, we proceed as shown in (19) but
we use the average variances of the symbols
K = E{\xi-E{xi}\2} = (l-p)0 + pE{\xi\2}
= V°l (33)
The EXIT function of the MMSE receiver for this case would be
/out .= J^I(Xf1YiP) = S 1^-M' (34)
¿=1 i=l
where, with a slight abuse of notation, we use /(·; -\p) to indicate that the mu-
tual information is calculated without conditioning on the random variables but
depends only on the parameter p. Further, we may write
/out = X)IOg2(I + 7i), (35)
¿=i
where 7¿ is the SINR for the zth sub-channel.
From the data processing theorem, the EXIT function calculated this way
(i.e., using solely p) will be smaller than the one conditioned on xj| because the
receiver does not use the entire information provided by the erasure channel and
only computes the first and the second statistics of the extrinsic channel's output.
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(36)1 Nt V '
must satisfy C'H < Ch-
Further, the ergodic achievable rate C is calculated by averaging over real-
izations of H. We compare C and C in Sec. 3.6.
It is interesting to note that we do not need to resort to Monte-Carlo simu-
lations to obtain C as we can express the integrand of (36) in a compact form as
shown in next section. Note that the value of the EXIT functions for ? = 1 (or
equivalently ? — s^) indicate the achievable rate when there is no information
available from the outer decoder, which is the performance of the non-iterative
receiver.
3.4 Efficient Calculation of the Achievable Rate
in MMSE Receiver
Assuming s% = 1 and applying the chain rule of mutual information to (36) we
obtain




C'h = / S |/(x;y|Cov{x} = ìNt!Ì) - /(x[i];y|Cov{x[¿]} = KlWt-i)] d«, (38)-^0 ¿=1
where Cov{x} is the covariance of ? and
ìNui = diag{[K,...,K,al = 1, ?, . . . ,?]). (39)
ith
HINt)iHt), lo,d?(?? + ?
Then, (38) can be reduced to
,1 JVt G /





We are interested in computing the Ergodic channel capacity of (22). Let us
assume an uncorrelated Rayleigh fading MIMO channel as follows.
H~CN(0,INT®INt), (41)
where (g> represents Kronecker product. H is normalized to satisfy E {tr(HHt)} =
7VriVt. Armed with this result, we can write (40) as
y = Nt fJo
-Nt fJo
loft,(det(IÄ + ™^)N0 ??
E log2 det(I* + *-J¿-Jíi)
(42)
??.
Figure 8 shows the achievable rates for an N ? N uncorrelated Rayleigh fading
MIMO channel which is the result of (42) where the expectation is replaced by
averaging. To simplify (42), let us denote H¿ = ?^?> where (.)1/2 represents
the square root of the matrix. Consequently.
Hi- CAf(O, Ijvt>i® W>
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(43)
which can be viewed as correlated Rayleigh fading channel with transmit corre-
lation matrix ?^,?- This suggests that the first term in (42) is simply the ergodic
channel capacity of a MIMO system with Nt transmit and N1 receive antennas in
correlated Rayleigh fading channel with covariance matrix Iwt;i at the transmit
side, which was studied in detail in [45] and [36].
Note that the diagonal matrix ïNl:i in (39), has Nx — 1 eigenvalues ?, and
one al = 1. As it is mentioned in [36], evaluating the characteristic function of
such a random variable (the first term of C'H) would need the limiting case when
the eigenvalues tends to be equal. From numerical computation point of view, it
only needs a small disturbing in the values of the equal eigenvalues and changing
them to very close distinct numbers.
As for the second term in (42) , it is essentially the ergodic channel capacity
of a MIMO system with Nt — 1 transmit and Nr receive antennas in uncorrelated
Rayleigh fading channel, which is also studied in the literature in detail in [1], [36]
and [25].
We note that both terms in (42) has closed-form mathematical representa-
tion in the literature. We can also mention that the method introduced in the [25]
can be derived by applying the above method for the values of (42) computed
in the point ? = s2? instead of integration of the equation (42) (the point of the
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Figure 8: Achievable sum rate for a Gaussian input NxN uncorrected Rayleigh
fading MIMO channel for, a) non-iterative MMSE receiver (solid line with stars), b)
iterative MMSE receivers (solid line with circles) and e) MIMO channel Shannon ca-
pacity (dashed line).
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3.5 Iterative MIMO Receiver in BICM trans-
mission
Although assuming that constellation X has Gaussian distribution and that the
extrinsic channel is of erasure-type gives an insight into the achievable rates, we
want to consider a much more practical setup. Thus, we drop two simplifying
assumptions used before. First of all, we consider quadrature-amplitude modula-
tion (QAM) X with uniformly distributed constellation points which is definitely
a practical case to be considered. Secondly, we assume that the extrinsic chan-
nel provides information for the bits and the corresponding LLRs have Gaussian
distribution characterized by a single parameter s\ [20], [21], that is,
?(?|1)=*(?) = -^ß??(-1^^). (44)V27rcri s?
Then, the mutual information between the extrinsic LLRs and the coded bits is
given by
/in - 7(Àext;c) = 1 - E{log2(l + e-A)}
(45)
= E{log2(l + tanh(A/2))},
where the expectation is taken with respect to the extrinsic LLRs.
To evaluate the EXIT function /out of the FE detector (that comprises the
linear combiner and the demapper which calculates the extrinsic LLRs from the
MMSE output yi considering the interfering symbols as a Gaussian noise), we
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proceed in the following steps:
K = V(Jin) (46)
JVt
/<mt = G(K) = JTlOg2(I + 7i-e(7i)), (47)
where V(·) represents the symbols' variance ? that, for a -given constellation,
depends completely on /in (through the parameter s^), and G(·) relates the
variance of the symbols ? to the output mutual information for one specific
channel realization H and value of N0. The SNR gap e(~f) due to the con-
stellation being non-Gaussian (the so-called constellation-constrained capacity
(CM) ) is a function of SNR and takes values between 1 (for low SNRs) and
eoo = (f )_1 = 0-7026 = -1.5329dB for SNRs approaching infinity (cf., Fig. 9)
[46]·
For any 2m-dimensional constellation X — {a?, . . . , a2">} and bit mapping
µ '¦ [K,iy ··'·, bn,m] —* Otn, the function V(·) can be characterized as follows [43]
2m 2m N
?=1 fc=l 1=1
where bnj is the Z-th bit of the binary label of a„, ® represents binary exclusive-or,
and
¦J /-oc A6 , eX(2-b)
*&<*)'= 2 L (1 + eA)» F{?)??- (49)
Note that bit-interleaved coded modulation (BICM) is a practical choice (in
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Figure 9: SNR gap e(^) between Gaussian and CM capacities.
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CM capacity. In fact, while for a given SNR, the CM capacity increases with the
constellation size, BICM capacity does not and there is an optimal constellation
size that maximizes the BICM capacity [47]. On the other hand, using again the
area property we may conjecture that BICM with iterative decoding/demapping
(BICM-ID) bridges the gap from BICM to CM [24]. Therefore, we can safely use
the gap e (7) for calculating the achievable rate in BICM transmission.
The achievable rate for these receivers can be next approximated by the
area under the EXIT function
Ch = Y" / log2(l + e(7i) - nWin, (50)¿=1 Jo
where 7¿ (the SINR for the ith sub-channel) should be replaced by (25) and (27)
for MMSE and MRC receivers, respectively. The ergodic channel capacity is
calculated using (22).
Figure 10 shows the EXIT functions we obtained numerically for one specific
channel realization and different values of N0. Of course, the rate achievable using
non-iterative receiver is represented by the EXIT function for /¡n = 0 (i.e., when
the combiner does not have any extrinsic information available).
In the following we show that, the somewhat cumbersome relationships
Im —> o\ in (45), and s\ —> ? in (48) may be simplified thanks to Observation 1
given below. Also, the conclusions about asymptotic (in SNR) behavior of MMSE
receiver may be drawn, cf., Observation 2.
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Figure 10: EXIT charts for MMSE and MRC and for SNRs a)-20dB, b)15dB and
c)50dB.
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Observation 1 For large-size uniform QAM constellation with Gray labeling, ?
is well approximated by a linear function of Iin as
K « 1 - Un- (51)
Proof. Assume we have 4m-size Gray-labeled QAM constellation X = A ? A,
which, for m > 1 may be obtained from size 4m_1 constellation by placing it
in first quarter of complex plane and turning over each axis in order to have
4m constellation points. Considering the first two bits of each 4m points to be
{00, 01, 11, 10} for first, second, third and fourth quarter of the plane respectively
(cf., Fig. 11). Let 2m be the number of bit representing constellation ? G X,
where L = 2m~x and A = {-(2L - l)a, ..., -3a, -a, a, 3a, ..., (2L - l)a}.
Applying uniform power constraint we will have:
1a2
2(|(2m-1 + l)(2m-1-l) + l)'
For the mentioned Gray-labeled constellation (48) reduces to
(52)
4m im Im
1 - nm = J2 S a"a* ? f(&^ ® Kr, oì) (53)
?=1 fc=l ?=1
4*™-.1 4"*-1 2(m-l)
= 4((F(0; s2))2 - (F(1; s,2))2) £ £ ?„?£ J] F(6„ ? ?,\ s?) (54)
p=1 fc=l Z=I
4"?-1 4™-1 2(tt?-1)
= 20SS?"?* ? f(^«^;<t?2)> (55)
?=1 Jc=I 2=1 . '
where
»?? ?00 1 — ?? 1 f 1 — >?/? = F(0; s?) - F(1; s2) = \ £ (^)>f(?\1)?? = ^E { (?^?)2 (56)
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Defining X = L ¦ a ¦ (1 + ?), in the equations ä belongs to a 4m —size
Gray-labeled constellation whose origin is in Xi = \X, we have:
|?{?} I2 = IE(X1 + a} G = |Xj|2 + |?{a} |2.
So we will have
















Recursively reducing the constellation size involved, we obtain the sum of geo-
metric series that vield
l-nm = \X\2f^C-)k
k=l
2(\ _ (2)m)= W22VT j1 2 (59)
22mi(i- (in
(l-2)(|(2m-1 + l)(2m-1-l) + l)'
Figure 12 shows the difference between nm and 1 — Im as a function of 7in. As
constellation size grows we have




It may be appreciated that for large m, the relative error of linear approximation
(27) is smaller than 1%. which is an acceptable inaccuracy within the set of
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approximations adopted for the analysis. Figure 13 shows the ratio of nm over
1 — 7in as a function of /¡n. Linear assumtion is simply consideing the following
approximation
op ííl-e^YzX
----*X^X\ « 1-^(1Og2(I + e-^)}, (61)
which is sown in Figure 14.
Applying this approximation reduces (50) to
Ni ,1
CH « V / log2(l + e(7i) · ??)a?. (62)
Observation 2 In low and high SNR, the rates achievable by iterative and non-
iterative MIMO receivers are the same.
Proof. First assume high SNR regime where N0 —> O. In this case 7¿ —> oo, Vi G
{1, 2, ...,JVt} as the denominator of (25) goes to zero and then t{%) — C00-Vi. The
achievable sum rate of equation (62) for each channel realization reduces to
Nt ,1
= S / h^1 + eoo7¿)d/í.
1?§2( : TTT-T, >??
-JÍ
1 - «ht A-1Ii4
(63), ,p 1 + («oo - ?)*»?? 1Ii4
o ¿ 1 - Kh]A-1IiJ
,i det (diag((I + ????)(1 + ^k)"1))= / log, - -. —t -??.
h det(diag(I + ^)-1J
We can then see that for each small positive number Km¡n, exists a small value for







Figure 11: Generating 4m+1-size Gray-labeled uniform (QAM) constellation from 4m-
size one. The letter k appearing in the first quarter shows how each plane is turned over.
Digits in the boxes represents the first and second bits added to the new constellation








Figure 11: Generating 4m+1-size Gray-labeled uniform (QAM) constellation from 4m-
size one. The letter k appearing in the first quarter shows how each plane is turned over.
Digits in the boxes represents the first and second bits added to the new constellation











































Figure 14: Two sides of (61) as a function of s|.
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ïîîu/? are much greater than I^t so we can approximate (63) asN0







where the approximation in (64) holds when N0 —> 0 since then /ím¡n —-> 0.
From (64) we conclude that for high SNRs the iterative receiver performs
the same as the non-iterative ones. Actually, this is not surprising because we
know that the MMSE receiver for the high SNR regime ignores the noise and
eliminates the interferences which, having no impact on the output, does not
need to be mitigated by the iterative receiver.
Assume now that SNR is low, i.e., N0 —> co. Then, 7m —> 0,Vm €
{1,2,..., Nt} as the numerator of (25) goes to zero and then e(0) = 1. In this
case we can simplify (62) as
> det (diagqi + Hg)(I H-^)-Q)CH ~ / log2 — t ? -an. (65)? det^diagtl+!^)-1)
To show that in low SNRs the iterative and non-iterative receivers have the
same performance, we need to show that the function in the integral in (65) is a
constant function ? G [0, 1]. Then the result of the integral equals to the value
of the function for ? = 1 which represents the achievable rate for a non-iterative
MMSE receiver.
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First note that the argument inside the integral in (62) and (65) is a mono-
tonically decreasing function of parameter ? because the MMSE receiver increases
the SINR when the variance of interference decreases. Thus, if we show that the
values of the function for ? = 0 and ? — 1 are the same (or the ratio of these two
values goes to one), we can conclude that the function is constant in the interval
[0, 1]. The ratio is in the following form
det(diag(I + —-)) det(diag(I + -^-G1)- (66)IN0 iNo
As No —> co, (66) goes to one (the matrices approach identity I), which completes
the proof.
3.6 Numerical Results
We apply now the developed expressions to calculate the achievable rate in un-
corrected Rayleigh fading MIMO channels with N — Nt = NT. In each scenario,
the ergodic capacity C is obtained averaging Ch over 2000 independent channel
realizations with independent zero-mean entries so E {tr (HH+)) = N. Although
we consider here one specific channel model, the method can be easily applied to
any fading.
Figure 15 shows the achievable rate of MMSE non-iterative and iterative re-
ceiver where N — 2,4, 6. We can observe that for high and low SNRs both curves
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Figure 15: Achievable sum rate for a large-size QAM NxN uncorrelated Rayleigh
fading MIMO channel for, a) non-iterative MMSE receiver (solid line with stars), b)
iterative MMSE receivers (solid line with circles) and e) MIMO channel Shannon ca-
pacity (dashed line).
the MRC receiver where the gap between the iterative and non-iterative receivers
is well appreciated. Unlike the MMSE receivers, the achievable rates by MRC
receivers do not increase with SNR because the interference that is not mitigated
for ? — 1 dominates its performance. Note that the results appearing in Fig. 15
slightly differ from those in Fig. 8 and those presented in [25] which considers
the Gaussian constellation X while, here, we deal with uniform large-size QAM.
Figure 17 compares the performance of MMSE and MRC in low SNR.
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Figure 16: Achievable sum rate for a large-size QAM NxN uncorrected Rayleigh
fading MIMO channel for, a) non-iterative MRC receiver (solid line with stars), b)





















Ql 1 ¦ '
-10 -5 0 5
SNR [dB]
Figure 17: Achievable sum rate for N ? N uncorrelated Rayleigh fading MIMO chan-
nel for, a) non-iterative MMSE receiver (solid line with stars), b) non-iterative MRC
receiver (dashed line with stars), c) iterative MMSE receivers (solid line with circles),
























Figure 18: Achievable sum rate for 4 ? 4 exponentially correlated fading MIMO channel
with parameter r for, a) non-iterative MMSE receiver (solid line with stars), b) itera-
tive MMSE receivers (solid line with circles) and e) MIMO channel Shannon capacity
(dashed line).
A popular correlated fading model for MIMO channels is exponentially
correlated fading with correlation matrix S = {r'I~",'}ij=12 ;vr anc^ r G ß> -0
[48]. In the Figure 18 and Figure 19 achievable sum rates of 4 ? 4 MIMO channel
which this fading model are plotted for r = 0.2 and t = 0.9 for receivers based
on MMSE and MRC, respectively. Figure 20 also shows the achievable sum rate





Figure 19: Achievable sum rate for 4 ? 4 exponentially correlated fading MIMO channel
with parameter r for, a) non-iterative MRC receiver (solid line with stars), b) iterative
MRC receivers (solid line with circles) and e) MIMO channel Shannon capacity (dashed
line).
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Figure 20: Achievable sum rate for JV ? JV exponentially correlated fading MIMO
channel with parameter r = 0.9 for, a) non-iterative MMSE receiver (solid line with
stars), b) iterative MMSE receivers (solid line with circles), and e) MIMO channel
Shannon capacity (dashed line).
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3.7 Conclusion
In this work, we addressed the problem of finding the maximum achievable rates of
iterative MIMO receivers with linear front-ends. We assumed an iterative receiver
with two receiving modules (inner linear decoder and outer channel decoder)
which exchange information between each other to achieve better performance.
We assumed that the optimum channel decoder can be fit to the EXIT function of
the linear detector and thus the achievable rate can be approximated as the area
below the EXIT function of the detector. More practical cases with non-Gaussian
signaling, where the information exchanged between the receiver's modules is in
the form of LLRs (which is the case of common turbo receivers), were assumed
and approximate achievable rates were derived. From the developed expressions,
we concluded that for low and high SNR, iterative processing does not improve
the MMSE receivers. In addition, we showed that, the achievable rates of the
MRC-based receivers saturate at high SNRs and, for all range of SNRs, there is
a considerable performance gap between the iterative and non-iterative cases, in




Sum-rate of single-user receivers
In this chapter, we derive expressions for the sum-rate of single-user receivers and
we demonstrate their particular cases are known in the literature for minimum
mean square error (MMSE) receivers in multiple-input multiple-output (MIMO)
systems and for bit-interleaved coded modulation (BICM) transmission schemes.
4.1 Introduction
In this correspondence, applying the well-known chain-rule of mutual information
between two vectors ? = [??, . . . , %] and y — [3/1, ... , y¡?] [50, Ch. 2.5]
/(?; y) = I(x[{¡; y |x¿) + I(xf, y), (67)
where ?ß denotes ? with x¿ removed, we calculate the sum-rate of single-user
(SU) receivers which, by definition, estimate x¿ from y by marginalizing over
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the unknown xpj. As such, the achievable sum-rate is then given by the sum of
mutual information Csu = J2i 7(x,·; y). On the other hand, the multi-user (MU)
receiver estimates jointly all the elements of x, and therefore, its rate is given by
CMU = /(x;y).
We show that the sum-rate of SU receivers can be expressed as a combi-
nation of the rates of MU receivers. These conclusions are valid for any system
(that is, for linear or non-linear relationship between ? and y) and for arbitrary
distribution of x. In light of this, the results reported in [51] and [25] can be
considered as a special case since Gaussian ? is assumed therein. Moreover, the
approach we propose can be treated as an alternative simple proof of the results
shown in [25].
Furthermore, the results for the bit-interleaved coded modulation (BICM)
scheme presented in [49] are another instance of the general relationship we
present and our derivation provides an alternative and very simple proof.
4.1.1 MIMO receivers
Consider a MIMO system employing M transmit and N receive antennas. Let ?
be the transmitted signal and y be the received signal, which are related as
?
y = Hx + rç = ]G h^ + rç, (68)
where H is the NxM MIMO matrix and ? is a noise vector.
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Proposition 1 The achievable sum rate of MIMO SU receivers can be expressed
as
M
CSU(H) - M ¦ CMU(H) - J2 CMU(Hw). (69)
where H¡¿] is the matrix H with the ith column removed.
Proof. From (67), making explicit development of the expectation in condi-
tional mutual information, we can write
I{xi- y) = 7(x; y) - J^ /(x[i| ; y lari = z)Pr(sj = ?) (70)
Z
= CMU(H)-/(x[i];y;.) (71)
= CMU(H) - CMU(H1¿]). (72)
where y^ = H[¿]X[¿] + ? is yielded, because knowledge of Xi in (70), lets us to
eliminate its effect from y.
For continuous random variables xi: the sum over the set of x¿ — ? in (70)
should be replaced by integration. The sum-rate of SU receivers (69) is obtained
by summing up the terms in (72).
By definition, the ergodic rate is obtained taking the expectation of the sum-
rate CSU(H) given by (69) with respect to H, i.e., C^uxM = E{CSU(H)}, where
the subindices denote the size of the MIMO matrix over which the averaging is
carried out.
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Proposition 2 // all elements of the matrix H have the same distribution, and
all elements of -?. have the same distribution, the ergodic sum rate can be expressed
as
Cjvxm = M ¦ [CNxM - C1Jvx(M-1)), (73)
Proof. Since the elements of H have the same distribution, averaging CMU (H[¿¡)
is independent of i. That is, we can write E{CMU (H[¿])} = C^(M_iy Conse-
quently, averaging (69) yields (73).
We emphasize that (69) and (73) are valid for ? having an arbitrary distri-
bution provided that the SU receiver applies optimal (i.e., maximum likelihood)
detection. In case ? contains discrete variables, exhaustive enumeration is re-
quired in the marginalization (over x^) and only for a particular case of Gaussian
x, the optimal detection boils down to a simple MMSE linear filtering, which is
the case treated in [25]. Then, assuming that ? is a zero-mean Gaussian vector
with covariance matrix s^? we can write
Csv = M log2 fdet(I + -^HH*))
-1Og2 (f\ det(I + ^HwHyJ, (74)
where (·)* is the conjugate-transpose operator.




Consider now the general relationship between scalar y and the binary vector ?
y = /i[x] + ?, (75)
where µ[·] is atíjective mapping of the binary vector onto constellation X.
According to the principles of BICM transmission [52], the so-called BICM
capacity1
C|ICM = ¿/(xi;y), (76)
defines the maximum transmission rate of a BICM system. Clearly, BICM ca-
pacity is the sum-rate when detecting the individual bit-streams x¿.
Proposition 3 The BICM capacity can be expressed as [49]
CT™ = f:\Y,{C™ - C™¿ (77)
i=\ 6=0,1
where C%M — I{y; x) is the coded modulation rate defined in [53] for transmis-
sion with equiprobable symbols taken from the constellation X . and Xi¿ = {? —
µ[??,...,??] 6 X\xi = b} is a subset of the constellation X containing points
whose labels ? have the ith element set to b.
Proof. The proof can be found in [49], however, it may be simplified applying




I (y; Xi) = /(?; y) - 7(xH ; y\xi) (78)
= J(x; y) - ]T /(x[¿]; y|i¿ = 6)Pr(x,· = b)
6=0,1
= i^(/(x;y)-/(x[i];y|x¿ = 6)). (79)
6=0,1
Then, because 7(x[¿];y|x¿ = 6) — C"™, summing (79) over i yields (77).
4.2 Conclusion
In this correspondence the sum-rate of SU receivers was expressed in terms of the
rate of MU (joint) receivers and the simple proofs were provided by applying the





In this chapter, we analyze the impact of carrier frequency offset (CFO) on the
performance of orthogonal frequency division multiplexing (OFDM) transmission
employing space-frequency coding over relay channels. The challenge in such sys-
tems lies in the difficulty of cancelling the interference resulting from the different
CFOs that correspond to the relays involved in the transmission. We first an-
alyze the CFO correction schemes and examine their impact on the achievable
information rates. Further, we analyze the interference cancellation (IC) tech-
nique based on the so-called turbo-principle, that is, which jointly detects and
decodes the received data. The increase of the rates achievable thanks to IC is
assessed via parametric description of the iterative process. We provide examples
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that demonstrate the efficacy of the proposed scheme and numerical results are
contrasted with theoretical performance limits.
5.1 Introduction
In this chapter with analyze the relay-based space-frequency coded OFDM trans-
mission. We asses the rates achievable in the presence of the multiple CFOs and
evaluate the potential of the rate increase due to iterative interference cancella-
tion.
Cooperative transmission is considered a viable and low-cost solution to
improve the coverage (reliability) of wireless communications [54]. In particular,
the use of multiple relays that employ space time coding (STC) allow to harvest
the diversity inherent in relay channels [55]. However, when employing STC,
time synchronization between antennas becomes crucial [56]. To overcome this
problem, one may use orthogonal frequency division multiplexing (OFDM), which
has been adopted in many wireless communication standards including WiFi,
WiMax [31], and LTE [3O]. Since then, the code is constructed using space- and
frequency-dimensions, such a scheme is called a space-frequency coding (SFC).
A downside of using OFDM is that it is sensitive to frequency synchroniza-
tion errors [32] [57]. For instance, a slight carrier frequency offset (CFO) results
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in destroying the orthogonality between subcarriers, leading to significant per-
formance degradation. Therefore, accurate CFO estimation is essential to have
a working OFDM system. The most common approach to the CFO-problem in
single-antenna transmission relies on the accurate estimation of the CFO and its
removal from the received signal through frequency correction [32] [59] [60]. On
the other hand, in the case of multiple-relay transmission, the situation is simi-
lar to that occurring in orthogonal frequency division multiple access (OFDMA)
where the base station receiver has to deal with CFOs that are different for various
users [34]. The main difference with the single-user (or single relay) transmission
is that the effect of CFO cannot be removed from the signal via simple frequency
correction so interference is unavoidable.
Many papers had considered CFO estimation for OFDMA systems [34] [58]
or methods to deal with the interference appearing in such cases [61] [62] . These
works were based on the simulation of particular modulation/coding setups. Such
an approach allows to validate basic concepts but makes it difficult to draw gen-
eral conclusions, particularly when comparing different transmission strategies.
Aiming at a more general results, we evaluate the transmission rates achiev-
able for various strategies the receiver may deploy to mitigate the effects of
- the CFOs in relay-based SFC transmission. In particular, we assess the per-
formance of the channel-dependent CFO correction and of an iterative (turbo)






Figure 21: Model of a two-hop two-relay channel.
than any simulation-based study, can be related to particular cases of the coded
transmission (that we also show as an example), and at the same time may be
meaningfully contrasted with other relay-based transmission strategies.
The chapter is organized as follows: the system model is described in
Sec. 5.2 and in Sec. 5.3 we analyze the throughput attainable with Alamouti
SFC scheme in CFO-corrupted relay channel. The results obtained with prac-




We consider here a two-hop relay channel shown in Fig. 21, where the source
terminal is broadcasting information toward the relays. Since the transmission
is coded, the relays can reliably decode the broadcasted message and forward
it to the destinations. We assume also that -in order to harvest the diversity of
the relays-to-destination channels- the relays implement the Alamouti scheme [6].
This simplifies the receiver's processing as the sent symbols may be then recovered
with a simple arithmetic operations.
In order to counteract -via simple processing- the effect of frequency-
selective fading (on all links), we assume that the transmission is based on OFDM.
This has the advantage of avoiding the strict time-synchronization requirement
between the relays but its disadvantage is the sensitivity to the CFO at the
destination. This problem of CFO in OFDM/OFDMA transmission has been
extensively treated in the literature indicating the importance of accurate CFO
estimation and correction, [34].
The Alamouti transmission scheme is thus affected by the interference due
the residual CFO and its mitigation/reduction strategies are the main focus of
this chapter.
To establish the notation, we consider the case of single-antenna OFDM
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where N symbols a = [a0, au ..., a/v-i]T (we will use (·)t and (·)? to denote trans-
pose and transpose-conjugate operators) are passed to a iV-points inverse Discrete
Fourier Transform (DFT). The resulting sequence is extended with the cyclic
prefix, and sent over the frequency-selective channel whose frequency-reponse is
known (i.e., accurately estimated). At the receiver, after sampling, and the prefix'
removal, the signal is passed though the DFT which produces the signal
r = FD(i)F-]Ha + w (80)
where r = [r0,ri, ....7>_?]t, w = [w0, ¦ · · ,%-i]T is a zero-mean Gaussian noise
(AWGN) with autocorrelation E{wwH} = IN0 (I is N ? N identity matrix), F and
F"1 are TV-points DFT and inverse DFT matrices, H = diag{H0,Hi,...,HN_i}
is the diagonal matrix whose entries are channel frequency responses Hk —
Y^n=0hnexp(—2%kn/N) (where hn,n = 0, . . . , N - 1 is the impulse response
of the channel), and
?(d) ^diag{l,e2^N,e2^N,....e2^<N-^N} (81)
is the diagonal matrix representing the effect of the CFO d.
If d — 0, then D(<5) = I and (80) reduces to r — Hs + w, otherwise symbols
Sn interfere with each other, i.e., introduce the so-called inter carrier interference
(ICI).
After some algebra it can be shown that [34]










We now extend the above model to the two-relay cooperative transmission
scheme shown in Fig. 21. We are interested in the relay-destination communica-
tion, so we assume that the symbols s = [so, · - ¦ , Sw-i]T are received at the relays
without errors. This is a reasonable assumption as we consider here a coded
transmission. The symbols s are then forwarded towards the destination. Let a¿
denote the sequence transmitted from the relay i (i = 1,2). As such, the two
sequences form a space-frequency code based on the Alamouti scheme. It can be
expressed in a matrix form as




Consequently, the received signal after processing is in the following form
r =F · ?(d) ¦ F'1 ¦ H1 · ai+
F ¦ D(i - ?) ¦ F-1 - H2 ¦ a2 + w (86)
where d is the CFO between the destination and the first relay, ? is the CFO
between the second and the first relay, and H¿. i = 1, 2 is the frequency responses
of the channels between the z'-th relay and the destination.
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Prom (86) we see that, in general, no matter what strategy is chosen by the
receiver for CFO compensation, some interference is unavoidable: it is possible
to eliminate the effect of the CFO for the first relay (d = O) or for the second one
(d = ?), but the effect of both CFOs cannot be removed simultaneously (unless
? = O, i.e., when there is no CFO between the relays).
Before considering any effect of the CFO-related interference, the receiver
applies the conventional ST decoding to the received signals at time ? and ? + 1
which have the following form [64], [65]
rn =J/i,n · /(<*) ¦ Sn + H2,n ¦ ?{d - ?) · Sn+1+
ICh,n(S) + JC72,„(Ä - ?) + wn
rn+ì = - Hltn+1 ¦ J(O) ¦ s*n+1 + H2,n+1 ¦ /(d - ?) , Sn+
ICIi,n+i {d) + ICh,n+i (d -A) + wn+1
(87)
(88)
The signals are gathered into a vector
'n+l
ffi,»/(i) H2,nf(S - ?)
Hin+1WS-A) -???+1G(d)
ICh,n(6) + ICI2AS -?)








and, next, the combining characteristic of the Alamouti scheme is applied
Vn
Vn+l
Since all the transformations are linear, they may be written as
y = Gs + GV + Qw (91)
where the form of G and G' may be deduced from (84), (89) and (90). The
matrix Q is block-diagonal composed of B^ so the covariance of the noise-related
term, given by E{QQH}JV0 is also block diagonal with entires B^BnJV0. If we
assume that H^n « HitTl+i, matrix BH is unitary, thus the covariance matrix'
diagonal elements are given by gn = |i/i,n|2|/(¿)|2 + \?2,?\2\/{d - ?)|2.
The observation yn in (91) contains both the desired symbol Sn as well
as its conjugate s*. and is affected by all other symbols and their conjugates
(ICI). The detection is possible at this stage but, in the following we will use the
symbols Sn are taken from the normalized constellation y that is separable into
identical real and imaginary parts, i.e., y = X ? (jX). This happens, e.g., when
M-ary quadrature amplitude modulation (M-QAM) is used. The constellation
y is zero-mean S?e? x = 0 and has unitary energy Ey — J^xey \x\2 = *' so tne





Consequently, it is convenient to re-write (91) as
y =
yi
Gr -f- GR G1 — Gi











where (-)r and (·)? denote, respectively, the real and imaginary parts and (·)
denotes concatenation of the vectors/matrices appearing in (92).
5.3 Processing at the receiver
5.3.1 Perfomance Criterion
Since the receiver converts the signals yn into reliability metrics that will be used
by the channel decoder, it is relevant to use the mutual information (MI) between
the metrics and the corresponding coded bits as the performance measure; it will
provide us with information about the maximum achievable rate (or "constrained
capacity" ) of the composite channel which comprises all the elements of the chan-
nel: modulation, DFT processing, and SF-decoding and that takes into account
the CFO effects.
We assume that the interference can be approximated as Gaussian so the
signal-to-interference-and-noise ratio
Tn= ^EX :lVn:;ll- * at n = 0,...,2iV-l (94)
defines the mutual information for the n-th element of y as ??{??), where the
function ??{?) is acquired through numerical integration for a given X as ex-
plained in [52]. Here, qn are the diagonal elements of Q Q . If we assume that
Bn are unitary, we can use qn+N = qn = \gn\2 for ? = 0, . . . , N — 1.
The estimate of the MI at the output of the receiver, providing information
about the maximum attainable transmission rate is thus given by
1 2N-1
n=0
The maximum achievable rate /tot is channel-dependent so to characterize
the property of the transmission scheme in fading (variant) channel we will use
the so called outage rate1 /0ut,i-e defined through
Pr{/tot < /ouM_£} = e. (96)
This measure is convenient to evaluate the performance of the transmission
over quasi-static channels, that is, where the coding and modulation are carried
out in the same channel state (here: realizations of the channels' frequency re-
sponses H1 and H2). In fact, the outage rate is a much more practical measure
1It has thé same meaning as the outage capacity, but the distinction is made to take into
account the particular constellation X.
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that the so-called ergodic rate which requires the transmission to be sufficiently
long to encompass all possible channel states.
In the following examples the channels between the relays and the destina-
tion are assumed to have two zero-mean circularly-symmetric, complex Gaussian,
equal-power, independently fading taps, that is, E{|/i0|2} = E{|/ii|2} = 0.5. The
number of sub-carriers is given by N = 256.
5.3.2 CFO Compensation
We are interested here in the effect of the CFOs d and d - ? on the capacity
of the relay channel. First we analyze the impact of the selection of <5 on the
attainable rate /tot-
In Fig. 22 we show 7tot as a function of d for arbitrarily selected realization
of channels Hi and H2. We also show the horizontal lines which denote the rate
when only one relay (the first or the second) is used. In such a case, the CFO
effect might be perfectly removed (that is why the capacity line is independent of
d) and, for a fair comparison with two-relay transmission, the transmission power
from the transmitting relay is doubled.
The simplest strategy is to set d = |?, so that, on average, both channels
are affected in the same way. "However, ignoring the knowledge of the channels
Hi and H2 has a price: for example, if ? = 0.6, setting d = §? yields the rate
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Figure 22: a) Relationship between /tot and d for channels Hi and H2 whose amplitude
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Figure 23: a) Relationship between Itot and d for channels Hx and H2 whose amplitude
responses are shown in b); the transmission SNR is -^ = 8dB.
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The case shown in Fig. 23 is slightly different as the optimized CFO (d «
0.3?) would yield rates similar to d = |?. The importance of the optimization
of d is elucidated further in Fig. 26 which gathers all the results.
5.3.3 Interference Cancellation (IC)
Up to now we assumed that the output of the ST combining is directly converted
into reliability metrics. We note that the relationship (91) might be exploited
to diminish the level of interference via linear, e.g., minimum mean-square error
(MMSE), filtering of the output y. We let this option aside, nevertheless, it may
be evaluated using the proposed methodology. Instead, we focus on the removal
of interference using the information provided by the channel decoder as shown
in Fig. 24.
If the decoder uses itself the iterative decoding, such an approach would not
increase the processing complexity significantly, i.e., might be almost seamlessly
included in the decoding process. On the other hand, linear filtering of y would
first require solving a 2iV-dimensional linear equation (to design the filter) .
In practice, the decoder implements a soft-input soft-output processing
which provides not only the estimates of the information bits but also the so-
called extrinsic reliability metrics for all the coded (transmitted) bits b. These








Figure 24: Model of the interaction between the decoder and the ICI cancellation: the
decoder provides extrinsic LLRs that are used by IC.
The LLRs obtained from the channel decoder become a priori information
which lets us to decrease the interference' energy. First, we calculate the expected
values of the symbols
Sn = E{sn} = S x ¦ Pr(s" = x) (97)
x£X
where Pr(?) are obtained from L as shown e.g. in [43].
Next, the effect of the symbols' estimates is substracted from the received
signal
y = y-(G-diag(G))i (98)





where Var{s„} = E{(s„ — s„)2}.
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(99)
Since Var{s„} < Ex, in > ??.
5.3.4 Performance Limits of IC
In order to establish the limits of the proposed interference cancellation scheme,
we rely on the parametric description of the iterative turbo process. Namely; we
will use the so-called EXIT charts [20] to evaluate the achievable rates of the
transmission. In particular, we will find the area below the EXIT function of
the detector [22], which approximates well the maximum achievable transmission
rate.
The EXIT function, characterizing the behavior of the detector in the itera-
tive process, is obtained calculating the MI Jtot = Aot (-fa) as a function of a-priori
MI Ia defined between the a priori reliability metrics L and the corresponding
bits b. This is done as described in [20]: the metrics L are assumed to have
Gaussian distribution with variance s\ and the mean (b — |) · s\ conditioned
on the bit's value b. In other words, L is treated as the outcome of a binary
phase-shift keying (BPSK) transmission over AWGN channel with SNR defined
as 5JVi? = \a\, thus the a priori MI is given by
/a = /BPSK(^!). (100)
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Figure 25: EXIT functions of the receiver for various values of ?, and transmission
SNR SNR = ^.
iterative processing is bounded by the area below the EXIT function /tot (^a) , i-e.
/tot= / Itoi(Ia)dIa. (101)
Caution must be taken when using this interpretation of the area below the
EXIT function as it is based on the assumption that the decoder's EXIT function
is "matched" to the detector's function. That is. that both function do not cross
each-other and the area between them is negligibly small. In practice, the decoder
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We note that, in general, the EXIT function may be obtained via numerical
simulations, but here, we are able to deduce it knowing the relationship between
Ia and Var{sn}. It can be found via numerical integration as shown in [43] and
in a particular case of Af=BPSK we will consider here, the average variance of
the symbols is given by
/OO
F(?; s?) · tanh2 (0.5 -?) dX (102)
OO
where F(?; s\) = ^L- exp (- (? - 0.5 - s|)2 /(2s|)) .
Thus, the EXIT function may be obtained efficiently (without Monte-Carlo
simulations) if we use (100) to relate s\ with Ia, apply (102), replace Var{s„}
with Var{s} in (99), and use ?'? instead of 7„ in (95).
Figure 25 shows the EXIT function ????{??) for a particular channel realiza-
tion and different values of ?, d = f?, and SNR = -^. The area (101) is then
easily calculated. Note that the EXIT function, /tot(0) corresponds to Itot with
"one-shot" detection, that is, when no iterative IC is employed. It is thus easy to
observe that the improvement due to iterative IC when compared to non-iterative
approach will be particularly important for large values of ? (as expected because
in such a case the interference is significant).
All the results are gathered in Fig. 26 where the outage rates /Out,o.99 and
^out,o.99 are shown for the CFO compensation explained in Sec. 5.3.2, with and
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Figure 26: Outage rate (e = 0.01) versus transmission SNR -^- for different process-
ing schemes and y=4-QAM; "one-shot" detection means that IC is not used, while
optimum "one-shot" means that d was optimized.
single-relay transmission and the relay-selection results. The latter is feasible
only if the receiver deciding which relay-transmission provides the largest rate, is
capable of feeding this information back to the relays.
We may appreciate that the optimal selection of d provides only a slight
rate increase when comparing to that obtained setting d = ¿?; this frees us from
from doing this optimization at lhe receiver. On the other hand, the iterative
IC may provide significant gains which, as expected, are particularly important
with growing value of ?. We note also that the achievable rate for ? = 0.2
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is practically the same as in the case of relay-selection, independently whether
IC is used or not. This is because with Alamouti SFC scheme, unlike in the
case of relay-selection, we take also advantage of the frequency diversity, that is,
amplitude-response of Hj and H2 is taken into consideration. As we saw on the
example shown in Fig. 23, this may make the Alamouti scheme perform better
than any of the relays taken individually.
5.4 Practical coded-modulation scheme
Finally, to illustrate the analysis we show an example of the coded transmission
using 1360 information bits encoded with rate ? — | parallel concatenated con-
volutional codes (PCCC), i.e., turbo code, consisting of two identical component
convolutional codes with generator {7, 5}s- 4QAM modulation is used which cor-
responds to the target transmission rate of I — 2p =.1.33. The coded bits are
modulated and sent over four OFDM blocks within which the channel is kept
constant.
In Fig. 27, we show the bit error rate (BER) at the third iteration for two
different values of ? with and without the interference cancellation (IC). From
Fig. 26 we may read that when ? = 0.6, the transmission rate / = 1.33 is not
achievable with "one-shot" receiver but may be achieved when iterative IC is
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Figure 27: Bit- and block error rates (BER and BLER) versus transmission SNR for
4-QAM with and without interference cancellation at the receiver.
the error-floor with "one-shot" processing. On the other hand, iterative IC, yields
the regular decrease of the BER/BLER when SNR increases.
According to Fig. 26; when ? = 0.4 the rate / = 1.33 may be achieved
regardless of the processing employed but IC provides the SNR gain of roughly
2dB. A similar SNR-improvement is observed in the simulations.
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5.5 Conclusion
In this Chapter, we analyzed the impact of carrier frequency offset (CFO) on
the performance of orthogonal frequency division multiplexing (OFDM) trans-
mission employing space-frequency coding over relay channels. From the point of
view of achievable transmission rates, we evaluated the CFO correction schemes
and assessed the gains obtained when the received is dotted with the interfer-
ence cancellation (IC) based on the turbo-principle. For the two-tap model of
the transmission channel we evaluate the outage of the two-relay Alamouti SFC
scheme and compared it to a single-relay transmission. The results indicate that
a) the channel-dependent CFO correction provides only marginal performance
gain, b) despite severe CFO the relay-based transmission may provide significant
diversity gains over one-relay transmission, and c) the performance may be sig-
nificantly increased via iterative interference cancellation. The conclusions drawn
from the proposed analysis were illustrated with numerical simulations.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this thesis, we have presented an analytical framework for investigating the
performance of iterative receivers, which attempt to iteratively mitigate the effect
of interference. As a general example of interference communication, we focused
on MIMO transmission. We concentrated on more practical receivers with lin-
ear front ends instead of optimal nonlinear and though complex ones, where
well-known soft information about the transmitted bits in the form of LLRs are
exchanged among the receiver's elements. Two types of linear combiner, MMSE
and MRC, were discussed, however it is not hard to generalize the method for
any linear combiner. In this approach the idea of area property in so-called EXIT
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charts has been used for approximating the rates achievable by iterative process-
ing and the method for derivation appropriate EXIT charts has been explained.
It was shown that iterative MIMO receivers applying MMSE-base linear com-
biner shows the same performance in the sense of achievable rate as non-iterative
receivers in low and high SNRs with large size QAM. The achievable rates as a
function of SNR for MRC and MMSE based MIMO receivers for iterative and non
iterative types were shown and compared for some fading channels and number
of transmitters.
In addition, we developed the capacity of single user uplink MIMO using
Chain rule of mutual information which relates it to the multiuser capacity and
then, exploiting this general relation, the new more simple proofs for achievable
sum rate of MIMO MMSE systems and BICM capacity were presented.
As an example of interference communication, the CFO corrupted coopera-
tive system was discussed where the transmitter sends information to the receiver
using Alamouti space-frequency coding in OFDM system through two relays. The
effect of CFOs from each of the two paths, which is not possible to be completely
canceled through the receiver's processing, were studied and achievable rates for
different transmission and combining scenarios were shown.
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6.2 Suggestions for Future Work
A few areas for further research and expansion of the presented work are shown
below.
• In Chapter 3, while evaluating the achievable sum rates of MIMO receivers
with iterative interference cancellation, we have assumed some simplifying,
but not practical, assumptions. Considering these kinds of imperfections
and evaluating their effects on the system performance and comparing the
performance to the idealized system as the reference system can be viewed as
interesting topics for further research. Some examples of these assumptions
are described as follows.
- We always have assumed that the receiver has the complete infor-
mation about the channel state information (CSI) which is not exact
knowing that practically the receiver always tries to estimate the chan-
nel and some estimation errors appears which basically depends on the
fading model of the channel and estimation method exploited by the
receiver. Thus, naturally, this question arise that: "For a specific fad-
ing model and estimation method, how much would the achievable rate
change assuming the imperfection effect of channel estimation?" . We
should note that the achievable rate of this receiver model with itera-
tive process where the receiver does not know CSI is another problem
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and is still unsolved.
- In Chapter 3, the basic idea of calculation of the achievable rate
of MIMO iterative receivers with linear front ends in uncorrelated
Rayleigh fading channel, by relating that to the both correlated and
uncorrelated Rayleigh fading MIMO capacity (as a special case for the
materials presented Chapter 4), are presented. Continuing the intro-
duced procedure to reach a closed form mathematical representation
of this capacity for different fading channel models would be very in-
teresting problem to solve in further works.
- In order to use the benefits of known gap between the channel capacity
with Gaussian signaling and large-size constellation constrained capac-
ity and assuming the fact that the Gaussian channel capacity can be
calculated through the well known Shannon formula (log2(l + SNR)),
we have considered this signal constellation in our model. However
one can extend the results for specific constellations (MQAM, MPSK
...) instead.
- The linear relationship between mutual information about the trans-
mitted bits and the signal power (symbols' variances) shown to be
valid for large size constellation with Gray labeling. The extension of
the results for different labeling strategies (anti-Gray, etc.) and the
103
comparison of the results can be viewed as very good topic for further
works.
• The method presented in Chapter 3 introduces a new approach for evalu-
ating the performance of iterative MIMO receivers with linear front end for
other more practical space time-coding scheme and perhaps can be used to
explain some observations about the performance of such systems.
• The results of the system model presented in Chapter 5 can be extended
in different ways. In this chapter we have assumed a very simple multi-
path channel model and only two relays and in the receiver more complex
and more efficient methods based on MMSE, MRC or ZF can be replace
to the presented receiver structure can be assumed. Although this would
be easily the generalization of the same presented method, comparison of
the results would be very interesting. In addition, more complicated and
near to optimum algorithms can be exploited by the receiver in CFO com-
pensation. In other words, better strategy for choosing the frequency of
the mixer in the receiver after estimating the CFOs of different paths (e.g.
based on MMSE) will slightly improve the receiver's performance. Taking
these algorithms into the account and quantifying this complexity \'ersus
performance trade-off seems to be a very interesting extension of this work
and can be investigated in future works.
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