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Abstract
It is possible to define new, gauge invariant variables in the Hilbert space of Yang-Mills
theories which manifestly implement Gauss’ law on physical states. These variables have
furthermore a geometrical meaning, and allow one to uncover further constraints physical
states must satisfy. For gauge group SU(2), the underlying geometry is Riemannian and
based on the group GL(3). The formalism allows also for the inclusion of static color
sources and the extension to gauge groups SU(N > 2), both of which are discussed here.
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1. Introduction
The property of gauge invariance is at the heart of physical manifestations and the-
oretical aspects of QCD as the theory of strong interactions. While in the perturbative
regime it is intimately tied to the renormalizability of the theory, in the strong coupling
regime it is an important and restrictive constraint on the ground state of the theory,
which in turn is intimately tied to the problem of confinement. Naturally, in pure Yang-
Mills theory, the same holds true. There, a first striking observation regarding the gauge
symmetry is that if one considers a theory with semisimple gauge group G in the canon-
ical formalism and in the Weyl gauge Aa0 = 0, while the basic variables A
a
i are 3 dimG
in number, there are only 2 dimG gauge invariant degrees of freedom. Gauss’ law is of
course what enforces this, and one may then wonder whether there is a more appropriate
set of variables that puts in evidence this cyclic nature of the gauge non-invariant part of
Aai and thus obviates Gauss’ law, which in these original variables are, to say the least, a
complicated technical nuisance to implement. In the abelian theory, for instance, this is
straightforward because Gauss’ law there simply states that the longitudinal component of
Ai is cyclic. Gauge invariance is implemented simply by considering all states to depend
only on the transversal components of Ai, and that is basically the end of the story. To
be sure, we can in no way consider this as a paradigm to follow closely in the nonabelian
case because, after all, the abelian theory is a theory of free photons, while the nonabelian
theory is a complicated interacting theory. Nonetheless, the hope still remains that the
use of local gauge invariant variables to describe the physical space of the theory may in
some way present itself as a viable and fruitful procedure to follow. This was the first and
underlying idea motivating this work.
This idea in itself is not new. Goldstone and Jackiw [1] have considered, for a pure
Yang-Mills theory with gauge group SU(2), a realization of the canonical commutators
in which the electric field Eai rather than the vector potential is diagonal. Unlike Aai ,
the electric field is gauge covariant, and separating a gauge invariant part from gauge
angles in such a quantity is a much simpler matter. Recently, a different proposal to use
gauge invariant variables in the electric formalism has also been presented [2], wherein
the geometrical character of the gauge invariant variables has been exploited in a similar
fashion as presented in this work. The electric field formalism, however, quickly becomes
rather cumbersome, due to the fact that the magnetic energy density in the Hamiltonian
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involves terms with up to four functional derivatives. We choose here to stay within the
usual realization of the canonical commutators.
Within this realization one may consider, as a first attempt, a canonical change of
variables from Aai to B
ai, the color magnetic field [3]. Locally, both have the same number
of components, but the difference is again that Bai transforms covariantly under gauge
transformations. Building gauge invariant variables from it is as easy as contracting it with
itself in color: ϕij ≡ BaiBaj. For SU(2), there are six gauge invariant degrees of freedom
at each point in space, and there are just as many components in the symmetric 3 × 3
tensor ϕij . For larger groups there are more gauge invariant degrees of freedom (2 dimG),
but there are also higher invariant tensors (such as dabc for SU(3)), and contraction of
Bai’s with these complete the number of gauge invariant variables needed. In terms of
Bai, Gauss’ law is simply the generator of rotations in color space, and in terms of gauge
invariant variables it is nothing, that is to say, it only contains variations w.r.t. gauge
angles, and does not involve changes in gauge invariant variables at all. States Ψ[ϕij , . . .]
depending only on these gauge invariant variables manifestly satisfy Gauss’ law. At this
point, it seems we are essentially done with our programme. One question remains, how-
ever, whose answer will lead to the unraveling of this first and most direct attempt at
solving Gauss’ law: are we spanning enough of the physical Hilbert space of the theory
with these variables? Certainly, we cannot assert that these variables span, say, Wilson
loops, which are gauge invariant variables in their own right, but are we at least spanning
local gauge invariant quantities properly?
Unfortunately, the answer to even this question is no. The problem lies in the fact
that gauge fields suffer from Wu-Yang ambiguities [4]: to one given configuration of the
magnetic field Bai, it turns out there may correspond in general many (or infinitely many)
vector potential configurations Aai . That is to say, the map A → B is in general many-
to-one. For a given magnetic configuration admitting Wu-Yang ambiguous potentials,
the associated variables ϕij are obviously insensitive to the ambiguity, while other gauge
invariant quantities, say, BaiDjB
ak or DiB
ajDkB
aℓ, are not. There is no way to represent
these “Wu-Yang sensitive” terms in the Hamiltonian in terms of variables which are “Wu-
Yang insensitive”. In the original path integral, Wu-Yang related potentials must be
integrated over, since they are not gauge related, while the integration over variables such
as ϕij always misses these configurations.
This leads us to discard this approach, and instead turn to one we consider more fruit-
ful, and ultimately more elegant. With the objective of manifest gauge invariance still in
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mind, but also conscious of the problems described above, we will seek to find new variables
uai which again are gauge covariant, but now avoid Wu-Yang ambiguities entirely. These
new variables will be defined through a set of first order differential equations or, alterna-
tively, through a variational principle. The absence of Wu-Yang ambiguities is manifestly
seen from the fact that an explicit expression for Aai as a function of u
a
i , A[u], follows from
these equations. It will also be true, on the other hand, that to a given configuration of the
vector potential there may correspond in general many uai configurations. As an instance
of this, we will see that the linearity in u of the transformation of variables causes the scale
of u to be left undetermined.
At the outset we will point out and explore a symmetry enjoyed by both the canonical
variables of Yang-Mills theory and the Gauss law generator. That is the symmetry under
GL(3) reparametrizations, which will turn out to be very natural in the sense that it
does not necessitate the introduction of a metric or diffeomorphism covariant quantities.
Certainly, the Hamiltonian will not possess this symmetry, as we know Yang-Mills theory is
after all not generally covariant. Yet, the manifest violation of this symmetry only happens
at the level of the Hamiltonian, and we will be able to use the GL(3) covariance as a guiding
principle throughout. For the case of gauge group SU(2), the new variables will play the
role of a triad or dreibein, and a metric is thus introduced which will turn out to be precisely
the gauge invariant variables appropriate to the problem. A natural relationship will be
seen to emerge between gauge invariant objects and the Riemannian geometry associated to
this metric. Apart from the manifest breaking term mentioned above, the Hamiltonian will
be built entirely out of geometrical objects. The Gauss law and gauge Bianchi identities will
also have a straightforward translation into their geometric analogues. Also quite naturally,
our change of variables will imply that pure gauge configurations will correspond to flat
metrics and vice-versa.
In terms of the new gauge invariant and geometric variables, the Hamiltonian will turn
out to be nonlocal. We shall also see that in our geometrical formalism the requirement
of finite energy will lead to both global and local constraints on physical wave functionals.
The former arise in connection with the zero modes of the operator ǫijkDj , while the latter
appear in singular regions where the Einstein tensor built out of our metric variables is
not invertible. These constraints are a welcome sign that our approach is indeed bringing
out truly nonperturbative aspects of the theory, not accessible to perturbation theory.
The plan of the paper is as follows. In order to set notation and conventions, in Sec. 2
we briefly review the canonical formalism for Yang-Mills theories. In Sec. 3, we exploit the
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GL(3) symmetry in order to introduce the geometrical setting and variables to be used.
We pursue this further in Sec. 4, where the geometrical translation of Yang-Mills formulas
is presented, and physical consequences are analyzed. A discussion on the inclusion of
static color sources, which modify Gauss’ law, is presented in Sec. 5. Finally, in Sec. 6,
we briefly outline the extension of our work to gauge group SU(N > 2).
2. The GL(3) Properties of Yang-Mills Canonical Variables
In this section it shall be shown that in the Hamiltonian formulation of the Yang-Mills
gauge field theory there is a symmetry of the canonical variables under general coordinate
transformations in 3-dimensional space. The group is GL(3), where the transformations
are x′i = x′i(x) and contravariant tensor indices j transform with the matrix:
∂x′i
∂xj
, (2.1)
while covariant tensor indices transform with the inverse matrix. To show this, the equa-
tions which define the Hamiltonian version of the field theory will be reviewed. One should
keep in mind that eventually the quantum mechanics will be formulated in the Schro¨dinger
picture. The Hamiltonian is
H =
1
2
∫
d3x
(
BakBak
g2s
+ g2sE
akEak
)
. (2.2)
The color magnetic field, Bak, which appears above is defined to be a function of the color
vector potential Aai , which is the canonical coordinate:
Bak = ǫkijF aij = ǫ
kij(∂iA
a
j +
1
2
fabcAbiA
c
j) . (2.3)
The canonical momentum is the color electric field Eak, where
[ Aai (x), E
bj(y) ] = iδabδji δ(x− y) . (2.4)
The Hamiltonian H is locally gauge invariant:
[ H,Ga(x) ] = 0 , (2.5)
where
Ga(x) = DiEai(x) ≡ ∂iEai(x) + fabcAbi (x)Eai(x) , (2.6)
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and the generator Ga produces the infinitesimal local SU(N) transformations of the canon-
ical variables,
[ Aai (x),Gb(y) ] = −iδab∂iδ(x− y) + ifabcAci (x)δ(x− y)
[ Eai(x),Gb(y) ] = ifabcEci(x)δ(x− y) .
(2.7)
The generators form a local algebra
[ Ga(x),Gb(y) ] = ifabcGc(x)δ(x− y) (2.8)
of a local compact group. Under finite SU(N) transformations the canonical variables
transform as follows:
Ω−1Aai (x)Ω = U
ab(x)Abi(x)−
1
N
fabcU bb
′
(x)∂iU
cb′(x) (2.9)
Ω−1Eai(x)Ω = Uab(x)Ebi(x) . (2.10)
Equations (2.3),(2.4) and (2.6)-(2.10) are not only invariant under the group of SU(N)
gauge transformations, they are also invariant under the group GL(3) of general coordi-
nate transformations. This is true without the intervention of a space metric. The only
requirements are that Aai transform as a covariant vector and E
ai as a contravariant vec-
tor density. In this case the ordinary space derivatives which appear are equivalent to
covariant derivatives. It is for this reason that the lower and upper index notation on A
and E has been used. It otherwise has no significance. One also notes that B transforms
as a contravariant vector density as a consequence of (2.3) and the tensor property of A.
However, the Hamiltonian itself has no simple property under this group except for the
standard global symmetries of spatial rotations and translations, which are but a tiny sub-
group of GL(3). Because the Hamiltonian has no simple property under this group, there
is no very simple analog of this GL(3) symmetry of the canonical variables in a Lagrangian
formulation of the theory.
3. The Introduction of a Metric
To begin, the development will be limited to the simplest case of SU(2). The extension
to SU(N > 2) will be outlined in Sec. 6. For SU(2) the structure constants are fabc = ǫabc.
A new coordinate variable uai to replace the vector potential will now be defined. It will
transform covariantly under SU(2) rather than as a gauge connection, (2.9). The guide in
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our effort to find such a coordinate will be the condition that the GL(3) symmetry of the
original phase space of A and E be maintained. Thus, under GL(3), uai will be a covariant
vector just as the vector potential. Both A and u have a total of nine components at each
point in space so nine equations will be provided to define the relationship between them.
Since under local gauge transformations uai should transform as a vector,
Ω−1uai (x)Ω = U
ab(x)ubi(x) . (3.1)
we define the transformation between u and A so that (3.1) be consistent with (2.9), which
is assured if
ǫijk(∂ju
a
k + ǫ
abcAbju
c
k) = 0 . (3.2)
Because of the tensorial property of the ordinary curl of a covariant vector, it is clear that
this equation is also covariant under GL(3) transformations. Further, (3.2) is a set of nine
first order linear differential equations to relate the vector functions uai to the vector fields
Aai . Because the equations are linear and homogeneous, the global scale of the coordinate
u is not determined by A. When u replaces A, the functionals of u will be constrained
to be globally homogeneous. The mutual consistency of the equations for u for a given
A is made easier to understand by the fact that they can be obtained from a variational
principle [5]. Define a functional W [u],
W [u] = −1
2
∫
d3x ǫijkuai (x)∂ju
a
k(x) . (3.3)
W [u] is a global GL(3) invariant functional of u. Further,
W [Uu] = W [u] +
1
2
∫
d3x ǫabc U b
′b∂jU
b′c uaj det u , (3.4)
which is established using the identity
ǫijkuai u
c
k = ǫ
abcubj det u , (3.5)
where ubj is the inverse of the matrix uai ,
uai u
bi = δab , (3.6)
and det u stands for the determinant of the matrix uaj . It then follows from (3.4) that the
quantity
Aai ≡
δW
δ(uai det u)
(3.7)
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transforms as a gauge connection (2.9) when u transforms covariantly as in (3.1). It is
straightforward to work out an explicit expression for the quantity A and obtain
Aai =
(ǫnmk∂mu
b
k)(u
a
nu
b
i − 12ubnuai )
det u
. (3.8)
It then can be checked that this formula is equivalent to the original defining equation for
u, (3.2).
So far all of the equations are GL(3) covariant without the appearance of a metric
tensor, but one can now see that a metric tensor has implicitly been introduced by the
definition (3.2) of u. It follows from (3.2) that
∂ju
a
k + ǫ
abcAbju
c
k =
{
s
jk
}
uas , (3.9)
where the curly bracket quantity is symmetric in the indices j, k. Further, since the left
hand side of (3.9) transforms as a vector under SU(2), the curly bracket is an SU(2)
invariant. If (3.9) is multiplied by uam and one forms the symmetric part of the resulting
equation in k,m the result is
∂j(u
a
mu
a
k)−
{
s
jk
}
uasu
a
m −
{
s
jm
}
uasu
a
k = 0 . (3.10)
When the curly brackets are symmetric in the lower indices, they are given by the unique
and well-known solution{
i
jk
}
=
1
2
gim(∂jgmk + ∂kgjm − ∂mgjk) , (3.11)
where
gij = u
a
i u
a
j , (3.12)
which makes it the symmetric affine connection for the metric gij . Thus (3.2) has implicitly
introduced a Riemannian geometry with a metric tensor which is a function of u and
therefore of A. The metric tensor is manifestly gauge invariant. One can now write
equation (3.2) in either of two equivalent forms. Both express the invariance of u under
space translations. One equation expresses the invariance with respect to the spatial
geometry, while the other expresses the invariance with respect to the gauge choice. Here
a notation for the geometric covariant derivative of a vector is introduced,
∇juak = ∂juak −
{
s
jk
}
uas , (3.13)
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while the SU(2) gauge covariant derivative is,
Dju
a
k = ∂ju
a
k + ǫ
abcAbju
c
k . (3.14)
The invariance equations are
∇juak + ǫabcAbjuck = 0 , (3.15)
or equivalently,
Dju
a
k −
{
s
jk
}
uas = 0 . (3.16)
One should not fail to note that ǫabcAbi plays the role of a spin connection, while u is known
as a dreibein or triad. Here there is the added feature that this spin connection may be
regarded as an SU(2) Yang-Mills gauge potential. Equation (3.15) can also be written
Aai = −
1
2
ǫabcubj∇iucj . (3.17)
In this form, it is made clear that when the metric has no curvature, one can make a
general coordinate transformation which makes gij proportional to δij and the covariant
derivative equivalent to an ordinary derivative in which case (3.17) expresses the vector
potential in the form of a “pure gauge” where uaj is a unitary matrix. Locally constant
unitary matrices yield the zero potentials. One can see from these considerations that the
map u = u(A) is in general not unique. However, because u is a zero mode of a linear
operator, this non-uniqueness is not as troublesome as that of the nonlinear operator giving
the magnetic field B[A], Eq. (2.3). The space of u is larger than that of A, and we assume
without giving a proof that the space of u includes all A. When one goes the other way,
A = A(u), there is a unique A associated with each u when det u 6= 0. This follows from
(3.2). If one u were to give different A’s, say A and A˜, then
ǫijkǫabc
(
Abj − A˜bj
)
uck = 0 . (3.18)
The matrix mai,bj = ǫabcǫijkuck is invertible if det u 6= 0. Hence, in this case A = A˜.
To summarize, the map A = A(u) represents a function of u, while the inverse u =
u(A) is not a function since it is one to many in degenerate cases, which include those g
which correspond to pure gauges.
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4. Yang Mills Tensors in Terms of Geometric Tensors
Starting with (3.16), one may use the gauge Ricci identity
[Di, Dj ]
ac = ǫabcF bij (4.1)
to find that
ǫabcF biju
c
k = R
ℓ
kiju
a
ℓ (4.2)
where Rℓkij is the Riemann tensor associated with the affine connection (3.11), that is
Rℓkij = ∂iΓ
ℓ
jk − ∂jΓℓik + ΓmjkΓℓim − ΓmikΓℓjm , (4.3)
where the symbol Γkij is used for the affine connection for compactness of notation. In
three space dimensions the Riemann curvature tensor can be written in the form
Rℓkij = −ǫℓkuǫijv
g
Guv , (4.4)
where g = det gij , and G
uv is the Einstein tensor, given by
Guv = Ruv − 1
2
guvR,
with Ruv the Ricci curvature defined by R
s
usv ≡ Ruv, and R = Rvv the Ricci scalar. One
can equivalently write (4.2) in the form
Bai =
√
g uaj G
ij . (4.5)
To be precise, by
√
g we mean det u, which can in principle take on both positive and
negative values. This notation is chosen simply for clarity of formulas. Thus, in geometric
form, the magnetic field is expanded in terms of the dreibein u by the Einstein curvature
tensor. The gauge invariant tensor which gives the Yang-Mills magnetic energy density is
BaiBaj = g gkℓ G
ikGjℓ . (4.6)
This gives the gauge invariant tensor in a manifestly gauge invariant form in terms of the
metric gkℓ.
Gauge and geometric forms of the Bianchi identities can now be worked out. The
density DiB
ai can be expressed using (4.5) and (3.16) in the form
DiB
ai =
√
g (∇iGij) uaj . (4.7)
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From (4.7) then
DiB
ai = 0 ⇒ ∇iGij = 0 (4.8)
and vice-versa. Of course ∇iGij = 0 is the familiar geometric Bianchi identity.
One can now turn to a discussion of the “electric” tensor. A gauge invariant tensor
operator eij can be defined by
δ
δAai
≡ √g uaj eij . (4.9)
Since δ/δAai transforms as a vector under local gauge transformations, the operator e
ij is
gauge invariant, and plays the same role for the “electric” field as Gij does for the magnetic
field. However, in contrast to Gij , the tensor operator eij is not symmetric in general. The
factor
√
g (= det u) has been included so that eij transforms as an ordinary tensor under
GL(3) transformations. We assume that by definition Ψ acts as a scalar under GL(3).
The operator Ga of local gauge transformations
iGa = Di
(
δ
δAai
)
(4.10)
can be evaluated in the same way as the Bianchi identity, so
iGa = √g uaj (∇ieij) . (4.11)
Thus, if Ψ is gauge invariant so that
GaΨ = 0 , (4.12)
then
∇ieijΨ = 0 (4.13)
and vice versa, that is, if ∇ieijΨ = 0, then Ψ is gauge invariant. Finally the “electric”
gauge invariant Yang-Mills tensor is,
δΨ
δAai
δΨ
δAaj
= g gnm (e
inΨ)(ejmΨ) . (4.14)
Eq. (4.14) may be compared with
BaiBajΨ2 = g gnmG
inGjmΨ2 . (4.15)
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In connection with the global invariance of Ψ under gij → λgij , to be analyzed below, it
is worthwhile noting that both energy densities, Eqs. (4.14) and (4.15), are also globally
homogeneous in gij.
In order to proceed one must express the functional dependence of Ψ(A) in terms of
the vector variable u. This can be done through (3.17) so
δAai = −
1
2
ǫabcδ(ubj∇iucj) (4.16)
After a short calculation, one finds that
δAai =
ǫnmℓ
2
√
g
uam
(∇i(ubnδubℓ) +∇ℓ(δgni)) (4.17)
and therefore
δΨ =
∫
d3x
δΨ
δAai
δAai
=
∫
d3x
ǫnmℓ
2
(∇i(ubnδubℓ) +∇ℓ(δgni)) eimΨ .
(4.18)
This equation should allow one to determine the electric variable eimΨ in terms of the
dependence of the wave functional on the vector variable u.
If the wave functional Ψ depends on uai only through the “metric”, that is, the gauge
invariant composite gij = u
a
i u
a
j , then (4.13) follows directly from (4.18). The same follows
in reverse implication, that is, if (4.13) holds, then from (4.18) it follows that the only
functional dependence of Ψ is on the metric.
Since gauge invariant functionals can be expressed in terms of gij , Wilson loops in
principle can be expressed in this way. A first step would be to express the “gauge con-
nection” Aai in terms of u
a
i , and then one would express the dependence on the curve in
terms of the metric.
Since for later purposes it will be useful to have the form of the electric operator where
it acts on states which are not restricted to be gauge invariant we shall not impose that
condition immediately. For this general case it will be helpful to introduce the operator
e˜ij ≡ eij −
1
2
δije
s
s (4.19)
where the inverse of (4.19) is
eij = e˜
i
j − δij e˜ss (4.20)
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After a short calculation one finds that
ǫinm∇n(e˜jm) = 2
δ
δgij
+
ǫijk
2
√
g
uak
(
ǫabcubs
δ
δucs
)
(4.21)
where as already noted the second term is absent when the operator e acts on gauge
invariant states. It will be convenient to introduce a gauge invariant operator
Fk ≡ iuak
(
ǫabcuℓs
δ
δucs
)
= iuakGa(x) (4.22)
where Ga(x) is the gauge generator expressed in terms of u. In this case (4.21) takes the
form
ǫinm∇n(e˜jm) = 2
δ
δgij
+ i
ǫijk
2
√
g
Fk (4.23)
The operator Fk obeys the commutation rules
[Fk(x),Fℓ(y)] = −i ǫkℓm√
g
Fmδ(x− y) (4.24)
and thus the Fk’s may be regarded as a gauge invariant set of operators which act in
an “intrinsic” sense, to separate the gauge dependent and gauge invariant parts of Ψ. In
operator form [
Fk(x), δ
δgij(y)
]
= −
[
δikF j + δjkF i
]
δ(x− y) . (4.25)
Eqs. (4.23) through (4.25) may be regarded as the complete “polar” decomposition of the
operators of the electric field.
It has already been noted that a consequence of these equations, if Ψ belongs to the
gauge invariant subspace of the Hilbert space, will be that its functional dependence will
be solely on the metric gij ,
δΨ
δgij
=
ǫmni
2
∇me˜jnΨ (4.26)
The expression needed for e˜jnΨ and hence by means of (4.20) for e
j
nΨ, requires the
inverse of the linear operator which appears in (4.26). This means, in general, that ejnΨ
will depend non-locally on δΨ
δgij(x)
, and the Hamiltonian will thus be a non-local functional.
To obtain a more explicit, albeit formal, expression for e˜jnΨ, one must consider the
eigenvalue problem for the operator to be inverted:
T inφ
nj
α ≡
1√
g
ǫimn∇mφnjα = λαφijα . (4.27)
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Because T is a real symmetric operator, the tensor eigenfunctions φα can be chosen to form
a complete orthonormal set. Inversion will then be achieved through the formal expression
for the Green’s function:
Him,jn(x, y) =
∑
α
′ 1
λα
φimα (x)φ
jn
α (y) . (4.28)
In the above, the prime on the sum means a sum only over states α for which λα 6= 0,
that is to say, the inversion can only be done in the subspace orthogonal to the zero modes
of T . As it turns out, T will always have at least one zero mode, given by the metric
itself, and possibly more for particular configurations. In the Appendix, we consider this
question more carefully, and give arguments as to why these zero modes should not affect
the present discussion.
It is now straightforward to write the final expression for e˜jnΨ:
e˜jnΨ(x) = 2
∫
d3y Hnjrs(x, y)
δΨ
δgrs(y)
. (4.29)
From (4.20) and (4.9) one then easily obtains an expression for the electric field operator
δΨ/δAai .
From (4.26) it is also possible to see that the requirement of finiteness of ejnΨ will
impose local constraints on gauge invariant states. For it follows from the geometric Ricci
identity for a mixed tensor
[∇i,∇j]σmn = σsnRmsij − σms Rsnij (4.30)
applied to (4.26), that
∇i
(
δΨ
δgij
)
= −1
2
ǫjsu(esvΨ)G
v
u (4.31)
This means that there are local restrictions on Ψ which follow from the requirement that
(esvΨ) remains finite when the curvature tensor vanishes at any point in space. When
G = 0 we can look at these restrictions expressed in terms of coordinates where gij = δij
and ∂kgij = 0, when they are
∂i
(
δΨ
δgij
)
= 0
at the point where Gij = 0, or Ψ2BaiBaj = 0. Thus restrictions are imposed on gauge
invariant functions for which the electric tensor (EaiΨ)(EajΨ) is finite. It is easy to
13
show that such requirements of finite E go beyond simply G = 0, if any two principal
components of the curvature vanish, then
∇i
(
δΨ
δgiz
)
= 0
where z is the principle direction of the component of curvature which is not zero.
To conclude this section, it should be pointed out that since it is the canonical variables
of the gauge field rather than the Hamiltonian which have the simple GL(3) tensorial
properties, it has been this which allowed the introduction of gauge invariant metrics.
Here the metric which has been used is the one associated with the vector potential viewed
as a spin connection. One could now use this metric to form a new type of gauge theory
with a Hamiltonian which is GL(3) invariant, namely, one formed by using the metric gij
and density
√
g rather than the “flat” metric δij used to form the Yang-Mills Hamiltonian.
One might argue that at least on long scales these very different Hamiltonians might have
a significant dynamical similarity.
5. Extension to “Static” Color Sources
The Hilbert space Ψ(uai ) is large enough to allow the inclusion, along with the Yang–
Mills field, of the coupling to “static” color sources. However, to do this one must use
several copies,
Ψa1...an(u
a
i ) (5.1)
where the discrete labels a1, a2, . . . an refer to d1d2 . . . dn copies of the Hilbert space where
d1, d2, . . . are the dimensions of representations of the group SU(2). The local gauge group
is now defined to be
Ω−1Ψa1...an(u
a
i (x)) = U
(d1)
a1a
′
1
(x1) . . . U
(dn)
ana′n
(xn) ·Ψa′
1
...a′n
(Uaa
′
(x)ua
′
i (x)) (5.2)
where U
(d)
aa′ is the d-fold irreducible representation of the group SU(2). The “static” posi-
tions of the sources are x1, x2, . . . xn. The infinitesimal generator takes the form,
G¯a(x) = Ga(x) +
n∑
α=1
Λa(α)δ(x− xα) , (5.3)
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where Λa(α) are the matrix generators of SU(2) in some representation. The Yang–Mills
Hamiltonian commutes with both parts of (5.3), but now the “physical” states are those
where
G¯a(x)Ψ = 0 (5.4)
or
F¯kΨ = 0 (5.5)
where as above
F¯k = uak(x)G¯a(x) = Fk(x) +
n∑
α=1
T
(α)
k δ(x− xα) (5.6)
The matrix operators are
T
(α)
k = u
a
k(xα)Λ
a
(α) (5.7)
These obey the commutation rules
[T
(α)
k , T
(β)
ℓ ] = i
ǫkℓm√
gα
T (α)mδαβ , (5.8)
where gα = det g(xα), and[
δ
δgij(x)
, T
(α)
k
]
=
(
δikT
(α)j + δjkT
(α)i
)
δ(x− xα) (5.9)
The equation for the electric field is found in combination with (5.5), (5.6) and (4.23),
ǫinm∇n(e˜jm)Ψ = 2
δΨ
δgij
− i ǫ
ijk
2
√
g
·
n∑
α=1
T
(α)
k δ(x− xα)Ψ (5.10)
In addition the wave functionals in (5.10) obey the “gauge” restrictions,(
Fk(x) +
n∑
α=1
T
(α)
k δ(x− xα)
)
Ψ = 0 (5.11)
This means the parts of the space where Ga(x)Ψ 6= 0 are involved in (5.10). However,
since (5.8), (5.9) and (5.10) only involve the variables gij(x) and T , the explicit form of
the restrictions imposed by (5.11) will not enter as long as they can be consistently applied.
6. Gauge Group SU(N > 2)
The extension of the formalism to gauge groups SU(N > 2) can now be outlined.
The main difficulty to be encountered is that the gauge group here will not be the tangent
15
space group of a 3-dimensional Riemannian space, as was the case for gauge group SU(2).
That will turn out to require a new approach to the “geometrization” of the gauge theory,
and although we do not present the entirely geometrical theory here, this approach will be
exemplified in some detail in the calculation of the magnetic field for gauge group SU(3).
The full geometrization of the theory would be outside the scope of this article, and is left
for future work.
One begins by defining the functional W [u] for SU(N), which is identical in form to
(3.3):
W [u] = −1
2
∫
d3x ǫijkuai (x)∂ju
a
k(x) , (6.1)
with the difference that now uai are vectors of SU(N), so that the index a runs from 1 to
N2 − 1. Local SU(N) gauge transformations u → Uu lead to the following variation in
W :
W [Uu] = W [u]− 1
2
∫
d3x ǫijkua
′
i u
b′
k U
aa′∂jU
ab′ . (6.2)
Because color indices now belong to SU(N > 2), one has
ǫijkua
′
i u
b′
k =
2
N
fa
′c′b′ u¯c
′j + vj,a
′b′ , (6.3)
where vj,a
′b′ is a rank 2 antisymmetric tensor not in the adjoint (in SU(2), 3×3= 1+3+5
and antisymmetrization singles out the adjoint alone; in SU(3), for instance, 8×8=
1+8+8+10+1¯0+27 and antisymmetrization singles out not only the adjoint, but also
the 10 and the 1¯0). However, one also has, for U in SU(N),
Uaa
′
∂jU
ab′ = fa
′b′c′∂jω
c′ , (6.4)
which belongs to the adjoint and projects out va
′b′ . Equations (6.3) and (6.4) then give
u¯ai =
1
2
fabcǫijkubju
c
k , (6.5)
and
W [Uu] = W [u] +
1
N
∫
d3x fabcu¯aj Ua
′b∂jU
a′c . (6.6)
Therefore, again as in SU(2), the quantity
Aai ≡
δW
δu¯ai
(6.7)
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transforms as a gauge connection of SU(N). This is equivalent to defining Aai through
ǫijk(∂ju
a
k + f
abcAbju
c
k) = 0 . (6.8)
It is now convenient to define a basis for adjoint color vectors based on the O(3)
subgroup of SU(N), as follows:
uai , u
a
{ij}, u
a
{ijk}, . . . (6.9)
where {. . .} means complete symmetry and tracelessness on any two indices. It is a
quick combinatorial exercise to verify that for each a these basis vectors have respec-
tively, 3, 5, 7, . . . , 2N − 1 components, with which they all together amount to N2 − 1
vectors. This provides a means to expand any adjoint color vector in this basis, with the
expansion coefficients being gauge invariant quantities. We also need to define appropriate
gauge invariant variables. These should be 2(N2 − 1) in number, and will depend on the
invariant tensors of SU(N). For SU(3), in particular, they are
gij =u
a
i u
a
j
hijk =d
abcuai u
b
ju
c
k ,
(6.10)
where dabc is the totally symmetric symbol of SU(3). These represent precisely the 16 =
6 + 10 gauge invariant degrees of freedom for SU(3) at each space point.
It is now possible to explore (6.8) further for SU(3) along the lines of Sec. 3. Analo-
gously to (3.9), one can write
∂ju
a
k + f
abcAbju
c
k = S
i
jku
a
i + S
{mn}
jk u
a
{mn} , (6.11)
where Sjk = Skj and one uses the as yet undefined basis (6.9). We now define u
a
{mn}
through:
uai u
a
{mn} =0
pa{ij}u
a
{mn} =g{ij}{mn} =
1
2
(gimgjn + gingjm − 2
3
gijgmn) ,
(6.12)
where pa{ij} ≡ dabcub{iucj}, and {. . .} again means symmetrizing and removing the trace.
These are 15 + 25 = 40 linear equations for the 40 quantities ua{mn}.
It is useful to define two 8-beins:
uaX ={uai , ua{mn}}
paX ={uai , pa{mn}} ,
(6.13)
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where X stands for i or {mn}, running altogether over 8 indices. Their inverses are:
naX ={uai, pa{mn} − uaℓhℓ{mn}}
n˜aX ={uai − ua{kℓ}hi{kℓ}} ,
(6.14)
where space indices here and throughout are raised with the inverse metric gXY ≡
{gij, g{ij}{mn}} found from (6.10) and (6.12). It is simple to verify that
n˜aXpaY = n
aXuaY = δ
X
Y , (6.15)
which then implies
n˜aXpbX = n
aXubX = δ
ab . (6.16)
A formal expression for ua{mn} is now simple to obtain. Given the matrix
M{ij}{mn} ≡ na{ij}na{mn} = pa{ij}pa{mn} − h{ij}k hk{mn} , (6.17)
the quantities ua{mn} will be:
ua{mn} =M
−1
{mn}{ij}n
a{ij} . (6.18)
Applying similar manipulations to those described below (3.9), together with the use
of (6.12), one obtains an explicit expression for Sijk:
Sijk =
{
i
jk
}
, (6.19)
as in (3.11), with the metric given by (6.10). The remainder of (6.11), i.e., the quantity
Raij = S
{mn}
ij u
a
{mn} can be found from studying the quantity ∇ihjkℓ. It is not difficult to
arrive at the following 30 + 18 = 48 linear equations defining the 48 quantities Raij :
Raiju
a
k =0
Rai(jp
a
kℓ) =∇ihjkℓ .
(6.20)
After some manipulations one finds the following solution to the above inhomogeneous
system:
Raij =
1
3
ua{mn}
(
∇(ihj)mn −
1
2
∇(mhn)ij
)
. (6.21)
Whether the homogeneous system has a nontrivial solution, thus leading to an extra, “zero
mode”, term in Raij above, is a question that can be decided by computing the appropriate
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48×48 determinant, possibly through a symbolic manipulation program. For the purposes
of the present work, we shall simply assume (6.21) is the full solution for Raij .
The construction of the magnetic field in terms of geometric variables can finally be
outlined. Like in the SU(2) case, one must start by considering the gauge Ricci identity:
[Di, Dj ] u
a
k =T
a
ijk = −ǫˆijmfabcBcmubk
[Di, Dj ] p
a
{mn} =S
a
ij{mn} = −ǫˆijmfabcBcmpb{mn} ,
(6.22)
where T aijk and S
a
ij{mn} are quantities to be calculated using (6.11), (6.19) and (6.21). This
will not be done here, as it is a lengthy but straightforward exercise. Once these quantities
are calculated we are essentially done, as contraction of the above with the 8-bein n˜aX
effectively isolates the B field:
−ǫˆijmfabcBcmpbX n˜dX =
−ǫˆijmfadcBcm =(T aijkn˜dk + Saij{mn}n˜d{mn}) .
(6.23)
The final expression for the B field then is:
Bai = −1
6
fabcǫijk(T bjkmn˜
cm + Sbjk{mn}n˜
c{mn}) . (6.24)
This concludes the outline of the extension of the formalism to larger gauge groups,
and in particular SU(3). Naturally, the lengthy task remains of calculating the electric
field also in the fashion presented above for the magnetic field. We have not done this
here, as we believe it is presently more important to pursue further our formalism for
gauge group SU(2).
7. Conclusions
It has been shown that the Hamiltonian canonical variables of Yang-Mills field theory
naturally lend themselves to the implementation of general coordinate transformations
where the variables transform as GL(3) tensors. This is true for any spatial metric. With
the introduction of a special metric, which is defined so that the Yang-Mills vector potential
is the spin-connection for that metric, an ordinary Riemannian geometry results. Although
the Yang-Mills Hamiltonian is not a geometrical invariant, the Gauss law constraint on
states is easy to enforce in terms of the geometrical variables. It is possible to show that in
fact gauge invariant states must be functions only of these gauge invariant metric variables.
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Another important consequence of the Gauss law constraint is that gauge invariant states
with finite color electric fields must obey further gauge invariant constraints. Thus, Gauss’
law is seen to enforce conditions beyond simply those of invariance under infinitesimal
gauge transformations. This bears a resemblance with the energy barriers found in other
gauge invariant geometric approaches to Yang-Mills theory [3][2].
The case of the SU(2) gauge theory has been fully worked out and the first steps have
also been given for the SU(> 2) fields. In terms of the metric theory a closely related
GL(3) invariant field theory can also be defined. These results are completely formal and
no discussion of the effects of renormalization has been given. The consequences of the
necessary introduction of a cutoff and the practical utility of this reformulation await future
study.
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Appendix .
The existence of a well-defined inverse H of T (cf. (4.28)) depends upon the nature
and number of zero modes of T . It is obvious that there is at least one such zero eigenvalue
eigenfunction since the metric tensor gij obeys∇kgij = 0. One may establish a relationship
between the zero modes of T and multiple solutions of the defining relation between the
vector potential and the dreibein u, (3.2). It has already been remarked that (3.2) defines
a relation between u and A up to the global scale globally homogeneous in g. If the
operator T is to have an inverse in the space of functionals of g when T has a zero mode
eigenfunction zij , then ∫
d3x zij(x)
δΨ
δgij(x)
= 0 . (.1)
This follows from (4.26) by mutiplication by zij and integrating the right side by parts.
With zij = gij, we find ∫
d3x gij(x)
δΨ
δgij(x)
= 0 , (.2)
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which is precisely the condition that Ψ is globally homogeneous in g. One may see directly
that if in addition there are other zero mode eigenfunctions of the operator
ǫimjDabm ,
since it appears in the δA/δu term of the chain rule
δ
δgij(x)
=
∫
d3yd3z
δubm(z)
δgij(x)
δAak(y)
δubm(z)
δ
δAak(y)
, (.3)
its singularities coincide with those of T . Indeed the zero mode eigenfunctions w and z (of
ǫD and T respectively) are related by
wai = u
amzim . (.4)
Thus there is a not too surprising parallel between this ambiguity in the vector potential
and the one associated with the electric field.
However, this problem is made somewhat clearer if it is recognized that “zero” is a
very special place in the spectrum of eigenvalues of these operators. It is clear from (4.27)
that eigenfunctions which have asymptotically large covariant curls will be associated with
eigenvalues which are asymptotically large. At the same time it follows from the covariant
divergence of (4.27),
∇iφijα =
1
λα
ǫjmn√
g
Gmk φ
kn
α , (.5)
that an asymptotically large covariant divergence eigenfunction will be associated with
eigenvalues where 1/λα becomes asymptotically large. Thus there must be a continuous
spectrum of eigenvalues with accumulation points at both zero and infinity. Since the
operator has no well-defined sign these eigenvalues must be of both algebraic signs. Thus,
in a finite volume all of the eigenfunctions will be associated with a 1/
√
V normalization.
Any finite (< V ) number of exactly zero eigenfunctions, will then be of no consequence
in the limit of infinite volume. However, care will have to be taken in constructing the
Green’s function which appears in (4.28) so that the formal sum over the spectrum which
asymptotes to zero yields a distribution which as a consequence of the covariant divergence
obeys the formal constraint,
ǫjmn√
g
Gmp Hpnkℓ =
1√
g
δjℓ∇kδ(x− y) . (.6)
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