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Multiplicity of positive and nodal solutions for scalar
field equations
Giovanna Cerami∗ Riccardo Molle† Donato Passaseo‡
Abstract. - In this paper the question of finding infinitely many solutions to the problem
−∆u + a(x)u = |u|p−2u, in RN , u ∈ H1(RN ), is considered when N ≥ 2, p ∈ (2, 2N/(N −
2)), and the potential a(x) is a positive function which is not required to enjoy symmetry
properties. Assuming that a(x) satisfies a suitable “slow decay at infinity” condition and,
moreover, that its graph has some “dips”, we prove that the problem admits either infinitely
many nodal solutions either infinitely many constant sign solutions. The proof method is
purely variational and allows to describe the shape of the solutions.
1 Introduction
This paper deals with the question of the existence of multiple solutions for equations
of the type
(E) −∆u + a(x)u = |u|p−1u in RN ,
where N ≥ 2, p > 1, p < 2∗ − 1 = N+2
N−2 if N ≥ 3, and the potential a : RN → R is a
positive smooth function.
Equation (E) has strongly attracted the researchers attention and has been ex-
tensively studied because it appears naturally in the study of problems coming from
applied Sciences. Actually, Euclidean Scalar Field equations like (E) arise in several
contexts: the most known is probably the search of certain kind of solitary waves
in nonlinear equations of the Klein-Gordon or Schro¨dinger type, but also questions in
nonlinear optics, condensed matter physics, laser propagation, constructive field theory
lead to look for solutions of equations like (E) (see f.i. [6], [9]).
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However, it is worth pointing out that a not least reason of interest for (E) rests on
some of its mathematical features that give rise to challenging difficulties. Equation
(E) is variational, so it is reasonable to search its solutions as critical points of the
corresponding “action” functional defined in H1(RN ) by
I(u) =
1
2
∫
RN
(|∇u|2 + a(x)u2)dx− 1
p+ 1
∫
RN
|u|p+1dx,
but a lack of compactness, due to the unboundedness of the domain RN , prevents a
straight application of the usual variational methods. Whatever p is, the embedding
j : H1(RN)→ Lp(RN ) is not compact, hence arguments like those based on the Palais-
Smale condition can fail.
When the potential a(x) enjoys radial symmetry the difficulty in treating (E) can be
overcome working in the subspace Hr(R
N) of H1(RN) consisting of radially symmetric
functions. Hr(R
N) embeds compactly in Lp(RN), p ∈ (2, 2∗), so standard variational
techniques work and, as for bounded domains, one can show ([24], [6], [16]) that (E)
possesses a positive radial solution and infinitely many changing sign radial solutions.
Furthermore, the radial symmetry of the potential and, of course, of RN plays a basic
role also when one is looking for non-radially symmetric solutions (see f.i. [7], [25]).
On the contrary, when a(x) has no symmetry properties there is no way to avoid
the compactness question. Moreover, the difficulty is not only a technical fact, as one
can understand considering (E) with a potential increasing along a direction, then,
as shown in [11], (E) has only the trivial solution. Nevertheless, some considerable
progress has been performed also for non-symmetric potentials, even if the situation is
still not completely clear and the picture is fragmentary. Most of researches have been
concerned with the case in wich
lim
|x|→∞
a(x) = a∞ > 0.
Under the above assumption various existence and multiplicity results for (E) have
been stated, but it must be remarked at once that the topological situation appears
quite different according that a(x) approaches a∞ from below or from above. In the first
case the existence of a least energy positive solution can be obtained by minimization,
using concentration-compactness type arguments (see [17], [23]). In the latter, the
functional I may not attain its infimum on the natural constraint I ′(u)[u] = 0 and
critical points of I have to be searched working at higher energy levels and using more
subtle variational and topological tools. By this kind of arguments, in [5] and [4], the
existence of a positive solution to (E) has been proved under a suitable “fast decay”
assumption on a(x).
About the existence of multiple solutions, let us recall that a lot of work has been
done on the so called semi classical equation: −ε2∆u + a(x)u = |u|p−1u. Indeed, this
equation, that by a change of variables can be written as (E) with potential a(εx), has
2
been shown to have, when ε is small, a set of nontrivial positive solutions whose richness
can be related either to the topology of the sublevel sets of a(x) either to the number
and/or the type of critical points of a(x). But, working with this kind of approach,
it is not difficult to realize that, as the number of solutions searched increases, the
parameter ε goes to zero. Making a list of all the interesting contributions in this
direction without forgetting something it is not an easy matter, so we prefer to refer
the interested reader to some recent papers on this subject [8], [18], and to [15] and to
the rich list of references therein.
With respect to the question of getting, as in the radial case, infinitely many solu-
tions, again different features appear according the way the potential goes to its limit
at infinity.
When a(x) goes to a∞ from below, (E) has been shown to possess infinitely many
changing sign solutions in [10], by a natural approximation method, under suitable
“slow” decay assumptions on a(x). Unlike, when a(x)
|x| → ∞−→ a∞ from above, as far as
we know, no results of existence of infinitely many changing sign solutions are until
now known: namely, this is the main question we want to consider in this paper.
On the other hand, some results of existence of infinitely many positive “multi-
bump” solutions hold in this situation. The first, contained in [14], has been obtained
under periodicity assumptions on the potential, while, in the already mentioned paper
[25], the attainment has been proved assuming a(x) radially symmetric and decaying
at infinity with a prescribed polynomial rate. The case in which a(x) has no symmetry
properties has been successfully explored for the first time in [12], where, by using a
purely variational method introduced in [20], the following contribution has been given:
Theorem 1.1 Let assumptions
(h1) a(x)−→ a∞ > 0 as |x| → ∞,
(h2) a(x) ≥ a0 > 0 ∀x ∈ RN ,
(h3) a ∈ LN/2loc (RN ),
(h4) ∃ η¯ ∈ (0,√a∞) : lim|x|→∞(a(x)− a∞)eη¯|x| =∞
be satisfied.
Then there exists a positive constant, A = A(N, η¯, a0, a∞) ∈ R, such that, when
(∗) |a(x)− a∞|N/2, loc := supy∈RN |a(x)− a∞|LN/2(B1(y)) < A,
equation (E) has infinitely many positive solutions belonging to H1(RN).
The above result (see also the subsequent [2] for a different proof and more general
nonlinearities) is the starting point of our work; some comments and questions come
naturally looking at its statement. Indeed, assumptions (h1),−, (h3) are standard and
very mild, moreover, the slow decay condition (h4) is basic and it is the deep motivation
for the success in obtaining “multibump” solutions. The solutions are found by a max-
min argument on the action functional I restricted to special classes of multibump
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functions and, in the maximization procedure, the attractive effect of a(x) on the
bumps is dominating, just because of (h4), on the repulsive disposition of the positive
massess with respect to each other and prevents the “bumps” to escape at infinity.
On the contrary, the “small oscillation” condition (∗) appears less natural, also in
view of the above quoted results in symmetric cases. Hence reasonably one wonders
whether it is necessary or not and, more, if it can be dropped. This last question is
still largely open, nevertheless in a recent paper [15] it has been removed in the planar
case, under stronger regularity assumptions and imposing a polynomial decay of the
potential.
In this paper we are also concerned with the above question, when the potential
satisfies (h1),−, (h4) and no restriction on the dimension of RN is required. Never-
theless, as already observed, our main porpose is to face the problem of obtaining,
by a variational approach of the type displayed in [12], infinitely many “multibump”
changing sign solutions to (E) when a(x)
|x| → ∞−→ a∞ from above.
Our results concern equations in which the potentials are not required to verify
condition (∗), but, besides verifying assumptions (h1),−, (h4), they must have one or
more regions around the origin where they sink. The conclusion of such researches are
stated in the following two theorems:
Theorem 1.2 Let a(x) satisfy (h1),–,(h4) of Theorem 1.1. Let A,B ⊂ RN be bounded
open sets such that 0 ∈ A ⊂⊂ B. Let NA and NB be bounded neighborhoods of ∂A
and ∂B, respectively, such that NA ∩ NB = ∅. Let b : N → R, N = NA ∪ NB, be a
continuous nonnegative function such that
inf
∂A∪∂B
b = b0 > 0, sup
N
b < a0.
Set aε(x) = a(x) − bε(x) where bε : RN → R is defined as bε(x) = b(εx) if x ∈ N /ε,
bε(x) = 0 if x /∈ N /ε.
Then ε¯ > 0 exists such that, for all ε ∈ (0, ε¯),
(Pε)
{ −∆u + aε(x)u = |u|p−1u
u ∈ H1(RN)
has infinitely many nodal solutions.
Theorem 1.3 Let a(x) satisfy (h1),–,(h4) of Theorem 1.1. Let B ⊂ RN be an open
bounded set such that 0 ∈ B. Let NB be a bounded neighborhood of ∂B and let b˜ :
NB → R be a continuous nonnegative function such that
inf
∂B
b˜ = b˜0 > 0, sup
NB
b˜ < a0.
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Set a˜ε(x) = a(x) − b˜ε(x) where b˜ε : RN → R is defined as b˜ε(x) = b˜(εx) if x ∈ NB/ε,
b˜ε(x) = 0 if x /∈ NB/ε.
Then ε˜ > 0 exists such that, for all ε ∈ (0, ε˜), problem
(P˜ε)
{ −∆u + a˜ε(x)u = |u|p−1u
u ∈ H1(RN)
has infinitely many constant sign solutions.
Remark 1.4 It is worth stressing that the equations in (Pε) and (P˜ε) are exactly of
the type (E) for any choice of ε and that the claim of the above Theorems, unlike
the above mentioned results for semi classical equations, gives for all suitably small ε
infinitely many solutions to the problems.
We notice also that Theorem 1.2 still holds assuming, on the bounded open sets
A,B, that 0 ∈ A and A ∩ B = ∅ instead of 0 ∈ A ⊂⊂ B.
In this research as in [12] we use variational tools: the solutions are found by
looking, for all k, for critical points of the functional Iε : H
1(RN)→ R defined as
Iε(u) =
1
2
∫
RN
(|∇u|2 + aε(x)u2)dx− 1
p+ 1
∫
RN
|u|p+1dx
in special classes of functions having k “bumps”. Such functions, that are introduced
in Section 2, are called “functions emerging around k points” and are functions having
the most important part of their mass split in k parts supported in k disjoint balls.
Of course, when we are interested in constant sign solutions we consider only positive
masses, while when we look for changing sign solutions we need to consider functions
having positive and negative bumps; in this last case a new difficulty arises: the possi-
bility that “bumps” of opposite sign collapse, because masses of opposite sign exert a
mutual attractive effect. The role played by the potential dips in some regions of RN
is essential to control this phenomenon.
Remark 1.5 We point out that in section 2, after defining the classes of “admissible”
functions where the solutions are searched, Theorems 1.2 and 1.3 are restated in The-
orems 2.4 and 2.5 respectively in a more precise way, highlighting how the solutions
are actually constituted. We also remark that in Section 2 some slightly more general
result about the existence of nodal solutions are stated in Theorems 2.8 and 2.9.
Finally we observe that, making a deep study of the behavior of the solutions found
in Theorems 1.2 and 1.3, as the number of the “bumps” increases going to infinity, it
would be possible to show, by arguments similar to those developed in [13], that, in
both cases, those solutions converge to a solution having infinitely many bumps.
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The paper is organized as follows: in section 2 some notation is introduced, useful
facts and preliminary results are stated; in sections 3 and 4 a max-min procedure is
developed with the aim of finding, in the special classes of functions emerging around k
points, for all k ∈ N, good candidates to be critical points; section 5 contains the anal-
ysis of the asymptotic properties (with respect to shape and position) of the emerging
part of the expected solutions as ε→ 0; finally in section 6 the proof of Theorems 1.2
and 1.3 is completed.
2 Notations and variational framework
Throughout the paper we make use of the following notations:
• H1(RN ) denotes the closure of C∞0 (RN ) with respect to the norm
‖u‖ :=
[∫
RN
(|∇u|2 + a∞u2)dx
]1/2
.
• Lq(D), 1 ≤ q ≤ +∞, denotes the Lebesgue space with the norm | · |Lq(D) ; the norm in
Lq(RN ) is denoted by | · |q.
• Br(x), when x belongs to a metric space X, denotes the open ball of X having radius
r and centered at x.
• Lqloc(RN ), 1 ≤ q < +∞, [respectively H1loc(RN )] denotes the set of functions u such
that u ∈ Lq(B1(x)) ∀x ∈ RN [u ∈ H1,2(B1(x))].
In Lqloc(R
N ) we consider the subspace of functions such that supx∈RN |u|Lq(B1(x)) is
finite, endowed with the norm
|u|q,loc := sup
x∈RN
|u|Lq(B1(x)).
• Given a Lebesgue-measurable subset D of RN , |D| denotes its Lebesgue measure.
• C, c, c˜, cˆ, ci denote various positive constants.
We also set αε(x) = aε(x)− a∞, a¯ = a0 − supN b.
In what follows we consider I∞ : H1(RN)→ R defined by
I∞(u) =
1
2
∫
RN
(|∇u|2 + a∞u2)dx− 1
p+ 1
∫
RN
|u|p+1dx.
The following three lemmas contain some useful facts, for the first two, which are
well known, see f.i. [9] and [1] respectively, the third one is Lemma 3.3 of [12].
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Lemma 2.1 The problem
(P∞)
{ −∆u + a∞u = |u|p−1u
u ∈ H1(RN)
has a positive ground state solution w, unique up to translation, radially symmetric,
decreasing when the radial coordinate increases and such that
lim
|x|→∞
|Djw(x)||x|N−12 e√a∞|x| = dj > 0, dj ∈ R, j = 0, 1. (2.1)
Moreover, setting
m∞ := I∞(w),
m∞ can be characterized as:
m∞ = min
γ∈Γ
max
t∈[0,1]
I∞(γ(t)), (2.2)
where, denoting by e ∈ H1(RN) any point for which I∞(e) < 0,
Γ =
{
γ ∈ C([0, 1], H1(RN)) : γ(0) = 0, γ(1) = e} . (2.3)
Lemma 2.2 Set, for all y ∈ RN ,
wy(x) = w(x− y),
and
Φ =
{
wy : y ∈ RN
}
.
Then Φ is nondegenerate, namely the following properties are true:
i) (I∞)′′(wy) is an index zero Fredholm map, for all y ∈ RN ;
ii) Ker (I∞)′′(wy) = span
{
∂wy
∂xj
: 1 ≤ j ≤ N
}
= TwyΦ,
TwyΦ being the tangent space to Φ at wy.
Lemma 2.3 Let D ⊂ RN be closed, let λ, s ∈ R+ \ {0} and let u be a positive solution
of { −∆u+ λu ≤ 0 in RN \ D,
u ≤ s in RN \ D.
Then, for all d ∈ (0,√λ), there exists a positive constant Cd (depending on λ, d,N)
such that
u(x) ≤ Cdse−d dist(x,D) ∀x ∈ RN \ D.
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In what follows we denote by δ a suitably small, fixed real number such that
0 < δ < min
{
1,
(
a¯
p
) 1
p−1
,
w(0)
3
, (a∞ − η¯2)
1
p−1
}
(2.4)
and by ρ > 0 a real positive number fixed so that
w(x) < δ ∀x ∈ RN \Bρ/2(0).
For all u ∈ H1(RN ), we can write
u = uδ + (u
+)δ − (u−)δ,
where
(u+)δ = (u− δ)+, (u−)δ = (−u− δ)+, uδ = (u ∧ δ) ∨ (−δ)
are called, respectively, the emerging positive part, the emerging negative part and the
middle part of u. Fixing δ and ρ as before indicated, l, m ∈ N, and l + m points in
R
N , x1, . . . , xl, y1, . . . , ym, having interdistances not less than 2ρ, we say that a function
u ∈ H1(RN) is positively emerging around (x1, . . . , xl) and negatively emerging around
(y1, . . . , ym) (in balls of radius ρ) if
(u+)δ =
l∑
i=1
(u+i )
δ, (u−)δ =
m∑
i=1
(u−i )
δ,
where
(u+i )
δ ∈ H10(Bρ(xi)), (u+i )δ ≥ 0, (u+i )δ 6≡ 0, i ∈ {1, . . . , l},
(u−i )
δ ∈ H10 (Bρ(yi)), (u−i )δ ≥ 0, (u−i )δ 6≡ 0, i ∈ {1, . . . , m}.
Clearly, if u ≥ 0, we say that it is positively emerging around l points (x1, . . . , xl)
(in balls of radius ρ) if its emerging (positive) part is such that (u+)δ =
∑l
i=1(u
+
i )
δ,
and the functions (u+i )
δ ∈ H10 (Bρ(xi)) are as above described; analougously, we say
that u ≤ 0 is negatively emerging around m points when (u−)δ = ∑mi=1(u−i )δ with
(u−i )
δ ∈ H10 (Bρ(yi)) satisfying the above relations.
We are now ready to introduce the classes of multi-bump functions where we look
for solutions of (Pε).
First of all we fix a neighborhood N0 ⊂⊂ N of ∂A∪ ∂B such that infN0 b > 0 and,
for l, m ∈ N \ {0}, ε > 0, we define
Hεl = {(x1, . . . , xl) ∈ (RN)l : xi ∈ (B \ A)/ε, dist(xi,N0/ε) ≥ 3ρ,
|xi − xj | ≥ 3ρ, i, j ∈ {1, . . . , l}, i 6= j};
Kεm = {(y1, . . . , ym) ∈ (RN)m : yi ∈ (RN \B)/ε, dist(yi,N0/ε) ≥ 3ρ,
|yi − yj| ≥ 3ρ, i, j ∈ {1, . . . , m}, i 6= j}.
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Then, for all (x1, . . . , xl) ∈ Hεl and (y1, . . . , ym) ∈ Kεm, we set
Sεx1,...,xl,y1,...,ym = { u ∈ H1(RN) : u positively emerging around (x1, . . . , xl) ∈ Hεl ,
negatively emerging around (y1, . . . , ym) ∈ Kεm, such that
I ′ε(u)[(u
+
i )
δ] = 0, i ∈ {1, . . . , l}, I ′ε(u)[(u−j )δ] = 0, j ∈ {1, . . . , m},
βz(u) = 0, ∀z ∈ {x1, . . . , xl, y1, . . . , ym}}
where
βz(u) =
1∫
Bρ(z)
((|u|+)δ)2
∫
Bρ(z)
(x− z)((|u(x)|+)δ)2dx.
If u ≥ 0 is positively emerging around (x1, . . . , xl) ∈ Hεl [u ≤ 0 is negatively emerg-
ing around (y1, . . . , ym) ∈ Kεm], we can define analogously the set Sε,+x1,...,xl [ Sε,−y1,...,ym].
Obviously, for all l ∈ N \ {0} an εl > 0 exists such that ε ∈ (0, εl) implies Hεl 6= ∅.
When l = 0, ε0 can be defined arbitrarily, so we set ε0 = ∞. We remark that from
Hεl 6= ∅, it follows Hεi 6= ∅ for all i ∈ {1, ..., l− 1}.
The solutions, whose existence is claimed in Theorem 1.2 and 1.3 are searched fixing
h ∈ N\{0} and h = 0 respectively, and looking for critical points of Iε among functions
which are positively emerging around at most h points and negatively emerging around
points whose number becomes arbitrarily large. Namely, Theorem 1.2 can be restated
as follows:
Theorem 2.4 Let assumptions of Theorem 1.2 be satisfied. Then, for all h ∈ N \ {0}
there exists ε¯h > 0 such that for all ε ∈ (0, ε¯h), for all k ∈ N \ {0} and for all l ∈ N,
1 ≤ l ≤ min(h, k), there exists a solution of (Pε) positively emerging around l points
and negatively emerging around k − l points.
Theorem 1.3 is obtained proving the following statement:
Theorem 2.5 Let assumptions of Theorem 1.3 be satisfied. Then, ε¯ ∈ R \ {0} exists
such that for all ε ∈ (0, ε¯), and for all k ∈ N \ {0} there exists a negative solution of
(P˜ε), negatively emerging around k points.
Remark 2.6 It is worth pointing out that in Theorems 2.4 and 2.5 the role of the
positive and negative bumps can be exchanged. So, the same kind of arguments,
we are going to develope, for proving Theorems 2.4 and 2.5 could bring to conclude
respectively that (Pε) possess infinitely many solutions, which are negatively emerging
around at most h points and positively emerging around points whose number becomes
arbitrarily large and that (P˜ε) has infinitely many positive solutions.
9
Remark 2.7 When the connected components of B \ A¯ are more than one, more
general multiplicity results can be proved. Actually, we might set on each connected
component a prescribed number of positive or negative bumps obtaining for instance:
Theorem 2.8 Let assumptions of Theorem 1.2 be satisfied.
Let B\A¯ = ∪di=1Ci, d ∈ N\{0}, Ci being open sets such that Ci\N¯ 6= ∅, C¯i∩C¯j = ∅
if i 6= j, ∀i, j ∈ {1, . . . , d}.
Then, for all h ∈ N there exists ε¯h > 0 such that for all ε ∈ (0, ε¯h), for all d¯ ∈
{0, 1, . . . , d} for all k ∈ N\{0}, for all hi, mj ∈ N i ∈ {1, . . . , d¯}, j ∈ {d¯+1, . . . , d+1}
such that
∑d¯
i=1 hi = h,
∑d+1
j=d¯+1mj = k − h, problem (Pε) has a solution positively
emerging around h points and negatively emerging around k − h points: hi points in
Ci, i ∈ {1, . . . , d¯}, mj points in Cj, j ∈ {d¯+ 1, . . . , d} and md+1 points in RN \ B¯.
Theorem 2.9 Let a(x) satisfy (h1),–,(h4) of Theorem 1.1. Let Bi be open sets such
that 0 ∈ B0 and Bi−1 ⊂⊂ Bi, i ∈ {1, . . . , d}, d ∈ N \ {0}. Let N be a bounded
neighborhood of ∪di=0∂Bi such that Bi \ (N¯ ∪Bi−1) 6= ∅, for i = 1, . . . , d. Let b : N → R
be a continuous nonnegative function such that
inf
∪di=0∂Bi
b = b0 > 0, sup
N
b < a0.
Then, for all h ∈ N there exists ε¯h > 0 such that for all ε ∈ (0, ε¯h), for all d¯ ∈
{0, 1, . . . , d} for all k ∈ N\{0}, for all hi, mj ∈ N i ∈ {1, . . . , d¯}, j ∈ {d¯+1, . . . , d+1}
such that
∑d¯
i=1 hi = h,
∑d+1
j=d¯+1mj = k − h, problem (Pε) has a solution positively
emerging around h points and negatively emerging around k − h points: hi points in
Bi \ B¯i−1, i ∈ {1, . . . , d¯}, mj points in Bi \ B¯i−1, j ∈ {d¯+1, . . . , d} and md+1 points in
R
N \ B¯d.
It is clear that, for proving Theorems 2.8 and 2.9, the definition of the sets Hεl and
Kεm as well as some arguments we are going to develope must be suitably refined, but
this would imply only some technical complications and heavier notation.
For what follows it is useful to define, on the subset of H1(RN) consisting of func-
tions having finite measure support, the functional
Jε(u) =
1
2
∫
RN
(|∇u|2 + aε(x)u2)dx+
∫
RN
aε(x)δ u dx
− 1
p+ 1
∫
supp u
(δ + |u|)p+1dx+ 1
p+ 1
δp+1| supp u|.
We can then write for all u ∈ H1(RN)
Iε(u) = Iε(uδ) + Jε((u
+)δ) + Jε((u
−)δ)
= Iε(uδ − (u−)δ) + Jε((u+)δ) = Iε(uδ + (u+)δ) + Jε((u−)δ). (2.5)
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The aim of next part of this section is to show that the above defined sets Sεx1,...,xl,y1,...,ym
are not empty, to describe the nature of the “natural non smooth constraints” I ′ε(u)
[(u+i )
δ] = 0 and I ′ε(u)[(u
−
j )
δ] = 0 as well as some important feature of the functionals
Iε and Jε on these sets.
Lemma 2.10 Let assumptions (h1), (h2), and (h3) be satisfied. For all ε > 0 and
for all u ∈ H1(RN) such that (u+)δ 6= 0 the function J +ε,u : [0,+∞)−→R [for all
u ∈ H1(RN) such that (u−)δ 6= 0 the function J −ε,u : [0,+∞)−→R] defined as
J +ε,u(t) = Iε(uδ + t(u+)δ − (u−)δ) [J −ε,u(t) = Iε(uδ + (u+)δ − t(u−)δ)],
has in (0,+∞) a unique critical point, which is a maximum.
Proof Setting S := supp(u+)δ and using (2.5) we have
(J +ε,u)′(t) =
d
dt
Jε(t(u
+)δ)
= t
[∫
S
(|∇(u+)δ|2 + aε(x)((u+)δ)2)dx
]
+ δ
∫
S
aε(x)(u
+)δdx
−
∫
S
(δ + t(u+)δ)p(u+)δdx. (2.6)
Now
lim
t→+∞
(J +ε,u)′(t) = −∞
and, by the choice of δ in (2.4),
(J +ε,u)′(0) ≥ δ [a¯− δp−1]
∫
S
(u+)δdx > 0, (2.7)
moreover, it is easy to see that (J +ε,u)′′′(t) ≤ 0, for all t ∈ (0,+∞), so (J +ε,u)′(t) is
concave and the claim for J +ε,u follows. The same argument clearly works for J −ε,u.
q.e.d.
The maximum of J +ε,u in (0,+∞) is denoted by θ+ε (u), the maximum of J −ε,u in
(0,+∞) is denoted by θ−ε (u) .
Corollary 2.11 Let assumptions (h1), (h2),and (h3) be satisfied. Let l, m ∈ N, and let
u ∈ H1(RN ) be a function positively emerging around (x1, . . . , xl) ∈ Hεl and negatively
emerging around (y1, . . . , ym) ∈ Kεm.
Let consider, when l > 0, for every s ∈ {1, . . . , l}, the function
t 7→ Iε
(
uδ + t(u
+
s )
δ +
∑
i 6=s
(u+i )
δ −
m∑
j=1
(u−j )
δ
)
,
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and, when m > 0, for every s ∈ {1, . . . , m}, the function
t 7→ Iε
(
uδ +
l∑
i=1
(u+i )
δ − t(u−s )δ −
∑
j 6=s
(u−j )
δ
)
.
Then each one of these functions has in (0,+∞) a unique critical point, which is a
maximum point. Such points are denoted by θε,+s (u) and θ
ε,−
s (u) respectively.
Proof The argument is quite analogous to that of Lemma 2.10 once one writes
Iε
(
uδ + t(u
+
s )
δ +
∑
i 6=s
(u+i )
δ −
m∑
j=1
(u−j )
δ
)
= Iε
(
uδ +
∑
i 6=s
(u+i )
δ −
m∑
j=1
(u−j )
δ
)
+ Jε(t(u
+
s )
δ)
and, respectively,
Iε
(
uδ +
l∑
i=1
(u+i )
δ− t(u−s )δ−
∑
j 6=s
(u−j )
δ
)
= Iε
(
uδ +
l∑
i=1
(u+i )
δ−
∑
j 6=s
(u−j )
δ
)
+ Jε(t(u
−
s )
δ).
q.e.d.
Definition 2.12 Let u ∈ H1(RN) be such that (u+)δ 6= 0, then uδ+θ+ε (u)(u+)δ−(u−)δ
is called the projection of u on the set {u ∈ H1(RN ) : I ′ε(u)[(u+)δ] = 0}.
Let u ∈ H1(RN) be such that (u−)δ 6= 0, then uδ + (u+)δ − θ−ε (u)(u−)δ is called the
projection of u on the set {u ∈ H1(RN) : I ′ε(u)[(u−)δ] = 0}.
Let u ∈ H1(RN) be positively emerging around (x1, . . . , xl) ∈ Hεl and negatively
emerging around (y1, . . . , ym) ∈ Kεm.
Let be s ∈ {1, . . . , l} , the function uδ + θε,+s (u)(u+s )δ +
∑
i 6=s(u
+
i )
δ −∑mj=1(u−j )δ is
called the projection of u on the set {u ∈ H1(RN) : I ′ε(u)[(u+s )δ] = 0}.
Let be s ∈ {1, . . . , m}, uδ +
∑l
i=1(u
+
i )
δ − θε,−s (u)(u−s )δ −
∑
j 6=s(u
−
j )
δ is called the
projection of u on the set {u ∈ H1(RN) : I ′ε(u)[(u−s )δ] = 0}.
Remark 2.13 We point out that, if u ∈ Sεx1,...,xl,y1,...,ym, then the projection of u on
the sets {u ∈ H1(RN) : I ′ε(u)[(u+s )δ] = 0} and {u ∈ H1(RN) : I ′ε(u)[(u−s )δ] = 0} is
nothing but u itself. Furthermore, we stress that u ∈ Sεx1,...,xl,y1,...,ym implies
max
t≥0
Iε
(
uδ + t(u
+
s )
δ +
∑
i 6=s
(u+i )
δ −
m∑
j=1
(u−j )
δ
)
= I(u)
= max
t≥0
Iε
(
uδ +
l∑
i=1
(u+i )
δ − t(u−s )δ −
∑
j 6=s
(u−j )
δ
)
. (2.8)
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Lemma 2.14 Assume (h1), (h2), and (h3) hold. Then for all l, m ∈ N \ {0} and for
all (x1, . . . , xl) ∈ Hεl , (y1, . . . , ym) ∈ Kεm
(i) Sεx1,...,xl,y1,...,ym 6= ∅, (ii) Sε,+x1,...,xl 6= ∅, ∀ε ∈ (0, εl)
(iii) Sε,−y1,...,ym 6= ∅, ∀ε > 0.
(2.9)
Proof Let v ∈ C∞0 (Bρ(0)) be a positive, radially symmetric (around the origin) function
such that v(x) > δ on a positive measure subset of Bρ(0). Let be l 6= 0, m 6= 0 and
set, for all i ∈ {1, ..., l} and j ∈ {1, . . . , m}, vxi(x) = v(x− xi) and vyj (x) = v(x− yj).
Then denote by v˜xi the projection of vxi on the set {u ∈ H1(RN) : I ′ε(u)[(u+)δ] = 0}
and by v˜yj the projection of −vyj on {u ∈ H1(RN) : I ′ε(u)[(u−)δ] = 0}.
Then the function
u(x) =


0 ∀ x ∈ RN \ [(⋃li=1 supp vxi) ∪ (⋃mj=1 supp vyj )]
v˜xi(x) ∀ x ∈ supp vxi, i ∈ {1, . . . , l}
v˜yj (x) ∀ x ∈ supp vyj , j ∈ {1, . . . , m}
is positively emerging around (x1, . . . , xl) and negatively emerging around (y1, . . . , ym);
moreover, by the symmetry of v, βz(u) = 0, ∀z ∈ {x1, . . . , xl, y1, . . . , ym}. The condi-
tions I ′(u)[(u+i )
δ] = 0 and I ′(u)[(u−j )
δ = 0] are obviously satisfied by the definition of
v˜+xi and v˜
−
yj
. So relation (i) of (2.9) is shown true. The same argument clearly works
either when l = 0, either when m = 0, and allows to obtain relations (ii) and (iii) of
(2.9).
q.e.d.
Lemma 2.15 Let assumptions of Lemma 2.14 hold, and let l, m, ε, (x1, . . . , xl), (y1,
. . . , ym) be as in Lemma 2.14. Then
u ∈ Sεx1,...,xl,y1,...,ym ⇒


a) Iε(u) > 0,
b) Jε((u
+
i )
δ) > 0 1 ≤ i ≤ l,
c) Jε((u
−
j )
δ) > 0 1 ≤ j ≤ m.
(2.10)
Proof Let us consider u ∈ Sεx1,...,xl,y1,...,ym. Being, by (2.4), |uδ(x)| ≤ δ < min{a¯
1
p−1 , 1}
for all x ∈ RN , we can deduce
Iε(uδ) =
1
2
∫
RN
(|∇uδ|2 + aε(x)u2δ)dx− 1p+1
∫
RN
|uδ|p+1dx ≥
≥ 1
2
∫
RN
|∇uδ|2dx+ a¯
(
1
2
− 1
p+1
) ∫
RN
u2δdx > 0. (2.11)
Hence using (2.8) and (2.11) we obtain
Iε(u) = max
t≥0
Iε(uδ + t(u
+)δ − (u−)δ) > max
t≥0
Iε(uδ − t(u−)δ) > Iε(uδ) > 0. (2.12)
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Moreover, considering (2.7), we get
Jε((u
+
i )
δ) = max
t≥0
Jε(t(u
+
i )
δ) > Jε(0) = 0, (2.13)
Jε((u
−
j )
δ) = max
t≥0
Jε(t(u
−
j )
δ) > Jε(0) = 0.
q.e.d.
Remark 2.16 It is worth observing that relation (2.11) can be proved without any
change for any function belonging to Cδ = {u ∈ H1(RN) : |u| ≤ δ}. So, for all ε > 0,
Iε is coercive on Cδ. Moreover condition δ <
(
a¯
p
) 1
p−1
allows to state that on the same
set Iε is also convex and, hence, weakly lower semicontinuous.
Remark 2.17 We stress the fact that, when aε(x) = a∞ and we work with the func-
tionals I∞ and J∞, everything we have done considering Iε and Jε can be repeated.
The definition of the sets of multi-bump functions satisfying local natural con-
straints and barycenter type constraints still makes sense, but in this case we use the
notation S∞x1,...,xl,y1,...,ym, S
∞,+
x1,...,xl
, and S∞,−y1,...,ym .
The conclusions of Lemmas 2.10, 2.14, 2.15, and Corollary 2.11 (stated with I∞
and J∞ instead of Iε and Jε) hold true. With respect to Lemmas 2.10 and Corollary
2.11 we remark that, in this case, for the numbers whose existence is there claimed the
notation used is, respectively, θ+∞(u), θ
−
∞(u), θ
∞,+
s (u) and θ
∞,−
s (u).
Lemma 2.18 The sets {θ+ε (wz) : z ∈ RN} and {θ−ε (−wz) : z ∈ RN} are bounded,
uniformly with respect to ε.
Proof By construction, for all z ∈ RN , θ+ε (wz) > 0. On the other hand, by the choice
of ρ, supp(w+z )
δ ⊂ Bρ(z), so from (2.6) we deduce
0 = θ+ε (wz)
[∫
Bρ(z)
(|∇(w+z )δ|2 + aε(x)((w+z )δ)2)dx
]
+ δ
∫
Bρ(z)
aε(x)(w
+
z )
δdx
−
∫
Bρ(z)
(δ + θ+ε (wz)(w
+
z )
δ)p(w+z )
δdx
≤ θ+ε (wz)
[
‖(w+z )δ‖2 +
∫
Bρ(z)
|αε(x)((w+z )δ)2)|dx
]
+ δ
∫
Bρ(z)
aε(x)(w
+
z )
δdx
−[θ+ε (wz)]p
∫
Bρ(z)
((w+z )
δ)p+1dx
from which, when θ+ε (wz) > 1, we get
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[θ+ε (wz)]
p−1
≤
‖(w+)δ‖2 + Cρ|αε|N
2
,loc|(w+)δ|22∗ + δ[a∞|(w+)δ|1 + Cρ|αε|N
2
,loc|(w+)δ| N
(N−2)
]
|(w+)δ|p+1p+1
,
where Cρ denotes a constant depending on ρ. Then the statement follows because
supε>0 |αε|N
2
,loc <∞.
Same computations can be done considering θ−ε (−wz) instead of θ+ε (wz).
q.e.d.
3 Minimization among functions emerging around
a fixed set of points
Purpose of this section is proving that for all l, m ∈ N such that l +m ≥ 1, and for
all fixed (l+m)-tuple (x1, . . . , xl, y1, . . . , ym), the functional Iε achieves its infimum on
the nonsmooth constraint Sεx1,...,xl,y1,...,ym. Afterwards, we study the asymptotic decay
of the minimizers and we show that the middle part of a minimizer is a solution of (Pε)
on RN except the support of the emerging parts. Finally, considering that a minimizer
uˆ in principle could not be a critical point of Iε, we deduce the relation I
′
ε(uˆ) must
satisfy.
Proposition 3.1 Assume (h1), (h2), and (h3) hold. Then for all l, m ∈ N \ {0}, for
all ε ∈ (0, εl), for all (x1, . . . , xl) ∈ Hεl and (y1, . . . , ym) ∈ Kεm,
∃ uˆε ∈ Sεx1,...,xl,y1,...,ym such that Iε(uˆε) = infSεx1,...,xl,y1,...,ym
Iε > 0,
∃ u¯ε ∈ Sε,+x1,...,xl such that Iε(u¯ε) = inf
Sε,+x1,...,xl
Iε > 0, (3.1)
∃ u˜ε ∈ Sε,−y1,...,ym such that Iε(u˜ε) = inf
Sε,−y1,...,ym
Iε > 0. (3.2)
Proof Let l, m ∈ N \ {0}, (x1, . . . , xl) ∈ Hεl , (y1, . . . , ym) ∈ Kεm be fixed and let (un)n
be a minimizing sequence in Sεx1,...,xl,y1,...,ym . The sequence (Iε(un))n is bounded from
above and, considering also (2.11) and (2.12), we deduce
c1‖(un)δ‖2 ≤ Iε((un)δ) ≤ Iε(un) ≤ c2. (3.3)
Moreover, for all i ∈ {1, . . . , l} , and j ∈ {1, . . . , m}, the sequences (‖((un)+i )δ‖/
|((un)+i )δ|p+1
)
n
and
(‖((un)−j )δ‖/|((un)−j )δ|p+1)n are bounded. Indeed, assume that
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for some i ∈ {1, . . . , l} , up to a subsequence, limn→∞ ‖((un)+i )δ‖/|((un)+i )δ|p+1 = +∞.
Then we get
lim
n→∞
Jε
(
((un)
+
i )
δ
|((un)+i )δ|p+1
)
≥ lim
n→∞
[
c3
‖((un)+i )δ‖2
|((un)+i )δ|2p+1
− 1
p+ 1
∫
Bρ(xi)
(
δ +
((un)
+
i )
δ
|((un)+i )δ|p+1
)p+1
dx
]
= +∞. (3.4)
On the other hand, in view of Corollary 2.11, Remark 2.13 and Lemma 2.15, we
have
Iε(un) = max
t>0
Iε((un)δ +
∑
h 6=i
(u+n )
δ
h + t(u
+
n )
δ
i −
m∑
j=1
((un)
−
j )
δ)
= Iε((un)δ) +
∑
h 6=i
Jε((u
+
n )
δ
h) + max
t>0
Jε
(
t
((un)
+
i )
δ
|((un)+i )δ|p+1
)
+
m∑
j=i
Jε((u
−
n )
δ
j)
≥ Jε
(
((un)
+
i )
δ
|((un)+i )δ|p+1
)
,
that, if (3.4) is true, contradicts (3.3). The same argument brings to a contradiction
assuming limn→∞ ‖((un)−j )δ‖/|((un)−j )δ|p+1 = +∞ for some j ∈ {1, . . . , m}.
Now, setting uˇn = (un)δ +
∑l
i=1
((un)
+
i )
δ
|((un)+i )δ|p+1
−∑mj=1 ((un)−j )δ|((un)−j )δ |p+1 , we can assert that
uˇ ∈ H1(RN) exists so that, up to a subsequence,
(a) uˇn ⇀ uˇ in H
1(RN) and Lp+1(RN)
(b) uˇn → uˇ in Lp+1loc (RN )
(c) uˇn(x)→ uˇ(x) a.e. in RN .
(3.5)
Therefore, for all z ∈ {x1, . . . , xl, y1, . . . , ym}, we have uˇn n→∞−→ uˇ in Lp+1(Bρ(z)) and
so |(uˇ+i )δ|p+1 = 1 = |(uˇ−j )δ|p+1 ∀i ∈ {1, . . . , l}, ∀j ∈ {1, . . . , m}; moreover βz(uˇ) = 0,
by the continuity of the map βz, and, by (3.5)(c), |uˇ(x)| ≤ δ in RN \ (∪li=1Bρ(xi)) ∪
(∪mj=1Bρ(yj)). Furthermore, taking into account Remark 2.16, the inequality
Iε(uˇδ) ≤ lim inf
n→∞
Iε((un)δ) (3.6)
follows.
Let us, finally, define uˆ = uˇδ +
∑l
i=1 θ
ε,+
i (uˇ)(uˇ
+
i )
δ −∑mj=1 θε,−j (uˇ)(uˇ−j )δ, then uˆ ∈
Sεx1,...,xl,y1,...,ym and it is the desired minimizer because, by the strong convergence of the
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emerging parts and (3.6),
0 < Iε(uˆ) = Iε
(
uˇδ +
l∑
i=1
θε,+i (uˇ)(uˇ
+
i )
δ −
m∑
j=1
θε,−j (uˇ)(uˇ
−
j )
δ
)
≤ lim inf
n→∞
Iε
(
(un)δ +
l∑
i=1
θε,+i (uˇ)(uˇ
+
n )
δ
i −
m∑
j=1
θε,−j (uˇ)(uˇ
−
n )
δ
j
)
≤ lim
n→∞
Iε(un) = inf
Sεx1,...,xl,y1,...,ym
Iε.
The same argument, setting either m = 0 or l = 0, proves (3.1) and (3.2), respec-
tively.
q.e.d.
Let be (x1, . . . , xl) ∈ Hεl and (y1, . . . , ym) ∈ Kεm, define
µε(x1, . . . , xl, y1, . . . , ym) := min
Sεx1,...,xl,y1,...,ym
Iε,
µε(x1, . . . , xl) := min
Sε,+x1,...,xl
Iε,
µε(y1, . . . , ym) := min
Sε,−y1,...,ym
Iε,
and set
Mεx1,...,xl,y1,...,ym := {u ∈ Sεx1,...,xl,y1,...,ym : Iε(u) = µε(x1, . . . , xl, y1, . . . , ym)},
Mε,+x1,...,xl := {u ∈ Sε,+x1,...,xl : Iε(u) = µε(x1, . . . , xl)},
Mε,−y1,...,ym := {u ∈ Sε,−y1,...,ym : Iε(u) = µε(y1, . . . , ym)}.
Aim of next lemmas is to describe some important feature of the middle part of the
functions belonging to the sets Mεx1,...,xl,y1,...,ym and M
ε,−
y1,...,ym
.
The first Lemma is concerned with the asymptotic decay of a function belonging to
Mε,−y1,...,ym and, moreover, states that any such function solves (P˜ε) in the whole space
R
N except on the support of the emerging parts. Its proof can be done arguing as in
Lemma 3.4 of [12].
Lemma 3.2 Let assumptions (h1), (h2), (h3), and (h4) be satisfied, let u˜ε be as in
Proposition 3.1. Then (u˜ε)δ satisfies{ −∆u+ aε(x)u = |u|p−1u in RN \ supp((u˜−ε )δ)
u = −δ on supp(u˜−ε )δ.
Moreover, for all η ∈ (η¯,√(a∞ − δp−1) ) a constant cη depending on (a∞− δp−1), η, N
exists such that the function u˜δ verifies
−cηδe−ηd1,ε(x) < (u˜ε)δ(x) < 0 ∀x ∈ RN
where d1,ε(x) = dist(x, supp(u˜ε)
δ ∪ suppα−ε ).
To describe the behaviour of the middle part of a function belonging toMεx1,...,xl,y1,...,ym,
we need to state beforehand next Lemma, whose proof can be obtained combining
Proposition 3.1 and Lemma 3.4 of [12].
Lemma 3.3 Let assumptions (h1), (h2), (h3), and (h4) be satisfied, let uˆε be as in
Proposition 3.1. Then

−∆u + aε(x)u = up in RN \ supp(uˆ+ε )δ
u = δ on supp(uˆ+ε )
δ
0 ≤ u ≤ δ in RN
(3.7)
has a unique solution v, moreover, for all η ∈ (η¯,√(a∞ − δp−1) ) a constant cη depend-
ing on (a∞ − δp−1), η, N exists such that the function v verifies
0 < v(x) < cηδe
−ηd1,ε(x) ∀x ∈ RN
where d1,ε(x) = dist(x, supp(uˆ
+
ε )
δ ∪ suppα−ε ).
We are now ready to prove:
Lemma 3.4 Let (h1), (h2), (h3), and (h4) hold, let l, m ∈ N \ {0}, ε ∈ (0, εl),
(x1, . . . , xl) ∈ Hεl , (y1, . . . , ym) ∈ Kεm, and uˆε ∈Mεx1,...,xl,y1,...,ym. Then (uˆε)δ solves

−∆u+ aε(x)u = |u|p−1u in RN \ (supp(uˆ+ε )δ ∪ supp(uˆ−ε )δ)
u = δ on supp(uˆ+ε )
δ
u = −δ on supp(uˆ−ε )δ.
(3.8)
Moreover, setting dε(x) = dist(x, supp(uˆ
+
ε )
δ ∪ supp(uˆ−ε )δ ∪ supp α−ε ), for all η ∈ (η¯,√
(a∞ − δp−1) ) a constant cη depending on (a∞ − δp−1), η, N exists such that
|(uˆε)δ| ≤ cη δe−ηdε(x) ∀x ∈ RN . (3.9)
Proof In view of Remark 2.16, the functional Iε is coercive and convex on the convex
set
Lε = {u ∈ H1(RN) : |u| ≤ δ, u = δ on supp(uˆ+ε )δ, u = −δ on supp(uˆ−ε )δ}
18
and (uˆε)δ is the only minimizer for the minimization problem min{Iε(u) : u ∈ Lε}.
So, (uˆε)δ satisfies
I ′ε((uˆε)δ)[ν − (uˆε)δ] ≥ 0 ∀ν ∈ Lε. (3.10)
Now, arguing as in [21, 22, 19] we infer from (3.10) that
I ′ε((uˆε)δ)[ϕ] ≥ 0 ∀ϕ ∈ C∞0 (RN \ (supp(uˆ+ε )δ ∪ supp(uˆ−ε )δ)), (3.11)
which means (uˆε)δ is a solution of (3.8). In fact, for all ϕ and for all t ∈ [−1, 1] we
obtain by direct computation
Iε((uˆε)δ + tϕ) ≥ Iε([(uˆε)δ + tϕ]δ)
+I ′ε([(uˆε)δ + tϕ]δ)[(uˆε)δ + tϕ− [(uˆε)δ + tϕ]δ]− cϕt2,
Iε([(uˆε)δ + tϕ]δ) ≥ Iε((uˆε)δ)
+I ′ε((uˆε)δ)[[(uˆε)δ + tϕ]δ − (uˆε)δ]− cϕt2,
where cϕ is a suitable positive constant and
I ′ε([(uˆε)δ + tϕ]δ)[(uˆε)δ + tϕ− [(uˆε)δ + tϕ]δ]
=
∫
RN
[aε(x)−|[(uˆε)δ+ tϕ]δ|p−1][(uˆε)δ+ tϕ]δ[(uˆε)δ+ tϕ− [(uˆε)δ+ tϕ]δ]dx ≥ 0 ∀t ∈ R
because of the choice of δ. Thus, taking into account (3.10) we get
Iε((uˆε)δ + tϕ) ≥ Iε((uˆε)δ)− 2cϕt2
which implies (3.11) (actually, one can prove furthermore that −δ < (uˆε)δ < δ in
R
N \ (supp(uˆ+ε )δ ∪ supp(uˆ−ε )δ)).
In order to prove (3.9), we first observe that v solution of (3.7) and (uˆε)
+
δ are both
solutions of problem

−∆u + aε(x)u = up in RN \ (supp(uˆ+ε )δ ∪ supp(uˆε)−δ )
u = δ on ∂ supp(uˆ+ε )
δ
0 ≤ u ≤ δ in RN \ (supp(uˆ+ε )δ ∪ supp(uˆε)−δ ),
and (uˆε)
+
δ ≤ v on ∂(RN \ (supp(uˆ+ε )δ ∪ supp(uˆε)−δ )). Hence:
0 ≤ (uˆε)+δ ≤ v(x) < Cδe−ηd1,ε(x) ∀x ∈ supp(uˆε)+δ \ supp(uˆ+ε )δ,
that gives (3.9) for (uˆε)
+
δ because d1,ε(x) ≥ dε(x).
Since a quite analogous argument can be done for (uˆε)
−
δ , (3.9) follows.
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q.e.d.
We close this section by a proposition that states the equations the gradient of Iε,
constrained on Sεx1,...,xl,y1,...,ym and evaluated at a minimizer, has to satisfy.
We remark that Sεx1,...,xl,y1,...,ym is not a smooth manifold in H
1(RN ) because the
conditions I ′ε(u)[(u
+)δi ] = 0 and I
′
ε(u)[(u
−)δi ] = 0 give rise to natural but nonsmooth
constraints, nevertheless we can argue on the smooth constraints coming from the
condition on the barycenters.
Proposition 3.5 Let (h1), (h2), and (h3) hold, let be l, m ∈ N\{0}, ε ∈ (0, εl), (x1, . . .
, xl) ∈ Hεl , (y1, . . . , ym) ∈ Kεm, and uˆ ∈ Mεx1,...,xl,y1,...,ym. Then, for all z ∈ {x1, . . . , xl,
y1, . . . , ym}, there exists λz ∈ RN such that
I ′ε(uˆ)[ψ] =
∫
Bρ(z)
(|uˆ|+)δψ(x)(λz · (x− z))dx ∀ψ ∈ H10 (Bρ(z)). (3.12)
Proof First of all we point out that relation (3.12) means that, for all z ∈ {x1, . . . , xl,
y1, . . . , ym}, uˆ is a critical point for Iε constrained on the set Θz = {u ∈ H1(RN) :
u = uˆ in RN \Bρ(z), (|u|+)δ 6= 0 in Bρ(z), βz(u) = 0}.
To prove (3.12) we argue by contradiction and we assume that there exists z ∈
{x1, . . . , xl, y1, . . . , ym} such that uˆ is not a critical point for Iε on Θz. Let us fix
z = xi ∈ {x1, . . . , xl} and set Θ = Θxi. An application of standard deformation
techniques yields the existence of rˆ > 0 and of a continuous map ζ : [0, 1] × Θ → Θ
such that
a) ζ(0, u) = u ∀u ∈ Θ
b) ζ(τ, u) = u ∀τ ∈ [0, 1], ∀u ∈ Θ \Brˆ(uˆ)
c) Iε(ζ(τ, u)) < Iε(u) ∀τ ∈ (0, 1], ∀u ∈ Brˆ(uˆ).
(3.13)
We can also choose rˆ so small that (u+)δ 6≡ 0 in Bρ(xi), ∀u ∈ B¯rˆ(uˆ). Then set
t− = inf{t < 0 : uˆ+ t(uˆ+i )δ ∈ Brˆ(uˆ)}, t+ = sup{t > 0 : uˆ+ t(uˆ+i )δ ∈ Brˆ(uˆ)}.
and remark that t− > −1.
Now, let us consider the continuous curve in Θ defined for t ∈ [t−, t+] by t 7→
ζ(1, uˆ+ t(uˆ+i )
δ). Using (3.13) (b) we deduce that ζ(1, uˆ+ t(uˆ+i )
δ) = uˆ+ t(uˆ+i )
δ for t = t+
and t = t−, so, in view of the fact that 0 is the only critical point (a maximum point)
in (−1,+∞) of Iε(uˆ+ t(uˆ+i )δ), we obtain
I ′ε(ζ(1, uˆ+ t(uˆ
+
i )
δ))[((ζ(1, uˆ+ t(uˆ+i )
δ))+i )
δ]
{
> 0 if t = t−
< 0 if t = t+.
As a consequence, we can assert that tˆ ∈ (t−, t+) exists such that
I ′ε(ζ(1, uˆ+ tˆ(uˆ
+
i )
δ))[((ζ(1, uˆ+ tˆ(uˆ+i )
δ))+i )
δ] = 0.
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Now, by construction,
((ζ(1, uˆ+ tˆ(uˆ+i )
δ))+i )
δ 6= 0
ζ(1, uˆ+ tˆ(uˆ+i )
δ) = uˆ in RN \Bρ(xi), βxi(ζ(1, uˆ+ tˆ(uˆ+i )δ)) = 0;
so ζ(1, uˆ+ tˆ(uˆ+i )
δ) ∈ Sεx1,...,xl,y1,...,ym and, by (c) in (3.13),
Iε(ζ(1, uˆ+ tˆ(uˆ
+
i )
δ)) < Iε(uˆ+ tˆ(uˆ
+
i )
δ) ≤ Iε(uˆ)
which contradicts the minimality of uˆ in Sεx1,...,xl,y1,...,ym.
The same argument works when z = yj ∈ {y1, . . . , ym} completing the proof.
q.e.d.
Corollary 3.6 Let (h1), (h2), and (h3) hold, let be l, m ∈ N \ {0}, (x1, . . . , xl) ∈ Hεl
for ε ∈ (0, εl), (y1, . . . , ym) ∈ Kεm for ε > 0, u¯ ∈ Mε,+x1,...,xl, and u˜ ∈ M
ε,−
y1,...,ym . Then, for
all z ∈ {x1, . . . , xl} there exists λz ∈ RN such that
I ′ε(u¯)[ψ] =
∫
Bρ(z)
(|u¯|+)δψ(x)(λz · (x− z))dx ∀ψ ∈ H10 (Bρ(z)),
and for all z ∈ {y1, . . . , ym}, there exists λz ∈ RN such that
I ′ε(u˜)[ψ] =
∫
Bρ(z)
(|u˜|+)δψ(x)(λz · (x− z))dx ∀ψ ∈ H10 (Bρ(z)).
4 Maximization on the set of minimizers obtained
on varying the (l+m)-tuples
Aim of this section is to show that when the (l+m)-tuples vary on Hεl ×Kεm the supre-
mum of the set of minima µε(x1, . . . , xl, y1, . . . , ym) is, actually, a maximum. We show
also that an analogous result holds for the sets consisting of the minima µε(x1, . . . , xl),
as (x1, . . . , xl) ∈ Hl, and µε(y1, . . . , ym) as (y1, . . . , ym) ∈ Kεm.
For all l, m ∈ N \ {0} we set
µεl,m = supHεl×Kεm
min
Sεx1,...,xl,y1,...,ym
Iε,
moreover we put
µεl,0 = supHεl
min
Sε,+x1,...,xl
Iε ; µ
ε
0,m = supKεm
min
Sε,−y1,...,ym
Iε.
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Lemma 4.1 The relation
µ∞ := sup
x∈RN
min
S∞,+x
I∞ = sup
y∈RN
min
S∞,−y
I∞ = m∞ (4.1)
holds and, for all z ∈ RN ,
M∞,+z := {u ∈ S∞,+z : I∞(u) = m∞} = {w(· − z)} , (4.2)
M∞,−z := {u ∈ S∞,−z : I∞(u) = m∞} = {−w(· − z)} . (4.3)
Proof First of all we observe that, by the Z2-symmetry of I∞, the set M∞,−z consists
just of functions −u with u ∈ M∞,+z . We point out, also, that the same argument of
Proposition 3.1 holds when one works with the functional I∞ on the set S∞,+z , so we
can assert that M∞,+z 6= ∅, M∞,−z 6= ∅.
By the invariance of RN and I∞ under the action of the translations group, it is
easily understood that µ∞ = minS∞,+z I∞ for all z ∈ RN . Thus, to prove (4.1), we just
show that m∞ = µ∞(0) := minS∞,+0 I∞.
Clearly, w ∈ S∞,+0 hence
µ∞(0) ≤ I∞(w) = m∞. (4.4)
To show the reverse inequality let consider u ∈ M∞,+0 , in view of Lemma 2.10 and
Remark 2.17, 1 is the only maximum point in (0,+∞) of I∞u (t) := I∞(uδ + t(u+)δ).
Moreover, limt→+∞ I∞u (t) = −∞, so tˆ > 1 exists so that I∞u (tˆ) = I∞(uδ+ tˆ(u+)δ) < 0.
Now, defining γ : [0, 1]→ H1(RN) as
γ(t) =
{
2tuδ t ∈ [0, 1/2]
uδ + 2(t− (1/2))tˆ(u+)δ t ∈ [1/2, 1],
γ turns out to belong to the family Γ defined in (2.3) and, taking into account Remark
2.16 and (2.2), we obtain
µ∞(0) = I∞(u) = maxt∈[0,1]I∞(γ(t)) ≥ minγ∈Γmaxt∈[0,1] I∞(γ(t)) = m∞, (4.5)
that, together with (4.4), gives (4.1). The relation (4.2) and, then (4.3), is consequence
of Lemma 2.1.
q.e.d.
Lemma 4.2 Let (h1), (h2), (h3) hold, let l, m ∈ N and ε ∈ (0, εl). Then the function
µε is upper semi-continuous on Hεl , Kεm and Hεl ×Kεm.
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Proof We show that µε is upper semi-continuous on Hεl ; the proof of the upper semi-
continuity on Kεm and on Hεl ×Kεm can be obtained exactly by the same argument.
Let (x¯1, . . . , x¯l) ∈ Hεl be fixed, let be u¯ = u¯δ +
∑l
i=1(u¯
+
i )
δ ∈ Mε,+x¯1,...,x¯l. and ((xn1 , . . . ,
xnl ))n ∈ Hεl any sequence such that (xn1 , . . . , xnl ) → (x¯1, . . . , x¯l), as n → ∞. Let us
consider
un = (un)δ +
l∑
i=1
θε,+i (un)(u¯
+
n )
δ
i
where
(u¯+n )
δ
i = (u¯
+
i )
δ(x+ x¯i − xni ) for i ∈ {1, . . . , l}
and (un)δ is the unique function realizing
min{Iε(u) : u ∈ H1(RN), |u| ≤ δ, u = δ on supp(u+n )δ}.
Then un ∈ Sε,+x1,...,xl, un → u¯ in H1(RN) and we get
lim sup
n→∞
µε(xn1 , . . . , x
n
l ) ≤ lim sup
n→∞
Iε(un) = Iε(u¯) = µ
ε(x¯1, . . . , x¯l),
as desired.
q.e.d.
Lemma 4.3 Let (h1), (h2), (h3), and (h4) hold. Then, for all l ∈ N \ {0} and for all
ε ∈ (0, εl), there exists (x¯1,ε, . . . , x¯l,ε) ∈ Hεl such that
µε(x¯1,ε, . . . , x¯l,ε) = µ
ε
l,0. (4.6)
Moreover, for all neighborood N˜ of ∂A∪ ∂B such that N0 ⊂⊂ N˜ ⊂ N and infN˜ b > 0,
the relation
lim
ε→0
min
i∈{1,...,l}
dist(x¯i,ε, N˜/ε) =∞ (4.7)
holds.
Proof Relation (4.6) is a straight consequence of the compactness of Hεl and of the
upper semi-continuity of µε on it.
The proof of (4.7) is carried out in two steps: first we consider l = 1, then l > 1.
Step 1: l=1. We start showing that
lim inf
ε→0
µε1,0 ≥ m∞. (4.8)
Let us consider x¯ ∈ B \ (A ∪ N¯ ) and functions uε ∈ Mε,+x¯/ε , u˜ε = (uε)δ + θ+∞(uε)(u+ε )δ.
We have
µε1,0 ≥ Iε(uε) ≥ Iε(u˜ε) = I∞(u˜ε) +
1
2
∫
RN
αε(x)u˜
2
εdx ≥ m∞ +
1
2
∫
RN
αε(x)u˜
2
εdx, (4.9)
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which gives (4.8) if ∣∣∣∣
∫
RN
αε(x)u˜
2
εdx
∣∣∣∣ = o(1) (4.10)
holds true.
Now, fixing arbitrarily ζ > 0 real numbers R > 0 and ε > 0 can be found such that
|a(x)− a∞| < ζ ∀x ∈ RN \BR(0) and u˜2ε < ζ/|a− a∞|L1(BR(0)) in BR(0). Then, taking
into account Lemma 3.4, we get∣∣∣∣
∫
RN
αε(x)u˜
2
εdx
∣∣∣∣ ≤
∫
RN
|a(x)− a∞|u˜2εdx+
∫
RN
|b(εx)|u˜2εdx
≤
∫
RN\BR(0)
|a(x)− a∞|u˜2εdx+
∫
BR(0)
|a(x)− a∞|u˜2εdx
+
∫
N/ε
|b(εx)|u˜2εdx
≤ ζ |u˜ε|22 + ζ +maxN |b|
|N |
εN
(c e−η˜ dist(x¯,N )/ε),
where η˜ ∈ (η¯,√(a∞ − δp−1)). Hence, (4.10) follows once |u˜ε|2 < C for all ε > 0 is
proved. In order to do this we set w˜x¯/ε = (wx¯/ε)δ + θ
+
ε (wx¯/ε)(w
+
x¯/ε)
δ and, reminding
that, by Lemma 2.18, θ+ε (wx¯/ε) is bounded uniformly with respect to ε, we get
Iε(uε) = min
Sε,+
x¯/ε
Iε ≤ Iε(w˜x¯/ε) ≤ c I∞(wx¯/ε) = c m∞.
Moreover,∫
RN
α−ε (x)u˜
2
εdx =
∫
Bdist(x¯,N )/2ε(x¯/ε)
α−ε (x)u˜
2
εdx+
∫
RN\Bdist(x¯,N )/2ε(x¯/ε)
α−ε (x)u˜
2
εdx
which, by (h1) and the asymptotic decay of uε and of u˜ε, yields
lim inf
ε→0
∫
RN
αε(x)u˜
2
εdx ≥ 0.
Therefore, using (4.9), (2.11), and observing that, in view of Remark 2.17, relations
analogous to (2.10)(a) and (2.13) hold, we infer
C > J∞((u˜+ε )
δ) = max
t>0
J∞(t(u˜+ε )
δ)
= max
t>0
J∞
(
t
(u˜+ε )
δ
|(u˜+ε )δ|p+1
)
≥ J∞
(
(u˜+ε )
δ
|(u˜+ε )δ|p+1
)
≥ c1 ‖(u˜
+
ε )
δ‖2
|(u˜+ε )δ|2p+1
− c2 ∀ε > 0, (4.11)
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from which ‖(u˜+ε )δ‖ ≤ c|(u˜+ε )δ|p+1 follows. Now, if ‖(u˜+ε )δ‖ where unbounded, we could
deduce the existence of a sequence of positive numbers (εn)n, εn → 0 such that
J∞((u˜+εn)
δ) ≤ c˜1‖(u˜+εn)δ‖2 − c˜2|(u˜+εn)δ|p+1p+1 + c˜3
n→∞−→ −∞
contradicting (2.10)(b). So, ‖(u˜+ε )δ‖ ≤ c for all ε > 0 and, using again the asymptotic
decay of u˜ε we get the boundedness of |u˜ε|2 and (4.10).
We are now in position to prove (4.7). We argue by contradiction and we assume
the existence of a number r¯ ≥ 0 and of sequences (εn)n, (xεn)n such that 0 < εn n→∞−→ 0,
xεn ∈ Hεn1 , µεn(xεn) = µεn1,0 and limn→∞ dist(xεn , N˜/εn) = r¯.
Setting w˜xεn = (wxεn )δ + θ
+
εn(wxεn )(w
+
xεn
)δ, in view of Lemma 4.1, we infer M∞,+xεn ={wxεn} so
µεn1,0 = µ
εn(xεn) ≤ Iεn(w˜xεn ) = I∞(w˜xεn ) +
1
2
∫
RN
αεn(x)w˜
2
xεn
dx
≤ I∞(wxεn ) +
1
2
∫
RN
αεn(x)w˜
2
xεn
dx = m∞ +
1
2
∫
RN
αεn(x)w˜
2
xεn
dx. (4.12)
Now, setting ν := infN˜ b > 0, it is not difficult to see that C¯ := lim infn→∞meas{x ∈
BR¯(xεn) : α
−
εn(x) > ν/2} > 0, where R¯ = max{ρ, 2r¯}, furthermore assumption (h1)
implies limn→∞ supBR(xεn ) α
+
εn = 0, ∀R > 0, so∫
RN
αεn(x)w˜
2
xεn
dx =
∫
RN\BR¯(xεn )
αεn(x)w˜
2
xεn
dx+
∫
BR¯(xεn )
αεn(x)w˜
2
xεn
dx
≤
∫
RN\BR¯(xεn )
α+εn(x)w˜
2
xεn
dx+
∫
BR¯(xεn )
(α+εn(x)− α−εn(x))w˜2xεndx
≤ −ν
2
C¯ inf
BR¯(0)
w2 + o(1) (4.13)
that inserted in (4.12) gives µεn1,0 ≤ m∞−c+o(1) bringing to a contradiction with (4.8).
Step 2: l > 1. We claim that
µεl,0 ≥ µεl−1,0 +m∞ + o(1). (4.14)
Actually, once proved the above inequality, it is not difficult to prove (4.7) arguing
by contradiction. Indeed, let us assume that a number r¯ ≥ 0 and sequences εn and
(x¯1,εn, . . . , x¯l,εn) ∈ Hεnl exist so that 0 < εn → 0, µεn(x¯1,εn , . . . , x¯l,εn) = µεnl,0 and,
for some i ∈ {1, . . . , l}, limn→∞ dist(x¯i,εn, N˜/εn) = r¯. Assuming without any loss of
generality i = 1, we choose zεn ∈ Mεn,+x¯1,εn , sεn ∈ Mεn,+x¯2,εn ,...,x¯l,εn and we observe that
zεn ∨ sεn ∈ Sεn,+x¯1,εn ,...,x¯l,εn , Iεn(zεn ∧ sεn) > 0, because |zεn ∧ sεn| ≤ δ. Moreover, the same
argument displayed to prove (4.13) gives
Iεn(zεn) ≤ m∞ − c+ o(1).
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Therefore, we obtain
µεnl,0 ≤ Iεn(zεn ∨ sεn) = Iεn(zεn) + Iεn(sεn)− Iεn(zεn ∧ sεn)
≤ Iεn(zεn) + Iεn(sεn) ≤ m∞ − c+ o(1) + µεn(x¯2,εn , . . . , x¯l,εn)
≤ µεnl−1,0 +m∞ − c+ o(1),
that contradicts (4.14).
Let us now prove the claim. Let (x¯1,ε, . . . , x¯l−1,ε) ∈ Hεl−1 be such that µε(x¯1,ε, . . . ,
x¯l−1,ε) = µεl−1,0. Passing eventually to a sequence, we can assume εx¯i,ε → ξi ∈ B¯ \ A,
for all i ∈ {1, . . . , l − 1} and we consider vε ∈ Mε,+x¯1,ε,...,x¯l−1,ε,ξ¯/ε, with ξ¯ ∈ B \ N¯ such
that ξ¯ 6= ξi ∀i ∈ {1, . . . , l − 1}. The function vε can be written as
vε = (vε)δ +
l−1∑
i=1
((vε)
+
i )
δ + ((vε)
+
l )
δ,
((vε)
+
l )
δ denoting the part of vε emerging around ξ¯/ε, and
βx¯i,ε(vε) = 0 , supp((vε)
+
i )
δ ⊂ Bρ(x¯i,ε), ∀i ∈ {1, . . . , l − 1} ;
βξ¯/ε(vε) = 0 , supp((vε)
+
l )
δ ⊂ Bρ(ξ¯/ε).
Set, now, vˆε(x) = χε(x)vε(x), where χε ∈ C∞(RN , [0, 1]), χε(x) = χ((ε/R)
∣∣x− ξ¯/ε∣∣),
being R > 0 so that BR(ξ¯) ⊂ B \ N¯ and χ ∈ C∞([0,+∞), [0, 1]) such that χ(t) = 1
∀t ∈ [0, 1/4] ∪ [1,+∞), χ(t) = 0 ∀t ∈ [1/2, 3/4].
Let us evaluate Iε(vˆε). Taking into account the asymptotic behaviour stated in
(3.9) and setting Dε = BR/ε(ξ¯/ε) \BR/4ε(ξ¯/ε), we obtain
Iε(vˆε) = Iε(χεvε)
≤ Iε(vε) + 1
2
∫
Dε
[
|∇χε|2 − 1
2
∆χ2ε
]
v2ε +
1
p+ 1
∫
Dε
(1− χp+1ε )(vε)p+1
≤ µεl,0 + o(1). (4.15)
On the other hand we can write vˆε(x) = vˆ
I
ε(x) + vˆ
II
ε (x) with vˆ
I
ε ∈ Sε,+ξ¯/ε , vIIε ∈
Sε,+x¯1,ε,...,x¯l−1,ε, supp v
I
ε ∩ supp vIIε = ∅ and
Iε(vˆε) = Iε(vˆ
I
ε + vˆ
II
ε ) = Iε(vˆ
I
ε) + Iε(vˆ
II
ε )
≥ µε(ξ¯/ε) + µε(x¯1,ε, . . . , x¯l−1,ε)
≥ m∞ + o(1) + µεl−1,0 (4.16)
where the last inequality follows arguing as for proving (4.9) and (4.10).
Combining (4.16) and (4.15) we get (4.14).
q.e.d.
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Remark 4.4 It is worth pointing out that, arguing as before for proving (4.14), for
all m ∈ N the relation
µεnl,m ≥ µεnl−1,m +m∞ + o(1), (4.17)
can be obtained.
Proposition 4.5 Let (h1),–,(h4) hold, let be l, m ∈ N, m ≥ 1, and ε ∈ (0, εl), then
µεl,m > µ
ε
l,m−1 +m∞. (4.18)
Moreover, (x˜1,ε, . . . , x˜l,ε) ∈ Hεl , (y˜1,ε, . . . , y˜m,ε) ∈ Kεm exist such that
µεl,m = µ
ε(x˜1,ε, . . . , x˜l,ε, y˜1,ε, . . . , y˜m,ε). (4.19)
Proof When l = 0 the statement is nothing but Proposition 4.4 in [12]. So we assume
l ≥ 1.
The proof is carried out by an inductive argument on m.
Step 1: m=1. Let (x¯1, . . . , x¯l) ∈ Hεl be such that µε(x¯1, . . . , x¯l) = µεl,0 and let
yn = σnτ be a sequence in R
N , with τ ∈ RN , |τ | = 1, σn ∈ R, and σn n→∞−→ +∞. Let
us define
Σn =
{
x ∈ RN : σn
2
− 1 < (x · τ) < σn
2
+ 1
}
and consider un ∈Mεx¯1,...,x¯l,yn where n is so large that yn ∈ Kε1. We can write un as
un(x) = (un)δ(x) +
l∑
i=1
((un)
+
i )
δ(x)− (u−n )δ(x)
where ((un)
+
i )
δ are the positively emerging parts around x¯i, i ∈ {1, . . . , l}, of un, and
(u−n )
δ is the negatively emerging part around yn. Clearly, for large n,
l⋃
i=1
Bρ(x¯i) ⊂ {x ∈ RN : (x · τ) < σn/2− 1}
Bρ(yn) ⊂ {x ∈ RN : (x · τ) > σn/2 + 1}.
Set now vn(x) = χ˜n(x)un(x), with
χ˜n(x) = χ˜
(∣∣(x · τ)− σn
2
∣∣) , where χ˜ ∈ C∞(R+, [0, 1]) is such that
χ˜(t) = 0 if t ≤ 1/2, χ˜(t) = 1 if t ≥ 1. (4.20)
Arguing as in (4.15), we infer
Iε(vn) = Iε(χ˜n(x)un(x))
≤ µεl,1 + c1
∫
Σn
[(un)δ]
2dx+ c2
∫
Σn
[(un)δ]
p+1dx
≤ µεl,1 + o(e−η¯σn), (4.21)
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where last inequality follows from (3.9), taking into account that, being suppα−ε
bounded, dist(suppα−ε ,Σn) ≥ σn2 − c.
On the other hand,
vn = v
I
n + v
II
n
with vIn ∈ Sε,+x¯1,...,x¯l defined by
vIn(x) =
{
0 if (x · τ) ≥ σn
2
− 1
2∑l
i=1((un)
+
i )
δ(x) + χ˜n(x)(un)δ(x) if (x · τ) < σn2 − 12
and vIIn ∈ Sε,−yn defined by
vIIn (x) =
{
0 if (x · τ) ≤ σn
2
+ 1
2−(u−n )δ(x) + χ˜n(x)(un)δ(x) if (x · τ) > σn2 + 12 .
The choice of (x¯1, . . . , x¯l) and of v
I
n implies
Iε(v
I
n) ≥ µε(x¯1, . . . , x¯l) = µεl,0. (4.22)
Considering v˜n ∈ S∞,−yn defined by
v˜n = (v
II
n )δ − θ−∞(vIIn )(u−n )δ (4.23)
we deduce, using (4.2),
Iε(v˜n) = I∞(v˜n) +
1
2
∫
RN
αε(x)v˜
2
ndx
≥ m∞ + 1
2
[∫
Bρ(yn)
αε(x)v˜
2
ndx− sup
suppα−ε
v˜2n
(∫
suppα−ε
|αε(x)|dx
)]
and, since for large n suppα−ε ⊂ {x ∈ RN : (x · ν) ≤ σn/2− 1}, we obtain
Iε(v
II
n ) ≥ Iε(v˜n) ≥ m∞ +
1
2
∫
Bρ(yn)
αε(x)v˜
2
ndx. (4.24)
Therefore, combining (4.21), (4.22) and (4.24), we infer
µεl,1 ≥ Iε(vn)− o(e−η¯σn)
≥ µεl,0 +m∞ +
1
2
∫
Bρ(yn)
αε(x)v˜
2
ndx− o(e−η¯σn),
that gives (4.18), thanks to the assumption (h4) of slow asymptotic decay of αε.
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To prove (4.19), we just need to show that a sequence (xn1 , . . . , x
n
l , y¯
n) such that
lim
n→∞
µε(xn1 , . . . , x
n
l , y¯
n) = µεl,1
is bounded. Then (4.19) follows by the upper semi-continuity of µε on Hεl ×Kε1.
If (xn1 , . . . , x
n
l , y¯
n) is not bounded, then |y¯n| n→∞−→ ∞ must be true. Setting
wn(x) = (wy¯n)δ + θ
+
ε (wy¯n)(w
+
y¯n)
δ, (4.25)
−wn turns out to be negatively emerging around y¯n and
Iε(−wn) = Iε(wn) = I∞(wn) + 1
2
∫
RN
αε(x)w
2
ndx
≤ I∞(w) + 1
2
∫
RN
|αε(x)w2n|dx
and, since αε
|x| → ∞−→ 0 and |y¯n| n→∞−→ ∞, writing∫
RN
|αε(x)w2n(x)|dx =
∫
RN\Br˜(0)
|αε(x)w2n(x)|dx+
∫
Br˜(0)
|αε(x)w2n(x)|dx
for r˜ > 0, we easily obtain
lim
n→∞
∫
RN
|αε(x)w2n(x)|dx = 0.
Therefore
Iε(−wn) ≤ m∞ + o(1). (4.26)
Now, let sn = (sn)δ +
∑l
i=1(s
+
n )
δ
i ∈ Mε,+xn1 ,...,xnl , and set zn = (zn)δ +
∑l
i=1(s
+
n )
δ
i − (w+n )δ
with (zn)δ = ξn(x)(sn)δ − ξˆn(x)(wy¯n)δ, where ξn, ξˆn ∈ C∞(RN , [0, 1]) are the cut-off
functions
ξn(x) = χ˜
(
2
|y¯n| |x− y¯n|
)
, ξˆn(x) = 1− χ˜
(
2
|y¯n| |x− y¯n|
)
and χ˜ is defined as in (4.20).
A direct computation shows that
Iε(zn) = Iε((zn)δ) +
l∑
i=1
Jε(s
+
n )
δ
i + Jε((w
+
n )
δ)
= Iε((zn)δ) + Iε(sn)− Iε((sn)δ) + Iε(−wn)− Iε((−wn)δ) (4.27)
and that, arguing as in (4.15) and using (2.1) and (3.9),
Iε((zn)δ)− Iε((sn)δ)− Iε((−wn)δ) = o(1). (4.28)
29
Thus, combining (4.26), (4.27), (4.28) and taking into account Iε(sn) ≤ µεl,0, we get
Iε(zn) ≤ µεl,0 +m∞ + o(1). (4.29)
On the other hand, fixing un ∈Mεxn1 ,...,xnl ,y¯n and considering zn ∈ Sεxn1 ,...,xεl ,y¯n, we have
µε(xn1 , . . . , x
ε
l , y¯
n) = Iε(un) ≤ Iε(zn). (4.30)
Hence, combining (4.29) and (4.30) and letting n−→∞, we obtain
µεl,1 ≤ µεl +m∞
that contradicts (4.18) and allows us to conclude that ((xn1 , . . . , x
n
l , y¯
n))n is bounded.
Step 2: m > 1. Assume now that (4.18) and (4.19) hold true for m − 1 and let
us prove them for m.
Let (x˜1,ε, . . . , x˜l,ε, y˜1,ε, . . . , y˜m−1,ε) be such that
µεl,m−1 = µ
ε(x˜1,ε, . . . , x˜l,ε, y˜1,ε, . . . , y˜m−1,ε) (4.31)
and let yn = σnτ and Σn be defined as in Step 1. Let us consider a function un ∈
Mεx˜1,ε,...,x˜l,ε,y˜1,ε,...,y˜m−1,ε,yn and observe that it can be written as
un = (un)δ +
l∑
i=1
(u+n )
δ
i −
m−1∑
j=1
(u−n )
δ
j − (uˆ−n )δ
where (uˆ−n )
δ is the part of un negatively emerging around yn. Notice that for large n
we have (∪li=1Bρ(x˜i,ε))⋃(∪m−1j=1 Bρ(y˜j,ε)) ⊂ {x ∈ RN : (x · τ) < (σn/2)− 1}
Bρ(yn) ⊂ {x ∈ RN : (x · τ) > (σn/2) + 1}.
Now we argue as for proving (4.21): we set vn(x) = χ˜n(x)un(x), χ˜n being as in (4.20),
and we show that
Iε(vn) ≤ µεl,m + o(e−η¯σn). (4.32)
On the other hand, we write vn = v
I
n + v
II
n with
vIn ∈ Sεx˜1,ε,...,x˜l,ε,y˜1,ε,...,y˜m−1,ε , vIIn ∈ Sε,−yn (4.33)
defined by
vIn(x) =
{
0 if (x · τ) ≥ σn
2
− 1
2
χ˜n(x)(un)δ(x) +
∑l
i=1(u
+
n )
δ
i (x)−
∑m−1
j=1 (u
−
n )
δ
j(x) if (x · τ) < σn2 − 12 ,
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vIIn (x) =
{
0 if (x · τ) ≤ σn
2
+ 1
2−(uˆ−n )δ(x) + χ˜n(x)(un)δ(x) if (x · τ) > σn2 + 12 .
Now, by (4.33) and (4.31)
Iε(v
I
n) ≥ µε(x˜1,ε, . . . , x˜l,ε, y˜1,ε, . . . , y˜m−1,ε) = µεl,m−1 (4.34)
follows, moreover defining v˜n as in (4.23), working as for proving (4.24), we deduce
Iε(v
II
n ) ≥ m∞ +
1
2
∫
Bρ(yn)
αε(x)(v˜n(x))
2dx. (4.35)
Hence, combining (4.32), (4.34) and (4.35) we get
µεl,m ≥ Iε(vn)− o(e−η¯σn)
≥ µεl,m−1 +m∞ +
1
2
∫
Bρ(yn)
αε(x)(v˜n(x))
2dx− o(e−η¯σn),
that, in view of (h4), implies (4.18).
In order to prove (4.19), we consider a sequence (xn1 , . . . , x
n
l , y
n
1 , . . . , y
n
m), such that
lim
n→∞
µε(xn1 , . . . , x
n
l , y
n
1 , . . . , y
n
m) = µ
ε
l,m (4.36)
and we show it is bounded, this done then (4.19) follows by the upper semi-continuity
of µε. Arguing by contradiction, we can assume without any loss of generality that, up
to a subsequence, there exists t ∈ {1, . . . , m} such that |yni | n→∞−→ ∞ for i ∈ {t, . . . , m}
and (yni )n is bounded otherwise. For all i ∈ {t, . . . , m} we consider win defined as in
(4.25), with yni instead of y¯
n, so, arguing as for proving (4.26), we obtain
Iε(−win) = Iε(win) ≤ m∞ + o(1). (4.37)
Now, let us choose sn ∈Mεxn1 ,...,xnl ,yn1 ,...,ynt−1, sn ∈M
ε,+
xn1 ,...,x
n
l
if t = 1, be:
sn = (sn)δ +
l∑
i=1
(s+n )
δ
i −
t−1∑
j=1
(s−n )
δ
j ,
and let us consider
zn = (zn)δ +
l∑
i=1
(s+n )
δ
i −
t−1∑
j=1
(s−n )
δ
j − ((wtn ∨ . . . ∨ wmn )+)δ
where
(zn)δ(x) =
[
1− χ˜
(
2
dn
|x|
)]
(sn(x))δ − χ˜
(
2
dn
|x|
)
((wtn ∨ . . . ∨ wmn )(x))δ,
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with χ˜ defined as in (4.20) and dn = min{|yni | : i ∈ {t, . . . , m}}.
Since |wi1n ∧ wi2n | < δ, considering Remark 2.16 and using (4.37), we get
Iε(−(wtn ∨ . . . ∨ wmn )) = Iε(wtn) + Iε(wt+1n ∨ . . . ∨ wmn )− Iε(wt ∧ (wt+1n ∨ . . . ∨ wmn ))
< Iε(w
t
n) + Iε(w
t+1
n ∨ . . . ∨ wmn ).
Now, arguing analogously, we have
Iε(w
t+1
n ∨ . . . ∨ wmn ) < Iε(wt+1n ) + Iε(wt+2n ∨ . . . ∨ wmn );
so, repeating m− t+ 1 times the same kind of computation, we get
Iε(−(wtn ∨ . . . ∨ wmn )) <
m∑
i=t
Iε(w
i
n) ≤ (m− t + 1) m∞ + o(1).
Therefore, arguments analogous to those developed in (4.27),–, (4.29) bring to
Iε(zn) = Iε(sn) + Iε(−(wtn ∨ . . . ∨ wmn ))
+Iε((zn)δ)− Iε((sn)δ)− Iε(−(wtn ∨ . . . ∨ wmn )δ)
≤ µεl,t−1 + (m− t+ 1)m∞ + o(1). (4.38)
On the other hand, being zn ∈ Sεxn1 ,...,xnl ,yn1 ,...,ynm
µε(xn1 , . . . , x
n
l , y
n
1 , . . . , y
n
m) ≤ Iε(zn),
holds true, so, letting n→∞ in the above inequality, and using (4.36) and (4.38), we
obtain
µεl,m ≤ µεl,t−1 + (m− t + 1)m∞,
which contradicts (4.18) completing the proof.
q.e.d.
5 Behaviour of max-min functions as ε→ 0
The functions realizing the max min values of Iε are expected to be solutions of (Pε);
a basic ingredient for the attainment of this conclusion turns out to be the study,
to which this section is devoted, of some asymptotic properties of these functions as
ε → 0. The results of Proposition 5.1 and 5.3 respectively, allow to assert that the
distances between the points around which these functions emerge and the boundary of
A and B increase going to infinity, as ε→ 0, and that, also, the interdistances between
the same points become larger and larger as ε→ 0. In Proposition 5.5 we analyze the
asymptotic shape of the emerging parts of these “candidate solutions” and we conclude
they approach more and more, as ε→ 0, the ground state solution of (P∞).
In what follows we denote by ul,m,ε a function in M
ε
x˜1,ε,...,x˜l,ε,y˜1,ε,...,y˜m,ε
.
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Proposition 5.1 Let (h1),–,(h4) hold and let N˜ be as in Lemma 4.3. Let be l ∈
N, m ∈ N \ {0}, ε ∈ (0, εl), and let (x˜1,ε, . . . , x˜l,ε, y˜1,ε, . . . , y˜m,ε) be a (l+m)-tuple for
which µεl,m = µ
ε(x˜1,ε, . . . , x˜l,ε, y˜1,ε, . . . , y˜m,ε) holds. Then, for all r > 0 an εr ∈ (0, εl)
exists such that for all ε ∈ (0, εr) and for all m ∈ N \ {0}
min{dist(y˜i,ε, N˜/ε) : i ∈ {1, . . . , m}} > r, (5.1)
min{dist(x˜i,ε, N˜/ε) : i ∈ {1, . . . , l}} > r. (5.2)
Proof We argue by contradiction and we assume that there exist r¯ ≥ 0, and sequences
(εn)n, 0 < εn
n→∞−→ 0, (mn)n in N \ {0}, (x˜1,εn , . . . , x˜l,εn, y˜1,εn, . . . , y˜mn,εn) ∈ Hεnl ×Kεnmn ,
with µεn(x˜1,εn, . . . , x˜l,εn, y˜1,εn, . . . , y˜mn,εn) = µ
εn
l,mn
, such that either (5.1), or (5.2), does
not hold.
Without any loss of generality we can suppose that the relation not true is (5.1),
and that
dist(y˜1,εn, N˜/ε) ≤ r¯ ∀n ∈ N.
Now, let us choose zn ∈ Mεn,−y˜1,εn , sn ∈ Mεnx˜1,εn ,...,x˜l,εn ,y˜2,εn ,...,y˜mn,εn , a neighborhood Nˆ of
∂B, with Nˆ ⊂⊂ N0, and a cut-off function
χˆ ∈ C∞(RN , [0, 1]) such that χˆ|B\Nˆ ≡ 1, χˆ|RN\(B∪Nˆ) ≡ 0.
and define the function vn ∈ Sεnx˜1,εn ,...,x˜l,εn ,y˜1,εn ,...,y˜mn,εnas vn = χˆ(εnx)sn+(1−χˆ(εnx))(zn∧
sn). The arguments used in (4.12) and (4.13) show that Iεn(zn) ≤ m∞−c+o(1). Hence,
taking into account Lemma 3.4 and the coercivity of Iεn on Cδ , we get
µεnl,mn ≤ Iεn(vn)
=
∫
(B\Nˆ )/εn
[
1
2
(|∇sn|2 + aεn(x)s2n)−
1
p + 1
|sn|p+1
]
dx
+
∫
Nˆ/εn
[
1
2
(|∇vn|2 + aεn(x)v2n)−
1
p+ 1
|vn|p+1
]
dx
+
∫
RN\(B∪Nˆ )/εn
[
1
2
(|∇(zn ∧ sn)|2 + aεn(x)(zn ∧ sn)2)−
1
p+ 1
|zn ∧ sn|p+1
]
dx
= Iεn(sn) + Iεn(zn)− Iεn((1− χˆ(εnx))(sn ∨ zn)) + o(1)
≤ µεnl,mn−1 +m∞ − c+ o(1), (5.3)
which contradicts (4.18).
If the relation not true were (5.2), we could argue in a similar way, by using (4.17)
q.e.d.
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Remark 5.2 Since the conclusion of Proposition 5.1 holds when N˜ ⊂ N is any neigh-
borood of ∂A ∪ ∂B, such that infN˜ b > 0, and (h1) holds, we can assert that ∀R > 0
lim
ε→0
sup
BR(x˜i,ε)
|αε| = lim
ε→0
sup
BR(y˜j,ε)
|αε| = 0 ∀i ∈ {1, . . . , l}, ∀j ∈ {1, . . . , m},
and that the above limits are uniform with respect to m ∈ N.
Proposition 5.3 Let assumptions of Proposition 5.1 hold. Let l, m, εr, (x˜1,ε, . . . , x˜l,ε,
y˜1,ε, . . . , y˜m,ε) be as in Proposition 5.1. Then, for all r > 0, ε¯r ∈ (0, εr) exists such that
for all ε ∈ (0, ε¯r) and for all m ∈ N \ {0}
min{|y˜i,ε − y˜j,ε| : i, j ∈ {1, . . . , m}, i 6= j} > r. (5.4)
Moreover, when l ≥ 1, relation
min{|x˜i,ε − y˜j,ε| : i ∈ {1, . . . , l}, j ∈ {1, . . . , m}} > r, (5.5)
holds, and, when l ≥ 2, also
min{|x˜i,ε − x˜j,ε| : i, j ∈ {1, . . . , l}, i 6= j} > r (5.6)
is true.
Proof We prove (5.4) by contradiction, hence we assume it false. Then, a real number
r¯ ≥ 3ρ and sequences (εn)n, εn ∈ R, (mn)n in N, (x˜1,εn , . . . , x˜l,εn, y˜1,εn, . . . , y˜mn,εn) ∈
Hεnl ×Kεnmn exist such that 0 < εn
n→∞−→ 0, µεn(x˜1,εn , . . . , x˜l,εn, y˜1,εn, . . . , y˜mn,εn) = µεnl,mn
and
min{|y˜i,εn − y˜j,εn| : i, j ∈ {1, . . . , mn}, i 6= j} ≤ r¯ ∀n ∈ N.
Without any loss of generality we can assume that
|y˜1,εn − y˜2,εn| ≤ r¯ ∀n ∈ N. (5.7)
We claim that from (5.7) relation
lim sup
n→∞
|µεn(x˜1,εn, . . . , x˜l,εn, y˜1,εn, y˜2,εn . . . , y˜mn,εn)
−µεn(x˜1,εn, . . . , x˜l,εn, y˜2,εn, . . . , y˜mn,εn)| < m∞ (5.8)
follows. Actually, once the claim is proved, we are done, because µεn(x˜1,εn , . . . , x˜l,εn,
y˜1,εn, y˜2,εn, . . . , y˜mn,εn) = µ
εn
l,mn
and µεn(x˜1,εn , . . . , x˜l,εn, y˜2,εn . . . , y˜mn,εn) ≤ µεnl,mn−1, so,
for large n, (5.8) contradicts (4.18).
Let us consider the functions v¯n(x) = χˆ(εnx)u¯n(x) + (1 − χˆ(εnx))(u¯n ∧ w˜y˜1,εn )(x),
where u¯n ∈ Mεn(x˜1,εn, . . . , x˜l,εn, y˜2,εn, . . . , y˜mn,εn), w˜y˜1,εn = (−wy˜1,εn )δ − θ−εn(−wy˜1,εn )
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(w+y˜1,εn )
δ ∈ Sεn,−y˜1,εn , and the cut off χˆ, and the related set Nˆ , are defined as in Proposition
5.1.
Since v¯n ∈ Sεnx˜1,εn ,...,x˜l,εn ,y˜1,εn ...,y˜mn,εn , arguing as in (5.3), we get
µεn(x˜1,εn, . . . , x˜l,εn, y˜1,εn, y˜2,εn, . . . , y˜mn,εn) ≤ Iεn(v¯n)
= Iεn(w˜y˜1,εn ) + Iεn(u¯n)− Iεn((1− χˆ(εnx))(u¯n ∨ w˜y˜1,εn )) + o(1),
from which
µεn(x˜1,εn, . . . , x˜l,εn, y˜1,εn, y˜2,εn, . . . , y˜mn,εn)− µεn(x˜1,εn , . . . , x˜l,εn, y˜2,εn, . . . , y˜mn,εn)
≤ Iεn(w˜y˜1,εn )− Iεn((1− χˆ(εnx))(u¯n ∨ w˜x˜1,εn )) + o(1). (5.9)
Now, let us show that
Iεn(w˜y˜1,εn ) ≤ m∞ + o(1). (5.10)
Indeed, by Lemma 4.1, I∞(w˜y˜1,εn ) ≤ m∞, and, by Lemma 2.18, {θ−εn(−wy˜1,εn ) : n ∈ N}
is bounded, thus
Iεn(w˜y˜1,εn ) = I∞(w˜y˜1,εn ) +
1
2
∫
RN
αεn(x)w˜
2
y˜1,εn
dx
≤ m∞ + c
∫
RN
|αεn(x)|w2x˜1,εndx (5.11)
holds. Moreover, fixing arbitrarily a real number ζ > 0, a real number Rζ > 0 and
a natural nζ can be found so that |wy˜1,εn |L2∗ (RN\BRζ (y˜1,εn )) < ζ and, by Remark 5.2,
|αεn|L∞(BRζ (y˜1,εn )) < ζ for all n > nζ , so∫
RN
|αεn(x)|w2y˜1,εndx ≤ ζ
∫
BRζ (y˜1,εn )
w2y˜1,εndx+
∫
RN\BRζ (y˜1,εn )
|αεn(x)|w2y˜1,εndx,
therefore, writing RN = ∪∞i=1Qi, where Qi are N -dimensional disjoint unit hypercubes,
we deduce, for large n,
∫
RN
|αεn(x)|w2y˜1,εndx ≤ ζ |w|22 +
∞∑
i=1
|αεn|LN/2(Qi)|wy˜1,εn |2L2∗(Qi∩(RN \BRζ (y˜1,εn )))
≤ (|w|22 + sup
i∈N
|αεn|LN/2(Qi))ζ ≤ cζ
with c > 0 independent of n, giving
lim
n→∞
∫
RN
|αεn(x)|w2y˜1,εndx = 0 (5.12)
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and then (5.10).
To estimate the second addend in (5.9), we start observing that |(1− χˆ(εnx))(u¯n ∨
w˜y˜1,εn )| ≤ δ and (1− χˆ(εnx))(u¯n ∨ w˜y˜1,εn ) = (1− χˆ(εnx))(u¯n ∨ (−wy˜1,εn )), so, in view of
Remark 2.16, we obtain
Iεn((1− χˆ(εnx))(u¯n ∨ w˜y˜1,εn )) = Iεn((1− χˆ(εnx))(u¯n ∨ (−wy˜1,εn )))
≥ c˜
∫
RN
[(1− χˆ(εnx))|u¯n ∨ (−wy˜1,εn )|]2dx.
Now, considering that br¯ := infB2r¯(0)w > 0, and that, by (5.7) and (5.1), supp(u¯
−
n )
δ
2 ⊂
Bρ(y˜2,εn) ⊂ B2r¯(y˜1,εn) ⊂ (RN \ (B ∪ Nˆ ))/εn we get
Iεn((1− χˆ(εnx))(u¯n ∨ w˜y˜1,εn )) ≥ c˜
∫
supp(u¯−n )δ2
w2y˜1,εn ≥ c˜ b2r¯| supp(u¯−n )δ2|.
Hence, the proof of (5.8) is reduced to show the inequality:
lim inf
n→∞
| supp(u¯−n )δ2| > 0. (5.13)
Again we argue by contradiction and we assume (5.13) false, so that, up to a subse-
quence, limn→∞ | supp(u¯−n )δ2| = 0. Thus, relation
lim
n→∞
‖(u¯−n )δ2‖/|(u¯−n )δ2|p+1 =∞ (5.14)
must be true, up to a subsequence. Indeed, otherwise, the sequence (u¯−n )
δ
2(x − y˜2,εn)
/|(u¯−n )δ2|p+1 would be bounded in H10 (Bρ(0)) and then, up to a subsequence, converging
to a function uˆ ∈ H10 (Bρ(0)), weakly in H10 (Bρ(0)) and strongly in Lp+1(Bρ(0)) so
that uˆ = 0 which is impossible. As (5.14) holds, we deduce by a computation quite
analogous to (3.4),
lim
n→∞
Jεn((u¯
−
n )
δ
2) = lim
n→∞
max
t>0
Jεn(t(u¯
−
n )
δ
2)
= lim
n→∞
max
t>0
Jεn
(
t
(u¯−n )
δ
2
|(u¯−n )δ2|p+1
)
≥ lim
n→∞
Jεn
(
(u¯−n )
δ
2
|(u¯−n )δ2|p+1
)
= +∞. (5.15)
Now, we define u˜n ∈ Sεnx˜1,εn ,...,x˜l,εn ,y˜2,εn ,...,y˜mn,εn as
u˜n = χˆ(εnx)u¯n + (1− χˆ(εnx))([(u¯n)δ +
mn∑
j=3
(u¯−n )
δ
j ] ∧ w˜y˜2,εn )
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with w˜y˜2,εn = (−wy˜2,εn )δ − θ−εn(−wy˜2,εn )(w+y˜2,εn )δ ∈ S
εn,−
y˜2,εn
. By definition of u¯n
Iεn(u¯n) ≤ Iεn(u˜n)
holds, on the other hand, for large n we have
Iεn(u˜n)− Iεn(u¯n) ≤ [Iεn((u¯n)δ) +
l∑
i=1
Jεn((u¯
+
n )
δ
i ) +
mn∑
j=3
Jεn((u¯
−
n )
δ
i ) + Iεn(w˜y˜2,εn ) + o(1)]
−[Iεn((u¯n)δ) +
l∑
i=1
Jεn((u¯
+
n )
δ
i ) +
mn∑
j=2
Jεn((u¯
−
n )
δ
i )] < 0,
that is obtained using (5.15) and computations analogous to those for getting (5.10)
and (5.3). Therefore we are in contradiction, this means (5.8) holds true and the proof
of (5.4) is completed.
Inequality (5.5) follows straightly from definition of Hεl , Kεm.
The proof of (5.6) can be carried out analogously to that of (5.4), substituting
(4.18) by (4.17).
q.e.d.
Corollary 5.4 Let (h1),–,(h4) hold. Let N˜ and l be as in Proposition 5.1. Let (εn)n
and (mn)n be sequences such that 0 < εn
n→∞−→ 0, (mn)n ∈ N \ {0}. For all n ∈
N, let (x˜1,εn, . . . , x˜l,εn, y˜1,εn, . . . , y˜mn,εn) ∈ Hεnl × Kεnmn be a (l + mn)-tuple for which
µεn(x˜1,εn, . . . , x˜l,εn, y˜1,εn, . . . , y˜mn,εn) = µ
εn
l,mn
. Then
lim
n→∞
min{dist(y˜i,εn, N˜ /εn) : i ∈ {1, . . . , mn}} =∞. (5.16)
Moreover, if l ≥ 1
lim
n→∞
min{dist(x˜i,εn, N˜/εn) : i ∈ {1, . . . , l}} =∞, (5.17)
lim
n→∞
min{|x˜i,εn − y˜j,εn| : i ∈ {1, . . . , l}, j ∈ {1, . . . , mn}} =∞,
if l ≥ 2
lim
n→∞
min{|x˜i,εn − x˜j,εn| : i, j ∈ {1, . . . , l}, i 6= j} =∞, (5.18)
if mn ≥ 2
lim
n→∞
min{|y˜i,εn − y˜j,εn| : i, j ∈ {1, . . . , mn}, i 6= j} =∞. (5.19)
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Proposition 5.5 Let (h1),–,(h4) hold. Let l, (εn)n (mn)n, and N˜ be as in Corollary
5.4. Let ((x˜1,εn, . . . , x˜l,εn, y˜1,εn, . . . , y˜mn,εn))n be a sequence of l+mn-tuples, belonging to
Hεnl × Kεnmn , verifying (5.16), (5.17) and, if l, mn > 1, also (5.18), (5.19). Let ul,mn,εn
be in Mεnx˜1,εn ,...,x˜l,εn ,y˜1,εn ,...,y˜mn,εn . Then, for all r > 0
lim
n→∞
(sup{|ul,mn,εn(x+ y˜i,εn) + w(x)| : i ∈ {1, . . . , mn}, |x| ≤ r}) = 0, (5.20)
if l ≥ 1
lim
n→∞
(sup{|ul,mn,εn(x+ x˜i,εn)− w(x)| : i ∈ {1, . . . , l}, |x| ≤ r}) = 0. (5.21)
Proof We prove (5.21); the argument to show (5.20) can be developed analogously.
Without any loss of generality, from now on we put i = 1.
We set ζn(x) = ζ
(|x− x˜1,εn | − dn2 ), where dn = min{dist(x˜1,εn, ∂(B\A)/εn), |x˜1,εn−
x˜i,εn|, i ∈ {2, ..., l}} and ζ ∈ C∞(R, [0, 1]) is such that ζ(t) = 0 when |t| ≤ 1/2, and
ζ(t) = 1, when |t| ≥ 1. Then, we consider ζn(x) ul,mn,εn(x). By (5.18) and (5.17),
dn
n→∞−→ ∞, and for large n we can write
ζn(x) ul,mn,εn(x) = u¯n(x) + uˆn(x)
with uˆn(x) ∈ Sεnx˜2,εn ,...,x˜l,εn,y˜1,εn ,...,y˜mn,εn and u¯n(x) ∈ S
εn,+
x˜1,εn
such that supp uˆn ⊂ RN\
B dn
2
+ 1
2
(x˜1,εn), supp u¯n ⊂ B dn
2
− 1
2
(x˜1,εn). Now, our reasoning is carried out by proving
step by step the following points:
(a) limn→∞ Iεn(u¯n) = m∞;
(b) u¯n(·+ x1,εn) n→∞−→ w, in H1(RN);
(c) u¯n(·+ x1,εn) n→∞−→ w, uniformly in K, ∀K ⊂⊂ Bρ(0) compact.
Actually, once realized these points, we easily conclude. Indeed, the choice of δ and ρ
that implies w(x) < δ when |x| > ρ/2, the exponential decay of ul,mn,εn, the relations
ul,mn,εn = u¯n in B dn
2
−1(x˜1,εn), and dn
n→∞−→ ∞ allow us to conclude that u¯n(· + x˜1,εn)
verifies, for all fixed R > ρ and for large n,
−∆u + aεn(x)u = |u|p−2u and |u| ≤ c e−η¯|x| in BR(0) \Bρ/2(0),
with a constant c > 0 independent of R. Hence, taking into account point (b), Lemma
2.1, and the fact that aεn(· + x˜1,εn) n→∞−→ a∞ uniformly in BR(0) \ Bρ/2(0), regularity
arguments give
un(·+ x˜1,εn) n→∞−→ w uniformly in BR(0) \Bρ/2(0)
and this relation, together with point (c), yields (5.21).
Proof of Point (a)
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Let us consider z¯n ∈Mεn,+x˜1,εn , first of all we want to show that
lim
n→∞
Iεn(z¯n) = lim
n→∞
Iεn(u¯n). (5.22)
Arguing as in (4.15) and taking into account the asymptotic decay (3.9) of ul,mn,εn, we
obtain
Iεn(u¯n) + Iεn(uˆn) = Iεn(u¯n + uˆn) = Iεn(ζnul,mn,εn) ≤ Iεn(ul,mn,εn) + o(1). (5.23)
On the other hand, defining zn(x) = ζ˜n(x) · z¯n(x), where ζ˜n(x) = ζ˜
(|x− x˜1,εn | − dn2 )
with ζ˜ ∈ C∞(R, [0, 1]), ζ˜(t) = 1 if t ≤ 1
4
, ζ˜(t) = 0 if t ≥ 1
2
, by construction we have that
zn ∈ Sεn,+x˜1,εn and zn + uˆn ∈ Sεnx˜1,εn ,x˜2,εn ,...,x˜l,εn,y˜1,εn ,...,y˜mn,εn . Using (3.9) and dn
n→∞−→ ∞, it
is not difficult to see that Iεn(zn) = Iεn(z¯n) + o(1), so we infer
Iεn(ul,mn,εn) ≤ Iεn(zn + uˆn) = Iεn(zn) + Iεn(uˆn) = Iεn(z¯n) + Iεn(uˆn) + o(1). (5.24)
Combining (5.23) and (5.24) we get then
Iεn(u¯n) ≤ Iεn(ul,mn,εn) + o(1)− Iεn(uˆn) ≤ Iεn(z¯n) + o(1),
which, together with Iεn(u¯n) ≥ Iεn(z¯n) gives (5.22).
Now, we have to evaluate the limit as n→∞ of Iεn(z¯n) and to show it is equal to
m∞.
Arguments analogous to those of (4.12), (5.11), and (5.12) give:
Iεn(z¯n) ≤ I∞(wx˜1,εn ) + c
∫
RN
|αεn(x)|w2x˜1,εndx = m∞ + o(1).
Therefore, if we prove the reverse inequality, we are done. To this end, let us consider
z˜n = (z¯n)δ + θ
+
∞(z¯n)(z¯
+
n )
δ and observe that
c ≥ Iεn(z¯n) ≥ Iεn(z˜n) = I∞(z˜n) +
1
2
∫
RN
αεn(x)z˜
2
ndx,
then, we can argue as in step 1 of Lemma 4.3 to show that ‖(z˜+n )δ‖ is bounded, and,
in turn, thanks to Lemma 3.4, that ‖z˜n‖ is bounded too. Now, relation
lim
n→∞
∫
RN
|αεn(x)| z˜2ndx = 0, (5.25)
follows by the same argument used in (5.12). Lastly, using (4.5) and (5.25), we get as
desired
Iεn(z¯n) ≥ Iεn(z˜n) ≥ I∞(z˜n)−
1
2
∫
RN
|αεn(x)| z˜2ndx ≥ m∞ − o(1).
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Proof of Point (b)
Setting u˜n := (u¯n)δ + θ
+
∞(u¯n)(u¯
+
n )
δ, we first show that
lim
n→∞
I∞(u˜n) = m∞. (5.26)
holds.
Arguing as before for z˜n, one can prove that ‖u˜n‖ is bounded; furthermore, being
u¯n ∈ Sεn,+x˜1,εn , using the previous point, (4.5), and (3.9) we obtain
m∞ + o(1) = Iεn(u¯n) ≥ Iεn(u˜n) ≥ I∞(u˜n)−
1
2
∫
RN
|αεn(x)| u˜2ndx ≥ m∞ − o(1),
which implies limn→∞ Iεn(u˜n) = m∞. So, since
lim
n→∞
|Iεn(u˜n)− I∞(u˜n)| = lim
n→∞
1
2
∣∣∣∣
∫
RN
αεn(x) u˜
2
ndx
∣∣∣∣ = 0
(5.26) follows.
Set now vn := u˜n(· + x˜1,εn) : (‖vn‖)n is bounded, so up to a subsequence, v˜ ∈
H1(RN) exist such that
vn
n→∞−→ v˜ in Lp+1loc (RN), a.e. in RN and weakly in H1(RN) and Lp+1(RN) (5.27)
furthermore, we remark that by the uniform exponential decay of u¯n (inherited from
ul,mn,εn) more is true:
vn
n→∞−→ v˜ in Lp+1(RN). (5.28)
Our next goal is to show that (v˜+)δ 6≡ 0.
The sequence (‖(v+n )δ‖/|(v+n )δ|p+1)n is bounded, otherwise a direct computation as
in (4.11) would imply J∞((v+n )
δ)
n→∞−→ +∞, contradicting (5.26). Then, setting vˆn =
(vn)δ + (v
+
n )
δ/|(v+n )δ|p+1, a vˆ ∈ H1(RN) exists such that vˆn n→∞−→ vˆ in Lp+1loc (RN), a.e. in
R
N and weakly in H1(RN) and Lp+1(RN). In particular, we remark that |(vˆ+)δ|p+1 = 1,
β0(vˆ) = 0, |vˆ| = |v˜| ≤ δ in RN \ Bρ(0). Thus, considering vˇ = (vˆ)δ + θ+∞(vˆ)(vˆ+)δ,
projection of |vˆ| on S∞,+0 , by the minimality of m∞, (5.27), and the weakly lower
semicontinuity of I∞ we obtain
m∞ ≤ I∞(vˇ) = I∞((vˆ)δ + θ+∞(vˆ)(vˆ+)δ) ≤ lim inf
n→∞
I∞
(
(vn)δ + θ
+
∞(vˆ)
(v+n )
δ
|(v+n )δ|p+1
)
≤ lim inf
n→∞
I∞((vn)δ + (v+n )
δ) = lim
n→∞
I∞(vn) = m∞. (5.29)
Then, by Lemma 4.1, vˇ = w, so, in particular, (v˜)δ = wδ. Now, if (v˜
+)δ 6≡ 0 were not
true, from vn
n→∞−→ v˜ in Lp+1(RN) and (‖(v+n )δ‖/|(v+n )δ|p+1)n bounded we would infer
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(v+n )
δ n→∞−→ 0 in H1(RN) and then, by (5.29), J∞((vˇ+)δ) = J∞((v˜+)δ) = 0, contrary to
vˇ = w. Therefore, (v˜+)δ 6≡ 0 and, analogously to (5.29), we have
m∞ ≤ I∞(v˜δ + θ+∞(v˜)(v˜+)δ) ≤ lim inf
n→∞
I∞((vn)δ + θ+∞(v˜)(v
+
n )
δ)
≤ lim inf
n→∞
I∞((vn)δ + (v+n )
δ) = lim
n→∞
I∞(vn) = m∞. (5.30)
which, together with (5.27) and (5.28), implies limn→∞ ‖vn‖ = ‖v˜‖. Hence vn → v˜ in
H1(Bρ(0)), θ
+
∞(v˜) = 1, and, by (5.30), m∞ = I∞(v˜) : these facts mean that v˜ ∈M∞,+0 ,
so, by Lemma 4.1, v˜ = w, that is
u˜n(·+ x˜1,εn) n→∞−→ w in H1(RN).
As a consequence of the above relation and of the definition of u˜n, θ
+
∞(u¯n(·+x1,εn)) n→∞−→
1, and we get as desired u¯n(·+ x˜1,εn) n→∞−→ w in H1(RN ).
Proof of Point (c)
Since ul,mn,εn ∈ Mεnx˜1,εn ,...,x˜l,εn ,y˜1,εn ,...,ym,εn and dn → ∞, by Proposition 3.5, for all
n ∈ N there exists λn ∈ RN such that
I ′εn(u¯n)[ψ] =
∫
Bρ(x˜1,εn )
(u¯+n )
δ(x)ψ(x)(λn · (x− x˜1,εn))dx ∀ψ ∈ H10 (Bρ(x˜1,εn)) (5.31)
then a standard bootstrap argument (see f.i. [3]) allows us to conclude that u¯n(· +
x˜1,εn) ∈ C1,σ(K) for all compact sets K ⊂ Bρ(0).
Moreover,
lim
n→∞
λn = 0. (5.32)
Indeed, let us assume that |λn| 6= 0, ∀n ∈ N. Testing (5.31) with ψn(x − x˜1,εn) :=
((λn/|λn|) · (x − x˜1,εn))φ(x − x˜1,εn), where φ ∈ C∞0 (Bρ(0)) is radial and φ(x) > 0 in
Bρ(0), and considering that u¯n(·+ x˜1,εn) n→∞−→ w in H1(RN), we get∫
Bρ(0)
[(∇u¯n(x+ x˜1,εn) · ∇ψn(x)) + aεn(x+ x1,εn)u¯n(x+ x1,εn)ψn(x)]dx
−
∫
Bρ(0)
|u¯n(x+ x˜1,εn)|p−1u¯n(x+ x˜1,εn)ψn(x)dx
= |λn|
∫
Bρ(0)
(u¯+n )
δ(x+ x˜1,εn)φ(x)
(
λn
|λn| · x
)2
dx
=
(∫
Bρ(0)
(w+(x))δφ(x) (e · x)2dx+ o(1)
)
|λn|
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≥ c|λn|, (5.33)
where c > 0 and e ∈ RN , |e| = 1. On the other hand the left hand side in (5.33), as
n→∞, goes to I ′∞(w)[(e · x)φ] = 0, so (5.32) follows.
Hence, by (5.31), we can assert that the sequence u¯n(x + x˜1,εn) is bounded in
C1,σ(K), for all compact sets K ⊂ Bρ(0), and, then,
u¯n(·+ x˜1,εn) n→∞−→ w uniformly in K, ∀K ⊂⊂ Bρ(0),
completing the proof.
q.e.d.
Corollary 5.6 Let assumptions of Proposition 5.5 hold . Let l, εn, mn, (x˜1,εn , . . . ,
x˜l,εn, y˜1,εn, . . . , y˜mn,εn), and ul,mn,εn be as in Proposition 5.5. Then, for large n,
supp((ul,mn,εn)
−
i )
δ ⊂⊂ Bρ(y˜i,εn) ∀i ∈ {1, . . . , mn},
and, if l ≥ 1,
supp((ul,mn,εn)
+
i )
δ ⊂⊂ Bρ(x˜i,εn) ∀i ∈ {1, . . . , l}.
Corollary 5.7 Let assumptions of Proposition 5.5 hold . Let l, εn, mn, (x˜1,εn , . . . ,
x˜l,εn, y˜1,εn, . . . , y˜mn,εn), and ul,mn,εn be as in Proposition 5.5.
Then, for large n, λx˜i,εn , λy˜j,εn ∈ RN , i ∈ {1, . . . , l}, j ∈ {1, . . . , mn}, exist for
which the relation
−∆ul,mn,εn(x) + aεn(x)ul,mn,εn(x) = |ul,mn,εn(x)|p−1ul,mn,εn(x) (5.34)
+
l∑
i=1
(u+l,mn,εn)
δ
i (x)(λx˜i,εn · (x− x˜i,εn))+
mn∑
j=1
(u−l,mn,εn)
δ
j(x)(λy˜j,εn · (x− y˜j,εn)) x ∈ RN ,
holds true.
Proof Relation (5.34) can be obtained combining the results of Proposition 3.5, Lemma
3.4, and Corollary 5.6.
6 Proof of the results
The max-min method, dispayed in the previous sections, made us find functions ul,m,ε,
that are good candidates to be critical points. Actually, we can already assert they are
solutions of (Pε) in the whole space R
N except the support of their emerging parts.
Furthermore, we know they satisfy relation (3.12), so to get the desired conclusion
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what is needed is to show that the Lagrange multipliers appearing in (3.12) are zero.
This achievement will be obtained when ε is suitably small.
Clearly, the same reasoning can be used to face problem (P˜ε) setting l = 0 and
considering constant sign functions.
Proof of Theorem 2.4
The strategy for finding infinitely many nodal solutions is the following: we fix
arbitrarily h ∈ N \ {0} , and we show that for all l ∈ (0, h) it is possible to find a
suitably small ε˜l such that for all ε ∈ (0, ε˜l) and for all m ∈ N \ {0} , every function
ul,m,ε ∈ Mεx1,ε,...,xl,ε,y1,ε,...,ym,ε such that Iε(ul,m,ε) = µεl,m is a solution of (Pε), that is
I ′ε(ul,m,ε) = 0. Then, of course, Theorem 2.4 follows choosing ε¯h = min{ε˜l : l ∈
{1, . . . , h}}.
We argue by contradiction, so, we assume that, for all n, (εn)n ∈ RN , mn ∈
N \ {0}, (x1,εn, . . . , xl,εn, y1,εn, . . . , ym,εn) ∈ Hεnl ×Kεn, and ul,mn,εn exist such that
0 < εn
n→∞−→ 0, ul,mn,εn ∈Mεnx1,εn ,...,xl,εn ,y1,εn ,...,ym,εn ,
Iεn(ul,mn,εn) = µ
εn
l,mn
, and I ′εn(ul,m,εn) 6= 0,
namely, considering the equality (5.34) and setting
Fn := max{|λxi,εn |, |λyj,εn | : i ∈ {1, . . . , l}, j ∈ {1, . . . , mn}} ∀n ∈ N
where λxi,εn , λyj,εn are the Lagrange multipliers appearing in that equality, the relation
Fn > 0 holds.
Up to a subsequence, we can suppose that either mn ≡ m¯ or (mn)n is an increasing
sequence. Moreover, without any loss of generality, we can assume that one between
λx1,εn and λy1,εn is equal to Fn, for all n ∈ N. In what follows we consider λy1,εn =
Fn; assuming that the equality λx1,εn = Fn holds, the argument can be carried out
analogously.
Therefore, we assume |λy1,εn | 6= 0, for all n, and up to a subsequence
lim
n→∞
λy1,εn
|λy1,εn |
= λ.
Let (σn)n be a sequence of real positive numbers, such that
lim
n→∞
σn = 0, lim
n→∞
σnmn = 0, lim
n→∞
σn
|λy1,εn |
= 0, lim
n→∞
σnmn
|λy1,εn |
= 0, (6.1)
we set, for all n ∈ N,
zn = y1,εn + σnλ
and, for all i ∈ {1, . . . , l +mn}
zi,n = xi,εn if i ≤ l and zi,n = yi−l,εn if i ≥ l + 1.
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Let be vn ∈Mεnx1,εn ,...,xl,εn ,zn,y2,εn ,...,ymn,εn . By definition of µ
εn
l,mn
,
Iεn(vn) ≤ µεnl,mn = Iεn(ul,mn,εn). (6.2)
On the other hand, a Taylor expansion gives
Iεn(vn)− Iεn(ul,mn,εn) = I ′εn(ul,mn,εn)[vn − ul,mn,εn]
+
1
2
[∫
RN
|∇(vn − ul,mn,εn)|2dx+
∫
RN
aεn(x)(vn − ul,mn,εn)2dx
]
−p
2
∫
RN
|ωn|p−1(vn − ul,mn,εn)2dx (6.3)
with ωn(x) = ul,mn,εn(x) + ω˜n(x)(vn − ul,mn,εn)(x), for a suitable ω˜n(x) ∈ [0, 1].
Our aim is to obtain a contradiction with (6.2) proving, by a careful estimate of
the terms of the above expansion, that, for large n,
Iεn(vn)− Iεn(ul,mn,εn) > 0. (6.4)
First step is proving that
lim
n→∞
|vn − ul,mn,εn|∞ = 0. (6.5)
Applying Proposition 5.5 to vn and ul,mn,εn and considering that |zn− y1,εn| n→∞−→ 0, we
obtain
lim
n→∞
|vn − ul,mn,εn|L∞(∪l+mni=1 Bρ¯(zi,n)) = 0 ∀ρ¯ > 0. (6.6)
On the other hand, since δ < (a¯/p)1/(p−1), when −δ < ul,mn,εn(x) < vn(x) < δ, we
have
∆(vn − ul,mn,εn) = (vn − ul,mn,εn)
[
aεn(x)−
|vn|p−1vn − |ul,mn,εn|p−1ul,mn,εn
vn − ul,mn,εn
]
≥ 0.
Analogously, if −δ < vn(x) < ul,mn,εn(x) < δ, we deduce
∆(vn − ul,mn,εn) ≤ 0.
Hence, for ρ¯ > ρ, taking into account the asymptotic behaviour of vn and ul,mn,εn we
can say that the maximum of |vn − ul,mn,εn| on RN \ ∪l+mni=1 Bρ¯(zi,n) is attained on the
boundary ∪l+mni=1 ∂Bρ¯(zi,n). Hence, by (6.6),
lim
n→∞
|vn − ul,mn,εn|L∞(RN\∪l+mni=1 Bρ¯(zi,n)) = 0 (6.7)
that, together with (6.6), gives (6.5).
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Set sn = |vn − ul,mn,εn|∞ and remark that sn > 0, for all n ∈ N, because zn 6= y1,εn.
Then, we can define
φn(x) =
vn(x)− ul,mn,εn(x)
sn
.
Now, let us denote by I the set {1, . . . , l + m¯}, if mn ≡ m¯, and the set N, if (mn)n
is unbounded, and put, for all t ∈ I, n(t) = min{n ∈ N : mn ≥ t− l}.
Claim A subsequence of (φn)n, still denoted by (φn)n, exists such that for all t ∈ I
the sequence (φn(x+ zt,n))n≥n(t) converges in H1loc(R
N), and uniformly on the compact
subsets of RN , to a solution φ of the equation
−∆φ + a∞φ = p wp−1φ in RN . (6.8)
Moreover, the convergence is uniform with respect to t ∈ I.
We postpone the proof of this claim to the end of the argument.
Let us, now, observe that Proposition 5.5 and the choice of ρ allow us to assert
that, for large n, supp (v−n )
δ
|Bρ(zn) ⊂ Bρ(y1,εn), hence we deduce∫
Bρ(zi,n)
[((|vn|+)δ)2 − ((|ul,mn,εn|+)δ)2](x− zi,n)dx
=
{
0 if i ∈ {1, . . . , l, l + 2, . . . , l +mn}
σnλ
∫
Bρ(y1,εn )
((v−n )
δ)2dx if i = l + 1
(6.9)
because, when i = l + 1:∫
Bρ(y1,εn )
((v−n (x))
δ)2(x− y1,εn)dx =
∫
Bρ(y1,εn )
((v−n (x))
δ)2(x− zn)dx
+
∫
Bρ(y1,εn )
((v−n (x))
δ)2(zn − y1,εn)dx
= σnλ
∫
Bρ(y1,εn )
((v−n (x))
δ)2dx.
On the other hand, for all i ∈ {1, . . . , l +mn} let us evaluate∫
Bρ(zi,n)
[((|vn|+)δ)2 − ((|ul,mn,εn|+)δ)2](x− zi,n)dx
= 2
∫
Bρ(zi,n)
(|ul,mn,εn|+)δ[|vn|−|ul,mn,εn|](x−zi,n)dx+
∫
Bρ(zi,n)
Rvn,ul,mn,εn (x) (x−zi,n)dx,
(6.10)
where
Rvn,ul,mn,εn = ((|vn|+)δ)2 − ((|ul,mn,εn|+)δ)2 − 2(|ul,mn,εn|+)δ[|vn| − |ul,mn,εn|].
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By a direct computation, using the convexity of the real map t 7→ g(t) = ((t − δ)+)2
and the fact that mint∈R[(t − y)2 − R(t, y)] = 0 for all fixed y ∈ R (being R(t, y) =
g(t)− g(y)− g′(y)(t− y)), we deduce that
0 ≤ Rvn,ul,mn,εn ≤ (|vn| − |ul,mn,εn|)2 ≤ s2n. (6.11)
Comparing (6.9) and (6.10) and using (6.11), we infer that when i 6= l + 1∣∣∣∣∣2
∫
Bρ(0)
(|ul,mn,εn(x+ zi,n)|+)δ[|vn(x+ zi,n)| − |ul,mn,εn(x+ zi,n)|] x dx
∣∣∣∣∣ ≤ c s2n, (6.12)
with c independent of i, while, when we consider i = l + 1,
2
∫
Bρ(0)
(u−l,mn,εn)
δ(x+ y1,εn)[vn(x+ y1,εn)− ul,mn,εn(x+ y1,εn)] x dx+O(s2n)
= σnλ
∫
Bρ(0)
((v−n )
δ(x+ y1,εn))
2dx. (6.13)
Therefore, since sn 6= 0 and Lemma 2.2 and (6.8) give the existence of vectors τi ∈ RN ,
i ∈ I, such that
lim
n→∞
φn(x+ zi,n) = (∇w(x) · τi) ∀i ∈ I, (6.14)
by using Proposition 5.5, the equality (6.12) and the choice of ρ, we deduce, for all
i ∈ I \ {l + 1}, the equality
0 = 2 lim
n→∞
∫
Bρ(0)
(|ul,mn,εn(x+ zi,n)|+)δφn(x+ zi,n) x dx = 2
∫
Bρ(0)
(|w|+)δ(∇w · τi) x dx
=
∫
Bρ(0)
(∇((w+)δ)2 · τi) x dx = −τi
∫
Bρ(0)
((w+)δ)2dx
that implies, for all i ∈ I \ {l + 1}, τi = 0. Analogously, when we consider y1,εn, using
(6.13), we obtain
λ
(
lim
n→∞
σn
sn
)∫
Bρ(0)
((w+)δ)2dx = −τl+1
∫
Bρ(0)
((w+)δ)2dx
which gives
τl+1 = −λ
(
lim
n→∞
σn
sn
)
. (6.15)
Now, we observe that τl+1 6= 0. In fact, otherwise, from (6.14), we would deduce that
limn→∞ |φn|L∞(∪l+mni=1 Bρ¯(zi,n)) = 0, for all ρ¯ > 0; moreover, by the argument used to
obtain (6.7), for ρ¯ > ρ we deduce the relation limn→∞ |φn|L∞(RN \∪l+mni=1 Bρ¯(zi,n)) = 0, and,
46
hence, limn→∞ |φn|∞ = 0, contradicting |φn|∞ = 1. Thus, by (6.15), σn and sn have
the same order, namely
lim
n→∞
σn
sn
= γ ∈ R+ \ {0} and τl+1 = −γλ. (6.16)
Now, let ρ˜ ∈ (3
4
ρ, ρ) be fixed and consider a cut-off decreasing function χ¯ ∈
C∞(R+, [0, 1]) such that χ¯(t) = 1 if t ≤ ρ˜, χ¯(t) = 0 if t ≥ ρ. Thus, putting
χ¯zi,n(x) = χ¯(|x− zi,n|) for i ∈ I and n ≥ n(i), we have
χ¯zi,n(x)[|vn(x)| − |ul,mn,εn(x)|] ∈ H10 (Bρ(zi,n)),
moreover, for large n, by Proposition 5.5,

supp(|ul,mn,εn|+)δ ⊂ ∪l+mni=1 Bρ˜(zi,n)
supp (|vn|+)δ ⊂ ∪l+mni=1 Bρ˜(zi,n)
χ¯zi,n(x) = 1 ∀x ∈ Bρ˜(zi,n) : (|ul,mn,εn(x)|+)δ 6= 0.
(6.17)
We are, now, in position of estimating the terms of the expansion (6.3). Indeed,
considering (6.17), (3.12), and (3.8), we can write, for large n:
I ′εn(ul,mn,εn)[vn − ul,mn,εn]
= I ′εn(ul,mn,εn)[(1−
l+mn∑
i=1
χ¯zi,n)(vn − ul,mn,εn)] + I ′εn(ul,mn,εn)[
l+mn∑
i=1
χ¯zi,n(vn − ul,mn,εn)]
=
l+mn∑
i=1
I ′εn(ul,mn,εn)[χ¯zi,n(vn − ul,mn,εn)]
=
l+mn∑
i=1
∫
Bρ(zi,n)
(|ul,mn,εn|+)δχ¯zi,n(vn − ul,mn,εn)(λzi,n · (x− zi,n))dx
=
l+mn∑
i=1
∫
Bρ(zi,n)
(|ul,mn,εn|+)δ(vn − ul,mn,εn)(λzi,n · (x− zi,n))dx.
Thus, considering (6.12) and (6.16), we obtain
lim
n→∞
1
sn|λy1,εn |
I ′εn(ul,mn,εn) [vn − ul,mn,εn]
= lim
n→∞
[(
λy1,εn
|λy1,εn |
·
∫
Bρ(0)
(u−l,mn,εn(x+ y1,εn))
δφn(x+ y1,εn) x dx
)
+
∑
i 6=l+1
1
sn
λzi,n
|λy1,εn |
O(s2n)
]
= −γ
∫
Bρ(0)
(w+)δ(x)(∇w(x) · λ)(λ · x) dx. (6.18)
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Moreover, taking into account (6.1) and (6.16) and choosing R > ρ so large that
pwp−1(x) < a¯ in RN \BR(0), we can write, up to a subsequence:
lim inf
n→∞
1
sn|λy1,εn |
∫
RN
[|∇(vn − ul,mn,εn)|2 + aεn(x)(vn − ul,mn,εn)2+
−p |ωn|p−1(vn − ul,mn,εn)2
]
dx
≥ lim inf
n→∞
1
sn|λy1,εn |
[
l+mn∑
i=1
∫
BR(zi,n)
−p |ωn|p−1(vn − ul,mn,εn)2dx
+
∫
RN\∪l+mni=1 BR(zi,n)
(aεn(x)− p|ωn|p−1)(vn − ul,mn,εn)2dx
]
≥ lim
n→∞
− C(l +mn)sn|λy1,εn |
= 0. (6.19)
So, finally, combining (6.3), (6.18) and (6.19), we get
lim inf
n→∞
Iεn(vn)− Iεn(ul,mn,εn)
sn|λy1,εn |
≥ −γ
∫
Bρ(0)
(w+)δ(∇w · λ)(λ · x)dx > 0
and, as a consequence, (6.4), as desired.
To complete the proof, let us now prove the claim. It is clear that, if I is finite, it is
sufficient to prove the claim for a fixed index t ∈ I, with estimates independent of t. But
this is also sufficient in the nontrivial case I = N. Indeed, in such a case, we can extract
from every subsequence (φ(t−1)n(x + zt−1,(t−1)n))n a new subsequence (φtn(x + zt,tn))n
verifying the claim for the index t. Finally, the subsequence (φnn(x + zt,nn))n is the
subsequence we are looking for, ∀t ∈ N. Then, from now on we can consider fixed t ∈ I.
Moreover, to simplify the notation, we indicate with the same symbols subsequences
of a given sequence.
Being ul,mn,εn ∈ Mεnx1,εn ,...,xl,εn ,y1,εn ,y2,εn ,...,ymn,εn and vn ∈ Mεnx1,εn ,...,xl,εn ,zn,y2,εn ,...,ymn,εn ,
by Corollary 5.7, they verify, respectively, the Euler-Lagrange equations
−∆ul,mn,εn(x) + aεn(x)ul,mn,εn(x) = |ul,mn,εn(x)|p−1ul,mn,εn(x)
+
l∑
i=1
(u+l,mn,εn)
δ
i (x)(λxi,εn · (x− xi,εn)) +
mn∑
j=1
(u−l,mn,εn)
δ
j(x)(λyj,εn · (x− yj,εn)), (6.20)
−∆vn(x) + aεn(x)vn(x) = |vn(x)|p−1vn(x) +
l∑
i=1
(v+n )
δ
i (x)(λ¯xi,εn · (x− xi,εn))
+(v−n )
δ
1(x)(λ¯zn · (x− zn)) +
mn∑
j=2
(v−n )
δ
j(x)(λ¯yj,εn · (x− yj,εn)), (6.21)
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where we have denoted by λ¯xi,ε, λ¯zn , and λ¯yj,ε the Lagrange multipliers related to vn.
Thus we have
−∆(ul,mn,εn − vn) + aεn(ul,mn,εn − vn) = (|ul,mn,εn|p−1ul,mn,εn − |vn|p−1vn)
+
l∑
i=1
(u+l,mn,εn)
δ
i ((λxi,εn − λ¯xi,εn ) · (x−xi,εn)) +
l∑
i=1
[(u+l,mn,εn)
δ
i − (v+n )δi ](λ¯xi,εn · (x−xi,εn))
+(v−n )
δ
1(λ¯zn · (zn − y1,εn)) + (u−l,mn,εn)δ1((λy1,εn − λ¯zn) · (x− y1,εn))
+[(u−l,mn,εn)
δ
1 − (v−n )δ1](λ¯zn · (x− y1,εn))
+
mn∑
j=2
(u−l,mn,εn)
δ
j((λyj,εn − λ¯yj,εn ) · (x− yj,εn))+
mn∑
j=2
[(u−l,mn,εn)
δ
j − (v−n )δj ](λ¯yj,εn · (x− yj,εn)).
(6.22)
Let us fix t ∈ I and, for n ≥ n(t), set
sˆn =
{
max{sn, |λx1,εn − λ¯zn|} if t = l + 1
max{sn, |λzt,n − λ¯zt,n|} if t ∈ I \ {l + 1}
and
φˆn(x) =
ul,mn,εn(x+ zt,n)− vn(x+ zt,n)
sˆn
.
Remark that
|φˆn|∞ ≤ 1. (6.23)
Dividing by sˆn, we deduce from (6.22)
−∆φˆn(x) + aεn(x+ zt,n)φˆn(x) = bn(x+ zt,n)φˆn(x)
+
l∑
i=1
(u+l,mn,εn)
δ
i (x+ zt,n)
(
λxi,εn − λ¯xi,εn
sˆn
· (x+ zt,n − xi,εn)
)
+
l∑
i=1
(u+l,mn,εn)
δ
i (x+ zt,n)− (v+n )δi (x+ zt,n)
sˆn
(λ¯xi,εn · (x+ zt,n − xi,εn))
+(v−n )
δ
1(x+zt,n)
(¯
λzn ·
zn − y1,εn
sˆn
)
+(u−l,mn,εn)
δ
1(x+zt,n)
(
λy1,εn − λ¯zn
sˆn
· (x+ zt,n − y1,εn)
)
+
(u−l,mn,εn)
δ
1(x+ zt,n)− (v−n )δ1(x+ zt,n)
sˆn
(λ¯zn · (x+ zt,n − y1,εn))
+
mn∑
j=2
(u−l,mn,εn)
δ
j(x+ zt,n)
(
λyj,εn − λ¯yj,εn
sˆn
· (x+ zt,n − yj,εn)
)
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+mn∑
j=2
(u−l,mn,εn)
δ
j(x+ zt,n)− (v−n )δj(x+ zt,n)
sˆn
(λ¯yj,εn · (x+ zt,n − yj,εn)) (6.24)
where bn(x) =
|ul,mn,εn (x)|p−1ul,mn,εn (x)−|vn(x)|p−1vn(x)
ul,mn,εn (x)−vn(x) = p|ωˆn|
p−1(x), ωˆn being a function
taking its values between the values of ul,mn,εn and vn, while bn(x) = 0 if ul,mn,εn(x) =
vn(x). We also remark that the relations:
|λzt,n − λ¯zt,n|
sˆn
≤ 1 if t ∈ I \ {l + 1}, |λy1,εn − λ¯zn |
sˆn
≤ 1 if t = l + 1 (6.25)
clearly hold true, while the relations
λzt,n
n→∞−→ 0, λ¯zt,n n→∞−→ 0 if t ∈ I \ {l + 1}, λ¯zn n→∞−→ 0, if t = l + 1, (6.26)
hold uniformly with respect to the choice of t and can be obtained arguing as for
proving (5.32) and by using (6.20) and (6.21) respectively. Moreover, since for large n
zn−y1,εn =
1
|(v−n )δ1|22
∫
Bρ(y1,εn )
x [(v−n )
δ
1(x)]
2dx− 1|(u−l,mn,εn)δ1|22
∫
Bρ(y1,εn )
x [(u−l,mn,εn)
δ
1(x)]
2dx,
considering that |(v−n )δ1(x)−(u−l,mn,εn)δ1(x)| ≤ sn, (v−n )δ1(·+zn)
n→∞−→ (w+)δ and (u−l,mn,εn)δ1
(·+ y1,εn) n→∞−→ (w+)δ, by a direct computation, we deduce that, for large n,
|zn − y1,εn| ≤ csn. (6.27)
Now, let us observe that by (6.24)
−∆φˆn+ aεn(x+ zt,n)φˆn(x) = bn(x+ zt,n)φˆn(x) ∀x ∈ RN \∪l+mni=1 Bρ+σn|λ|(zi,n− zt,n),
where |bn| ≤ pδp−1, so |φˆn| satisfies −∆|φˆn(x)| + (a¯ − p δp−1)|φˆn| ≤ 0 in RN \ ∪l+mni=1
Bρ+σn|λ|(zi,n − zt,n). Then, by Lemma 2.3, fixing rˆ > ρ + |y1,εn − zn| and taking
into account Corollary 5.4, we have that, for large n, |φˆn(x)| < ce−b|x|, x ∈ B2rˆ(0) \
Bρ+σn|λ|(0), for a fixed b ∈ (0,
√
a¯− pδp−1) and c independent on rˆ. Therefore, taking
into account (6.23), we infer that there exists C > 0 such that ∀rˆ > 0 and for large n∫
B2rˆ(0)
|φˆn|dx ≤ C. (6.28)
Thus, using (6.23),(6.28),(6.25),(6.26),(6.27) and observing that, by Proposition 5.5,
|ul,mn,εn(x + zt,n)| n→∞−→ w(x), |vn(x + zt,n)| n→∞−→ w(x), and |ωˆn(x + zt,n)| n→∞−→ w(x),
from (6.24) we deduce that there exists n¯(rˆ) such that∫
B2rˆ(0)
|∆φˆn||φˆn|dx ≤ C1 ∀n > n¯(rˆ), (6.29)
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where C1 is a real positive constant depending neither on n nor on rˆ. Fix now a
mollifying positive function ξ˜ ∈ D(B2(0)), ξ˜ = 1 on B1(0), ξ˜ ≤ 1; setting ξ˜rˆ(x) = ξ˜(xrˆ ),
remark that
∫
B2rˆ(0)
|∆ξ˜rˆ| = C2rˆN−2. Then, using (6.29), we get the relation∫
Brˆ(0)
|∇φˆn|2 ≤
∫
RN
|∇φˆn|2ξ˜rˆdx = −
∫
RN
φˆn∇(ξ˜rˆ∇φˆn)dx
= −
∫
RN
φˆnξ˜rˆ∆φˆndx− 1
2
∫
RN
∇φˆ2n∇ξ˜rˆdx
≤
∫
B2rˆ(0)
|∆φˆn||φˆn|dx+ 1
2
∫
B2rˆ(0)
φˆ2n∆ξ˜rˆdx
≤ C1 + C3
2
e−2brˆrˆN−2
showing that (φˆn)n is bounded in H
1
loc(R
N).
Hence, we can assume that a function φ exists such that, up to a subsequence,
φˆn ⇀ φ in H
1
loc(R
N) and, in view of (6.23), |φˆn − φ|Lq(K) → 0 for all q <∞ and for all
compact sets K ⊂ RN . Furthermore, we can pass to the limit in (6.24) obtaining
−∆φ+ a∞φ− pwp−1φ = (w+)δ(λ′ · x), (6.30)
where λ′ = limn→∞
λzt,n−λ¯zt,n
sˆn
if t ∈ I \ {1 + 1} and λ′ = limn→∞ λx1,εn−λ¯znsˆn if t = l + 1.
Now, to complete the argument, we only need to show that λ′ = 0. Indeed, in this
case, for large n, sˆn = sn, φˆn = φn and what above proved for φˆn is just what asserted
in the claim. From (6.30), using Lemma 2.2 and Fredholm alternative theorem, we
deduce that (w+)δ(λ′ · x) must be orthogonal to ∂w
∂ν
, for all ν ∈ RN \ {0}, so, choosing
ν = λ′, we obtain
0 =
∫
RN
∂w
∂λ′
(w+)δ(λ′ · x)dx = 1
2
∫
RN
∂((w+)δ)2
∂λ′
(λ′ · x)dx
= −1
2
∫
RN
((w+)δ)2
∂
∂λ′
(λ′ · x)dx = −1
2
|λ′|2
∫
RN
((w+)δ)2dx,
that gives λ′ = 0, as desired.
q.e.d.
Proof of Theorem 2.5 To prove the theorem, it is sufficient to follow step by step
the proof of Theorem 2.4 setting l = 0 and A = ∅. So, for all suitably small ε, one
can prove, for all m ∈ N \ {0} the existence of a non positive solution of (P˜ε) with
exactly m negative bumps in RN \ B/ε. The strict negativity of the solutions follows
from Lemma 3.2.
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q.e.d.
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