In this paper we show that the conjecture of Lemmens and Seidel of 1973 for systems of equiangular lines with common angle arccos(1/5) is true. Our main tool is forbidden subgraphs for smallest Seidel eigenvalue −5. * Corresponding author.
Introduction
A system of lines through the origin in the r-dimensional Euclidean space R r is called equiangular if the angle between any pair of lines is the same. The study of equiangular lines has a long history and is related to many things. For instance, the maximum size of equiangular lines is related to energy minimizing configurations [8] , line packing problems [10] , and tight spherical designs [2] . Several constructions of equiangular lines come from strongly regular graphs [7] and combinatorial designs [23] . De Caen used association schemes to construct 2 9 (r + 1) 2 equiangular lines in R r when r = 3 · 2 2t−1 − 1 for any positive integer t [9] .We are interested in determining the maximum cardinality N (r) of a system of equiangular lines in R r . Gerzon [19] proved that N (r) r(r+1) 2 for all r. However, so far the Gerzon bound is only known to be achieved for r = 2, 3, 7, and 23. If we have equiangular lines attaining the Gerzon bound, then we immediately have tight spherical 5-designs [2] . The classification of tight spherical 5-designs has been open for decades and the main known necessary condition for the existence of tight spherical 5-designs is r = 2, 3, or r = (2k + 1) 2 − 2, where k ∈ N. The history of the study of equiangular lines can be traced back to Haantjes [16] , who determined N (3) and N (4) in 1948. After more than 70 years of study, the numbers N (r) are now only known for r 43 except for r = 17, 18, 19, 20, and 42 . This follows from the works of Van Lint and Seidel [24] , Lemmens and Seidel [19] , Barg and Yu [3] , and
Greaves et al. [14] We summarize the results in the following table. For more references on recent progress of equiangular lines, readers may check [1, 12, 13, 15, 17, 18, 21] . Let N α (r) be the maximum number of a system of equiangular lines in R r with common angle arccos α. Neumann (1973) showed that if N α (r) > 2r, then 1 α is an odd integer at least 3. Lemmens and Seidel [19] determined N 1 3 (r) for all r 2. In particular, they showed that N 1 3 (r) = 2r − 2 if r 15. They also proposed the following conjecture for the case 1 α = 5.
Conjecture 1.1. The maximum cardinality of a system of equiangular lines with angle arccos 1 5 in R r is 276 for 23 r 185, and ⌊ 3r−3 2 ⌋ for r 185.
First, we transform the problem of determining N α (r) into a linear algebra problem. To do so, we introduce Seidel matrices.
A Seidel matrix S of order n is a symmetric (0, ±1)-matrix with 0 on the diagonal and ±1
otherwise. Seidel matrices and systems of equiangular lines, are related as follows (see for example, [11, Section 11 .1]):
Proposition 2.1. Let n > r 2 be integers. There exists a system of n equiangular lines in R r with common angle arccos α if and only if there exists a Seidel matrix S of order n such that S has smallest eigenvalue at least − 1 α and rk(S + 1 α I) r.
In this paper, we focus on the minimum rank of S + 1 α I for a fixed number n rather than the maximum cardinality of a system of equiangular lines in R r with common angle arccos α for fixed dimension r. Our main result is as follows. This theorem implies that Conjecture 1.1 is true.
Our main tools are minimal forbidden subgraphs. We will first show that Theorem 3 Preliminaries
Matrices
We denote the eigenvalues of a real symmetric matrix M of order n by η 1 (M ) η 2 (M ) · · · η n (M ). The largest (resp. smallest) eigenvalue of M is also denoted by ρ(M ) (resp. η min (M )).
The largest eigenvalue of M is also called the spectral radius of M . The rank of M is denoted by
For a real symmetric n × n matrix B and a real symmetric m × m matrix C with n > m, we say that the eigenvalues of C interlace the eigenvalues of B, if η n−m+i (B) η i (C) η i (B) for each i = 1, . . . , m. The following result is a special case of interlacing. 
Graphs
The set V (G) (resp. E(G)) is called the vertex set (resp. edge set) of G, and the cardinality of V (G) (resp. E(G)) is called the order (resp. size) of G and is denoted by n G (resp. ε G ). The adjacency matrix of G, denoted by A(G), is a symmetric (0, 1)-matrix indexed by V (G), such that (A(G)) xy = 1 if and only if xy is an edge in G. The eigenvalues of G are the eigenvalues of A(G), and the spectral radius of G is denoted by ρ(G). The cardinality of a maximum independent set (resp. clique) in G is called the independence number (resp. clique number) of G, denoted by α(G) (resp. ω(G)).
The disjoint union of the graphs G 1 and G 2 is denoted by G 1∪ G 2 . For a graph G and a subset U ⊆ V (G), we denote by G U the subgraph of G induced on U , i.e. V (G U ) = U and
For H an induced subgraph of G, we denote by N G (H) the subgraph of G induced on the vertices that have a neighbour in H but are not in H, and we denote by R G (H) the subgraph induced on the vertices of G that are neither in H nor have a neighbour in H. If the graph G is clear from the context, we will simply use N (H) and R(H).
Let G be a graph. We say G is k-regular if the valency of every vertex in G is a non-negative constant integer k. A graph G of order n is said to be strongly regular with parameters (n, k, λ, µ),
if it is k-regular, every pair of adjacent vertices has λ common neighbours, and every pair of distinct nonadjacent vertices has µ common neighbours. The following lemma is well-known (cf. [ 
Moreover, the multiplicity m θ of θ is given by m θ = − (n − 1)τ + k θ − τ .
Seidel matrices
Recall that a Seidel matrix S of order n is a symmetric (0, ±1)-matrix with 0 on the diagonal and ±1 otherwise. The graph G = G(S) corresponding to a Seidel matrix S is the graph on {1, . . . , n} such that two distinct vertices i and j are adjacent if and only if S ij = −1. It follows
where J is the all-ones matrix and I is the identity matrix. Conversely, the Seidel matrix S = S(G) corresponding to a graph G can be obtained by 
Some bounds on the smallest eigenvalue
Let G be a graph. From now on, we will use λ i to denote the eigenvalues of the Seidel matrix S(G), and by θ i to denote the eigenvalues of the adjacency matrix A(G). (ii) For any induced subgraph H of G, we have λ min (S(H)) λ min (S).
Proof . The first item follows immediately from the fact that S = J − I − 2A(G). The second item is an easy consequence of Theorem 3.1.
Note that the Perron-Frobenius Theorem (cf. [4, Theorem 3.1.1]) implies that the spectral radius ρ(G) of a connected graph G is simple, and we can take an eigenvector for ρ(G) with positive entries only. This means that, for any graph G, there exists an eigenvector v for the eigenvalue ρ(G) with non-negative entries only. Lemma 3.4. Let S be a Seidel matrix with the smallest eigenvalue λ min . Let G be its corresponding graph of S with adjacency matrix A and spectral radius ρ (= −λ min − 1 2 ). Assume that v is an eigenvector of A with eigenvalue ρ, that is, Av = ρv, and that v is not perpendicular to the all-ones vector j. If there exists another eigenvector w of A not perpendicular to the all-ones vector j, say with eigenvalue θ = ρ, then θ < −λ min − 1 2 .
Proof . We denote by U the 2-dimensional space spanned by v and w. Then there exists a nonzero vector u ∈ U − {0} such that u ⊥ j. We find Su (−1 − 2θ)u, but equality would imply that ρ = θ, as both v and w are not perpendicular to j. Hence, λ min < −1 − 2θ and the conclusion holds.
Lemma 3.4 immediately implies the following proposition.
, then any eigenvector for the eigenvalue −λ min − 1 2 is perpendicular to j.
The next proposition says that there exists at most one connected component of a graph G whose spectral radius is larger than −λ min (S(G)) − 1 2 . 
Proof . Let H ′ be the disjoint union of H and R(H). Then the adjacency matrix of H ′ is a diagonal block matrix A ′ with two blocks, namely, the adjacency matrix A(H) and A(R(H)) of H and R(H), respectively. Let u (resp. v) be an non-negative eigenvector for ρ(H) (resp. ρ(R(H))),
Define w by
and, in similar fashion, define w ′ from v. Note that Let M be a symmetric n × n matrix and π := {V 1 , . . . , V r } be a partition of {1, . . . , n}. Let M ij be the submatrix of M whose rows are indexed by V i and whose columns are indexed by V j . We say π is an equitable partition with respect to M if M ij has constant row sum for all 1 i, j r.
For an equitable partition π with respect to M , let q ij be the row sum of M ij , for 1 i, j r.
The quotient matrix Q of M with respect to π is defined as Q = (q ij ) 1 i,j r .
Lemma 3.7. Let M be a symmetric n × n matrix. If π is an equitable partition of M and Q is the quotient matrix with respect to π of M , then every eigenvalue of Q is an eigenvalue of M .
Proof . Let π := {V 1 , . . . , V r } be a equitable partition of M . Let λ be an eigenvalue of Q and v be an eigenvector of Q with λ. Let w be the vector in R n such that
This shows the lemma.
If M is the adjacency matrix of a graph G, and π is an equitable partition of {1, . . . , n} with respect to M , then we say that π is an equitable partition of G. Note that in this case π is also an equitable partition with respect to the Seidel matrix of G.
Corollary 3.8. If π is an equitable partition of a graph G and Q is the quotient matrix with respect to the Seidel matrix S of G, then every eigenvalue of Q is an eigenvalue of S.
Smith's Theorem
Now we present Smith's Theorem in the year of 1970, in which Smith determined all graphs with spectral radius 2. Note that the corresponding Seidel matrices of these graphs have their smallest eigenvalues at least −5.
The only connected graphs having spectral radius 2 are the following graphs (the number of vertices is one more than the index given).
A n (n 2)D n (n 4) E 6Ẽ7Ẽ8 For each graph, the corresponding eigenvector is indicated by the integers at the vertices. Moreover, each connected graph with spectral radius less than 2 is a subgraph of the above graphs, and each connected graph with spectral radius greater than 2 contains one of these graphs.
Remark 3.10. This theorem shows that each graph with spectral radius less than 2 is a forest.
As an easy consequence of Theorem 3.9, we determine the minimal graphs with spectral radius larger than 2, that is, the graphs with spectral radius larger than 2 such that any proper induced subgraph has spectral radius at most 2.
Corollary 3.11. The minimal graphs with spectral radius greater than 2 are the 18 graphs listed in Figure 1 . 
Forbidden subgraphs
For λ < 0, let F λ denote the set of minimal forbidden graphs for the smallest Seidel eigenvalue λ, that is,
Jiang and Polyanskii [17, Theorem 1] showed that the set F −5 is finite. Since we are talking about Seidel eigenvalues, only the switching classes of such graphs are needed. Now we determine some graphs inside F −5 . In order to do so, we define the following. For a graph G, let G(s, t) be the disjoint union of G, s isolated vertices, and t copies of K 2 , where s, t are non-negative integers. In particular, we write G(s) for G(s, 0).
Using the graphs of Corollary 3.11, we obtain the following lemma.
Lemma 4.1. Table 2 gives 18 graphs that belong to F −5 .
Proof . For each of the graphs G of Corollary 3.11, we determine the smallest integer s that satisfies λ min (S(G(s))) < −5. That the obtained graphs G(s) belong to F −5 , follows from the fact The following lemma is of crucial importance for this paper. (ii) Given a graph G with r vertices, let C(G) be the cone of G, that is, adding a new vertex to G and joining it with all vertices of G. Then λ min (S(C(G)(s, t))) λ min (S(K 1,r (s, t))).
Proof . (i) First, we consider the case when r 2, s 1 and t 1. Let v be the vertex of valency r
The partition π is equitable with quotient matrix Q with respect to S(K 1,r (s, t)):
Note that det(Q + 3I) = −16t(r − 1). As r 2 and t 1, we see that λ min (Q) < −3. By Theorem 3.1, we observe that S(K 1,r (s, t)) has at most one eigenvalue at most −3, as λ min (S(K r+ṡ ∪ tK 2 )) = −3. This implies that λ min (Q) = λ min (S(K 1,r (s, t))), by Lemma 3.7. Next, we find that
This shows that (i) is correct, if r 2, s 1 and t 1.
If s = 0 or t = 0, then with a similar argument we see that (i) is true.
We find
If a 0, then
This gives a contradiction, as λ min (Q) < 0 and aλ min (Q) + 1 > 0. It follows that a > 0.
For any vertex
This implies that λ min (S(C(G)(s, t))) λ min (Q). It shows (ii).
Analogous computations show that the following graphs also belong to F −5 . We omit the details here. shows that in this case Theorem 2.2 is true.
We start with the small spectral radius.
Proposition 5.1. Let S be a Seidel matrix with λ min (S) = −5 of order n. If the switching class of S contains a graph G with spectral radius ρ(G) 2, then rk(S + 5I) 2n 3 + 1.
Proof . If ρ(G) < 2, then S(H ′ ) + 5I has full rank, by Lemma 3.3. Next we may assume ρ(G) = 2.
Clearly, λ min (S) −2ρ(G) − 1 = −5, by Lemma 3.3. The multiplicity of −5 of S(G) is one less than the number of connected components of G with spectral radius 2. As each connected component with spectral radius 2 has at least 3 vertices, it follows that rk(S + 5I) 2n 3 + 1. This shows the proposition.
The next lemma gives a lower bound for the rank of S + 5I, where S is a Seidel matrix. As a consequence of Lemma 5.2, we have the following theorem. Proof . Let α := α([S]). Take a graph G in the switching class of S with independence number α(G) = α. Let C be an independent set of G of order α. We may assume that all vertices, that are not in V (C), have at most ⌊ α 2 ⌋ neighbours in C. Let x be a vertex outside V (C) and assume that x has r neighbours in C. The subgraph of Note that λ min (S(H(17))) λ min (S(K 1,7 (17))) < −5, by Lemma 4.3 (i) and (ii). This shows the claim.
Therefore, rk(S + 5I) 2n 3 + 1, by Theorem 5.3.
Note that, by Theorem 5.4 and the Ramsey theory, it follows that Conjecture 1.1 is true when n is sufficiently large, a result also obtained by Neumaier [22] . 6 The switching class contains a triangle-free graph Let S be a Seidel matrix with λ min (S) = −5 of order n 277. In this section, we will show that Theorem 2.2 is true when the switching class contains a triangle-free graph. Our main result of this section is as follows. we find that α(R(K)) 18. Since ρ(R(K)) < 2, we have n R(K) 2α(R(K)) 2 × 18 = 36. This means that n n K (d max + 1) − 2ε K + n R(K) 5(47 + 1) − 12 + 36 = 264, a contradiction. This finishes the proof of this theorem.
A new bound for the independence number
We start with the following result. Once the bound α([S]) 39 is shown, we may use it again to further slash this bound, as the following theorem shows. Let p ω,t denote the maximum cardinality of P U , where |U | = t ⌊ ω 2 ⌋. We call that P U is a (ω, t) pillar when |U | = t. and u ∼ y implies that c u , c y = 2 3 . Lin and Yu [20] showed that if p 4,1 25, then there exists exactly one (4, 1) pillar having more than one vertex. The next theorem gives a similar result. Proof . Without loss of generality, we may assume that u ∈ P {x 2 } , v ∈ P {x 3 } and u and v are adjacent. Let P {x 1 } = {y 1 , . . . , y p }, where p is the number of vertices in P {x 1 } . Writê
where B is a (p × 2)-matrix with each row is one of ( 2 3 , 2 3 ), ( 2 3 , − 4 3 ), (− 4 3 , 2 3 ), and (− 4 3 , − 4 3 ), and we denote the number of occurrences of these rows by α 00 , α 01 , α 10 , and α 11 , respectively. Let S 1 , S 2 , S 3 , and S 4 be the sets of rows of M which have an occurrence of ( 2α 00 −4α 01 2α 10 −4α 11 −4 12
As M is a positive semidefinite, all the eigenvalues of Q must be non-negative, by Lemma 3.7.
Let Q i be the matrix obtained from Q by removing the i th row and column of Q for i = 5, 6.
Then eigenvalue of Q are all non-negative if and only if det(Q 5 ) 0, det(Q 6 ) 0, and det(Q) 0, as 4I is positive definite.
We find that det(Q 5 ) 0 if and only if α 00 + 4α 01 + α 10 + 4α 11 36,
and det(Q 6 ) 0 if and only if α 00 + α 01 + 4α 10 + 4α 11 36.
Formulae (1) and (2) imply α 00 + 4α 11 36 − 5 2 (α 01 + α 10 ).
Furthermore, det(Q) 0 if and only if 3α 01 α 10 + (3(α 00 + 4α 11 ) − 44)(α 01 + α 10 ) − 32(α 00 + 4α 11 − 12) 0.
Define β 1 := α 00 + 4α 11 and β 2 := α 01 + α 10 . As α 01 α 10 ( β 2 2 ) 2 , equation (4) implies 1 4 (3β 2 − 32)(4β 1 + β 2 − 48) 0.
Equation (3) give
We need to consider two cases β 2 11 and β 2 10. If β 2 11, then (5) combined with (6) gives
This is a contradiction.
So β 2 10. Now (5) implies 4β 1 + β 2 48. Hence, p = α 00 + α 01 + α 10 + α 11
. This concludes the proof of this theorem.
With some extra calculations, it can be shown that p = 19 implies that α 00 = 9, α 01 = α 10 = 5 and α 11 = 0. This result can also be obtained by semidefinite integer programming if we follow the similar approach in Lin-Yu [20] .
A bound for p 4,2
In this subsection, we are going to bound the order of a (4, 2)-pillar.
Let S be a Seidel matrix of order n and λ min (S) = −5. Assume ω([S]) = 4. Let B := {x 1 , . . . , x 4 } be a 4-base and take a graph G in [S] such that {x 1 , . . . , x 4 } is a clique.
Consider the {x 1 , x 2 }-pillar P {x 1 ,x 2 } with respect to B, say with order p. Let G P be the subgraph of G induced on P = P {x 1 ,x 2 } . Now switch G with respect to {x 1 , x 2 } to obtain
We will show the following result, and, as a corollary, we obtain a bound of the order of a (4, 2)-pillar.
Theorem 8.3. Let G be a triangle-free graph with order n G such that λ min (S(G∪2K 2 )) −5.
Assume further that α(G) 26. For a vertex x of G, let a x be the valency of x in G. Then the following hold:
(i) n G 68;
(ii) If n G 66, then there exists an edge xy in G such that a x + a y 20.
Before we give the proof of this theorem, we start with a few lemmas that can be verified by straightforward computations. For B 3 , see the picture below.
Lemma 8.4. The following graphs are in F −5 , where P n is a path with length n − 1.
Lemma 8.5. For a graph G, let G(t 1 , t 2 , t 3 ) be the disjoint union of G, t 1 isolated vertices, t 2 copies of K 2 and t 3 copies of P 3 , where t 1 , t 2 and t 3 are non-negative integers. Then, the following hold.
(i) The smallest eigenvalue of K 2,3 (t 1 , t 2 + 1, t 3 ) satisfies λ min (S(K 2,3 (t 1 , t 2 + 1, t 3 ))) −5 if and only if t 1 + 4t 2 + 10t 3 14;
(ii) The smallest eigenvalue of K 1,6 (t 1 , t 2 + 2, t 3 ) satisfies λ min (S(K 1,6 (t 1 , t 2 + 2, t 3 ))) −5 if and only if t 1 + 4t 2 + 10t 3 14;
(iii) The smallest eigenvalue of B 3 (t 1 , t 2 + 2, t 3 ) satisfies λ min (S(B 3 (t 1 , t 2 + 2, t 3 ))) −5 if and only if t 1 + 4t 2 + 10t 3 16.
Lemma 8.6. Let G be a triangle-free graph with order n G such that λ min (G∪2K 2 ) −5. Let a max be the maximum valency of G. If n G 66, then (i) a max 12;
(ii) G does not contain K 2,3 as an induced subgraph.
Proof . As K 1,14∪ 2K 2 ∈ F −5 , by Lemma 8.4 (i), we have a max 13. Suppose that a max = 13,
and let x be a vertex with valency 13 in G. Consider a vertex y = x which is not adjacent to
x. Assume that x and y have t common neighbours. Let K be the subgraph of G induced on
We observe that det(S(K∪2K 2 ) + 5I) 0 if and only if (t − 3) 2 0.
It follows that every vertex, that is not adjacent to x, has 3 common neighbours with x in G. As a max 13, we have n G 1 + a max + a max (a max − 1) 3 1 + 13 + 13(13 − 1) 3 = 66.
By the assumption that n G 66, we see that the equality must hold, and every vertex in G has valency 13. Hence, in this case, G is a strongly regular graph with parameters (66, 13, 0, 3). Such a strongly regular graph does not exist as the multiplicities of the eigenvalues are non-integral, by This shows the case (i).
(ii) We denote by ρ(G) the spectral radius of G. If ρ(G) 2, then n G
which is a contradiction. This implies that a max 3. By Lemma 8.6, we have 3 a max 12.
Next, we will consider two cases 6 a max 12 and 3 a max 5.
In the following proof, we will denote by N (H) (resp. R(H)) subgraph of G induced on the vertices outside V (H) that have a neighbour (resp. no neighbours) in H, for an induced subgraph, Proof . This follows straightforward from the definition. In particular, (iii) follows from the assumption that ω([S]) = 4.
Now we come to our main result in this section. Let a x and a y be the valencies of x and y in the subgraph of Ga(x 1 , x 2 ) induced on P {u,v} , respectively. By Corollary 8.10, we see that a x + a y 20. This means that x and y have generality, we may assume that u and x have at least ⌈ 17 4 ⌉ = 5 common neighbours in Ga(x 1 , x 2 ). Let w 1 , . . . , w 5 are 5 common neighbours of u and x.
Let K be the subgraph of Ga(x 1 , x 2 ) induced on {u, x, w 1 , w 2 , w 3 }. Then there are at most
that are either in K or have a neighbour in K. Let R(K) be the subgraph induced on the vertices of Ga(x 1 , x 2 ) that are neither in K nor have a neighbour in K. Now R(K) has neither P 4 nor K 1,3 as an induced subgraph by Lemma 8.4. By Lemma 8.5 (i), we see that R(K) has at most 14 vertices, as ρ(R(K)) < 2. It follows that Proof . Let Ga(x, y) be the gallery with respect to xy with order q xy . For a 4-base {x 1 , . . . , x 4 } denote for U ⊆ {x 1 , . . . , x 4 } the U -pillar with respect to {x 1 , . . . , x 4 } by P U with order p U . This finishes the proof.
