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Estimation of Modal Damping in Power Networks
Mark Glickman, Peter O’Shea, and Gerard Ledwich, Senior Member, IEEE
Abstract—This paper describes a new Fourier-based sliding
window method for estimating the damping of exponentially de-
caying modes that occur in power networks as a result of electric
disturbances. The key innovation in the new method is the use of
multiple orthogonal sliding windows rather than just a single pair
of sliding windows. The use of these multiple orthogonal windows
allows least-squares averaging strategies to be used, enabling
lower variance estimates to be obtained as a result. A statistical
analysis is provided, and simulations are presented to illustrate
the effectiveness of the new method. The technique is also applied
to real power system data.
Index Terms—Interconnected power systems, least-squares
methods, parameter estimation, power system monitoring, power
system transients, singular value decomposition.
I. INTRODUCTION
POWER networks consist of interconnected generatorsthat share power to meet the demand. Various oscillating
modal components can occur within the power system due to
line tripping, changes in the load, and various faults. “Negative
damping” corresponds to the scenario of a growing oscillation,
whereas “positive damping” corresponds to a decaying oscil-
lation. Negatively damped oscillations might lead to power
system failures. If damping factor estimation is performed
regularly, and modes with dangerously low (or even negative)
damping are detected early, then appropriate control measures
can be applied.
There are a number of existing approaches for estimating
damping from power system observation records [1]–[6]. One
of these approaches is to use Fourier-based “sliding window”
algorithms that estimate the damping factor via Fourier trans-
formation of two consecutive time windows [5], [6]. This
approach exploits the fact that the ratio of the Fourier ampli-
tudes in consecutive time windows is dependant on the rate of
modal decay. A second approach to damping factor estimation
from power system observations is the use of the so-called
“parametric methods.” One of the most well-known parametric
methods within the power system sector is Prony’s method. In
this method, the electric disturbance modes are modeled as the
output of a linear time-invariant filter driven by complex white
noise, and the modal parameters are determined by formu-
lating and solving a set of linear prediction equations [7], [8].
Discussions on the application of Prony’s method to various
power systems scenarios are also provided in [9] and [10]. One
of the key advantages of Prony’s method over conventional
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Fig. 1. Comparison of Kumaresan–Tufts damping estimate MSEs (full) and
basic Prony damping estimate MSEs (dashed) for a single mode.
Fourier-based algorithms is the ability to process modes that
are spectrally very close. On the other hand, Prony’s method
does not perform well at low signal-to-noise ratios (SNRs).
Prony’s method by itself tends to have quite poor numerical
conditioning. Kumaresan and Tufts showed that one could im-
prove the conditioning (and therefore the accuracy of damping
and frequency estimates) by using two specific modifications
to the original Prony algorithm [7]. The first of these modifi-
cations was to use singular value decomposition (SVD) tech-
niques to solve the linear prediction equations rather than stan-
dard matrix inversion procedures. The second modification was
to make the linear prediction model, , especially high. Note
that there is a trade-off with the proposed modifications of Ku-
maresan and Tufts, because although increasing tends to im-
prove accuracy, it also increases the computational burden sig-
nificantly. Fig. 1 illustrates the statistical advantage of using
the Kumaresan–Tufts (KT) approach rather than a simple Prony
analysis. The figure shows the damping estimate mean-square
errors (MSEs) versus SNR for a single mode with both the KT
and basic Prony methods. For the simulations, the modal signal
was assumed to have the following form:
(1)
with amplitude, ; damping, ; modal frequency, ; initial
phase, ; and being additive complex Gaussian noise. In
the simulations for Fig. 1, the parameters were set to ,
, , and . The sampling rate was
assumed without loss of generality to be 1, and 200 simulation
runs were performed. The total number of samples in the data
record, , was 300, and in the KT method, the linear prediction
model order, , was set to 180.
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This paper presents a new sliding window method that in-
corporates multiple orthogonal sliding windows to estimate the
damping of decaying oscillating modes. The orthogonality of
the windows effectively enables the results from each of the
multiple windows to be treated as being independent. For this
reason, least-squares averaging techniques can be used to advan-
tageously combine the results obtained from the multiple sliding
windows. The new algorithm is compared with existing sliding
window methods [6], and it is seen that the new multiple sliding
window method has advantages over existing sliding window
methods. An extension of the new method is also proposed for
analyzing closely spaced modes. This extension is seen to per-
form comparatively well also. It should be noted that an earlier
version of the new method and some preliminary results were
presented in [11].
The new method is presented in Section II in a signal pro-
cessing context, along with supporting simulations. Section III
presents an extension of the new method to be able to process
closely spaced modes, with simulations for this extension again
being provided. In Section IV, the relevance of the new method
to power system applications is considered. The method is ap-
plied to 1) a simulated four-machine power system scenario and
2) a real data scenario. Section V is devoted to conclusions. The
Appendix contains a statistical analysis of the new method.
II. SLIDING MULTIPLE WINDOW METHOD
A. Background: The Basic Sliding Window Method
It is assumed that the oscillating mode of interest is a complex
exponential of the form given in (1).
In the sliding window algorithms proposed in [5] and [6], two
windows were applied to the signal at different time positions
to obtain the following windowed signals:
(2)
and
(3)
where denotes the window;
; ;
Number of samples between windows;
Number of samples in both windows. In this paper, it
will be assumed that the two windows are consecutive in time
(i.e., ). In the algorithm in [5], the window was
restricted to being rectangular, whereas in [6], it was assumed
to be a “smooth” Kaiser window. Note that a rectangular
window starts and ends abruptly, as shown in Fig. 2(a). A
“smooth” window, on the other hand, tapers smoothly on and
off [see Fig. 2(c)]. The advantage of a smooth window is that its
Fourier transform has negligibly low side-lobes and, therefore,
has negligible spectral content outside its “main-lobe.” See, for
example, Fig. 2(d), which is the Fourier transform (magnitude)
of a smooth Kaiser window. By contrast, the Fourier transform
Fig. 2. (a) Rectangular window. (b) Fourier transform magnitude of a rectan-
gular window. (c) Smooth (Kaiser) window. (d) Fourier transform magnitude
of a smooth (Kaiser) window.
(magnitude) of a rectangular window is shown in Fig. 2(b).
The high spectral side-lobes of the rectangular window are
readily apparent. In sliding window analysis of multiple
modes, these side-lobes can appear to be multiple modes. The
interference effect from these side-lobes is therefore difficult to
deal with [6].
Because of the interference effect described above, smooth
windows are generally preferred in spectral analysis problems.
Examining Fig. 2(c), though, it is apparent that smooth windows
have a disadvantage. There is a tapering off (i.e., a de-emphasis
of data) at the beginning and end of the window. This effectively
gives rise to a “lost data” effect. In the analysis of decaying
oscillations, the tapering off at the start of a smooth window is
particularly problematic. This is because the start of the record
is where the SNR tends to be highest. As will be seen later in
this paper, this disadvantage can be mitigated with the use of
multiple smooth windows to “recover” lost data.
For the basic sliding window estimation method, it is first
necessary to estimate the frequency of the oscillating mode. This
can be done with the following estimator:
(4)
Note that in practical power systems, the modal frequencies
will not always be constant. There can be step changes after
faults, and there can also be frequency drift [9], particularly
during times where large load variations occur. The paper in
[2] describes a method for estimating modal parameters that
slowly change. The work in [12] outlines a method for detecting
when substantial and sudden modal changes occur in the power
system. If such changes do occur, though, it is probably better
to wait until the system stabilizes before attempting to estimate
modal parameters. That is, it is recommended that the algo-
rithms in this paper be used only when the power system dy-
namics are approximately piece-wise stationary.
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As explained in the introduction, damping can be estimated
by taking two consecutive time windows and examining the rel-
ative strength of the Fourier transform in both windows. An es-
timator based on this approach is given by
(5)
where and are the Fourier transforms of the
two windowed signals, and which are defined
in (2) and (3), respectively. denotes the real part. The
estimator in (5) can be further expressed as
(6)
where and are the Fourier transforms of
and , respectively; and are the perturbations to the
spectral amplitudes, and , respectively, due to
the noise on the observation. It is assumed in this paper that
and are small compared with and , and that
as a consequence, the bias of is very close to zero. Then the
mean square error (MSE) and variance of are both given by
(7)
where denotes expected value. The variance of is derived
in the Appendix. The final result for the variance is given in (41)
of the Appendix.
In addition to the damping and frequency estimators defined
already, one can define an estimator for the complex amplitude
(i.e., amplitude and phase) of the mode. This estimate is
(8)
B. Sliding Multiple Window Method
To achieve accurate damping factor estimates, it is obviously
desirable to reduce the variance of the damping estimate(s). One
can reduce the variance somewhat by optimizing the window
length as described in [6]. It is proposed in this paper to obtain
further reductions in the variance of by using multiple orthog-
onal sliding windows [13]. The following paragraphs elaborate
on the concept of “orthogonal windows.”
It is possible to create an orthogonal set of smooth win-
dows, each with a main-lobe of bandwidth, , such
that each of these smooth windows has zero correlation with
all the other windows in both the time and frequency domain.
The set of windows is formed with an eigen-decomposition
process, as described formally in [13]. MATLAB supports
the generation of the smooth orthogonal windows via the
“dpss” command within the Signal Processing Toolbox. Fig. 3
shows the five orthogonal windows generated for .
It is apparent that the window in Fig. 3(a) would strongly
de-emphasise the data at the start and end of a record, but the
windows in Fig. 3(c)–(e) would give relatively more emphasis
to the start and end of the data. Shrewd use of all the windows
Fig. 3. Five orthogonal time windows and their Fourier transforms
(N B = 4).
actually allows the data in all parts of the data record to be more
effectively used. The strategy for shrewdly using all windows
is outlined below.
Instead of using just one pair of windows to obtain just one
estimate of , one can use pairs of orthogonal windows to
yield estimates of . The pairs of windows of the observed
data are defined by
(9)
(10)
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is the th orthogonal window. will be used to denote
the th estimate for damping.
Because of the orthogonality of the pairs of windows, the
noise on these estimates will be uncorrelated, as long as the
spectrum of the additive noise is flat over the (fairly narrow)
bandwidth, (a typical value for is ). Because of the
uncorrelated nature of the estimates, least-squares averaging can
be used to yield an overall damping factor estimate with reduced
variance [11]. Assume that the pairs of orthogonal windows
are used to form a vector of damping factor estimates,
. From this vector, it is necessary to create a single
estimate of . The overall estimate of that has the minimum
MSE is given by [14]
(11)
where , and is the covariance matrix for .
is defined by
.
.
.
.
.
.
.
.
.
(12)
Now all the estimates in the vector are obtained from win-
dows that are orthogonal. Therefore, all estimates in the vector
are uncorrelated. Thus, all elements in the covariance matrix ex-
cept those on the diagonal will be equal to zero. Thus
.
.
.
.
.
.
.
.
.
(13)
The entries for the elements on the diagonal can be obtained
using the result in (41) of the Appendix. The variance of the
final damping factor estimate is [14]
(14)
C. Summary of the Sliding Multiple Window Method
Step 1) Estimate the frequency of the oscillating mode
(15)
Step 2) Form pairs of windows of the observed data ac-
cording to (9) and (10).
Step 3) Form estimates of damping factor according to
for (16)
where and are the Fourier trans-
forms of and , respectively.
Fig. 4. Comparison of multiple sliding window method MSEs (circles), basic
sliding window method MSEs (dots), and CR lower bound (dashed).
Step 4) Use least-squares averaging to estimate the overall
damping factor estimate
(17)
where:
.
.
.
.
.
.
.
.
.
(18)
and is as given in (41) of the Appendix.
Note that the least-squares averaging procedure in (17) and
(18) requires knowledge of and . These quantities, however,
are not known a priori. There are a number of ways to get around
this difficulty. One way is to first compute an estimate of just
using the first window. It is possible for this estimate to then be
used to compute an updated estimate of via (17) and (18). An
alternative that can be used when there is less certainty about
the characteristics of the additive noise is to simply weight each
of the by the mean value of the th window and then average
all for . Complex amplitude estimates can be
found via (8).
D. Simulations to Compare Multiple Sliding Window Method
With Basic Sliding Window Method
1) Additive White Noise: A signal of the form of (1) was
synthesized, with additive white Gaussian noise of various
different noise powers being used. Simulations were then per-
formed so as to compare the multiple sliding window method
with the basic sliding window method. The following simulation
parameters were used: number of samples, ; amplitude,
; phase, ; damping, ; frequency,
; number of windows in the multiple sliding
window method, ; window bandwidth, Hz;
number of samples between windows, samples; and
number of samples in both windows, samples. In
the basic sliding window method, the window used was the
first of the orthogonal windows (i.e., the first-order discrete
Slepian function [13]). For Figs. 4 and 5, the multiple sliding
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(a)
(b)
(c)
Fig. 5. (a) MSEs for KT (full), high-resolution multiple sliding window (cir-
cles), high-resolution basic sliding window (dots) methods, and the CR bound
(dashed). Number of samples in KT method = 500. (b) Noisy time domain
signal used to create MSEs in Fig. 5(a). (c) MSEs for KT, high-resolution
multiple sliding window, and high-resolution basic sliding window methods.
Number of samples for KT method = 300.
window-based damping estimate MSEs are depicted with cir-
cles, the basic sliding window damping estimate MSEs are
depicted with dots, and the theoretical minimum damping
estimate MSEs [i.e., the Cramer–Rao (CR) bound] are shown
as a dashed line. The results of the simulations are shown in
Fig. 4. It is seen that the multiple sliding window yields lower
MSE estimates than the basic sliding window method. The
difference in MSEs is about 2.5 dB.
(d)
(e)
(f)
Fig. 5 (cont’d). (d) Comparison of KT (full), high-resolution multiple sliding
window (circles), and high-resolution basic sliding window methods (dots) for
white noise. SNR held constant and damping factor varied. Number of samples
in KT method = 500. (e) Noiseless time domain signal used for simulations
for Fig. 5(f). (f) MSEs for KT, high-resolution multiple sliding window,
and high-resolution basic sliding window methods. Number of samples in
KT method = 300.
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(g)
(h)
Fig. 5 (cont’d). (g) Noiseless time domain signal used for simulations.
(h) Comparison of KT (full), high-resolution multiple sliding window (circles),
and high-resolution basic sliding window methods (dots) for white noise.
Number of samples for KT method, N = 60.
2) Additive Colored Noise: Simulations were repeated for
additive narrowband colored noise, with the noise occupying
the same band as the signal. The colored noise was generated by
passing the white noise through a narrowband filter (with band-
width equal to 1/16 of the total band) centered on the modal
frequency of interest. Thus, the noise was flat over 1/16 of the
total band and zero elsewhere. All other parameters were kept
the same as specified in the previous paragraph. When the MSEs
were plotted against the SNR of the original unfiltered white
noise, the resulting plot was extremely similar to the plot in
Fig. 4. That is, there was little difference in the estimate MSEs
whether the noise was wideband or narrowband. This is ex-
pected, since any noise outside of the relatively narrow band-
width of the orthogonal windows has virtually no effect on the
sliding window damping estimate. This is one of the key reasons
for using the smooth orthogonal windows—they have very low
side-lobes and therefore suppress information outside a narrow
spectral region of interest. Thus, noise or other modes that are
of no interest can be suppressed as required.
III. HIGH-RESOLUTION SLIDING WINDOW METHOD
The algorithm in Section II is an improvement on the basic
sliding window algorithm but is still limited in a number of
ways. First, it is unable to process multiple closely spaced
modes. That is, it is a “low-resolution” technique. Second, be-
cause the sliding window spectrum is only evaluated at two time
positions, the resulting accuracy is limited. For these reasons,
it is appropriate to try to extend the multiple sliding window
algorithm in Section II. The extended algorithm will be referred
to as the high-resolution multiple sliding window algorithm.
The extension draws its inspiration from the high-resolution
basic sliding window method in [15], which dealt with an
extension of the basic sliding window method to be able to
do high-resolution processing. There are a number of goals in
doing the extension. These goals are 1) to be able to process
multiple closely spaced modes, 2) to be able to achieve accurate
damping factor estimates, and 3) to be able to do the damping
factor estimation in a computationally efficient manner.
In order to achieve goal 1), it is proposed to evaluate the
sliding window spectrum at more than two time positions. As
will be seen later, the additional windowed spectra tend to give
new information that makes possible the analysis of multiple
closely spaced modes.
To achieve goal 2), recourse will be made to filtering tech-
niques. Such techniques are common in power system modal
analysis, since they can eliminate noise and modes that are not
of interest. Because of the nature of the modal analysis applica-
tion, it is important to do the filtering as shrewdly as possible.
That is, because one is dealing with modes that are decaying,
it is important to be able to do the filtering without distorting
(or losing) too much of the information at the onset of the mode
(where the SNR tends to be highest). For this reason, it is critical
to use filters that have both good frequency selectivity and short
impulse responses. The orthogonal window functions of Slepian
were designed for precisely that purpose. That is, they arose
from trying to solve the problem of optimally concentrating
filter bandwidth for a given length of impulse response [16].
The use of multiple sliding orthogonal windows is inherently,
therefore, a very effective filtering technique for limited dura-
tion sequences. The estimates from the different filters are
statistically combined to give further improvements in accuracy.
To achieve goal 3), it is proposed to first use the “spectro-
gram” command in MATLAB’s Signal Processing Toolbox.
(The command is invoked times, with each invocation cor-
responding to one of the orthogonal windows.) The output
from each of the “spectrogram” commands represents a
bank of band-pass filtered sliding window time series, with
the various filters in the bank being centered on the “bins”
(discrete frequencies) of the sliding FFTs. The use of the “spec-
trogram” command is very efficient because a large number
of filtering operations can be implemented simultaneously,
thereby enabling multiple modes at different frequencies to
be processed efficiently. Further efficiencies are introduced by
explicitly introducing a common technique from the field of
communications—namely, down-conversion. Because the time
series outputs from the “spectrogram” commands (at any given
frequency) are all band-pass filtered, they are narrow-band sig-
nals. It is well known that for narrowband band-pass signals, no
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information is lost by translating the signal’s spectral content
to “base-band” (achieved by simply multiplying the time series
by ). Furthermore, narrowband signals that are
translated to base-band have very low bandwidth and hence
need quite low sample rates (according to the Nyquist theorem
[17]). That is, the sliding window Fourier transform only needs
to be sampled (evaluated) at infrequent stepped intervals. No
information loss occurs if the stepping interval is s.
Because of the relatively low sample rates, the effective data
record lengths are small, and processing is computationally
efficient. If the sampling rate reduction is , then the reduction
in computation as compared to the KT method will typically
be of the order of . There will be additional computation in
the new method due to the spectrogram computations, but this
would normally be quite small compared to the KT computa-
tion. The new multiple sliding window method would be more
complex than the basic sliding window method by a factor of
about .
In this section, the approach outlined in the previous para-
graphs is described mathematically. Assume that there are, say,
modes, that are closely spaced in a particular spectral region,
centered around .
Step 1) Determine sliding window Fourier transforms,
(19)
where , , where
. MATLAB’s “specgram”
command can be used to create the , for
.
Step 2) For each mode (or modal cluster) of interest, deter-
mine an initial frequency estimate, , by finding
the frequency at which the appropriate Fourier trans-
form region is maximized. Let the number of modes
present in the frequency region of interest be .
Step 3) Downshift the sliding window time series to base-
band
(20)
Step 4) For each of the time series, , use the KT
algorithm to estimate the frequencies and damping
factors of the modes. Then perform a weighted
average of the damping factor estimates to obtain
an overall damping factor estimate
(21)
where is the estimate of the damping of the th
mode based on the th orthogonal window, is the
“overall” estimate of the damping of the th mode,
and is the mean value of the th window. The
overall damping estimate for each mode is obtained
via the “weighted average” procedure in (21), rather
than via a covariance based procedure [as in (17) and
(18)] because reliable covariance information is typ-
ically difficult to determine accurately for multiple
modes.
If one has data from multiple sites, one can follow the
approach in [9] and [18]. That is, linear prediction equations
arising from the different sites are set up and grouped together
in a single matrix equation that is then solved. Singular value
decomposition can be used in the solution of these equations to
improve robustness.
A. Simulations
Although the above method has particular application to
solving multiple mode problems, it can also be very effective
for single mode analysis. A number of different modal sce-
narios were simulated to evaluate performance. These different
scenarios are described below. In all scenarios, five orthog-
onal windows were used, the window bandwidth was 0.1811
rad/sample, and MSEs were computed by averaging the results
from 200 trials.
1) Scenario I: A Single Mode in White Noise. Damping
Factor is Held Constant, and SNR is Varied: The simulation
parameters used were: , number of samples in a window
and step time both equal to 56 samples; amplitude equal to
1, damping factor equal to 0.005, frequency equal to 0.0982
rad/s, phase equal to 0 rad, , order of linear prediction in
high-resolution multiple window method, , order
of linear prediction in KT method, , number of
samples fed into the KT method, . The results are
shown in Fig. 5(a). Above about 12 dB, the new high-resolution
method is seen to have similar performance to the KT method,
provided that large values (e.g., ) are used for the
prediction order in the KT method. With such large values
of , the KT method is very computationally intensive
(requiring operations). Below about 12 dB, the new
method is more resilient than the KT method. This is not
entirely surprising—Fourier-based methods have a reputation
for being resilient at low SNRs. The new method is also lower
in MSE than the basic window high-resolution method.
Note that the SNR threshold for the KT method can be re-
duced (for decaying modes) by discarding the samples toward
the end of the data record. This is effective because the latter part
of the data record is where the SNR is poorest. This is readily
apparent in Fig. 5(b), the time domain plot of a noisy version of
the signal under analysis. While the discarding of information
at the end of the data record does reduce the SNR threshold, the
inherent loss of information also reduces the accuracy. This is
illustrated in Fig. 5(c), which shows a new set of damping esti-
mation simulations for Scenario 1 but with only 300 samples fed
into the KT algorithm [as opposed to 500 samples for Fig. 5(a)].
Comparison between Fig. 5(a) and (c) shows that the discarding
of samples in the KT method has reduced the SNR threshold but
has also reduced the accuracy a little above threshold.
2) Scenario II: A Single Mode in White Noise. SNR
is Held Constant, and Damping Factor is Varied: The
simulation parameters used were: SNR dB,
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, , amplitude , damping factor varying
from 0.005 to 0.025, frequency and
phase , , window length stepping time
round scale factor , where
, KT method’s linear prediction order
round scale factor , order of linear prediction
in high resolution multiple sliding window method
round scale factor . Note that round(.) denotes rounding
to the nearest integer. Simulation results are presented in
Fig. 5(d). The KT method appears to be more vulnerable to
failure at this comparatively low SNR of 10 dB.
3) Scenario III: Two Closely Spaced Modes in White Noise.
SNR is Varied: The simulation parameters used were: ,
number of samples in a window and step time both equal to 56
samples; amplitudes equal to 1, damping factors equal to 0.005
and 0.001, respectively, frequencies equal to 0.0982 and 0.1104
rad/s, respectively, phases equal to 0 rad. The noiseless signal
is shown in Fig. 5(e). Other parameters were , order of
linear prediction in multiple window high-resolution method,
, order of linear prediction in KT method,
, number of samples fed into the KT method, .
The results for estimating the damping of the 0.005 damping
factor mode are shown in Fig. 5(f). The high-resolution multiple
window method yields the lowest MSE estimates.
4) Scenario VI: Two Heavily Damped Modes in White Noise.
SNR is Varied: The simulation parameters used were: ,
number of samples in a window, samples; stepping
time, samples, amplitudes equal to 1, damping fac-
tors equal to 0.05 and 0.075, respectively, frequencies equal to
0.0982 and 2.356 rad/s, respectively, phases equal to 0 rad. The
noiseless signal is shown in Fig. 5(g). Other parameters were
, order of linear prediction in multiple window high res-
olution method, , order of linear prediction in
KT method, , number of samples fed into the KT
method, . The results for estimating the damping of
the 0.05 damping factor mode are shown in Fig. 5(h). The KT
method gives the best results for this case of heavily damped
modal analysis. This is probably due to the fact that it is diffi-
cult to effectively filter heavily damped modes (which have very
limited duration because of their rapid decay), and filtering is an
inherent part of the sliding window algorithms.
The simulations in this section have shown that the new al-
gorithm can be useful in a number of circumstances, although it
is clearly not better in all circumstances. It is least suited to an-
alyzing weak modes. It is recommended that the new approach
be used in conjunction with existing techniques such as the KT
method. One of the major benefits of the new method is that
the multiple windows allow several different estimates to be ob-
tained from the one data record, and these different estimates
can be used for cross-validation purposes.
IV. APPLICATION TO SIMULATED SYSTEM AND REAL DATA
A. Simulated Power System Example
A power system model was devised to reflect to some ex-
tent the power system inter-area configuration of mainland Aus-
tralia. This model is shown in Fig. 6 and involves a four ma-
chine problem “strung in line” with interconnecting impedances
Fig. 6. Simulated power system model.
between nodes and denoted by in Fig. 6. The machines
are modeled with simple classical models with inertia , input
power , load power , and angle . The equation relating
these various quantities is
(22)
Consider the case where the input powers are taken to be
equal to the mean of the local load powers. Also assume that
the load power variations are modeled as a random process ob-
tained by integrating white noise. The variations are considered
to be sufficiently small that the machine angle perturbations are
small and . Then
(23)
Despite the simplicity of the modeling, the specifications in
Fig. 6 and (23) above give rise to a set of spectra that are close to
those actually observed in the Australian system. Several algo-
rithms were applied to the problem of estimating the damping of
the inter-area modes. Ambient data (i.e., data from a simulated
power system in normal operation) were used for the damping
estimation. The wide band load variations in the simulated data
resulted in angle difference variations of around 1 degree in the
frequency band of interest, which is similar to the kind of noise
levels observed in the Australian system. Approximately 3 h of
simulated data were used to do the analysis, with data being
“sampled” at ten samples per second. The autocorrelation func-
tion of the modal disturbance oscillations in a center of area
framework from one of the machines in Fig. 6 is shown in Fig. 7.
The results of analyzing this signal are shown in Table I. From
the table, one can see that the algorithm using multiple win-
dows performs best. This performance advantage is seen even
more clearly in Table II, where the MSEs (in dB) are shown for
each of the modes. Note that having high-quality estimates is
beneficial generally in power systems from a control perspec-
tive. Control actions should ideally be based on statistical tests,
and the lower the variance of damping estimates, the fewer the
tests needed to ensure that any potential corrective control ac-
tions are fully justified. Additionally, when damping estimates
are formed from ambient data, low variance estimators can give
useful information with shorter data records than high variance
estimators, thereby allowing control actions to be taken sooner.
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Fig. 7. Autocorrelation of data from the power system model in Fig. 6.
TABLE I
DAMPING ESTIMATES
TABLE II
DAMPING ESTIMATES MSE
B. Real Power System Example
Real power system modal oscillation data in the form of
power flow on the major lines between states were acquired
from Blackwall substation in near Brisbane in Queensland,
Australia. The oscillation was initiated by a 300-MW braking
resistor test for 0.2 s at Gladstone power station 800 km away.
The measurements were done at a distance to reduce the affect
of Gladstone local disturbances and oscillations. The test was
able to create a measurable disturbance on the inter-area mode
between Queensland and the southern states. The autocorrela-
tion function of the oscillation data (after the brake is removed),
and the Fourier transform thereof are shown in Figs. 8 and 9,
respectively. Two modes are apparent in the spectrum. The
larger modal component (0.3414 Hz) is the inter-area mode.
Acquired data was sampled at the rate of five samples per
second. In order to accommodate the assumption of unity sam-
pling rate stated earlier in this paper, all frequencies within the
analysis were expressed as “normalized frequencies”; i.e., the
Fig. 8. Real data (time domain autocorrelation).
Fig. 9. Real data (frequency domain)
true frequencies scaled by 1/5. A sliding window analysis was
applied with the following parameters: number of windows,
; number of samples in each window and number of
samples between each window . Two consecutive time
windows were used for both the basic and multiple sliding
window algorithms described in Section II. The different
modes, being well separated, were processed separately. The
basic Prony and KT methods were also used to analyze the
signal, with the first 96 samples of the data record being fed
in. Frequency and damping estimates for the two modes were
obtained for all methods, and then the amplitudes and phases
were obtained using the standard approach [7].
With real data, one does not know the true estimates, and so
one cannot determine the error in the damping (mean squared
or otherwise). One can, however, measure the mean-square dif-
ference between the actual and estimated signal. This quantity
is known as the “residual power,” and it is effectively a measure
of the MSE of the overall estimation process. While it is not as
direct a measure of the effectiveness of damping estimation, it
can be a useful measure of the effectiveness of the estimation
method. This residual power is shown for all of the methods
in Table III. It is seen that the residual power is lowest for the
sliding multiple window method. The Prony and KT methods
perform poorly in this situation, possibly because they are not
as resilient to model mismatches as Fourier-based methods.
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TABLE III
POWER OF DIFFERENCE BETWEEN ACQUIRED AND ESTIMATED SIGNALS
V. CONCLUSION
A new Fourier-based sliding window algorithm has been pre-
sented for estimating the damping of oscillating modes. The
new method uses multiple orthogonal windows along with least-
squares error minimization techniques. Simulations show that
the algorithm can give quite useful results in various situations.
It does not always outperform existing methods such as the KT
method, though. The new method has also been used to analyze
the output from a real braking resistor test and has been found to
perform well. Because it is difficult to find a method that works
well in all possible scenarios, it is recommended that the new
method be used as one of a number of possible analysis tools.
APPENDIX
A. Damping Factor Estimation From Two Sliding Windows
Assume that a single modal component exists in the observa-
tion [as defined in (1)] and that two windowed signals are cre-
ated from this component as per (2) and (3). If the additive noise
power in the observation is zero, then the ratio of the Fourier
transforms of the two windowed signals (evaluated at the oscil-
lation frequency) is
(24)
(25)
(26)
Therefore, the damping factor is defined by
(27)
The amplitude and phase is given by
(28)
where
(29)
In practice, the noise power on the observation will be nonzero.
One cannot, in general, then, determine an exact value for
the damping factor. One can only obtain an estimate of the
damping. Motivated by (26), the estimate for the damping
factor (assuming ) is defined as
(30)
(31)
where
(32)
and
(33)
(34)
(35)
Assume that and are small compared with and
. Then, using the fact that and
if is small
(36)
(37)
Since the windows are assumed to be consecutive, and are
uncorrelated and the variance of is
(38)
Now if the noise is stationary over the observation interval and
white, the following simplifications can be made:
(39)
(40)
(41)
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