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PARTITIONING THE EDGE SET OF A HYPERGRAPH INTO ALMOST
REGULAR CYCLES
AMIN BAHMANIAN AND SADEGHEH HAGHSHENAS
Abstract. A cycle of length t in a hypergraph is an alternating sequence v1, e1, v2 . . . , vt, et
of distinct vertices vi and distinct edges ei so that tvi, vi`1u Ď ei (with vt`1 :“ v1). Let
λKhn be the λ-fold n-vertex complete h-graph. Let G “ pV,Eq be a hypergraph all of whose
edges are of size at least h, and 2 ď c1 ď ¨ ¨ ¨ ď ck ď |V |. In order to partition the edge
set of G into cycles of specified lengths c1, . . . , ck, an obvious necessary condition is thatřk
i“1 ci “ |E|. We show that this condition is sufficient in the following cases.
(R1) h ě maxtck, rn{2s` 1u.
(R2) G “ λKhn , h ě rn{2s` 2.
(R3) G “ Khn , c1 “ ¨ ¨ ¨ “ ck :“ c, c|npn´ 1q, n ě 85.
In (R2), we guarantee that each cycle is almost regular. In (R3), we also solve the case
where a “small” subset L of edges of Khn is removed.
1. Introduction
In order to decompose (i.e. partition the edge set of) a graph G “ pV,Eq into k cycles
of specified lengths c1, . . . , ck with 3 ď c1 ď ¨ ¨ ¨ ď ck ď |V |, it is clearly necessary thatřk
i“1 ci “ |E|, and that the degree of each vertex is even. In a recent breakthrough by
Bryant et. al. [7, Theorem 1], it is shown that these conditions are indeed sufficient for the
case when G is the complete n-vertex graph, Kn, which settles an old conjecture of Alspach.
The corank of a hypergraph G “ pV,Eq, written, crpGq, is mint|e| : e P Eu. The degree
of a vertex is the number of edges containing it, and G is regular if all its vertices have the
same degree. We call a hypergraph almost regular if there is an integer d such that every
vertex has degree d or d ` 1. In this paper, our goal is to investigate cycle decompositions
of hypergraphs, and in particular we are interested to investigate the following problem.
Problem 1. Find the necessary and sufficient conditions for the existence of a decomposi-
tion of the complete λ-fold n-vertex h-graph, λKhn , into k regular cycles of specified lengths
c1, . . . , ck.
This problem is not precisely formulated, because it is not clear what the definition of
‘cycle’ in a hypergraph should be. Let G “ pV,Eq be a hypergraph (possibly with multiple
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edges) with crpGq :“ h. A careful reader will notice that all of the following are potential
definitions for G to be a cycle.
(I) There exists an alternating sequence v1, e1, v2, . . . , vt, et of distinct vertices vi, and
distinct edges ei with V Ě tv1, . . . , vtu, E “ te1, . . . , etu, and tvi, vi`1u Ď ei for 1 ď i ď
t. (Here vt`1 :“ v1 and t ě 2.)
(II) There exists a cyclic ordering of the vertices of G such that every edge of G consists
of consecutive vertices and such that every pair of consecutive edges (in the natural
ordering of the edges) intersect.
(III) There exists an integer ` and a cyclic ordering of the vertices of G such that every edge
of G consists of consecutive vertices and such that every pair of consecutive edges (in
the natural ordering of the edges) intersect in precisely ` vertices.
(IV) G is 2-regular and connected.
(V) G is h-regular and connected.
A common property of G in all these definitions is the connectivity. For the purpose of this
paper, G will be called a cycle (Berge cycle), circle, `-intersecting circle, connected 2-factor,
and connected h-factor, respectively, if it satisfies condition (I), (II), (III), (IV), and (V),
respectively. Note that every circle is also a cycle, but the converse is not true.
By the length of a cycle we mean the number of edges of the cycle, and a t-cycle is a
cycle of length t. In an n-vertex hypergraph, a cycle is Hamiltonian if it is of length n, and
spanning if it spans the whole hypergraph. These two notions coincide when G is a graph.
Observe that every Hamiltonian cycle is spanning, but the converse is not true.
For example, G1 “ pt1, 2, 3, 4, 5, 6u, t132, 264, 435, 561uq is a 2-regular non-Hamiltonian 4-
cycle (and a connected 2-factor), but it is not a circle, and G2 “ pt1, 2, 3, 4, 5, 6u, t312, 264, 435, 531uq
is an irregular circle, but there is no ` for which G2 is `-intersecting. The cycles C with edge
set t132, 253, 314, 415, 531u and C 1 with edge set t243, 354, 421, 125, 542u provide a (cyclic)
decomposition of K35 into irregular Hamiltonian cycles. Note that an h-uniform ph ´ 1q-
intersecting circle is h-regular. In the last section, we will show that not every connected
factor is a cycle.
A very special case of Problem 1 where λ “ 1, and each (not necessarily regular) cycle is
Hamiltonian was in fact studied by Bermond in the 70s [6]. In order to decompose Khn into
Hamiltonian cycles, it is clearly necessary that n|`n
h
˘
. The results of Bermond [6], Verrall
[14], Ku¨hn and Osthus [11] collectively imply that this condition is sufficient as long as n is
not too small.
Working with circles seems to be much more challenging. When λ “ 1 and each circle is
Hamiltonian and ph´ 1q-intersecting, Bailey and Stevens [4] solved Problem 1 for the cases
when (i) h “ 3, n ď 16, and (ii) pn, hq “ p9, 4q. Later, Meszka and Rosa [12] solved the cases
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when (i) λ “ 1, h “ 3, n ď 32, (ii) λ “ 1, pn, hq “ p13, 4q, (iii) λ “ h “ 3, n even. Using
design theoretic ideas, they also solved the problem of decomposing K3n into 2-intersecting
4-cycles.
In a different direction the following related problem is solved by the first author [3]: λKhn
can be decomposed into connected spanning regular subgraphs G1, . . . , Gk such that each Gi
has ci edges if and only if (i)
řk
i“1 ci “ λ
`
n
h
˘
, (ii) cih{n ě 2 and (iii) cih{n is an integer, for
1 ď i ď k.
In order to decompose G “ pV,Eq with crpGq “ h into cycles of specified lengths c1, . . . , ck
with 2 ď c1 ď ¨ ¨ ¨ ď ck ď |V |, an obvious necessary condition is that řki“1 ci “ |E|. We show
that this condition is sufficient in the following cases.
(R1) h ě maxtck, rn{2s` 1u.
(R2) G “ λKhn , h ě rn{2s` 1.
(R3) G “ Khn , c1 “ ¨ ¨ ¨ “ ck :“ c, c|npn´ 1q, n ě 85.
In (R2), we guarantee that each cycle is almost regular. In (R3), we also solve the case where
a subset L of edges of Khn with |L| ă c is removed.
We shall prove the cases (R1) and (R2) in Section 2, and the case (R3) in Section 3. The
results of Section 2 rely on finding long cycles in bipartite graphs. To ensure that the cycles
in a decomposition are (almost) regular, an extension of Baranyai’s Theorem is used. The
main result of Section 3 heavily relies on that of Ku¨hn and Osthus [11] which employs the
Kruskal-Katona theorem.
We end this section with some notation. For a subset S of vertices of a graph G, let NpSq
be the set of vertices having a neighbor in S, and rns :“ t1, 2, . . . , nu. A bipartite graph G
with bipartition tX, Y u will be denoted by GrX, Y s.
2. Hypergraphs of High Corank
In this section, we focus on n-vertex hypergraphs of corank at least rn{2s` 1.
To prove our first result, we need the following theorem.
Theorem 2.1. (Jackson, [10, Theorem 1]) Let h ě 2, and GrX, Y s be a simple bipartite
graph with 2 ď |X| ď h ď |Y | ď 2h ´ 2, such that the degree of each vertex in X is at least
h. Then G contains a cycle of length 2|X|.
Now, we are ready to prove the following result.
Theorem 2.2. Let G “ pV,Eq be a hypergraph, and 2 ď c1 ď . . . ď ck ď |V | such that
crpGq ě maxtck, r |V |2 s ` 1u. Then G can be decomposed into k cycles of specified lengths
c1, . . . , ck if and only if
řk
i“1 ci “ |E|.
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Proof. The necessity is obvious. To prove the sufficiency, note that since
řk
i“1 ci “ |E|, we
can decompose G into subgraphs F1, . . . , Fk with |EpFiq| “ ci for i P rks. Let h “ crpGq,
and fix an element F P tF1, . . . , Fku. Define the bipartite simple graph BrX, Y s with X :“
EpF q, Y :“ V pF q in which two vertices x, y with x P X, y P Y are adjacent, if and only
if y P x in F . Since 2 ď ci ď h for i P rks, we have that 2 ď |X| ď h. Moreover, since
crpGq “ h, the degree of each vertex in X is at least h, and since h ě r |V |
2
s ` 1, we have
h ď |Y | ď 2h ´ 2. Therefore, by Theorem 2.1 B contains a cycle C of length 2|X|. Let us
assume that C is the sequence of distinct vertices v1, e1, . . . , v|X|, e|X|, v1 with vi P Y, ei P X
for 1 ď i ď |X|. Clearly, v1, e1, . . . , v|X|, e|X| corresponds to a cycle of length |X| in G, and
therefore F is a cycle of length |X| in G. Therefore, G can be decomposed into F1, . . . , Fk
where Fi is a cycle of length ci for i P rks. 
To prove our next result, we need a few preliminaries.
Let GrX, Y s be a simple bipartite graph with |X| “ |Y | ě 2. By a classical result of Moon
and Moser [13, Corollary 3], if dpxq ` dpyq ě |X| ` 1 for every pair of non-adjacent vertices
x P X, y P Y , then G is Hamiltonian. For the purpose of this paper, we need the following
generalization.
Theorem 2.3. (Chiba et al., [8, Theorem 5]) Let GrX, Y s be a bipartite graph with |X| ě
|Y | ě 2. If dpxq`dpyq ě 1
2
p|X|`|Y |q`1 for every pair of non-adjacent vertices x P X, y P Y ,
then G contains a cycle of length 2|Y |.
Recall that a hypergraph is said to be almost regular if the degree of all its vertices
are within one of another. A complete solution to the problem of factorization of Khn was
obtained in the 1970s by Baranyai [5]. For the purpose of this paper the following λ-fold
version of Baranyai’s Theorem is needed.
Theorem 2.4. (Bahmanian, [2, Theorem 6.4]) λKhn can be decomposed into spanning sub-
graphs F1, . . . , Fk with |EpFiq| “ ci so that each Fi is almost regular if and only if řki“1 ci “
λ
`
n
h
˘
.
Now, we are ready to prove our next result.
Theorem 2.5. Let c1, . . . , ck, n, h, λ P N with 2 ď c1 ď ¨ ¨ ¨ ď ck ď n, and h ě n2 ` np1`iqn`ci
for i P rks where i “ cih{n ´ tcih{nu. Then λKhn can be decomposed into k almost regular
spanning cycles of specified lengths c1, . . . , ck if and only if
řk
i“1 ci “ λ
`
n
h
˘
. Moreover, for
each i with i “ 0, the corresponding cycle of length ci is regular.
Proof. In order to decompose λKhn into k (almost regular spanning) cycles of lengths c1, . . . , ck,
it is clearly necessary that
řk
i“1 ci “ λ
`
n
h
˘
. To prove the sufficiency, note that since
řk
i“1 ci “
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λ
`
n
h
˘
, by Theorem 2.4 λKhn can be decomposed into spanning subgraphs F1, . . . , Fk with
|EpFiq| “ ci so that each Fi is almost regular. Fix an i, i P rks, and define the bipar-
tite simple graph BirXi, Yis with Xi :“ V pFiq, Yi :“ EpFiq in which two vertices x, y with
x P Xi, y P Yi are adjacent, if and only if x P y in Fi. Since Fi is h-uniform and almost
regular, in the bipartite graph Bi, the degree of each vertex in Yi is h, and the degree of each
vertex in Xi is either tcih{nu or rcih{ns. This implies that the minimum degree of any two
non-adjacent vertices from different parts of Bi is at least h` tcih{nu. Now, we have
h ě n
2
` np1` iq
n` ci “
npn` ci ` 2` 2iq
2pn` ciq “
n` ci ` 2` 2i
2p1` ci{nq ðñ
hp1` ci
n
q ě ci ` n
2
` 1` i ðñ
h` cih
n
´ i ě ci ` n
2
` 1 ðñ
h`
Z
cih
n
^
ě ci ` n
2
` 1.
Therefore, by Theorem 2.3, Bi contains a cycle of length 2ci. Let us assume that C is
the sequence of distinct vertices v1, e1, . . . , vci , eci , v1 with vj P Xi, ej P Yi for 1 ď j ď ci.
Clearly, v1, e1, . . . , vci , eci corresponds to a spanning cycle of length ci in G, and therefore Fi
is an almost regular spanning cycle of length ci in G. Therefore, G can be decomposed into
F1, . . . , Fk where Fi is an almost regular spanning cycle of length ci for i P rks.
If for some i, i “ 0, then Fi is cihn -regular, and this completes the proof. 
Note that for i P rks, 2 ď ci ď n and 0 ď i ď n´1n , therefore we have 1{2 ď np1`iqn`ci ă 2.
Corollary 2.6. Let c1, . . . , ck, n, h, λ P N with 2 ď c1 ď ¨ ¨ ¨ ď ck ď n, and h ě n{2`2. Then
λKhn can be decomposed into k almost regular spanning cycles of specified lengths c1, . . . , ck
if and only if
řk
i“1 ci “ λ
`
n
h
˘
.
Corollary 2.7. If h ě pn ` 1q{2, then λKhn can be decomposed into regular Hamiltonian
cycles if and only if n|λ`n
h
˘
.
Example 2.8. Since
`
100
51
˘
is divisible by 100, K51100 can be decomposed into regular Hamil-
tonian cycles.
Example 2.9. For any h P t52, 53, . . . , 99u, Kh100 can be decomposed into almost regular
spanning cycles of length c1, . . . , ck if and only if
řk
i“1 ci “
`
100
h
˘
.
Example 2.10. For any non-negative integer solution pa, b, c, d, eq of the equation 5a `
10b` 15c` 75d` 100e “ `100
60
˘
, there exists a decomposition of K60100 into a regular cycles of
length 5, b regular cycles of length 10, c regular cycles of length 15, d regular cycles of length
75, and e regular Hamiltonian cycles.
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Remark 2.11. In Theorem 2.5 and Corollary 2.6, we can replace the condition c1 ě 2 by
c1 ě 1, however with this new condition, those subgraphs (in the decomposition of λKhn)
with only one edge will not be cycles anymore.
3. Fixed Cycle Lengths
In this section, we prove the following result.
Theorem 3.1. Let n, h, c P N with 2 ď c ď n, 3 ď h ă n, and let ` “ `n
h
˘ ´ ct`n
h
˘{cu. Then
for any L Ď EpKhnq with |L| “ `, KhnzL can be decomposed into cycles of length c in the
following cases:
(A) h “ 3, c|npn´ 1q, n ě 85, and L is a matching.
(B) 4 ď h ă max  c, Pn
2
T` 1(, c|npn´ 1q, and n ě 23.
(C) h ě max  c, Pn
2
T` 1(.
(D) h “ n´ 2, c P tn´ 1, nu, and n ě 16.
(E) h “ n´ 1 and c “ n.
The proof heavily relies on that of [11]. Using the following lemma, we transform the
problem of decomposing Khn into cycles, into a problem of decomposing a graph into cycles.
Lemma 3.2. Given an h-uniform hypergraph G and a graph H with V :“ V pGq “ V pHq, let
BrX, Y s be a bipartite graph with X :“ EpGq, Y :“ EpHq, such that for x P X, and y P Y ,
xy is an edge in B if y Ď x. If B has a perfect matching, and H can be decomposed into
cycles of lengths c1, . . . , ck, then G can be decomposed into cycles of lengths c1, . . . , ck.
Proof. Note that the vertices in X, and Y , correspond to h-subsets, and 2-subsets of V ,
respectively. Let M be a perfect matching in B. Let c P tc1, c2, . . . , cku and C be a c-cycle
in the graph H. We can write C as the sequence v1, f1, v2, f2, . . . , vc, fc, v1, where for i P rcs,
vi P V and fi P Y . For each i P rcs, let ei be the vertex in X such that eifi P M . By
the definition of B, the sequence v1, e1, v2, e2, . . . , vc, ec, v1 forms a c-cycle in the hypergraph
G. Thus, each edge in the given decomposition of H corresponds to a cycle of the same
length in G. Since M is a perfect matching and the decomposition of H into cycles covers
all edges of H exactly once, we obtain the desired decomposition of G into cycles of lengths
c1, . . . , ck. 
We need the following result, which is an immediate consequence of a more general theorem
on decompositions of complete digraphs into directed cycles.
Theorem 3.3. (Alspach et al. [1, Theorem 1.1]) For c, n P N with 2 ď c ď n and pn, cq R
tp4, 4q, p6, 3q, p6, 6qu, the graph 2Kn can be decomposed into cycles of length c if and only if
c|npn´ 1q.
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Let n, h be integers with 0 ď h ď n, and `rns
h
˘ “ ts Ď rns : |s| “ hu. For i P rhs and for
any S with S Ď `rns
h
˘
, we define B´i pSq and B`i pSq as follows:
B´i pSq “
"
t P
ˆ rns
h´ i
˙
: t Ď s for some s P S
*
,
B`i pSq “
"
t P
ˆ rns
h` i
˙
: s Ď t for some s P S
*
.
For any positive real number s and any integer h with 1 ď h ď s,ˆ
s
h
˙
:“ sps´ 1q . . . ps´ h` 1q{h!.
We need the following two lemmas, which are consequences of the Kruskal-Katona theorem.
Lemma 3.4. (Ku¨hn and Osthus [11]) Let n, h P N, 2 ď h ď n, and H ‰ T Ď `rns
h
˘
.
(i) If h ě 3 and t P R such that |T | “ `t
h
˘
, then,
ˇˇB´h´2pT qˇˇ ě `t2˘.
(ii) If h “ 2 and t :“ |T | ď n´ 1, thenˇˇB`2 pT qˇˇ ě tˆn´ t´ 12
˙
`
ˆ
t
2
˙
pn´ t´ 1q.
(iii) If h “ 2, p, q P N Y t0u, such that p ă n, q ă n ´ pp ` 1q, and |T | “ pn ´ `p`1
2
˘ ` q,
then, ˇˇB`1 pT qˇˇ ě ˆn´ 12
˙
`
ˆ
n´ 2
2
˙
` ¨ ¨ ¨ `
ˆ
n´ p
2
˙
` qpn´ p´ 2q ´
ˆ
q
2
˙
ě p
ˆ
n´ p
2
˙
` qpn´ p´ 2q ´
ˆ
q
2
˙
.
Remark 3.5. Note that in Lemma 3.4 (iii), |T | is positive since
|T | “ pn´ pp` 1qp
2
` q ě p
ˆ
2n´ p´ 1
2
˙
ą p
ˆ
2n´ n´ 1
2
˙
“ p
ˆ
n´ 1
2
˙
ě 0.
In particular, when n ě 85 and p ď 8, the bound in Lemma 3.4 (iii) can be simplified.
Lemma 3.6. If p and q are defined as in Lemma 3.4 (iii), n ě 85, and p ď 8, thenˇˇB`1 pT qˇˇ ě p`n´p2 ˘` 2qn5 .
Proof. By Lemma 3.4 (iii),ˇˇB`1 pT qˇˇ ě pˆn´ p2
˙
` qpn´ p´ 2q ´
ˆ
q
2
˙
.
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Note that q ď n ´ 2, since q ă n ´ pp ` 1q and p ě 0. Since n ě 85, p ď 8, and q ď n ´ 2,
we have 10n ´ 10p ´ 20 ´ 5q ` 5 ě 4n, or equivalently, n ´ p ´ 2 ´ q´1
2
ě 2n
5
. Multiplying
both sides by q, we have qpn´ p´ 2q ´ `q
2
˘ ě 2qn
5
. This completes the proof. 
For the rest of this section, let n, h, c, and L satisfy the conditions of Theorem 3.1. The
following parameters will be frequently used.
α :“
[`
n
h
˘´ |L|
npn´ 1q
_
, β :“
`
n
h
˘´ |L| ´ αnpn´ 1q
c
.
By our assumption in Theorem 3.1, c|`n
h
˘´|L| and c|npn´1q, and so β P NYt0u. Moreover,
α ą p
n
hq´|L|
npn´1q ´1 implies αnpn´1q ą
`
n
h
˘´|L|´npn´1q, and so, βc ă npn´1q or equivalently,
β ď npn´1q
c
´ 1. Therefore,
(1) βc ď npn´ 1q ´ c.
For graphs G and H, let the union of G and H, denoted by G Y H, be the graph with
vertex set V pGq Y V pHq and edge set EpGq YEpHq. Note that GYH can be a multigraph.
We also define the disjoint union of G and H, denoted by G ` H, to be the graph with
vertex set V pGq Y V pHq, where V pGq and V pHq are considered as disjoint sets, and edge
set EpGq Y EpHq. The disjoint union of graphs G1, G2, . . . , Gk is denoted by řki“1Gi.
Since c|npn ´ 1q, 2Kn can be decomposed into cycles of length c, by Theorem 3.3. We
need the following definitions throughout this section:
‚ H1 :“ řβi“1Ci, where C1, . . . , Cβ are β arbitrary cycles from a decomposition of 2Kn
into c-cycles. Note that by (1), H1 is well-defined.
‚ H2 :“ řαi“1 pB2i´1 YB2iq, where for i P r2αs, Bi is a copy of Kn.
‚ G :“ KhnzL and H :“ H1`H2. Note that by the definition of H2, H is a multigraph,
and that |EpGq| “ |EpHq|.
‚ BrX, Y s is the balanced bipartite graph with X :“ EpGq, Y :“ EpHq, such that for
x P X, and y P Y , xy is an edge in B if y Ď x.
Since for i P rβs, B2i´1 Y B2i – 2Kn, by Theorem 3.3, H2 and consequently H, can be
decomposed into c-cycles. Therefore, by Lemma 3.2, in order to decompose G into c-cycles,
it suffices to show that B has a perfect matching. To do so, we will heavily rely on Lemmas
3.4 and 3.6 to ensure that B satisfies Hall’s condition. To that end, let S be an arbitrary
nonempty subset of X. We will show that |NpSq| ě |S|.
For the rest of this section, we will frequently use the following parameters.
‚ a :“ |S|pnhq . It is clear that 0 ď a ď 1.
‚ Let s P R, with h ď s ď n, such that |S| “ `s
h
˘
.
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‚ b :“ |NpSqXEpB1q|pn2q . It is clear that 0 ď b ď 1.
‚ g :“ p
n
hq´|X|`npn´1q´c
pnhq . Note that 1´ g “
|X|´npn´1q`c
pnhq .
Lemma 3.7. |NpSq| ě a2{hp|X| ´ npn´ 1q ` cq.
Proof. Note that each element of S is an h-subset of rns and NpSq X EpB1q “ B´h´2pSq. By
Lemma 3.4 (i), |N pSq X EpB1q| ě
`
s
2
˘
. Therefore, b
`
n
2
˘ ě `s
2
˘
. Hence:
bh ě
`
s
2
˘h`
n
2
˘h “ ps ps´ 1qqhpnpn´ 1qqh “
˜
hź
i“1
s
n
¸˜
hź
i“1
s´ 1
n´ 1
¸
“
˜
s´ 1
n´ 1
h´1ź
i“1
s
n
¸˜
s
n
hź
i“2
s´ 1
n´ 1
¸
ě
˜
s´ h` 1
n´ h` 1
h´1ź
i“1
s´ i` 1
n´ i` 1
¸˜
s
n
hź
i“2
s´ i` 1
n´ i` 1
¸
“
˜
hź
i“1
s´ i` 1
n´ i` 1
¸˜
hź
i“1
s´ i` 1
n´ i` 1
¸
“
ˆ
s ps´ 1q . . . ps´ h` 1q
npn´ 1q . . . pn´ h` 1q
˙2
“
`
s
h
˘2`
n
h
˘2 “ a2.
In the inequalities above, we have used the fact that s
n
ě s´1
n´1 ě s´i`1n´i`1 , for 2 ď i ď h.
Therefore, b ě a2{h, and so,
|N pSq| ě 2α |N pSq X EpB1q| ě 2αa 2h
ˆ
n
2
˙
“ a 2hαnpn´ 1q “ a 2h p|X| ´ βcq
ě a 2h p|X| ´ npn´ 1q ` cq .
The last inequality is a consequence of (1). 
Lemma 3.8. If a1´
2
h ď 1´ g, then |N pSq| ě |S|.
Proof. Since a1´
2
h ď 1´ g “ |X|´npn´1q`cpnhq , by Lemma 3.7 we have:
|N pSq| ě a 2h p|X| ´ npn´ 1q ` cq
ě a 2ha1´ 2h
ˆ
n
h
˙
“ a
ˆ
n
h
˙
“ |S| .

Let S 1 “ Y zNpSq.
Lemma 3.9. If |NpS 1q| ě |S 1|, then |NpSq| ě |S|.
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Proof. Let |NpS 1q| ě |S 1|. Therefore,
|NpSq| “ |Y | ´ |S 1| ě |Y | ´ |NpS 1q| “ |X| ´ |NpS 1q| ě |S|.

Now, let S 11 “ S 1 X EpB1q.
Lemma 3.10. If S 1 ‰ H, then
2α ď |S 1| ď p2α ` 2q |S 11| .
Proof. We have
|S 1| “
2αÿ
i“1
|S 1 X EpBiq| ` |S 1 X EpH1q| “ 2α|S 11| ` |S 1 X EpH1q|
ď 2α|S 11| ` 2|S 11| “ p2α ` 2q|S 11|.
Note that the inequality is a result of the fact that every element of S 1 can be in at most two
cycles of H1, since these cycles are chosen from a decomposition. Also, we have |S 1| ě 2α,
since
|S 1| “
2αÿ
i“1
|S 1 X EpBiq| ` |S 1 X EpH1q| ě 2α|S 11| ě 2α.

Now, we are ready to prove our main result of this section.
Proof of Theorem 3.1. If h ě max  c, Pn
2
T` 1(, the result follows from Theorem 2.2,
which settles the case (C). For the remaining cases (when h ă max  c, Pn
2
T` 1(), by Lemma
3.2, it suffices to prove that B satisfies Hall’s condition. Let H ‰ S Ă X. In order to show
that |NpSq| ě |S|, there are four cases to consider.
Case A. h “ 3, cnpn´ 1q, n ě 85, and L is a matching.
Case A.1. |S| ď |X| ´ 3npn´ 1q ` c.
Note that since |L| ă c and n ě 85 ě 4:
g “
`
n
3
˘´ |X| ` npn´ 1q ´ c`
n
3
˘ “ |L| ` npn´ 1q ´ c`n
3
˘
ď npn´ 1q
npn´ 1qpn´ 2q{6 “
6
n´ 2 ď 3.
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By Lemma 3.8, it is enough to show that a ď p1´ gq3. We have
a
ˆ
n
3
˙
“ |S| ď |X| ´ 3npn´ 1q ` c “ |X| ´ 2c´ 3rnpn´ 1q ´ cs
ď |X| ´ 2
„ˆ
n
3
˙
´ |X|

´ 3rnpn´ 1q ´ cs
“ p1´ 3gq
ˆ
n
3
˙
ď p1´ gq3
ˆ
n
3
˙
,
where the last inequality is an immediate consequence of g ď 3.
Case A.2. |S| ą |X| ´ 3npn´ 1q ` c.
By Lemma 3.9, it suffices to show that |NpS 1q| ě |S 1|. We have
|N pS 11q| ď |X| ´ |S| ă 3npn´ 1q ´ c ă 3npn´ 1q.(2)
Let p, q be non-negative integers such that p ă n, q ă n´pp` 1q, and |S 11| “ pn´
`
p`1
2
˘` q.
Note that each element of S 11 is a 2-subset of rns and N pS 11q “ B`1 pS 11q zL. Using this and
Lemma 3.4 (iii), we have
|N pS 11q| ě
ˇˇB`1 pS 11qˇˇ´ |L| ě pˆn´ p2
˙
` qpn´ p´ 2q ´
ˆ
q
2
˙
´ |L| .
Moreover, since q ă n´p´1, we have qpn´p´2q´`q
2
˘ ě 0. Hence, |N pS 11q| ě p`n´p2 ˘´|L|.
If p “ 9, then since L is a matching, |N pS 11q| ě 9
`
n´9
2
˘ ´ n
3
ą 3npn ´ 1q (for n ě 85 ě 50),
which contradicts (2).
If p ą 9, then by Lemma 3.4 (iii),
|N pS 11q| ě
ˆ
n´ 1
2
˙
`
ˆ
n´ 2
2
˙
` ¨ ¨ ¨ `
ˆ
n´ p
2
˙
` qpn´ p´ 2q ´
ˆ
q
2
˙
´ |L|
ě
ˆ
n´ 1
2
˙
`
ˆ
n´ 2
2
˙
` ¨ ¨ ¨ `
ˆ
n´ 9
2
˙
´ n
3
ě 9
ˆ
n´ 9
2
˙
´ n
3
ą 3npn´ 1q,
which again contradicts (2). Therefore, p ď 8.
Let L pS 11q “ LXNpS 11q. Since L is a matching by assumption,
|L pS 11q| ď |S 11|. Assume that p “ 0. Hence, |S 11| “ q and |L pS 11q| ď q. Since n ě 85, by
Lemma 3.6,
|N pS 1q| “ |N pS 11q| ě 25qn´ |L pS
1
1q| ě 25qn´ q
ě q
ˆ
n´ 2
3
` 2
˙
“ |S 11|
ˆ
n´ 2
3
` 2
˙
ě |S 1| .
The last inequality uses Lemma 3.10 and the fact that 2α ď n´2
3
since
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α “
[`
n
3
˘´ |L|
npn´ 1q
_
“
Z
npn´ 1qpn´ 2q{6´ |L|
npn´ 1q
^
ď
Z
npn´ 1qpn´ 2q{6
npn´ 1q
^
ď n´ 2
6
.
Now let p P r8s. Again by Lemma 3.6,
|N pS 1q| “ |N pS 11q| ě p
ˆ
n´ p
2
˙
` 2
5
qn´ |L pS 11q|
ě 4p
5
ˆ
n
2
˙
` 2
5
qn´ n
3
.
Since
4p
5
ˆ
n
2
˙
´ n
3
ě 4p
5
npn´ 1q
2
´ 2pn
5
“ 12pnpn´ 2q
30
“ 12p
10
npn´ 2q
3
ě 11p
10
npn´ 2q
3
,
and 2
5
qn “ 12
30
qn ě 11
10
q n´2
3
, we have
|N pS 1q| ě 11
10
n´ 2
3
ppn` qq .
Moreover, n ě 85 ě 62 implies 11
10
n´2
3
ě n´2
3
` 2. Therefore, |N pS 1q| ě `n´2
3
` 2˘ |S 11| ě |S 1|.
Case B. 4 ď h ă max  c, Pn
2
T` 1(, c|npn´ 1q, and n ě 23.
Case B.1. |S| ď |X| ´ 2npn´ 1q ` c.
By Lemma 3.8 it is enough to show that a ď p1´ gq2. Since |L| ă c,
a
ˆ
n
h
˙
“ |S| ď |X| ´ 2npn´ 1q ` c “ |X| ´ c´ 2rnpn´ 1q ´ cs
ď |X| ´
„ˆ
n
h
˙
´ |X|

´ 2rnpn´ 1q ´ cs
“ p1´ 2gq
ˆ
n
h
˙
ď p1´ gq2
ˆ
n
h
˙
.
Case B.2. |S| ą |X| ´ 2npn´ 1q ` c.
Case B.2.1. h “ 4.
By Lemma 3.9, it is enough to show that |NpS 1q| ě |S 1|. We have
|N pS 11q| ď |X| ´ |S| ă 2npn´ 1q ´ c ă 2npn´ 1q.(3)
Note that each element of S 11 is a 2-subset of rns and NpS 11q “ B`2 pS 11qzL, or equivalently,
|B`2 pS 11q| “ |NpS 11q|`|L|. If |S 11| “ 7, then |N pS 11q| ě 7
`
n´8
2
˘`21pn´8q´|L| by Lemma 3.4 (ii).
Since n ě 23 and |L| ă c ă n, we have 7`n´8
2
˘`21pn´8q´|L| ě 7
2
pn2´17n`72q`20n´168 ě
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2npn´ 1q, which contradicts (3). Note that if |S 11| increases, then |NpS 11q| may not decrease.
Therefore, if |S 11| ą 7, then |NpS 11q| ě 2npn ´ 1q, which again contradicts (3). Therefore,
|S 11| ď 6. By Lemma 3.4 (ii),
|N pS 11q| ě |S 11|
ˆ
n´ |S 11| ´ 1
2
˙
`
ˆ|S 11|
2
˙
pn´ |S 11| ´ 1q ´ |L|
ě |S 11|
ˆ
n´ |S 11| ´ 1
2
˙
´ |L| .
Since |S 11| ď 6, we have
`n´|S11|´1
2
˘ ě `n´7
2
˘
. Therefore, since |L| ă c ă n,
|NpS 1q| “ |N pS 11q| ě |S 11|
ˆ
n´ 7
2
˙
´ n.
By Lemma 3.10, |N pS 1q| ě p
n´7
2 q
2α`2 |S 1| ´ n.
Since α “
Zpn4q´|L|
npn´1q
^
,
α “
Z
npn´ 1qpn´ 2qpn´ 3q{24´ |L|
npn´ 1q
^
“
Zpn´ 2qpn´ 3q
24
´ |L|
npn´ 1q
^
ď pn´ 2qpn´ 3q
24
´ |L|
npn´ 1q ď
pn´ 2qpn´ 3q
24
.
Hence, 2α ď pn´2qpn´3q
12
. Therefore,
|N pS 1q| ě pn´ 7qpn´ 8q
2
¨ 12pn´ 2qpn´ 3q ` 24 |S
1| ´ n
“ 6pn´ 7qpn´ 8qpn´ 2qpn´ 3q ` 24 |S
1| ´ n ě 2|S 1| ´ n,
for n ě 23 ą 12. Moreover,
α “
Zpn´ 2qpn´ 3q
24
´ |L|
npn´ 1q
^
ą pn´ 2qpn´ 3q
24
´ |L|
npn´ 1q ´ 1
ě pn´ 2qpn´ 3q
24
´ 2.
Therefore, 2α ě pn´2qpn´3q
12
´ 4. Consequently, since n ě 23 ą 11, we have 2α ą n. Hence,
by Lemma 3.10, |S 1| ą n. Therefore, |N pS 1q| ą |S 1|.
Case B.2.2. 5 ď h ă max  c, Pn
2
T` 1(.
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For every y P Y ,
|N pyq| ě
ˆ
n´ 2
h´ 2
˙
´ |L|
ě
ˆ
n´ 2
3
˙
n´ 5
h´ 2
n´ 6
h´ 3 ¨ ¨ ¨
n´ h` 1
4
´ n ě
ˆ
n´ 2
3
˙
´ n
ě 2npn´ 1q ě 2npn´ 1q ´ c,
since |L| ă c ă n. The third and fourth inequalities use the facts that h ď n ´ 3, and
n ě 23 ą 22, respectively. Note that this result means that y has more than 2npn ´ 1q ´ c
neighbors. Therefore, since |S| ą |X| ´ r2npn´ 1q ´ cs, every y P Y has a neighbor in S.
Hence, N pSq “ Y .
Case D. h “ n´ 2, c P tn´ 1, nu, and n ě 16.
Note that
α “
[`
n
n´2
˘´ |L|
npn´ 1q
_
“
[`
n
2
˘´ |L|
npn´ 1q
_
“
Z
1
2
´ |L|
npn´ 1q
^
“ 0,
where the last equality implies from |L| ă n´ 1.
Case D.1. c “ n´ 1.
Since α “ 0,
β “
`
n
2
˘´ |L|
n´ 1 “
npn´ 1q ´ 2|L|
2pn´ 1q .
If n is even, since |L| ă c “ n´1 and β P N, we have |L| “ 0 and so, β “ n{2 and |Y | “ `n
2
˘
.
If n is odd, then n ´ 1 divides 2|L|, since β P N. Therefore, |L| “ pn ´ 1q{2, since n is odd
and |L| ă n´ 1. So, β “ pn´ 1q{2 and |Y | “ `n
2
˘´ pn´ 1q{2.
Therefore, for any n, |Y | ě `n
2
˘´ n´1
2
. Hence, for any x P X,
|Npxq| ě
ˆ
h
2
˙
´ n´ 1
2
“
ˆ
n´ 2
2
˙
´ n´ 1
2
“ n
2 ´ 6n` 7
2
ě n
2 ´ n
3
“ 2
3
ˆ
n
2
˙
ě 2
3
|Y |,
where the second inequality holds since n ě 16.
Also for any y P Y ,
|Npyq| ě
ˆ
n´ 2
h´ 2
˙
´ |L| ě
ˆ
n´ 2
2
˙
´ n´ 1
2
ě 2
3
|X|,
since n ě 16.
Therefore, Hall’s condition is satisfied.
Case D.2. c “ n.
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Since α “ 0,
β “
`
n
2
˘´ |L|
n
“ npn´ 1q ´ 2|L|
2n
.
If n is odd, since |L| ă c “ n and β P N, we have |L| “ 0 and so, β “ pn ´ 1q{2 and
|Y | “ `n
2
˘
. If n is even, then n divides 2|L|, since β P N. Therefore, |L| “ n{2, since n is
even and |L| ă n. So, β “ n{2 and |Y | “ `n
2
˘´ n{2.
Therefore, for any n, |Y | ě `n
2
˘´ n
2
. Hence, for any x P X,
|Npxq| ě
ˆ
h
2
˙
´ n
2
“
ˆ
n´ 2
2
˙
´ n
2
“ n
2 ´ 6n` 6
2
ě npn´ 1q
3
“ 2
3
ˆ
n
2
˙
ě 2
3
|Y |,
where the second inequality holds since n ě 16.
Also for any y P Y ,
|Npyq| ě
ˆ
n´ 2
h´ 2
˙
´ |L| ě
ˆ
n´ 2
2
˙
´ n
2
ě 2
3
|X|,
since n ě 16.
Therefore, Hall’s condition is satisfied.
Case E. h “ n´ 1 and c “ n.
There is nothing to prove, since Kn´1n is itself an n-cycle.

4. Final Remarks and Open Problems
If G is an r-regular h-uniform n-vertex hypergraph with m edges, a simple double counting
argument shows that rn “ hm, so in particular if G is h-regular, n “ m. Another interesting
analogue to Alspach’s conjecure on cycle decompositions of Kn in the following problem.
Problem 2. Find the necessary and sufficient conditions for the existence of a decomposition
of λKhn into k connected subgraphs G1, . . . , Gk such that each Gi is h-regular, and with ci
vertices (or equivalently ci edges) for i P rks.
As the next lemma shows, not every connected factor is a cycle, and therefore, a solution
to Problem 2, does not necessarily lead to a solution to Problem 1.
Lemma 4.1. There exists an infinite family of connected regular hypergraphs that are not
cycles.
Proof. In [9], Ellingham constructed an infinite family of 3-regular connected bipartite graphs
that are not Hamiltonian. Let GrX, Y s an arbitrary graph from this family. Now construct
the hypergraph G “ pX, Y q such that for x P X and y P Y , x P y in G if and only if x and
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y are adjacent in G. It is clear that G is a connected 3-regular 3-uniform hypergraph. Since
G is not Hamiltonian, G is not a cycle, and the proof is complete. 
Motivated by Corollary 2.7, we propose the following conjecture.
Conjecture 4.2. For sufficiently large n, λKhn can be decomposed into regular Hamiltonian
cycles if and only if n divides λ
`
n
h
˘
.
Note that for λ “ 1, this conjecture is more difficult than Bermond’s conjecture (which
was recently settled by Ku¨hn and Osthus [11]), but it is weaker than the Bailey-Stevens
conjecture in which each regular Hamiltonian cycle is required to be ph´ 1q-intersecting [4].
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