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Introduction
In this work, we study the existence and multiplicity of solutions for the quasilinear elliptic
problem
(P )
 −
n∑
i,j=1
Dj(aij(x, u)Diu) +
1
2
n∑
i,j=1
Dsaij(x, u)DiuDju = g(x, u) in Ω ⊂ Rn
u = 0 on ∂Ω ,
where Ω is a bounded open subset of Rn with sufficiently smooth boundary ∂Ω, the
functions aij : Ω × R → R, g : Ω × R → R satisfy some raisonable hypotheses, and
u : Ω→ R is the ”unknown” function for which we want to establish the existence.
The following question arises: in which class of functions should we search for u and
which properties should u have ? The answer to this question depends on the behaviour of
the coefficients aij, g, such as differentiability and growth. For the problem (P ) there are
regularity results of the following general type: if aij, g and Ω satisfy certain conditions,
then u belongs to a certain functional class. Such results also affect the method of the
treatment of the problem (P ).
We suppose that aij, g are defined, in such a way that the functional
(1) f(u) :=
1
2
∫
Ω
n∑
i,j=1
aij(x, u)DiuDju dx−
∫
Ω
G(x, u) dx
where G(x, t) :=
∫ t
0
g(x, s) ds, is well defined for all u in the Sobolev space H10 (Ω). The
space H10 (Ω) is the closure of C
∞
0 (Ω), the space of infinitely differentiable real valued
functions having compact support in Ω, with respect to the norm
‖u‖W 1,2(Ω) :=
(∫
Ω
u2 +
∫
Ω
|Du|2
) 1
2
.
Moreover, W 1,2(Ω) is the set of functions u ∈ L2(Ω) for which there exist functions
gα ∈ L2(Ω), |α| ≤ 1, such that:∫
Ω
u(x)Dαξ(x) dx = (−1)|α|
∫
Ω
gα(x)ξ(x) dx, ξ ∈ C∞0 (Ω, 0 ≤ |α| ≤ 1.
iii
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Furthermore we assume that f has a directional derivative at u ∈ H10 (Ω) with respect
to H10 (Ω) ∩ L∞(Ω) , i.e., for all ξ ∈ H10 (Ω) ∩ L∞(Ω) we have
f ′(u)(ξ) := lim
t→0
f(u+ tξ)− f(u)
t
=
∫
Ω
n∑
i,j=1
ai,j(x, u)DiuDjξ dx+
1
2
n∑
i,j=1
Dsai,j(x, u)DiuDju ξ dx
−
∫
Ω
g(x, u) ξ dx ∈ R .
Consequently for u ∈ H10 (Ω) and ξ ∈ H10 (Ω) ∩ L∞(Ω) with f ′(u)ξ = 0 we have
(2)
∫
Ω
n∑
i,j=1
ai,j(x, u)DiuDjξ +
1
2
n∑
i,j=1
Dsai,j(x, u)DiuDju ξ =
∫
Ω
g(x, u) ξ.
Note, if u would be differentiable on Ω, then we can integrate by parts in (2) and we ob-
tain that u solves the problem (P ) in the classical sense(i.e. u ∈ C1(Ω¯) with u = 0 on ∂Ω ).
An element u ∈ H10 (Ω) satisfying (2) is called a weak solution for problem (P ), or a
solution in distributional sense. Hence, one way to find solutions of (P ) is to look for
points u ∈ H10 (Ω) with f ′(u).ξ = 0 for all ξ ∈ H10 (Ω)∩L∞(Ω). Such elements u are called
critical points of f , and the value f(u) is called a critical level of f .
In this way the search for solutions of (P ) will be focussed on the search for critical
points of f . An obvious idea would be to use arguments of Weierstrass type in the
setting of the infinite-dimensional space H10 (Ω). That is, the existence of a minimizer
of the functional f in a certain set K ⊂ H10 (Ω) might be guaranteed with the help of
a compactness argument, e.g., K weakly compact, f coercive ( i.e. f(un) → ∞ if
‖un‖ → ∞ ). and a corresponding continuity argument , weakly semicontinuity ( i.e.
f(u) ≤ lim inf f(un) if (un) converges weakly to u).
For such a minimizer we have f ′(u) = 0, provided f and K satisfy appropriate differ-
entiability hypotheses, and so one gets a critical point of f .
However, in many problems the functional f is not bounded from below, or f is not coer-
cive. In addition, the critical points obtained by the method described above (Weierstrass’
approach ) are extremals of the functional f . However, there might be more solutions
for the associated problem. Therefore, we are also interested in critical points which are
different from extremals.
A systematic method for finding other critical points of a given differentiable functional
is a method based on continuous deformations . The latter lies at the heart of theory of
critical points: Morse theory, minimax theory .
The basic idea is as follows. Let f : H → R be a C1,1−mapping on a Hilbert space
H. Then, one might try to deform lower level sets of f from a higher level into a lower
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one, as long as no critical level is in between. The deformation η is obtained by taking
the solution of the following Cauchy problem{
d
dt
η(t) = −f ′(η(t))
η(0) = u0
One easily shows that the function f along a local solution η(t) is decreasing. However,
a solution need not to exist for all t. A central argument in the proof of the existence of
a deformation is the Palais-Smale condition( a compactness argument): “ every sequence
(uh)h∈N ∈ HN with (f(uh)) bounded and f ′(uh)→ 0 has a convergent subsequence” .
Let us turn back to our functional (1) : although f is in general continuous under
natural conditions on the aij’s and g, it is not differentiable on H
1
0 (Ω), even not locally
Lipschitz continuous (see chap. 1 ). Therefore, we cannot use the above considerations of
critical point theory. On the other hand, f is differentiable in the subspaceH10 (Ω)∩L∞(Ω),
endowed with the norm ‖ . ‖ := ‖ . ‖W 1,2(Ω)+‖ . ‖∞, but now, it does not satisfy the Palais-
Smale condition condition.
To overcome these difficulties D. Arcoya and L. Boccardo have introduced in 1996 [7]
the following generalized compactness condition on the subspace H10 (Ω) ∩ L∞(Ω):
every sequence (uh) in H
1
0 (Ω) ∩ L∞(Ω) satisfying for some (kh) ∈ (R+)N, (εh) ↓ 0 the
conditions
(f(uh)) is bounded ,
‖uh‖ ≤ 2 kh for all h ∈ N ,
|f ′(uh).v| ≤ εh
[‖v‖
kh
+ ‖v‖W 1,2(Ω)
]
for all v ∈ H10 (Ω) ∩ L∞(Ω)
has a convergent subsequence in H10 (Ω).
The idea to use a compactness argument for the functional f on H10 (Ω) ∩L∞(Ω), has
already been used in 1982 in an earlier work of M. Struwe [55]
Another approach for the treatment of the problem (P ), that we use in this work, is
based on the variational method for continuous functions. This has been developed
by M. Degiovanni and M. Marzocchi [29] and J.-N. Corvellec, M. Degiovanni, and M.
Marzocchi [25]. A fundamental tool is the concept of a weak slope at a point u ∈ X of
a continuous function f : X → R, where X is a metric space. Its denoted by |df |(u) and
defined as the supremum of σ’s in [0,∞) such that there exists δ > 0 and
η : B(u, δ)× [0, δ]→ X continuous such that for all (v, t) ∈ B(u, δ)× [0, δ]:
d(η(v, t), v)) ≤ t, f(η(v, t)) ≤ f(v)− σt.
This notion is independently introduced by Degiovanni-Marzocchi [29] and G. Katriel
[44] in 1994. It is a generalization of the norm of the derivative in case of a smooth
function. In fact, for f ∈ C1(X, R), we have |df |(u) = ‖f ′(u)‖ where X is a normed
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space (see chap. 1). With respect to the latter concept an element u ∈ X is called
a critical point, if |df |(u) = 0. The correspending Palais-Smale condition is stated
as follows: every sequence (uh)h∈N ∈ XN with (f(uh)) bounded and |df |(uh) → 0 has a
convergent subsequence .
For our functional (1) we obtain ( see Proposition 1.2.1 )
|df |(u) ≥ sup{f ′(u)(ξ) : ξ ∈ H10 (Ω) ∩ L∞(Ω) , ‖ξ‖W 1,2(Ω) ≤ 1},
Hence, a critical point of f in this new notion is also critical point in the standard setting
and thus a weak solution of (P ).
At this stage we would like to point out the advantage of the approach with weak slope
compared with that of Arcoya and Boccardo: we can work directly in H10 (Ω), where the
functional (1) satisfies the natural Palais-Smale condition ( formulated in H10 (Ω) ).
Now, the definition of weak slope shows that if |df |(u) > 0, then we can deform near
u a higher lower level set of f into a lower one. We have the following relation between
the weak slope at u ∈ X and the local behaviour of f near u (see chap. 4)
(3) |df |(u) > 0 =⇒ Cq(f ; u) = {0} for all q ∈ Z+
Here, the symbol Cq(f ; u) denotes the qth critical group of f at u, defined as the qth
singular homology group of the pair (f c, f c\{u}), with coefficients in R, that is Cq(f c, f c\
{u}), where c = f(u) and f c is the closed lower level set {u ∈ X : f(u) ≤ c}.
Note that the relative homology-group Hq(f
c, f c \ {u}) depends on the underlying
topology of the space X. Sometimes it is easier to estimate the critical groups at a point
u ∈ X of the restriction of f to a subspace Y ⊂ X, f |Y , endowed with a different topology,
provided u ∈ Y . This rises the question: under which conditions on f , X and Y , the
critical groups of f and f |Y at u ∈ Y coincide ?
In this work we prove that, under natural conditions on aij’s and g, the critical groups
at u ∈ C10(Ω) in the topologies C1 and H10 (Ω) coincide. K. -C. Chang[21] proved for the
functional
(4) f(u) :=
1
2
∫
Ω
|Du|2 dx−
∫
Ω
G(x, u) dx.
that Cq(f |C10 (Ω); u) = Cq(f |H10 (Ω); u) for isolated critical points u. Motivated by the ap-
plication to nonlinear elliptic equations ( see chapter 2 ), we prove in chapter 4 that
Cq(f |H10 (Ω); 0) = Cq(f |C10 (Ω); 0)
by using critical groups defined via the Alexander-Spanier cohomology.
The notion of local minimizer is purely topological, and H. Brezis and L. Nirenberg [13]
have proved the following related result in this direction for the functional (4): if u is a
local minimizer of f in the C1 topology, then u is a local minimizer in the H10 (Ω) topology,
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too. We extend this result to quasilinear elliptic equations, and we prove a similar property
for (1). This result can be used in order to show the existence of multiple solutions for
problem (P ). Here we combine the sub- and super-solution method with the variational
one. In this way our contribution is an extention of the results of [4, 13, 21] to quasilinear
elliptic equations.
This manuscript is organized as follows:
In chapter 1 we put together basic definitions and preliminary results . Chapter 2 is
devoted to the conservation of local minimizers, whereas an application is given in chapter
3. Finally, chapter 4 is concerned with the discussion of critical groups.
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Chapter 1
Preliminaries
1.1 Recalls of nonsmooth critical point theory
Our existence results are based on the techniques of nonsmooth critical point theory. In
this section we recall from [17, 25, 29] some basic tools. In order to show how this theory
works, we will present some proofs.
1.1.1 The concept of weak slope
Definition 1.1.1 Let (X, d) be a metric space, f : X → R a continuous function and
u ∈ X. We denote by |df |(u) the supremum of σ ∈ [0,∞[ such that there exist a δ > 0
and a continuous map H : B(u, δ)× [0, δ]→ X such that for all (v, t) ∈ B(u, δ)× [0, δ]:
(1.1) d(H(v, t), v) ≤ t and f(H(v, t)) ≤ f(v)− σt.
The extended real number |df |(u) is called the weak slope of f at u.
Definition 1.1.2 Let (X, d) be a metric space, f : X → R a continuous function. We
say that u ∈ X is a critical point of f , if |df |(u) = 0.
We say that c is a critical value of f if there exists a critical point u ∈ X of f with
f(u) = c.
Note that if u ∈ X is a local minimizer of f , then u is critical point of f . This follows
immediately from the Definition 1.1.1 . An useful property of the weak slope is the
following proposition.
Proposition 1.1.1 Let (X, d) be a metric space, f : X → R a continuous function.
Then the function |df | : X → [0, +∞] is lower semicontinuous.
Proof. Let (uh) be a sequence in X which converges to u ∈ X. If |df |(u) = 0, then there is
nothing to prove. If |df |(u) > σ > 0, then there exist δ > 0 and H : B(u, δ)× [0, δ]→ X
1
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such that for all (v, t) ∈ B(u, δ)× [0, δ] we have
d(H(v, t), v) ≤ t and f(H(v, t)) ≤ f(v)− σt.
Since (uh) converges to u ∈ X, there exists h0 such that uh ∈ B(u, δ2) for all h ≥ h0. So
we consider the restriction of the map H to B(uh, δ2)× [0, δ2 ], and we get that
|df |(uh) ≥ σ for h > h0.
Consequently, lim inf |df |(uh) ≥ |df |(u).
Definition 1.1.3 Let (X, d) be a metric space, f : X → R a continuous function and
c ∈ R. We say that f satisfies the Palais-Smale condition at level c if every sequence (uh)
in X with |df |(uh)→ 0 and f(uh)→ c admits a strongly convergent subsequence (uhk).
As an immediate consequence of Proposition 1.1.1 the limit of the subsequence (uhk) is
a critical point of f . The notion of the weak slope has been independently introduced in
[29] and [44] and it is a generalization of the norm of the derivative in the classical case.
We have the following result.
Proposition 1.1.2 Let X be a normed space and f : X → R be a C1 function. Then we
have |df |(u) = ‖f ′(u)‖ for every u ∈ X.
Proof. Let 0 < σ < ‖f ′(u)‖. Then there exists w ∈ X with ‖w‖ ≤ 1 and f ′(u)(w) ≥ σ.
Since f ∈ C1(X, R), there exists δ > 0 such that f ′(v)(w) > σ for all v ∈ B(u, 2δ).
Consider the map H : B(u, δ)× [0, δ] defined by H(v, t) := v− tw. We clearly have that
H is continuous and for all (v, t) ∈ B(u, δ))× [0, δ] hold
‖H(v, t)− v‖ ≤ t and
f(H(v, t))− f(v) = tf ′(H(v, t0)) ≤ −σt
Here, we used the mean value theorem. Hence |df |(u) ≥ ‖f ′(u)‖.
For the other inequality let σ > ‖f ′(u)‖. We shall prove that σ > |df |(u). By contradic-
tion, assume that for σ there exist a δ > 0 and a continuous map H : B(u, δ)× [0, δ]→ X
satisfying (1.1) of the Definition 1.1.1. Then we get
(1.2) σ‖H(u, t)− u‖ ≤ σt ≤ f(u)− f(H(u, t)).
On the other hand, by using the mean value theorem again and the fact σ > ‖f ′(u)‖, we
have
(1.3) |f(u)− f(H(u, t))| = |f ′(z)(u−H(u, t))| ≤ σ‖u−H(u, t)‖,
where z ∈ [u, H(u, t)]. (1.3) contradicts (1.2). Therefore |df |(u) ≤ ‖f ′(u)‖.
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Remark 1.1.1 The result of Proposition 1.1.2 can be extended immediately to the case
when X is a Finsler manifold of class C1; see [17]. We recall here that in this case,
namely, where X is a Finsler manifold of class C1, we cannot use the classical deformation
techniques of critical point theory, because they are based on solving a Cauchy problem
along the gradient in order to define a locally Lipschitz continuous pseudo-gradient vector
field.
1.1.2 Comparison with other slopes
In this section we compare the weak slope with other notions of slope and present some
results, which we will need for our purposes . We start with the strong slope [28].
Definition 1.1.4 Let (X, d) be a metric space, f : X → R a continuous function and
u ∈ X. We set
|∇f |(u) :=
 lim supv→u
f(u)− f(v)
d(u, v)
if u is not a local minimum of f
0 otherwise .
The extended real number |∇f |(u) is called the strong slope of f at u.
It is clear from Definition 1.1.1, that |df |(u) ≤ |∇f |(u) for every u ∈ X. This justifies the
terminology “weak slope”.
Theorem 1.1.1 ([32], Ekeland’s variational principle) Let (X, d) be a complete metric
space, f : X → R∪{+∞} be a lower semicontinuous function, bounded from below. Then
for every σ > 0, r > 0 and u¯ ∈ X such that f(u¯) ≤ inf
X
f(u) + σ r, there exists an element
u ∈ X such that
d(u, u¯) ≤ r and f(u) ≤ f(u¯);
f(w) > f(u)− σd(w, u), ∀w ∈ X,w 6= u.
In Proposition 1.1.3 below, we show that there is an obviously connection between the
strong slope and the principle of Ekeland.
Proposition 1.1.3 [10]. Let (X, d) be a complete metric space, f : X → R be a contin-
uous function, u¯ ∈ X, and σ, r > 0. We have:
(a) If f(u¯) < inf
B¯(u¯, r)
f(u) + σ r, then for all k > 0 there exists an u ∈ B¯(u¯, r) such that
f(u) ≤ f(u¯) and |∇f |(u) < σ;
(b) If µ := inf
X
f(u) ∈ R and inf{|∇f |(u) : u ∈ X, f(u) > µ} > 0, then f−1(µ) 6= ∅.
Proof. Let 0 < σ′ < σ such that f(u¯) < inf
B¯(u¯, r)
f(u) + σ′ r. It follows from Theorem 1.1.1
that there exists an element u ∈ B(u¯, r), u 6= u¯, such that f(u) ≤ f(u¯) and
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f(w) > f(u)− σ′ d(w, u) for all w ∈ B¯(u¯, r) and w 6= u. According to the definition of a
strong slope we get |∇f|B¯(u¯, r)|(u) = |∇f |(u) ≤ σ′ < σ. This proves (a).
The assertion (b) is an easy consequence of (a). Indeed, (a) yields inf
X
|∇f | = 0 and by
inf{|∇f |(u) : u ∈ X, f(u) > µ} > 0, we have the existence of an element u ∈ X with
f(u) = µ.
Next, we compare the weak slope with Clarke’s generalized gradient , which is defined as
follows.
Definition 1.1.5 Let X be a Banach space and X∗ its topological dual. Let f : X → R
be a locally Lipschitz continuous function. For u ∈ X set
∀ v ∈ X : f ◦(u; v) := lim sup
w→u,t→0+
f(w + tv)− f(v)
t
.
Clarke’s generalized gradient ∂f(u) is defined as follows:
∂f(u) := {α ∈ X∗ : f ◦(u; v) ≥< α, v > ∀ v ∈ X}.
The set ∂f(u) is not empty in virtue of the Hahn-Banach theorem. Moreover, it is clearly
convex and by using Alaoglu’s theorem we see that ∂f(u) is weakly compact. Hence,
min{‖α‖ : α ∈ ∂f(u)} is well defined.
Proposition 1.1.4 ( [29, Theorem 2.17] ) Let X be Banach space and f : X → R be a
locally Lipschitz continuous function. Then for any u ∈ X we have
(1.4) |df |(u) ≥ min{‖α‖ : α ∈ ∂f(u)}.
The following example contained in [16] shows that the inequality (1.4) may be strict.
Example 1.1.1 Let f : R2 → R defined by
f(x, y) := a
∣∣y −m|x|∣∣− σx
where a, m, σ > 0 and am > σ. Then 0 ∈ ∂f(0, 0), but |df |(0, 0) > 0.
The Clarke’s generalized gradient is suitable for a critical point theory for locally
Lipschitz continuous functions, which has been developed by Chang [19]. From the above
example we may conclude that the critical point theory with respect to the weak slope is
“ finer ” than the classical one with respect to the Clarke’s generalized gradient even for
locally Lipschitz continuous functions.
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1.1.3 Mountain Pass Theorem
We have seen in Proposition 1.1.2 that the weak slope and the norm of the derivative
in the smooth setting coincide. Hence, the definitions of critical point and Palais-Smale
condition with respect to the weak slope are natural extensions of the classical case. The
main feature of this concept is that it allows to prove analogies of classical deformation
theorems. We will give variants of the Deformation Theorem and the Mountain Pass
Theorem in the case of continuous functions on metric spaces.
Let (X, d) be a complete metric space, f : X → R a continuous function. For c ∈ R we
set
Kc := {u ∈ X : |df |(u) = 0, f(u) = c},
f c := {u ∈ X : f(u) ≤ c}.
Theorem 1.1.2 [25](Deformation Theorem) Let c ∈ R. Assume that f satisfies the
Palais-Smale condition at the level c.
Then, given ε¯ > 0, a neighbourhood O of Kc (we agree O = ∅ if Kc = ∅ ) and λ > 0,
there exist ε > 0 and a continuous function η : X × [0, 1]→ X such that
(a) d(η(u, t), u) ≤ λt;
(b) f(η(u, t)) ≤ f(u);
(c) f(u) 6∈]c− ε¯, c+ ε¯[=⇒ η(u, t) = u;
(d) η(f c+ε \ O, 1) ⊂ f c−ε.
Theorem 1.1.3 ( Mountain Pass Theorem) Let (X, d) be a complete metric space,
f : X → R a continuous function. Let u0, u1 ∈ X such that there exists r > 0 with
d(u0, u1) > r and
inf{f(u) : u ∈ X, d(u, u0) = r} ≥ max{f(u0), f(u1)}.
Let
Γ := {γ : [0, 1]→ X : γ continuous with γ(0) = u0, γ(1) = u1}.
Assume that Γ 6= ∅ and that f satisfies the Palais-Smale condition at the level c given by
c := inf
γ∈Γ
max
t∈[0, 1]
(f(γ(t)).
Then Kc 6= ∅. Moreover, if c = inf{f(u) : u ∈ X, d(u, u0) = r}, then
Kc ∩ {u ∈ X : d(u, u0) = r} 6= ∅.
Proof. Theorem 1.1.3 is a special case of [25, Theorem 3.7]. For the reader’s convenience
we present the proof here. Let S := {u ∈ X : d(u, u0) = r}, a := inf{f(u) : u ∈ S}. It
follows from d(u0, u1) > r that for each γ ∈ Γ, γ([0, 1]) ∩ S 6= ∅. Therefore
c ≥ a ≥ max{f(u0), f(u1)}.
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In order to prove that Kc 6= ∅ in the case c > a , we will argue by contradiction. We
assume that c is not a critical value. Let ε¯ := c −max{f(u0), f(u1)} > 0. Let ε > and
η : X × [0, 1] → X given by Theorem 1.1.2 above. Then we have by (c), η(u0, t) = u0
and η(u1, t) = u1 for all t ∈ [0, 1]. In particular η(u0, 1) = u0 and η(u1, 1) = u1. Hence,
t 7→ η(γ(t), 1) ∈ Γ for all γ ∈ Γ. By the definition of c, there exists γε ∈ Γ such that
(1.5) max{f(γε(t)) : t ∈ [0, 1]} ≤ c+ ε.
Set φ(t) := η(γε(t), 1). Using (1.5) and (d) we get
f(φ(t)) ≤ c− ε
Since φ ∈ Γ, we obtain a contradiction to definition of c.
In the case c = a, we suppose by contradiction that Kc ∩ S = ∅. Since f satisfies the
Palais-Smale condition at c, Kc is compact. Thus we can choose a λ > 0 such that
d(Kc, S) ≥ 2λ and d({u0, u1}, S) ≥ 2λ.
Since {u ∈ X : d(u, S) > λ} is a neighbourhood of Kc we can choose an ε > 0 and
η : X × [0, 1]→ X as in the Deformation Theorem such that
d(η(u, t), u) ≤ λt
u ∈ f c+ε, d(u, S) ≤ λ =⇒ f(η(u, 1)) ≤ c− ε.
Consider the map ρ : X → [0, 1] defined by
ρ(u) :=
1
λ
min{d(u, {u0, u1}), λ}.
Choose γ ∈ Γ such that
(1.6) max{f(γ(t)) : t ∈ [0, 1]} ≤ c+ ε.
Set γ˜(t) := η(γ(t), ρ(γ(t))t). Then we have γ˜ ∈ Γ and therefore there exists t0 ∈ [0, 1]
such that γ˜(t0) ∈ S. Hence f(γ˜(t0)) ≥ c. On the other hand d(γ(t0), S) ≤ λ, it follows
by using (1.6) f(η((γ(t0), 1)) ≤ c− ε, i.e. f(γ˜(t0)) ≤ c− ε. Thus, we get a contradiction.
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1.2 Quasilinear elliptic equations
1.2.1 Properties of f(u) :=
1
2
∫
Ω
n∑
i,j=1
aij(x, u)DiuDju dx−
∫
Ω
G(x, u) dx
We will formulate in this section some basic properties of f that we need for our purposes.
In particular we will illustrate the connection between the weak slope of f and the weak
solutions of its associated Euler-Lagrange Equation, and how one can treat quasilinear
elliptic equations with tools from nonsmooth critical point theory.
We shall suppose that Ω is an open, bounded subset of Rn (n ≥ 3), and for every 1 ≤
i, j ≤ n, the functions aij : Ω× R→ R satisfy:
(a.1) x 7→ aij(x, s) is measurable for all s ∈ R,
s 7→ aij(x, s) is of class C1 for for a.e. x ∈ Ω;
(a.2) aij(x, s) = aji(x, s) for a.e. x ∈ Ω and for all s ∈ R;
(a.3) there exists ν > 0 such that for a.e. x ∈ Ω, for all s ∈ R, and for all ξ ∈ Rn,
n∑
i,j=1
aij(x, s)ξiξj ≥ ν
n∑
i=1
ξ2i ;
(a.4) there exists C > 0 such that for a.e. x ∈ Ω, for all s ∈ R and all for i, j,
|aij(x, s)| ≤ C , |Dsaij(x, s)| ≤ C ,
(a.5) for a.e. x ∈ Ω, for all s ∈ R, and for all ξ ∈ Rn
n∑
i,j=1
sDsaij(x, s)ξiξj ≥ 0 .
As usually we assume that the function g : Ω×R→ R is a Carathe´odory function( i.e. g
is measurable in x and continuous in s ) and satisfies the natural growth condition
(g) |g(x, s)| ≤ b(1 + |s|p),
where b ∈ R and 1 < p < n+2
n−2 .
We consider the functional f : H10 (Ω)→ R defined by:
(1.7) f(u) :=
1
2
∫
Ω
n∑
i,j=1
aij(x, u)DiuDju dx−
∫
Ω
G(x, u) dx ,
where G(x, s) :=
∫ s
0
g(x, t) dt, and its associated quasilinear equation
(P )
 −
n∑
i,j=1
Dj(aij(x, u)Diu) +
1
2
n∑
i,j=1
Dsaij(x, u)DiuDju = g(x, u) in Ω
u = 0 on ∂Ω
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Example 1.2.1 An example of functions aij that satisfy all conditions (a.1)− (a.5) is
aij(x, s) = aij(s) := (ν + arctan(s
2))δij.
Definition 1.2.1 An element u ∈ H10 (Ω) is called a weak solution of the problem (P ) if
(1.8)
∫
Ω
n∑
i,j=1
ai,j(x, u)DiuDjϕ+
1
2
n∑
i,j=1
Dsai,j(x, u)DiuDjuϕ =
∫
Ω
g(x, u)ϕ
for all ϕ ∈ H10 (Ω) ∩ L∞(Ω).
Proposition 1.2.1 Under the assumptions (a.1) − (a.4) and (g) we have for f the fol-
lowing assertions
(i) f : H10 (Ω)→ R is continuous;
(ii) f : H10 (Ω) → R is sequential lower semicontinuous with the respect to the weak
topology of H10 (Ω);
(iii) for every u ∈ H10 (Ω), and ϕ ∈ H10 (Ω) ∩ L∞(Ω) it holds
(1.9)
f ′(u)(ϕ) := lim
t→0
f(u+ tϕ)− f(u)
t
=
∫
Ω
n∑
i,j=1
ai,j(x, u)DiuDjϕdx+
1
2
n∑
i,j=1
Dsai,j(x, u)DiuDjuϕ dx
−
∫
Ω
g(x, u)ϕdx ∈ R .
Moreover, for every ϕ ∈ H10 (Ω)∩L∞(Ω) the function u 7→ f ′(u)(ϕ) is continuous and for
every u ∈ H10 (Ω) yields
(1.10) |df |(u) ≥ sup{f ′(u)(ϕ) : ϕ ∈ H10 (Ω) ∩ L∞(Ω) , ‖ϕ‖1,2 ≤ 1};
Proof. The property (i) follows easily from Sobolev’s inequality by taking the conditions
(a.1)− (a.4) and (g) into account.
(ii) See [27, Theorem 3.3.4], where a more general theorem is proved.
(iii) Again by using Sobolev’s inequality and recalling the conditions (a.1) − (a.4) and
(g), we get (1.9) and the assertions u 7→ f ′(u)(ϕ) is continuous in u.
Let us prove (1.10). If the right side of inequality (1.10) is zero, then there is nothing
to prove. Otherwise assume that for u ∈ H10 (Ω) there exists ϕu ∈ H10 (Ω) ∩ L∞(Ω) with
‖ϕu‖1,2 ≤ 1 such that f ′(u)(ϕu) > σ > 0. Since the map v 7→ f ′(v)(ϕ) is continuous for
fixed ϕ ∈ H10 (Ω)∩L∞(Ω), there exists δ > 0 such that f ′(v)(ϕu) > σ for all v ∈ B(u, 2δ).
Let H : B(u, δ)× [0, δ]→ H10 (Ω) be defined by H(v, t) := v − tϕu. It is obvious that for
all (v, t) ∈ B(u, δ)× [0, δ] the following is satisfied by H:
‖H(v, t)− v‖1,2 ≤ t, f(H(v, t)) ≤ f(v)− σt.
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Therfore, according to the definition of the weak slope, |df |(u) ≥ σ, and by the arbitrari-
ness of σ, we get the assertion (1.10).
A direct consequence from (1.9) and (1.10) is that, if u ∈ H10 (Ω) is a critical point of
f , ie. |df |(u) = 0, it yields
(1.11)
∫
Ω
n∑
i,j=1
ai,j(x, u)DiuDjϕ+
1
2
n∑
i,j=1
Dsai,j(x, u)DiuDjuϕ =
∫
Ω
g(x, u)ϕ
for all ϕ ∈ H10 (Ω) ∩ L∞(Ω). Therefore a critical point of f is a weak solution of Problem
(P ).
Remark 1.2.1 Under the hypotheses of the above proposition we cannot expect that f
is differentiable or even locally Lipschitz continuous. The reason is, that if f is locally
Lipschitz continuous, we would have for any u ∈ H10 (Ω):
sup
{
f ′(u)(ϕ) : ϕ ∈ C10(Ω), ‖ϕ‖1,2 ≤ 1
}
<∞ .
This implies
n∑
i,j=1
Dsai,j(x, u)DiuDju ∈ H−1(Ω) ,
where H−1(Ω) denotes the dual space of H10 (Ω). Now the expression DiuDju only belongs
to L1(Ω), which is included in H−1(Ω) only for n = 1. But in our situation we have
n ≥ 3, so we cannot conclude f to be locally Lipschitz continuous, unless the aij’s are
independent of s.
For more information on the differentiability of integral functionals see [35, Theorem 5.1.I,
[Theorem 5.2.I]( see also [48, Theorem 1.10.3]) and [11, Theorem 3.9.8].
We close this section with two useful results in dealing with the Palais-Smale condition
for the functional f . The first one is a local compactness property:
Lemma 1.2.1 ([17, Theorem 2.2.4]) Let (uh)h∈N be a bounded sequence in H10 (Ω) such
that
−
n∑
i,j=1
Dj(ai,j(x, uh)Diuh) +
1
2
n∑
i,j=1
Dsai,j(x, uh)DiuhDjuh
belongs to H−1(Ω) and is strongly convergent in H−1(Ω).
Then there exists a strongly convergent subsequence (uhk) in H
1
0 (Ω).
The second is Theorem 2.2.9 in [17], which we formulate for our purpose as following.
Lemma 1.2.2 Let c ∈ R and let (uh)h∈N be a sequence in H10 (Ω) such that
f(uh)→ c and |df |(uh)→ 0.
Then for every K > 0 and ε > 0 there exists MK, ε such that for all h ∈ N holds:∫
{|uh|≤K}
aij(x, uh)DiuhDjuh ≤ ε
∫
{|uh|>K}
aij(x, uh)DiuhDjuh +MK, ε
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1.2.2 Uniform L∞- and C1,α-Estimates for critical points of f
For the proof of our existences results of solutions for (P ) we need some results of Regu-
larity Theory. We start with a new proof of L∞-bounds for the critical points of f , and
thus also for weak solutions for (P ) too. Our method is an adaptation of the techniques
of [31]. The main point here in comparison with [7, 8, 17] is, in addition to that the proof
is self contained, that we can directly see how the L∞-estimate depends on H10 (Ω)-Norm.
Uniform L∞− Estimates
Theorem 1.2.1 Let u be a critical point of f under the conditions (a.1)− (a.5) and (g).
Then u ∈ L∞(Ω) and
‖u‖∞ ≤ c(ν, C, b, p, Ω)‖u‖1,2.
Proof. Since u is a critical point of f , it is a weak solution of (P ). For M > 0 let
ϕM(x) :=
{
min{u(x), M}, if u(x) > 0,
0, if u(x) < 0.
For k ≥ 0 consider the function ϕ := ϕ2k+1M . It is well known that u ∈ H10 (Ω) implies
u+ ∈ H10 (Ω). Hence ϕM ∈ H10 (Ω) ∩ L∞(Ω) and we can take ϕ as a test function. Thus
we get from (1.11)∫
Ω
n∑
i,j=1
ai,j(x, u)DiuDjϕ
2k+1
M +
1
2
n∑
i,j=1
Dsai,j(x, u)DiuDjuϕ
2k+1
M =
∫
Ω
g(x, u)ϕ2k+1M
i.e.
(2k + 1)
∫
{u>0}
n∑
i,j=1
ai,j(x, u)ϕ
2k
MDiuDjϕM +
1
2
∫
{u>0}
n∑
i,j=1
Dsai,j(x, u)DiuDjuϕ
2k+1
M
=
∫
{u>0}
g(x, u)ϕ2k+1M
Then by (a.3), (a.5) and (g) we get
ν
(2k + 1)
(k + 1)2
∫
{u>0}
|D(ϕk+1M )|2 ≤
∫
{u>0}
b u2k+1 +
∫
{u>0}
b u2k+p+1
Since H10 (Ω) in continuously embedded in L
2∗(Ω) we have
ν
(2k + 1)
(k + 1)2
∫
{u>0}
|D(ϕk+1M )|2 ≥ νc1
(2k + 1)
(k + 1)2
(∫
{u>0}
(ϕk+1M )
2∗
) 2
2∗
.
Let q := 2.2
∗
2∗−(p−1) , where 2
∗ := 2n
n−2 . Then holds 2 < q < 2
∗. We suppose for the
moment that u ∈ Lq(k+1)(Ω). Then, by Ho¨lder’s inequality, we get:
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∫
{u>0}
u2k+p+1 ≤ |Ω|1− 2k+1q(k+1)
(∫
{u>0}
uq(k+1)
) 2k+1
q(k+1)
.
and ∫
{u>0}
u2k+p+1 =
∫
{u>0}
u2(k+1)up−1
≤
(∫
{u>0}
u(p−1)
q
q−2
) q−2
q
(∫
{u>0}
uq(k+1)
) 2
q
=
(∫
{u>0}
u2
∗
) q−2
q
.
(∫
{u>0}
uq(k+1)
) 2
q
Thus it follows
(∗∗)
(∫
{u>0}
ϕ
2∗(k+1)
M
) 2
2∗
≤ c2 (k + 1)
2
2k + 1
((∫
{u>0}
uq(k+1)
) 2k+1
q(k+1)
+
(∫
{u>0}
uq(k+1)
) 2
q
)
,
where c2 = c2(ν, C1, C, ‖u‖2∗ , Ω) and C is given by (a.4).
Since 2k+1
q(k+1)
≤ 2
q
for all k > 0, we have either
(a)
(∫
{u>0}
uq(k+1)
) 2k+1
q(k+1)
≤ 1
or
(b)
(∫
{u>0}
uq(k+1)
) 2k+1
q(k+1)
≤
(∫
{u>0}
uq(k+1)
) 2
q
However, we get
(∫
{u>0}
ϕ
2∗(k+1)
M
) 1
2∗(k+1)
≤ c
1
k+1
3
(
(k + 1)
(2k + 1)
1
2
) 1
k+1
(
1 +
(∫
{u>0}
uq(k+1)
) 2
q
) 1
2(k+1)
≤ c
1
k+1
3
(
(k + 1)
(2k + 1)
1
2
) 1
k+1
(
1 +
(∫
{u>0}
uq(k+1)
) 1
q(k+1)
)
where c3 = 2c2.
Thus we have forM →∞, according to Fatou’s Lemma and the fact that lim
M→∞
ϕM(x) =
u(x),
(∫
{u>0}
u2
∗(k+1)
) 1
2∗(k+1)
≤ c
1
k+1
3
(
(k + 1)
(2k + 1)
1
2
) 1
k+1
(
1 +
(∫
{u>0}
uq(k+1)
) 1
q(k+1)
)
.(1.12)
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Since u ∈ L2∗(Ω), we may choose k = k0 in (1.12) with (k0 + 1)q = 2∗, and we get(∫
{u>0}
u2
∗(k0+1)
) 1
2∗(k0+1) ≤ c
1
k0+1
3
(
(k0 + 1)
(2k0 + 1)
1
2
) 1
k0+1
(
1 +
(∫
{u>0}
u2
∗
) 1
2∗
)
.(1.13)
We thus obtain u+ ∈ L2∗(k0+1)(Ω).
Next we choose k := k1 with (k1 + 1)q = (k0 + 1)2
∗ in (1.12) and using (1.13) we get
u+ ∈ L2∗(k1+1)(Ω).
By induction we infer that that there exists a sequence (kj)j∈N with limj→∞ kj =∞, and
u+ ∈ L2∗(kj+1). We deduce that u+ ∈ Lr(Ω) for all r ∈ [1, ∞).
To show that u+ ∈ L∞, we first observe that if there exists a sequence kj →∞ such that∫
{u>0}
uq(kj+1) ≤ 1,
we get ‖u+‖q(kj+1) ≤ 1, where u+ := max(u, 0) and therefore
‖u+‖∞ ≤ 1.
In the opposite case there exists a k0 such that∫
{u>0}
uq(k+1) > 1, ∀k ≥ k0.
Then we have directly from (∗∗), by (b) and Fatou’s Lemma, observe that limM→∞ ϕM(x) =
u(x), the relation
(∫
{u>0}
u2
∗(k+1)
) 1
2∗(k+1)
≤ c 1k+1
(
(k + 1)
(2k + 1)
1
2
) 1
k+1 (∫
{u>0}
uq(k+1)
) 1
q(k+1)
for all k ≥ k0, where c = c(c2) for all k ≥ k0. Now we iterate this Inequality as in [31,
pp. 115, 116]. We choose k = k1 with (k1 + 1)q = (k0 + 1)2
∗. and get
‖u+‖2∗(k1+1) ≤ c
1
k1+1
(
(k1 + 1)
(2k1 + 1)
1
2
) 1
k1+1
‖u‖(k0+1)2∗ .
Choose k := k2 with (k2 + 1)q = (k1 + 1)2
∗ = (2
∗)2
q
(k0 + 1). Then we have
‖u+‖2∗(k2+1) ≤ c
1
k2+1
(
(k2 + 1)
(2k2 + 1)
1
2
) 1
k2+1
‖u‖(k1+1)2∗ .
By induction we infer that
‖u+‖2∗(kj+1) ≤ c
1
kj+1
(
(kj + 1)
(2kj + 1)
1
2
) 1
kj+1 (‖u‖(kj−1+1)2∗)
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for any j ∈ N, where (kj + 1) =
(
2∗
q
)j
(k0 + 1). It follows that
‖u+‖2∗(kj+1) ≤ c
Pj
r=1
1
kr+1
( (k1 + 1)
(2k1 + 1)
1
2
)q 1
k1+1

q
1
k1+1
( (k2 + 1)
(2k2 + 1)
1
2
)q 1
k2+1

q
1
k2+1
· · ·
( (kj + 1)
(2kj + 1)
1
2
)q 1
kj+1

q
1
kj+1 (‖u‖(k0+1)2∗) .
Since
(
(y + 1)
(2y + 1)
1
2
)q 1
y+1
> 1,∀y > 0 and lim
y→∞
(
(y + 1)
(2y + 1)
1
2
)q 1
y+1
= 1, there exists
C˜ > 1 such that
‖u+‖2∗(kj+1) ≤ c
Pj
r=1
1
kr+1 C˜
Pj
r=1
q
1
kr+1‖u‖(k0+1)2∗
Since,
j∑
r=1
1
kr + 1
= (k0 + 1)
j∑
r=1
( q
2∗
)r
,
j∑
r=1
√
1
kr + 1
=
√
(k0 + 1)
j∑
r=1
(√
q
2∗
)r
and q
2∗ <√
q
2∗ < 1, we infer that there exists c
′ > 0, independent of k, such that
‖u+‖2∗(kj+1) ≤ c′‖u‖(k0+1)2∗ .
Hence we get
(I) ‖u+‖∞ ≤ c′‖u‖(k0+1)2∗ .
Similarly, with ai,j(x, s) := ai,j(x,−s) and g(x, s) := g(x,−s) satisfying the same condi-
tions (a.1)− (a.5) and (g), inequality (I) holds with u replaced by −u, and therefore
‖u‖∞ ≤ c‖u‖(k0+1)2∗ .
Thus u ∈ L∞(Ω). Furthermore it follows
‖u‖(k0+1)2∗(k0+1)2∗ =
∫
Ω
u2
∗
uk02
∗
≤ ‖u‖∞k02
∗
∫
Ω
u2
∗
≤
(
c‖u‖(k0+1)2∗
)k02∗ ∫
Ω
u2
∗
.
By the Sobolev Embedding Theorem we get
‖u‖(k0+1)2∗ ≤ ck0 c(Ω)‖u‖1,2.
Hence we infer
‖u‖∞ ≤ c(ν, C, b, p, Ω)‖u‖1,2.
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The proof of the theorem is complete.
Without assumption (a.5) a weak solution of (P ) may not be bounded, even for more
regular coefficients aij and g . The following example contained in [33] shows this fact:
Example 1.2.2 Let Ω := B(0, 1) ⊂ Rn, g ≡ 0 and
ai,j(x, s) :=
(
1 +
1
|x|12(n−2)es + 1
)
δij.
Then u(x) := −12(n− 2) log |x| ∈ H10 (Ω) is a weak solution of (P ), which is unbounded.
Uniform C1,α Estimates
In the sequel we assume instead of (a.1), that the functions aij’s satisfy the condition
(a.1′) aij is of class C1, and the function s 7→ aij(x, s) is of class C2 for a.e. x ∈ Ω; and
instead (a.4) the condition
(a.4′) there exists C > 0 such that for a.e. x ∈ Ω, for all s ∈ R and all i, j, k,
|aij(x, s)| ≤ C , |Dsaij(x, s)| ≤ C ,
|Dxkaij(x, s)| ≤ C , |D2ssaij(x, s)| ≤ C .
Theorem 1.2.2 Let u ∈ H10 (Ω) ∩ L∞(Ω) be a weak solution of (P ) under the conditions
(a.1′), (a.2), (a.3), (a.4′) and (g).
Then u ∈ W 22 (Ω) ∩ C1,α(Ω), for an appropriate α and
‖u‖C1,α(Ω) ≤ c(ν, C, ‖u‖∞) ,
where C given by (a.4′). Furthemore, if g ∈ C0, α(Ω¯× R, R), then u ∈ C2,α(Ω).
Proof. See [45, Theorem 6.5. IV].
Theorem 1.2.3 For every 1 ≤ i, j ≤ n, let Ai,j ∈ C0,1(Ω¯), Bi Fj, E ∈ L∞(Ω) and let
w ∈ L∞(Ω). Let us assume that there exists ν > 0 such that for all x ∈ Ω and for all
ξ ∈ Rn,
n∑
i,j=1
Ai,j(x)ξiξj ≥ ν
n∑
i=1
ξ2i .
Let u ∈ H10 (Ω) be solution of
−
n∑
i,j=1
Dj(Ai,jDiu+ Fju) +
n∑
i=1
BiDiu+ E u = w in D′(Ω).
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i.e. ∫
Ω
n∑
i,j=1
(Ai,jDiu+ Fju)Djϕ+
n∑
i=1
BiDiuϕ+ E uϕ =
∫
Ω
wϕ for all ϕ ∈ C∞0 (Ω)
Then u ∈ C1,α(Ω) and
‖u‖C1,α(Ω) ≤ c (‖w‖∞ + ‖u‖1,2).
where c := c(ν, C, Ω, ‖Ai,j‖C0,1(Ω), ‖B‖∞, ‖F‖∞, ‖E‖∞)
Proof. See [45, Theorem 15.1, III].
Theorem 1.2.4 Let b : Ω×R×Rn → R be a map of the class C1 such that for all M > 0
there exists bM ∈ R with
|s| ≤M =⇒ |b(x, s, ξ)| ≤ bM(1 + |ξ|2),
|s| ≤M =⇒ |Dsb(x, s, ξ)| ≤ bM(1 + |ξ|2),
|s| ≤M =⇒ |Dξb(x, s, ξ)| ≤ bM(1 + |ξ|).
Let u1, u2 ∈ H10 (Ω) be such that
−
n∑
i,j=1
Dj(ai,j(x, uk)Diuk) + b(x, uk, Diuk) = wk in D′(Ω)
with wk ∈ L∞(Ω) for k = 1, 2.
Then we have u1, u2 ∈ C1,α(Ω) and
‖u1 − u2‖C1,α(Ω) ≤ C(‖u1 − u2‖1,2 + ‖w1 − w2‖∞)
with C = C(‖u1‖C1,α(Ω), ‖u2‖C1,α(Ω))
Proof. The assertion u1, u2 ∈ C1,α(Ω) follows from [45, Theorem 6.5. IV]. Now, let
v ∈ C∞0 (Ω). Then, from the hypothesis on u1, u2 we have∫
Ω
n∑
i,j=1
ai,j(x, uk)DiukDjv + b(x, uk, Diuk) v =
∫
Ω
wk v
for k = 1, 2, which we can write∫
Ω
n∑
i,j=1
ai,j(x, u1)Di(u1 − u2)Djv =
∫
Ω
n∑
i,j=1
(
ai,j(x, u2)− ai,j(x, u1)
)
Diu2Djvdx+
+
∫
Ω
(
b(x, u2, Du2)− b(x, u1, Du1)
)
+
∫
Ω
(
w1 − w2
)
v
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= −
∫
Ω
n∑
i,j=1
Dsai,j(x, θu2 + (1− θ)u1)(u1 − u2)Diu2Djv+
−
∫
Ω
(
Dsb(x, tu2 + (1− t)u1, tDu2 + (1− t)Du1)(u1 − u2)
+
n∑
i=1
Dξib(x, tu2 + (1− t)u1, tDu2 + (1− t)Du1)(Di(u1 − u2))
)
v +
∫
Ω
(
w1 − w2
)
v
for some t(x), θ(x) ∈]0, 1[. Let
Ai, j(x) := ai,j(x, u1),
Bi(x) :=
∫ 1
0
Dξib(x, τu2 + (1− τ)u1, τDu2 + (1− τ)Du1) dτ,
Fj(x) :=
n∑
i=1
Dsai,j(x, θ2u2 + (1− θ)u1)Diu2,
E(x) := Dsb(x, tu2 + (1− t)u1, tDu2 + (1− t)Du1).
Thus, u := u1 − u2 satisfies∫
Ω
n∑
i, j
Ai, j(x)Di(u1 − u2)Djv +
∫
Ω
n∑
i
Bi(x)Di(u1 − u2)v+
+
∫
Ω
n∑
j
Fj(x)(u1 − u2)Djv +
∫
Ω
E(x)(u1 − u2)v =
∫
Ω
(
w1 − w2
)
v.
By the assumptions on aij and the fact u1, u2 ∈ C1,α(Ω) we obtain Ai,j ∈ C0, 1(Ω),
Fj ∈ L∞(Ω). Moreover, by taking M ≥ max{‖u1‖C1,α(Ω), ‖u2‖C1,α(Ω)}, we infer from the
assumptions on the functions Dsb and Dξb that Bi, E ∈ L∞(Ω). Hence, according to
Theorem 1.2.3, we conclude
‖u1 − u2‖C1,α(Ω) ≤ c (‖u1 − u2‖1,2 + ‖w1 − w2‖∞)
where c := c(ν, C, ‖Ai,j‖C0, 1(Ω), ‖B‖∞, ‖F‖∞, ‖E‖∞)
1.2.3 Comparison Principles
Theorem 1.2.5 (The strong Maximum Principle) For every 1 ≤ i, j ≤ n, let Ai,j, Bi, C ∈
C(Ω¯). Let us assume that there exists µ > 0 such that for all x ∈ Ω¯ and for all ξ ∈ Rn:
n∑
i,j=1
Ai,j(x)ξiξj ≥ µ
n∑
i=1
ξ2i .
Let u ∈ C(Ω¯) ∩ C2(Ω)) satisfy
−
n∑
i,j=1
Ai,jDiju+
n∑
i=1
BiDiu+ C u ≥ 0 in Ω, and u ≥ 0 on ∂Ω
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Then, if either C ≥ 0 , or u = 0 on ∂Ω, then ∂u
∂ν
< 0 on ∂Ω, where ν = ν(x) is the
outward unit normal vector at x ∈ ∂Ω.
Proof. See e.g. [52, Lemma 4.7]
Theorem 1.2.6 (Weak Harnack Inequality)
For every 1 ≤ i, j ≤ n, let Ai,j, Bi ∈ C1(Ω) ∩ C(Ω¯), Ci, E ∈ L∞(Ω). Let us assume that
there exists ν > 0 such that for all x ∈ Ω and for all ξ ∈ Rn:
n∑
i,j=1
Ai,j(x)ξiξj ≥ ν
n∑
i=1
ξ2i .
Let x0 ∈ Ω and ρ > 0 such that B¯(x0, 3ρ) ⊂ Ω and u ≥ 0, u ∈ H10 (Ω) ∩ L∞(Ω) satisfy∫
B(x0, 3ρ)
( n∑
i,j=1
Aij(x)DiuDjv +
n∑
j=1
Bj(x)uDjv +
n∑
i=1
Ci(x)Diu v + E(x)u v
)
dx ≥ 0
for all v ≥ 0, v ∈ H10 (Ω) ∩ L∞(Ω). Then
‖u‖L1(B(x0, 2ρ) ≤ ρnC min
B(x0, ρ)
u(x)
where C := C(n, ‖Ai,j‖∞, ‖Bi‖∞, ‖Ci‖∞, ‖E‖∞, ρ).
Proof. See [58, Theorem 1.2], where a more general theorem is proved.

Chapter 2
Conservation of local minimizers
In this chapter we consider functionals of the form
(2.1) f(u) :=
1
2
∫
Ω
n∑
i,j=1
aij(x, u)DiuDju dx−
∫
Ω
G(x, u) dx ,
where Ω is a bounded domain in Rn, n ≥ 3, with ∂Ω ∈ C1,1, aij : Ω× R→ R , and
G(x, s) :=
∫ s
0
g(x, t) dt.
g : Ω×R→ R is a Carathe´odory function such that for a.e. x ∈ Ω and all s ∈ R we have
(2.2) |g(x, s)| ≤ C(1 + |s|p)
with C > 0 and 1 ≤ p < n+2
n−2 .
The aim of this section is to present sufficient conditions on the coefficients aij such
that any local minimizer of the functional f in the H10 (Ω) ∩ L∞(Ω)− topology or in the
C1− topology will be a local minimizer of f in the H10 (Ω)-topology, too.
Brezis and Nirenberg [13] have proved for the functional
(2.3) f(u) :=
1
2
∫
Ω
|Du|2 dx−
∫
Ω
G(x, u) dx ,
that a local minimizer in the C1− topology, is a local minimizer in the H10 (Ω)-topology,
too. This result is extended for the p−Laplace equations in [34], and for vector-valued
functions in [57]. The idea of the proof in the works [34, 13] is as follows: If u0 is
a local minimizer of (2.3) in the C1− topology, but not local minimizer in the H10 (Ω)-
topology, then for every ε > 0 small enough, there exists vε ∈ B¯(u0, ε) ⊂ H10 (Ω) such that
f(vε) ≤ f(u) for all u ∈ B¯(u0, ε). Therefore the vε’s are solutions of the corresponding
Euler-Lagrange equations. Further, by using some regularity results for elliptic equations,
one obtains a uniform C1,α-estimate for all vε’s. By using Arzela-Ascoli’s Theorem and
the fact that vε → u0, one reaches a contradiction to the assumption that u0 is a local
19
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minimizer in the C1−topology.
Although f is not Fre´chet differentiable, see Remark 1.2.1, we can write the Euler-
Lagrange equation in the smooth direction for a minimizer with constraint of f by using
the weak slope, see [16] and [9, Theorem 4.1]. But, because of the lack of the linearity in
comparison with [13] and the monotonicity of the p−Laplacian in comparison with [34],
we could prove that this minimizer belongs to L∞(Ω) only under strong conditions on
the aij’s and g. Nevertheless we follow the strategy of [13] and overcome this difficulty
by using an idea of M. Wiegner [59] to prove that the constrained minimizer of f belongs
to the space H10 (Ω) ∩ L∞(Ω). Then we can use the techniques of [35] to obtain more
regularities for local minimizer with constraint and the results of [45] for a weak solutions
in order to apply Arzela-Ascoli.
The combination of two topologies to look for local minimizer is an older idea and was un-
der intensive research during last years by using different methods. For example Legendre-
Hadamard conditions, Weierstrass conditions, see [38],homotopic methods, [11]. Further
informations can be found in references given in [11], [38], and [57]. Moreover, as we
can see in the works mentioned above or in the proof of our results the problem to look
for necessary and sufficient conditions so that a local minimizer in a strong topology to
be a local minimizer in an weaker topology is closely related to those of the regularity
of minimizers. In the sequel we denote by ‖u‖1,2 := ‖∇u‖2 the norm in H10 (Ω), where
‖·‖2 is the norm of L2(Ω), by ‖u‖ := ‖u‖1,2 + ‖u‖∞ the norm of H10 (Ω) ∩ L∞(Ω) and
‖u‖1,∞ := ‖u‖∞ + ‖Du‖∞ the norm of C10(Ω).
Let us formulate the assumptions on the functions aij : Ω× R→ R and g : Ω× R→ R.
(a.1) for every 1 ≤ i, j ≤ n, aij is of class C1, and the function s 7→ aij(x, s) is of class
C2 for a.e. x ∈ Ω;
(a.2) for every 1 ≤ i, j ≤ n, aij = aj,i ;
(a.3) there exists ν > 0 such that for a.e. x ∈ Ω, for all s ∈ R and for all ξ ∈ Rn
n∑
i,j=1
aij(x, s)ξiξj ≥ ν
n∑
i=1
ξ2i ;
(a.4) there exists C > 0 such that for a.e. x ∈ Ω, for all s ∈ R and all i, j, k,
|aij(x, s)| ≤ C , |Dsaij(x, s)| ≤ C ,
|Dxkaij(x, s)| ≤ C , |D2ssaij(x, s)| ≤ C ;
(g) g is a Carathe´odory function such that for a.e. x ∈ Ω and for all s ∈ R we have
|g(x, s)| ≤ C(1 + |s|p),
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where b ∈ R and 1 ≤ p ≤ n+2
n−2 .
2.1 Subcritical case
In this section we suppose that p < n+2
n−2 . Our main results in this chapter are the following.
Theorem 2.1.1 Let u0 ∈ H10 (Ω) ∩ L∞(Ω) be a local minimizer of f in the H10 (Ω) ∩
L∞(Ω)−topology, i.e. there is an ²0 > 0 such that
f(u0) ≤ f(u) for all u ∈ H10 (Ω) ∩ L∞(Ω) with ‖u− u0‖ ≤ ²0.(2.4)
Then u0 is a local minimizer of f in the H
1
0 (Ω)−topology, i.e, there is an ²1 > 0 such that
f(u0) ≤ f(u) for all u ∈ H10 (Ω) with ‖u− u0‖1,2 ≤ ²1.
The same result holds for C10(Ω) instead of H
1
0 (Ω) ∩ L∞(Ω).
Theorem 2.1.2 Let u0 ∈ C10(Ω) be a local minimizer of f in the C1−topology, i.e. there
is an ²2 > 0 such that
f(u0) ≤ f(u) for all u ∈ C10(Ω) with ‖u− u0‖1,∞ ≤ ²2.(2.5)
Then u0 is a local minimizer of f in the H
1
0 (Ω)−topology, i.e. there is an ²3 > 0 such that
f(u0) ≤ f(u) for all u ∈ H10 (Ω) with ‖u− u0‖1,2 ≤ ²3.
Remark 2.1.1 Theorem 2.5, with aij = δij, implies the result of Brezis and Nirenberg
[13].
We begin with the proof of a result, which allows to give L∞ estimate for minimizer
with constraint of f .
Lemma 2.1.1 Let u ∈ H10 (Ω). Let R > 0 with ‖u‖1,2 ≤ R. For k > 0, let Ak := {x ∈
Ω | u(x) > k}. We assume that there exists a k0 > 1 such that for all k ≥ k0
(2.6)
∫
Ak
|Du|2 ≤
∫
Ak
(∫ u(x)
k
h(x, s)ds
)
dx+
∫
Ak
b(x, u).Du dx,
where h : Ω× R→ R, b : Ω× R→ Rn with
(2.7) |h(x, s)| ≤ C1(1 + |s|p−1),
(2.8) |b(x, s)| ≤ C1(1 + |s|),
C1 > 0, 2 ≤ p < 2∗ . Then we have u ∈ H10 (Ω) ∩ L∞(Ω) and
‖u‖∞ ≤ C(C1, k0, R, p, Ω).
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Proof. We have from Sobolev’s inequality and the definition of Ak, that
k2
∗ |Ak| ≤
∫
A0
u2
∗ ≤ c ||u||2∗1,2
which implies
(2.9) k|Ak| 12∗ ≤ c2||u||1,2.
By applying Ho¨lder’s inequality we get∫
Ak
(u− k)p ≤ c
(∫
Ak
(u− k)2∗
) p
2∗ |Ak| 1−
p
2∗ .
Moreover, by using Sobolev’s inequality we infer
(2.10)
∫
Ak
(u− k)p ≤
(∫
Ak
|Du|2
) p
2 |Ak| 1−
p
2∗ .
Hence, we obtain with (2.9)
(2.11)
∫
Ak
(u− k)p ≤ δ(k)
∫
Ak
|Du|2.
where δ(k) := c||u||−
p
2
−1+2∗
1,2 k
−(2∗−p).
Now we can estimate the first integral of the right hand side of inequality (2.6) as
follows: ∣∣∣ ∫
Ak
∫ u(x)
k
h(x, s) ds
∣∣∣ ≤ C1 ∫
Ak
(u− k) + (up − kp)
≤ C3
(∫
Ak
(u− k)p + kp|Ak|
)
.(2.12)
We have used
u− k ≤ cp((u− k)p + 1) in Ak, 1 ≤ kp,
and
(2.13) up = (u− k + k)p ≤ cp((u− k)p + kp) in Ak.
The second integral of the right hand side of inequality (2.6) can be estimated as
following by using the Cauchy inequality, (2.8), (2.13) and the facts that p ≥ 2, u > k > 1:∫
Ak
b(x, u)Du ≤ 1
2
∫
Ak
|Du|2 + 1
2
C21
∫
Ak
(1 + u)2
≤ 1
2
∫
Ak
|Du|2 + 1
2
C4
∫
Ak
(1 + up)
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≤ 1
2
∫
Ak
|Du|2 + 1
2
C4
∫
Ak
(u− k)p + 1
2
C4k
p|Ak| .(2.14)
Combining (2.12), (2.11) and (2.14) we get from (2.6)
(2.15)
1
2
∫
Ak
|Du|2 ≤
(
C3 + C4
)
δ(k)
∫
Ak
|Du|2 + C5kp|Ak| .
Now, since lim
k→∞
δ(k) = 0, we can choose k˜ > k0 such that for all k > k˜(
C3 + C4
)
δ(k) ≤ 1
4
Also we get (2.15) ∫
Ak
|Du|2 ≤ C6kp|Ak| for all k > k˜,
and with (2.9) we obtain
(2.16)
∫
Ak
|Du|2 ≤ C7k2|Ak| 1−
p−2
2∗ ≤ C7k2|Ak| 1− 2n+α for all k > k˜
where α := 2
n
− p−2
2∗ > 0.
We want to show that u+ := max(u, 0) ≤ 2k˜. For this we set
ks := k˜(2− 2−s)↗ 2k˜, s = 0, 1, 2, · · · ,
Is :=
∫
Aks
(u− ks)2.
Observe that ks > k˜. By applying Ho¨lder’s and Sobolev’s inequalities and (2.16), we have
Is+1 ≤
( ∫
Aks+1
(u− ks+1)2∗
) 2
2∗ |Aks+1|1−
2
2∗
≤ ck2s+1|Aks+1|1−
2
n
+α|Aks+1|1−
2
2∗
= ck2s+1|Aks+1|1+α(2.17)
because 1− 2
n
− 2
2∗ = 0. Moreover, from
|Aks+1|(ks+1 − ks)2 ≤
∫
Aks
(u− ks)2+ = Is
it follows
Is+1 ≤ c k
2
s+1
(ks+1 − ks)1+2α I
1+α
s
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≤ ck˜−2α(2α)s I1+αs .
Therefore we have for Is an inequality of the type
Is+1 ≤ Abs I1+αs ,
where A = ck˜−2α, b = 2α. Thus by induction we get
Is ≤ A− 1α b
s
α
− 1
α2 (A
1
α b
1
α2 I0)
(1+α)s .
We infer
lim
s→∞
Is =
∫
A2 k˜
(u− 2 k˜)2 = 0,
if A
1
α b
1
α2 I0 < 1 and thus in particular u
+ ≤ 2 k˜, if c k˜−2 I0 < 1, ie.:
I0 =
∫
Ak˜
(
u− k˜
)2
+
≤ ck˜2
From the fact that I
1
2
0 ≤ c(Ω)||u||1,2, it suffices to choose k˜ ≥ c˜(Ω)R ≥ c˜(Ω)||u||1,2.
Similarly we prove the assertion for u− := min(u, 0) by considering v := −u.
Proof of Theorem 2.1.1: We have u0 ∈ C10(Ω), see Theorem 1.2.2, thus for the sake
of simplicity we take the translation: v = u0 + u.
Set
a˜ij(x, s) := aij(x, u0(x) + s),
b˜i(x, s) := a˜ij(x, s)Diu0(x),
g˜(x, s) := g(x, u0(x) + s)−Dsaij(x, u0(x) + s)Diu0(x)Dju0(x),
G˜(x, u) :=
∫ u
0
g˜(x, s)ds,
f˜(u) :=
1
2
∫
Ω
n∑
i,j=1
a˜ij(x, u)DiuDju+
n∑
i=1
b˜i(x, u).Diu− G˜(x, u).
Recall that u0 is a local minimizer of f . We get
0 ≤ 1
2
∫
Ω
n∑
i,j=1
aij(x, u0+u)Di(u0+u)Dj(u0+u)−1
2
n∑
i,j=1
aij(x, u0)DuDju+
∫
Ω
G(x, u0)−G(x, u0+u)
i.e.,
0 ≤ f˜(u) for ‖u‖ ≤ ²0.
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Assuming now, for a contradiction, that 0 is not a local minimizer of f˜ , then for every
² > 0 there exists vε ∈ H10 (Ω) with ‖vε‖ ≤ ε and f˜(v²) < 0.
Since f is weakly lower semicontinuous, see Proposition 1.2.1, there exists for every
ε > 0 an uε ∈ B¯H10 (Ω)(0, ²) with f˜(uε) = inf{f˜(u) : u ∈ B¯H10 (Ω)(0, ²)}. So we have
f˜(u²) ≤ f˜(v²) < 0.(2.18)
Consider for k > 1 the function
uk =
{
u² , u² ≤ k,
k , u² ≥ k.
We have uk ∈ B¯H10 (Ω)(0, ²) and also f˜(u²) ≤ f˜(uk), so we get by using uk(x) = uε(x) for
x 6∈ Ak and the ellipticity condition (a.3)
ν
∫
Ak
|Du²|2 ≤
∫
Ak
G˜(x, uε)− G˜(x, k)−
∫
Ak
b˜i(x, u²)Diu²
i.e,
ν
∫
Ak
|Du²|2 ≤
∫
Ak
∫ uε(x)
k
g˜(x, s)ds−
∫
Ak
b˜i(x, u²)Diu².
It is clear by using the assumptions (a.3), (a.4) to check that the functions g˜ and b˜ :=
(b˜1, b˜2, ..., b˜n) satisfy the conditions (2.8) of Lemma 2.1.1. Therefore, we conclude that
u² ∈ L∞(Ω) and ‖u²‖∞ ≤M where M is independent of ².
Our next step is to prove uε ∈ C0,α(Ω¯) and ‖u²‖C0,α ≤ C, with C independent of ².
In order to do so, we set uε(x) = 0 for x 6∈ Ω. Let x0 ∈ Ω¯, 0 < t < r < R and
η ∈ C∞0 (B(x0, r)) with 0 ≤ η ≤ 1, η ≡ 1 on B(x0, t) and |Dη| ≤ 2r−t .
For 0 < k ≤ M let ukε := uε − wε, where wε := η(uε − k)+. M is the uniform
L∞(Ω)−estimate of the u²’s. We have by using Poincare´’s inequality( For the simplicity,
we drop ε)∫
Ω
|Dw|2 =
∫
B(x0, R)
|D(η(u− k)+)|2
≤ 2
( 2
r − t
)2 ∫
B(x0, R)
|(u− k)+|2 + 2
∫
B(x0, R)
|D(u− k)+|2
≤
( 4 c(n)
(r − t)2 + 1
)∫
B(x0, R)
|D(u− k)+|2.
By the absolute continuity of the Lebesgue integrals, we can choose R so that( 8 c(n)
(r − t)2 + 1
)∫
B(x0, R)
|D(u− k)+|2 ≤ ε2.
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Hence, recalling that uε is a minimizer of f˜ on B¯(0, ε), we have
(2.19) f˜(u) ≤ f˜(uk) + f˜(w)− f˜(uk).
Set Ak,r := {x ∈ B(x0, r) | u(x) > 0}. Note, that uk(x) = u(x) for x 6∈ Ak,r.
It follows from (2.19) and the ellipticity condition (a.3) that
(2.20)
∫
Ak,r
|Du|2 ≤ C
ν
∫
Ak,r
|Duk|2 + 1
ν
I1 +
1
ν
I2 +
1
ν
I3.
Where:
I1 :=
∫
Ak,r
n∑
i=1
(
b˜i(x, u
k)Diu
k − b˜i(x, u)Diu
)
,
I2 :=
∫
Ak,r
(
G˜(x, u)− G˜(x, uk)
)
,
I3 := f˜(w)− f˜(uk).
We have ∫
Ak,r
|Duk|2 =
∫
Ak,r
|(1− η)Du−Dη(u− k)+|2
≤ 2
∫
Ak,r\Ak,t
|Du|2 + 2 4
(r − t)2
∫
Ak,r
(u− k)2.
By using the condition (a.4) (|aij(x, s)| ≤ C), Ho¨lder’s inequality and the Cauchy-Schwartz
inequality 2ab ≤ γ
−1
2
a2 +
γ
2
b2 for a, b, γ > 0, we can estimate I1 as follows
I1 ≤ (
∫
Ak,r
(b(x, uk)2)
1
2 (
∫
Ak,r
|Duk|2) 12 +
(∫
Ak,r
(b(x, u)2
) 1
2
(∫
Ak,r
|Du|2
) 1
2
≤ C
(∫
Ω
|Du0|2
) 1
2
(∫
Ak,r
|Duk|2
) 1
2
+ C
(∫
Ω
|Du0|2
) 1
2
(∫
Ak,r
|Duk|2
) 1
2
≤ Cα
−1
1
2
+
Cα1
2
∫
Ak,r
|Duk|2 + Cα
−1
1
2
+
Cα1
2
∫
Ak,r
|Du|2.
The estimation of I2 is easy. Indeed, by using conditions (a.4), (g) and recalling the fact
‖uε‖ ≤M , we get I2 ≤ C, where C is independent of ε.
Let us estimate I3. We have
I3 =
∫
Ω
( n∑
i,j=1
a˜ij(x, w)DiwDjw −
n∑
i,j=1
a˜ij(x, u
k)Diu
kDju
k
)
︸ ︷︷ ︸
I3,1
+
+
∫
Ω
(
b˜(x, w)Diw − b˜(x, uk)Diuk
)
︸ ︷︷ ︸
I3,2
+
+
∫
Ω
(
G˜(x, uk)− G˜(x, w)
)
︸ ︷︷ ︸
I3,3
.
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Using the same arguments as in the estimating of I1 we get
I3,1 ≤ ν
∫
Ω
|Dw|2 + ν
∫
Ω
|Duk|2
≤ 2ν
∫
Ω
|Dw|2 + ν
∫
Ω
|Du|2
≤ Cε2;
I3,2 =
∫
Ω
(
b˜(x, w)Diw − b˜(x, u)Diuk
)
≤ Cα
−1
2
2
+
Cha2
2
∫
Ω
|Dw|2 + Cα
−1
2
2
+
Cα2
2
∫
Ω
|Diuk|2
≤ Cε2;
∫
Ω
(
G˜(x, uk)− G˜(x, w)
)
≤ Cε2.
Using the above estimates together and choosing ε, α1, α2 small enough, then we get from
(2.20)
(2.21)
∫
Ak,r
|Du|2 ≤ C
∫
Ak,r\Ak,t
|Du|2 + C
(r − t)2
∫
Ak,r
(u− k)2 + C.
We add C
∫
Ak,t
|Du|2 on both sides of (2.21) we get
(2.22)
∫
Ak,t
|Du|2 ≤ C
∫
Ak,r
|Du|2 + C
(r − t)2
∫
Ak,r
(u− k)2 + C
Now by applying the Lemma 2.1.2 below we get
(2.23)
∫
Ak,ρ
|Du|2 ≤ C
(R− ρ)2
∫
Ak,R
(u− k)2 + C|Ak,R|.
Taking −u instead of u we get the same inequality for −u. Hence u belongs to the De
Giorgi’s class B2(Ω¯, M, C, 1, 0) and therfore,, according to the result of [45, Theorem 6.
1, Theorem 7.1, II], u is Ho¨lder continuous in Ω¯ and ‖uε‖C0,α((Ω¯) ≤ K, where α, K depend
only on Ω, M and C.
Now, according to the Arzela-Ascoli compactness criterion, there is a subsequence of
uε, still denoted by uε, with uε → 0 in C0 -topology. Therefore from (2.4) and (2.18) we
obtain a contradiction. Thus the theorem is proved.
Lemma 2.1.2 [35] Let f(t) be a nonnegative bounded function defined for 0 ≤ T0 ≤ t ≤
T1. Suppose that for T0 ≤ t < r ≤ T1 we have
f(t) ≤ A(r − t)−β +B + θf(r),
where β > 0, 0 ≤ θ < 1 and A, B are nonnegative constants. Then there exists a constant
c depending only on β and θ such that for every ρ,R, T0 ≤ ρ < R ≤ T1 we have
f(ρ) ≤ c[A(R− ρ)−β +B].
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Proof of Theorem 2.1.2: Here, we need further regularity for the uε. Precisely:
uε ∈ C1,α(Ω¯). In order to obtain this, we first prove that uε ∈W 1,∞ and ‖Duε‖ ≤ C, with
a constant C not depending of ε. Recalling that f˜(uε) = inf{f˜(u) : u ∈ B¯H10 (Ω)(0, ²)}
we can write for u² the equation
f˜ ′(u²)(ϕ) = λ²
∫
Ω
n∑
i=1
DiuεDiϕ.
for all ϕ ∈ H10 (Ω) ∩ L∞(Ω) with λε ≤ 0, i.e.:
(2.24)∫
Ω
n∑
i,j=1
a˜ij(x, uε)DiuεDjϕ+
1
2
n∑
i,j=1
Dsaij(x, uε)DiuεDjuε ϕ+
n∑
i=1
b˜i(x, uε).Diϕ+
+
∫
Ω
n∑
i=1
Dsb˜i(x, uε).Diuε ϕ− g˜(x, uε)ϕ = λε
∫
Ω
n∑
i=1
DiuεDiϕ.
Taking ϕ = uε we get
λε
∫
Ω
|Duε|2 =
∫
Ω
n∑
i,j=1
a˜ij(x, uε)DiuεDjuε +
1
2
∫
Ω
n∑
i=1
Dsa˜ij(x, uε)DiuεDjuε uε+
+
∫
Ω
n∑
i=1
b˜i(x, uε).Diuε +
∫
Ω
n∑
i=1
Dsb˜i(x, uε).Diuε uε − g˜(x, uε)uε.
By using the conditions (a.2)− (a.3) and (g) and the fact ‖uε‖∞ ≤M , we obtain
|λε|
∫
Ω
|Duε|2 ≤ C
∫
Ω
|Duε|2 + CM
∫
Ω
n∑
i=1
|Diuε||Djuε|+
+C‖u0‖1,∞
∫
Ω
n∑
i=1
|Diuε|+ C
∫
Ω
n∑
i=1
|Diuε| |uε|+ C
∫
Ω
|uε|.
The Ho¨lder’s inequality and Poincare´’ s inequality implies
|λε|
∫
Ω
|Duε|2 ≤ C
∫
Ω
|Duε|2 + CM
∫
Ω
|Duε|2+
+C
∫
Ω
|Duε|2 + C
∫
Ω
|Duε|2 + C
∫
Ω
|Duε|2
≤ C
∫
Ω
|Duε|2,
and hence we infer that
|λε| ≤ C, independent of ε.
We will need this uniform bound for λε later. Now we have from (2.24) that uε is a weak
solution of the equation
−
n∑
i,j=1
Dj(Ai,j(x, u, Du)) +B(x, u, Du) = 0
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with
Ai,j(x, s, p) := (a˜ij(x, s)− λεδij)pi,
B(x, s, p) :=
1
2
Dsa˜ij(x, s)pi pj +Dib˜i(x, s) +Dsb˜i(x, s)pi − g˜(x, u).
Taking into account the uniform boundedness of the λε and uε and the fact that λε ≤ 0
we infer from the conditions (a.3), (a.4) and (g) that Ai,j(x, s, p) and B(x, s, p) satisfy
the hypotheses of [45, $ 5.IV]. Therefore we conclude that uε ∈ W 1,∞ and
‖Duε‖∞ ≤ C independent of ε.
Furthermore, uε is a weak solution of the equation
−
n∑
i,j
Dj(Aij(x)Diu) +B(x) = F (x)−
n∑
i
DiF
i(x)
with
Aij(x) := a˜ij(x, u) + λεδij,
B(x) := 1
2
Dsa˜ij(x, uε)DiuεDjuε +Dsb˜i(x, uε).Diuε,
F (x) := g˜(x, uε),
F i(x) := b˜i(x, u).
As above, taking in addition that ‖Duε‖∞ ≤ C where C, is independent of ε , Aij, B, F,
and F i satisfy the hypotheses of [45, Theorem 15.1], namely the inequalities (13.2) and
(15.1). Hence we have uε ∈ C1,α(Ω) with
||uε||C1,α(Ω) ≤ C (C independent of ε).
End of the proof of Theorem 2.1.2: we conclude as in the proof of Theorem 2.1.1 by
applying Arzola-Ascoli Theorem.
2.2 Remarks on the critical and supercritical cases
Critical case:
In the case where p = n+2
n−2 , the main difficulty is to prove the existence of a uniform
L∞ estimate for all uε. Indeed, since the functional f is not necessary weakly lower
semicontinuous, we use the following truncation θr : R→ R defined by
θr(s) := min{max{s, −r}, r}.
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to define new maps
f˜r(x, u(x)) := g˜(x, θr(u(x))), G˜r(x, u(x)) :=
∫ u(x)
0
g˜r(x, s)ds
and
(2.25) g˜r(u) :=
1
2
∫
Ω
n∑
i,j=1
a˜ij(x, u)DiuDju dx+
∫
Ω
n∑
i=1
b˜i(x, u)Diu−
∫
Ω
G˜r(x, u) dx ,
Now g˜r is weakly lower semicontinuous, therefore, there exists uε ∈ B¯H10 (Ω)(0, ²) with
f˜r(uε) = inf{f˜r(u) : u ∈ B¯H10 (Ω)(0, ²)}.
Since |Dsa(x, s)| ≤ C ( see (a.4)) we have
|f˜r(x, u)| ≤ C(1 + rp) =: Cr.
From Lemma 2.1.1 we get that uε ∈ L∞(Ω) and ‖uε‖∞ ≤ Cr. At this point, taking into
account the fact that f˜r(u) → f˜(u) as r → ∞ for every u ∈ H10 (Ω), we need only the
uniform L∞ estimate for all uε in order to proceed as in the subcritical case.
Supercritical case:
In the case p > n+2
n−2 , we cannot expect the result of Theorem 2.1.2. Namely, according to
the nonlinearity, a local minimizer in the C1 topology need not to be a local minimizer in
H10 (Ω) topology . We want to cite the following example contained in [2].
Example 2.2.1 Let x0 ∈ Ω and h(x) := A|x − x0|r for some A, r > 0. Let λ1 the first
eigenvalue of −∆ with Dirichlet boundary condition. For λ > λ1 let
(2.26) Iλ(u) :=
∫
Ω
1
2
|Du|2 − λ
2
u2 − 1
q + 1
|u|q+1 + 1
p+ 1
h(x)|u|p+1,
where 2∗ < q + 1 < p+ 1. Then we have:
(i) If
0 < r <
2(p− q)
q − 1 or r =
2(p− q)
q − 1 and A is small enough,
then u ≡ 0 is a local minimizer in H10 (Ω).
(ii) If
2(p− q)
q − 1 < r <
N(p− q)
q + 1
or r =
2(p− q)
q − 1 and A is large,
then u ≡ 0 is a local minimizer in C10(Ω) but not in H10 (Ω) for Iλ.
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The result of the above example was motivated by the investigation of positive solutions
for the equation
(2.27) (Eλ)

−∆u = λu+ uq − h(x)up in Ω,
u > 0 in Ω,
u = 0 on ∂Ω
Alama and Tarantello have proved in [3, Theorem 1.5, Corollary 1.6] that in case (ii) of
Example 2.2.1, for every λ ∈ R, equation (Eλ) admits at least one weak solution uλ, which
satisfies Iλ(uλ) < 0 and ‖uλ‖1,2 → 0 as λ→ −∞. Therefore, it is not possible to estimate
any stronger norm of uλ in terms of its H
1
0 (Ω) norm when uλ has further regularity—
for, otherwise, by using Arzela-Ascoli Theorem we obtain a contradiction. Hence, This
result shows in a clear way what we mentioned at the beginning of this chapter, that
the problem to look for necessary and sufficient conditions so that a local minimizer in a
strong topology to be a local minimizer in an weaker topology is closely related to those
of the regularity of minimizers.

Chapter 3
Applications to quasilinear elliptic
Problems
In this chapter we will investigate the existence of multiple positive solutions for the
following quasilinear elliptic problem
(Pλ)
 −
n∑
i,j=1
Dj(aij(x, u)Diu) +
1
2
n∑
i,j=1
Dsaij(x, u)DiuDju = λu
q + up in Ω,
u = 0 on ∂Ω,
where Ω is an open bounded domain of Rn (n ≥ 3), with C2 boundary, the parameters
λ ≥ 0, 0 < q < 1 < p ≤ n+2
n−2 and the coefficients aij satisfy some appropriate conditions
to be specified later.
Such kind of problems, where the nonlinearity is a sum of concave and convex ones, have
been the subjects of many works in the last few years. Let us give a brief survey on results
closely related to our purposes.
In [4], Ambrosetti, Brezis and Cerami have proved for the case aij = δij that there exists a
constant Λ > 0 such that for all λ ∈ (0, Λ) problem (Pλ) has two solutions. One solution
is obtained via the method of sub- and super-solutions. Here the term λuq, λ small, is
essential. A second solution is established by applying variational arguments. First, a
local minimizer is obtained thanks to the result of [13]. Then the existence of a second
solution by using the Mountain Pass Theorem. Here the term up is decisive. Note that
in contrast to the case, when the nonlinearity is purely concave, we have only a unique
solution as shown in [14].
The results of [4] are extended in [34] to p-Laplace equations by an argument similar to
that used in the semilinear case [4]. For more information about related results to the
above cases one may consult [1], [5] and [60] and the references therein.
In the case of quasilinear problems with functions aij depending on u, Arcoya and Boc-
cardo have obtained in [8] partial extentions to the results of [4] for 0 < q < 1 < p < n+2
n−2 .
Here, they have used for the proof for the existence a first solution the geometrical be-
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haviour of the corresponding functional caused by the effect of the presence of the term
λuq for λ small. A second solution is obtained by variational arguments proved in [7].
In this section we will extend the results cited above of [4] to equations of the type (Pλ).
Our approach is different from that of [7], because the key argument in our proof is The-
orem 2.1.2. Indeed, we establish the existence of a solution via a version of Perron’s
method. See Theorem 3.1.1. Then we prove that this solution is in fact a local minimizer
by using Theorem 2.1.2. From this local minimizer we obtain a second solution by apply-
ing the Mountain Pass Theorem
Let us assume the following assumptions on the functions aij : Ω×R→ R, 1 ≤ i, j ≤ n
(a.1) aij is of class C
1, and the function s 7→ aij(x, s) is of class C2 for a.e. x ∈ Ω;
(a.2) aij = aji for every 1 ≤ i, j ≤ n;
(a.3) there exists ν > 0 such that for a.e. x ∈ Ω, for all s ∈ R, and for all ξ ∈ Rn,
n∑
i,j=1
aij(x, s)ξiξj ≥ ν
n∑
i=1
ξ2i ;
(a.4) there exists C > 0 such that for a.e. x ∈ Ω, for all s ∈ R and all i, j, k,
|aij(x, s)| ≤ C , |Dsaij(x, s)| ≤ C ,
|Dxkaij(x, s)| ≤ C , |D2ssaij(x, s)| ≤ C ;
(a.5) for a.e. x ∈ Ω, for all s ∈ R, and for all ξ ∈ Rn,
n∑
i,j=1
sDsaij(x, s)ξiξj ≥ 0 ;
(a.6) there exists R > 0, γ ∈]0, p− 1[ such that for all x ∈ Ω, s ∈ R, ξ ∈ Rn we have
|s| ≥ R =⇒
n∑
i,j=1
sDsaij(x, s)ξiξj ≤ γ
n∑
i,j=1
aij(x, s)ξiξj.
We consider the following quasilinear elliptic problem:
(Pλ)
 −
n∑
i,j=1
Dj(aij(x, u)Diu) +
1
2
n∑
i,j=1
Dsaij(x, u)DiuDju = gλ(u) in Ω,
u = 0 on ∂Ω,
where
λ > 0 and 0 < q < 1 < p < n+2
n−2 ,
gλ(s) :=
λs
q + sp if s ≥ 0,
0 if s ≤ 0.
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We define the functional fλ : H
1
0 (Ω)→ R by:
(3.1) fλ(u) :=
1
2
∫
Ω
n∑
i,j=1
aij(x, u)DiuDju dx−
∫
Ω
Gλ(u) dx ,
where
Gλ(s) :=
∫ s
0
gλ(t) dt .
3.1 Sub- and Super-solutions: Existence of a first
solution
We begin by recalling some properties of the solutions of (Pλ) under conditions (a.1) −
(a.5).
Lemma 3.1.1 Assume that for some λ > 0, u ∈ H10 (Ω) is a nontrivial weak solution of
(Pλ). Then, u ∈ C2(Ω) and
u > 0 in Ω ,
∂u
∂ν
< 0 on ∂Ω
(where ν = ν(x) is the unit outward normal vector at x ∈ ∂Ω). In particular, u is a
(classical) solution of problem (Pλ).
Proof. Since u is a weak solution of fλ, we have
(3.2)
∫
Ω
(
n∑
i,j=1
aij(x, u)DiuDjv +
1
2
n∑
i,j=1
Dsaij(x, u)DiuDju v
)
=
∫
Ω
gλ(u) v
for every v ∈ H10 (Ω) ∩ L∞(Ω), it follows from Theorem 1.2.1 and Theorem 1.2.2 that
u ∈ C2(Ω). Letting v := u− in (3.2), since gλ ◦ u ≡ 0 on A := {x ∈ Ω : u(x) < 0}, we
obtain: ∫
A
(
n∑
i,j=1
aij(x, u)DiuDju+
1
2
n∑
i,j=1
Dsaij(x, u)DiuDjuu
)
= 0 .
Using (a.3) and (a.5), we infer that Du ≡ 0 on A, hence u ≡ 0 on A, so that A = ∅.
Thus, u ≥ 0 on Ω.
Set now:
Aij(x) := aij(x, u(x)) ,
g(x) := λuq(x) + up(x)− 1
2
n∑
i,j=1
Dsaij(x, u(x))Diu(x)Dju(x) ,
so that u is a solution of
−
n∑
i,j=1
Dj(Aij(x)Diu) = g(x) in Ω .
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According to (a.1)−(a.4) and the fact that u ∈ C2(Ω¯) the functions Aij belongs to C1(Ω¯).
Furthermore we have (due to boundedness of Dsaij ) g ≥ λuq−C|Du|2 in Ω. So we obtain
from the Hopf Maximum Principle(Theorem 1.2.5) u > 0 in Ω, and
∂u
∂ν
< 0 on ∂Ω.
Next we will show, via local minimization of the function fλ, the set
Λ := {λ > 0 : (Pλ) has a solution }
is not empty.
Lemma 3.1.2 For λ > 0 small enough, the functional fλ has a nontrivial local minimizer
(which is thus a critical point of fλ.)
Proof. Let r > 0 and λ > 0. According to (a.4) (the boundedness of the aij’s) and the
definition of fλ, for any u ∈ H10 (Ω), u > 0 in Ω, we have:
fλ(tu) ≤ Ct2‖u‖21,2 −
λtq+1
q + 1
‖u‖q+1q+1 < 0 ,
if t > 0 is small enough, because q < 1. Since fλ is weakly sequentially lower semicontin-
uous, see Proposition 1.2.1, we thus find uλ,r ∈ B¯(0, r) such that
(3.3) fλ(uλ,r) = min
u∈B¯(0, r)
fλ(u) < 0 = fλ(0) ,
and, in particular, uλ,r 6= 0.
According to (a.3) and the definition of fλ, for any u ∈ H10 (Ω) we have:
fλ(u) ≥ ν
2
‖u‖21,2 −
λ
q + 1
‖u‖q+1q+1 −
1
p+ 1
‖u‖p+1p+1 .
Since H10 (Ω) is continuously embedded in L
s(Ω) for 1 ≤ s ≤ 2n
n−2 , and since p > 1, we
may find ρ, r, R > 0 such that
‖u‖1,2 = r =⇒
(
ν‖u‖21,2 −
1
p+ 1
‖u‖p+1p+1 ≥ ρ and
1
q + 1
‖u‖q+1q+1 ≤ R
)
,
so that:
(3.4) (‖u‖1,2 = r , λ ≤ ρ/R) =⇒ fλ(u) ≥ 0 .
Combining (3.3) and (3.4), we see that for 0 < λ ≤ ρ/R, uλ,r ∈ B(0, r), so that uλ,r is a
local minimizer of fλ.
In Theorem 3.1.1 below we prove that the set Λ is an interval. Further, we prove that
for every λ ∈ Λ there is a solution uλ which in addition is a local minimizer of fλ.
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Theorem 3.1.1 Assume that for some λ¯ > 0, the problem (Pλ¯) has a solution uλ¯. Let
0 < λ < λ¯ and M := {u ∈ H10 (Ω) : 0 ≤ u ≤ uλ¯ a.e.}. Then, the functional fλ has a
minimizer uλ on M which is a solution of (Pλ), and satisfies:
uλ < uλ¯ in Ω ,
∂uλ¯
∂ν
<
∂uλ
∂ν
on ∂Ω .
Proof. We first show that uλ exists and satisfies (Pλ) following the classical Perron’s
method (see [56, Theorem I.2.4] in a simpler setting.) Clearly, M is a closed convex
subset of H10 (Ω), and since M ⊂ L∞(Ω), it is easy to see that fλ is coercive on M . Since
fλ is also weakly sequentially lower semicontinuous, uλ is well defined and, arguing as in
Lemma 3.1.2 we have that
fλ(uλ) ≤ fλ(tuλ¯) < 0
for t > 0 small enough, so that uλ 6≡ 0.
Let now v ∈ H10 (Ω) ∩ L∞(Ω) and ε > 0, and set
vε := (uλ − uλ¯ + εv)+ , vε := (uλ + εv)− .
Then, uλ + εv − vε + vε ∈M and
f ′λ(uλ)(εv − vε + vε) = εf ′λ(uλ)(v)− f ′λ(uλ)(vε) + f ′λ(uλ)(vε) ≥ 0 ,
so that
(3.5) f ′λ(uλ)(v) ≥
f ′λ(uλ)(v
ε)− f ′λ(uλ)(vε)
ε
.
Since f ′λ(uλ¯)(v
ε) ≥ 0 (because uλ¯ solves (Pλ¯) and λ¯ ≥ λ), we have:
f ′λ(uλ)(v
ε) ≥ f ′λ(uλ)(vε)− f ′λ(uλ¯)(vε) = Aε +Bε + Cε
where:
Aε :=
∫
Ωε
n∑
i,j=1
(aij(x, uλ)Diuλ − aij(x, uλ¯)Diuλ¯)Djvε ,
Bε :=
1
2
∫
Ωε
n∑
i,j=1
(Dsaij(x, uλ)DiulaDjuλ −Dsaij(x, uλ¯)Diuλ¯Djuλ¯) vε ,
Cε :=
∫
Ωε
(gλ(uλ)− gλ(uλ¯))vε ,
Ωε := {x ∈ Ω : uλ(x) < uλ¯(x) ≤ uλ(x) + εv(x)} .
Since |Ωε| → 0 as ε → 0 and |vε| ≤ ε‖v‖∞ on Ωε, it is readily seen that Bε, Cε = o(ε).
Moreover, using (a.3) we have:
Aε ≥
∫
Ωε
n∑
i,j=1
(aij(x, uλ)− aij(x, uλ¯))Diuλ¯Dj(uλ − uλ¯)+
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+ ε
∫
Ωε
n∑
i,j=1
(aij(x, uλ)Diuλ − aij(x, uλ¯)Diuλ¯)Djv
=
∫
Ωε
n∑
i,j=1
Dsaij(x, uλ + θx(uλ¯ − uλ)(uλ − uλ¯)Diuλ¯Dj(uλ − uλ¯)+
+ ε
∫
Ωε
n∑
i,j=1
(aij(x, uλ)Diuλ − aij(x, uλ¯)Diuλ¯)Djv ,
and since also |uλ − uλ¯| ≤ ε‖v‖∞ on Ωε, we see that Aε = o(ε). Thus, f ′λ(uλ)(vε) ≥ o(ε).
In a similar (and simpler) way, we can show that f ′λ(uλ)(vε) ≤ o(ε), so that (3.5) yields
f ′λ(uλ)(v) ≥ 0. Since v is arbitrary in H10 (Ω) ∩ L∞(Ω), we conclude that
f ′λ(uλ)(v) = 0 for all v ∈ H10 (Ω) ∩ L∞(Ω) ,
namely, uλ is a solution of (Pλ). Thus, according to the previous lemma, uλ ∈ C2(Ω) is a
solution of (Pλ).
Let now v ∈ H10 (Ω) ∩ L∞(Ω). We have:∫
Ω
n∑
i,j=1
aij(x, uλ¯)Di(uλ¯ − uλ)Djv =
∫
Ω
n∑
i,j=1
(aij(x, uλ)− aij(x, uλ¯))DiuλDjv+
+
∫
Ω
n∑
i,j=1
aij(x, uλ¯)Diuλ¯Djv −
∫
Ω
n∑
i,j=1
aij(x, uλ)DiuλDjv ,
and since uλ and uλ¯ are solutions of (Pλ) and (Pλ¯), respectively, we obtain:∫
Ω
n∑
i,j=1
aij(x, uλ¯)Di(uλ¯ − uλ)Djv =
∫
Ω
n∑
i,j=1
(aij(x, uλ)− aij(x, uλ¯))DiuλDjv+
+
1
2
∫
Ω
(
n∑
i,j=1
Dsaij(x, uλ)DiulaDjuλ −
n∑
i,j=1
Dsaij(x, uλ¯)Diuλ¯Djuλ¯
)
v+
+
∫
Ω
(λ¯uq
λ¯
+ up
λ¯
− λuqλ − upλ)v .
Letting:
u˜ := uλ¯ − uλ ≥ 0 , w := λ¯uqλ¯ + upλ¯ − λuqλ − upλ ,
Aij(x) := aij(x, uλ¯) ,
Bj(x) :=
n∑
i=1
(∫ 1
0
Dsaij(x, uλ¯ + τ(uλ − uλ¯) dτ
)
Diuλ ,
Ci(x) :=
n∑
j=1
∫ 1
0
Dsaij(x, uλ¯ + τ(uλ − uλ¯))(Djuλ¯ + τDj(uλ − uλ¯)) dτ ,
E(x) :=
1
2
n∑
i,j=1
∫ 1
0
D2ssaij(x, uλ¯ + τ(uλ − uλ¯))(Diuλ¯ + τDi(uλ − uλ¯))(Djuλ¯ + τDj(uλ − uλ¯)) dτ .
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Since w ≥ 0, we have,
(3.6)
∫
Ω
n∑
i,j=1
Aij(x)Diu˜Djv+
∫
Ω
n∑
j=1
Bj(x)u˜ Djv+
∫
Ω
n∑
i=1
Ci(x)Diu˜ v+
∫
Ω
E(x)u˜ v ≥ 0.
Due to aij ∈ C1, uλ, uλ¯ ∈ C2(Ω¯) we have Aij, Gi, Bi ∈ C1(Ω¯) and E ∈ C(Ω), thus the
inequality (3.6) implies
Lu˜ := −Di(Aij(x)Diu˜+Bj(x)u˜) + Ci(x)Diu˜) + Ci(x)Diu˜+ E(x)u˜ ≥ 0.
Since u˜ ≥ 0 we thus have u˜ > 0 on Ω according to Theorem 1.2.6 .
For the proof that
∂uλ¯
ν
< ∂uλ
ν
on ∂Ω, first we may write Lu˜ in the form
Lu˜ = −AijDiju˜+
(
Ci −DjAij
)
Diu˜+
(
E(x)− djBj(x))
)
u˜.
Hence, by application of Theorem 1.2.5 we get
∂u˜
∂ν
< 0 on ∂Ω , i.e.
∂uλ¯
∂ν
<
∂uλ
∂ν
on ∂Ω.
Hence, uλ is an interior point of M in the C
1 topology. It follows from Theorem 2.1.2
that uλ is also a local minimizer of fλ in H
1
0 (Ω). The proof of Theorem 3.1.1 is complete.
3.2 Existence of a second solution
3.2.1 Palais-Smale condition
Lemma 3.2.1 [12] Let T ∈ H−1(Ω) ∩ L1loc(Ω) and let v ∈ H10 (Ω) be such that for
a.e. x ∈ Ω: T (x) · v(x) ≥ µ(x) for some µ ∈ L1(Ω). Then T · v ∈ L1(Ω) and
< T, v >=
∫
Ω
T (x) · v(x) dx
Remark 3.2.1 An immediate consequence of Lemma 3.2.1 is that, under the conditions
(a.1)− (a.5) on aij’s, we have
u ∈ H10 (Ω) =⇒ Dsaij(x, u)DiuDjuu ∈ L1(Ω),
and therefore f ′λ(u)(u) is well defined and we have
f ′λ(u)(u) =
∫
Ω
(
n∑
i,j=1
aij(x, u)DiuDju+
1
2
n∑
i,j=1
Dsaij(x, u)DiuDjuu
)
−
∫
Ω
gλ(u)u.
Now, we are in the position to prove the Palais-Smale condition for fλ.
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Lemma 3.2.2 Let c ∈ R and let (uh)h∈N be a sequence in H10 (Ω) such that
fλ(uh)→ c and |dfλ|(uh)→ 0.
Then (uh) is precompact in H
1
0 (Ω).
Proof. We firstly prove : the sequence (uh) is bounded.
Since lim
s→∞
gλ(s)
sp
= 1, there exists R′ > R such that:
(3.7) s ≥ R′ =⇒ 0 < (1 + p)Gλ(s) ≤ sgλ(s).
Thus, we have for all s ∈ R
(3.8) (1 + p)Gλ(s) ≤ sgλ(s) + a0,
where a0 := a0(p, q, R). On the other hand, according to Proposition 1.2.1, we have from
the fact |df |(uh)→ 0:∫
Ω
(
n∑
i,j=1
aij(x, u)DiuDjv +
1
2
n∑
i,j=1
Dsaij(x, u)DiuDju v
)
−
∫
Ω
gλ(u) v → 0
for all v ∈ H10 (Ω) ∩ L∞(Ω). Hence
wh := −
n∑
i,j=1
Dj(aij(x, u)Diu) +
1
2
n∑
i,j=1
Dsaij(x, u)DiuDju− gλ(u) ∈ H−1(Ω)
(precisely, wh can be extended to a continuous linear form on H
1
0 (Ω)). Therefore, by
Lemma 3.2.1, we have wh.uh ∈ L1(Ω) and
< wh, uh >=
∫
Ω
n∑
i,j=1
aij(x, uh)DiuhDjuh+
1
2
n∑
i,j=1
Dsaij(x, uh)DiuhDjuh uh−
∫
Ω
gλ(uh)uh.
From (3.8 ) we get
< wh, uh >=
∫
Ω
n∑
i,j=1
aij(x, uh)DiuhDjuh +
1
2
∫
Ω
n∑
i,j=1
Dsaij(x, uh)DiuhDjuh uh+
−(1 + p)
∫
Ω
Gλ(uh)uh + a0|Ω|
By the definition of fλ, we deduce that
< wh, uh > −(p− 1
2
)
∫
Ω
n∑
i,j=1
aij(x, uh)DiuhDjuh+∫
Ω
1
2
n∑
i,j=1
Dsaij(x, uh)DiuhDjuh uh + (1 + p)fλ(uh) + a0|Ω|.
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Now, following Lemma 2.3.2 in [17], choose γ < γ′ < p− 1 and ε > 0 such that
n2CRε
ν
≤ γ′ − γ,
then we get∫
Ω
n∑
i,j=1
Dsaij(x, uh)DiuhDjuh uh =
∫
{{|uh|≤R′}}
n∑
i,j=1
Dsaij(x, uh)DiuhDjuh uh+
+
∫
|uh|>R′
n∑
i,j=1
Dsaij(x, uh)DiuhDjuh uh
≤ n2CR′
∫
{{|uh|≤R′}}
|Duh|2 + γ
∫
|uh|>R′
n∑
i,j=1
aij(x, uh)DiuhDjuh
≤ n
2CR′
ν
∫
{{|uh|≤R′}}
aij(x, uh)DiuhDjuh+
γ
∫
|uh|>R′
n∑
i,j=1
aij(x, uh)DiuhDjuh
=
(n2CR′ε
ν
+ γ
)∫
|uh|>R′
n∑
i,j=1
aij(x, uh)DiuhDjuh +M(K, ε)
≤ γ′
∫
Ω
n∑
i,j=1
aij(x, uh)DiuhDjuh +M(K, ε)
It follows that
−‖wh‖H−1‖uh‖1,2 ≤ −(p− 1
2
−γ
′
2
)
∫
Ω
n∑
i,j=1
aij(x, uh)DiuhDjuh+(1+p)fλ(uh)+M(K, ε)+a0|Ω|.
Hence we get
(p− 1− γ′)
n∑
i,j=1
aij(x, uh)DiuhDjuh ≤ 2‖wh‖H−1‖uh‖1,2 + 2(1 + p)fλ(uh) + 2a0|Ω|.
Therefore, by the ellipticity condition (a.3) and fλ(uh)→ c we infer that (uh) is bounded in
H10 (Ω). Now, Lemma 1.2.1 implies that the sequence (uh) possesses a strongly convergent
subsequence. So, fλ satisfies the Palais-Smale condition at all levels c ∈ R.
3.2.2 Mountain-pass solution
Finally, we will show that Problem (Pλ) for λ ∈ Λ has a second positive solution different
from uλ by using the Mountain Pass Theorem.
Theorem 3.2.1 For all λ ∈ Λ the Problem (Pλ) has a second positive solution.
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Proof. Let uλ be the solution found in Lemma 3.1.1. Then from Theorem 2.1.2 there
exists r > 0 such that fλ(uλ) = inf{fλ(u) : u ∈ H10 (Ω), ||u− uλ||1,2 ≤ r}.
Since lim
t→∞
fλ(t uλ) = −∞, we can chose t0 such that fλ(t0 uλ) < fλ(uλ).We set r0 :=
1
2
min{r, |1− t0| ||uλ||1,2}. Then we have
inf{fλ(u) : u ∈ H10 (Ω), ||u− uλ||1,2 = r0} > fλ(uλ).
Let w := t0uλ and Γ := {γ ∈ C([0, 1], H10 (Ω)) : γ(0) = uλ and γ(1) = t0uλ}. Lemma
3.2.2 implies that fλ satisfies the Palais-Smale condition at the level
c := inf
γ∈Γ
max
t∈[0, 1]
(f ◦ γ)(t)
Thus, according to Theorem 1.1.3 we deduce that there exists a critical point u2 of fλ
with fλ(u2) = c. In particular this yields u2 6= uλ. With Lemma 3.1.1 we obtain that
u2 > 0. The theorem is proved.
Chapter 4
Conservation of critical groups at
the origin
In this section we are concerned with Morse Theory and its application to quasilinear
problem of the type
(P )
 −
n∑
i,j=1
Dj(aij(x, u)Diu) +
1
2
n∑
i,j=1
Dsaij(x, u)DiuDju = g(x, u) in Ω ⊂ Rn ,
u = 0 on ∂Ω .
Morse theory is a topological tool which allows to locate the critical points of a func-
tional under certain conditions by the investigation of the changes of the topological
structures of its level sets. These changes will be registered by means of algebraic topol-
ogy. Moreover, the topological type of a critical point u, e.g. local minimizer or mountain
pass point, is described by the relative homology groups Hq(f c, f c \ {u}), which will
be called the critical group Cq(f ;u).We have proved in chapter 2 that for the energy
functional associated to (P )
f(u) :=
1
2
∫
Ω
n∑
i,j=1
aij(x, u)DiuDju dx−
∫
Ω
G(x, u) dx , u ∈ H10 (Ω) ,
the following result holds: a point u ∈ H10 (Ω) is a local minimizer of f in the topology
H10 (Ω) if and only if u is a local minimizer of f in the topology C
1
0(Ω). Therefore the
question arises if the topological types of other critical points of f in the topologies C10(Ω)
and H10 (Ω) coincide.
In [21] Chang has proved that under some natural conditions on G for the functional
f(u) :=
1
2
∫
Ω
|Du|2 dx−
∫
Ω
G(x, u) dx.
the critical groups for isolated critical points of f in the topologies C1 and H1 agree. A
central tool of the proof in [21] is the following Morse splitting lemma for functions of
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class C2 in a Hilbert space, whose proof will be found in the books [20] and [47] .
Theorem Let U be a neighbourhood of 0 in a Hilbert space H and f : H → R a C2
function. Assume that f ′(0) = 0 and A := f ′′(0) is a Fredholm operator with kernel N .
Then there exist δ > 0, an origin-preserving local homeomorphism φ defined on the ball
B(0, δ), and a C2 function φ0 defined on N such that
f ◦ φ(u) = 1
2
(Aw, w) + φ0(v) ,
where u = v + w in B(0, δ), with (v, w) ∈ N ×N⊥.
In our situation we can neither use this theorem nor the arguments of [21], since f is only
continuous, and not differentiable on its natural domain, the space H10 (Ω), as we have
showed in Proposition 1.2.1.
However, we have proved in [26] that under suitable conditions on aij’s and G the critical
groups of f and of its restriction to H10 (Ω) ∩ L∞(Ω) at the origin coincide.
Here, motivated by the results of chapter 3, we will improve this result by considering
the restriction of f to C10(Ω). In fact such a result can be used to obtain existence
and multiplicity results for some quasilinear elliptic equations by combining the sub- and
super-solution method with the variational one. Unfortunately we could not to establish
the result for a point different to the origin, see Remark 4.4.1.
4.1 Critical groups
Let (X, d) be a metric space, f : X → R be a continuous function. For c ∈ R we set
f c := {u ∈ X : f(u) ≤ c}.
Definition 4.1.1 Let u ∈ X, c := f(u), and q ∈ Z+, set
Cq(f ;u) := H
q(f c, f c \ {u}) ,
where Hq(A,B) denotes the q-th relative Alexander-Spanier cohomology group of the pair
(A,B), with coefficients in R (cf. [53]). The vector space Cq(f ; u) is called the q-th critical
group of f at u
Remark 4.1.1 Because of the excision property of the Alexander-Spanier cohomology,
we have for every every neighbourhood U of u
Cq(f ;u) = H
q(f c ∩ U, (f c \ {u}) ∩ U) .
Indeed, if V¯ ⊂ int(B), then by the excision Hq(A, B) = Hq(A\V, B \V ). Thus, choosing
V := fC \ U , then we have
V¯ = f c \ int(U) ⊂ f c \ {u} = int(f c \ {u}),
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hence, we get
Hq(f c, f c \ {u}) = Hq(f c ∩ U, (f c \ {u}) ∩ U).
It follows from the remark above the following important example.
Example 4.1.1 If u0 is a isolated local minimizer of f , that is, there exists a then neigh-
bourhood U of u0, with f(u) > f(u0) for all u ∈ U \ {u}, then we have
Cq(f ;u0) = H
q({u0}, ∅) = δq0·R,
where δij is the Kronecker symbol.
The following lemma, which was proved in [22, Proposition 3.4] for singular homology,
establishes the basic relation between the weak slope and the critical groups. Since the
Alexander Spanier cohomology satisfies the homotopy axiom, the argument of [22] holds
in the present situation.
Lemma 4.1.1 Let f : X → R be a continuous function and let u ∈ X. Then
|df |(u) 6= 0 =⇒ Cq(f ;u) = {0} for all q.
Remember that u ∈ X is a critical point of f if |df |(u) = 0. So, the result of
Lemma 4.1.1 justifies the terminology “ critical group ”.
We finish this section by recalling a property of the Alexander-Spanier cohomology from
[30], which will be used later.
Lemma 4.1.2 [30, Lemma 2.6] Let Y be a metric space and let A be a subset of Y .
Assume that for every neighbourhood U of A there exists a deformation η : Y × [0, 1]→ Y
such that η(Y × {1}) ⊂ U and η(A × [0, 1]) ⊂ U . Then the inclusion map i : A → Y
induces an isomorphism i∗ : H∗(Y )→ H∗(A) for Alexander Spanier cohomology.
4.2 A generalized Morse Lemma
Let Ω be an open bounded subset of Rn with boundary ∂Ω ∈ C2, (n ≥ 3). For every
1 ≤ i, j ≤ n, let aij : Ω× R→ R be such that:
(a.1) aij is of class C
1, and the function s 7→ aij(x, s) is of class C2 for a.e. x ∈ Ω;
(a.2) aij = aji for every 1 ≤ i, j ≤ n;
(a.3) there exists ν > 0 such that for a.e. x ∈ Ω, for all s ∈ R, and for all ξ ∈ Rn,
n∑
i,j=1
aij(x, s)ξiξj ≥ ν
n∑
i=1
ξ2i ;
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(a.4) there exists C > 0 such that for a.e. x ∈ Ω, for all s ∈ R and all i, j, k,
|aij(x, s)| ≤ C , |Dsaij(x, s)| ≤ C ,
|Dxkaij(x, s)| ≤ C , |D2ssaij(x, s)| ≤ C ;
(a.5) for a.e. x ∈ Ω, for all s ∈ R, and for all ξ ∈ Rn,
n∑
i,j=1
sDsaij(x, s)ξiξj ≥ 0 .
Let also g : Ω× R→ R be such that
(g.1) g(x, s) ∈ C1(Ω× R), g(x, 0) = 0;
(g.2) there exist b ∈ R and 0 < p < 4
n−2 such that for a.e. x ∈ Ω and for all s ∈ R,
|Dsg(x, s)| ≤ b(1 + |s|p) .
Let f : H10 (Ω)→ R be the continuous functional defined by:
(4.1) f(u) :=
1
2
∫
Ω
n∑
i,j=1
aij(x, u)DiuDju dx−
∫
Ω
G(x, u) dx ,
where G(x, s) :=
∫ s
0
g(x, t) dt.
Under the above assumptions on aij’s and g, in addition to the properties of f cited in
Proposition 1.2.1, we have furthermore that f is of class C2 on C10(Ω). Note that the
smoothness of f on the space C10(Ω) depends only on the smoothness of the functions aij
and g and is not related to its growth. Let Q : H10 (Ω)→ R be defined by
(4.2) Q(u) :=
∫
Ω
n∑
i,j=1
aij(x, 0)DiuDju dx−
∫
Ω
Dsg(x, 0)u
2 dx .
Due to (a.4) and (g.2), Q is a well defined continuous quadratic form. We can write
Q(u) = 〈Au, u〉, where
Au := −
n∑
i,j=1
Dj(aij(x, 0)Diu)−Dsg(x, 0)u ,
and, taking also (a.3) into account, the elliptic operator (with 0-Dirichlet boundary con-
dition) A possesses a nondecreasing sequence (λj) of eigenvalues (repeated according to
multiplicity) diverging to +∞. Then,
m(f ; 0) := min{j ∈ N : λj ≥ 0} − 1
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is equal to the strict Morse index of Q, namely, the supremum of the dimensions of the
subspaces of H10 (Ω) where Q is negative definite, and
m∗(f ; 0) := min{j ∈ N : λj > 0} − 1
is equal to the large Morse index of Q, namely, the infimum of the codimensions of
the subspaces of H10 (Ω) where Q is positive definite. Due to (g.1) we thus have the
decomposition H10 (Ω) = V ⊕W , where V ⊂ C10(Ω), dimV = m∗(f ; 0) <∞, and
(4.3) ∀v ∈ V , ∀w ∈ W :
∫
Ω
n∑
i,j=1
aij(x, 0)DivDjw dx−
∫
Ω
Dsg(x, 0)vw dx =
∫
Ω
vw = 0 ,
(4.4) ∃µ > 0 , ∀w ∈ W : Q(w) ≥ µ‖w‖1,2 .
We denote by ‖u‖1,2 := ‖∇u‖2 the norm in H10 (Ω), where ‖·‖2 is the norm of L2(Ω),
by ‖u‖ := ‖u‖∞ + ‖Du‖∞ the norm of C10(Ω). The open ball, closed ball, and sphere in
H10 (Ω), centered at u ∈ H10 (Ω) with radius δ > 0 will respectively denoted by B(u, δ),
B¯(u, δ), and ∂B(u, δ).
Under the above assumptions on the aij’s and on g, we have the generalized form of
the Morse splitting lemma
Theorem 4.2.1 There exist r > 0, ρ > 0, and a map Φ : V ∩ B¯(0, r) → W ∩ C10(Ω) ∩
B(0, ρ), which is Lipschitzian as a map from V ∩ B¯(0, r) into W ∩ C10(Ω),endowed with
the topology of C10(Ω) with Φ(0) = 0, and such that:
(a) ∀ v ∈ V ∩ B¯(0, r), ∀w ∈ W ∩ ∂B(0, ρ) : f(v + w) > 0;
(b) ∀ v ∈ V ∩ B¯(0, r), ∀w ∈ W ∩ B¯(0, ρ), w 6= Φ(v) : f(v + w) > f(v + Φ(v));
(c) for every v ∈ V ∩ B¯(0, r) and every w ∈W ∩B(0, ρ), we have:
(∀z ∈ W ∩ C10(Ω) : f ′(v + w)(z) = 0) ⇐⇒ w = Φ(v) .
The proof of Theorem 4.2.1 is an exploitation of the C1 regularity results for quasilinear
equations. It follows the lines of [46, Theorem 6.4 ]. For the completeness and for
convenience of the reader we present it here in detail. We shall proceed in three steps .
In the first step we put together some auxiliary lemmas in order to proof the existence
of r and ρ. The second step is devoted to prove the existence of Φ, while the last step
completes the proof of the theorem.
Step 1: Existence of r and ρ.
Lemma 4.2.1 There exist C > 0 and r0 > 0 such that, if u1, u2 ∈ H10 (Ω) are solutions
of
(4.5)
∫
Ω
n∑
i,j=1
ai,j(x, u)DiuDjξ +
1
2
n∑
i,j=1
Dsai,j(x, u)DiuDju ξ =
∫
Ω
g(x, u)ξ
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for all ξ ∈ W ∩ C10(Ω), with ‖uk‖1,2 ≤ r0, then we have u1, u2 ∈ C1,α(Ω¯) and
‖u1 − u2‖C1,α(Ω¯) ≤ C‖u1 − u2‖1,2.
( Thus u1, u2 ∈ C10(Ω) and ‖u1 − u2‖1,∞ ≤ C‖u1 − u2‖1,2.)
Proof. Let {ϕ1, . . . , ϕm∗} be an L2-orthonormal basis in V and ξ ∈ C10(Ω). Taking
ξ −
m∗∑
h=1
(∫
Ω
ϕhξ
)
ϕh
as a test function in (4.5), we get
(4.6)∫
Ω
n∑
i,j=1
ai,j(x, uk)DiukDjξ +
∫
Ω
1
2
n∑
i,j=1
Dsai,j(x, uk)DiukDjuk ξ =
∫
Ω
(
g(x, uk) + ωk
)
ξ
where
ωk :=
m∗∑
h=1
[ ∫
Ω
n∑
i,j=1
ai,j(x, uk)DiukDjϕh +
1
2
n∑
i,j=1
Dsai,j(x, uk)DiukDjukϕh
)
dx
]
ϕh+
−
m∗∑
h=1
(∫
Ω
g(x, uk(x))ϕ
)
ϕh.
Due to V ⊂ C10(Ω), ωk belongs to L∞(Ω). Moreover, we have the estimate
‖ωk‖∞ ≤ C1(‖uk‖1,2).
Thus by Theorem 1.2.1 we get uk ∈ L∞(Ω) and
‖uk‖∞ ≤ C2(‖uk‖1,2).(4.7)
From Theorem 1.2.2 we conclude
‖uk‖1,∞ ≤ ‖uk‖C1,α ≤ C3(‖uk‖1,2).(4.8)
Now, set
b(x, s, p) :=
1
2
n∑
i,j=1
Dsai,j(x, s)pipj − g(x, s)
for (x, s, p) ∈ (Ω× R× Rn). Then we can write the equation (4.6) in the form
(4.9)
∫
Ω
n∑
i,j=1
ai,j(x, uk)DiukDjξ +
∫
Ω
b(x, uk, Duk) ξ =
∫
Ω
ωkξ
Hence, by Theorem 1.2.4 we get
(4.10) ‖u1 − u2‖C1,α(Ω¯) ≤ C4(‖u1 − u2‖1,2 + ‖ω1 − w2‖∞)
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where C4 := C4(‖u1‖C1,α(Ω¯), ‖u2‖C1,α(Ω¯)).
Let us estimate ‖ω1 − ω2‖∞. In order to do that, let ξ ∈ C∞0 , then we have∫
Ω
(ω1 − ω2)ξ dx =
∫
Ω
m∗∑
h=1
[ ∫
Ω
n∑
i,j=1
ai,j(x, u1)Di(u1 − u2)Djϕh dx
+
∫
Ω
n∑
i,j=1
Dsai,j(x, ϑu2 + (1− ϑ)u1)Diu2(u1 − u2)Djϕh dx
+
∫
Ω
n∑
i,j=1
Dsai,j(x, u1)(Diu1 +Diu2)Dj(u1 − u2)ϕh dx
+
∫
Ω
n∑
i,j=1
D2ssai,j(x, tu2 + (1− t)u1)Diu1Dju2+
+Dsg(x, τu2 + (1− τ)u1)(u1 − u2)ϕh dx
]
ϕhξ dy
≤
(
C5(‖u1‖1,2, ‖u2‖1,2)‖u1 − u2‖1,2 + C6‖u2‖1,2‖u1 − u2‖∞ + C7‖u1‖1,2
+‖u2‖1,2‖u1 − u2‖∞
)
‖ξ‖1
For some t, τ, ϑ ∈]0, 1[, hence
‖ω1 − ω2‖∞ ≤ C5(‖u1‖1,2, ‖u2‖1,2)‖u1 − u2‖1,2 +
+C6‖u2‖1,2‖u1 − u2‖∞ + C7‖u1‖1,2‖u2‖1,2‖u1 − u2‖∞
≤ C5(‖u1‖1,2, ‖u2‖1,2)‖u1 − u2‖1,2 +
+C8‖u2‖1,2‖u1 − u2‖C1,α(Ω¯) + C9‖u1‖1,2‖u2‖1,2‖u1 − u2‖C1,α(Ω¯).
Inserting this in (4.10) and assuming that ‖u1‖1,2, ‖u2‖1,2 ≤ r0 with r0 small enough,
we get the assertion
‖u1 − u2‖1,∞ ≤ ‖u1 − u2‖C1,α(Ω¯) ≤ C‖u1 − u2‖1,2
for a certain C > 0. This proves the lemma.
Lemma 4.2.2 There exist r1, µ1, C > 0 such that for every v, u1, u2 ∈ H10 (Ω) with
‖v‖1,2 ≤ r1, ‖u1‖1,2 ≤ r1, ‖u2‖1,2 ≤ r1 and u1, u2 are solutions of
(4.11)
∫
Ω
n∑
i,j=1
ai,j(x, u)DiuDjw +
1
2
n∑
i,j=1
Dsai,j(x, u)DiuDjuw =
∫
Ω
g(x, u)w
for all w ∈W ∩ C10(Ω), we have
f ′′(v)(PWu1 − PWu2)2 ≥ µ1‖PWu1 − PWu2‖2C1,α(Ω¯) − C‖PV u1 − PV u2‖2C1,α(Ω¯).
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Proof. First of all, by using (a.5) we get for v ∈ H10 (Ω) and w ∈ C10(Ω)
f ′′(v)(w)2 ≥
∫
Ω
n∑
i,j=1
ai,j(x, 0)DiwDjw + 2
∫
Ω
Dsai,j(x, u)DivDjww
+
1
2
∫
Ω
n∑
i,j=1
D2ssai,j(x, v)DivDjv w
2 dx−
∫
Ω
Dsg(x, v)w
2 .
Now, recalling (a.4) and using Ho¨lder’s inequality we get∫
Ω
Dsai,j(x, v)DivDjww ≤ C(Ω)‖v‖1,2‖w‖21,∞ ,∫
Ω
n∑
i,j=1
D2ssai,j(x, v)DivDjv w
2 ≤ C(Ω)‖v‖21,2‖w‖21,∞ .
We deduce ∫
Ω
Dsai,j(x, v)DivDjww −→ 0 ,∫
Ω
n∑
i,j=1
D2ssai,j(x, v)DivDjv w
2 −→ 0;
when ‖v‖1,2 → 0.Thus there exists a r > 0 such that
lim inf
‖v‖1,2→0
f ′′(v)(w)2 − f ′′(0)(w)2 ≥ 0.
Consequently, for every ε > 0 we can choose a r1 > 0 such that
(4.12) ‖v‖1,2 ≤ r1 =⇒ f ′′(v)(w)2 ≥ f ′′(0)(w)2 − ε‖w‖21,∞.
Further, let r0 > 0, C˜1 and let u1, u2 ∈ H10 (Ω) as in lemma 4.2.1. We have also u1, u2 ∈
C10(Ω) and
(4.13) ‖u1 − u2‖1,∞ ≤ ‖u1 − u2‖C1,α(Ω¯) ≤ C˜1‖u1 − u2‖1,2.
Choose r1 < r0. Then we get from (4.4), (4.12).
(4.14) f ′′(v)(PWu1 − PWu2)2 ≥ µ‖PWu1 − PWu2‖21,2 − ε‖PWu1 − PWu2‖21,∞.
Hence, taking into account the topological decomposition C10(Ω) = V ⊕W ∩ C10(Ω) and
dimV <∞, (4.14 ), we obtain
f ′′(v)(PWu1 − PWu2)2 ≥ µ
2
‖u1 − u2‖21,2 − ε‖PWu1 − PWu2‖21,∞ − µ‖PV u1 − PV u2‖21,2
≥ µ
C˜1
‖u1 − u2‖2C1,α(Ω¯) − ε‖PW‖2‖u1 − u2‖2C1,α(Ω¯) − µ‖PV u1 − PV u2‖21,2
≥ ( µ
C˜1
− ε‖PW‖2)‖u1 − u2‖2C1,α(Ω¯) − C˜2‖PV u1 − PV u2‖2C1,α(Ω¯).
The assertion of the Lemma 4.2.2 follows by taking ε <
µ
C˜1‖PW‖2
.
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Lemma 4.2.3 There exists r2 > 0 such that for every ρ ∈]0, r2] there exists r ∈]0, ρ]
satisfying
∀ v ∈ V ∩ B¯(0, r), ∀w ∈ W ∩ ∂B(0, ρ) : f(v + w) > f(v) and f(v + w) > 0.
Proof. For u ∈ H10 (Ω) let
I(u) :=
∫
Ω
G(x, u) dx.
Due to (g.1), (g.2), I ∈ C2(H10 (Ω), R) and
I(u) = I(0) + I ′(0).u+
1
2
I ′′(0)(u)2 + ω(u)
with lim
u→0
ω(u)
‖u‖21,2
= 0.
Since I(0) = 0 and I ′(0)(u) = 0 we get
|I(u)− 1
2
I ′′(0)(u)2| = |ω(u)| ≤ µ
8
‖u‖21,2
i.e.
|
∫
Ω
(
G(x, u)− 1
2
Dsg(x, 0)u
2
)
dx| ≤ µ
8
‖u‖21,2
for ‖u‖1,2 ≤ r2 small enough(where µ given by (4.4) ).
Suppose on the contrary that there exist a sequence (vh) ∈ V N with ‖vh‖1,2 → 0 and a
sequence (wh) ∈ WN with ‖wh‖1,2 = ρ ≤ r2 such that f(vh+wh) ≤ f(vh). By assumption
(a.5), (4.4) and the fact Q(v) ≤ 0 for all v ∈ V we get
f(vh + wh) =
1
2
∫
Ω
n∑
i,j=1
aij(x, vh + wh)Di(vh + wh)Dj(vh + wh) dx−
∫
Ω
G(x, vh + wh) dx
≥ 1
2
∫
Ω
n∑
i,j=1
(
aij(x, 0)Di(vh + wh)Dj(vh + wh)−Dsg(x, 0)(vh + wh)2
)
dx
−
∫
Ω
(
G(x, vh + wh)− 1
2
Dsg(x, 0)(vh + wh)
2
)
dx
=
1
2
∫
Ω
n∑
i,j=1
(
aij(x, 0)DiwhDjwh −Dsg(x, 0)(wh)2
)
dx
+
1
2
∫
Ω
n∑
i,j=1
(
aij(x, 0)DivhDjvh −Dsg(x, 0)(vh)2
)
dx
−
∫
Ω
(
G(x, vh + wh)− 1
2
Dsg(x, 0)(vh + wh)
2
)
dx
≥ 1
2
µ‖w‖21,2 −
µ
8
‖vh + uh‖21,2
≥ 1
2
µρ2 − µ
4
(‖vh‖21,2 + ρ2)
=
µ
4
ρ2 − µ
4
‖vh‖21,2︸ ︷︷ ︸
−→µ
4
ρ2 for h−→∞
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which is a contradiction with the fact f(vh)→ 0 for h→ 0.
For the second claim, similarly assume, that there exist a sequence (vh) ∈ V N with
‖vh‖1,2 → 0 and a sequence (wh) ∈ WN with ‖wh‖1,2 = ρ ≤ r2 such that f(vh + wh) ≤ 0.
As above we obtain
f(vh + wh) ≥ µ
4
ρ2 − µ
4
‖vh‖21,2 −→
µ
4
ρ2 for h −→∞.
This gives a contradiction and the Lemma is proved.
Step 2: Existence of φ.
Lemma 4.2.4 There exist r > 0, ρ > 0, and a map Φ : V ∩B¯(0, r)→ W∩C10(Ω)∩B(0, ρ),
which is Lipschitzian as a map from V ∩B¯(0, r) intoW∩C10(Ω), endowed with the topology
of C10(Ω)
Proof. Let r1, r2 be as in Lemma 4.2.2 and Lemma 4.2.3 and let ρ0 := min{12r1, r2}. For
fixed ρ ∈]0, ρ0], r ∈]0, ρ] and v ∈ V ∩B(0, r), let us consider the function w 7−→ f(v+w)
defined on W ∩ B(0, ρ). By Proposition 1.2.1, f is lower semicontinuous with respect
to the weak topology of H10 (Ω), thus the function w 7−→ f(v + w) achieves at a point
w¯ ∈ W ∩B(0, ρ) a minimizer. Moreover, by Lemma 4.2.3 w¯ ∈W ∩Bρ(0). We shall show
the uniqueness of this minimizer. Assume that w¯1, w¯2 are two minimizers. Then we have
∀ξ ∈ W ∩ C10(Ω) : f ′(v + w¯k)(ξ) = 0 for k = 1, 2
i.e.
(4.15)∫
Ω
n∑
i,j=1
ai,j(x, v + w¯k)Di(v + w¯k)Djξ +
1
2
∫
Ω
n∑
i,j=1
Dsai,j(x, v + w¯k)Di(v + w¯k)Dj(v + w¯k)ξ
=
∫
Ω
g(x, v + w¯k)ξ
By Lemma 4.2.1 we get w¯k ∈ C10(Ω) and
‖w¯2 − w¯1‖1,∞ ≤ C‖w¯2 − w¯1‖1,2.
Thus, it follows by Lemma 4.2.3 that
f ′′(v + (1− t)w¯1 + tw¯2)(w¯2 − w¯1)2 ≥ µ¯‖w¯2 − w¯1‖21,2.
Therefore, we have
0 = f ′(v + w¯1)(w¯2 − w¯1)− f ′(v + w¯2)(w¯2 − w¯1)
=
∫ 1
0
f ′′(v + (1− t)w¯1 + tw¯2)(w¯2 − w¯1)2 dt ≥ µ¯‖w¯2 − w¯1‖21,2.
4.2. A GENERALIZED MORSE LEMMA 53
So we conclude w¯1 = w¯2 and thus the minimizer is unique.
We define the map Φ : V ∩ B(0, r)→ W ∩ B(0, ρ) ∩ C10(Ω) by setting Φ(v) := w¯. Next,
let us to prove that Φ is Lipschitz-continuous. Let v, z ∈ V ∩B(0, r) and w ∈ W ∩C10(Ω).
We have
0 = f ′(v + Φ(v))(w)− f ′(z + Φ(z))(w)
= f ′(v + Φ(v))(w)− f ′(z + Φ(v))(w)
+f ′(z + Φ(v))(w)− f ′(z + Φ(z))(w)
=
∫ 1
0
f ′′((1− t)z + tv + Φ(v))(w, v − z) dt
+
∫ 1
0
f ′′(z + (1− t)Φ(z) + tΦ(v))(w, Φ(v)− Φ(z)) dt.
Hence
(4.16)∫ 1
0
f ′′((1− t)z + tv + Φ(v))(w, v − z) dt
= −
∫ 1
0
f ′′(z + (1− t)Φ(z) + tΦ(v))(w, Φ(v)− Φ(z)) dt.
Choosing w = Φ(v)−Φ(z) and taking into account ‖z+(1− t)Φ(z)+ tΦ(v)‖1,2 ≤ r1 , we
get by lemma 4.2.3
(4.17)
∫ 1
0
f ′′(z + (1− t)Φ(z) + tΦ(v))(φ(v)− Φ(z))2 dt ≥ µ1‖Φ(v)− Φ(z)‖21,∞.
On the other hand, we have
(4.18)
∫ 1
0
f ′′((1− t)z + tv + Φ(v))(Φ(v)− Φ(z), v − z) dt
≤ C˜(‖Φ(v)− Φ(z)‖1,∞)(‖v − z‖1,∞).
We have used
f ′′(u)(v, w) =
∫
Ω
n∑
i,j=1
ai,j(x, u)DivDjw +
∫
Ω
Dsai,j(x, u)DiuDjv w dx+
∫
Ω
Dsai,j(x, u)DiuDjw v dx+
1
2
∫
Ω
n∑
i,j=1
D2ssai,j(x, u)DiuDju v w dx+
−
∫
Ω
Dsg(x, u)v w dx
≤ c(‖u‖1,2)‖v‖1,∞‖w‖1,∞.
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By combining (4.16), (4.17) and (4.18), we obtain
µ1‖Φ(v)− Φ(z)‖21,∞ ≤ C¯‖Φ(v)− Φ(z)‖1,∞‖v − z‖1,∞.
Hence
‖Φ(v)− Φ(z)‖1,∞ ≤ C‖v − z‖1,∞,
also, Φ is Lipschitz continuous. Thus the lemma is proved.
Step 3: Completion of the proof of Theorem 4.2.1. Let r, ρ and φ as in the previous
lemma. It remains to verify that φ(0) = 0 and the properties (a), (b) and (c). For the
proof of Φ(0) = 0, by using g(x, 0) = 0, the definition of Φ, in particular Φ(0) ∈ C10(Ω),
and Lemma 4.2.3 we have
0 = f(0 + 0) ≥ f(0 + Φ(v)) = f(0) + f ′(0)(Φ(0)) +
∫ 1
0
f ′′(tΦ(0))(Φ(0))2(1− t) dt
≥ 1
2
f ′′(tΦ(v))(Φ(v))2 ≥ µ1‖Φ(v)‖21,∞.
So, we conclude Φ(0) = 0. The assertions (a) and (b) follow from Lemma 4.2.4. By the
proof of Lemma 4.2.4, we have showed that the minimizer of the map w 7→ f(v + w) is
unique, hence it follows (c). Thus the proof of the theorem is complete.
4.3 Regular deformations
In this section, we recall from [17] some features concerning a class of functionals from
Calculus of Variations, and we prove a deformation result for this class. The technique of
proof follows the lines of that of the abstract deformation theorems [25, Theorem (2.8)]
and [23, Theorem 2], dealing with arbitrary continuous functionals on complete metric
spaces, the novelty here being that the deformation obtained is regular , by which we mean
assertion (d) of Theorem 4.3.1 below.
Let now V and W be (closed) linear subspaces of H10 (Ω) such that V ⊂ C10(Ω) and
H10 (Ω) = V ⊕W (so that, also, C10(Ω) = V ⊕ (W ∩ C10(Ω))), and let pV : H10 (Ω)→ V be
the projection onto V . If X ⊂ H10 (Ω), X will be the closure of X, and we let
X0 := X ∩ C10(Ω) ,
which we shall consider as endowed with the topology of C10(Ω).
Set:
|dWf |(u) := sup{f ′(u)(w) : w ∈W ∩ C10(Ω) , ‖w‖1,2 ≤ 1} .
Clearly, w 7→ f ′(u)(w) is linear, while with the same argument as the proof of Propo-
sition 1.2.1(iii) , we have that u 7→ f ′(u)(w) is continuous. So, we infer the following
proposition.
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Proposition 4.3.1 Let u ∈ H10 (Ω). Then, |dWf |(u) ∈ [0,+∞], and if |dWf |(u) > σ > 0,
there exist w ∈ W ∩ C10(Ω) with ‖w‖1,2 = 1 and δ > 0 such that
∀ v ∈ B(u, δ) , ∀ t ∈ [0, δ] : f(v + tw) ≤ f(v)− σt .
Given X ⊂ H10 (Ω) and a continuous function c : X → R, we set:
f c := {u ∈ X : f(u) ≤ c(u)} .
Theorem 4.3.1 Let H10 (Ω) = V ⊕W with V ⊂ C10(Ω) and f : H10 (Ω) → R as above.
Assume that f(0) = 0, and that there exist r, ρ > 0, such that:
(4.19) ∀ v ∈ V ∩ B¯(0, r) , ∀w ∈ W ∩ ∂B(0, ρ) : f(v + w) > 0 .
Set X := [(V ∩ B¯(0, r)) + (W ∩ B¯(0, ρ))] ∩ f 0, and let further a : X → ] − ∞, 0] be a
continuous function with a(0) = 0, such that:
(4.20) ∀u, u′ ∈ X : pV (u) = pV (u′) =⇒ a(u) = a(u′) ,
(4.21) inf
X\U
|dWf | > 0 for every neighbourhood U of fa .
Then, for Y := X or Y := X \ {0}, and for any open neighbourhood U of fa ∩ Y in Y ,
there exists a continuous map η : Y × [0, 1]→ Y such that
(a) η(u, 0) = u ;
(b) u ∈ fa =⇒ η(u, t) = u ;
(c) η(u, 1) ∈ U ;
(d) η(Y0 × [0, 1]) ⊂ Y0, and η : Y0 × [0, 1]→ Y0 is continuous.
Proof. We first consider the case of Y = X. Let U be an open neighbourhood of fa;
we may of course assume that X \ U 6= ∅. Let g : X \ U → ]0,+∞[ be defined by
g(u) := f(u)− a(u), and:
γ := inf g , 0 < µ < inf
X\U
|dWf | .
Let u ∈ X \ U be such that g(u) > γ. According to Proposition 4.3.1 and (4.19), we find
w ∈ C10(Ω) with ‖w‖1,2 = 1 and δ > 0 such that:
∀ t ∈ [0, δ] : u+ tw ∈ X \ U and f(u+ tw) ≤ f(u)− µt .
Letting
|∇g|(u) := lim sup
u′→u
(g(u)− g(u′))+
‖u′ − u‖1,2
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denote the strong slope of g at u (see Definition 1.1.4 ), we thus have, taking (4.20) into
account:
|∇g|(u) ≥ lim sup
t↘0
g(u)− g(u+ tw)
t
= lim sup
t↘0
f(u)− f(u+ tw)
t
≥ µ ,
It follows that g−1(γ) 6= ∅, according to Proposition 1.1.3, we conclude that γ > 0; thus,
considering 0 < γ1 < γ, and setting, for u ∈ X:
α1(u) := a(u) + γ1 , α(u) := a(u) + γ ,
we obtain:
(4.22) u ∈ X , f(u) < α(u) =⇒ u ∈ U .
Let now σ > 0 be such that
|dWf |(u) > σ for every u ∈ Z := X \ fα1 .
For u ∈ Z, let wu ∈W ∩C10(Ω) with ‖wu‖1,2 = 1 and δu > 0 with B(u, 2δu) ⊂ H10 (Ω)\fα1
such that
∀ v ∈ B(u, δu) ,∀ t ∈ [0, δu] : f(v + twu) ≤ f(v)− σt ,
according to Proposition 4.3.1, so that
∀ v ∈ B(u, δu) ∩X , ∀ t ∈ [0, δu] : v + twu ∈ Z .
Consider a locally finite refinement {Vj,λ : j ∈ N, λ ∈ Λj} of the covering {B(u, δu/2)∩X :
u ∈ Z} of Z, with the property that
∀ j ∈ N ,∀λ, µ ∈ Λj : λ 6= µ =⇒ Vj,λ ∩ Vj,µ = ∅ .
Let {θj,λ : j ∈ N, λ ∈ Λj} be a partition of unity subordinate to the covering {Vj,λ}.
For every (j, λ), if Vj,λ ⊂ B(uj,λ; δuj,λ/2), we set wj,λ := wuj,λ and δj,λ := δuj,λ . Since
u 7→ min{δj,λ : u ∈ V j,λ} is positive and lower semicontinuous on Z, we find a continuous
function τ1 : Z → ]0,+∞[ such that 2τ1(u) < min{δj,λ : u ∈ V j,λ} for every u ∈ Z.
Define recursively a sequence of maps Hh : {(u, t) : u ∈ Z, t ∈ [0, τ1(u)]} → Z by:
H1(u, t) :=
u+ θ1,λ(u)tw1,λ if u ∈ V 1,λ
u if u /∈ ∪λ∈Λ1V1,λ
,
. . .
Hh(u, t) :=
Hh−1(u, t) + θh,λ(u)twh,λ if u ∈ V h,λHh−1(u, t) if u /∈ ∪λ∈ΛhVh,λ ,
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h ≥ 2. If u ∈ V h,µ for some h ≥ 2 and µ ∈ Λh, then
‖Hh−1(u, t)− u‖1,2 ≤
h−1∑
j=1
∑
λ∈Λj
θj,λ(u)
 t ≤ τ1(u) < 1
2
δh,µ .
This shows that Hh−1(u, t) ∈ B(uh,µ; δh,µ), whence Hh is well-defined and
f(Hh(u, t)) ≤ f(u)− σ
 h∑
j=1
∑
λ∈Λj
θj,λ(u)
 t .
Since the family {Vj,λ} is locally finite, for every u ∈ Z there exist an open neighbourhood
N of u and hu ∈ N, such that Hh(v, t) = Hhu(v, t) for v ∈ N and h ≥ hu. We can thus
define η1 : Z × [0,+∞[→ Z by
η1(u, t) := lim
h→∞
Hh(v,min{t, τ1(u)}) .
For v ∈ N , we have
‖η1(v, t)− v‖1,2 ≤ min{t, τ1(v)} ,
while if u ∈ Z0, then η1(v, t) = Hhu(u,min{t, τ1(v)}) ∈ Z0 for v ∈ N ∩ C10(Ω), so that
‖η1(v, t)− v‖1,∞ ≤ min{t, τ1(v)} max
1≤j≤hu
‖wj,λj‖1,∞
for such v and for some (wj,λj)1≤j≤hu depending only on u. This show that η1 as well
as its restriction from Z0 × [0,+∞[ to Z0, are continuous in the respective topologies.
Moreover, for every (u, t) ∈ Z × [0, τ1(u)], we have:
pV (η1(u, t)) = pV (u) , f(η1(u, t)) ≤ f(u)− σt .
Now, define recursively ηh : Z × [0,+∞[→ Z and τh : Z → ]0,+∞[ , h ≥ 2, by
ηh(u, t) =
ηh−1(u, t) if0 ≤ t ≤ τh−1(u)η1(ηh−1(u, τh−1(u)), t− τh−1(u)) ift ≥ τh−1(u)
τh(u) = τh−1(u) + τ1(ηh−1(u, τh−1(u))) .
Clearly, each τh is continuous, and so are the ηh’s and their restrictions from Z0× [0,+∞[
to Z0. For each u ∈ Z and each h ∈ N, we have pV (ηh(u, t)) = pV (u) for every t ≥ 0, and:
(4.23) 0 ≤ t ≤ τh(u) =⇒ f(ηh(u, t)) ≤ f(u)− σt ,
(4.24) ‖ηh+1(u, τh+1(u))− ηh(u, τh(u))‖1,2 ≤ τ1(ηh(u, τh(u))) = τh+1(u)− τh(u) .
We infer from (4.23) that τh(u) ≤ (f(u) − a(u))/σ for each h ∈ N, so that there exists
τ(u) := limh τh(u) ∈ ]0, (f(u)− a(u))/σ], and it is readily seen that τ is lower semicontin-
uous on Y . We then obtain from (4.24) that (ηh(u, τh(u))) ⊂ (pV (u)+W )∩Z is a Cauchy
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sequence. Hence, letting u¯ := limh ηh(u, τh(u)), we see that f(u¯) = α1(u¯) = α1(u) — for,
otherwise, we have u¯ ∈ Z while τ1(u¯) = 0, which is not true. Consequently, we can define
θ : Z → N ∪ {0} by:
θ(u) :=
 0 if f(u) < α(u)min{h ∈ N : f(ηh(u, τh(u))) < α(u)} otherwise
and clearly, θ is upper semicontinuous with θ(u) < τ(u) for every u ∈ Z. Let then
β : Z → ]0,+∞[ be continuous with θ < β < τ , and define
η˜ : Z × [0, 1]→ Z by:
η˜(u, t) := lim
h→∞
ηh(u, tβ(u)) .
For each u ∈ Z, there exists hu ∈ N such that τhu(u) > β(u), hence there exist an
open neighbourhood N of u such that τhu(v) ≥ β(v) ≥ tβ(v) for all v ∈ N , so that
η˜(v, t) = ηhu(v, tβ(v)) for such v. This shows that η˜ is well defined, continuous, and so is
its restriction from Z0 × [0, 1] to Z0.
Finally, let γ1 < γ2 < γ, set α2(u) := a(u) + γ2 (u ∈ X), and let ϑ : X → [0, 1]
be continuous, such that ϑ(u) = 0 if f(u) ≤ α2(u), ϑ(u) = 1 if f(u) ≥ α(u). Define
η : X × [0, 1]→ X by:
η(u, t) :=
η˜(u, ϑ(u)) if u ∈ Zu otherwise .
Then, η has the required properties: we just verify that (d) holds. Indeed, if f(u) < α(u),
then f(η(u, 1)) ≤ f(u) < α(u) = α(η(u, 1)), so that η(u, 1) ∈ U , according to (4.22). If
f(u) ≥ α(u), then ϑ(u) = 1, it follows that
η(u, 1) = η˜(u, 1) = lim
h→∞
ηh(u, β(u)) = ηhu(u, β(u))
for some hu > θ(u) (since θ(u) < β(u) < τ(u)), and
f(η(u, 1)) = f(ηhu(u, β(u))) ≤ f(ηθ(u)(u, θ(u))) < α(u) = α(η(u, 1)) ,
so that η(u, 1) ∈ U again.
We now consider the case when Y := X \ {0}. We first observe that since a(0) = 0
and (4.20) holds, we have:
(4.25) u ∈ X \ fa =⇒ pV (u) 6= 0 .
Let U be an open neighbourhood of fa \ {0} in X \ {0}. For h ∈ N large enough so that
Bh := B(0, 1/h)∩ f 0 ⊂ X, say h ≥ h0, we have that U ∪Bh is an open neighbourhood of
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fa in X. As in the beginning of the proof, we thus find a nonincreasing sequence (γh)h≥h0
of positive real numbers such that
(4.26) u ∈ X \ (U ∪Bh) =⇒ f(u) ≥ a(u) + γh ,
and we may assume (without loss of generality, indeed) that γh → 0. Define α˜ : pV (X) \
{0} → ]0,+∞[ by
α˜(v) :=
γh0 if v /∈ B¯(0, 1/h0)γh+1 if v ∈ B¯(0, 1/h) \ B¯(0, 1/h+ 1), h ≥ h0 .
Since α˜ is lower semicontinuous, we find a continuous function αˆ : pV (X) \ {0} → ]0,+∞[
such that αˆ ≤ α˜, and we define a continuous function α : Y → R by:
α(u) :=
a(u) + αˆ(pV (u)) if pV (u) 6= 00 if pV (u) = 0 .
Then, α(u) = α(u′) whenever pV (u) = pV (u′), and
u ∈ Y \ U =⇒ f(u) ≥ α(u) > a(u) ,
as follows from (4.25), the fact that ‖u‖1,2 ≥ ‖pV (u)‖1,2, (4.26), and the definition of α.
Considering α1 : Y → R continuous such that a(u) < α1(u) < α(u) whenever pV (u) 6= 0
and α1(u) = α1(u
′) whenever pV (u) = pV (u′), we find, according to (4.21), another
nonincreasing sequence (σh)h≥h0 of positive reals converging to 0, such that
inf
Y \(fα1∪Bh)
|dWf | > σh ,
and we proceed in a similar fashion as for the definition of α, in order to define a continuous
σ : Y → [0,+∞[ such that σ(u) = σ(u′) whenever pV (u) = pV (u′), and
|dWf |(u) > σ(u) > 0 for every u ∈ Y \ fα1 .
Then, we can proceed in a similar way as before (replacing σ with σ(u)) in order to
construct the required deformation η.
4.4 Conservation of critical groups in the C10(Ω) topol-
ogy
Our main result in this chapter is the following theorem.
Theorem 4.4.1 Let f : H10 (Ω)→ R be defined by (4.1), such that (a.1)− (a.5) and (g.1),
(g.2) hold, and let f0 denote the restriction of f to C
1
0(Ω). Then,
Cq(f ; 0) = Cq(f0; 0) for every q ∈ Z+ .
In order to prove the above theorem we wish to distinguish two cases, the nondegenerate
and the degenerate at the origin, i.e. respectively m∗(f ; 0) = 0 and m∗(f ; 0) > 0.
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Nondegenerate case:
LetQ be the quadratic form defined by (4.2). Ifm∗(f ; 0) = 0, thenQ(u) ≥ µ‖u‖1,2. By[24,
Theorem 5.13] we have the origin is a isolated critical point of f and Cq(f ; 0) = Cq(Q; 0)
for every q. Then by [24, Lemma 5.9], we obtain Cq(f ; 0) = Cq(Q; 0) = δq0·R. Thus if
we prove that the origin is a strict local minimizer of f0, then we are done. In oder to do
that, first of all we prove the following
Claim. For every K > 0 there exist δ > 0 and λ > 0 such that
(4.27)
(
u ∈ C10(Ω), ‖u‖1,∞ ≤ K, ‖u‖1,2 ≤ δ
)
=⇒ f ′′(u)(w)2 ≥ λ‖w‖21,2
for all w ∈ C10(Ω).
Proof of the claim. Assume, by contradiction, that for aK there exist un ∈ C10(Ω), ‖un‖1,∞ ≤
K, ‖un‖1,2 → 0 and wn ∈ C10(Ω), ‖wn‖1,2 = 1 such that
(4.28) lim inf
n→∞
f ′′(un)(wn)2 ≤ 0.
Since (wn) is bounded in H
1
0 (Ω) there exist a subsequence of (wn), again denoted by (wn),
and a w ∈ H10 (Ω) such that wn converges weakly to w. We shall show w 6= 0. Indeed, by
contradiction , from (a.5) we have as in the proof of Lemma 4.2.2
f ′′(un)(wn)2 ≥
∫
Ω
n∑
i,j=1
ai,j(x, 0)DiwnDjwn + 2
∫
Ω
n∑
i,j=1
Dsai,j(x, un)DiunDjwnwn dx
+
1
2
∫
Ω
n∑
i,j=1
D2ssai,j(x, un)DiunDjunwn −
∫
Ω
Dsg(x, un)w
2
n dx
≥ ν + 2
∫
Ω
n∑
i,j=1
Dsai,j(x, un)DiunDjwnwn dx
+
1
2
∫
Ω
n∑
i,j=1
D2ssai,j(x, un)DiunDjunw
2
n −
∫
Ω
Dsg(x, un)w
2
n dx .
Hence, it follows by letting n→∞
f ′′(u)(w)2 ≥ ν.
So, we reach a contradiction to (4.28 ), thus w 6= 0.
Now, by using (a.5) we have for every u ∈ H10 (Ω) and w ∈ C10(Ω)
f ′′(u)(w)2 ≥
∫
Ω
n∑
i,j=1
ai,j(x, 0)DiwDjw + 2
∫
Ω
n∑
i,j=1
Dsai,j(x, u)DiuDjww dx
+
1
2
∫
Ω
n∑
i,j=1
D2ssai,j(x, u)DiuDjuw −
∫
Ω
Dsg(x, u)w
2 dx
which implies
0 ≥ lim inf
n→∞
f ′′(un)(wn)2 ≥ lim inf
n→∞
f ′′(0)(wn)2 ≥ µ lim inf
n→∞
‖wn‖21,2 ≥ µ‖w‖21,2
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This contradicts w 6= 0. Thus the claim is proved.
Now, we will use the Jacobi Theorem. Since f0 ∈ C2(C10(Ω), R), f0(0) = 0, and f ′0(0) ≡ 0,
we have for u ∈ C10(Ω)
(4.29) f0(u) =
∫ 1
0
f ′′0 (t u)(u)
2(1− t) dt.
Let δ and λ > 0 as in the claim above corresponding to K = 1. By using (4.27 ) we get
from (4.29)
f0(u) > 0 , for all 0 < ‖u‖1,∞ ≤ δ.
This concludes the proof in the nondegenerate case.
Degenerate case:
Here, we assume that H10 (Ω) = V ⊕W , where Q is positive definite on W and V ⊂ C10(Ω)
with 0 < dimV = m∗(f ; 0) < ∞. With r, ρ > 0 as in Theorem 4.2.1, let X := [(V ∩
B¯(0, r)) + (W ∩ B¯(0, ρ))] ∩ f 0. We define the map a : X → ]−∞, 0] by
a(u) := f(pV (u) + Φ(pV (u))) .
Then, a(u) ≤ f(u) for every u ∈ X, according to Theorem 4.2.1 (b), and it is clear that all
the assumptions of Theorem 4.3.1 are satisfied. The argument for the nontrivial property
(4.21) is given in the proof of [46, Theorem 6.20], we reproduce it for the sake of clarity.
Let (uh) ⊂ X \ fa be such that εh := |dWf |(uh)→ 0. We thus have:
(4.30) |f ′(uh)(z)| ≤ εh‖z‖1,2 for every z ∈ W ∩ C10(Ω) .
Let {ϕ1, . . . , ϕ∗m} be an L2-orthonormal basis in V , where m∗ := m∗(f, 0). Then,
pV (z) =
m∗∑
k=1
(∫
Ω
ϕkz dx
)
ϕk ,
and writing (4.30) for z − pV (z), we obtain∫
Ω
(
n∑
i,j=1
aij(x, uh)DiuhDjz +
1
2
n∑
i,j=1
Dsg(x, uh)DiuhDjuh z
)
dx−
−
∫
Ω
(
g(x, uh) +
m∗∑
k=1
f ′(uh)(ϕk)ϕkz
)
dx ≤ ε˜h‖z‖1,2 ,
with (f ′(uh)(ϕk))h bounded for every k = 1, . . . ,m∗, and ε˜h := εh‖Id− pV ‖ → 0. Hence,
f ′(uh) ∈ H−1(Ω)( the dual space of H10 (Ω)) and, up to a subsequence, f ′(uh) is strongly
convergent in H−1(Ω). It follows from Theorem 1.2.1 that, up to a further subsequence,
(uh) is strongly convergent to u ∈ X, and passing to the limit in (4.30), we have
f ′(u)(z) = 0 for every z ∈ W ∩ C10(Ω) .
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According to Theorem 4.2.1 (c), it follows that u = v+Φ(v) for some v ∈ V ∩ B¯(0, r), so
that f(u) = a(u), i.e., u ∈ fa. This establishes (4.21), upon arguing by contradiction.
Now, set:
M := {v : v ∈ V ∩ B¯(0, r) , f(v + Φ(v)) ≤ 0} ⊂ C10(Ω) ,
N := {v + Φ(v) : v ∈ V ∩ B¯(0, r) , f(v + Φ(v)) ≤ 0} ⊂ C10(Ω) .
First, we observe that from the properties of Φ, the pair (M,M \ {0}) is clearly homeo-
morphic to the pair (N,N \ {0}), so that
Hq(N,N \ {0}) = Hq(M,M \ {0}) .
It follows that Hq(M,M \ {0}) with respect to the C10(Ω) topology is the same as with
respect to the H10 (Ω) topology, because dimV <∞. Now, note that
(fa, fa \ {0}) = (M,M \ {0}) = (fa0 , fa0 \ {0}) .
It follows from Theorem 4.3.1 and Lemma 4.1.2 that the inclusions
fa → X and fa \ {0} → X \ {0},
fa0 → X0 and fa0 \ {0} → X0 \ {0}
induce isomorphisms in the Alexander-Spanier cohomology; hence, from the five lemma,
we get
Cq(f ; 0) := H
q(X,X \ {0}) = Hq(fa, fa \ {0}) = Hq(M,M \ {0}) in H10 (Ω),
Cq(f0; 0) := H
q(X0, X0 \ {0}) = Hq(fa0 , fa0 \ {0}) = Hq(M,M \ {0}) in C10(Ω).
Together these imply the result.
Remark 4.4.1 In the case of a critical point different of the origin, the main difficulty
which arises is, how one can define the normal form Q of f at this point. Note that f is
not differentiable on the space H10 (Ω). However, we can use the Hahn-Banach Theorem
to extend the Hessian f ′′(u) : C10(Ω) → L(C10(Ω), (C10(Ω))∗) of the restriction of the
functional f to the subspace C10(Ω), where it is twice differentiable, in order to obtain a
Morse Lemma for f on C10(Ω) as in [11, Theorem 5.5.6]. It seems that such a technique
is not suitable to conclude the coincidence of the critical groups.
Remark 4.4.2 For applications of nonsmooth Morse theory to the existence of weak so-
lutions of (P ) for functionals f of the type (4.1), see [24, 46].
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