ABSTRACT. Let (W, S) be a Coxeter system and * be an automorphism of W with order ≤ 2 such that s * ∈ S for any s ∈ S. Let I * be the set of twisted involutions in W . We study the reduced I * -expressions of twisted involutions and the braid I * -transformations between them. We show that any usual braid transformation naturally induces a braid I * -transformation. If W is the Weyl group of type Bn or Dn and * = id, we explicitly determine a finite many types of basic braid I * -transformations, and show that any two reduced I * -expressions for a given involution can be transformed into each other through a series of basic braid I * -transformations. In both cases, these basic braid I * -transformations consist of the ones induced from the usual basic braid transformations and exactly one extra special braid I * -transformation. The main result generalizes our previous work for the Weyl group of type A n−1 .
INTRODUCTION
Let (W, S) be a fixed Coxeter system with length function ℓ : W → N. If w ∈ W then by definition ℓ(w) := min{k|w = s i1 . . . s i k for some s i1 , . . . , s i k ∈ S}.
Let "≤" be the Bruhat partial ordering on W which was defined with respect to S. Let " * " be a fixed automorphism of W with order ≤ 2 and such that s * ∈ S for any s ∈ S.
1.1. Definition. We define I * := w ∈ W w * = w −1 . The elements of I * will be called twisted involutions.
If * = id W (the identity automorphism on W ), then the elements of I * will be called involutions.
Definition.
For any w ∈ I * and s ∈ S, we define s ⋉ w := sw if sw = ws * ; sws * if sw = ws * .
For any w ∈ I * and s i1 , · · · , s i k ∈ S, we define
It is clear that s ⋉ w ∈ I * whenever w ∈ I * and s ∈ S.
Definition. ([5, 6])
Let w ∈ I * . If w = s i1 ⋉ s i2 ⋉ · · · ⋉ s i k , where k ∈ N, s ij ∈ S for each j, then (s i1 , · · · , s i k ) is called an I * -expression for w. Such an I * -expression for w is reduced if its length k is minimal.
We regard the empty sequence () as a reduced I * -expression for w = 1. It follows by induction on ℓ(w) that every element w ∈ I * has a reduced I * -expression.
A well-known classical fact of Matsumoto ([14] ) says that any two reduced expressions for an element in W can be transformed into each other through a series of basic braid transformations. We are interested in finding a right analogue of this fact for twisted involution with respect to the operation "⋉". In Proposition 2.10 we show that any usual (basic) braid transformation naturally induces a (basic) braid I * -transformation. If W is the Weyl group of type B n or type D n and * = id, we determine all the basic braid I * -transformations, and show that any two reduced I * -expressions for a given involution can be transformed into each other through a series of basic braid I * -transformations. These results generalize our earlier work in [8] for the Weyl group of type A n−1 . Note that these generalizations are non-trivial in the sense that the (basic) braid I * -transformations for the Weyl group of type B n and D n which we found contain extra special braid I * -transformations which do not come from the usual (basic) braid transformations, see the last relation in Definition 3.14 and 4.9. This is a new phenomenon which does not happen in type A case, compare [8, Definition 2.12] .
The motivation for the study of reduced I * -expressions for involution comes from a conjecture of Lusztig. Let v be an indeterminate over Z and u := v 2 . Set A := Z[u 2 , u −2 ], A := Z[u, u −1 ]. Let H u 2 be the one-parameter Iwahori-Hecke algebra associated to (W, S) with Hecke parameter u 2 and defined over A (cf. [7] ). Let H u := A ⊗ A H u 2 . We abbreviate 1 A ⊗ A T w as T w for each w ∈ W . Let M be the free A-module with basis {a w |w ∈ I * }. An H u -module structure on M was introduced by Lusztig and Vogan ( [13] ) in the special case where W is a Weyl group or an affine Weyl group, and by Lusztig ([10] ) in the general case. When u is specialized to 1, the module M was introduced more than fifteen years ago by Kottwitz. Kottwitz found the module by analyzing Langlands' theory of stable characters for real groups; he gave a conjectural description of it (later established by Casselman) in terms of the Kazhdan-Lusztig left cell representations of W. For these reasons it was clear that M was an interesting, subtle, and important object. In [11, 3.4(a)] Lusztig defined X ∅ := x∈W,x * =x u −ℓ(x) T x ∈ H u and he conjectured that there is a unique isomorphism of (Q(u) ⊗ A H u )-modules η : Q(u) ⊗ A M ∼ = (Q(u) ⊗ A H u )X ∅ such that η(a 1 ) = X ∅ .
In [8] , we give a proof of this conjecture in the case when * = id W and W is the Weyl group of type A n−1 for any n ∈ N. The key ingredient in the proof is to prove an analogue of Matsumoto's result for reduced I * -expressions of involutions. We have announced in that paper that the same strategy should work for the Weyl groups of other types. Later Lusztig proved his conjecture (in [12] ) for any Coxeter group and any * by using a completely different argument. Despite of this fact, it is still interesting in itself to generalize Matsumoto's result for reduced I * -expressions of involutions to Weyl groups of arbitrary types (other than type A). In this paper we give this generalization for the Weyl groups of type B n and type D n by finding out a finite many types of basic braid I * -transformations on reduced I * -expressions for involutions.
The paper is organised as follows. In Section 2 we recall some preliminary knowledge and known results on reduced I * -expressions for twisted involutions. We show in Proposition 2.10 that any usual (basic) braid transformation naturally induces a (basic) braid I * -transformation on reduced I * -expressions for twisted involutions. Based on the work of Lusztig [10, 1.2, 1.4], we give a case by case discussion after Lemma 2.12 in the case when * = id which will be used in the next two sections. In Section 3 we consider the Weyl group W (D n ) of type D n and give the definition of basic braid I * -transformation on reduced I * -expressions for involutions in W (D n ) in Definition 3.14. In Section 4 we consider the Weyl group W (B n ) of type B n and give the definition of basic braid I * -transformation on reduced I * -expressions for involutions in W (B n ) in Definition 4.9. The main result is Theorem 3.17 and 4.11, where we show that any two reduced I * -expressions for an involution in W ∈ {W (D n ), W (B n )} can be transformed into each other through a series of braid I * -transformations. In Section 5 we use the main result in Section 3 and Section 4 to show that η is a well-defined surjective (Q(u)⊗ A H u )-module homomorphism when W is the Weyl group of type B n or D n and * = id.
In particular, any reduced I * -expression for w ∈ I * is automatically a reduced sequence. In the sequel, by some abuse of notations, we shall also call (i 1 , · · · , i k ) a reduced sequence whenever (s i1 , · · · , s i k ) is a reduced sequence in the sense of Definition 2.6.
to denote the element obtained by omitting "s ia ⋉" in the expression
Let (W, S) be an arbitrary Coxeter system. For any s, t ∈ S, recall that m st is the order of st. Then m st is the order of ts too. Suppose that m st < ∞. We define
By definition, we have that Prod(s, t; m st ) = Prod(t, s; m st ). In this case, we shall call the transformation Prod(s, t; m st ) ←→ Prod(t, s; m st ) the (usual) basic braid transformation. By a (usual) braid transformation on a given reduced expression, we mean the compositions of a series of (usual) basic braid transformations.
For any s, t ∈ S, we define
Note that Prod(s, t; m st ) is an element of W , while TProd(s, t; m st ) is an operator on I * instead of an element of W . Our purpose is to find out the right analogues of (basic) braid transformations for twisted involutions in I * and the operation "⋉". The following result amounts to saying that any usual (basic) braid transformation naturally induces a (basic) braid I * -transformation on reduced I * -expression.
2.10. Proposition. Let 1 = w ∈ I * and s, t ∈ S. Suppose that 2 ≤ m st < ∞, and (s, t, s, t, . . . Proof. Set m := m st . By Lemma 2.2 and the assumption that TProd(s, t; m)w is a reduced I * -expression, we have that (2.11) TProd(s, t; m)w = Prod(s, t; m)w Prod(r * , q * ; k), for some (r, q) ∈ {(s, t), (t, s)} and some k ≤ m, such that the right hand-side of (2.11) is a usual reduced expression. We claim that m − k ≤ 2. In fact, by definition, for any s ∈ S, w ∈ I * , the result of s ⋉ w has two possibilities: the first possibility is equal to sws * , while the second possibility is equal to sw = ws * . Note that s, t appears alternatively in TProd(s, t; m). Therefore, the reducibility of the right hand-side of (2.11) implies that for those s, t which appear in TProd(s, t; m), the first possibility always occurs with the only two possible exceptions: one is the leftmost simple reflection s and the other is the rightmost simple reflection (which is s if m is odd and is t otherwise). This proves that m − k ≤ 2. As a consequence, it remains to consider the following three cases: 
where a ∈ {s, t} and the last two equalities follow from Corollary 2.5.
In this case, there are exactly two exceptions, i.e., the leftmost simple reflection s and the rightmost simple reflection. Applying (2.11) and Corollary 2.5, we get that TProd(s, t; m)w = Prod(s, t; m)w Prod(r * , q
where (r, q) ∈ {(s, t), (t, s)},r ∈ {s, t} \ {r} such thatrw = w(r) * , and the right handside of the above equalities are usual reduced expressions. Furthermore, the above equality and Corollary 2.5 implies that Prod(r * , q
which implies that ℓ(TProd(s, t; m)w) < ℓ(w) + 2m − 2, a contradiction. Therefore, we must have that m = 2. In this case, we have that TProd(s, t; m)w = stw = tsw = TProd(t, s; m)w, where the last equality holds because tsw = stw = swt * = wt * s * = tws * implies that sw = ws * and tsw = swt * . This completes the proof of the theorem.
In the rest of this section, we assume that * = id. In particular, I * = {w ∈ W |w 2 = 1} is the set of involutions in W . If w = 1 (the identity element of W ), then for any s ∈ S, s ⋉ w = s ⋉ 1 = s.
Proof. By assumption, b ∈ W is the unique minimal length distinguished By length consideration we can deduce that By length consideration we can deduce that By length consideration we can deduce that
By length consideration we can deduce that
In this case, using a similar argument as in Case 4, we can get that
In this case, using a similar argument as in Case 4, we can get thatb
In each of the above seven cases, one can check that {x ∈ Ω ∩ I * |sx < x > tx} = {b}. It follows thatb = w. Proof. This follows easily from the equality w(α), w(β) = α, β .
WEYL GROUPS OF TYPE D n
In this section we study the braid I * -transformations between reduced I * -expressions of involutions in the Weyl group W (D n ) of type D n . We shall present a complete list of basic braid I * -transformations in Definition 3.14 and show in Theorem 3.17 that any two reduced I * -expressions for an involution in W (D n ) can be transformed into each other through a series of basic braid I * -transformations. Throughout this section, we assume that * = id.
Let W (D n ) be the Weyl group of type D n . It is generated by the simple reflections {s u , s 1 , · · · , s n−1 } which satisfy the following relations:
Alternatively, W (D n ) can be (cf. [1, 4] ) realized as the subgroup of the permutations on the set {1, −1, 2, −2, · · · , n, −n} such that:
σ(i) = j if and only if σ(−i) = −j for any i, j; and
In particular, under this identification, we have that
The subgroup generated by s 1 , s 2 , · · · , s n−1 (or s u , s 2 , · · · , s n−1 ) can be identified with the symmetric group S n . Let ε 1 , · · · , ε n be the standard basis of R n . We set u :
Then Φ is the root system of type D n in E with W (D n ) being its Weyl group. We choose ∆ := {u, α i |1 ≤ i < n} to be the set of the simple roots. Then Φ + = {ε j ± ε i |1 ≤ i < j ≤ n} is the set of positive roots. For any 0 = α ∈ E, we write α > 0 if α = β∈∆ k β β with k β ≥ 0 for each β.
For any w ∈ W (D n ) and α ∈ ∆, it is well-known that
where s w(α) is the reflection with respect to hyperplane which is orthogonal to w(α).
2) ws u < w if and only if w(ε 1 + ε 2 ) < 0.
In the notations of Lemma 2.12 and the discussion after it, assume that s = s α , t = s β for some α = β ∈ ∆ with 
Then the Case 4 happens if and only if m = 3 and either
Suppose that a) does not happen. There are only the following possibilities:
By Lemma 3.3 and the assumption that a) does not happen we can deduce that
Suppose that i ≥ 3 and b) does not happen. We claim that
and b(α i−1 ) = ±α i−1 , which implies that bs i−1 = s i−1 b. By Corollary 2.3, we get that
and
. It follows from Corollary 2.3 that
Finally,
It follows from Corollary 2.3 that
and this is b) which contradicts to our assumption. In a similar way, if b(i + 3) < i + 3 then we can deduce that b = s i+2 ⋉ s i+1 ⋉ s i ⋉ d with d ∈ I * and ρ(b) = ρ(d) + 3, which contradicts to our assumption again. This proves our claim. Now note that i ≥ 3. By Lemma 3.3 and the assumption that a) does not happen again we can deduce that b(1) + b(2) > 0. Combining the claim with (3.1), (3.5) and the fact that b(j) = j for any i ≤ j ≤ i + 3 one can deduce that b = 1, a contradiction to our assumption that a) does not hold. This finishes the proof in Case 1 when i ≥ 3.
If i = 1 or i = 2, one can use a similar argument to prove that either c) holds, or b) holds, or b = 1 as required. This completes the proof of Case 1.
. By Lemma 3.3 and the assumption that a) does not happen we can get that
and (s 3 bs 3 )(α 2 ) = ±α 2 (because b(4) ≤ −4). This implies that (s 3 bs 3 )s 2 = s 2 (s 3 bs 3 ). It follows from Corollary 2.3 that
It follows from Corollary 2.3 that
It remains to consider the case when b(4) > 0 and hence b(4) ≥ 4. In this case, by (3.6) again, we can deduce that b = 1 which contradicts to our assumption. This completes the proof of the lemma.
3.7. Lemma. Let W = W (D n ) be the Weyl group of type D n . Let w ∈ W be an involution. In the notations of Lemma 2.12 and the discussion after it, assume that s = s α , t = s β for some α = β ∈ ∆ with
Then the Case 6 happens if and only if m = 3 and either
Proof. It is clear that the Case 6 happens if and only if m = 3 and b(α) = ±β (by (3.2)). Note that b(α) = ±β if and only if b(β) = ±α because b 2 = 1. Without loss of generality, we can assume that
By assumption, s β ⋉ s α ⋉ b is a reduced I * -sequence. Applying Corollary 2.3 and Corollary 2.4, we can deduce that b(α) > 0. It follows that b(α) = β.
It follows from Corollary 2.3 that 
Finally, It follows from Corollary 2.3 that 
and (s u bs u )(α 2 ) = ±α 2 . This implies that (s u bs u )s 2 = s 2 (s u bs u ). It follows from Corollary 2.3 that
Now we have that (s 2 s u bs u s 2 )(α 3 ) = (s 2 s u bs u s 2 )(ε 4 − ε 3 ) = ε 1 − ε 5 < 0, and (s 2 s u bs u s 2 )(α 3 ) = ±α 3 implies that
and this is c) as required. Therefore, we can assume that b(5) > 0. It follows from (3.9) and the fact that b 2 = 1 that b(1) = −1 and b(i) = i for any 5 ≤ i ≤ n. We can deduce that
and ρ(b) = 5, which is d) as required. In fact, one can check directly that (3.10)
By Lemma 3.3 again, we can get that
Applying (3.11) it is easy to see that b(4) < 0 in this case. Then we must have that
and (s 3 bs 3 )(α 2 ) = ±α 2 (because b(4) ≤ −5). This implies that (s 3 bs 3 )s 2 = s 2 (s 3 bs 3 ). It follows from Corollary 2.3 that It follows from Corollary 2.3 that 
Applying (3.12) it is easy to see that b(4) < 0 in this case. Then we must have that
and (s 3 bs 3 )(α 2 ) = ±α 2 (because b(4) ≤ −5). This implies that (s 3 bs 3 )s 2 = s 2 (s 3 bs 3 ). It follows from Corollary 2.3 that 
and this is c) as required.. It remains to consider the case when b(4) = −4. In this case, by (3.12) again, we can deduce that b(j) = j for any j ≥ 5. It follows that
and ρ(b) = 6, which is e) as required. This completes the proof of the lemma.
3.13. Remark. We consider reduce I * -expressions for involutions in the Weyl group of type D n . In this case, in addition to the basic braid I * -transformations given by Proposition 2.10, one clearly has to add the following (right ends) transformations:
where 1 ≤ i < n − 1, 1 ≤ j, k, l < n, j = 2, |k − l| > 1. Given the result [8, Definition 2.12, Theorem 3.1] for the type A case, it is tempting to speculate that these are all the basic braid I * -transformation for involutions in W (D n ). However, it turns out that this is NOT the case. In fact, one has to add a new basic braid I * -transformation in the case of type D n , see the last transformation in Definition 3.14, which is a new phenomenon for type D n .
3.14. Definition. By a basic braid I * -transformation, we mean one of the following transformations and their inverses:
, and all the sequences appeared above are reduced sequences. We define a braid I * -transformation to be the composition of a series of basic braid I * -transformations.
Let w ∈ I * and s i1 , · · · , s i k ∈ S. By definition, it is clear that (s i1 , · · · , s i k , w) is a reduced sequence if and only if (s i1 , · · · , s i k , s j1 , · · · , s jt ) is a reduced sequence for some (and any) reduced I * -expression (s j1 , · · · , s jt ) of w.
3.15. Definition. Let (s i1 , · · · , s i k , w), (s j1 , · · · , s j l , u) be two reduced I * -sequences, where w, u ∈ I * . We shall write (s i1 , · · · , s i k , w) ←→ (s j1 , · · · , s j l , u) whenever there exists a series of braid I * -transformations which transform
into (s j1 , · · · , s j l , s p1 , · · · , s pc ), where (s l1 , · · · , s l b ) and (s p1 , · · · , s pc ) are some reduced I * -expressions of w and u respectively. Moreover, we shall also write
two reduced I * -sequences which can be transformed into each other through a series of basic braid I * -transformations. Then
Proof. In fact, this follows easily from Proposition 2.10 and (3.10).
A well-known classical fact of Matsumoto ([14] ) says that any two reduced expressions for an element in any Weyl group can be transformed into each other through a series of basic braid transformations. In Theorem 3.16 we have shown that any basic braid I * -transformations on reduced I * -expression for a given w ∈ I * do not change the element w itself. The following theorem says something more than this.
3.17. Theorem. Let w ∈ I * . Then any two reduced I * -expressions for w can be transformed into each other through a series of basic braid I * -transformations.
Proof. We prove the theorem by induction on ρ(w). Suppose that the theorem holds for any w ∈ I * with ρ(w) ≤ k. Let w ∈ I * with ρ(w) = k + 1. Let (s i0 , s i1 , s i2 , · · · , s i k ) and (s j0 , s j1 , s j2 , · · · , s j k ) be two reduced I * -expressions for w ∈ I * . We need to prove that (3.18)
For simplicity, we set s = s i0 , t = s j0 . Let m be the order of st. We make three useful observations:
If there exists some s α ∈ S such that (i 0 , . . . , i k ) ←→ (s α , . . . ) and (j 0 , . . . , j k ) ←→ (s α , . . . ), then it is clear (by induction hypothesis and definition) that
Observation 2. If m = 3, then we are in the situations of Cases 1,2,3,4,6 of Lemma 2.12. By Lemma 3.4 and Lemma 3.7, we claim that either (3.18) holds by Definition 3.14,
. . ) for some s α ∈ S. In these cases, (3.18) follows from induction hypothesis.
In fact, our claim is easy to verify except in the cases e), f), g) So again we are in a position to apply the induction hypothesis. This completes the proof of our claim. Observation 3. If there exists some s α , s β ∈ S such that s α s β has order 3 and
Henceforth we assume that m = 2. That is, st = ts. By Lemma 2.1,
Applying Lemma 2.2 again, we can deduce that
Applying Proposition 2.9, we get that
Since
In fact, once this is proved, we can deduce from induction hypothesis that
Composing these transformations, we prove (3.18). That is,
and hence (3.19) follows from Observation 1. It remains to consider the case when a = 0. In this case, (3.19) becomes
We set w 1 := s i1 ⋉ s i2 ⋉ · · · ⋉ s i k . Then w 1 = 1. There are two possibilities:
Without loss of generality, we assume that (s, t) = (s i , s j ), where i < j − 1 < n − 1.
If j − i > 2, then as w 1 = 1, it is easy to see that (3.19) follows from Observation 1 and Observation 3.
It remains to consider the case when j = i + 2. Furthermore, by Observation 1 and Observation 3, we can only consider the subcase when w 1 = s i+1 ⋉ w 2 with ρ(w 1 ) = ρ(w 2 ) + 1. Note that s i ⋉ s i+1 = s i+2 ⋉ s i+1 . It follows that w 2 = 1.
By similar reason, we can further consider only the situation when i = 1 and w 2 = s u ⋉ w 3 with ρ(w 2 ) = ρ(w 3
3 (α) = w 3 (α) < 0, where α ∈ ∆, only if α ∈ {α i |i ≥ 1}. Applying Observation 1 and Observation 3, we can assume that w 3 (α 3 ) < 0 and hence w 3 = s 3 ⋉w 4 with ρ(w 3 ) = ρ(w 4 ) + 1. However, in this case,
Applying the
Without loss of generality, we assume that (s, t) = (s i , s u ), where 1 ≤ i < n and i = 2. If i ≥ 3, then (3.19) can be proved in the same way as in Case 1. It remains to consider the case when i = 1. Applying Observation 1, we can assume that w 1 (α 2 ) < 0 and hence
Applying Observation 1 and Observation 3 again, we can assume that w 2 (α 3 ) < 0 and hence w 2 = s 3 ⋉ w 3 with ρ(w 2 ) = ρ(w 3 ) + 1. Note that s 1 ⋉ s 2 ⋉ s 3 = s u ⋉ s 2 ⋉ s 3 . It follows that w 3 = 1. Repeating this argument, we shall finally get that
such that ρ(w 1 ) = ρ(w n−1 ) + n − 2. By the same argument as before, we can check that w n−1 = 1. Therefore, {α ∈ ∆|w n−1 (α) < 0} = ∅. If w n−1 (α j ) < 0 for some 2 ≤ j < n − 1, then w n−1 = s j ⋉ w n with ρ(w n−1 ) = ρ(w n ) + 1. Hence
as required, where the third step follows from Observation 1. Similarly, if w n−1 (α 1 ) < 0 or w n−1 (u) < 0, then (3.19) will follow from Observation 1 and Observation 3. This completes the proof of the theorem.
WEYL GROUPS OF TYPE B n
In this section we study the braid I * -transformations between reduced I * -expressions of involutions in the Weyl group W (B n ) of type B n . We shall present a complete list of basic braid I * -transformations in Definition 4.9 and show in Theorem 4.11 that any two reduced I * -expressions for an involution in W (B n ) can be transformed into each other through a series of basic braid I * -transformations. As in the last section, we assume that * = id.
Let W (B n ) be the Weyl group of type B n . It is generated by the simple reflections {s 0 , s 1 , · · · , s n−1 } which satisfy the following relations:
Alternatively, W (B n ) can be realized as the subgroup of the permutations on the set {1, −1, 2, −2, · · · , n, −n} (cf. [1] ) such that:
σ(i) = j if and only if σ(−i) = −j for any i, j.
Let ε 1 , · · · , ε n be the standard basis of R n . We set α 0 := ε 1 , α i := ε i+1 − ε i for each 1 ≤ i < n. For each 1 ≤ i ≤ n, we define ε −i := −ε i . Then W acts on the set
Then Φ is the root system of type B n in E with W (B n ) being its Weyl group. We choose ∆ := {α i |0 ≤ i < n} to be the set of the simple roots. Then Φ + = {ε j ± ε i , |1 ≤ i < j ≤ n} ∪ {ε i |1 ≤ i ≤ n} is the set of positive roots. For any 0 = α ∈ E, we write α > 0 if α = β∈∆ k β β with k β ≥ 0 for each β.
For any w ∈ W (B n ) and α ∈ ∆, it is well-known that (4.2)
where s w(α) is the reflection with respect to hyperplane which is orthogonal to w(α). Suppose that a) does not happen. It follows from Lemma 4.3 that
Suppose that b(3) = −3. We have that
which is b) as required.
It suffices to consider the case when b(3) < −3. In this case,
and b(α 2 ) = ±α 2 , which could imply that bs 2 = s 2 b. By Corollary 2.3, we get that
In a similar way, we have that
It follows from Corollary 2.3 that Without loss of generality, we can assume that(α, β) = (α i , α i+1 ), where 1 ≤ i < n − 1. Suppose that a) does not happen. There are only the following two possibilities: If b(4) = ±4, then by (4.7) we can deduce that b(j) = j for any j ≥ 5. It follows that
which is c) as required. It remains to consider the case when b(4) ≤ −5. In this case, b = s 3 ⋉ s 2 ⋉ s 1 ⋉ d with ρ(b) = ρ(d) + 3, which is b) as required. The proof is the same as the counterpart in Case 3 of Lemma 3.7. We complete the proof of the Lemma. 4.8. Remark. We consider reduce I * -expressions for involutions in the Weyl group of type B n . In this case, in addition to the basic braid I * -transformations given by Proposition 2.10, one clearly has to add the following (right ends) transformations:
where 1 ≤ i < n − 1, 0 ≤ j, k < n, |j − k| > 1. However, these are NOT all the basic braid I * -transformations for involutions in W (B n ) as what happened in the type D n case. In fact, one has to add a new basic braid I * -transformation in the case of type B n , see the last transformation in Definition 4.9, which is a new phenomenon for type B n . 4.9. Definition. By a basic braid I * -transformation, we mean one of the following transformations and their inverses:
, and all the sequences appearing above are reduced sequences. We define a braid I * -transformation to be the composition of a series of basic braid I * -transformations. 
Proof. This follows easily from Proposition 2.10 and Definition 4.9.
Using definition 4.9, we can now define (as in Definition 3.15) the simplified notations
4.11. Theorem. Let w ∈ I * . Then any two reduced I * -expressions for w can be transformed into each other through a series of basic braid I * -transformations.
Proof. We prove the theorem by induction on ρ(w). Suppose that the theorem holds for any w ∈ I * with ρ(w) ≤ k. Let w ∈ I * with ρ(w) = k + 1. Let (s i0 , s i1 , s i2 , · · · , s i k ) and (s j0 , s j1 , s j2 , · · · , s j k ) be two reduced I * -expressions for w ∈ I * . We need to prove that (4.12)
For simplicity, we set s = s i0 , t = s j0 . Let m be the order of st. We make four useful observations: Observation 1. If there exists some s α ∈ S such that (i 0 , . . . , i k ) ←→ (s α , . . . ) and (j 0 , . . . , j k ) ←→ (s α , . . . ), then it is clear (by induction hypothesis and definition) that
Observation 2. If m = 3, then we are in the situations of Cases 1,2,3,4,6 of Lemma 2.12. By Lemma 4.5 and Lemma 4.6, we claim that either (4.12) holds by Definition 4.9, or (i 0 , i 1 , · · · , i k ) ←→ (s α , . . . ) and (j 0 , j 1 , · · · , j k ) ←→ (s α , . . . ) for some s α ∈ S. In these cases, (4.12) follows from induction hypothesis.
In fact, our claim is easy to verify except in the case c) in Lemma 4.6. For this case, 
We set w 1 := s i1 ⋉ s i2 ⋉ · · · ⋉ s i k . Then w 1 = 1. {s i0 , s j0 } = {s i , s j }, where {0 ≤ i < j − 1 < n − 1}. Without loss of generality, we assume that s i0 = s i , s j0 = s j , where i < j − 1.
If j − i > 2, then as w 1 = 1, it is easy to see that (4.13) follows from Observation 1 and Observation 4.
It remains to consider the case when j = i + 2. By Observation 1 and Observation 4, we can only consider the subcase when w 1 = s i+1 ⋉ w 2 with ρ(w 1 ) = ρ(w 2 ) + 1. Note that s i ⋉ s i+1 = s i+2 ⋉ s i+1 . It follows that w 2 = 1. By the similar reason, we can further consider only the situation when i = 0 and w 2 = s 0 ⋉ w 3 with ρ(w 2 ) = ρ(w 3 ) + 1. Note that s 0 ⋉ s 1 ⋉ s 0 = s 2 ⋉ s 1 ⋉ s 0 . It follows that w 3 = 1. Applying Observation 1 and Observation 4, we can assume that w 3 = s 1 ⋉ w 4 with ρ(w 3 ) = ρ(w 4 ) + 1. However, in this case,
Applying the Observation 4 again, we can deduce that s 0 ⋉ s 1 ⋉ s 0 ⋉ s 1 ⋉ w 4 ←→ s 2 ⋉ s 1 ⋉ s 0 ⋉ s 1 ⋉ w 4 . As a result, (4.13) follows at once. This completes the proof of the theorem.
AN APPLICATION
The basic braid I * -transformations which we found in Definition 3.14, 4.9 and Theorem 3.17, 4.11 are very useful for analysing the Hecke module structures on the space spanned by involutions. The point is that it reduces the verification of Hecke defining relations to a finite doable calculations. In this section, we shall give an application of this observation to Lusztig's conjecture which is our original motivation. Proof. One can check directly that the elements list in the above two sets are distinguished left coset representatives of s 1 , s 2 , . . . , s n−1 in W (D n ). Moreover, it is a complete set by a counting argument (using the well-known fact that |W (D n )| = 2 n−1 |S n |). then we define θ σ,t := T sj t ; while if (T 2 T 3 − T 3 T 2 + uT 2 − uT 3 )Z 0 Y ∅ such that w ∈ s 1 s 2 s u S 4 , then we shall get that it is equal to
as required, where we have used (5.3) in the second equality. For the other three cosets, one can do some similar calculation. We leave the details to the readers. 2) We conjecture that for any Coxeter system (W, S) with S finite and any automorphism " * " as described in Section 1, there exists a finite many types of basic braid I * -transformations on the set of reduced I * -expressions for (twisted) involutions in W such that any two reduced I * -expressions of a fixed (twisted) involutions can be transformed into each other through a series of basic braid transformations.
We end this paper with the following result. Proof. By a result of Geck [3] , H(W ) is cellular with the involution given by the antiisomorphism "⋆". Let {m ij } be he cellular basis of H(W ). Then m ⋆ ij = m ji for each i, j.
We calculate the trace of anti-isomorphism "⋆" on H(W ) in two ways: one is with respect to the standard basis {T w } w∈W , where we get that Tr(⋆) = #{w ∈ W |w 2 = 1};
Another way is to do it with respect to the cellular basis {m ij }, where we get that
This proves that V ∈Irr(H) dim V = #{w ∈ W |w 2 = 1}.
