We establish fractional integral and derivative formulas by using Marichev-Saigo-Maeda operators involving the S-function. The results are expressed in terms of the generalized Gauss hypergeometric functions. Corresponding assertions in terms of Saigo, Erdélyi-Kober, Riemann-Liouville, and Weyl type of fractional integrals and derivatives are presented. Also we develop their composition formula by applying the Beta and Laplace transforms. Further, we point out also their relevance.
Introduction and Preliminaries
In recent times, the fractional calculus is the most fast growing subject of mathematical analysis. It is concern with applied mathematics that deals with integrals and derivatives of arbitrary orders. The fractional calculus operator linking diverse special functions has found substantial significance and applications in a variety of subfields of applicable mathematical analysis. Numerous applications of fractional calculus can be found in astrophysics, turbulence, nonlinear biological systems, fluid dynamics, stochastic dynamical system, plasma physics and nonlinear control theory, image processing, and quantum mechanics. Since last four decades, a number of workers like [1] [2] [3] [4] [5] [6] [7] [8] [9] so forth have studied, in depth, the properties, applications, and diverse extensions of a range of operators of fractional calculus. A comprehensive account of generalized fractional calculus operators along with their properties and applications can be found in [10] [11] [12] [13] and also the research monographs [14, 15] and so forth.
On relation of success of the Saigo operators [16, 17] , in their study on various function spaces and their application in the integral equation and differential equations, Saigo and Maeda [18] introduced the following generalized fractional integral and differential operators of any complex order with Appell function F 3 (.) in the kernel which is extension of Marichev [19] , as follows. 
= ( ) (
In (1) and (3), 3 (.) denotes Appell function [20] in two variables defined as 
Remark. The Appell function defined in above equation reduces to Gauss hypergeometric function 2 1 as given in the following relations:
3 ( , − , V, − V, ; , ) = 2 1 ( , V; ; + − ) ,
and 3 ( , 0, V, V , ; , ) = 2 1 ( , V; ; ) ,
and 3 (0, , V, V , ; , ) = 2 1 ( , V ; ; ) .
In view of the above reduction formula as given in (10) , the general fractional calculus operators reduce to the Saigo operators [16] defined as follows: ( 18) where 2 1 (.), a special case of the generalized hypergeometric function, is the Gauss hypergeometric function and the function ( ) is so constrained that the integrals in (13) and (15) converge.
If we take V = 0 in (13), (15) , (17) , and (18), we obtain the Erdélyi-Kober fractional integral and derivative operators [11, 21] , defined as follows:
and
When V = − , then operators in (13), (15) , (17) , and (18) give the Riemann-Liouville and the Weyl fractional integral and derivative operators [11, 22] are defined as follows:
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Power function formulas of the above discussed fractional operators are required for our present study as given in the following lemmas [16, 18, 23] . Lemma 1. Let , , V, V , , ∈ C, and > 0 be such that R( ) > 0, then the following formulas hold true:
Lemma 2. Let , V, , ∈ C, and > 0 be such that R( ) > 0, then the following formulas hold true:
Lemma 3. Let , , ∈ C, and > 0 be such that R( ) > 0, then the following formulas hold true:
Lemma 4. Let , ∈ C, and > 0 be such that R( ) > 0, then the following formulas hold true:
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S-Function
The S-function is defined by Saxena and Daiya [24] as , , , , ( , )
∈ R, , , , ∈ , R( ) > 0, ( = 1, 2, 3, . . . , ), ( = 1, 2, 3, . . . , ), R( ) > R( ), and < + 1. ThePochhammer symbol and -gamma function introduced by Diaz and Pariguan [25] are as follows:
and the relation with the classical Euler's gamma function is as follows:
where ∈ C, ∈ R, and ∈ N. For further details ofPochhammer symbol and -special functions one can refer to the papers by Romero et al. [26] .
Special Cases
(1) When = = 0 in (43), the S-function reduced to generalized -Mittag-Leffler function, defined by Saxena et al. [27] :
(2) When = = 1 the S-function reduced to generalized K-function, defined by Sharma [28] :
(49) (3) When = = = 1, the S-function reduced to generalized M-series defined by Sharma and Jain [29] :
Here, our aim is to establish composition formula of Marichev-Saigo-Maeda fractional integral and derivative operators of the product of S-function. The main formulas obtained here are represented in terms of the generalized Wright function ( ) defined for ∈ C, , ∈ C, and , ∈ R( , ̸ = 0; = 1, 2, . . . , ; = 1, 2, . . . , ) which is given by the series
where Γ( ) is the Euler gamma function and the function was introduced by Wright [30] and is known as generalized Wright function. Several theorems are on the asymptotic expansion of ( ) for all values of the argument , under the condition
For detailed study of various properties, generalization and application of Wright function, and generalized Wright function, we refer to, for instance, [30, 31] . For = = 1, (52) reduces to the generalized hypergeometric function (see [32] ).
Approach to Fractional Calculus
Throughout this paper, we assume that , , V, V , , , , , , ∈ C, ∈ R, , ∈ N, and > 0, such that R( ) > 0, Abstract and Applied Analysis 5 R( ) > R( ), and < + 1. Further, let the constants satisfy the condition , ∈ C, and , ∈ R ( , ̸ = 0; = 1, 2, . . . , ; = 1, 2, . . . , ), such that condition (53) is also satisfied.
Left-and Right-Sided Generalized Fractional
Integration of S-Function. In this section, we establish image formulas for the product of S-function involving left-and right-sided operators of Marichev-Saigo-Meada fractional integral operators (1) and (3), respectively, in terms of the generalized Wright function. These formulas are given by the following theorems.
of the product of S-function is given by
Proof. On using (43), writing the function in the series form, the left-hand side of (55) leads to
By interchanging the order of integration and summation, we reduce the right side of (57) to
By applying Lemma 1 (see (27) ) in (58), we get
By applying (44) and (45) in (60) we get
Interpreting the right-hand side of the above equation, in view of definition (52), we arrive at result (55).
Proof. The proof of Theorem 6 is a similar manner of Theorem 5.
Special
Cases. Now, we present some special cases of Theorems 5 and 6 given as follows. If we put = + V, = V = 0, V = − , = , then we obtain the relationship
which are defined in (13) and (15) as Saigo fractional integral operator.
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of the product of S-function is given by
.
(66)
,∞ of the product of S-function is given by
Further, if we set V = 0, in Corollaries 7 and 8, then Saigo fractional integrals reduce to the following Erdélyi-Kober type fractional integral operators.
0, of the product of Sfunction is given by
(68)
Further, if we set V = − , in Corollaries 9 and 10, then Saigo fractional integrals reduce to the Riemann-Liouville and the Weyl type fractional integral operators as the following results. 
(70)
If we put = 1, then the results in (55), (63), and (66) to (71) reduce to the following form.
of the S-function is given by
[ 1 , . . . , ; 1 , . . . , ;
−1 ]}) ( ) =
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−1 ]}) ( ) 
[ 1 , . . . , ; 1 , . . . , ; ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , ( 
Left-and Right-Sided Generalized
Proof. Using (43) we can rewrite left side of (80) as follows:
By interchanging the order of differentiation and summation, we reduce the right side of (82) to
By applying Lemma 1 (see (29) ) in (83), we obtain 
By applying (44) and (45) in (85), we get
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Interpreting the right-hand side of the above equation, in view of definition (52), we arrive at result (80).
of the product of S-function is given by
Proof. The proof of Theorem 22 is a similar manner of Theorem 21.
Special
Cases. Now, we present some special cases of Theorems 21 and 22 given as follows.
If we put = + V, = V = 0, V = − , = , then we obtain the relationship
which are defined in (17) and (18) as Saigo fractional derivative operator.
Corollary 23. Let R( ) > 0, R( ) > − min{0, R( + V + )}, then the generalized fractional differentiation
,V, 0, 
of the product of S-function is given by
Further, if we set V = 0, Corollaries 23 and 24 and then Saigo fractional differential formulas reduce to the following Erdélyi-Kober type fractional differential formulas. ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , ( ) , . . . , ( , ) , (1 − + , )
Further, if we set V = − , in Corollaries 9 and 10 then Saigo fractional derivative formulas reduce to the RiemannLiouville and the Weyl type fractional derivative formulas as the following results. ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , ( given by ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , ( 
If we put = 1, then the results in (80), (88), and (91) to (96) reduce to the following form. given by
Corollary 36. Let R( ) < 1 + R( ), then the generalized fractional differentiation ,∞ of the S-function is given by
Integral Transform Formulas of the Product of S-Function
In this section, we establish some theorems involving the results obtained in previous sections pertaining with the integral transform as like the Beta transform and the Laplace transform.
Beta Transform.
The Beta transform [33] of the function ( ) is defined as
Theorem 37. Let , , V, V , , , , , , ∈ C, ∈ R, , ∈ N, R( ) > R( ), > 0, and < + 1, where ( = 1, . . . , ), such that R( ) > 0, R( ) > max{0, R( + + V − ), R( − V )}, then the following fractional integral holds true: ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , (
( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , (
Proof. On using (105), the left-hand side of (106) leads to
Using definition of Beta transform right side of (107) becomes
By interchanging the order of integration and summation we reduce the right side of (109) to
By applying definition of Beta transform in (111), we get
and using (44) and (45) in (113) we get
Interpreting the right-hand side of the above equation, in view of definition (52), we arrive at result (106).
Theorem 38. Let , , V, V , , , , , , ∈ C, ∈ R, , ∈ N, R( ) > R( ), > 0, and < + 1, ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , ( 
Proof. The proof of Theorem 38 is a similar manner of Theorem 37.
Theorem 39. Let , , V, V , , , , , , ∈ C, ∈ R, , ∈ N, R( ) > R( ), > 0, and ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , ( . . .
Proof. On using (105), the left-hand side of (117) leads to
Using definition of Beta transform right side of (118) becomes
By interchanging the order of integration and summation we reduce the right side of (120) to
By applying definition of Beta transform in (122), we get 
and using (44) and (45) in (124) we get
Interpreting the right-hand side of the above equation, in view of definition (52), we arrive at result (117).
Theorem 40. Let , , V, V , , , , , , ∈ C, ∈ R, , ∈ N, R( ) > R( ), > 0, and < + 1, 
Proof. The proof of Theorem 40 is a similar manner of Theorem 39.
Laplace Transform.
The Laplace transform [33, 34] of ( ) is defined as
Theorem 41. Let , , V, V , , , , , , ∈ C, ∈ R, , ∈ N, R( ) > R( ), > 0, and < + 1, where ( = 1, . . . , ), such that R( ) > 0, R( ) > max{0, R( + + V − ), R( − V )}, then the following fractional integral holds true:
[ 1 , . . . , ; 1 , . . . , ; ]}) ( )) = ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , ( 
Proof. In order to prove (128), we use (127) as 
By interchanging the order of integration and summation and little simplification, we have
By applying (44) and (45) in (132) we get
Interpreting the right-hand side of the above equation, in view of definition (52), we arrive at result (128).
Theorem 42. Let , , V, V , , , , , , ∈ C, ∈ R, , ∈ N, R( ) > R( ), > 0, and < + 1, where ( 11 , 1) . . . ( 1 , 1) , . . . , ( 1 , 1) . . . ( , 1) , ( 
Proof. In order to prove (136), we use (127) as 
After a little simplification and using (44) and (45), we obtain 
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