Abstract. In the previous article ([S]), we proved that slope stability of a holomorphic vector bundle E over a polarized manifold (X, L) implies Chow stability of (PE 
Introduction
In [S] , we prove that if a holomorphic vector bundle E over a polarized algebraic manifold (X, L) is Mumford stable and if (X, L) admits a constant scalar curvature metric and has discrete automorphism group, then (PE * , O PE * (1) ⊗ π * L k ) is Chow stable for k ≫ 0. The goal of this article is to generalize this result for the polarizations (PE * , O PE * (d) ⊗ π * L k ) for positive integer d and k ≫ 0. More precisely, Theorem 1.1. Suppose that Aut(X) is discrete and X admits a constant scalar curvature Kähler metric in the class of 2πc 1 (L) . Let d be a positive integer. If E is Mumford stable, then
is Chow stable for k ≫ 0.
The proof of the Theorem for general d as opposed to d = 1 needs a new result for the asymptotic expansion of the Bergman kernel.
In order to prove Thm. 1.1 we use the concept of balanced metrics. Combining the results of Luo, Phong, Sturm and Zhang ([L] , [PS1] , [Zh] ) on the relation between balanced metrics and stability, it suffices to prove the following The balanced condition may be formulated in terms of Bergman kernels. First, we show that there exists an asymptotic expansion for the Bergman kernel of (PE
. Fix a Kähler form ω on X and a positive hermitian metric σ on L such that i∂∂ log σ = ω. For any positive hermitian metric g on O PE * (d), we define the sequence of volume forms dµ g,k on PE * as follows where ω g = i∂∂ log g. Let ρ k (g, ω) be the Bergman kernel of H 0 (PE
). We prove the following theorem. (1) There exist smooth endomorphisms A i (h, ω) ∈ Γ(X, End(Sym d E)) such that the following asymptotic expansion holds as k −→ ∞,
(2) In particular constant K a,p,ω,h such that
Moreover the expansion is uniform in the sense that there exists a positive integer s such that if h and ω run in a bounded family in C s topology and ω is bounded from below, then the constants K a,p,ω,h are bounded by a constant depending only on a and p.
Finding balanced metrics on O PE * (d) ⊗ π * L k is basically the same as finding solutions to the equations ρ k (g, ω) = Constant. Therefore in order to prove Thm. 1.2, we need to solve the equations ρ k (g, ω) = Constant for k ≫ 0. Now if h satisfies the Hermitian-Einstein equation Λ ω F (E,h) = µI E , then Sym d h satisfies a Hermitian-Einstein equation as well. Therefore if ω has constant scalar curvature and h satisfies the Hermitian-Einstein equation, then A 1 (h, ω) is constant. Notice that in order to make A 1 constant, existence of Hermitian-Einstein metric is not enough. We need the existence of constant scalar curvature Kähler metric as well. Therefore if we know that the linearization of A 1 at (h HE , ω CSK ) is surjective, we could construct formal solutions as power series in k −1 for the equation ρ k (g, ω) = Constant. Unfortunately the linearization of A 1 at (h HE , ω CSK ) is only onto the subspace of hermitian endomorphisms of Sym d E that are induced from endomorphisms of E. In order to overcome this issue, we generalize Theorem 1.3 to metrics of the form Sym d h(I + k −1 Φ), where h is a metric on E and Φ is a hermitian endomorphism of Sym d E . Let g and g k (Φ) be the Fubini-Study metrics on O PE * (d) induced by Sym d h and
, where 
where g is the Fubini-Study metric on O PE * (d) induced by the hermitian metric h. Moreover, (1) There exist smooth endomorphisms A i (h, ω.Φ) ∈ Γ(X, End(Sym d E)) such that the following asymptotic expansion holds as k −→ ∞,
where 
Moreover the expansion is uniform in the sense that there exists a positive integer s such that if h, ω and Φ run in a bounded family in C s topology and ω and h are bounded from below, then the constants K a,p,ω,h,Φ are bounded by a constant depending only on a and p.
Next, the crucial fact is that the linearization of A 1 at (h, ω, I Sym d E ) is surjective. This enables us to construct formal solutions as power series in k −1 for the equation ρ k (g, ω) = Constant. Therefore, for any positive integer q, we can construct a sequence of metrics
, and s [S, Theorem 4.6 .] implies that we can perturb these almost balanced metrics to get balanced metrics.
This article covers the following. In section 2, we review some basics about symmetric powers. In section 3, we prove the existence of an asymptotic expansions of Bergman kernels for (PE
We prove Theorem 1.3 and Theorem 1.4 in this section. Section 4 is devoted to construction of sequences of almost balanced metrics on
In section 5, we prove Theorem 3.1 and Theorem 3.7 which guarantee that the asymptotic expansions obtained in Theorem 1.3 and Theorem 1.4 hold in C ∞ . We refer the reader to [S] for a history on the subject and related results.
Preliminaries
Let V be a complex vector space of dimension r. We define
for any σ ∈ S d . We simply denote the class of
Any hermitian inner product h on V defines a hermitian inner product Sym 
where i 1 , . . . , i r , j 1 , . . . , j r are integers such that 0 ≤ i α , j α ≤ d and
where w is the unique vector in Sym
There is a natural isomorphism between Sym 
and therefore it is a well-defined section of O PV * (d). For any hermitian inner product H on Sym
Note that originally H is a hermitian inner product on Sym
However, the hermitian inner product H induces a hermitian inner product on Sym d V * which we denote it by H as well. In particular
The following lemma is straightforward.
Lemma 2.2. For any hermitian inner product h on V , we havê
Lemma 2.3. There exists a constant C r,d such that for any v, w ∈ Sym d V and any hermitian inner product h on V ,
where ωĥ = i∂∂ logĥ. The constant C r,d is given by the following formula 
On the other hand
Therefore H is a balanced metric on (PV * , O PV * (d)). It concludes the proof since balanced metrics on (PV
There is a canonical representation of Sym
where A ∈ GL(V ) and v 1 , . . . , v d ∈ V . This induces a Lie algebra homomorphism
for any A ∈ End(V ). Suppose that the vector space V is equipped with a hermitian inner product. Then the Lie algebra homomorphism S d maps hermitian endomorphisms to hermitian endomorphisms. More precisely, we have the following.
Lemma 2.4. Let h be a hermitian inner product on V . We denote the space of hermitian endomorphisms of V with respect to h by End h (V ) and the space of hermitian endomorphisms of Sym
Let E be a holomorphic vector bundle over a Kähler manifold (X, ω) and h be a hermitian metric on E. Then straightforward computation shows that
Asymptotic Expansion
The goal of this section is to give an asymptotic expansion for the Bergman kernel of (PE
. Let (X, ω) be a Kähler manifold of dimension m and E be a holomorphic vector bundle on X of rank r. Let L be an ample line bundle on X endowed with a hermitian metric σ such that i∂∂ log σ = ω. For any hermitian metric h on E , we define the volume form
where g = Sym d h = h ⊗d , ω g = i∂∂ log g = di∂∂ log h and π : PE * → X is the projection map. The goal is to find an asymptotic expansion for the Bergman kernel of
We define the L 2 -metric using the fibre metric g ⊗ σ ⊗k and the volume form dµ g,k defined as follows
In order to do that, we reduce the problem to the problem of Bergman kernel asymptotics on Sym
The first step is to use the volume form dµ g which is a product volume form instead of the more complicated one dµ g,k . So, we replace the volume form dµ g,k with dµ g and the fibre metric
In order to do this we somehow push forward the metric g(k) to get a metric g(k) on Sym d E (See Definition 3.2). Then we can apply the result on the asymptotics of the Bergman kernel on Sym d E. The last step is to use this to get the result.
If h and ω vary in bounded family, then Ψ j 's vary in a bounded family. More precisely, we have the following Theorem 3.1. Let ν 0 be a fixed Kähler form on X and h 0 be a fixed hermitian metric on E. For any positive numbers l and l ′ and any positive integer p, there exists a positive number C l,l ′ ,p such that if
We prove Theorem 3.1 in Section 5.
Lemma 3.2. We have the following
Proof. Fix a point p ∈ X. Let e 1 , ..., e r be a local holomorphic frame for E around p such that
For simplicity, we assume that
Let λ 1 , ..., λ r be the homogeneous coordinates on the fibre. At the fixed point p, we have
Therefore,
Hence,
The following lemmas are straightforward.
i.e. for any x ∈ X and s, t ∈ Sym d E x , we have
Therefore (3.1), (3.3) and (3.7) imply that
We define B k (h, ω) as follows:
). Hence Lemma 3.4 implies that
Now, in order to conclude the proof, it suffices to show that there exist smooth endomorphisms
). A fundamental result on the asymptotics of the Bergman kernel ( [C] , [Z] , [Lu] , [W] ) states that there exists an asymptotic expansion
where [BBS] .) Moreover this expansion holds uniformly for any h in a bounded family. Therefore, we can Taylor expand the coefficients
Note that B 1 (Sym d h) in the above expansion does not depend on Φ i 's and is given as before by
We have
Notice that Theorem 3.1 implies that if h and ω vary in a bounded family and ω is bounded from below, then Ψ 1 , .., Ψ m vary in a bounded family. Therefore the asymptotic expansion that we obtained for B k (h, ω) is uniform as long as h and ω vary in a bounded family and ω is bounded from below.
Suppose that E admits a Hermitian-Einstein metric h HE and (X, L) admits a constant scalar curvature Kähler metric ω CSCK . If the linearization of A 1 at (h HE , ω CSCK ) were surjective, then we would be able to construct sequences of almost balanced metrics. The problem is that the image of the linearization of A 1 consists only those endomorphisms of Sym d E that are induced from endomorphisms of E. Therefore we need to generalize Theorem 1.3 .
Let Φ ∈ Γ(End(Sym d E)) be hermitian with respect to Sym d h. As before, let g be the Fubini-Study metric on O PE * (d) induced by the hermitian metric h. Define hermitian metrics (3.13)
Thus,
We define the volume forms dµ g,Φ,k on PE * as follows
For any smooth function F ∈ C ∞ (PE * ), define
Therefore (3.3), (3.15) and (3.16) imply that
for any x ∈ X and s, t ∈ Sym
We will use the following Lemmas in the proof of Corollary 3.9.
Lemma 3.5. For any Φ ∈ Γ(End(Sym d E)) hermitian with respect to Sym d h, we have T r(T Φ) = T r(Φ).
Proof. Let e 1 , . . . e r be an orthonormal local frame for E with respect to h and E I be the corresponding orthonormal local frame for Sym d E with respect to Sym d h. We have
On the other hand, (3.14) implies that
Lemma 3.6. For any ϕ ∈ Γ(End(E)), we have
Proof. The equations (3.15) and (3.16) imply that
Lemma 2.3 and (3.19) imply that
On the other hand, Lemma 2.3 implies that
if and only if there exists ϕ ∈ Γ(End(E)) such that Φ = S d ϕ. This concludes the proof.
Definition 3.4. Let h be a hermitian metric on E and Φ ∈ Γ(End(Sym d E)) be hermitian with respect to Sym d h. We define
where g = Sym d h.
In order to prove Theorem 1.4, we need to find an asymptotic expansion for the Bergman kernel ρ k (g, ω, Φ) :
, dµ g ) are the same. Therefore we can replace the complicated volume form dµ g,k,Φ by the product volume form dµ g and the fibre metric
to get a metric h(k, Φ) on Sym d E (See Definition 3.5). In order to conclude the theorem, we apply the result on the asymptotics of the Bergman kernel on Sym d E to the metric h(k, Φ).
Definition 3.5. We define the hermitian metric h(k, Φ) on Sym d E as follows:
If h, ω and Φ vary in a bounded family, then the metrics h(k, Φ) vary in a bounded family. More precisely, we have the following. 
We prove Theorem 3.7 in Section 5.
Proof of Theorem 1.4. Recall that
Therefore (3.6), (3.7), (3.18) and (3.19) imply that
Let s 1 , ...., s N be the corresponding basis for
s N is an orthonormal basis for
and therefore Lemma 3.4 implies that
In order to conclude the proof, it suffices to show that there exist smooth endomorphisms
The same argument as in the proof of Theorem 1.3 implies that there exist smooth endomorphisms B i ∈ Γ(X, End(Sym d E)) such that
where the first coefficient B i is given by
Hence (3.12) imply that
Notice that Theorem 3.7 implies that if h, Φ and ω vary in a bounded family and ω, h are bounded from below, then the metrics h(k, Φ) vary in a bounded family. Thus the asymptotic expansion that we obtained for B k (h, ω, Φ) is uniform as long as h, Φ and ω vary in a bounded family and ω and h are bounded from below.
Proposition 3.8. Suppose that ω ∞ ∈ 2πc 1 (L) be a Kähler form with constant scalar curvature and h HE be a Hermitian-Einstein metric on E, i.e. Λ ω∞ F (E,h HE ) = µI E , where µ is the ω ∞ −slope of the bundle E. We have 
. Therefore, we have
Differentiating with respect to t at t = 0, we obtain
On the other hand (cf. [D, pp. 515, 516] .)
Corollary 3.9. Suppose that Aut(X, L)/C * is discrete and E is stable. Then the map
is surjective, where
the space of smooth hermitian (with respect to Sym
Proof. In this proof we let F = F (E,h HE ) and Λ = Λ ω∞ . Define the bundle map T :
). Therefore ker( T ) and Im( T ) are smooth subbundles of End(Sym d E) and as smooth bundles, we have
We know that the map
* is discrete (cf. [D, pp. 515, 516] ). Thus, we can find
. Note that Lemma 3.5 and (3.24) imply that
The map
is surjective since E is simple (cf. [K] ). Therefore, there exists ϕ 0 ∈ Γ(End(E)) such that
This together with (3.24) imply that
Note that tr i 2π
Constructing Almost Balanced Metrics
Let σ ∞ be a hermitian metric on L such that ω ∞ = i∂∂ log σ ∞ is a Kähler form with constant scalar curvature. Let h HE be the corresponding Hermitian-Einstein metric on E, i.e.
where µ is the slope of the bundle E. Define
After tensoring by high power of L, we can assume without loss of generality that ω 0 is a Kähler form on PE * . We fix an integer a ≥ 4. In order to prove the following, we use ideas introduced by Donaldson in ( [D, Theorem 26 
where
Proof. The error term in the asymptotic expansion is uniformly bounded in C a+2 for all h, Φ and ω varying in a bounded family. Therefore there exists a positive integer s depends only on p and q such that
where A p,j are homogeneous polynomials of degree j , depending on h and ω, in ϕ , η and Φ and its covariant derivatives. Let ϕ 1 , . . . , ϕ q be smooth endomorphisms of E, Φ 1 , . . . , Φ q be smooth endomorphisms of Sym d E and η 1 , . . . , η q be smooth functions on X. We have
where b p,j 's are multi linear expression on ϕ i , Φ i 's and η i 's. Hence
We need to choose ϕ j , Φ j and η j such that coefficients of k m , ...k m−q in the right hand side of (4.5) are constant. Donaldson's key observation is that η p , ϕ p and Φ p only appear in the coefficient of k m−p in the form of A 1,1 (ϕ p , η p , Φ p ). Hence, we can do this inductively. Assume that we choose η 1 , η 2 , . . . , η p−1 , ϕ 1 , ϕ 2 , . . . , ϕ p−1 and Φ 1 , Φ 2 , . . . , Φ p−1 so that the coefficients of k m , ...k m−p+1 are constant. Now we need to choose η p , ϕ p and Φ p such that the coefficient of k m−p is constant. This means that we need to solve the equation
, for ϕ p , Φ p , η p and the constant c p . In this equation P p−1 is determined by ϕ 1 , . . . , ϕ p−1 Φ 1 , . . . , Φ p−1 and η 1 , . . . , η p−1 . Corollary 3.9 implies that we can always solve the equation (4.6).
Corollary 4.2. For any positive integer q, there exist hermitian metrics
where ω g k,q = i∂∂ log g k,q , ω 0 is defined by (4.1) and ω ∞ is the constant scalar curvature Kähler metric in the class of 2πc 1 (L).
) and g k,q = H k,q . Lemma 3.4 and Theorem 4.1 imply that
It concludes the first part of corollary, since H k,q is bounded and
For the second part, define ω 0 = ω 0 + kω ∞ and g .f. (3.13) ). Now (3.14) implies that
Therefore (3.15) shows that
Hence
Notice that by definition, we have
5. Proof of Theorem 3.1 and 3.7
The goal of this section is to prove theorem 3.1 and Theorem 3.7. In this section, we fix a background metric h 0 on E and a Kähler form ν 0 on X. We denote the chern connections on E and Sym d E with respect to h 0 and Sym d h 0 by ∇. All norms are with respect to h 0 , Sym d h 0 and ν 0 . In this section we use the multi-index notation as follows:
For a multi-index I = (i 1 , . . . , i r ), define |I| = i 1 + · · · + i r and λ I = λ Definition 5.1. A smooth function f on PE * is called homogenous of order k with respect to the hermitian metric h if there exists a local holomorphic frame e = (e 1 , . . . , e r ) on E and smooth functions f IJ on X such that
where λ 1 , . . . λ r are the homogenous coordinates on the fibres with respect to the local frame e. We define ||f || p,e,h = max I,J ||F IJ || c p
From now on, let h be a hermitian metric on E and g = Sym d h be the induced metric on O PE * (d). The smooth functions f 1 , . . . f m on PE * and smooth hermitian endomorphisms Ψ 1 , . . . Ψ m of Sym d E are defined in section 3 (See (3.3) and (3.7)) The first step to prove Theorem 3.1 is to estimate ||f 1 || p,e,h , . . . ||f m || p,e,h . We establish such an estimate in Proposition 5.3. The second step is to find an upper bound for ||Ψ i || p,e in terms of ||f i || p,e . This is the content of Theorem 5.4.
The following lemma is straightforward since X is compact.
Lemma 5.1. For any x ∈ X, there exists a holomorphic local frame e 1 , . . . , e r on E around x such that 
where ∇ is the connection defined with respect to ν 0 .
Proposition 5.3. For any 1 ≤ j ≤ m, the function f j is homogenous of order j with respect to h ( For definition of f j , see (3.3)).
Moreover there exists a constant C depends only on p and m such that for any local holomorphic frame e = (e 1 , . . . e r ) satisfying (5.1), we have
Proof. Let e 1 , ..., e r be a local holomorphic frame for E around p. Define h ij = e i , e j h and i 2π
F h = (ω ij ). Let λ 1 , ..., λ r be the homogeneous coordinates on the fibre. We have
The definition of f m−j gives
There exists a constant C depends only on p and m such that
Thus
Now we can conclude the lemma by induction on p.
Proof of Thm. 3.1. applying Proposition 5.3 and Theorem 5.4, we have
This concludes the proof.
Let Φ ∈ Γ(End(Sym d E)) be hermitian with respect to Sym d h. As in section 3, we can define hermitian metrics h t (Φ) = Sym d h(I + tΦ) and
In the rest of this section C denotes a constant depends only on p, d, m, r, ν 0 and h 0 that might change from line to line.
Lemma 5.7. There exists a constant C depends only on p, d, m, r, ν 0 and h 0 such that
Proof. A straightforward computation Shows that
Let e 1 , . . . e r be a holomorphic local frame for E satisfying (5.1). Suppose that Φe
This concludes the proof since 
There exists a constant C depends only on p, d, m, r, ν 0 and h 0 such that
Proof. Let e 1 , . . . e r be a holomorphic local frame for E satisfying (5.1). Then
Proof of Theorem 3.7. In this proof C l,l ′ denotes a constant depends only on p, d, m, r, l, l ′ ν 0 and h 0 that might change from line to line. Lemma 5.7 implies that
as long as k ≫ l. Hence
This implies that dµ g,k,Φ − dµ g,k dµ g,k
Note that dµ g,k dµ g C p ∼ 1 for k ≫ 0. Now, applying Lemma 5.8 to the functions χ 1 = dµ g,k dµg
and χ 2 = dµ g,k,Φ dµ g,k g k (Φ) g , we get
Proof of the main theorem
In this section, we prove Thm. 1.2. In order to do that, we want to apply [S, Theorem 4.6.] . Hence, we need to construct a sequence of almost balanced metrics on PE * , O PE * (d) ⊗ L ⊗k . In order to apply [S, Theorem 4.6 .], we also need the following. 
admits balanced metric for k ≫ 0. Fix a positive integer q. From now on we drop all indexes q for simplicity. Let ω ∞ be a constant scalar curvature Kähler metric on X and σ ∞ be a hermitian metric on L such that i∂∂ log σ ∞ = ω ∞ . Define σ k = σ ∞ e q j=1 k −j η j , where η j 's are given by Thm. 4.1. Therefore i∂∂ log σ k = ν k,q . For the rest of the proof, we denote ν k,q by ν k . Let t 1 , ..., t N be an orthonormal basis for
(ωg k +kν k ) m+r−1 (m+r−1)! ). Thus, Cor. 4.2 implies
⊗k k = 1. This implies that the metric g ′ k is the Fubini-Study metric on O PE * (d) ⊗ L k induced by the embedding ι t : PE * → P N −1 , where t = (t 1 , ..., t N ). We prove that this sequence of embedding is almost balanced of order q, i.e is diagonal. Thus
On the other hand, Hence ||f k (1 + ǫ k ) −1 − 1|| ≤ C ′ k −q−1 . Therefore ||M (k) || op = O(k −q−1 ). Prop. 6.1 implies that PE * has no nontrivial holomorphic vector fields. On the other hand || log(g k ⊗ σ ⊗k k ) − log( h HE ⊗ σ ⊗k ∞ )|| C a+2 ( ω 0 ) = O(1). Therefore, applying [S, Theorem 4.6.] and (4.7) conclude the proof.
