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Abstract
A renewal process is called ordinary if its inter-renewal times are strictly positive. S.M.
Samuels proved in 1974 that if the superposition of two ordinary renewal processes is an ordinary
renewal process, then all processes are Poisson. This result is generalized here to the case of
processes whose inter-renewal times may be zero. We show that, besides the Poisson processes,
there are two pairs of binomial-like processes whose superposition is a renewal process. A
new proof of Samuels’s theorem is included, which, unlike the original, does not require the
renewal theorem. If the two processes are assumed identical, then a very simple proof is possible.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let X1; X2; : : : and Y1; Y2; : : : be independent sequences of non-negative i.i.d. random
variables with distribution functions F and G, respectively. We write the renewal pro-
cesses associated with these sequences as
X =
(
nX
i=1
Xi
)
n>1
; Y =
(
nX
i=1
Yi
)
n>1
:
The inter-renewal times X1; X2; : : : ; Y1; Y2; : : : are usually assumed strictly positive, and
in that case X and Y are also called ordinary renewal processes; but here we
allow the variables to be zero | though not degenerate at zero | and therefore
consider processes which possibly have multiple renewals, a multiple renewal occurring
whenever one or more inter-renewal times equal zero.
The superposition of the two (independent) processes, X [ Y , is dened as the
union of X and Y ordered increasingly.
It is not generally true that X [ Y is also a renewal process; that is, it is not
generally true that
X [ Y =
(
nX
i=1
Zi
)
n>1
0304-4149/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(99)00095 -2
218 J.A. Ferreira / Stochastic Processes and their Applications 86 (2000) 217{230
for some sequence of independent variables Z1; Z2; : : : with a common distribution func-
tion H , and in fact Samuels (1974) showed that this property holds exclusively for
Poisson processes among ordinary renewal processes: For the superposition of two
ordinary renewal processes to be an ordinary renewal process it is necessary that
both are Poisson; in which case the superposition is also Poisson.
We give here an extended version of Samuels’s result which includes the case of
processes with multiple renewals, thus characterizing also binomial-like processes |
renewal processes with geometric-like or degenerate inter-renewal distributions. Our
work also includes a new proof of Samuels’s theorem, which, unlike the original,
is not based on the key renewal; though lengthy, the new proof can be considered
elementary, in the sense that only standard probability and real analysis arguments
are used.
Previous work in this area has been reviewed by Cinlar (1972). Among the rst
published articles is that of McFadden and Weissblum (1963), who showed that the
superposition of two stationary renewal processes having inter-renewals of nite vari-
ance is a stationary renewal process only if all processes are Poisson. By imposing
extra conditions (such as the existence of continuous densities for the inter-renewals),
Mecke (1967) generalized this result in two ways: rst, by letting one of the processes
in the superposition to be any stationary point process (not necessarily renewal); sec-
ond, by considering the superposition of an arbitrary number of stationary renewal
processes. Finally, Mecke (1969) also showed that the McFadden{Weissblum result
holds without the restriction on the variances; see Daley and Vere-Jones (1988) for a
simple proof of the result.
Posterior work includes articles by Daley (1973), and Ito (1978, 1980). Daley shows,
with reference to Mecke’s (1967) generalization just mentioned, that one may have the
superposition of a Poisson process and an (independent) alternating renewal process to
be a stationary renewal process (which necessarily is not Poisson). Ito is concerned with
the superposition of more than two stationary processes, and not necessarily renewal.
These and other results deal in fact with stationary renewal processes, and naturally
their proofs are mainly based on point process theory. Samuels’s approach is based on
renewal theory proper, rather than on point processes.
Before stating and proving the extended result, let us rst write down the main
equations implied in the assumptions of the theorem. This will help us to distinguish
the ordinary case from the multiple renewal case, and will also facilitate the presentation
of the proof later.
For any distribution function F we write as usual F=1−F , and denote by supp(F)
the set of support points (or points of increase) of F ; also, we dene the right endpoint
of F by x+F = supfx: F(x)< 1g.
The hypothesis of the theorem is that the inter-renewal times Z1; Z2; : : : of the super-
position are independent and have the same distribution function H . In particular, the
rst two inter-renewal times of X [ Y , which take the form
Z1 = minfX1; Y1g; Z2 = minfjX1 − Y j; X2I [X1<Y1] + Y2I [Y1<X1]g; (1)
are independent and have distribution function H .
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Since the form of the rst inter-renewal time determines H through H = F G, the
condition of independence and equality in distribution of Z1 and Z2 translates to
P[Z1>u; Z2>v] = F(u) G(u) F(v) G(v); u; v 2 R: (2)
It is convenient to separate the cases v>0 and v< 0 when unfolding condition (2).
For v>0,
P[Z1>u; Z2>v] =P[Y1>u; X1 − Y1>v; Y2>v]
+P[X1>u; Y1 − X1>v; X2>v]
=
Z +1
u
F(x + v) dG(x) G(v)+
Z +1
u
G(x + v) dF(x) F(v); u 2 R;
so that (2) readsZ +1
u
F(x + v) dG(x) G(v) +
Z +1
u
G(x + v) dF(x) F(v) = F(u) G(u) F(v) G(v);
(3)
u 2 R; v>0. For v< 0, (2) becomesZ +1
u
F(x) dG(x)+
Z +1
u
G(x) dF(x)+
Z +1
u
[G(x)− G(x−)] dF(x) = F(u) G(u);
(4)
u 2 R, which is just the general formula for integration by parts and also holds with
F and G interchanged. Using (3) and (4) we may writeZ u+h
u−h
F(x + v) dG(x) G(v) +
Z u+h
u−h
G(x + v) dF(x) F(v)
= F(v) G(v)[ F(u− h) G(u− h)− F(u+ h) G(u+ h)]; v>0; h> 0; u 2 R;
(5)
and Z u+h
u−h
F(x) dG(x) +
Z u+h
u−h
G(x) dF(x) +
Z u+h
u−h
[G(x)− G(x−)] dF(x)
= F(u− h) G(u− h)− F(u+ h) G(u+ h); h> 0; u 2 R: (6)
Formula (5) is equivalent to the independence of the rst two renewals of the super-
position process and will be used throughout the proof together with (6); however,
it will not suce for establishing the result | the other renewals will have to be
considered too.
Assume one of the processes, say X , has multiple renewals, i.e., that F(0)=p< 1.
Then we must have G(0) = 1: Putting u= 0 in (5) and letting h # 0, we get
F(v) G(v) (1− q) + F(v) G(v) (1− p) = F(v) G(v) (1− pq); v>0;
where q= G(0); but this implies (1−p)(1−q)=0, which can only happen when q=1.
Thus if one of the processes has multiple renewals | in which case the superposition
also has multiple renewals | the other has not. On the other hand, if none of X and
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Y has multiple renewals, H cannot have a saltus at the origin, so that the superposition
has no multiple renewals too.
We therefore need to consider only two cases: (i) F(0) = p< 1; G(0) = 1; (ii)
F(0) = G(0) = 1. The latter corresponds to Samuels’s theorem; the former to its
extension. Both statement and proof of the result separate the two situations.
Theorem. Let X and Y be two independent renewal processes with inter-renewal
distributions F and G; respectively. The superposition X [Y of the two processes
is a renewal process if and only if one of the following situations holds.
(i) One of the two processes has multiple renewals; in which case the other has
not; and then F and G are concentrated on a semi-lattice f0; ; 2; : : :g; and belong
to one of the next families of distributions:
 F(x) = 1− p
[x=]+1; x>0; 0<p< 1;
G degenerate at ;
 F(x) = 1− p
[x=]+1;
G(x) = 1− q[x=]; x>0; 0<p; q< 1;
or the same with F and G interchanged.
(ii) None has multiple renewals; and then F and G are exponential; and hence
X; Y and X [ Y are Poisson processes.
The renewal functions associated with X; Y; X[Y will be denoted by m1; m2; m;
and their Laplace{Stieltjes transforms by m1 ; m

2 ; m
. If X [Y =Z = fni=1Zign>1,
then m1 + m2 = m, and, as seen above, m corresponds to a renewal process with
inter-renewal distribution function H =1− F G. We will make use of Laplace{Stieltjes
transforms, in particular of the well-known relation between m1 and F
, the Laplace{
Stieltjes transform of F , namely m1 = F
=(1− F).
In case (i) of the theorem, the renewal functions are m1(t) = (1 − p)p−1([t=] +
1); m2(t) = [t=] (t>0) (rst family of distributions), and m1(t) = (1− p)p−1([t=] +
1); m2(T ) = (1− q)[t=] (t>0) (second family of distributions); in case (ii), m1(t) =
F 0(0+)t, and m2(t) = G0(0+)t (t>0).
Note that none of the pairs in case (i) is closed under superposition.
We give the proof of the extension in Section 2, and the proof of Samuels’s theorem
in Section 3. The suciency in case (ii) is well known, and therefore only in case (i)
the proof of suciency will be given. We conclude with some remarks, including a
very easy proof of the well-known case F = G, in Section 4.
2. Proof of the extension
Necessity: This corresponds to the case F(0) = p< 1; G(0) = 1. When v = 0, (5)
reduces toZ u+h
u−h
F(x) dG(x)p−1+
Z u+h
u−h
G(x) dF(x)= F(u−h) G(u− h)− F(u+h) G(u+h);
(7)
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u 2 R; h> 0. Because p−1> 1, it follows that, unless every (nite) u6x+F such that
u 2 supp(G) is a discontinuity point of F and G, (7) stands in contradiction with the
formula for integration by parts (Eq. (6)); that is, if u 2 [0; x+F ] \ supp(G) then u is
a discontinuity point of both F and G, and hence u 2 supp(F) too. A consequence of
this is that the sets [0; x+F ]\ supp(G) and supp(F)\ supp(G) are identical. Combining
(6) and (7) we getZ u+h
u−h
F(x) dG(x) =
p
1− p
Z u+h
u−h
[ F(x−)− F(x)] dG(x);
and hence
F(u) = p F(u−) (8)
for u 2 supp(F)\ supp(G). Eqs. (5) and (8) and the fact that u6x+F ; u 2 supp(G))
u 2 supp(F) are crucial; but in order to progress we also need information about the
supports of F and G:
(a) The set supp(F) \ supp(G) = [0; x+F ] \ supp(G) is not empty.
For suppose [0; x+F ] \ supp(G) = ;. Then x 2 supp(G) implies x>x+F , and the
superposition process has inter-renewal distribution H = F . From this it follows that
X [Y=dX 0 for a copy of X 0 of X , which in terms of renewal functions implies
m1(t) + m2(t) = m(t) for all t>0, hence m2(t) = 0 for all t>0, which is impossible
unless G is concentrated at innity, a hypothesis obviously excluded.
Consequently, inf [supp(F) \ supp(G)]<1.
(b) The set supp(F)\ supp(G) = [0; x+F ]\ supp(G) is not dense in any right neigh-
bourhood of 0:
For suppose it is. Then we can choose a positive <x+F and an innite sequence
fxng in supp(F)\ supp(G) such that 0<x1<x2<    and xn < <x+F for all n. By
repeated application of (8) we nd that
F()6 F(xn) = p F(xn−)6p F(xn−1)6p2 F(xn−1−)6   6pn−1 F(x1)6pn
for all n, and hence that F()=1, which is a contradiction. Consequently, inf [supp(F)\
supp(G)] = min[supp(F) \ supp(G)]> 0: Now let u1 =min[supp(F) \ supp(G)] and
recap: We have u16x+F ; u1 2 supp(G), and both F and G have a saltus at u1. Further-
more, u1 is the rst support point of G (if there was another u<u1 in supp(G), then
u<x+F would imply that u 2 supp(F) as well, contradicting the denition of u1). The
following proposition shows that u1 is also the rst positive support point of F :
(c) The interval (0; u1) contains no point of supp(F). Assume there is u 2 supp(F)
such that 0<u<u1. Take v= u1 − (u− h) for 0<h<u. Then G(v) = 1. With this
choice of v and for 0<h<u suciently small, (5) gives usZ u+h
u−h
G(x + v) dF(x) = [F(u+ h)− F(u− h)]:
But G(x + v) = G(x + u1 − (u − h))< 1 if x + u1 − (u − h)>u1, i.e., if x>u − h;
consequently,Z u+h
u−h
G(x + v) dF(x)< [F(u+ h)− F(u− h)];
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in contradiction with the previous equation. Thus u1 is the rst point of increase of G
and the rst positive point of increase of F . By (8), F(u1) = p F(0) = p2, and at this
point we know that F has saltuses at 0 and u1, with F(0)=p; F(u1)=p2, and that G
has a saltus at u1, with, say, G(u1) = q. From now on we take u1 = 1, which implies
no loss of generality. Then
(d) F and G are concentrated on N0.
Let x2supp(F) be a non-integer such that u1<x. First, there is positive probability
that Y1 + Y2 +    + Y[x] = [x] | namely P[Y1 + Y2 +    + Y[x] = [x]]>
Q[x]
i=1 P[Yi =
1] = (1 − q)[x]. Also, x2 supp(F) means that P[X12 (x − h; x + h)]> 0 for all h> 0.
For 0<h<minfx − [x]; 1 − x + [x]g, the events Y1 + Y2 +    + Y[x] = [x]; X1 2
(x − h; x + h); Y[x]+1>1 imply Y1 + Y2 +    + Y[x] = [x]<X1 and Z[x]+1 = X1 − [x];
and since those events have positive probability,
P[Z[x]+12(x − [x]− h; x − [x] + h)]> 0:
But then P[Z[x]+12 (0; 1)]>P[Z[x]+12 (x − [x] − h; x − [x] + h)]> 0, which is a con-
tradiction because H has no points of increase in (0; 1) (none of F and G has). Since
the same argument applies with F and G interchanged, the result is proven.
Suppose rst that G is degenerate at u1 = 1, i.e., that G(u1) = q= 0. This will lead
us to the rst class of distributions appearing in case (i). Since G is determined, it
determines H as
H (x) =
8<
:
0 x< 0;
1− p [x] = 0;
1 [x]>1:
It is therefore possible to calculate m2 and m
, and then nd m1 from m

1 =m
 −m2 ,
which will enable the identication of F . We have
m2 () =
e−
1− e− ; >0; m2(t) = [t]; t>0;
m() =
1− p(1− e−)
p(1− e−) ; >0; m(t) =
(1− p)
p
+
1
p
[t]; t>0;
m1 () =
(1− p)
p(1− e−) ; >0; m1(t) =
(1− p)
p
([t] + 1); t>0:
Hence
F() =
(1− p)
p(1− e−) ; >0;
and
F(x) = 1− p[x]+1; x>0;
which is geometric over N0. Now take G non-degenerate at u1=1. Then G(u1)=q> 0,
and, since F(u1) = p2, both F and G must have at least a support point in f2; 3; : : :g.
Suppose we have proved that
F(k) = pk+1; k = 0; 1; : : : ; r; G(k) = qk ; k = 1; : : : ; r: (9)
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For r=1 this reduces to the present situation. We shall prove that (9) also holds with
r + 1 in place of r. We have
P [Z1 = 1; Z2>r]
=P[Z1 = 1; Z2>r; X1 = 1; Y1> 1] + P[Z1 = 1; Z2>r; X1> 1; Y1 = 1]
=P[X1 = 1]P[X2>r]P[Y1>r + 1] + P[Y1 = 1]P[Y2>r]P[X1>r + 1]
=p(1− p)r+1 G(r + 1) + (1− q)qr F(r + 1); (10)
and
P [Z1 = 1; Z2 = 0; Z3>r]
=P[X1 = 1; Y1 = 1; Z3>r] + P[X1 = 1; X2 = 0; Y1> 1; Z3>r]
=P[X1 = 1]P[Y1 = 1]P[X2>r]P[Y2>r]
+P [X1 = 1]P[X2 = 0]P[X3>r]P[Y1>r + 1]
=p(1− p)(1− q)pr+1qr + p(1− p)2pr+1 G(r + 1): (11)
On the other hand, by independence and the denition of H ,
P[Z1 = 1; Z2>r] = P[Z1 = 1]P[Z2>r] = p2(pq)r(1− pq); (12)
P [Z1 = 1; Z2 = 0; Z3>r]
=P[Z1 = 1]P[Z2 = 0]P[Z3>r] = p2(pq)r(1− pq)(1− p): (13)
Setting (11) equal to (13) we nd G(r + 1) = qr+1, and then, setting (10) equal to
(12), F(r + 1) = pr+2. Thus (9) holds with r + 1 in place of r.
Suciency: To prove that the processes obtained are indeed solutions to the problem
it is enough to show that
P[Z1 = i1; : : : ; Zk+1 = ik+1] = P[Z1 = i1]   P[Zk+1 = ik+1] =
k+1Y
j=1
P[Z = ij] (14)
for k = 1; 2; : : : and i1; : : : ; ik+1 2N0 (for simplicity we take the span  to be 1). We
rst show that (14) holds for the second solution. We have
P [Zj = ij; j = 1; : : : ; k + 1]
=P[Zj = ij; j = 2; : : : ; k + 1; X1 = i1; Y1>i1]
+P[Zj = ij; j = 2; : : : ; k + 1; X1>i1; Y1 = i1]
=P[Zj = ij; j = 2; : : : ; k + 1jX1 = i1; Y1>i1]P[X1 = i1]P[Y1>i1]
+P[Zj = ij; j = 2; : : : ; k + 1jX1>i1; Y1 = i1]P[X1>i1]P[Y1 = i1]:
Conditioned on [X1 = i1; Y1>i1], the Zj for j=2; : : : ; k +1 are functions of X2; X3; : : : ;
Y2; Y3; : : : and Y1−i1, and hence depend on the conditioning event only through the latter
variable. But it is easily veried that P[Y1 − i1>xjY1>i1] = P[Y1>x] for all x, and
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this implies that, conditioned on [X1 = i1; Y1>i1], the remainder of the superposition
process (after Z1 = i1) behaves as if it were started anew:
P[Zj = ij; j = 2; : : : ; k + 1jX1 = i1; Y1>i1] = P[Zj = ij+1; j = 1; : : : ; k]:
It follows by an analogous argument, on noting P[X1 − i1>xjX1>i1] = P[X1>x] for
all x, that
P[Zj = ij; j = 2; : : : ; k + 1jX1>i1; Y1 = i1] = P[Zj = ij+1; j = 1; : : : ; k]:
Hence
P[Zj = ij; j = 1; : : : ; k + 1] = P[Zj = ij+1; j = 1; : : : ; k]P[Z = i1]:
This formula shows that (14) holds for k = 1, and also that if it holds for k then it
holds for k+1; hence (14) holds for every k. For the rst solution we need only prove
(14) for i1; : : : ; ik+12f0; 1g. If i1 = 0, (14) reads
P[Z1 = 0; : : : ; Zk+1 = ik+1] = P[Z2 = i2; : : : ; Zk+1 = ik+1; X1 = 0]
= P[Z2 = i2; : : : ; Zk+1 = ik+1jX1 = 0]P[X1 = 0]
= P[Z1 = i2; : : : ; Zk = ik+1]P[Z1 = 0]; (15)
where the last step follows from the fact that, conditioned on [X1=0], the inter-renewal
times Z2; : : : ; Zk+1 are determined by X2; X3; : : : ; Y2; Y3; : : : :
Observing again that P[X1 − i1>xjX1>i1] = P[X1>x] for all x, and that, given
[X1>1], the Z2; : : : ; Zk+1 depend on the conditioning event only through X1 − 1, we
nd that for i1 = 1 (14) is
P[Z1 = 1; : : : ; Zk+1 = ik+1] = P[Z2 = i2; : : : ; Zk+1 = ik+1jX1>1]P[X1>1]
= P[Z1 = i2; : : : ; Zk = ik+1]P[Z1 = 1]: (16)
Formulas (15) and (16) show that (14) holds for k =1, and that if it holds for k then
it also holds for k + 1.
3. Proof of Samuels’s theorem
This corresponds to the case F(0) = G(0) = 1. If we put v = 0 in (5), comparison
with (6) shows thatZ u+h
u−h
[G(x)− G(x−)] dF(x) =
Z u+h
u−h
[F(x)− F(x−)] dG(x) = 0; u2R;
hence that F and G have no common discontinuity points, or, in other words, that
(a) At least one of F and G is continuous at each u2R.
Our rst objective is to show that F and G have common points of increase in any
right neighbourhood of zero.
Write Sm =
Pm
i=1 Xi; Tn =
Pn
i=1 Yi, and let x and y be positive support points of
F and G such that x=y is irrational. As the following argument shows, such points
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exist. If x=y is always rational for x 2 supp(F) and y 2 supp(G), both supports are
countable, and therefore F and G must be discrete; and since in that case mx = ny
for appropriate choices of integers m and n, there is positive probability that Sm = Tn,
contradicting the fact that there are no multiple renewals. Given > 0,
P[jSm − Tnj 2 (jmx − nyj − ; jmx − nyj+ )]> 0; (17)
for all choices of m; n 2 N, as x and y are support points of F and G.
Because x=y is irrational, the set of numbers of the form jmx − nyj, where m and
n run over the positive integers, is dense in (0;+1) (this follows from Feller (1966,
p. 144, Lemma 2(a))). Given that jSm − Tnj 2 (0; t + ) for small enough t in this set
and any > 0, there is positive probability that Zi6jSm − Tnj 2 (0; t + ) for some i;
for if such choice of t were not possible, Xm+1 or Yn+1 would be zero with probability
one. Since by (17) the former event has positive probability, the latter also has positive
probability, and therefore (0; t+) contains a point of increase of H . Thus H has points
of increase arbitrarily near the origin.
This conclusion enables one to say in particular that H ()> 0 for > 0, and there-
fore that F()> 0 or G()> 0. We show that both F and G increase at zero.
Assume on the contrary that F()> 0 but G() = 0. Let u be a point of increase of
F in (0; ). Since u is not a point of increase of G, the rst integral in (5) vanishes
and G(u − h) = G(u) = G(u + h) = 1 for small enough h; dividing both sides of that
equation by F(u+ h)− F(u− h) and letting h # 0 gives (G is continuous at u+ v for
almost all v)
G(u+ v) = G(u) G(v) = G(v) (18)
for almost all v<x+F , hence by right continuity for all v<x
+
F . There exists a point
v 2 supp(G) such that v6x+F (otherwise v 2 supp(G)) >x+F , hence H = F , and
m1 +m2 =m1, an impossibility; compare with (a) in the proof of the rst part). Putting
v= v − h in (18), we see that for 0<h<u
G(v + (u− h)) = G(v − h);
in contradiction with the fact that v 2 supp(G). Thus
(b) F()> 0 and G()> 0 for all > 0.
Suppose now that u<x+G is a point of increase of F , but not of G. Then, as above,
we nd that, for suciently small but positive v; G(u) = G(u+ v)= G(u) G(v), which
implies G(v) = 0 and contradicts G()> 0 for all > 0. Similarly, u<x+F ^ u 2
supp(G)) u 2 supp(F). Thus
(c) F and G share all points of increase below the smaller of their right endpoints,
x+ = minfx+F ; x+Gg.
The next step is to show that F and G are both exponential in (0; x+). Once this is
proven the result follows: If x+<1, then F(x+)=0, say, while limx"x+ F(x)> 0; and
hence P[Z1+Z2=x+]>P[Y16x+; X1=x+; Y2>x+]> 0; but this stands in contradiction
with the fact that the distribution of Z1 + Z2 is continuous on (0; 2x+). [This is in fact
what Samuels proves in his Proposition P1(d).]
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Using (6) (which by now is just the classical formula for integration by parts), we
can write (5) in the formZ u+h
u−h
[ F(x + v)− F(x) F(v)] dG(x) G(v)
=
Z u+h
u−h
[ G(x) G(v)− G(x + v)] dF(x) F(v); (19)
for u; v; h>0.
First argument: Suppose (u)=lim inf h#0[F(u+h)−F(u−h)]=[G(u+h)−G(u−h)]=0
for support points u (of F and G) arbitrarily near the origin, say for u 2 S, where S
consists of a sequence of points converging to zero. Then, by (a), F is continuous at
every u 2 S (otherwise (u)=0 is impossible); and because F(u+ v) is continuous for
almost all v, we can divide both sides of (19) by G(u + h)− G(u − h) and let h # 0
through a certain sequence to get
F(u+ v)− F(u) F(v) = 0; 06v6x+; u 2 S: (20)
From (20) we nd successively that
F(v) = F(u) F(v− u) = F(u)2 F(v− 2u) =   = F(u)[v=u] F(v− [v=u]u);
log F(v) = u[v=u]
log F(u)
u
+ log F(v− [v=u]u); (21)
06v<x+; u 2 S. Since u[v=u] ! v as u # 0, the limit of log F(u)=u as u # 0 in S
exists and is nite; denoting this limit by −c, we then have log F(v)=−vc; 06v<x+,
and hence F is exponential in (0; x+).
Using the fact that F is exponential in formula (19), we conclude that G is also
exponential in (0; x+). Similarly, assuming (u)=lim inf h#0[G(u+h)−G(u−h)]=[F(u+
h)−F(u− h)] to be equal to zero for support points u arbitrarily near the origin leads
us to F and G exponential in (0; x+).
Second argument: If the previous assumptions do not hold, there is a neighbourhood
(0; )(0; x+) such that 0<(u) = lim inf h#0[F(u + h) − F(u − h)]=[G(u + h) −
G(u− h)]<1 for all support points u 2 (0; ). By (a), then, F and G are continuous
on (0; ).
Dividing again both sides of (19) by G(u+ h)−G(u− h) and letting h # 0 through
an appropriate sequence we get
[ F(u+ v)− F(u) F(v)] G(v) = (u) [ G(u) G(v)− G(u+ v)] F(v); (22)
for all support points u 2 (0; ) and v>0. Using (22) we can prove that
(d) F and G are strictly increasing and continuous in (0; x+).
First, if v in (0; x+) is not a point of increase of F , hence not a point of increase of
G too, (22) with small enough but positive u reads F(u)=−(u)G(u), a contradiction.
Second, replacing v by v−u in (22) and letting u # 0 gives F(v)− F(v−)=(u)[ G(v−)−
G(v)], hence (as one side is non-positive and the other non-negative) F(v) = F(v−)
and G(v) = G(v−).
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Thus (22) is in fact valid for all u 2 (0; ). Rearranging it and dividing both sides
by v we have
F(u+v)−F(u)
v
− F(u)F(v)
v

G(v) = (u)

G(u)
G(v)
v
− G(u+v)−G(u)
v

F(v);
(23)
for all u 2 (0; ); v> 0. Because 0<(u)<+1; f(u)=F 0(u) exists and equals zero
if and only if g(u) =G0(u) exists and equals zero. Suppose that one of the derivatives
exists and equals zero at u, so that the same applies to the other. Letting v # 0 in
(23) shows that limv#0F(v)=v and limv#0G(v)=v exist and are zero, as the sides of the
equation have dierent signs. Since these limits are zero independently of the point u
chosen, we can let v # 0 in (23) with any point u in (0; ) to get f+(u)=−(u)g+(u),
where f+ and g+ denote the right-hand derivatives, and hence f+ = g+ = 0 in (0; ).
But this means that f=F 0=0; g=G0=0 in (0; ) (see for example Billingsley (1995,
A22, p. 541)), which is impossible because F and G increase strictly in this interval.
Thus we have proved that f(u); g(u)> 0 for every u 2 (0; ) where both derivatives
exist. Consequently, (u) = f(u)=g(u) for almost all u 2 (0; ).
It is clear from (23) that F(v)=v and G(v)=v are bounded as v approaches 0. Letting
v # 0 through a sequence for which these limits, denoted f+(0) and g+(0), exist (and
are necessarily nite), and using (u) = f(u)=g(u) for almost all u, we have
f+(0)
F(u)
f(u)
+ g+(0)
G(u)
g(u)
= 2 (24)
for almost all u in (0; ). By (24), f+(0) and g+(0) cannot be both zero. If f+(0),
say, is zero, we have G(u)=2g(u)=g+(0) for almost all u 2 (0; ), and hence, by con-
tinuity, G(u)=eug
+(0)=2 for u 2 (0; ), which is incompatible with the denition of g+(0).
Thus f+(0) and g+(0) are both positive, and we see from (24) that 1=f(u) and
1=g(u) are bounded as u approaches zero through any sequence of dierentiability
points in (0; ). Hence we can always let u # 0 in (24) through a subsequence such
that f(0+) = limu#0f(u) and g(0+) = limu#0 g(u) exist, nite or not, and
f+(0)
f(0+)
+
g+(0)
g(0+)
= 2: (25)
Rearranging again (22) and dividing both sides by u, we nd
F(v+ u)− F(v)
u
− F(v)F(u)
u
 G(v)
f(u)
=
F(v)
g(u)

G(v)
G(u)
u
− G(v+ u)− G(v)
u

(26)
for all v> 0 and almost all u in (0; ). Letting u # 0 in (26) through a sequence of
dierentiability points in (0; ) for which the relevant limits exist we get
[f(v)− f+(0) F(v)]
G(v)
f(0+)
=
F(v)
g(0+)
[g+(0) G(v)− g(v)]
for almost all v in (0; ), and, on replacing v by u and using (25),
f(0+)−1
 F(u)
f(u)
−1
+ g(0+)−1
 G(u)
g(u)
−1
= 2 (27)
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for almost all u 2 (0; ). By (25), f(0+) and g(0+) cannot be both innite. Con-
sequently, (24) and (27) together form a system of two equations in the two un-
knowns F(u)=f(u); G(u)=g(u), whose only possible solutions are (f+(0)−1; g+(0)−1)
and (f(0+)−1; g(0+)−1) (take (25) into account). Both of these yield exponential dis-
tributions on (0; ), and imply f+(0) = f(0+); g+(0) = g(0+).
Finally, we show that the solutions extend to (0; x+). Recall that F and G are strictly
increasing and continuous in this interval, and that f+(0) =f(0+); g+(0) = g(0+), are
now dened as limits proper.
If 0<(u)< +1 for almost all u in (0; x+), then the second argument applies.
Otherwise, (u) = 0 (or (u) = 0) for u in a dense subset D(0; x+). In this case
Eq. (20) (or its analogue for G) holds for 06v<x+ and u 2 D, and by right continuity
for u 2 D, the closure of D. The rst argument then applies with u in D, with the
dierence that in (21) the roles of u and v are interchanged, and so F (or G) is
exponential in D. The second argument applies with u in the interior of (0; x+) − D,
and so F (or G) is exponential in this set. Clearly, the exponential solutions must then
have the same parameter: F (or G) is exponential in (0; x+). Finally, both F and G
are exponential by (19).
4. Discussion
If the two renewal processes are assumed identical the result is much easier. In
that form, and with the additional assumption that the inter-renewal distribution has
continuous density on (0;1), the theorem is attributed to K.L. Chung (see Cinlar,
1972, p. 557). Its proof is quite simple and is based only on the independence and
equality in distribution of the rst two inter-renewals of the superposition process; it is,
for this reason, a result about four non-negative i.i.d. random variables (those appearing
in (1)) rather than a result about renewal processes.
Chung’s result is now quite popular, appearing in several textbooks. Karlin and
Taylor (1975, p. 226), for example, assume a nite mean instead of the existence of
density, and give a proof based on the key renewal theorem.
It is possible to give a short and simple proof of Chung’s result without any of the
above mentioned assumptions, and even without assuming that F is continuous at zero.
Indeed, formula (3) with F = G implies x+F =1 (if not, we could choose u; v<x+F
such that u+ v>x+F and get a contradiction). Next, using F =G and F(v)> 0 for all
v, formulas (5) and (6) simplify to
2
Z u+h
u−h
F(x + v) dF(x) = F(v)[F(u+ h)− F(u− h)][ F(u− h) + F(u+ h)];
2
Z u+h
u−h
F(x) dF(x) +
Z u+h
u−h
[F(x)− F(x−)] dF(x)
= [ F(u− h)− F(u+ h)][ F(u− h) + F(u+ h)];
u; v>0; h> 0. That F(0)=0 follows as before by assuming a saltus at zero, then putting
u= 0 and letting h # 0 in the rst formula to get a contradiction. Next, putting v = 0
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in the rst formula and comparing it with the second, it follows that F is continuous.
Finally, dividing both sides of the rst equation by F(u + h) − F(u − h) and letting
h # 0, we get F(u+ v)= F(u) F(v) for every point of increase u and all v>0; but this
version of the Cauchy equation can be solved in the same way as in Section 3 (First
argument with the roles of u and v interchanged), and has the exponential distribution
as its unique solution. [Incidentally, Chung’s result also follows directly from formula
(3) by an application of the Lau{Rao theorem (Rao and Shanbhag, 1994), which plays
a major role in modern characterization theory but is a rather deep result.]
This proof is based solely on the two inter-renewals of the superposition process;
thus even the most general version of Chung’s result is concerned with four i.i.d.
variables rather than with the whole sequence of inter-renewals. From this point of
view, the result is closer in spirit to certain characterization theorems by properties
of order statistics (e.g. the Ferguson{Kemperman and Ferguson{Crawford results
(Crawford, 1966; Kemperman, 1971), than to any of the point process results cited
in the Introduction).
One may ask whether a similar statement holds for the general case, when F and G
are not necessarily equal. The fact that we are dealing with a renewal process is utilized
only a few times in our proof (most of the time we deal with the functional equation
(5)), but it does play a decisive role in determining the supports of the functions.
What we can eectively say in this respect is that the independence and equality in
distribution of Z1 and Z2 in (1) are not enough to determine the solution in the
general case: If we choose two renewal processes with distribution functions F and G
given by
F(x) = 1− pk(r+2)+i+1;
G(x) = 1− qkr+i ; [x=] = k(r + 1) + i; 06i6r; k = 0; 1; : : : ; 0<p; q< 1;
where r is a positive integer parameter, then the superposition will not be a renewal
process, although the rst two inter-renewals Z1 and Z2 are independent and have
distribution function H = 1− F G (in fact, if p= q the renewal functions even add in
the right way). This example is symptomatic, in that the points (r + 1) are support
points of F but not of G.
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