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A. Vorwort 
Für Geschäftsführer und Manager ist es schon immer wichtig gewesen, gut in-
formiert zu sein und der Stellenwert des Informationsfaktors erhöht sich stän-
dig. Zum einen haben sich die weltweiten Wettbewerbsbedingungen ver-
schärft, was zu einer stark angestiegenen Komplexität führt, und zum anderen 
droht gerade auf der Topebene ständig eine Informationsüberladung aufgrund 
der ungeheuren Datenmenge, die Unternehmen heute generieren. 
Information ist mit das wichtigste Gut eines Managers. Peter Drucker 
brachte dies sehr gut zum Ausdruck, als er feststellte: „If you can’t measure it, 
you can’t manage it“.
1 
Der rasante Fortschritt der Informationstechnik lässt hoffen, dass der Infor-
mationsfaktor zunehmend besser zu handhaben ist. Der Technologieschub der 
vergangenen Jahre ermöglichte völlig neue Präsentationsformen und einen 
deutlich besseren Zugriff auf Informationen. Das führte nicht nur zu höherer 
Qualität sondern vor allem auch Aktualität. Der Durchbruch des Computers 
auf die Topebene der Unternehmen ist damit geschafft. 
B. Computergestützte  Informationssysteme 
Seit Beginn der elektronischen Datenverarbeitung werden auch computerge-
stützte Informationskonzepte diskutiert. Ziel dieser Arbeit ist es, in gestraffter 
Form die Entwicklung dieser Systeme, zukünftige Entwicklungstendenzen 
und die daraus resultierenden Konsequenzen aufzuzeigen. 
I. Entwicklungsgeschichte 
Hier wird dargestellt wie sich die Entwicklung computergestützter Informati-
onssysteme vollzog, wohin sie geführt hat und welche Arten es gibt. 
1.  1950 / 1960er Jahre 
Die 1950 / 1960er Jahre markieren den Begin der Verbreitung der Informati-
onstechnik. Holten (1999: 29f) führt dazu folgendes aus: 
„Die Verbreitung der elektronischen Datenverarbeitung ab den fünfziger 
Jahren nahm ihren Ausgangspunkt mit der Einführung von Transaction Pro-
cessing Systems (TPS), die die administrative und dispositive Massenverarbei-
tung von Daten, die in operativen, häufig durchgeführten Geschäftsvorgängen 
anfallen, rationalisierten. Sie wurde begünstigt durch den Übergang von der 
zweiten Rechnergeneration (ab 1956: Transistortechnologie) zur dritten 
                                           
1   http://www.4managers.de/themen/kennzahlen/, 09.05.2007.   6 
Rechnergeneration (ab 1964: integrierte Schaltkreise) und die damit verbun-
dene Verbesserung des Preis-Leistungs-Verhältnisses der EDV-Systeme. 
Magnetplatten gehörten zur Standardausstattung der neuen Systeme und er-
laubten den Aufbau großer Datenbestände. Das Konzept von Rechnerfamilien 
und die Verwendung höherer Programmiersprachen, deren erfolgreiche Ent-
wicklung Mitte der 50er Jahre begann, ermöglichten die wirtschaftliche Reali-
sierung von computergestützten Auswertungssystemen“. 
Als Ursprung der Diskussion über computergestützte Informationssysteme 
kann eine Abhandlung von Leavitt/Whisler
2 gesehen werden, die diese im Jah-
re 1958 veröffentlichten. Der Artikel beschäftigte sich mit dem Einfluss dieser 
neuen Technologie auf die Arbeit des mittleren Managements und des Top-
managements. 
Die Bezeichnung „Management Information Systems“ (MIS) tauchte zum 
ersten Mal wohl im Jahre 1961 in einem Buch von James D. Gallagher auf.
3 
Diese frühen MIS verfolgten das Ziel, dem Management das gesamte Daten-
volumen eines Unternehmens (Total-Approach-Ansatz) in formal und inhalt-
lich geeigneter Form, möglichst in Echtzeit (real time), verfügbar zu machen. 
Zusätzlich sollte das System auch Kontroll- und Steuerungsfunktionen bein-
halten, um auf das aktuelle Unternehmensgeschehen eingehen zu können (Op-
pelt 1995: 106f). 
Zusammenfassend kann man Management Information Systems daher wie 
folgt definieren: „Management Information Systems (MIS) sind EDV-gestützte 
Systeme, die Managern verschiedener Hierarchieebenen erlauben, detaillierte 
und verdichtete Informationen aus der operativen Datenbasis ohne (aufwen-
dige) Modellbildung und logisch-algorithmische Bearbeitung (Anwendung 
von anspruchsvollen Methoden) zu extrahieren“ (Gluchowski et al. 1997: 
152). 
                                           
2   Leavitt/Whisler (1958): Management in the 1980´s. 
3   Gallagher (1961): Management Information Systems and the Computer.   7
Abbildung 1:  Das MIS in der Systempyramide 
 
Quelle:  Nach Gluchowski et al. (1997: 151). 
Da diese Systeme jedoch das vorhandene Informationsdefizit durch eine In-
formationsflut mit häufig irrelevanten Fakten ersetzten, muss dieser Total-
Approach-Ansatz, der sich auf eine zentralistische, das gesamte Unternehmen 
umspannende Informationsstrategie konzentrierte, als gescheitert angesehen 
werden. Dies lag im Wesentlichen an den damals vorherrschenden Rahmen-
bedingungen (dem technischen Vermögen der EDV-Abteilungen), an den in-
adäquaten Realisierungsstrategien und der überzogenen Erwartungshaltung 
des Managements (Werner 1992: 37). So unterblieb z. B. eine angemessene 
Verdichtung, Säuberung und Filterung der Daten. Dies führte, wie Koreimann 
(1971: 10) es so schön ausdrückte, zu einem „[Informations-] Mangel im [Da-
ten-] Überfluss“. 
2. 1970er  Jahre 
In den 1970er Jahren kommt es zur Entwicklung von „Decision Support Sys-
tems“ (DSS). Der Begriff wird von Gorry und Scott-Morton geprägt.
4 Der 
Funktionsbereich computergestützter Informationssysteme erweitert sich. Zum 
einen geht es um den Zugriff auf vorstrukturierte Grundinformationen -
menügesteuert via Computerbildschirm- und interaktive Modellanalysen 
                                           
4   Gorry/Scott-Morton (1971): A Framework for Management Information Systems.   8 
(Rechkemmer 1999: 5). 
Als wesentliche Kennzeichen der DSS nennt Oppelt (1995: 135f) die Unter-
stützung des menschlichen Urteilsvermögens, den interaktiven Mensch-
Maschine-Dialog, die iterative und adaptive Entwicklung von Modellen durch 
den Nutzer des Systems selbst und die erwartete Steigerung der Entschei-
dungseffektivität, die sich in den typischen DSS-, Daten-, Modell- und Dia-
logkomponenten ausdrückt. 
Abbildung 2:   Das DSS in der Systempyramide 
 
Quelle:  Nach Gluchowski et al. (1997: 166). 
Diese Ausrichtung veränderte den Fokus computergestützter Informationssys-
teme. Es geht jetzt nicht mehr um zeit- und sachgerechte Information in Form 
von verdichteten und gefilterten Daten. Wie die Begriffe „Decision“ und 
„Support“ bereits verraten, geht die Vorstellung nun dahin, dass Manager Ent-
scheidung mit Unterstützung des Computers treffen und zwar sowohl im ope-
rativen als auch im strategischen Bereich. 
Forgionne (1991: 3) führt dazu aus: „Ein DSS wird generell als computer-
basiertes Informationssystem definiert, das von Managern benutzt wird um sie 
bei semistrukturierten Entscheidungsprozessen zu unterstützen. Der Entschei-
dungsträger benutzt dabei die Hard- und Software des Systems, um Analysen 
und Bewertungen mit Daten und Modellen durchzuführen, die Statusreporte, 
Vorhersagen und empfohlenen Vorgehensweisen nach sich ziehen.“  
Für DSS ist eine ausgeprägte Modell- und Methodenorientierung 
charakteristisch, durch die eine situationsspezifische Unerstützung des   9
ristisch, durch die eine situationsspezifische Unerstützung des Managements 
im Sinne einer Assistenz gewährleistet wird (Gluchowski et al. 1007: 168). 
Allerdings haben auch die DSS nicht die Erwartungen an eine nachhaltige 
Verbesserung von Entscheidungsprozessen im oberen Management erfüllt 
(Oppelt 1995: 137). Ähnlich wie die MIS konnten auch sie keine unterneh-
mensüberspannenden Modelle zur Simulationsplanung anbieten (Gluchowski 
et al. 1997: 198f). 
3. 1980er  Jahre 
In den 1980er Jahren beobachten Rockart/Treacy, dass nun mehr auch die Ge-
schäftsführung mancher Unternehmen vermehrt mit dem Computer arbeitet. 
Sie prägen den Begriff „Executive Information Systems“ (EIS).
5 
Ausgangspunkt dieser Entwicklung war die verstärkte Einführung der PCs. 
Sie wurde durch ein immer besser werdendes Preis-Leistungs-Verhältnis, dem 
Wunsch nach Transparenz in den Unternehmensstrukturen sowie der wach-
senden Unzufriedenheit oberster Führungskräfte mit der Überflutung durch 
ein papierenes Berichtswesen begünstigt (Oppelt 1995: 152). Die zunehmende 
Bedeutung von Informationsvorsprüngen sowie der Realisierung der bedeu-
tenden Rolle des Informationsmanagements auf höchster Ebene taten ein Üb-
riges. Zudem waren die Softwareanbieter und EDV-Beratungsgesellschaften 
eine treibende Kraft für die Proklamation von Informationssystemen für das 
Management (Gluchowski et al. 1997: 201). 
                                           
5   Rockart/Treacy (1982): The CEO goes online.   10 
Abbildung 3:  Das EIS in der Systempyramide 
 
Quelle:  Nach Gluchowski et al. (1997: 202). 
Ziel dieser Systeme ist es, den obersten Führungskräften eine effektivere In-
formationsnutzung zu ermöglichen. 
Frolick (1994: 31) führt dazu aus: „EIS sind computerbasierte Informati-
onssysteme, die Führungskräften einen einfachen Zugang zu strategischen 
„high-level“ Informationen über die Firma und ihren momentanen Status ver-
schaffen.“ Sie bilden daher aufgrund ihrer übergreifenden Ausrichtung übli-
cherweise die Spitze der betrieblichen Systempyramide. 
EIS sind aufgrund der von ihnen geforderten Flexibilität und Aktualität 
immer unternehmensspezifisch aufgebaut (so auch Gluchowski et al. 1997: 
203). Das Einsatzgebiet liegt hauptsächlich in den frühen Phasen eines Ent-
scheidungsprozesses, um frühzeitig Entwicklungstendenzen zu erkennen und 
Analysen zu initiieren, aber auch in der Kontrollphase zur Überprüfung der 
Auswirkungen (Jahnke 1993: 31). Es sind Dialogsysteme, die auf Entschei-
dungsträger der obersten Führungsebene ausgerichtet sind, und deren Schwer-
punkt auf der Datenabfrage liegt (Holten 1999: 33). Die besonderen Vorteile 
der EIS liegen dabei in der managementgerechten Aufbereitung von Informa-
tionen zum Status der unternehmensspezifischen kritischen Erfolgsfaktoren 
(CSF).   11
4. 1990er  Jahre 
Die 1990er Jahre markieren den Beginn einer neuen technologischen Ära. Bei 
Rechkemmer (1999: 7) können wir dazu Folgendes lesen: „Im Mittelpunkt des 
Interesses stehen zunächst Vernetzungsaspekte und die damit verbundenen 
Möglichkeiten des Informationsmanagements und der Reorganisation. Im wei-
tern rücken die Stichworte „Information Highway“ und „Wissensmanage-
ment“ in den Vordergrund, d. h. das Internet und seine Derivate bzw. Instru-
mente des Wissensmanagements, wie Data Warehouse, Data Mining, On-
Line-Analytic-Processing (OLAP) oder Group-Systems (Groupware).“ 
Diese Entwicklung führte zu den so genannten Management Support Sys-
tems (MSS). Diese beinhalten die bisher diskutierten Systemkategorien 
(MIS/DSS/EIS), bieten darüber hinaus aber weiter Funktionalität. 
Sie versprechen eine individuelle und konzeptionelle Lösung zur Steuerung  
und Kontrolle von Unternehmen auf informationstechnologisch höchstem Ni-
veau (Krallmann/Rieger 1987: 29) und decken das gesamte Unterstützungs-
spektrum von Managern durch den Einsatz von Computern und Informations- 
bzw. Kommunikationstechnologien ab (Gluchowski et al. 1997: 237). 
Grundlage der MSS sind in der Regel individuell konfigurierte hybride 
Softwaresysteme, die frei skalierbar sind und sich den dynamisch wandelnden 
Bedürfnissen des Entscheidungsträgers anpassen müssen. MSS reichen dabei, 
als anspruchsvolle, den Entscheidungsprozeß begleitende und beeinflussende 
Werkzeuge, über die Unterstützungsfunktion von Basissystemen (Textverar-
beitung, Tabellenkalkulation, Terminverwaltung) hinaus (Gluchowski et al. 
1997: 238).   12 
Abbildung 4:   Das MSS in der Systempyramide 
 
Quelle:  Nach Gluchowski et al. (1997: 238). 
Als Anwender von Management Support Systemen kommen alle Mitarbeiter 
eines Unternehmens in Betracht, denen Führungs-, Planungs-, Steuerungs- und 
Kontrollaufgaben übertragen sind (Semen/Baumann 1994: 4). Das System ori-
entiert sich somit weniger an der hierarchischen Position des Nutzers, sondern 
an den ihm übertragenen Aufgaben. 
Das wohl wichtigste Bindeglied zwischen DSS und EIS sind die so genann-
ten Executive Support Systems (ESS), welche zugleich den wichtigsten Be-
standteil von Management Support Systems bilden. 
Der Begriff Executive Support Systems wurde von Rockart/DeLong
6 ge-
prägt und Gluchowski et al. (1997: 242) definieren sie wie folgt: „Executive 
Support Systems (ESS) sind arbeitsplatzbezogene Kombinationen aus prob-
lemlösungsorientierten DSS- und präsentations- und kommunikationsorien-
tierten EIS-Funktionalitäten, die an Anwendertypen und Problemspektren 
ausgerichtet sind. Unter Umständen werden neben konventionellen DSS auch 
wissensbasierte DSS einbezogen. 
                                           
6   Rockart/DeLong (1988): Executive Support Systems.   13
Abbildung 5:  Bestandteile eines MSS 
 
Quelle:  Nach Gluchowski et al. (1997: 239). 
Zusammen mit den Basissystemen bildet ein ESS das Management Support 
System und mit ihrer Hilfe wird eine ganzheitliche, phasen- und problemüber-
greifende Unterstützung des Managements gewährleistet. 
5.  Die Entwicklung der letzten Jahre 
Mittlerweile spricht niemand mehr von „Management Support Systemen“ oder 
„Executive Support Systemen“. Mitte der 1990er Jahre hielt eine neue Begriff-
lichkeit Einzug in die Welt der computergestützten Informationssysteme. Die 
„Business Intelligence“ (BI). Der Ausdruck „Business Intelligence“ wird im-
mer mehr zum allgemein benutzten Begriff für innovative IT-basierte „Mana-
gement Support Systeme“. Bange definiert sie als „entscheidungsorientierte 
Sammlung und Aufbereitung von Daten zur Darstellung geschäftsrelevanter 
Informationen“.
7 Sie stellt somit ein Gesamtsystem dar, das einem integrier-
ten, unternehmensspezifischen, EDV-gestützten Gesamtansatz folgt, der dem 
Management eines Unternehmens zur Entscheidungsfindung zur Verfügung 
steht.
8 
Im Wesentlichen basieren integrierte BI-Lösungen auf drei Stufen (so auch 
Kemper et al. 2004: 10). Die unterste Stufe bildet das Data Warehouse in dem 
Daten in harmonisierter Form zugänglich gemacht werden. In der mittleren 
Stufe befindet sich das System, das für die Analyse der betriebswirtschaftli-
                                           
7   http://www.controllingportal.de/upload/pdf/fachartikel/software/Barc-BI-
Grundlagen.pdf, S. 2. 
8   Basierend auf: Kemper et al. (2004: 8).   14 
chen Daten zuständig ist. Die oberste Stufe erlaubt den Zugriff des Nutzers auf 
das System. Diese soll einen komfortablen Zugriff auf alle BI-
Einzelkomponenten ermöglichen und die Verteilung der Auswertungserkennt-
nisse sicherstellen. Abgerundet wird es durch ein Vorsystem, das externe 
Quellen anbindet und durch ein Datenintegrationsmodul das die Daten 
harmonisiert. 
Abbildung 6:  Architektur eines BIS 
 
Quelle: http://www.controllingportal.de/upload/pdf/fachartikel/software/Barc-BI-
Grundlagen.pdf, S. 8. 
Der Einsatzbereich von Business-Intelligence-Systemen und -Funktionen wie 
Reporting, Analyse, Planung und Data Mining liegt in den verschiedensten 
Abteilungen und Funktionsbereiche in Unternehmen. Hauptanwendungen 
sind:
9 
•  Leistungsmessung interner Geschäftsprozesse vor allem für das Controlling 
der verschiedensten Bereiche, den Aufbau von Management-Informations-
systemen (z. B. in einem Balanced-Scorecard-Ansatz), Etablierung eines 
Risikomanagements oder Aufbereitung von Ist- und Plankennzahlen für 
Kapitalgeber (z. B. für ein Kreditrating nach Basel II). 
                                           
9   http://www.controllingportal.de/upload/pdf/fachartikel/software/Barc-BI-
Grundlagen.pdf, S. 9.   15
•  Unterstützung des Managements der Kundenbeziehungen (CRM), insbe-
sondere durch analytische Auswertungen, z. B. zur Identifizierung von 
Kundensegmenten, Konfiguration von Produktangeboten, Profitabilitätsbe-
rechnungen, Erhöhung der Antwortwahrscheinlichkeit für Direktmailings 
etc. 
•  Analyse der Lieferantenbeziehungen zur Identifizierung von 
Einsparpotentialen im Einkauf, aber auch Informationsbereitstellung in 
Lieferketten im Rahmen des Supply-Chain-Management (SCM). 
Business-Intelligence-Werkzeuge erlauben einen schnellen Zugriff auf zu-
sammenhängende und standardisierte Informationen zu relevanten Entschei-
dungsobjekten in den verschiedensten Bereichen einer Organisation. 
Erfolgreiche Systeme müssen dabei sowohl technischen als auch betriebs-
wirtschaftlichen Anforderungen genügen. Bei der Dateninfrastruktur müssen 
Herausforderungen wie Datenintegration, Datenqualität, Speicherung und 
Aufbereitung der Daten gemeistert werden. 
6. Zusammenfassung 
Wie gezeigt wurde, waren Informationssysteme seit ihrem Start als Manage-
ment Informationssysteme in den 1950er und 1960er Jahren bis hin zu ihrer 
heutigen Ausgestaltung als „Business Intelligence“ erheblichen Veränderun-
gen unterworfen. Der Trend geht ganz klar weg vom ganzheitlichen Ansatz 
der frühen MIS hin zu individuellen und konzeptionellen Lösungen. 
II. Trend 
Mittlerweile ist ein verstärkter Einzug der künstlichen Intelligenz in betriebs-
wirtschaftliche Anwendungen zu beobachten (so auch Haas 2007: 147). Läm-
mel/Cleve (2004: 13) definieren künstliche Intelligenz wie folgt: „Teilgebiet 
der Informatik, welches versucht, menschliche Vorgehensweisen der Problem-
lösung auf Computern nachzubilden, um auf diesem Wege neue oder effizien-
tere Aufgabenlösungen zu erreichen“. Bei künstlicher Intelligenz unterschei-
det man zwei Arten: 
1.  Starke künstliche Intelligenz 
Unter starker künstlicher Intelligenz versteht man eine Intelligenz, die wie der 
Mensch kreativ nachdenken und Probleme lösen kann und die sich durch eine 
Form von Bewusstsein beziehungsweise Selbstbewusstsein sowie Emotionen 
auszeichnet.
10 Es muss ganz klar darauf hingewiesen werden, dass es die sog. 
                                           
10  http://de.wikipedia.org/wiki/K%C3%BCnstliche_Intelligenz#Turing-Test, 19.04.2007.   16 
starke KI noch nicht gibt; Stichwort: „Turing-Test“.
11 Der Turing-Test wurde 
bereits 1950 von Alan Turing vorgeschlagen, um die Frage „Ist eine Maschine 
intelligent?“ zu entscheiden. Im Rahmen des Tests kommuniziert ein mensch-
licher Fragesteller über eine Tastatur und einen Bildschirm ohne Sicht- und 
Hörkontakt mit zwei ihm unbekannten Gesprächspartnern. Der eine Ge-
sprächspartner ist ein Mensch, der andere eine Maschine. Beide versuchen, 
den Fragesteller davon zu überzeugen, dass sie denkende Menschen sind. 
Wenn der Fragesteller nach der intensiven Befragung nicht klar sagen kann, 
welcher von beiden die Maschine ist, hat die Maschine den Turing-Test be-
standen und gilt als intelligent.
12 Bis heute hat dies meines Wissens nach keine 
Maschine und kein Programm geschafft. 
2.  Schwache Künstliche Intelligenz 
Die sog. schwache KI wurde entwickelt, um konkrete Anwendungsprobleme 
zu lösen. Hierbei geht es vornehmlich um Anwendungen, für deren Lösung 
nach allgemeinem Verständnis eine Form von Intelligenz notwendig zu sein 
scheint. Ziel der schwachen KI ist es, mit Mitteln der Mathematik und der In-
formatik intelligentes Verhalten zu simulieren. Hier wurden in den letzten Jah-
ren bedeutende Fortschritte gemacht und hier liegt auch klar die Zukunft com-
putergestützter Management Informationssysteme. 
a. Expertensysteme 
Als Expertensystem (XPS) werden Software-Systeme bezeichnet, die auf der 
Basis von Expertenwissen zur Lösung oder Bewertung bestimmter Problem-
stellungen herangezogen werden. In Expertensystemen sind das Spezialwissen 
und die Schlussfolgerungsfähigkeit qualifizierter Fachleute auf einem eng be-
grenzten Anwendungsgebiet im Computer nachgebildet. 
Stark vereinfacht funktionieren sie folgendermaßen: 
•  Alle Bäume sind aus Holz; 
•  Holz ist brennbar; 
•  X ist ein Baum; 
•  Also ist X brennbar. 
                                           
11  Turing (1950): Computing Machinery and Intelligence. 
12  http://www.elearning.zfh.ch/service/glossar_view.cfm?begriff=Turing-
Test&id=525&buchstabe=T&CFID=2369975&CFTOKEN=45987340, 30.052007.   17
Abbildung 7:  Funktionsweise eines Expertensystems 
 
Quelle:   http://www.opitz-consult.de/oce/seite21.htm, 19.04.2007. 
Das problematische an Expertensystemen ist jedoch, dass sie die Grenzen ih-
rer Kompetenz nicht kennen. D. h. Expertensysteme neigen dazu, auch neue 
Phänomene durch die ihnen bekannten Regeln zu beantworten. Aus diesem 
Grunde ist die Möglichkeit, dass Expertensysteme menschliche Experten 
komplett ersetzen können zum heutigen Zeitpunkt nicht gegeben. Als nützli-
che Werkzeuge zur Unterstützung von Fachleuten habe sie aber durchaus eine 
Daseinsberechtigung. 
Ein sehr unterhaltsames „Expertensystem“ zum selber Ausprobieren ist un-
ter http://www.20q.net zu finden. 
b. Neuronale  Netze 
Die Idee neuronaler Netze fußt auf dem Neuronennetz des menschlichen Ge-
hirns. Grundidee ist dabei die informationstechnische Fähigkeit biologischer 
neuronaler Netze wie Parallelverarbeitung, Fehlertoleranz und Anpassungsfä-
higkeit nutzbar zu machen. 
Neuronale Netze verhalten sich als lernende Systeme, die ihre eigenen Pa-
rameter bestimmen und anpassen können, wozu sie allerdings zunächst trai-
niert werden müssen. Da mit ihrer Hilfe unbekannte Funktionen und Wahr-
scheinlichkeitsverteilungen approximiert werden können, eignen sie sich be-  18 
sonders gut als Alternative für viele klassische, statistische Modellierungen.
13 
Ihr Hauptanwendungsgebiet liegt in jenen Gebieten, in denen der Computer 
wegen der enormen Datenmengen bisher kläglich versagt hat. Hauptsächlich 
ist dies der Bereich der Mustererkennung. Hier finden sie Verwendung in der 
Diagnostik, sowie in der Bild- und Sprachverarbeitung. Weitere Einsatzberei-
che sind Klassifizierungs-, Steuerungs-, Optimierungs- und Regelungsaufga-
ben. Sie werden teilweise aber auch zur Vorhersage von z. B. Aktienkursen 
genutzt. 
c. Fuzzy-Logik 
Fuzzy-Logik baut auf der Idee auf, dass A gleichzeitig auch Nicht-A sein 
kann. Mit Hilfe der Fuzzy-Logik können daher nicht nur starre Werte wie „Ja“ 
und „Nein“, „An“ und „Aus“ bzw. 0 und 1 verarbeitet werden, sondern zusätz-
lich auch Zwischenwerte. Dies hat zur Folge, dass mit ihrer Hilfe auch ma-
thematisch unscharfe Angaben wie „ein bisschen“, „ziemlich“ oder „viel“ be-
arbeitet werden könne. Damit arbeiten Programme die Fuzzy-Logik verwen-
den näher am menschlichen Denken als übliche Programme.
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Wichtig ist, dass hinter der Fuzzy-Logik keine einfache mathematische (li-
neare) Funktion steht. Die maßgebenden Werte müssen aus Erfahrungen, Be-
obachtungen und empirischen Untersuchungen gewonnen und in die Fuzzy-
Logik implementiert werden. 
Um die Fuzzy-Logik besser verstehen zu können hier ein einfaches Bei-
spiel:
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Es geht um die Frage, ob ein Mensch mit einer Körpergröße von 1.76m 
groß ist. Diese Frage ist mit der alten Logik nicht zu beantworten, da eine 
Grenze zwischen groß (1) und klein (0) nicht definiert ist. Für die Fuzzy-
Logik werden die Extreme der Körpergröße festgelegt. Das bedeutet bei-
spielsweise, dass die Größe 1.50m und darunter als klein (0), ab 1.80m und 
darüber jedoch als groß (1) bezeichnet werden. Die Größenwerte zwischen 
diesen Extremen sind nicht klar als „groß“ oder „klein“ definiert, sie sind fuz-
zy, also verschwommen. 
Im vorliegenden Fall wäre die Antwort, dass dieser Mensch mit einer Kör-
pergröße von 1.76m zu einem Grad von 0.87 als groß zu bezeichnen ist. 
Durch die Verwendung von unscharfen Mengen können natürlich sprachli-
che Beschreibungen von Sachverhalten besser von Rechensystemen abgebil-
det werden. Auch die Auswahl und die Berechnung der Funktionen sind rela-
tiv einfach. 
Die Einfachheit der Systeme wird dadurch bezahlt, dass sie in einigen Si-
                                           
13  http://www.giub.uni-bonn.de/gistutor/theorie/grundlag/ki_exper/knn.htm, 22.04.2007. 
14  http://de.wikipedia.org/wiki/Fuzzy-Logik, 23.04.2007. 
15  http://members.aol.com/mathfuzzy/INTERN/fuzzy.html, 10.05.2007.   19
tuationen nicht ganz optimal entscheiden. Ursache ist die Schwierigkeit bei 
der Feinabstimmung der Regeln. Hier liegt die größte Herausforderung. Der 
erste Entwurf liefert häufig sehr schnell Ergebnisse, mit denen gearbeitet wer-
den kann, für eine genaue Regelung müssen die Zugehörigkeitsfunktion der 
unscharfen Mengen oder das Verfahren, mit denen man die Fuzzy-Mengen 
verknüpft, in aufwendiger Feinarbeit nachgebessert werden.
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d.  Neuronale Fuzzy Systeme 
Neuronale Fuzzy-Systeme kombinieren die Fuzzy-Logik mit Neuronalen Net-
zen. Der große Vorteil liegt in der Kombination der transparenten, intuitiven 
Regeln der Fuzzy-Logik mit der Lernfähigkeit von Neuronalen Netzen. Ein 
derartiges System ist in der Lage, Regeln und/oder Zugehörigkeitsfunktionen 
zu erlernen oder bestehende zu optimieren. Die aufwendige Feinabstimmung 
der Fuzzy-Logik kann dadurch automatisiert werden. 
e. Intelligente  Agenten 
Intelligente Agenten sind autonome Systeme, die eigenständig wahrnehmen, 
entscheiden und handeln. Charakteristisch für sie sind Lernfähigkeit, logisches 
Schließen und Kreativität. Der intelligente Agent muss in der Lage sein, Wis-
sensakquisition durch die Wahrnehmung seiner Umwelt zu betreiben. In ei-
nem nächsten Schritt muss er diese Informationen auswerten können und 
schließlich dazu in der Lage sein, seine Umwelt aktiv zu beeinflussen. 
Eine der wichtigsten Aufgaben intelligenter Agenten besteht darin, in der 
Welt, in der sie operieren, nach Informationen zu suchen und diese zu spei-
chern.
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Als eines der bekanntesten Beispiele für einen Agenten sei hier der von An-
derson Consulting entwickelte Bargainfinder genannt. Er durchsucht Online-
Shops nach dem billigsten Preis für CD's.  
3. Zusammenfassung 
Wie wir sehen konnten, bietet der Bereich der schwachen künstlichen Intelli-
genz einige hoch interessante Ansatzpunkte. 
Kennzeichnend für Entwicklung der letzten Jahre ist, dass versucht wird, 
die Schwächen einzelner Techniken mit Hilfe einer anderen auszugleichen. 
Die verschiedenen Bereiche der künstlichen Intelligenz wachsen mehr und 
mehr zusammen. Neuronale Fuzzy-Systeme sind hierfür ein gutes Beispiel. 
Was aber bedeutet die fortschreitende Entwicklung im Bereich der schwa-
                                           
16  http://www.iicm.tugraz.at/Teaching/theses/2000/_idb9e_/greif/node9.html, 23.04.2007. 
17  http://www.gm.fh-koeln.de/~hk/lehre/ki/ss2007/ki_ss2007_welcome.html, 23.04.2007.   20 
chen KI für die computergestützen Managementinformationssysteme? 
Die Weiterentwicklung der Expertensysteme kann beispielsweise dazu bei-
tragen, dass das Konzept der „Decision Support Systeme“ eine Renaissance 
erlebt. Intelligente Agenten könnten das Data Warehouse einer Business Intel-
ligence Lösung bestücken und Neuronale Fuzzy-Systeme könnten in der Un-
ternehmensplanung wertvolle Dienste leisten. 
Wie man sehen kann, sind die Einsatzmöglichkeiten interessant und vielfäl-
tig. Man kann daher davon ausgehen, dass aus diesem Bereich die nächste 
große Evolutionsstufe der computergestützten Managementinformationssys-
teme kommen wird. Es bleibt zu hoffen, dass dann auch die gewünschte Zeit- 
und Kostenersparnis erreicht werden kann, die Systeme eine Vereinfachung 
erfahren werden und die Benutzerfreundlichkeit erhöht wird. Vielleicht wird 
mit ihrer Hilfe auch der alte Traum von unternehmensüberspannenden Model-
len zur Simulationsplanung Wirklichkeit. 
C. Fazit 
Im Bereich der Computergestützten Managementinformationssysteme befin-
det man sich auf der Ebene von „high-level“ Informationen. Diese variieren 
sehr stark von Firma zu Firma, von Nutzer zu Nutzer und erst Recht von 
Branche zu Branche. Damit stehen Standardlösungen zu Recht außer Frage. 
Jede Firma muss sich ihr Informationssystem mit den für sie und das Mana-
gement relevanten Daten selbst zusammenstellen. 
In der Immobilienwirtschaft gibt es die berühmte Frage welche drei Krite-
rien bei der Auswahl einer Immobilie die wichtigsten sind. Die Antwort darauf 
lautet: Lage, Lage und Lage. 
Eine derartige Frage lässt sich auch sehr gut für die computergestützten 
Managementinformationssysteme stellen. Was ist bei der Implementierung ei-
nes computergestützten Managementinformationssystems das Entscheidende? 
Antwort: Daten, Daten, und Daten. 
Der Grund dafür lässt sich bereits in der Geschichte der computergestützten 
Managementinformationssysteme finden. Auf Seite 8 dieser Arbeit haben wir 
gesehen, dass die MIS das vorhandene Informationsdefizit durch eine Infor-
mationsflut mit häufig irrelevanten Fakten ersetzt haben und daran gescheitert 
sind. Inadäquate Realisierungsstrategien, überzogene Erwartungshaltung des 
Managements und eine fehlende angemessene Verdichtung, Säuberung und 
Filterung der Daten taten ein Übriges dazu. 
Gleiches gilt auch noch heute. Betritt man den Bereich der schwachen KI, 
verstärkt sich die Problematik sogar zusätzlich, da hier Vorgänge automatisiert 
werden, deren Ergebnis aufgrund ihrer Komplexität nur noch schwer über-
prüfbar ist. Folgende Punkte sind bei der Realisierung eines Computergestütz-
ten Managementinformationssystems daher von entscheidender Bedeutung. 
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1. Wo genau will man hin? 
2. Wie will/kann man dort hin gelangen? 
3. Datenintegration, Datenqualität, Datenerfassung, Datenspeicherung, Daten-
aufbereitung, Datenhistorie und die Fortschreibung der Daten sind die 
Grundpfeiler jeder Anwendung. 
4. Punkt 3. muss der Maßstab sein, an dem sich jeder Auswertungswunsch 
messen lassen muss. Kann er nicht zu 100% erfüllt werden, ist dringend an-
zuraten, auf eine Auswertung zu verzichten. 
5. Bunte Bilder und Auswertungen „kommen von ganz alleine“, wenn die Da-
tenbasis stimmt. 
Eine graphische Auswertungsmaske über eine Datenbank zu legen, stellt kein 
Problem dar. Entscheidend sind dabei stets die Daten, denn sie bilden die 
Ausgangsbasis für jede, wie auch immer geartete, Anwendung. 
Zusammenfassend kann man feststellen, dass nur die Kombination von in-
haltlicher Relevanz und Richtigkeit der Daten, anforderungsorientierten Da-
tenmodellen und adäquaten Anwenderwerkzeugen zu einem nutzbringenden 
System führen.   22 
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