Summary. We study direct and iterative domain imbedding methods for the Stokes equations on certain non-rectangular domains in two space dimensions. We analyze a continuous analog of numerical domain imbedding for bounded, smooth domains, and give an example of a simple numerical algorithm suggested by the continuous analysis. This algorithm is applicable for simply connected domains which can be covered by rectangular grids, with uniformly spaced grid lines in at least one coordinate direction. We also discuss a related FFT-based fast solver for Stokes problems with physical boundary conditions on rectangles, and present some numerical results.
Introduction
Domain imbedding methods are elliptic solvers constructed in the following way. Let f2 be an open, bounded domain in two or three dimensions. Let R be a rectangular domain containing the closure O. To solve an elliptic problem on 1"2, use in some way an auxiliary elliptic solver on R.
Methods of this kind have been studied extensively for second order scalar elliptic boundary value problems. We shall only give a very brief discussion of some of this work here. More extensive references can be found in [5] and [6] .
The earliest papers on numerical domain imbedding methods which I know of are [8] and [13] . Domain imbedding is particularly simple for finite element discretizations of Neumann problems. For this case, there is a straightforward and quite efficient method, with a speed of convergence independent of the mesh width; see e.g. [17] and [6] . For Dirichlet and mixed boundary conditions, more sophisticated methods are needed to obtain mesh width independent convergence speed. Two such methods for Dirichlet problems were proposed and analyzed in [10] and [16] . These and a third method, closely related to one of the algorithms of [4] , were also studied in [5] . The method discussed in the present paper is an analog of this third method for scalar second-order Dirichlet problems.
One of the original motivations for studying domain imbedding was that fast elliptic solves were available for rectangles, but not for most other geometries. This reasoning has become invalid, at least with respect to iterative solvers, since multigrid methods have been shown to be quite efficient for complicated geometries; see e.g. [19] , p. 147. For scalar second order elliptic operators, numerical evidence indicates that multigrid is more efficient than domain imbedding; compare e.g. [6] and [9] . In addition, domain imbedding methods have the disadvantage of requiring regular, uniform or nearly uniform grids.
Nevertheless I believe that domain imbedding is quite useful in some contexts. First, consider the domain f2 of Fig. 1 , and assume that we wish to solve a boundary value problem for Laplace's equation on O. A reasonable numerical method could be constructed as follows. Cover f2 by the uniform square grid G n shown in Fig. 2 . Refine G n by globally halving the mesh width H a few times, then by local refinement near re-entrant corners. Discretize on the finest grid, for instance using finite elements. Solve the discrete problem using a multigrid-like algorithm based on the hierarchy of grids constructed by refining G ~/. One now needs an approximate solver for discrete boundary value problems on G n. One could use multigrid for this purpose, too. However, this would require the use of irregular coarse grids, and therefore some analysis or experimentation to find an effective coarsening strategy. A domain imbedding method would be less efficient, but much more convenient. Since efficiency on the coarsest grid does not matter much if the number of grid levels is relatively large, domain imbedding is a reasonable choice here.
In the context of this application, the restriction to domains which can be covered by regular, uniform meshes is less severe than it would be if domain imbedding were to be used alone. More complicated domains can be approximated by domains which can be covered by regular, uniform meshes. This reduces the order of accuracy with which the continuous problem is approximated. However, in multigrid methods, there is in general no need to use the order of accuracy of the finest grid discretization on all grids; for a simple example illustrating this point, compare the second remark on p. 113 of [19] .
Second, direct domain imbedding methods are, in a certain sense, quite efficient.
They require an expensive preprocessing step. However, this step only requires knowledge of the domain and the discrete operator, not of the right-hand side and boundary values. Not including the data-independent preprocessing in the operation count, direct domain imbedding methods allow the exact solution of certain discrete elliptic problems on complicated domains in O(n log(n)) operations, where n denotes the number of grid points. There are few direct elliptic solvers with this capability. Ignoring the cost of the preprocessing step may be justified in some situations, such as time dependent problems on a fixed domain, when many elliptic problems are to be solved on the same grid.
An additional advantage of domain imbedding techniques lies in the fact that by far the largest part of the computational work is spent on Fast Fourier Transforms, for which very efficient software exists.
It should also be mentioned that our somewhat pessimistic judgment of the efficiency of domain imbedding in comparison with multigrid methods is based on the assumption that standard fast solvers are used on the rectangle R. However, the problems on R are often of a very special nature: Almost all entries of the right-hand side are zero, and the solution is needed in only few grid points. This observation can be used to accelerate the fast solver; see [2, 3, 11, 14] , and [15] . Techniques of this kind may broaden the class of problems for which domain imbedding is useful.
In this paper, we shall describe a mathematical background for domain imbedding methods for the Stokes equations, and show how the basic principle leads to simple numerical methods. We shall study the following idea for constructing an imbedding Stokes solver. Given a Stokes problem on a non-rectangular domain (2, solve this problem using auxiliary Stokes problems on a larger rectangle, with an exterior force which equals the exterior force of the original problem plus a singular force distribution with support on the boundary of ~, forcing the velocity to assume zero values, or other prescribed values, on 0~2. In Sect. 3, we give an analysis of this idea in the continuous case, for general bounded domains with smooth boundaries. In Sects. 4-8, we study a numerical algorithm suggested by the continuous analysis, applicable to simply connected domains which can be covered by rectangular grids with uniformly spaced grid lines in at least one coordinate direction. There are two variants of this method : A fast direct Stokes solver, and a simple but not very fast iterative Stokes solver, with a speed of convergence which appears to be bounded uniformly in the mesh width h, judging from numerical results.
In Sect. 9, we discuss an FFT-based fast solver for Stokes problems with physical boundary conditions on rectangles. This algorithm is closely related to the imbedding method studied in this paper, and is quite efficient if one does not count a preprocessing phase which depends on the grid, but not on the right-hand side and boundary values.
Fortran codes implementing the methods describing in this paper are available from the author.
Formulation of the Stokes Problem
We consider the Stokes problem (1) -Au+Vs in ~2 (2) 17.u=O in f2
These are the equations of two-dimensional incompressible fluid flow dominated by viscosity, u is the velocity, andp the pressure, u andp are functions of_x e O. We shall use the notation u and Equations (1) are the momentum equations, and Eq. (2) the continuity equation. We assume that f2 is open and f2~_ (0,1) 2. For the motivating discussion of Sect. 3, we shall also assume 0t2 e C 2. where n denotes the exterior unit normal vector on 0f2, and the solution is unique up to a constant added to p; see [20] . We use the notation ~ 89 { g--E(H 89 : ofS g_'n_ds=0}. Let 9_e~+(0fl) be given. One can then find _# such that
(8)
_w=9_ on 0Q.
_# can be described as follows. Let (~,t,Pi,t) and (~.t,P,,t) be the solutions of
Uint=~ on 0f2
(lO) (11) and (12) (13) {~/dint
:=~-_n -pi''nj \ 8_n
defined by Eqs. (5)- (8) . Properties of A are given in Theorem I. Note that the exterior unit normal vector n on 0s'2 is an element of (H-+(012)) 2, so that the quotient (H-89 (OO))2/span {n} referred to in Theorem 1 is well-defined. We assume that dO is a simple, closed curve of class C 2. In particular, this implies that ~ must be simply connected, an assumption which will also be needed, for different reasons, in later sections.
Theorem 1. (i) A is a topolooical isomorphism (H -+ (O~))2/span {n} ~ 9ff 89 (O~).
(ii) A is symmetric:
(iv) A is positive definite."
(~2, A with 0<2<A< oo)(V#_e(H-+(O~))2)2]I#_]I%-+<=(A#_,#_)<A][#_][~-+.
Proof (i) For # ~ (H-89 2, A_# ~ ~g 89 and the mapping A is continuous. This follows from standard theorems about the Stokes equations; see [20] . A is a mapping onto ~+(00), since for any 9_~g'~(0fl), one can construct ~ (H-89 2 with A#=9_ by Eqs. (9)- (16 (ii) Let _q, _~ e (H -+ (Of2)) 2. Let (ff~,p~) denote the solution of Eqs. (5)- (7), and let (ff,,p~) be defined similarly. Then We now wish to show that there are constants 2 > 0 and A > 0 independent of9 e ~+ such that (18) 5tli~ll~*----I Vw~' __Vw~d_x~AIIgll~+.
The existence of A follows from the continuous dependence of the solutions of (9)- (11) and (12)-(15) on 9; see [20] . The existence of 2 follows from the Poincar6 inequality for _w o and the Trace theorem for functions in H 1 ((0, 1)2).
(iv) is an immediate consequence of (i) and (iii). [] Next we shall describe a mapping A 0 which has similar properties, but is simpler from a numerical point of view. A discrete analog of A o will serve as a preconditioner for a discrete analog of A. Define
Ao : (H-+(a~))2-+(H 89 2
as follows. Given #e H-89 (012)) 2 , let (fi(k))kd be the Fourier coefficients. More precisely, since c~f2 is assumed to be a simple, closed, smooth curve, distributions defined on Of 2 can be identified via the arc-length parametrization of Of 2 as distributions on the real line with period 
Discretization of the Stokes Equations
We use a discretization of Eqs. (1)- (3) based on a square grid as in Fig. 2 ; compare, e.g., [12] . The mesh width is h = 1/N, Ninteger. The velocity u_ is approximated in the cell vertices, and the pressurep in the cell centers. We assume from now on that ~ is a union of cells
We use central, second order differencing. The discrete momentum equations are centered in the cell vertices, and the discrete continuity equation in the cell centers.
We write the discretization in the form Corresponding to these elements, there are two discrete compatibility conditions: 1) The discrete analog of Eq. (4) obtained by discretizing the integral S 9_" n_ds using the trapezoidal rule. ~a 2) A "non-physical" compatibility condition, requiring that a certain alternating sum of the tangential components of ~ in the cell vertices lying on 3~2 be zero. Then s h should be orthogonal, in the euclidean sense, to the kernel of the discrete gradient operator _F h. It is easy to see that the dimension of ker (_Vh), and therefore the number of discrete compatibility conditions, can be larger than 2 if f2 is not a union of cells of the 2h-grid. 
CrB-1Cy=CTB-lf. Thus (36) y=(CrB-xC)~CrB-l f+some element ofker(CrB-1C).
Inserting (36) into (34) and solving for _x, we find:
x= B-l f-B-1 C(CTB -' C) ~ CTB-~ f_.
This shows :
D=B-I_B-1C(CT B-1C)$CT B -1 .
Next we observe that every xeR p has a decomposition in the form It is easy to verify that such a decomposition is given by
rl=(CT B-1C)~ CT B-1x_
and
~_=x_-C(CT B-1 C)~ C r B-1 x.
We use this decomposition to study the quadratic form associated with D:
xr Dx = (~_ + Ctl)r (B -' -B-' c(Cr B -1 C)~ C T B-1) (~_ + Ctl) = ~_r B -1 ~ q_ rl T CTB -1 Cr I _ rlTCTB -1 C(CTB -1 C)(~ CTB -1 Ct I

=~TB-I~.
This implies the statement of the lemma. []
We return now to the study of the discrete analog A n of A. By subtracting a grid function on (0, 1) 2 with zero gradient, we can assume that qh _ 0 outside Q. Since the space of grid functions defined in (2 with zero discrete gradients has dimension two, it follows that ker(A h) has dimension two. Denote by W the space of all discrete vector fields on 0(2, i.e. vector fields defined in grid points on c3(2. Denote by Vthe space of discrete vector fields on 0(2 satisfying the discrete compatibility conditions. V and range (A h) are subspaces of W. It is clear that range (A h) _ V. The co-dimension of Vis two, since there are two discrete compatibility conditions. The co-dimension of range (A n) is the dimension of ker (A h), hence it is also two. Thus range (Ah) and V are equal. [] If (2 is not simply connected, then the number of discrete compatibility conditions is still two, but the kernel of A h has the dimension 2-4-29, where 9 is the number of holes in Q. There are then vector fields defined in the cell vertices on 0(2 which satisfy the discrete compatibility condition, but do not lie in the range of A h, and the methods of Sect. 6 are not applicable.
To define a discrete analog ofA 0, assume as in Sect. For the numerical experiments of Sect. 8, we have always used c = 88
The Direct and Iterative Imbedding Methods
Suppose that_#h is a given vector field defined in the cell vertices on c3g2, satisfying the discrete compatibility conditions. Solve This ensures that the conjugate gradient iteration for (38) can indeed be preconditioned by A~.
A Fast Stokes Solver on a Rectangle with Periodicity in one Coordinate Direction
In this section, we describe an FFT-based method for solving Eqs. (29)- (31) with periodicity conditions in the x-direction. (29)- (31) is O(N z log(N)).
Numerical Results
We define max {2 : 2 eigenvalue of A h} c~ :-min {2"2 eigenvalue of A h, 2>0}'
and compute cond2(A h) and the analogously defined condition number of the preconditioned matrix for several domains and values of h.
Example 1 :
This example is not completely artificial, since Stokes problems are not easy to solve even on rectangles, unless there is a periodicity condition in at least one coordinate direction. Compare, however, Sect. 9. Example 2: The L-shaped domain 
A Fast Stokes Solver on a Rectangle with Physical Boundary Conditions
The methods of Sect. 6 can be used to solve Stokes problems on rectangles with physical boundary conditions, i.e. with the velocity u prescribed on the boundary. However, we shall now outline a simpler, less expensive and more natural variant of the method for this special case.
Consider a problem of the form (N) ) arithmetic operations, provided that the data-independent work needed for computing and factoring .~ h is not counted.
Summary and Discussion
We summarize our conclusions. The operator which is inverted numerically in our method can, briefly and symbolically, be described as follows: (52) b-distribution of force along 80~velocity along at2.
It seems natural to attempt to invert this operator numerically. We have shown that this idea can be carried out, at least for simply connected domains which can be covered by uniform square grids, or a little more generally, by rectangular grids with uniformly spaced grid lines in at least one coordinate direction. (The condition that the grid be uniform in at least one coordinate direction allows the construction of FFT-based fast Stokes solvers on the rectangle.) It is also natural to precondition the operator (52) by a symmetric, positive definite operator which raises the order of differentiability by one. We have described a numerical implementation of this idea, leading to a substantial reduction of the condition number.
The numerical experiments of Sect. 8 indicate that the iterative version of the method is inefficient in comparison with what can be obtained, for suitable discretizations of the Stokes problem, with multigrid methods; compare e.g. [1 ] and [7] . This confirms the comments of the introduction: Domain imbedding can be used to construct simple but not very fast iterative solvers, or efficient direct solvers.
