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cluding certain submatrices. For a nxm (0,1)-matrix A we show that the linear 
programming problem max {by I yA ~ c, 0 ~ y ~ d} can be solved by a greedy 
algorithm for all c ~ O, d ~ 0 and b 1 ~ b2 ~ ••• ~ bn ~ 0 if and only if A 
is a greedy matrix. Furthermore we show constructively that if bis integer, 
then the corresponding primal problem min{cx + dz I Ax+ z ~ b, x ~ O, z ~ 0} 
has an integer optimal solution. A polynomial-time algorithm is presented to 
transform a totally-balanced matrix into a greedy matrix as well as to re-
cognize a totally-balanced matrix. This transformation algorithm together 
with the result on greedy matrices enables us to solve a class of integer 
programming problems defined on totally-balanced matrices. Two examples 
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I • INTRODUCTION, 
A (O,I)-matrix is balanced if it does not contain an odd square sub-
matrix of size at least three with all row and column sums equal to two. 
Balanced matrices have been studied extensively by BERGE [3] and FULKERSON 
et al. [7]. We consider a more restrictive class of matrices called totally-
balanced (LOVASZ [11]). A (O,1)-matrix is totally-balanced if it does not 
contain a square submatrix of size at least three which has no identical 
columns and its row and column sums equal to two. 
EXAMPLE I.I. Let T = (V,E) be a tree with vertex set V = {v 1,v2 , ••• ,vn} and 
edge set E. Each edge e EE has a positive length l(e). A point on the tree 
can be a vertex or a point anywhere along the edge. The distance d(x,y) 
between the two points x and yon Tis defined as the length of the path 
between x and y. A neighborhood subtree is defined as the set of all points 
on the tree within a given distance (called radius) of a given point (called 
center). Let x. (i = 1,2, ••• ,m) be points on T and let r. ( i = 1,2, ••• ,m) 1 . 1 
be nonnegative numbers. Define the neighborhood subtrees T. by T. = 
1 1 
{ y E T I d (y, x. ) :::;; r. } . 
. 1 1 
Let A= (a .. ) be the nxm (O,1)-matrix defined by 
1J 
a .. = I if and only if 
1J 
v. E T. 
1 J 
It was first proved by GILES [8] that A is 
totally-balanced. This result was generalized by TAMIR [12]: Let Q. 
1 
(i = 1,2, ••• ,n) and R. 
J 
(j = 1,2, ••• ,m) be neighborhood subtrees and let the 
nxm (O,1)-matrix B = (b .. ) be defined by b .. 
1J 1J 
= 1 if and only if Q. n R. # 0. 
1 J 
Then Bis totally balanced. 0 
Motivation for the types of problems to be studied in this paper is 
given by the following two examples from tree location theory stated in 
Example 1.2. 
EXAMPLE I • 2. Let T = (V,E) be a tree, let T. (j = 1,2, ••• ,m) be neighborhood 
J 
subtrees and let A= (a .. ) be the (O,1)-matrix as defined in Example 1.1. 
1J 
We interpret x. as 
J 
the possible location of a facility, and T. as the service 
J 
area of a facility at x., i.e., 
J 
assume clients to be located at 
x. can only serve clients located at T. (we 
J J 
vertices). We assume there is a cost c. 
J 
associated with establishing a facility at x. (j = 1,2, ••• ,m). The 
J 
minimum cost covering problem is to serve all clients at minimum cost. 
2 
This problem can be formulated as 
m 
(1. 3) min I c.x. j=I J J 
m 
s.t. I a .. x. ~ I , i = 1,2, ••• ,n, j=l 1J J 
x. E {O,l}, j = 1,2, •.• ,m. 
J 
Let us relax the condition in this problem that each client has to be 
served by assuming that if a client located at vertex v. is not served by a 
1 
facility, then a penalty cost of d. (i = 1,2, ••• ,n) is charged. The minimwn 
1 
cost operating problem is to minimize the total cost of establishing facili-
ties and not serving clients, i.e., 
m n 
(I .4) min I c.x. + I d.z. j=l J J i=l 1 1 
m 
s.t. I a .. x. + z. ~ I , i = 1,2, .•• ,n, j=l 1J J 1 
x. E {O,I}, j = 1 , 2, •..• ,m, 
J 
z. E tO,l}, i = 1,2, •.• ,n. • 1 
Let A= (a .. ) be a (0,1)-matrix. We can associate a subset of rows to 
1J 
each column, namely those rows which have a one in this column. An nxm (0,1)-
matrix is called greedy if for all i = 1,2, .•• ,n the following holds; all 
columns having a I in row i can be totally ordered by inclusion when re-
stricted to the rows i,i+l, ••. ,n. An equivalent definition is to say that 
the two 3x2 submatrices 
(1.5) 
[~ ~] and [~ ~] 
do not occur. 
Why the name "greedy" is chosen will become clear in the next paragraph. It 
is a trivial observation that each greedy matrix is totally balanced. We 
will prove in Section 3 that, conversely, the rows of a totally-balanced 
matrix can be permuted in such a way that the resulting matrix is greedy. 
The proof will be constructive. 
Let the n~m(0,1)-matrix A= 
given by 
m n 
(a .. ) be greedy. Consider the problem (P) 
l.J 
(P) min I c.x. + I d.z. j=l J J i=l l. l. 
m 
s.t. I a .. x. + z. ~ b., i = 1,2, ••• ,n, j=l l.J J l. l. 
x. ~ 0, j = 1,2, ••• ,m, 
J 
z. ~ o, i = 1,2, ••• ,n. 
l. 
The dual problem (D) is given by 
n 
(D) max I b.y. 
i=l l. l. 
n 
s.t. I y.a .. :,;; C •, j = 1,2, .•• ,m, 
i=l l. l.J J 
0 :,;; y. :,;; d., i = 1,2, ••. ,n. 
l. l. 
We will show in Section 2 that problem (D) can be solved by a greedy algo-
rithm for all c ~ O, d ~ 0 and b 1 ~ b2 ~ ••. ~ bn ~ 0 if and only if the 
matrix A is greedy. Further we construct an optimal solution to the primal 
problem (P) which has the property that itis an integer solution whenever 
bis integer. This means that after we use the algorithm of Section 3 to 
transform a totally-balanced matrix into a greedy matrix we can solve the 
two location problems using the result of Section 2. 
After we submitted the first version of the paper we found out about 
the work done by FARBER. FARBER [5 ,6] studies strongly chordal graphs and 
gives polynomial-time algorithms to find a minimal weighted dominating set 
and minimal weighted independent dominating set. In these algorithms FARBER 
uses the same approach as described in Section 2. In another paper ANSTEE & 
FARBER [1] relate strongly chordal graphs to totally-balanced matrices. 
This paper contains the relationship between totally-balanced and greedy 
matrices described in Section 3 as well as a recognition algorithm for a 




2. THE ALGORITHM 
A greedy (0,1)-matrix is in standard greedy form if for all i,j,k,l 
with i < j, k < l the equalities aik =ail= ajk = I imply that ajl = I. 
In Section 3 we will show that by a permutation of the columns an nxm greedy 
matrix can be transformed into a matrix in standard greedy form in O(mn) 
time. The algorithm of Section 3 applied to a totally-balanced matrix also 
produces a matrix in standard greedy form. In this section we will assume 
that the greedy matrix is in standard greedy form. This assumption does not 
affect the dual solution obtained but facilitates the description of the 
primal solution. 
Let A= (a .. ) be an nxm (0,1)-matrix l.J in standard greedy form, let c. 
(j = 1,2, ••• ,m) and d. (i = 1,2, .•• ,n) be 
]_ 
J 
positive numbers (the case when 
one of these numbers is zero can be treated similarly) and let b 1 ~ b2 ~ 
~ b ~ 0. A feasible solution y of problem (D) is obtained by a greedy 
n 
algorithm. The values of y. are determined in order of increasing i and 
]_ 
taken to be as large as possible. A constraint j is tight if I:1 1 y. a .. = c .• i= ]_ l.J J 
The index a(j) denotes the largest index of a positive y-value in the tight 
constraint j, J denotes a set of tight constraints. The greedy procedure is 
formulated in Algorithm D. 
ALGORITHM D 
begin J:=\il;c:=c; 
for i :=1 step I to n 
do y.:=min{d.,min. 1{c.}}; l. l. J:aij= J 
if y. > O then if y. = c. for some j then choose the largest j 
- ]_ --- ]_ J 
and let J:=J u {j} ; a(j) :=i 
A A 




For the soluti?n y constructed by Algorithm D the following holds: 
(2.1) 
and 
If yk = dk' then either there is no j E J such that akj = 1 or 
there is a j E J such that akj =land a(j) ~ k, 
5 
(2.2) If yk = O, then there is a j E J such that akj = 1 and a(j) < k. 
Property (2.1) follows immediately from the algorithm. If yk = O, then there 
exists an index i, i < k and a constraint j such that constaint j is tight, 
aij = ~j = 1, and i is the larg~st index of a positive y - value in con-
straint j. During the iteration in which yi was determined we have added an 
index j ~ j with a(j) = i to J. Since A is a standard greedy form we have 
akj =I.This proves Property (2.2). 
EXAMPLE 2.3. The matrix and costs of the example as well as the results of 
Algorithm Dare given in Figure 2.4. We assumed.= 2 (i = 1, ••. ,9) and 
l. 
(b 1,b2,b3 ,b4 ,b5,b6,b7,b8,b9) = (6,S,4,3,3,2,2,l). 
c1 = 3, c2 = 4, 23 = s, c4 = 2, cs= 3, 26 = s, 27 = 3. 
0 0 0 0 0 y l = 2, c1 = 1, 22 = 2. 
0 0 0 0 0 ;;2 = 1, J= {I}, a(1)=2, c1 = O, c2 = l. 
0 0 0 0 ;;3 = o. 
0 0 0 0 0 ;;4 = 2, c3 = 3. 26 = 3. 
0 0 1 0 0 1 0 ;;5 = 2, 23 = 1, c6 = l. 
0 0 0 l 0 0 y6 = 2, J={l,4}, a(4) = 6, C4 = O, C7 = I. 
0 I 0 0 1 0 ;;1 = t, J={I,4,7}, a(7)=7, c2 = o, cs= 2, c7 = o. 
0 0 I 0 0 ;;8 = o. 
0 0 0 1 ;;9 = o. 
Figure 2.4. Example of Algorithm D. 
The value of the feasible dual solution y is 35. D 
The primal solution i,i is constructed by Algorithm P with has as input 
the set of tight constraints J and the indices a(j) (j E J). 
6 
ALGORITHM P 
begin b:=b;x.:=O for all j/J; 
J 
while JI-~ 
do (let k be the last column of J) 
Xk:=ba.(k); 
1\ :=bi - ~ for all i such that aik = I; 
J:=J\{k} 
od; 
for i:=l step 1 ton do ii:~ax(O,bi)od 
end 
EXAMPLE 2.5. Apply Algorithm P to Example 2.3. 
x2 = X3 =XS= x6 = O, b = b. 
Iteration 1: x7 = 2, b6 = h7 = b8 = 
Iteration 2: x4 = 0, 
A A A 
-I. 
Iteration 3: x 1 = 5, bl= I, b2 = 0, b3 = -1. 
~I= I, i 4 = i 5 = 3, all other zi values are zero. 
It is easy to check that x,z is a feasible primal solution with value 35. 
Since the values of the feasible primal and dual solutions are equal they 
are both optimal. D 
If we prove that x. ~ 0 for all j E J, then it is clear that y and x,z 
J 
are feasible solutions. In order to prove that they are optimal solutions 
we show that the complementary slackness relations of linear programming 
hold. These conditions are given by 
n 
i. c I - C .) j (2.6) y. a .. - = o, = 1,2, .•• ,m, 
J i=l l. l.J J 
m 
(2. 7) y. c I a .. x. + z. - b.) = O, i = I,'2, ••• ,n, 
i • I l.J J 1 1 J= 
(2.8) i. (y. - d.) = o, i = 1,2, ••• ,n. 
1 1 1 
Let us denote by J the set of column indices in Algorithm P which 
initially equal to J and decreases by one element at each iteration. 
Accordingly let b.(J) = b. - I- J\JA a .. i., i = 1,2, ••• ,n. Define I by l. 1 J E l.J J 
I = {i I 3j E J a.(j) = i}. 
is 
The following properties hold for Algorithm P. 
PROPERTY 2.9. If a .. = a,;.= I, i < i.., j E j, then b.(J) ~ b 11 (J). 1J ~J 1 ~ 
PROOF. This is true at the start of the algorithm since bi~ bl' i < l. 
Let k be the last column of J. Property 2.9 could be altered only if aik = 
and alk = O, which is rules out by the fact that A is in standard greedy 
form. D 
PROPERTY 2.10. b.(J) ~ 0 for all i EI. 
1 
7 
PROOF. This is true at the start of the algorithm since b. ~ O. Let k be the 
1 
last column of J. Using Property 2.9 we know that Property 2.10 could be 
altered only if aik = 1 and i > a(k), which is ruled by definition of a(k). D 
PROPERTY 2.11. b.(0) = 0 for all i EI. 
1 
PROOF. Let i EI. There exists a j E J such that a(j) = i. At the iteration 
at which j was the last column of J we define i. = b.(J) and hence after 
J 1 




PROOF. If yk > O, k i I, then according to (2.1) we have to consider two 
cases: 
1. There is no j E J such that akj = 1. In this case we have 
lj E J akjxj = 0 ~ bk; 
2. There is a j E J such that akj = 1 and a(j) > k (note that since k i I 
we can rule out a(j) = k). Using Property 2.9 and 2.11 we get 
bk(0) ~ ba(j)(0) = O. 0 
PROPERTY 2.13. If yk = O, then lj E J akjij ~ bk. 
PROOF. If yk = O, then according to (2.2) there exists a j E J such that 
akj = 1 and a(j) < k. Using Property 2.9 and 2.11 we get 
bk(0) ~ ba(j)(0) = O. 0 
8 
It follows from Property 2.10 that x. ~ 0 for all j E J. Hence x,z is 
J 
a feasible solution. For the complementary slackness relations (2.6) follows 
by construction, (2.7) and (2.8) follow from Property 2.11, 2.12 and 2.13. 
THEOREM 2.14. Problem (D) is solved by Algorithm D for all c ~ O, d ~ 0 and 
~ b ~ 0 if and only if A is greedy. 
n 
PROOF. If A is greedy, then we transform A into standard greedy form as indi-
cated in Section 3 by a permutation of the columns, This permutation does not 
effect the dual solution, which was shown to be optimal. 
If A is not greedy, then there exists a 3x2 submatrix of the form [i ~] or [ ~ iJ. 
Let the rows be given by i 1 < i 2 < i 3 and columns by j 1 < j 2• 
Set d. = 0 l. 
except cj 
- 1 
we get Yi = 
_l 
for all i I {i 1,i2,i3}, di 1 
= cJ• = 1, b. = I for all i 
2 l. -
= d· = d· = 1 c. = 3 for all j 1 2 1 3 · J 
= 1,2, ••• ,n. If we apply Algorithm D 
However Yi2 = 
value 2. This 
1, all other y. are zero. The value of this solution is 1. l. 
y· = 1 and all other y. are zero is a feasible solution with l.3 l. 
shows that Algorithm D does not solve this instance of 
problem (D). D 
3. THE STANDARD GREEDY FORM TRANSFORMATION 
In this section we show that an nxm greedy matrix can be transformed 
into standard greedy form by a permutation of the columns in O(nm) time. 
We give an O(nm2) algorithm which transforms an nxm totally-balanced matrix 
into standard greedy form as well as an O(nm2) algorithm which recognizes 
an nxm totally-balanced matrix. Since a matrix is in standard greedy form 
if and only if its transpose is in standard greedy form we may assume 
without loss of generality that m ~ n. 
Let A= (a .. ) be an nxm totally-balanced matrix without zero rows or l.J 
columns. We consider column j of A as a subset of rows, namely those rows 
which are covered by column j, Let us denote column j by E .• Then 
J 
E. = {i I a .. = 1}. Let the matrix A be given by its columns E1,E2, ••• ,E. J l.J . m 
The algorithm produces a 1-1 mapping o : { 1 , 2, ••• , n} -+ {l , 2, ••• , n} correspond-
ing to a transformation of the rows of A (o(i) = j indicates that row i 
9 
becomes row j in the transformed matrix) and a 1-1 mapping T: {E 1, ••• ,Em}+ 
{1, ••• ,m} corresponding to a transformation of the columns of A (T(Ei) = j 
implies that column i becomes column j in the transformed matrix). We present 
the algorithm in an informal way and give ·an example to demonstrate it. 
The algorithm consists of m iterations. At iteration i we determine the 
column E for which T(E) = m- i + I (1 ~ i $ m). At the beginning of each itera-
tion the rows are partitioned into a number of groups, say Gr, ••• ,G1• If 
i < j, then for all k E G. and l E G. we have cr(k) < cr(l), i.e., rows belong-
1 J 
ing to G. precede rows belonging to G. in the transformed matrix. Rows band 
1 J 
c belong to the same group G at the beginning of iteration i if and only if 
for all columns Ewe have determined so far, i.e., all columns E for which 
T(E) ~ m- i + 2, we cannot distinguish between the rows b and c, i.e., b E E 
if and only if c EE. At the beginning of iteration 1 all rows belong to the 
same group. Let Gr, ••• ,G1 be the partitioning into groups at the beginning 
of iteration i (I$ i $ m). For each column E not yet determined we calculate 
the vector~ of length r, where ~(j) = IGr-j+l n El (j = 1,2, ••• ,r). 
A column E for which dE is a lexicographical_ly largest vector is the column 
determined at iteration i with T(E) = m-i+l. After we have determined Ewe 
can distinguish between some rows in the same group G if 1 $ IG n El < !Gj. 
If this is the case we shall take rows in G\E to precede rows in G n E in 
the transformed matrix. This can be expressed by adjusting the partitioning 
into groups in the following way. For j = r,r-1, ••• ,1 respectively we check 
if the intersection of G. and Eis not empty and not equal to G .• If this 
J J 
is the case we increase the index of all groups with index greater than j 
by one and partition the group G. 
J 
into two groups called Gj and Gj+l' 
G. I= G. n E and G. = G.\E. The algorithm 
J+ J J J 
ends after m iterations with a 
partitioning into groups, say Gr, ••• ,G1• The permutation cr is defined by 
cr(k) < cr(l) if k E G. and l E G., i < j. Within a group G. we assign the 
• I 1 . J 1 
values Ij:l I Gj I + 1, ••• , Ij=l I Gj I in an arbitrary way to the elements in 
this group. The number of computations we have to do at each iteration is 
O(mn). Therefore the time complexity of this algorithm is O(nm.2). 
EXAMPLE 3.1. The 9x7 (0,1)-matrix A is given by its columns E1 = {I,2,3}, 
E2 = {l,2,3,5}, E3 = {4,5}, E4 = {3,4,5,9}, ES= {5,8,9}, E6 = {6,7,8,9}, 
E7 = {6,7,8}. 
10 
Iteration 1: GJ = (1,2,3,4,5,6,7,8,9). 
dE. = (IEil), choose E4 , T(E4) = 7. 1 
Iteration 2: G2 = (3,4,5,9), G1 = (I,2,6,7,8). 
E El E2 I E3 ES 
I 
E6 E7 
dE ( I , 2) (2,2) I- (2,0) ( 2, I) (I ,3) co ,3) I 
Choose E2, T(E2) = 6. 
Iteration 3: G4 = (3,5), G3 = (4,9), G2 = (1,2), G1 = (6,7,8). 
dE ( I , 0 , 2 , 0) (1,I,0,0) (I,I,0,I) (0,1,0,3) 
Choose E5 , T(E5) = 5. 
(0 ,0 ,O ,3)1 
Iteration 4: G7 = (5), G6 = (3), G5 = (9), G4 =_(4), G3 = (1,2), G2 = (8), GI= (6,7). 
E dE 
El (0,1,0,0,2,0,0) 
E3 (I ,o,o, 1.,0,0,0) 
E6 (0,0,I,0,0,1,2) 
E7 (0,0,0,0,0,1,2) 
From now on the groups do not change. Therefore T(E1) = 3, T(E6) = 2, 
T(E7) =I.A mapping cr is given by cr: (6,7,8,I,2,4,9,3,5) • (1,2,3,4,5,6,7,8,9). 
The mapping T is given by T: (E7,E6 ,E1 ,E3 ,E5 ,E2,E4) • (I ,2,3,4,5,6,7). The 
transformed matrix is the one used in Example 2.3. D 
A mapping cr : { l , 2, ••• , n} • {I, 2, ••• , n} is a nest ordering with respect 
to E1,E2, ••• ,Em if all columns covering the row j defined by cr(j) = i can be 
totally ordered by inclusion when restricted to the rows k of the matrix 
1 1 
with o(k) ~ i (i = 1,2, ••• ,n). By a lexicographic ordering of subsets 
El'E2 , ••• ,Em of '{1,2, ••• ,n} the following is meant. With each set Ewe asso-
ciate a vector bE of length IE!. The first component of bE is the largest 
element of E, the second component is the second largest element, and so on. 
Ei is lexicographically less than or equal to Ej if bEi is lexicographically 
less than or equal to bEi· Ties, which only occur when two subsets contain 
the same elements, are broken arbitrarily. We can order E1,E2, ••• ,Em in a 
lexicographically nondecreasing order in O(mn) time (see [2]). 
LEMMA 3.2. Let A be a (0,1)-matrix such that the ordering of ~he rOI,)s foY'ITls 
a nest ordering with respect to the columns, and the columns are ordered 
in a lexocigraphically nondecreasing order. Then the matrix A is in standard 
greedy foY'ITI. 
PROOF. Suppose a.k = a. 0 = a.k = I, i < j, k < .t. Since i E Ek n Ev we have 
• • l. l.,t. J • ,l. 
that E~ s El or Ef s Et, where E~ =Ek\ {1, ••• ,i-1} and Ei_ = E,e.\_U,.:·,i-1}. 
Since Ek is lexicographically less than or equal to E,e_ we have E~ s E}. 
Hence ajk = I implies that ajl = I. 0 
Lemma 3.2 shows that if we order the columns of a greedy matrix in a lexico-
graphically nondecreasing order, then the matrix is in standard greedy form. 
Leto and T be the mapping constructed by the algorithm applied to a 
totally-balanced matrix. We shall prove that o is a nest ordering with 
respect to the columns and Tis a lexicographic ordering of the columns after 
the rows have been reordered according too. Two columns E1,E2 are comparable 
if E1 s E2 or E2 s E1; they are incomparable if they are not comparable. 
LEMMA 3.3. Let E1,E2 be incomparable columns such that T(E1) < T(E2), let 
i E E1\E2 and let j be the largest element with respect too in E2\E1, i.e., 11 
there is no k E E2\E 1 such that o(k) > o(j). Then o(i) < o(j). 
PROOF. Consider the iteration at which E2 was determined. Let Gr, •.• ,G1 be 
the partitioning into groups at the beginning of this iteration. Let k be 
the largest index for which Gk n E1 ~ Gk n E2• Then j E Gk~ If i E Gf with 
f < k, then o(i) < o(j). If i E Gk, then after E2 is determined the group 
Gk is partitioned into two groups Gk n E2 and Gk\ E2 , where rows in Gk\ E2 
12 
precede rows in Gk n E2 in the transformed matrix. Since i E Gk I E2 and 
j E Gk n E2 we'have cr(i) < cr(j). D 
It follows from Lemma 3.3 that the algorithm produces a lexicographically 
nondecreasing ordering of the columns. It remains to show that the mapping 
a constructed by the algorithm applied to a totally-balanced matrix is a 
nest ordering with respect to the columns. Suppose a is not a nest ordering 
with respect to the columns and let i
0 
be the largest row with respect to a 
for which there exist two incomparable columns E1 and E2 with respect to all 
rows i with cr(i) ;::: cr(i0). Without- loss of generality assume T(E 1) < T(E2). 
Let i 1 be the largest element with respect to a in E1 \ E2 and let i 2 be the 
largest element with respect to a in E2 \ E1• It follows from Lemma 3.3 that 
cr(i 2) > cr(i 1). We call (i0 ,i 1,i2,E 1 ,E2) a 2-chain. We generalize the defini-
tion of a 2-chain to am-chain using the following definition. A column Ek 
separates i from j if i E Ek. j i Ek and for all columns El with T(El) > T(Ek) 
we have i E El if and only if j EE~. Note that if cr(i) > cr(j) and i and j 
are not covered by the same columns, then there is a column E which separates 
i from j. This can be seen as follows. Consider the last iteration at which 
i and j are in the same group and let Ebe the column determined at this 
iteration. Since cr(i) > cr(j) we have that after this iteration i is in a 
group with larger index than the group containing j. This implies i EE and 
j i E and therefore E separates i from j. We call (i0 ,i 1,i2 , ••• ,im,El,E2, 
... ,E) am-chain (m;::: 2) if 
m 
1. i. E Ek ~j = k or j = k-2 (k = l , 2, ••• ,m) , where i = io, J -I 
2. cr(i. 1) > cr(i.) (j = O,1, ••• ,m-1), J+ J 
3. T (E. l) > T(E ,) (j = I , 2 , ••• , m- 1 ) , J+ J 
4. E. separates i. 2 from i. 3 (j = 3, •.• ,m), J r J-
5. i. is the largest row with respect to a in E. which is not contained in 
J J 
Ej-l (j = 1,2, ••• ,m), where EO = E2• 
THEOREM 3.4. Am-chain can be extended to a m+1-chain (m;::: 2). 
PROOF. Since cr(im_ 1) > cr(im_2) and im-Z and im-l are not covered by the same 
columns (i 1 i E) we have that there exists a column E 1 which separates m- m m+ 
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i from i 2• Note that by definition i 2 r/. E 1 and T(E 1) > T(E ). E m-1 m- m- m+ m+ m m 
separates i 2 from i 3 • ,Since i 2 r/. E +I and T(B 1) > T(E) we have m- m- m- m m+ m 
im_3 r/. Em+l. Repeating this argument for Em-I' ••. , E3 respectively shows 
that i 2 , ••• ,i0 r/. E 1• If i EE 1, then the rows i 0 , ... ,i and columns m- m+ m m+ m 
E1, ••• ,Em+l define a square submatrix of size m+I ~ 3 with no identical 
columns and all its row and column sums equal to two. This contradicts the 
fact that A is totally-balanced. Hence i r/. E 1 • Since i r/. E 1 and i 1 r/. E m m+ m m+ m- m 
we have that E and E I are incomparable. Let i +I be the largest row with m ~ m 
respect to cr in Em+I \Em. It follows from Lelilllla 3.3 that cr(im+I) > cr(im). 
In order to prove that 
chain we have to prove 
them-chain extended with i I and E I is a m+I -
m+ m+ 
that i I l Ek for k = 1, ••• ,m. We already know that 
m+ 
r/. E. Suppose i 1 E Ek for m m+ some k (I~ k ~ m). Let k be the index such 
i 
m+I 
that im+I E Ek and im+I r/. Ek+l" Note that under the assumption made such an 
index exists. Since ik is the largest row with respect to cr in Ek\ Ek-I and 
cr(im+l) > cr(ik) we have im+I E Ek-l" If k = I, then this contradicts the 
fact that im+l I. E2 = E0 • If k '> 1, then we have im+I E Ek-I\ Ek+I and 
ik+I E Ek+l \ Ek-I which contradicts the fact that by definition of i 0 all 
columns covering ik-l (for example, Ek-I and Ek+I) are comparable with respect 
to all rows i with cr(i) ~ cr(ik_ 1) (Note that cr(ik-I) > cr(i0) and cr(im+l) > 
cr(ik+l) > cr(ik_ 1)). We conclude that im+l r/. Ek for all k = 1,2, ••• ;m• D 
COROLLARY 3.5. The mapping a constructed by the aZgorithm appZied to a 
totaiiy-baZanced matrix is a nest ordering with respect to the coZumns. 
PROOF. If cr is not a nest ordering, then there exists a 2-chain which 
according to Theorem 3.4 can be extended infinitely. Since the number of 
rows is finite it follows that cr is a nest ordering. D 
This completes the correctness proof of the algorithm. The following 
theorem shows how we can recognize an nxm totally-balanced matrix in O(nm2) 
time using the mapping cr constructed by the transformation algorithm. 
THEOREM 3.6. A (O,I)-matrix A is totaZZy-baZanced if and onZy if the 
mapping a constructed by the transformation aZgorithm appZied to A is a 
nest ordering. 
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PROOF. If A is totally-balanced, then we proved that o is a nest ordering. 
If A is not totally-balanced, then there is a square submatrix A1 of size at 
least three with no identical columns and row and column sums equal to ;wo. 
Let i 1 be the smallest row with respect too of A1, and let Ej and Ek be the 
two columns of A1 covering this row. Let i 2 and i 3 be the other rows of A1 
covered by Ej and Ek respectively. It follows that i 2 E Ej \ Ek and i 3 E Ek\ Ej, 
i.e., Ej and Ek are not comparable.with respect to all rows i with o(i) ~ 
o(i1). Hence o is not a nest ordering. 
We can find o in O(mn2) time. Checking whether o is a nest ordering can be 
done by comparing all columns covering the row j defined by o(j) = i for 
i = 1 ,2, ••. n, respectively. Columns which have been compared because they 
cover a row j with o(j) = i do not have to be compared at any other iteration 
k with k > i. So we only have to check each pair of columns at most once. 
This can be done in O(nm2)-time. Hence the recognition also requires O(nm2)-
time. 
In a previous paper (BROUWER & KOLEN [4], see also KOLEN [10]) it was 
shown that there exists a row of a totally-balanced matrix such that all 
columns covering this row can be totally ordered by inclusion. As indicated 
by one of the referees this result can be used to derive an O(n2m) algorithm 
to transform a totally-balanced matrix into standard greedy form as compared 
to the O(nm2) algorithm presented (note m ~ n). The algorithm presented is 
a constructive proof of the fact that a nest ordering exists. 
We finish discussing the relationship between totally-balanced matrices 
and chordal bipartite graphs. A ahoPdaZ bipa:r>tite gPaph is a bipartite graph 
for which every cycle of length strictly greater than four has a chord, i.e., 
an edge connecting two vertices which are not adjacent in the cycle. Chordal 
bipartite graphs were discussed by GOLUMBIC [9] in relation with perfect 
Gaussian elimination for nonsymmetric matrices. Chordal bipartite graphs 
and totally-balanced matrices are equivalent in the following sense: 
(3.8) Given a chordal bipartite graph H = .({1,2, ••• ,n},{1;2, ••• ,m},E) define 
the nxm (0,1)-matrix A= (a .. ) by a .. = 1 if and only if (i,j) EE. 
1J 1J 
Then A is totally-balanced. 
Given an nxm totally-balanced matrix A= (a .. ) define the bipartite 
1J 
graph H = ({1,2, ••• ,n},{1,2, ••• ,m},E) by E = {(i,j) I a .. = 1}. Then H 1J 
is a chordal bipartite graph. 
/ 
An edge (i,j) ~fa bipartite graph is bisimplicial if the subgraph induced 
by all vertices adjacent to i and j is a complete bipartite graph. Let 
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M = (m .. ) be a nonsingular nonsymmetric matrix. We can construct a bipartite 1J . 
graph from M equivalent to (3.8) where edges correspond to nonzero elements 
m ..• If (i,j) is a bisimplicial edge in the bipartite graph, then using m .. 
1J 1J 
as a pivot in the matrix M to make m .. to 1 and all other entries in the iJ 
ith row and jth column equal to O does not change any zero element into a 
nonzero element. This is important since sparse matrices are represented 
in computers by its nonzero elements. GOLUMBIC [9] proved that a chordal 
bipartite graph has a bisimplicial edge. This result immediately follows 
from our result. Let i 0 be a nest row, i.e., a(i0) = 1 and let E0 be such 
that for all columns E covering i 0 we have E0 ~ E. Then the edge correspond-
ing to E0 and i 0 is a bisimplicial edge. 
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