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STOCHASTIC DIFFERENTIAL EQUATIONS FOR LIE
GROUP VALUED MOMENT MAPS
ANTON ALEKSEEV, ELIZAVETA ARZHAKOVA, AND DARIA SMIRNOVA
Abstract. The celebrated result by Biane-Bougerol-O’Connell
relates Duistermaat-Heckman (DH) measures for coadjoint orbits
of a compact Lie groupG with the multi-dimensional Pitman trans-
form of the Wiener process on its Cartan subalgebra. The DH
theory admits several non-trivial generalizations. In this paper,
we consider the case of G = SU(2), and we give an interpretation
of DH measures for SU(2) ∼= S3 valued moment maps in terms of
an interesting stochastic process on the unit disc, and an interpre-
tation of the DH measures for Poisson H3 valued moment maps
(in the sense of Lu) in terms of a stochastic process on the interior
of a hyperbola.
1. Introduction: the Wiener process on R3 and
Duistermaat-Heckman measures of S2
The vector space R3 carries two amazing geometric structures. On
the one hand, it has a Euclidean metric
g = dx2 + dy2 + dz2.
On the other hand, it is isomorphic to the dual space of the Lie algebra
SU(2) and it carries the linear Kirillov-Kostant-Souriau (KKS) Poisson
structure [Kir99, Sou70]
{x, y} = z, {y, z} = x, {z, x} = y.
A priori, these two structures are unrelated, but there is an interesting
connection between them that we will now describe.
First, consider the Poisson structure on R3. It gives rise to a general-
ized foliation by symplectic leaves. In this case, the leaves are 2-spheres
centered at the origin. They carry symplectic forms which are given
by formula
ω = dφ ∧ dz,
where x + iy =
√
r2 − z2eiφ and r is the radius of the sphere. The
2-form ω is a rotation invariant volume form on the sphere and its
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push-forward to the z-axis is called the Duistermaat-Heckman measure
[DH82]:
DHr = 2piχ[−r,r](z)dz.
Here χ[−r,r](z) is the characteristic function of the segment [−r, r]. The
mass of this measure is equal to the symplectic volume of the sphere
given by Vol(S2, ω) = 4pir. The normalized measure
1
Vol(S2, ω)
DHr =
1
2r
χ[−r,r](z)dz
is a probability measure.
Next, use the Euclidean metric on R3 to define a Wiener process
which starts at the origin. We will consider two projections of this
process: the first one under the map
r : (x, y, z) 7→ r =
√
x2 + y2 + z2
and the second one under the map (x, y, z) 7→ (r, z). These two pro-
jections are described by the following properties:
Theorem 1.1. The projection r of the Wiener process on R3 is a
Markov process described by the stochastic differential equation
(1) drt = dBt +
1
rt
dt,
where Bt is the standard Wiener process on R.
Remark 1.2. For the proof of Theorem 1.1 see e.g. [McK60, RY91].
The process (1) is the 3-dimensional Bessel process.
Theorem 1.3. The projection (r, z) of the Wiener process on R3 is a
Markov process described by the following system of stochastic differ-
ential equations
(2) drt =
√
r2
t
−z2
t
rt
dB
(1)
t +
zt
rt
dB
(2)
t +
1
rt
dt,
dzt = dB
(2)
t ,
where B
(1,2)
t are two independent Wiener processes on R.
The following statement establishes a surprizing relation between
the system of stochastic differential equation (2) and the Duistermaat-
Heckman measure:
Theorem 1.4. The conditional probability density for zt for a fixed
value of rt is given by the normalized Duistermaat-Heckman measure:
ρzt(z|rt = r) =
1
Vol(S2, ω)
DHr.
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We do not prove these two theorems here since we give proofs of
similar (and somewhat more involved) statements in the body of the
paper. The purpose of this paper is to generalize the above results to
the cases of spherical and hyperbolic geometry in dimension 3. In both
cases, there is a Riemannian metric which gives rise to a well-defined
Wiener process. The Duistermaat-Heckman measure also admits gen-
eralizations and analogues of Theorem 1.4 hold true.
Our work is inspired by another way to relate Wiener processes to
the Duistermaat-Heckman measure [BBO09, Bia09]. In more detail,
ρBt(z|rt = PBt) =
1
Vol(S2, ω)
DHr,
where PBt is the Pitman transform (for definition, see [Pit75]) of the
Wiener process on R. It would be desirable to have similar results in
the case of spherical and hyperbolic geometry, but to the best of our
knowledge they are currently not available.
In the process of completing this paper, we learnt that related results
were obtained in [CC19].
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2. Wiener process on S3 and group valued moment maps
In this section, we consider the 3-sphere S3 which replaces the Eu-
clidean space R3 of the previous section. It is convenient to identify S3
with the Lie group
SU(2) =
{
g =
(
a b
−b¯ a¯
)
; |a|2 + |b|2 = 1
}
.
It carries a quasi-Poisson structure (see [AKSM02]) with leaves the con-
jugacy classes. Conjugacy classes in SU(2) are the points e =
(
1 0
0 1
)
and −e and spheres given by matrices of fixed trace. Consider the map
a : g 7→ a which picks the left upper corner matrix element of g. It is
convenient to introduce a Cartesian and polar coordinate systems for
a = x+ iy = ρeiφ.
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If we denote by λ = eiθ the eigenvalue of g with non-negative imaginary
part, we have
x = ρ cos(φ) = cos(θ).
According to [AMW02], conjugacy classes in G = SU(2) carry canoni-
cal volume forms ωθ. The following statement replaces the formula for
the Duistermaat-Heckman measure:
Proposition 2.1. Let Cθ = {g ∈ SU(2); Tr(g) = 2 cos(θ)} be a conju-
gacy class in SU(2). Then,
a(Cθ) = {cos θ + iy; y ∈ [− sin(θ), sin(θ)]}.
Furthermore,
(3) DHθ := a∗(ωθ) = 2piχ[− sin(θ),sin(θ)]dy
The volume of the conjugacy class Cθ is given by 4pi sin(θ), and it
gives the total mass of the measure (3). The normalized measure
1
Vol(Cθ)DHθ =
1
2 sin(θ)
χ[− sin(θ),sin(θ)]dy
is a probability measure.
The space SU(2) ∼= S3 has the unique (up to multiple) bi-invariant
metric. Consider the Wiener process under this metric which starts at
the group unit e. We will again consider two projections θ : SU(2) →
[0, pi] and a : SU(2) → D ⊂ C, where D is the unit disc. These
projections have the following properties:
Theorem 2.2. The projection θ of the Wiener process on S3 is a
Markov process described by the stochastic differential equation
dθt = dBt + cot(θt)dt,
where Bt is the standard Wiener process on R.
Theorem 2.3. The projection a = x + iy of the Wiener process on
S3 is a Markov process described by the following system of stochastic
differential equations
(4)
dxt =
yt√
x2
t
+y2
t
dB
(1)
t +
xt
√
1−x2
t
−y2
t√
x2
t
+y2
t
dB
(2)
t − 32xtdt,
dyt = − xt√
x2
t
+y2
t
dB
(1)
t +
yt
√
1−x2
t
−y2
t√
x2
t
+y2
t
dB
(2)
t − 32ytdt,
where B
(1,2)
t are two independent Wiener processes on R.
Remark 2.4. In polar coordinates ρ =
√
x2 + y2, φ = arctan(y/x) the
system of stochastic differential equations (4) acquires a beautiful form:
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(5)
dρ =
√
1− ρ2dB˜(1)t + 1−3ρ
2
2ρ
dt,
dφ = 1
ρ
dB˜
(2)
t ,
where dB˜
(1)
t and dB˜
(2)
t are independent Wiener processes.
Proof. The Wiener process BS
3
t on S
3 ∼= SU(2) is described by the
following matrix equation:
(6) dg = g
(
3∑
i=1
eidB
(ei)
t
)
− 3
2
gtdt.
Here {ei} are orthonormal generators of the Lie algebra su(2):
e1 =
(
0 i
i 0
)
, e2 =
(
0 −1
1 0
)
, e3 =
(
i 0
0 −i
)
,
and B(ei) are independent Wiener processes. The drift term is in-
troduced to preserve the determinant of g. Equation (6) implies the
following stochastic differential equations for at and bt:
(7)
dat = bt(idB
(e1)
t + dB
(e2)
t ) + iatdB
(e3)
t − 32atdt,
dbt = at(idB
(e1)
t − dB(e2)t )− ibtdB(e3)t − 32btdt.
Then, the evolution of xt = Re(at) is given by:
(8)
dxt = −Im(bt)dB(e1)t +Re(bt)dB(e2)t − Im(at)dB(e3)t − 32xtdt
=
√
1− x2tdBt − 32xtdt,
where Bt is the standard Wiener process on R. The second line is
the stochastic process whose distribution is equal to the one of the
first line. Applying Itoˆ’s Lemma to the second equation of (8) with
θ = arccos(x), we obtain the statement of Theorem 2.2.
The system of stochastic differential equations for xt and yt = Im(at)
given by (4) also follows from (7). Note that the correlation matrix of
the processes xt and yt is equal to(
1− x2t xtyt
xtyt 1− y2t
)
,
and this defines the coefficients in front of normalized independent
Wiener processes B
(1)
t and B
(2)
t . 
The following theorem establishes a relation between the system
of stochastic differential equation (4) and Duistermaat-Heckman mea-
sures of conjugacy classes:
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Theorem 2.5. The conditional probability density for yt for a fixed
value of xt is given by the normalized Duistermaat-Heckman measure:
(9) ρyt(y|xt = cos(θ)) =
1
Vol(Cθ)DHθ.
Proof of Theorem 2.5. We compare two Fokker-Plank equations on evo-
lution of the probability densities for xt and for the combined process
(xt, yt). The Fokker-Planck equation derived from (8) reads
(10)
d
dt
px =
1
2
(1− x2) ∂
2
∂x2
px − 1
2
x
∂
∂x
px +
1
2
px
for px = px(x, t) the probability density of xt.
The Fokker-Planck equation describing the distribution px,y = px,y(x, y, t)
for for the process (xt, yt) and derived from (4) is as follows:
(11)
d
dt
px,y =
1
2
(1− x2) ∂2
∂x2
px,y +
1
2
(1− y2) ∂2
∂y2
px,y − xy ∂2∂x∂ypx,y
−3
2
x ∂
∂x
px,y − 32y ∂∂ypx,y.
Equations (10) and (11) coincide if px,y is of the form
(12) px,y(x, y, t) = px(x, t)× 1
2
√
1− x2χ[−
√
1−x2,
√
1−x2](y).
Hence, if the initial conditions are of this form, the solution px(x, t) of
(10) yields a solution of (11) via (12). Consider the initial condition
p0(x, y) = δ√1−ε2(x)× 12εχ[−ε,ε](y)
which is of the form (12). Then, px,y(x, y, t) is also of the form (12).
It holds when ε → 0 as well, and this implies equation (9) for the
conditional probability for the projection of the Wiener process on S3
starting at the group unit.

3. Wiener process on H3 and moment maps in the sense of
Lu
Similar to the previous sections, we now replace the Euclidean space
R3 with the hyperbolic space H3. A good model of H3 is the set of
positive definite Hermitian matrices of unit determinant:
H
3 ∼=
{
g =
(
a b
b¯ c
)
; a, c ∈ R+, b ∈ C, ac− |b|2 = 1
}
.
It carries a Lu-Weinstein Poisson structure [LW90] and a quasi-Poisson
structure [AKSM02]. The leaves for both structures are conjugacy
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classes under the SU(2)-action. Generic leaves are 2-spheres of ele-
ments of g ∈ H3 with fixed trace. The conjugacy class of the unit
matrix e consists of one point.
A matrix g ∈ H2 has positive eigenvalues Λ,Λ−1 with Λ ≥ 1. We
denote λ = log(Λ) and (by abusing notation) we denote λ : H3 → R the
corresponding map. We also consider the maps a, c : H3 → R mapping
an element g to its diagonal entries a and c.
Again, SU(2) conjugacy classes in H3 carry canonical volume forms
corresponding to Lu-Weinstein Poisson structures and to quasi-Poisson
structures. We denote the volume form corresponding to the quasi-
Poissons structure by ωλ. The analogue of the Duistermaat-Heckman
measure is given by:
Proposition 3.1. Let Cλ = {g ∈ H3; Tr(g) = eλ + e−λ} be a leaf in
H3. Then,
(a, c)(Cλ) = {(a, 2 cosh(λ)− a); a ∈ [e−λ, eλ]}.
Furthermore,
(13) DHλ := a∗(ωλ) = 2piχ[e−λ,eλ]da
The corresponding normalized measure is of the form
1
Vol(Cλ)DHλ =
1
2 sinh(λ)
χ[e−λ,eλ]da.
The space H3 carries the standard hyperbolic metric
d(g1, g2) = arccosh(
1
2
tr(g1g
∗
2)).
and we consider the Wiener process on H3 under this metric which
starts at the unit element e. One can write it explicitly in local coor-
dinates, e.g. given in [Cos01].
As before, we will be comparing two projections of this 3-dimensional
Wiener process, the first one is under the (logarithmic) eigenvalue map
λ : H3 → R and the second one is under the map (a+c
2
= w, c) : H3 →
R2. These projections have the following properties:
Theorem 3.2. The projection λ of the Wiener process on H3 is a
Markov process described by the stochastic differential equation
dλt = dBt + coth(λt)dt,
where Bt is the standard Wiener process on R.
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Theorem 3.3. The projection (w, c) of the Wiener process on H3 is a
Markov process described by the following system of stochastic differ-
ential equations
(14)
dwt =
√
w2t − 1 dB(1)t + 32wtdt,
dct =
ctwt−1√
w2
t
−1
dB
(1)
t +
√
2ctwt−c2t−1√
w2
t
−1
dB
(2)
t +
3
2
ctdt,
where B
(1,2)
t are two independent Brownian motions on R.
Similar to Theorem 4, Theorem 3.3 follows directly from stochastic
differential equations for the Wiener process on H3. To obtain Theorem
3.2, we apply Itoˆ’s lemma with λ = arccosh(w) to the first equation of
(14).
The following theorem establishes a relation between the system of
stochastic differential equation (14) and Duistermaat-Heckman mea-
sures of conjugacy classes:
Theorem 3.4. The conditional probability density for ct for a fixed
value of wt = cosh(λt) is given by the normalized Duistermaat-Heckman
measure:
(15) ρct(c|wt = cosh(λt)) =
1
Vol(Cλ)DHλ.
Proof of Theorem 3.4. We use the same method as for Theorem 2.5,
comparing two Fokker-Plank equations.
The first Fokker-Planck equation is obtained from the first equation
of the system (14), and it is describing the evolution of the probability
density of wt:
(16)
d
dt
pw =
1
2
(w2 − 1) ∂
2
∂w2
pw +
1
2
w
∂
∂w
pw − 1
2
pw,
where pw = pw(w, t).
The Fokker-Planck equation describing the process (wt, ct) is derived
from (14), and it is as follows:
(17)
d
dt
pw,c =
1
2
(w2 − 1) ∂2
∂w2
pw,c +
1
2
c2 ∂
2
∂c2
pw,c + (cw − 1) ∂2∂w∂cpw,c
+3
2
w ∂
∂w
pw,c +
3
2
c ∂
∂c
pw,c.
If pw,c is of the form
(18) pw,c(w, c, t) = pw(w, t)× 1
2
√
w2 − 1χ[w−
√
w2−1,w+
√
w2−1](c),
implied by (15), then (16) and (17) coincide. The existence and the
uniqueness of solution of (16) and (17) is guaranteed as they are the
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projections of Brownian motion. The equation (17) together with ini-
tial conditions
p0(x, y) = δ√1+ε2(x)× 12εχ[√1+ε2−ε,√1+ε2+ε](y),
gives rise to a unique solution, and it is of the form (18). Thus, the
solution is of this form for ε→ 0 as well, and this finishes the proof. 
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