In the small di usion limit " ! 0, metastable dynamics is studied for the generalized Burgers problem ut + f 0 (u)ux ? f 0 (u) = "uxx ; 0 < x < 1 ; t > 0 u(0; t) = u(1; t) = 0 ; u(x; 0) = u0(x) : Here u = u(x; t) and f (u) is smooth, convex, and satis es f (0) = f 0 (0) = 0. The choice f (u) = u 2 =2 has been shown previously to arise in connection with the physical problem of upward ame{ front propagation in a vertical channel in a particular parameter regime. In this context, the shape y = y(x; t) of the ame{front interface satis es u = ?yx. For this problem, it is shown that the principal eigenvalue associated with the linearization around an equilibrium solution corresponding to a parabolic{shaped ame{front interface is exponentially small. This exponentially small eigenvalue then leads to a metastable behavior for the time{dependent problem. This behavior is studied quantitatively by deriving an asymptotic ordinary di erential equation characterizing the slow motion of the tip location of a parabolic{shaped interface. Similar metastability results are obtained for more general f (u). These asymptotic results are shown to compare very favorably with full numerical computations.
Introduction
To study the dynamics of an upwardly propagating ame{front in a vertical channel, a nonlinear evolution equation for the ame{front interface was derived in 13] using a weak termal expansion approximation. In a particular parameter regime and under various physical assumptions, the dimensionless ame{front interface y = y(x; t) was found to satisfy (see 13]) y t ? 1 2 y 2 x = "y xx + y ? Z 1 0 y dx ; 0 < x < 1 ; t > 0 ; (1.1a) y x (0; t) = 0 ; y x (1; t) = 0 ; y(x; 0) = y 0 (x) : (1.1b) Here " > 0 is a small parameter. To study (1.1) it is convenient to re{formulate this problem in terms of the slope u(x; t) = ?y x (x; t), which yields u t + uu x ? u = "u xx ; 0 < x < 1 ; t > 0 ;
(1.2a) 1 This work was supported by NSERC grant u(0; t) = u(1; t) = 0 ; u(x; 0) = u 0 (x) :
(1.2b) As shown numerically in 12], the solution to (1.1) (or (1.2)), for a certain class of initial conditions relevant to ame{front propagation, exhibits a phenomenon known as dynamic metastability when " 1. In Fig. 1 we illustrate this metastable behavior by plotting some numerical results for the shape of the interface y = y(x; t) versus x at four di erent values of t when " = 0:0115. In Fig. 1a we choose an initial condition where the ame{front assumes a somewhat concave parabolic shape. Then, as shown in Fig. 1a{c , the tip location x 0 = x 0 (t) of the parabola, de ned as the location of the maximum value of y at time t, moves towards the channel wall at x = 0 rather slowly. For other initial conditions, the tip of this interface can move slowly towards the other wall at x = 1. When " is decreased, this stage of the motion, whereby the tip of the parabolic ame{front moves towards one of the walls, becomes exceedingly slower than in Fig. 1a{c . In 4] it was proved that this motion is asymptotically exponentially slow as " ! 0. Finally, when the tip of the interface comes close enough to the wall, the rate of evolution of the ame{front increases and a nal equilibrium state is attained when the tip touches the wall (see Fig. 1c{d ).
For the equilibrium problem, it was shown in 4] that (1.2) admits multiple equilibrium solutions when " 1. In particular, there exists a unique positive equilibrium U + " and a unique negative equilibrium U ? " . These solutions were found to be linearly stable. In addition, for " 1, it was shown that (1.2) has two unstable equilibrium solutions U + ";1 and U ? ";1 , which each have exactly one zero{crossing in the interval (0; 1). Other equilibrium solutions with more than one zero{crossing are also possible. The stability of these equilibrium solutions with more than one zero{crossing and the associated time{dependent solutions were studied in 8]. In Fig. 2 we plot the four equilibrium solutions U + " , U ? " , U + ";1 and U ? ";1 when " = 0:005. From this gure we observe that U + " and U ? " have boundary layers of width O(") near one of the endpoints, U + ";1 has an internal layer of width O(") near x = 1=2, and U ? ";1 has an O(") boundary layer near each endpoint. Among these solutions, U ? ";1 corresponds to a concave parabolic{shaped equilibrium ame{front interface. We show that the linearization of (1.2) around U ?
";1 has an exponentially small principal eigenvalue as " ! 0. Thus, it is this equilibrium solution that is the most signi cant for the occurrence of metastable behavior for the time{dependent problem. For the time{dependent problem, our numerical computations and the results in 12] and 4] suggest that the occurrence of metastable behavior for (1.2) strongly depends on the initial condition. In particular, from 4], a su cient condition for metastable ame-front dynamics for (1.2) (or equivalently (1.1)) is that the initial data u 0 (x) satis es u 0 (x) < 0 for x 2 (0; a) ; and u 0 (x) > 0 for x 2 (a; 1) ; (1:3) where a > 0. For other cases, our numerical computations suggest that a stable equilibrium con guration can usually be attained in an O(1) time interval. In Fig. 3{5 we illustrate the dynamics of the solution u to (1.2) for various initial conditions. Only in Fig. 3 , where the initial data satis es (1.3), is an exponentially slow motion observed. Therefore, when the initial data satis es (1.3) and when " 1, we have three di erent time behaviors under (1.1): a transient O(1) phase where the parabolic{shaped ame{front interface is formed; an exponentially slow phase where the tip of the parabolic ame{front drifts towards one of the walls; an O(1) collapse phase where the ame-front collapses against the wall and attains its equilibrium con guration. In terms of u(x; t), the rst two phases are clearly seen in Fig. 3 . The fact that the time interval corresponding to the second phase may become exceptionally long when " is small creates an illusion that the ame{front has reached some nal equilibrium. However, this phase is merely a quasi{equilibrium transient phase that persists for an exponentially long time interval. We remark that similar metastable behavior has previously been studied for viscous shock problems (cf. 10], 14]) and for phase{transition ";1 and U + ";1 . The solution U ? ";1 is closely related to the metastable parabolic{shaped ame front. problems (cf. 5], 6], 15]). For a survey of metastable behavior in other contexts see 16].
One of our main goals is to use the projection method, developed previously in 14] and 15], to give an explicit asymptotic characterization of metastable ame{front motion for (1.1), (1.2) in the limit " ! 0. The asymptotic results complement the rigorous, but qualitative, metastability result obtained in 4]. Using the method of matched asymptotic expansions, a quasi-steady concave parabolic{shaped ame{front interface for (1.1) can be expressed in terms of u(x; t) as u(x; t) ũ " x; x 0 (t)], wherẽ u " x; x 0 ] x ? x 0 + u l " ?1 x; x 0 + u r " ?1 (1 ? x); x 0 :
(1:4)
Here u l (y; x 0 ) and u r (y; x 0 ) are boundary layer functions that tend to zero exponentially as y ! 1, and the unknown x 0 satis es x 0 2 (0; 1). Thus, to within exponentially small terms, x 0 is the zero of u. Since y x = ?u, it follows that x 0 = x 0 (t) also represents the trajectory of the tip of the parabolic{shaped . Notice that the zero of u, which is the tip of the parabolic ame-front interface, moves slowly towards the wall at x = 0. ame{front interface for (1.1). For a xed x 0 satisfying x 0 2 (0; 1), we show that the principle eigenvalue associated with the linearization of (1.2) aroundũ " is exponentially small and has the asymptotic estimate (1:5)
as " ! 0, where c = (8= ) 1=2 . This eigenvalue is responsible for the metastable behavior.
For the time{dependent problem, we use the projection method to derive an asymptotic ordinary di erential equation for x 0 (t), which explicitly characterizes the metastable ame{front motion. This method is based on a quasi-steady linearization of (1.2) aroundũ " given in (1.4) . Since 0 is exponentially small, a limiting solvability condition must hold in the limit " ! 0 for the linearized problem. From this condition, we will derive that x 0 (t) satis es 3 )e ?x 2 0 =2" :
(1:6) Rather than focusing exclusively on (1.2), we instead analyze the following generalized form of (1.2):
u t + f 0 (u)u x ? f 0 (u) = "u xx ; 0 < x < 1; t > 0;
(1:7a) u(0; t) = u(1; t) = 0; u(x; 0) = u 0 (x) : (1:7b) Here f(u) is smooth, convex, and satis es f(0) = f 0 (0) = 0. The special case f(u) = u 2 =2 yields (1.2). This generalized problem exhibits a very similar metastable behavior as that for (1.2) and is no more di cult to analyze.
The outline of this paper is as follows. In x2, we construct an asymptotic expansion for a certain equilibrium solution of (1.7) and we outline the projection method. In x3 we derive a two{term asymptotic expansion for the principal eigenvalue 0 associated with the corresponding linearized problem and we compare this expansion with full numerical results for 0 . In x4, the asymptotic projection method is used to derive an ordinary di erential equation characterizing the metastability in (1.7). In x5, we use a full numerical method to compute metastable behavior for (1.7) and we show how to recover the ame{front interface y(x; t) satisfying (1.1). The numerical results are found to compare very favorably with the corresponding asymptotic results in x4.
The Equilibrium Problem and the Projection Method
We rst consider the equilibrium problem for (1.7) in the limit " ! 0 "u xx ? f 0 (u)u x + f 0 (u) = 0; 0 < x < 1 ;
(2:1a) u(0) = 0 ; u(1) = 0 :
(2:1b) Here f(u) is smooth, convex, and satis es f(0) = f 0 (0) = 0. This problem admits multiple equilibria. However, we will only construct a solution to (2.1) having the form given in (1.4), since it is this solution that is closely related to metastable behavior in the corresponding time{dependent problem.
The outer approximation for this solution is clearly u x?x 0 for some x 0 2 (0; 1). This outer solution satis es the di erential equation (2.1a) exactly, but not the boundary conditions (2.1b). Therefore, there are boundary layers near the end points x = 0 and x = 1. In the boundary layer near x = 0 we let y = " ?1 x and u l (y) = u("y), and we expand u l (y) = ?x 0 + u l0 (y) + " y + u l1 (y)] + :
(2:2) Substituting (2.2) into (2.1), collecting powers of ", and matching to the outer solution, we obtain u 00 l0 ? f 0 (?x 0 + u l0 )u 0 l0 = 0 ; 0 < y < 1 ;
(2:3a) u l0 (0) = x 0 ; u l0 (y) a l0 e ? ly as y ! 1 ;
(2:3b) and u 00 l1 ? f 0 (?x 0 + u l0 )u l1 ] 0 = yf 00 (?x 0 + u l0 )u 0 l0 ; 0 < y < 1 ;
(2.4a) u l1 (0) = 0 ; u l1 (y) a l1 y 2 e ? l y + b l1 ye ? l y as y ! 1 :
(2:4b) Here a l1 = f 00 (?x 0 )a l0 =2 and b l1 = 2a l1 = l . Upon integrating (2.3), we nd that the positive constants l and a l0 are given by l = ?f 0 (?x 0 ) ;
The asymptotic form in (2.4b) is obtained from (2.4a) by using the far-eld behavior of u l0 (y) as y ! 1. (2:8a) u r0 (0) = x 0 ? 1 < 0 ; u r0 (y) ?a r0 e ? r y as y ! 1 ;
(2:8b) and u 00 r1 + f 0 (1 ? x 0 + u r0 )u r1 ] 0 = yf 00 (1 ? x 0 + u r0 )u 0 r0 ; 0 < y < 1 ;
(2.9a) u r1 (0) = 0 ; u r1 (y) a r1 y 2 e ? r y + b r1 ye ? r y as y ! 1 :
Here a r1 = ?f 00 (1 ? x 0 )a r0 =2 and b r1 = 2a r1 = r . In (2.8b) the positive constants a r0 and r are de ned by r = f 0 (1 ? x 0 );
The rst order equation equivalent to (2.8) is
Consider the left boundary layer expansion (2.2). Using the asymptotic behavior of u l0 and u l1 as y ! 1, we observe that (2.2) becomes disordered (i.e., "u l1 u l0 doesn't hold) as y ! 1 when (2:12)
Here u l0 and u r0 satisfy (2.3) and (2.8), respectively. In (2.12), we have emphasized the parametric dependence of u l0 , u r0 andũ " on the unknown constant x 0 , which satis es 0 < x 0 < 1. When f(u) = u 2 =2, this constant represents the tip of the equilibrium parabolic{shaped ame{front interface. The di culty in analytically determining the correct value for x 0 still persists even after calculating higher order boundary layer corrections near each endpoint. By symmetry, when f(u) is even, the correct value is clearly x 0 = 1=2. However, to determine x 0 analytically for general f(u) we must retain exponentially small terms in the asymptotic expansion of the solution. One way to do this is to use the projection method developed in 14] and 15].
The Projection Method
We now outline how this method can be used to determine the equilibrium value for x 0 in (2.12) and to analyze metastability for the time{dependent problem (1.7). To analyze metastable behavior for (1.7), we seek a solution to (1.7) for t 1 in the form u(x; t) =ũ " x; x 0 (t)] + v(x; t) ; (2:13) where v ũ " and v t @ tũ " . Linearizing (1.7) aroundũ " , we obtain that v satis es the quasi-steady problem
(2:14b) Here the operator L " v and the residual R = R(x; x 0 ) are de ned by
Now let x 0 be xed and let j , j for j 0 be the normalized eigenpairs of the associated eigenvalue problem L " = ; 0 < x < 1 ; (0) = (1) = 0 : (2:16) The j are real and the j satisfy the orthogonality relations ( j ; k ) ! = jk ; j; k = 0; 1; : : : :
(2:17)
Here the inner product is de ned by (u; v) ! R 1 0 uv! dx, where the weight function ! = !(x) is given by
Upon integrating by parts, we obtain Lagrange's identity for any two smooth functions v and ,
Next, we expand the solution v to (2.14) in terms of the eigenfunctions j as v = 1 X j=0 c j j j :
(2:20)
The coe cients c j , obtained from (2.14) and (2.19 ) are c j = ?" jx !ũ " 1 0 ? (R; j ) ! + x 0 0 (@ x0ũ " ; j ) ! : (2:21)
As shown in x3, the severe indeterminacy in selecting the correct x 0 for the equilibrium problem results in an exponentially small principal eigenvalue for (2.16). Since L " @ x0ũ " ] is uniformly small on 0; 1] and @ x0ũ " is of one sign, this suggests that 0 is proportional to @ x0ũ " . Since 0 ! 0 as " ! 0, a necessary condition for the solvability of (2.14) is that c 0 ! 0 as " ! 0. Setting c 0 = 0 in (2.21) we obtain an asymptotic di erential equation for x 0 = x 0 (t):
x 0 0 ( 0 ; @ x0ũ " ) ! = (R; 0 ) ! + " 0x !ũ " 1 0 :
(2:22)
The metastable dynamics for (1.7) is then characterized by u(x; t) ũ " x; x 0 (t)], whereũ " is de ned in (2.12). The equilibrium value for x 0 , corresponding to the equilibrium solution for u, is obtained by setting x 0 0 = 0 in (2.22), which yields the algebraic condition (R; 0 ) ! = ?" 0x !ũ " 1 0 :
(2:23)
This completes the outline of the projection method. In x3 we estimate 0 and 0 as " ! 0, and in x4 we evaluate the inner products in (2.22) and (2.23) asymptotically. These calculations allow us to explicitly determine the equilibrium value for x 0 from (2.23) and the form of the ODE for x 0 (t) in (2.22).
Asymptotics and Numerics for the Principal Eigenpair
We now estimate the principal eigenpair 0 , 0 for (2.16). Let~ 0 be a comparison function for 0 . Then, from Lagrange's identity (2.19), we get
To a get a very rough estimate for 0 take~ 0 = 1 for which L " 1 is exponentially small for O(") x 1?O("). Then, substituting 0 @ x0ũ " into (3.1), and using the fact that ! is exponentially small unless jx ? x 0 j = O("), it is readily clear that 0 = O(e ?c=" ) for some c > 0.
To get a precise estimate for 0 , we rst replace (2.16) with the approximate equation L " 0 = 0.
Then, in x3.1, we use boundary layer theory to construct 0 for " ! 0. The outer solution for 0 is clearly 0 1 (apart from a normalization constant). In x3.2 we use (3.1) to estimate 0 , and in x3.3 we compute 0 numerically.
Asymptotics for Principal Eigenfunction
In the left boundary layer we let y = " ?1 x, l (y) = 0 ("y), and we expand l as l (y) = 1 + l0 (y) + " l1 (y) + :
( 3:2) Substituting (3.2) into L " 0 = 0, and using (2.2), we obtain that l0 satis es 00 l0 ? f 0 (?x 0 + u l0 )(1 + l0 )] 0 = 0 ; 0 < y < 1 ; l0 (0) = ?1 ; l0 (1) = 0 :
3), we conclude that l0 = ?@ x0 u l0 . Therefore, we have 0 l0 (0) = ?f 0 (?x 0 ) ; l0 (y) (a l0 0 l y ? a 0 l0 ) e ? l y ; as y ! 1 :
At the next order, it is easily shown that l1 = ?@ x0 u l1 . Similarly, in the right boundary layer we let y = " ?1 (1 ? x), r (y) = 0 (1 ? "y), and we expand r as r (y) = 1 + r0 (y) + " r1 (y) + : (3:5) Substituting (3.5) and (2.7) into L " 0 = 0, we get to leading order 00 r0 + f 0 (1 ? x 0 + u r0 )(1 + r0 )] 0 = 0 ; 0 < y < 1 ; r0 (0) = ?1 ; r0 (1) = 0 : (3:7)
In addition, we have r1 = ?@ x0 u r1 . In the notation in (3.4), (3.7) and in the formulae to be derived below, the primes on the constants a l0 , a r0 , l and r denote derivatives with respect to x 0 .
For similar reasons as outlined following (2.11) above, the expansions (3.2) and (3.5) hold only on the interval y = O(" q ), where ?1=2 < q 0. A composite expansion for 0 , valid for x 2 0; 1], is 0 (x) = 1 + l0 (" ?1 x) + r0 " ?1 (1 ? x)] + :
This asymptotic eigenfunction can then be suitably normalized.
In the derivation below to estimate 0 we require certain formulae involving the ratios 0 r0 =u 0 r0 and 0 l0 =u 0 l0 . The rst identity is obtained by combining (2.3) 
In a similar way, combining (2.8) and (3.6) we obtain
Asymptotics for the Principal Eigenvalue
To estimate 0 from (3.1) we choose the comparison function~ 0 = 1 and use (2.12) and (3.8) forũ " and 0 , respectively. Substituting (3.8) and~ 0 = 1 into (3.1) we get 0 (1; 0 ) ! (L " 1; 1) ! + (L " 1; l0 ) ! + (L " 1; r0 ) ! ? 0 r0 (0)!(1) ? 0 l0 (0)!(0) ; (3:11) where (u; v) ! R 1 0 uw! dx and ! = !(x) is de ned in (2.18). From (2.15a), we calcuate L " 1 = f 00 (ũ " ) (1 ?ũ " x ) : (3:12) To evaluate the three integrals on the right side of (3.11) we break the range of integration for each integral into the three regions x 2 0; " p ], x 2 " p ; 1 ? " p ], and x 2 1? " p ; 1]. Here the choice 1=2 < p < 1
gives an intermediate scaling between the outer and boundary layer regions and is needed to ensure that the leading order terms in the expansions for 0 andũ " in the boundary layer regions are asymptotically valid (see the remark following (2.11) above). To determine which integrals are asymptotically dominant we make the following observations: ! = O(1) for jx ? We rst estimate I 1 . Letting y = " ?1 x and using (2.12) and (3.12) we get A similar calculation, which we shall omit, can be used to calculate I 3R as " ! 0. We nd, (3.26b) Here a l0 , l , a r0 , and r , which depend on x 0 , are de ned in (2.5) and (2.10). The primes on these coe cients indicate di erentiation with respect to x 0 .
This estimate for 0 characterizes the ill-conditioning of the equilibrium problem (2.1). Since 0 > 0 it also indicates that the equilibrium solution is marginally unstable.
Numerics for the Principal Eigenvalue
We now verify (3.25) by comparing it with full numerical results for 0 computed from (2.16) for two choices of f(u) and for various values of x 0 and ". Numerical methods to compute eigenvalues include the software package SLEIGN and the NAG library code D02KDF (cf. 3], 7], 9]). Our approach to compute 0 is to use the boundary value ODE solver COLSYS 1] with a suitable initial guess.
To numerically evaluate the operator L " in (2.16) we must rst determineũ " given in (2.12) . In general, this requires us to numerically compute the boundary layer functions u l0 and u r0 satisfying (2.3) and (2.8) using COLSYS. Then, to compute 0 we re-write (2.16) as a rst order system. Using 0 = 0 and (3.8) for 0 as initial guesses, we found that COLSYS readily converged to the principal eigenvalue for (2.16).
Example 1: Let f(u) = u 2 =2, which corresponds to the ame{front problem (1.2). For this problem, we calculate from (2.5) and (2.10) that a l0 = 2x 0 , l = x 0 , a r0 = 2(1?x 0 ), and r = 1?x 0 . Thus, (3.25) becomes Substituting (3.29) into (3.25) gives the asymptotic result for 0 . For this example the boundary layer functions, and hence L " , must be computed numerically.
In Table 1{4 we display the asymptotic and numerical results for 0 for each of the two examples. In each of these tables, the second column gives the numerical results for 0 , while the third and fth columns show the asymptotic expansion (3.25) with one term and two terms in the pre-exponential factors, respectively. In the fourth and sixth columns we display the relative error rate = 0 (asy.) ? 0 (num.) 0 (num.) : (3:30) Here 0 (asy.) denotes the asymptotic result with either one or two terms in the pre-exponential factors. From these tables we observe that a two{term asymptotic expansion for the pre{exponential factor of 0 is certainly needed to obtain close quantitative agreement with the numerical results for 0 . A similar situation was found in 11] for some related problems with exponentially small eigenvalues. From Tables 1 and 2 we nd that, in most cases, the relative errors for the two{term expansion in most cases are below 1 %, while they are only between 20 % and 70 % for the one{term expansion. Similar behavior is observed in Tables 3 and 4 for the relative errors for Example 2.
Derivation of the Metastable Dynamics
We now asymptotically evaluate the various terms in (2.22) to obtain an explicit ODE for x 0 = x 0 (t). The metastable dynamics for (1.7) is then given by u(x; t) ũ " x; x 0 (t)], whereũ " is de ned in (2.12).
Similar considerations as given following Here R is de ned in (2.15b) and 1=2 < p < 1 gives the intermediate scaling used in x3. We note that the boundary term " 0x !ũ " 1 0 in (2.22) can be neglected in comparison to each I j since it involves the product of the two exponentially small terms ! andũ " at x = 0; 1. To calculate R we substitute (2.12) into (2.15b) and use (2.3a) and (2.8a) to get R f 0 (?x 0 + u l0 ) ? f 0 (ũ " )] u l0x + f 0 (1 ? x 0 + u r0 ) ? f 0 (ũ " )] u r0x :
The inner product (1; 1) ! in (4.1) was calculated for " ! 0 in (3.24).
We rst estimate I 1 . In the region 0 < x < " p we can approximate R by R ?f 00 (?x 0 + u l0 )xu l0x .
Substituting this expression into I 1 and letting y = " ?1 x we obtain, upon using (3.9a) and (0.5) of Appendix A, that Then, since 0 l0 = ?@ x0 u 0 l0 and u 0 l0 < 0 we can re-write (4.4) after integrating by parts as Recall from (2.3b) that u 0 l0 ?a l0 l e ? l y as y ! 1. Since " p?1 ! 1 as " ! 0 for 1=2 < p < 1 we can use this decay behavior to estimate log(?u 0 l0 ) at the upper endpoint y = " p?1 . In addition, we can add and subtract the term log(a l0 l ) ? l y inside the integrand in (4.5) so that the resulting integral converges when the upper limit of integration is set to in nity. In this way, we obtain that A very similar calculation can be done to estimate I 2 in (4.2). In the region 1 ? " p < x < 1, we have R ?f 00 (1?x 0 +u r0 )(x?1)u r0x in (4.2). Thus, upon using (0.7) of Appendix A and (3.10a), I 2 becomes Finally, using u 0 r0 a r0 r e ? r y as y ! 1 in (4.9) we obtain, in analogy with (4.6), that It is clear that h l (x) is minimized on " p ; 1 ? " p ] at x = " p . Therefore, we can use Laplace's method to evaluate (4.13) by expanding h l (x) as x ! 0. In this way, we obtain for " ! 0 that Then, I 3 in (4.2) is given by I 3 I 3L + I 3R .
Finally, an explicit ODE for x 0 = x 0 (t) is obtained by substituting (3.24), (4.6), (4.10), (4.14) and (4.15) into (4.1). The formulae (0.6) and (0.7) of Appendix A are used to evaluate !(0)u 0 l0 (0) and !(1)u 0 r0 (0), respectively. This leads to our main result. Proposition 2 (Metastable Dynamics): Let f(u) be smooth, convex, and satisfy f(0) = f 0 (0) = 0 with f 00 (0) > 0. Then, for " ! 0 and t 1, the metastable dynamics for (1.7) is given by u(x; t) ũ " x; x 0 (t)], whereũ " is given in (2.12 ) and x 0 (t) satis es the asymptotic nonlinear ODE The coe cients a l0 , l , a r0 , l , l and r , which all depend on x 0 , are de ned in (2.5), (2.10), (4.7) and (4.11). In addition, 0 and 1 are given in (3.24b).
The following equilibrium result is obtained by setting x 0 0 = 0 in (4. (4:17)
The special case f(u) = u 2 =2 corresponds to the ame{front problem (1.1) (or equivalently (1.2) ).
For this special case, a l0 = 2x 0 , l = x 0 , a r0 = 2(1 ? x 0 ) and r = 1 ? x 0 . In addition, since u l0 and u r0 are given analytically in (3.28), we can calculate l and r explicitly as In addition, when f(u) = u 2 =2, we have 0 = (2 ) 1=2 and 1 = 0. Substituting these formulae into (4.16) yields the following explicit metastability result for (1. 3 )e ?x 2 0 =2" : (4:19)
Some trends can be observed from these results. Let x 0 0 x 0 (0) denote the initial condition for (4.16). Then, since for x 0 0 < x m 0 (x 0 0 > x m 0 ) we have x 0 0 < 0 (x 0 0 > 0) from (4.16), it follows that x 0 (t) will not approach x m 0 as t ! 1, but instead will eventually hit the wall at x = 0 (x = 1). In addition, when O(") x 0 1 ? O("), (4.16) shows that x 0 0 is exponentially small and hence the motion is metastable. It is also clear that unless x 0 0 is within an O(") neighborhood of x m 0 only one of the exponentials on the right side of (4.16) is signi cant for " ! 0. Finally, in the case when f(u) is even, it is easy to see from the de nitions of the coe cients in (4.17) that l = ? r , a l0 = a r0 and l = r . Hence, in this case we have x m 0 = 1=2 as expected.
Comparison of Asymptotic and Numerical Results
We now compare the asymptotic results (4.16), (4.17) and (4.19) with corresponding full numerical results computed directly from (1.2), (1.7) and (2.1). To compute numerical solutions to (1.7) we use a transverse method of lines approach (cf. 2]). This method is based on replacing the time derivative in (1.7) by a di erence approximation and then solving the resulting boundary value problems in space. More speci cally, suppose t j , for j = 0; 1; ::, are the grid points in time that are determined in the actual computation using a time{stepping control strategy. Then, we convert the time{dependent problem (1.7) to a set of boundary value problems using the Backward Di erentiation Formulas (BDF) (cf. 2]) k X j=0 j u n?j (x) = h n Nu n (x) ; u n (0) = u n (1) = 0 :
(5:1)
Here 0 = 1, h j = t j ?t j?1 , and the di erential operator N is de ned by Nu = "u 00 (x)?f 0 (u)u 0 (x)+f 0 (u). The other coe cients j , for j > 0, which depend only on h j , for j = n; n ? 1; ::: ; n ? k + 1, can be computed numerically using Gaussian elimination in such a way that the BDF scheme (5.1) is k{th order accurate in time.
For every xed n, (5.1) is a set of two{point boundary value problems with homogeneous boundary conditions that we solve at each time step using COLSYS ( 1] ). Although this approach is computationally expensive it yields approximate solutions to (1.7) that are highly accurate in space. As a result of the occurrence of the dramatic changes in time scales for (1.7), we found it necessary to implement a time{ stepping control strategy to e ciently track the solution to (1.7) over long time intervals. To achieve this, we employed a higher (e. g. , (k +1){th) order BDF scheme at each time step, and used the l 2 {norm of the di erence between the solutions of the k{th and the (k + 1){th order BDF schemes as an error indicator to reject large inaccurate time steps or to enlarge unnecessary small time steps. In all of the calculation below we took k = 2.
The metastability results (4.16) and (4.19 ) are valid only after the completion of an O(1) transient period that describes the formation of the quasi{equilibriumsolution (2.12) from initial data. As discussed in x1, a metastable quasi{equilibrium solution will not be formed for arbitrary initial data u 0 (x). A su cient condition on u 0 (x) for metastability to occur is given in (1.3). To eliminate the e ect of the initial transient, in the computations below we took u(x; 0) =ũ " (x; x 0 0 ) as the initial data for (1.7) and (1.2). Hereũ " is the quasi{equilibrium pro le given in (2.12 ) and x 0 0 2 (0; 1) is the initial zero of u. The value x 0 0 is then used as the initial condition for the asymptotic ODE's (4.16) and (4.19) (i. e. x 0 (0) = x 0 0 ). With this initial condition, these ODE's are solved for t = t(x 0 ) using a numerical quadrature. For this latter form of f(u), explicit formulas for l , a l0 , r , and a r0 are given in (3.29) . In this case, the functions l (x 0 ) and r (x 0 ) in (4.16) are calculated from a numerical quadrature after rst using COLSYS to solve for the boundary layer functions u 0 l0 and u 0 r0 . For the f(u) of (5.2) we have 0 = (2 ) 1=2 and 1 = 3=32 in (4.16 ). For f(u) = u 2 =2, in Table 5 and 6, we compare the asymptotic and numerical results for the tip t = t(x 0 ) of the ame{front interface for " = 0:004 and " = 0:002, respectively. The initial tip location of the interface was x 0 0 = 0:4 for " = 0:004 and x 0 0 = 0:3 for " = 0:002. The asymptotic and numerical results for the elapsed time agree to roughly within 2% for each of these examples. In Fig. 6 we plot, at di erent times, the numerical solution to (1.2) for " = 0:002 with the initial data u(x; 0) =ũ " (x; x 0 0 ), where x 0 0 = 0:3. In Fig. 7 we compare the asymptotic and numerical tip trajectories t = t(x 0 ) for di erent initial conditions x 0 0 when " = 0:005. A logarithmic (base 10) scale is used for the vertical axis and the horizontal axis represents the parabolic tip location x 0 . On this logarithmic scale, the asymptotic and numerical results are virtually indistinguishable.
For the asymmetric f(u) of (5.2), in Tables 7 and 8 we give a similar comparison between the asymptotic and numerical results for t = t(x 0 ) for " = 0:004 and " = 0:003, respectively. The initial zeroes Table 5 : A comparison of the asymptotic and numerical results for the tip t = t(x 0 ) of the ame{front for (1.2) with " = 0:004 and x 0 0 = 0:4.
of u are given in the tables. For both values of " , the agreement between the asymptotic and numerical results is slightly closer than that for the case f(u) = u 2 =2. For the f(u) in (5.2), in Fig. 8 we plot the numerical solution to (1.7) at di erent times when " = 0:004. In Fig. 9 we compare some asymptotic and numerical trajectories for t = t(x 0 ) for di erent initial conditions x 0 0 when " = 0:006. For the asymmetric f(u) of (5.2), we now verify the asymptotic result (4.17) for the equilibrium location x 0 = x m 0 corresponding to the equilibrium solution u ũ " (x; x m 0 ). In Table 9 we compare asymptotic and numerical results for x m 0 at di erent values of ". The asymptotic result for x m 0 was computed from (4.17) using Newton's method. The numerical value for x m 0 was computed from (2.1) using COLSYS (cf. 1]). As expected, the asymptotic results provide a closer determination of the corresponding numerical result as " is decreased.
Finally, we show how to recover the solution y(x; t) to (1.1) from u(x; t). Since u = ?y x , we have y(x; t) = h(t) ? To determine h(t) during the metastable evolution we substitute u(x; t) ũ " x; x 0 (t)] into (5.3) and (5.5). Hereũ " is given by (2.12) , where u l0 and u r0 are given in (3.28 ). This yields, In Fig. 1 and Fig. 10 we plot the metastable solution y(x; t) versus x with " = 0:0115 and " = 0:006, respectively, at several values of t. For the example in Fig. 1 it takes a time t 117:1 for the tip of the parabola to move from its initial position x 0 0 = 0:45 to its nal equilibrium state at x 0 = 0. The height h(t) of the parabola increases by roughly 5:86 during this evolution. A similar observation was observed in the numerical computations of 12] (see Fig. 3 of 12]). When " is decreased, the height h(t) can increase dramatically as shown in Fig. 10 . This can be explained from (5.5b) since for " ! 0 x 0 t(num.) t(asy.) 0.3999931 0.131068167 10 6 0.133057866 10 6 0.3999216 0.149606553 10 7 0.151644288 10 7 0.3983913 0.277759851 10 8 0.281609517 10 8 0.3904987 0.103529490 10 9 0.105057930 10 9 0.3750825 0.140377491 10 9 0.142599219 10 9 0.3202282 0.146999074 10 9 0.149374926 10 9 0.2574865 0.147019482 10 9 0.149396440 10 9 0.2020624 0.147019608 10 9 0.149396594 10 9 0.0898295 0.147019614 10 9 0.149396603 10 9 Table 7 : A comparison of the asymptotic and numerical results for t = t(x 0 ) for the asymmetric f(u) of (5.2) with " = 0:004 and x 0 0 = 0:4.
A Estimating the weight function !
For " ! 0, we now calculate the weight function !(x), de ned in (2.18), in both the outer and the boundary layer regions. In the outer region we useũ " = x ? To calculate !(0)u 0 l0 (0) we evaluate the left side of (0.5) as y ! 1 using (0.1) and the decay behavior (0:6)
x 0 t(num.) t(asy.) 0.3499993 0.112330078 10 5 0.111349461 10 5 0.3499269 0.132980269 10 7 0.134879406 10 7 0.3493105 0.120121899 10 8 0.121708663 10 8 0.3476808 0.359540384 10 8 0.364335772 10 8 0.3380873 0.102874830 10 9 0.104310107 10 9 0.3005508 0.126006321 10 9 0.127873597 10 9 0.2503833 0.126203956 10 9 0.128078207 10 9 0.2012807 0.126205089 10 9 0.128079463 10 9 0.0884271 0.126205114 10 9 0.128079498 10 9 Table 8 : A comparison of the asymptotic and numerical results for t = t(x 0 ) for the asymmetric f(u) of (5.2) with " = 0:003 and x 0 0 = 0:35.
where a l0 and l are de ned in (2.5).
A similar analysis, which we shall omit, can be done in the right boundary layer region near x = 0 to show that the product !(1 ? "y)u 0 r0 (y) is asymptotically constant in this region. The key identity, analogous to (0.6), is that !(1 ? "y)u 0 r0 (y) !(1)u 0 r0 (0) a r0 r exp (?f(1 ? x 0 )=") ;
(0:7)
where a r0 and r are de ned in (2.10). 
