This paper considers the problem of statistical inference in linear regression models with dependent errors. A sieve-type generalized least squares (GLS) procedure is proposed based on an autoregressive approximation to the generating mechanism of the errors. The asymptotic properties of the sieve-type GLS estimator are established under general conditions, including mixingaletype conditions as well as conditions which allow for long-range dependence in the stochastic regressors and/or the errors. A Monte Carlo study examines the finite-sample properties of the method for testing regression hypotheses.
Introduction
Robust inference in linear regression models has attracted considerable attention in the literature. It is well known that estimators that are optimal in cross-sectional settings remain asymptotically valid in time series regressions under general regularity conditions. A leading example is the ordinary least squares (OLS) estimator of the parameters of regression models with strictly exogenous regressors and dependent errors. In such cases autocorrelation-robust inference is typically carried out by relying on the asymptotic normality of the OLS estimator and a so-called heteroskedasticity and autocorrelation consistent estimator of its asymptotic covariance matrix (see, e.g., Newey and West (1987) ; Andrews (1991) ).
However, a number of problems remain under such a strategy. The most widely reported problem relates to the poor finite-sample properties of robust inference procedures and in particular to the large size distortions that related tests exhibit (see, e.g., den Haan and Levin (1997) ). Attempts to deal with this issue, either directly or indirectly, can be found in Kiefer, Vogelsang, and Bunzel (2000) , Andrews and Monahan (1992) and Jansson (2004) , inter alia. A second problem that has received less attention in the literature arises from the fact that the structure of the dependence in the regression errors is not routinely exploited in order to improve the properties of robust inference procedures. Of course, the fact that the dependence structure of the errors is generally unknown poses a significant hurdle in this respect.
The present paper attempts to address the second problem and indirectly provides a means of addressing the first. In particular, we suggest using generalized least squares (GLS) as an alternative to OLS for estimating the regression coefficients. One of the advantages of this approach is that the GLS estimator is known to be the best linear unbiased estimator (BLUE) of the regression coefficients under very general conditions. The obvious difficulty, however, is that GLS requires knowledge of the covariance structure of the errors. To overcome this difficulty, we propose to follow Amemiya (1973) in employing a GLS procedure which approximates the generating mechanism of the errors by an autoregressive model (for the residuals) the order of which grows slowly with the sample size; this model is then used to obtain an estimate of the error covariance matrix that is needed for the computation of feasible GLS (FGLS) estimates. Such an approach is semiparametric in the sense that no particular finite-parameter model for the errors is assumed; instead, the infinite-parameter error process is approximated by a sequence of autoregressive models of finite but increasing order. The sequence of approximations may be viewed as a sieve, in the sense of Grenander (1981) , which is why we refer to this procedure as semiparametric sieve-type GLS. Amemiya (1973) established the asymptotic normality and asymptotic Gauss-Markov efficiency of an FGLS estimator based on such an autoregressive approximation when the regressors are nonstochastic and the errors are generated by a linear process with independent and identically distributed (i.i.d.) innovations.
In this paper we extend the work of Amemiya (1973) in two important respects.
Firstly, we generalize the analysis to allow for a much larger class of stochastic processes, as well as for autoregressive approximations the order of which is datadependent and determined by means of information criteria or sequential testing.
Secondly, unlike the papers cited in preceding paragraphs, all of which deal with models with regressors and errors that are short-range dependent (in the sense of having absolutely summable autocovariances), we also consider models in which the regressors and/or the errors may exhibit long-range dependence (in the sense of having autocovariances which are not absolutely summable). In models of the latter type, the OLS estimator of the regression coefficients not only fails to attain the Gauss-Markov efficiency bound but may also have a slow rate of convergence and a non-Gaussian asymptotic distribution (see, e.g., Robinson (1994) ; Chung (2002) ). As a result, the use of robust OLS-based inferential procedures cannot be justified. Furthermore, even in models with nonstochastic regressors, where the OLS estimator is asymptotically normal for certain designs, asymptotic efficiency is generally unattainable and the rate of convergence may be slow (cf. Yajima (1988 Yajima ( , 1991 ; Dahlhaus (1995) ). By contrast, the GLS estimator, and suitable approximations thereof, are known to have the desirable properties of asymptotic normality and Gauss-Markov efficiency even under circumstances in which the OLS estimator has a non-Gaussian asymptotic distribution or a slow rate of convergence (cf. Robinson and Hidalgo (1997) ; Choy and Taniguchi (2001) ).
GLS-based inference in the semiparametric context of autocorrelation of unknown form, although less studied than OLS-based inference, has been analyzed in a number of papers. Almost all of the available work, Amemiya (1973) being the obvious exception, address the problem by using semiparametric estimates of the error spectral density. In a short-range dependent environment, examples of this approach include Hannan (1963 Hannan ( , 1970 and Robinson (1991) , among others. It is worth noting, however, that the small-sample properties of inference procedures based on such frequencydomain GLS estimators tend to be comparably poor (and, for very small samples, considerably so) compared to those obtained via OLS (cf. Robinson (1991) ). In the presence of long-range-dependence, a related approach was investigated by Hidalgo and Robinson (2002) , who demonstrated that the unknown spectral density of the errors may be replaced by a suitable smoothed nonparametric estimator without any effect on the first-order asymptotic distribution of their (approximate) GLS estimator.
If the spectral density of the errors is a known function of finitely many unknown parameters, Robinson and Hidalgo (1997) showed that it is also possible to replace the latter by suitable estimates and employ a frequency-domain FGLS procedure. Nielsen A related strand of the literature deals with inference on the parameters of the trend function of a time series when deviations from the trend may or may not be integrated of order one, or I(1). Notable papers in this area include Yabu (2009, 2012) . In these papers the authors postulate an autoregressive structure for the deviations from a deterministic trend function and use FGLS to carry out inference.
In the case of I(1) deviations from the trend, inference is improved by the use of 'superefficient' estimation of the parameters associated with the autoregressive structure of the detrended series. Perron and Yabu (2012) also consider the implications of allowing for deterministic breaks in the trend function. While the aforementioned papers make use of autoregressive approximations, as we do, and allow for I(1) components in the data-generating process, they are specifically concerned with inference on the trend component of a time series or, more generally, on deterministic components, and do not allow for the general stochastic-regressor setting considered here. In that sense, they are complementary to our analysis. A related set of contributions have been made by Harris, Harvey, Leybourne, and Taylor (2009) and Taylor (2007) , who consider the problem of unit-root testing in the presence of breaks and inference on the parameters of a deterministic linear trend function in the presence of possibly I(1) noise, respectively. The former paper extends the work on GLS-based unit-root testing by Elliott, Rothenberg, and Stock (1996) and others, while the latter is based on a variant of the procedure of Newey and West (1987) , suitably modified to allow for the possibility that the detrended series is I(1).
The remainder of the paper is organized as follows. Section 2 introduces the model and describes the sieve-type FGLS estimation procedure. Section 3 establishes the asymptotic properties of the FGLS procedure under conditions that allow for shortrange or long-range dependence in the errors and/or regressors. Section 4 reports the results of a simulation study of the small-sample performance of the method in the context of testing regression hypotheses. Section 5 summarizes and concludes.
Mathematical proofs and supporting lemmata are collected in the Appendix.
Model and Estimation Procedure
Consider a regression model of the form
where y t is the observable dependent variable,
vector of observable explanatory variables (with x k,t = 1 for all t), β = (β 1 , . . . , β k ) 0 is a k-dimensional vector of unknown parameters, and u t is an unobservable random error term. The aim is inference on β.
Letting B denote the backward shift operator, we make the following assumption about the errors in (1).
Assumption 1 (i) {u t } is a second-order stationary process satisfying
for some 0 ≤ d u < 1/2; (ii) {δ j ; j ≥ 0} is an absolutely summable sequence of constants (with δ 0 = 1) satisfying P ∞ j=0 δ j z j 6 = 0 for all complex z with |z| ≤ 1;
(iii) {ε t } is an ergodic sequence of random variables such that E(ε t |F ε t−1 ) = 0 a.s., E(ε 2 t |F ε t−1 ) = σ 2 ε > 0 a.s., and sup t E(|ε t | 4 ) < ∞, F ε t being the σ-field generated by {ε s ; s ≤ t}.
As usual, for any non-integer real d, the operator (1 −B) −d is defined by the series
where Γ(·) is the gamma function (with the convention 1/Γ(0) = 0). Assumption 1 requires {u t } to be a fractionally integrated process with memory (or long-range dependence, or fractional differencing) parameter d u . Under this assumption, {u t } admits the AR(∞) representation
for some absolutely summable sequence of constants {φ j ; j ≥ 1} satisfying φ j ∼ j
, where '∼' signifies asymptotic proportionality. Similarly, it can be easily seen that {u t } admits the causal MA(∞) representation
for some square-summable sequence of constants {ψ j ; j ≥ 1} satisfying ψ j ∼ j du−1 as
Assumption 1 covers many important families of long-range dependent processes, including autoregressive fractionally integrated moving average (ARFIMA) processes (Granger and Joyeux (1980); Hosking (1981) ). When d u = 0 in (2), the regression errors are a short-range dependent linear processes with martingale-difference innovations and a spectral density that is continuous and positive at the origin. We note that, for 0 < d u < 1/2, Assumption 1 is stronger than the corresponding assumption of Robinson and Hidalgo (1997) , who only require the existence of the MA(∞) representation in (4) with square-summable coefficients and innovations which satisfy the same conditions as ours. Hidalgo and Robinson (2002) , on the other hand, essentially require the innovations in (4) to behave like an i.i.d. sequence up to the 12th moment.
The analysis in Amemiya (1973) requires {u t } to be a short-range dependent process that admits an AR(∞) representation like (3) with P ∞ j=1 |φ n+j | = O( n ) for some 0 < < 1 and {ε t } being an i.i.d. sequence.
where Ω = E(uu 0 ). When Ω is unknown, an FGLS estimator must be used instead of the BLUE. Following Amemiya (1973) , we propose to construct such an estimator by using an approximation to the AR(∞) representation of {u t } given in (3).
To describe the method in detail, let
whereβ is a preliminary estimator of β. Further, for some positive integer h, chosen as a function of T so that h → ∞ and h/T → 0 as
be the hth-order OLS estimator of the autoregressive coefficients for {ū t }, obtained as the solution to the minimization of
A computationally attractive FGLS estimator of β may then be obtained as
where
This, of course, is equivalent to applying OLS to the regression of (1
Remark 1 An alternative FGLS estimator of β, with the same asymptotic properties as b β, can be obtained by replacing
Here b fū(·) is the estimator of the spectral density of {u t } associated with the autoregressive approximation based onū t , i.e.,
where b σ 2 u,h is the minimum of (7) and ı = √ −1.
Remark 2 Using the discrete Fourier transforms of X and y, the BLUE e β may be expressed as
where W = {T −1/2 exp(2πıts/T ); t, s = 0, 1, . . . , T − 1},Ẍ = W X,ÿ = W y, and the asterisk denotes matrix transposition combined with complex conjugation. It is well known that, when T is large, the matrix W Ω −1 W * is approximately diagonal with
is the spectral density of {u t } (cf. Grenander and Szegö (1958, p. 62) ). Hence, the time-domain GLS estimator given in (5) can be shown to be asymptotically equivalent to the frequency-domain estimator
where Q = diag{f u (2πj/T ); j = 0, 1, . . . , T − 1}. The approximate GLS estimator in (9) is a member of the family of estimators considered by Robinson and Hidalgo (1997) , whose frequency-domain weighted least-squares estimator of (β 1 , . . . , β k−1 ) 0 may be expressed as
Here, I xx (·) and I xy (·) stand for the periodogram of {(x 1,t , . . . , x k−1,t ) 0 } and the crossperiodogram of {(x 1,t , . . . , x k−1,t ) 0 } and {y t }, respectively, and g(·) is a real-valued, integrable, even, and periodic function on
, where e β i,f denotes the ith element of e β f .
Asymptotic Results

Short-Range Dependence
We first consider the asymptotic properties of the FGLS estimator in the case where the errors and regressors in (1) are both short-range dependent. More specifically, we assume that the regression errors satisfy (2) with d u = 0, and strengthen the assumptions about the MA(∞) innovations and weights as follows.
Assumption 2 (i) {ε t } is ϕ-mixing of size −η, for some η > 1; (ii) sup t E(|ε t | 2κ ) < ∞ for some κ > 2; (iii) P ∞ j=0 j ζ |δ j | < ∞ for some ζ ≥ 1/2 such that 2η ≥ ζ and
Regarding the regressors, we make the following assumption.
−ζ on a k-dimensional ϕ-mixing process of size −η, η > 1, such that 2η ≥ ζ and ζ(r−2)/{2(r−1)} ≥ 1/2 for some r > 2; (ii) {x t } and {ε t } are mutually independent;
Assumption 3(i) is quite general and, together with Assumptions 1 and 2, implies Davidson (1994 Davidson ( , 2002 ). The level of detail is needed since the properties of {u t } are important for deriving all the results and there exists a degree of trade-off on the stringency of the conditions applied to {x t } and {u t } in order to obtain the central limit theorem that is needed in the proof of Theorem 1 below. Of course, there exist alternative sets of dependence and heterogeneity conditions that can be used to establish our results.
An example are the conditions considered in Section 3.2; unlike Assumption 3(i), however, these impose conditional homoskedasticity on {x t }. Assumption 3(i) is a substantially weakening of the assumptions in Amemiya (1973) , which require {x t } to be a nonstochastic sequence satisfying the so-called Grenander conditions.
Assumption 3(ii) is a rather restrictive exogeneity condition. As remarked by Robinson (1991) , Robinson and Hidalgo (1997) and Hidalgo and Robinson (2002) , who use it as well, the assumption could probably be relaxed to a milder orthogonality condition, albeit at the cost of greater structure on {x t }. The leading case where this assumption is violated is when lagged values of the dependent variable appear as regressors in (1). Whereas the exogeneity requirement may appear restrictive, it is implicit in some form in all work on robust inference as error autocorrelation combined with the presence of lagged dependent variables among the regressors leads to inconsistency of the OLS estimator. Assumption 3(iii) is a conventional full-rank condition that precludes multicollinearity.
Before stating our main result, we introduce two more assumptions about the preliminary estimatorβ of the regression coefficients and the order h of the autoregressive approximation used to obtain b Φ.
Assumption 4 is a mild requirement that is satisfied by many estimators, including the OLS estimator. Assumption 5 defines probabilistic conditions on the rate of growth of the sequence h T . It does not necessarily specify whether the sequence is deterministic (in which case the probabilistic conditions degenerate to their deterministic equivalents) or data-dependent and, therefore, stochastic. Later results will provide conditions under which a data-dependent sequence h T satisfies Assumption 5. The assumption is consistent with the view that {u t } is neither white noise nor, more generally, a finite-order autoregressive process. In the latter case, a finite h at least equal to the true autoregressive order would suffice, and existing standard results would provide justification for our FGLS approach. As the case of an AR(∞)
process is more interesting and realistic, we focus on this and disallow the simpler case of finite-order autoregressive dynamics for {u t }. This is formalized in the following assumption.
Assumption 6 {u t } does not degenerate to a finite-order autoregressive process.
The following theorem establishes the asymptotic equivalence of the FGLS estimator b β and the BLUE e β.
Theorem 1 Suppose Assumptions 1, 2, 3, 4 and 5 hold and
and hence
where V = plim
An important practical issue in sieve-type GLS inference is the choice of the approximating autoregressive order h in (7). Automatic data-dependent choices for h using either information criteria or sequential testing are natural strategies to consider.
Information criteria take the general form
where b σ 2 u,h is the minimum of (7) and C T is an information criterion specific penalty term. For instance, in the case of the familiar Akaike, Bayesian and Hannan-Quinn information criteria the penalty terms are C T = 2, C T = ln T and C T = 2b ln ln T (b > 1), respectively. The following theorem provides the theoretical justification for the use of information criteria in our setting.
Theorem 2 Suppose Assumptions 1, 2, 3, 4 and 6 hold and d u = 0. Let h T be chosen by minimizing (11) over h ∈ H T , where
As an alternative to information criteria, one may use sequential testing. This amounts to starting with a general autoregressive model of order H * T and sequentially testing the significance of, and removing, the highest-order lag if its coefficient is found to be insignificantly different from zero. The sequence of tests stops if the highest-order lag considered is found to be significant. More specifically the following algorithm may be adopted.
Algorithm 1 (Selection of h using sequential testing)
Step 1: Start with an AR(H * T ) model for the residual {ū t }. Set h * = H * T . Go to Step 2.
Step 2: Using a conventional t-test with significance level α, test the significance of the coefficient on the h * th-order lag in an AR(h * ) model forū t . If found significant, stop and set h T = h * . Otherwise, go to Step 3.
Step 3: Set h * = h * − 1. If h * = 0, set h T = 1. Otherwise, go to to Step 2.
We make the following assumption about the maximum allowable autoregressive order H * T in Algorithm 1.
Our next theorem establishes the validity of the procedure based on sequential testing.
Theorem 3 Suppose Assumptions 1, 2, 3, 4, 6 and 7 hold and d u = 0. Let h T be chosen using Algorithm 1 with α ∈ (0, 1). Then h T satisfies Assumption 5.
Remark 3 The conditions given in Assumption 7 clearly depend on the nature of the data-generating mechanism for {u t }. Hence, in order to minimize dependence on these conditions, it is reasonable in practice to set the upper bound H *
T to values close to T 1/4 , e.g.,
¦ , where b·c denotes the integer-part function. Also note that the assumption imposes both an upper and a lower bound on the rate of growth of h. This makes the selection procedure based on information criteria to be valid under slightly less restrictive conditions for the problem considered in this paper.
We end this section by considering an important question relating to the power of a conventional hypothesis test based on the FGLS estimator of β compared to the corresponding test based on the OLS estimator. Clearly both tests are consistent.
Although the inefficiency of the OLS-based test is obvious, the result becomes clearer in terms of local power, on which we briefly comment.
In the case of a single regressor (which, for the purposes of the discussion on local power only, may be assumed to be different from a constant), the null hypothesis
3 It is then straightforward to show that, under a sequence of local alternatives of the form
β OLS , V OLS , and b V OLS denote, respectively, the OLS estimator of β, its asymptotic variance and a consistent estimator of V OLS . Since, V ≤ V OLS , the local power of the GLS-based test dominates that of the OLS-based test.
Long-Range Dependence
We now consider the case where the errors and/or regressors in (1) may exhibit long-range dependence. In order to allow for this possibility, we make the following 3 The estimator b V can be easily obtained from the OLS regression of
assumptions about the regressors (here, and in the sequel, k·k denotes the Euclidean norm for vectors and matrices, and I k is the identity matrix of order k).
Assumption 8 (i) {x t } is a fourth-order stationary process satisfying
and μ x ∈ R k is a constant; (ii) {Ψ j } is an absolutely summable sequence of non-
s., with |Σ w | > 0 and kΣ w k < ∞, and sup t E(kw t k 4 ) < ∞, F w t being the σ-field generated by {w s ; s ≤ t}.
Assumption 9 {w t } and {ε t } are mutually independent.
Assumption 8, which is a multivariate variant of Assumption 1, is fairly mild and allows for stochastic regressors which may exhibit long-range dependence. Under this assumption, the k-variate fractionally integrated process defined by (12) admits a causal MA(∞) representation with square-summable coefficients which decay at slow hyperbolic rates. Needless to say, Assumption 8 also caters for the possibility that the regressors are short-range dependent, albeit under stricter conditions than those in Assumption 3; if d 1 = · · · = d k = 0, then {x t } is a linear process with martingale-difference innovations and a continuous spectral density matrix. By way of comparison, we note that Robinson and Hidalgo (1997) and Hidalgo and Robinson (2002) assume that {x t } is an ergodic, fourth-order stationary process satisfying a suitable cumulant condition. The maintained assumption in Nielsen (2005) is that
0 } is a linear process with square-summable weights, fourth-order stationary martingale-difference innovations, and a spectral density matrix which satisfies certain long-range dependence conditions.
The strict exogeneity of the explanatory variables imposed by Assumption 9 is admittedly restrictive. We again note the remark by Robinson and Hidalgo (1997) and Hidalgo and Robinson (2002) , that the assumption could probably be relaxed to a milder orthogonality condition, albeit at the cost of greater structure on {x t } and greater technical complexity. However, as mentioned before, even such a condition would rule out dynamic specifications in which the regressors include lagged values of the regressand. The assumption used by Nielsen (2005) is essentially a local (in the neighborhood of the zero frequency) version of the usual orthogonality condition.
In order to establish the asymptotic distribution of the FGLS estimator, Assumption 4 will be needed, which requires the preliminary estimatorβ to be √ T -consistent.
In the presence of long-range dependence, this generally rules out the OLS estimator, which has a rate of convergence slower than O p (T −1/2 ) when at least one of the regressors in (1) has memory parameter (2002)). However, one may use the weighted least-squares estimator in (10) with a weight function g(·) which satisfies the conditions of Robinson and Hidalgo (1997) ; an example of such a function is g(ω) = |1 − e ıω |.
We shall also make use of the following assumption, which requires h to increase with the sample size at a suitable rate.
The theorem below gives sufficient conditions for the FGLS estimator b β to have the same asymptotic distribution as the BLUE e β in the presence of long-range dependence. The asymptotic distribution of the BLUE can be found in Robinson and Hidalgo (1997) .
Theorem 4 Suppose Assumptions 1, 4, 8, 9 and 10 hold. If, in addition,
Remark 4 We conjecture that the result of the above theorem will hold for all linear, long-range dependent, stationary processes {x t } and {u t }, rather than just those satisfying (13). Our simulation results suggest that this is the case. Note also that condition (13) is more flexible than conditions usually invoked in the literature to derive standard (short-range dependence type) asymptotics for long-range dependent processes. These are usually of the form d u < 1/4 or max{d i ; 1 ≤ i ≤ k} < 1/4. By contrast, d u < 2/5 and max{d i ; 1 ≤ i ≤ k} < 1/2 are cases that can be potentially accommodated by our results.
As in the short-range dependent case discussed in Section 3.1, data-dependent choices of the approximating autoregressive order h = h T can be allowed for. Any choice h T obtained by using a data-driven selection procedure which guarantees that h T satisfies Assumption 10 with probability approaching one as T → ∞ is sufficient for Theorem 4 to hold. Using the results in Poskitt (2007) , it can be shown, in a similar way to Theorem 2, that information criteria such as the familiar Akaike, Bayesian and Hannan-Quinn criteria return a lag order h T which is asymptotically acceptable, provided the maximum allowable order is allowed to grow to infinity with T at a rate O ({ln T } r ) for some 0 < r < ∞.
Monte Carlo Experiments
The theoretical part of the paper has argued that the approach of Amemiya (1973) can be extended to cover a rich class of short-range dependent and long-range de- 
Experimental Design
In our numerical experiments, artificial data {y t } are generated according to the model
with β 1 ∈ {0, 0.05, 0.1, 0.2, 0.5} and β 2 = 0. The data-generating mechanism for {x 1,t } is either the AR(1) model (1 − 0.5B)x 1,t = w t or the ARFIMA(0, d x , 0) model
variables. Similarly, the errors are allowed to exhibit either long-range or short-range dependence. In the former case, {u t } is generated as the ARFIMA(1, d u , 0) process
−du ε t with φ ∈ {0, 0.5, 0.9, 0.98} and d u ∈ {0.2, 0.4}. In the latter case, we consider the following data-generating processes (I(·) denotes the indicator function):
7. u t = 0.95
For all the designs, {ε t } are i.i.d. N (0, 1) random variables independent of {w t }.
AR1, AR2 and MA are linear processes, and hence the sieve-type GLS is expected to work best for these. In order to investigate the robustness of the method to failure of the linearity assumption, the remaining eight processes under consideration are nonlinear. We feel they represent a reasonable sample of nonlinear processes used in the literature and have taken many of them from Hong and White (2005) . BIL is a bilinear AR(1) process, NMA is a nonlinear MA(1) process, TAR1 and TAR2 are threshold AR(1) processes, SQRT is a fractional AR(1) process, SGN is a sign AR (1) process, and NARCH is a nonlinear GARCH process. If the sieve-type GLS procedure were found to perform well in these cases, then it would be reasonable to claim that linear autoregressive approximations are worth considering more generally. It is worth pointing out that nonlinear short-range dependent processes have not been widely used in Monte Carlo studies in the robust inference literature. This seems surprising, especially in the case of methods that utilize autoregressive prewhitening (such as those discussed in Andrews and Monahan (1992) and den Haan and Levin (2000), among others), since such methods may be reasonably expected to work better for linear processes compared to other nonparametric approaches.
In the experiments, the objective is to test the null hypothesis H 0 : β 1 = 0 against the alternative H 1 : β 1 6 = 0 using a t-type statistic; the latter is constructed using either the FGLS coefficient estimator and its variance or the OLS coefficient estimator and a heteroskedasticity and autocorrelation robust variance estimator. The value ¦ , which is an appropriate choice in view of Theorem 3 and Remark 3, and label the resulting test GLS 1% . In either case, the preliminary estimatorβ used to compute the residuals in (6) is OLS.
We consider three OLS-based competitors to the tests constructed using FGLS estimates. The first is a test based on the Newey and West (1987) robust covariance estimator with bandwidth set equal to ¥ T
1/5
¦ , which is labeled NW. The second is based on the approach advocated by Kiefer, Vogelsang, and Bunzel (2000) , which is labeled KVB. The third test is based on the approach of Andrews and Monahan (1992) using the quadratic spectral kernel, AR(1) prewhitening, and AR(1)-based automatic bandwidth selection, as discussed in that paper; this test is labeled QS.
When long-range dependence is considered, we examine regression tests based on our time-domain FGLS estimator b β and the frequency-domain GLS estimator of Hidalgo and Robinson (2002) . 4 In our implementation of the FGLS procedure, the preliminary estimator used to compute the residuals in (6) 
Simulation Results
Tables 1-3 report Monte Carlo estimates of the rejection probabilities of tests in the case where the stochastic regressor and the errors exhibit short-range dependence.
The null rejection probabilities shown in Table 1 reveal that both GLS-based tests have very good performance. GLS 1% tends to have an advantage over GLS B in small samples (T = 20, 30), but otherwise the performance of the two tests is quite similar.
For this reason, we focus on the GLS 1% test. As expected, in the case of linear datagenerating processes for the errors, GLS 1% dominates all other tests by substantial margins (see, e.g., the case of AR2). More surprisingly perhaps, GLS 1% is also the superior test when {u t } is a nonlinear process. More specifically, it dominates NW and QS for all design points. KVB performs better than GLS 1% in some cases. However, even in these cases the difference between KVB and GLS 1% is small and becomes negligible when T ≥ 30. What is more, in cases where GLS 1% outperforms KVB, it does so by a considerable margin.
These results are backed up by a more detailed study of the null rejection probabilities shown in Figure 1 , where T varies between 10 and 100 at steps of 1 observation.
The panels in Figure 1 group the performance of the tests for a given process for {u t }. To gain a different insight, Figure 2 presents the same results but here each panel groups the results for one test across error processes. Performance across er-ror processes is much less variable for GLS-based tests than for OLS-based tests.
The GLS-based tests perform impressively regardless of the structure of the process generating the errors. This is not the case for OLS-based tests. NW is the least successful and, while QS improves upon NW, it never dominates either KVB or GLS 1% .
As a final point, we comment on the difference in performance between GLS 1% and GLS B . Although they perform equally well for T > 30, the performance for small T is different enough to warrant some explanation. Closer examination suggests that GLS 1% performs better because it relies on a more parsimonious and less variable order selection procedure, which results in better size control.
Rejection probabilities for the power experiments are reported in Tables 2 and   3 . Since our computations use size-adjusted critical values, it is not surprising that GLS 1% and GLS B perform very similarly. The two GLS-based tests are never dominated by the OLS-based tests. In many cases the performance of GLS 1% and GLS B is similar to that of NW, and to a lesser extent QS. GLS 1% and GLS B dominate KVB in most cases by substantial margins.
Overall, it is clear that GLS-based tests, and especially GLS 1% , suffer little of the size distortions widely reported in the literature on OLS-based procedures. Their power performance in small samples reflects their theoretical asymptotic properties by being superior to that of OLS-based tests. Importantly, these results seem to extend to cases where the generating mechanism of the errors is nonlinear, implying that autoregressive approximations have wide applicability, as indeed is suggested by the work of Bickel and Bühlmann (1997) .
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Turning to designs with long-range dependence, In sum, the sieve-type GLS-based tests are found to have the best overall performance in our experiments. They generally exhibit smaller size distortions than other GLS-based or OLS-based tests, especially when the sample size is small, and they also tend to be superior in terms of size-adjusted power. Furthermore, they are robust with respect to the presence of neglected nonlinearity in the regression errors.
Conclusion
This paper has considered the use of time-domain sieve-type GLS based on autoregressive approximations for inference in linear regression models. By allowing the order of the autoregressive approximation to increase with the sample size at an appropriate rate, it has been shown that the sieve-type GLS estimator of the regression coefficients is √ T -consistent, asymptotically normal and asymptotically Gauss-Markov efficient under general conditions, including mixingale-type conditions as well as conditions which permit long-range dependence in the stochastic regressors and the errors. A
Monte Carlo study has revealed that hypothesis tests based on sieve-type GLS have better finite-sample size and power properties than tests based on an alternative frequency-domain GLS procedure or OLS combined with a robust estimator of the OLS asymptotic covariance matrix.
Appendix
This Appendix presents the proofs of the theorems stated in the main text. We begin by introducing two lemmata which are used in our proofs. Throughout, limits in order symbols are taken as T → ∞, unless stated otherwise, and c, c 1 , c 2 , . . . denote finite constants that may assume different values upon each appearance.
Lemma 1 Suppose Assumptions 1, 2 and 3 hold and d u = 0. Then {x t u t } is an L 2 -mixingale of size −1/2.
Proof. If {x t } and {u t } are L r -bounded (r ≥ 2), L 2 -NED processes of size −ζ on a ϕ-mixing process of size −η (η > 1), then, by Example 17.17 of Davidson (1994) ,
In view of Theorem 17.5(ii) of Davidson (1994) , this in turn implies that
Hence it is enough to show that
By Burkholder's inequality for martingale-difference sequences (e.g., Davidson (1994, Theorem 15.18) ) and Hölder's inequality,
Moreover, writing k·k r for the L r -norm, we have, by Minkowski's inequality,°°u
and consequently {u t } is L 2 -NED of size −ζ, which completes the proof.
. If the assumptions of either Theorem 1 or Theorem 4 hold, then
Proof. We examine the general case with long-range dependence; for the case of short-range dependence the result follows upon setting 
Furthermore, by Theorem 5 of Poskitt (2007) ,
) is the smallest eigenvalue of Γ 2 h . In consequence, there exist constants c 1 > 0 and c 2 > 0 such that
and the desired result follows.
Proof of Theorem 1. Observe that
Hence, the first part of the theorem follows if
and
Considering (14) first, we have
with b φ h,j = 0 for j > h, and so
Regarding S 1 , we have
with φ h,j = 0 for j > h. By the Cauchy-Schwarz inequality,
. But, by Assumptions 1(iii) and 3, and Theorem 17.9 of Davidson (1994) , {x 0 t−j ε 2 t x t−j } is an L 1 -NED process which, by Theorem 19.11 of Davidson (1994) , obeys a law of large numbers. Since
Since, in addition,
y Lemma 2, we conclude that
as long as
where J tT = Q T ε t . By Theorem 7.6.6 of Anderson (1971) , var(J tT ) = o(1). Hence, by a triangular array central limit theorem, it follows that
which, together with (17), shows that S 1 = o p (1).
We now examine S 2 . It is easy to see that, under the assumptions of the theorem,
is an NED process. Then, a similar treatment to that used for S 1 leads to S 2 = o p (1).
Finally, we consider S 3 . We have
To see this, we note that
Letting E t−1 (·) denote conditional expectation given the the σ-field generated by {(ε s , x s ); s < t}, it can be seen that {ε t − ε h,t } is a triangular array such that lim T →∞ E t−1 (ε t − ε h,t ) = 0 uniformly over t and lim T →∞ E t−1 ({ε t − ε h,t } 2 ) does not depend on t. Further, ε t − ε h,t is independent of x t−j for all integers j. Since
it follows that P ∞ j=1 φ j x t−j is a stationary NED process of the same size as {x t }. This is also the case for P ∞ j=1 φ h,j x t−j . It is then easy to see that
uniformly over t, and
where c T ≥ 0 does not depend on t. This implies that a martingale-difference central limit theorem holds for P ∞ j=1 φ j x t−j (ε t − ε h,t ). 7 Since, in addition, the variance of P ∞ j=1 φ j x t−j (ε t − ε h,t ) approaches zero as T → ∞, uniformly over t, (19) holds true. Moving on to K 2 , K 2 = o p (1) follows immediately from Theorem 7.6.6. of Anderson (1971) and (17) . Arguing as in the case of S 2 , it can also be deduced that
. Finally, we consider K 4 . We have
By Lemma 1, {x t u t } is an L 2 -NED process of size −1/2 which, in view of Theorem 1 of De Jong (1997) , obeys a central limit theorem. Thus
uniformly in j and s. Then, by Lemma 2,
¢ , and thus K 4 = o p (1). This completes the proof of P 1 = o p (1). By reasoning in a similar way, it can be shown that P 2 = o p (1), and so the first part of the theorem is established.
The second part of the theorem follows in a straightforward manner using the fact that, in view of Lemma 1, {x t u t } obeys a central limit theorem (cf. De Jong (1997, Theorem 1)) and {x t x 0 t } obeys a mixingale law of large numbers (cf. Davidson (1994, Theorem 19 .11))). ¥ Proof of Theorem 2. Part (ii) of Assumption 5 holds on account of the fact that
¢ . Thus, it remains to prove that h T → ∞ as T → ∞. By Theorem 7.4.7(b) of Hannan and Deistler (1988) ,
where c is a constant not depending on h. But (23) implies that h T → ∞ as T → ∞.
To see this, note that, under Assumption 6, (b σ
ε is bounded away from zero almost surely for any finite value of h. Since h(C T − 1)/T → 0 as T → ∞ when
¢ , it follows that (11) cannot be minimized for any finite value of h. ¥ Proof of Theorem 3. To establish the assertion of the theorem, it is sufficient to show that Lemma 5.1 of Ng and Perron (1995) holds for h T = H * T . The desired result follows then by Lemma 5.2 of Ng and Perron (1995) . Under the conditions of the theorem, Lemma 5.1 of Ng and Perron (1995) holds for h T = H * T if Theorem 4 of Lewis and Reinsel (1985) or, equivalently, Theorem 7.4.8 of Hannan and Deistler (1988) holds when h T = H * T . But the latter theorem holds provided (14) and (15) hold under the conditions of the theorem. Thus, using the same notation as in the proof of Theorem 1, we begin by showing that S 1 , S 2 and S 3 are o p (1).
As in (16), put
By Assumptions 1, 8 and 9, it follows that {x
t−j x t−j obeys a law of large numbers and is, therefore, bounded in probability. Since
as long as h = O({ln T } a ) for some 0 < a < ∞. Moreover, by the same argument used in the proof of Theorem 1, we deduce that J 2 = o p (1), thus showing that S 1 = o p (1).
8 It is worth noting that Kuersteiner (2005) argues that the chi-square approximation in Lemma 5.1 of Ng and Perron (1995) is not valid. However, irrespectively of the validity of the result in question, it is straightforward to establish that, as long as the probabilities with which the null hypothesis of the test used in the sequential testing procedure of Definition 3.1 of Ng and Perron (1995) is accepted when true and rejected when false are bounded away from 1 and 0, respectively, Lemma 5.2 of Ng and Perron (1995) is valid, thereby establishing our result.
Regarding S 2 , it is easy to see that, under the assumptions of the theorem, the ith component of x t − P ∞ j=1 φ j x t−j has memory parameter d i − d u . Then, a similar treatment to that used for S 1 leads to S 2 = o p (1).
Next, as in (18), put S 3 = K 1 + K 2 + K 3 + K 4 . To see that the result in (19) holds true under the conditions of the theorem, note that P ∞ j=1 φ j x t−j is a stationary process with the same memory parameters as x t , and this is also the case for P ∞ j=1 φ h,j x t−j . It is then easy to see that (20) and (21) hold, and (19) follows by the argument used in the proof of Theorem 1, thus showing that
follows from Theorem 7.6.6 of Anderson (1971) and (24) . Arguing as in the case of S 1 and S 2 , it can also be deduced that K 3 = o p (1). Finally, an examination of the proof of Theorem 2 of Chung (2002) suggests that, uniformly in j and s,
and d x = max{d i ; 1 ≤ i ≤ k}. Focusing on the 'worst case' scenario, under which
Hence, (22) is of the same order in probability as
Then, by Lemma 2,
and concluding that P 1 = o p (1). By reasoning in a similar way, it can be shown that
, which completes the proof of the theorem. ¥ Figure 1: Null rejection probabilities grouped according to u t process for T = 10, 11, . . . , 100
Figure 2: Null rejection probabilities grouped according to test for T = 10, 11, . . . , 100
