Abstract-Automatic question answering system is an information retrieval system designed to return an answer to a specific question. It is a base system for a chatbot application. This research aims to identify responses in a question answering system using Vector Space Model (VSM). The system compared query questions to possible answers stored in the repository, and the top ten highest similarity results are returned. Dataset used is from students' questionnaires about final project essay and field practice, which are specific topics of interest often asked to program coordinator. There are 100 questions and answers, and the result gives 0.413average precision, 0.893 average recall, and 0.563 average F-Measure.
I. INTRODUCTION
Humans and information are two things that cannot be separated. Information is used by humans to develop new ideas, explore a particular science, make decisions, interact, communicate, and answer questions. The human's need for information thus raises the demand for information. In this era, the desire for information can be fulfilled very easily and quickly by the presence of various kinds of information technology such as newspapers, TV, radio, and the Internet.
The Internet, which is a crossing gate for information without taking into account geographical location and time, provides a wealth of unlimited details that can be searched using search engines like google. The abundance of information generated by the search engine results in the potential for users to obtain information that is not relevant. Too many search results also require users to spend more time to sort out the right information according to user's intention.
Chatbots also experience the same problem. As an alternative to search engines, recently chatbots can also be categorized as an information technology that helps users to get information. In [1] the Indonesian Contact Center Association explains that Chatbot is a computer program designed to communicate and interact with users. There are two types of chatbot with regards to the technology used: chatbot with a system of rules and chatbot with the implementation of artificial intelligence. Chatbots with artificial intelligence allows the system to be able to communicate with users like humans. Chatbot works by giving responses to questions entered by users. This response is generated by scanning the entered keyword and then looking for the most suitable counterpart or the most similar pattern of words to what has been declared in the system database. To help computers understand, interpret, and manipulate human language so that they can get specific information, an approach called Natural Language Processing (NLP) is used. Currently, chatbots have been widely used to help simplify human work such as command control, customer care, messaging applications, and virtual assistance.
Text Mining, or some sources use the term Text Analysis, is the process of mining data in the form of text with data sources usually from documents, which are unstructured. The aim is to find words that represent the documents and to analyze the connection between them. Text Mining is widely used to solve problems that require information retrieval or commonly known as Information Retrieval (IR). IR is different with database searching in that in IR the returned results are ranked [2] . Vector Space Model (VSM) is a mathematical model used to measure the similarity between a document and a query that can be used on IR to determine that the text is relevant to information [3] .
A previous study [4] has developed an answering system applied in an e-learning context in an open university, where most, if not all, interactions are by online. The resources were taken from course learning materials, messages on discussion boards, and other sources from the Internet. The system applied a morphological analysis of the text's message body, generated tag clouds relevant to the context of each message, and performed useful context search to given resources. They rated the result with a Mean Score of the Usefulness (MSU) from experts (from the scale of 0-3, 1.77 for system's finding information and 1.47 for giving a fast answer) and novices (1.51 for system's finding information and 1.75 for providing a quickresponse).
Meanwhile, an auto-answering system suffers from low hit rate of expected answers. One suggestion to improve the mining performance of text mining process is if there were not a high enough amount of corpus quantity available, repeating to input the same corpus a few times is advisable. Also, the cooccurrence ranges among words should be kept to a single document [5] . More recent research applied an ontology-based Bayesian network to locate desired treatment departments in an interactive question answering system in a hospital [6] . The ontology integrated close temporal associations between words in the input query and achieved 93% correction rate for the first prediction of treatment department.
A study conducted in [7] have developed a question answering system using Vector Space Model to the Ministry of Education and Culture and the Ministry of Tourism and Creative Economy Culture of Indonesia. Another research [8] also made use of VSM applied in unstructured data, where keywords were generated using TF-IDF score and used to index every file and query.
A comparison study [9] analyzed the use of VSM, Latent Semantic Indexing, and Formal Concept Analysis to perform Information Retrieval task using standard Medline and real-life healthcare datasets. The result showed that all three are similar regarding the ability to return relevant documents, in which the top 10 documents retrieved by all methods were related to the questions.
In [10] the author said that the use of Vector Space Models in the retrieval system was able to provide more evident rating values in information retrieval, partial matching of keywords, and also produce reference results that matched the needs.
The topic domain of Q&As in this research is the final project essay (undergraduate thesis) and field practice. Students tend to ask similar questions regarding prerequisite courses, required documents, procedures, deadlines, schedules, and other inquiries to the program coordinator. This research will apply VSM to represent questions and answers stored in the repository and also questions asked by users. The questions asked will then be compared to that of available resource and the system will return the most probable answers matching the questions.
II. METHODOLOGY

A. Dataset
The dataset for this experiment was in the form of typical questions compiled from questionnaires result of 42 students and answers from the program coordinator within the specified topic domain. There is 100 pairs of questions and answers in the Indonesian language collected and stored in MS-Word (.docx) format.
B. Design
The prototype design methodology of this information retrieval system is in Fig. 1 . It starts with (1) document collection as a dataset; (2) preprocessing stage, which includes text mining preprocessing steps: tokenization, filtering, and stemming; (3) indexing; (4) representing each document in Vector Space Model; (5) query processing, which includes restructuring process; (6) calculating "distance" between the query and the stored documents using cosine similarity; and (7) returning the document/answer with the highest cosine value. c. Stemming: The identification of base words by removing all affixes (prefix, infix, suffix, and confix) according to morphological structures of the Indonesian language using Nazief-Adriani algorithm [11] .The results are words referred to as terms.
Vector Space Model (VSM) representation
In VSM, we applied the Term Frequency-Inverse Document Frequency(TF-IDF) method to weigh each document containing terms in the topic domain. This research used binary term frequency, in which if a word exists in a document, a value of 1 will be assigned, else a value of 0 will be given. An example is as follows. Assume there are three documents, D1, D2, and D3, in the database, and a query, Q, where: Each question document has an answer pair, so if a query matches with a document, the system will return the answer from the matching document. 
Distance calculation
The distance between the query and each document is computed using Cosine Similarity function (1): 
III. RESULTS AND DISCUSSION
We experimented on 3 (three) testing scenarios. Scenario I had questionshaving the same meaning as the questions in the database but in different writing.Scenario II consists of items having the samecopy as the questions in the database. In all two scenarios, both stored questions and answers were stemmed. Also, each has five questions asked. In scenario III, only the questions were stemmed and stored in database, and it has all ten questions asked from scenario I and II.Scenario I and IIare based on data stored on one database, while scenario IIIis based on data in another database. The total number of questions were 20 questions. Table II lists questions, answer candidates, and relevancy status between questions and selected answers from all four scenarios (in each scenario, 2questionswere taken as examples). The system generated the top 10 answer candidates based on the similarity values, and the bold-style answer is selected to be the one with the highest similarity. Table 2 , in Scenario I, both samples gave relevant answers to the questions asked. From all fivequestions of scenario I, the system was able to provide all applicable answers.In Scenario II, since the queries' wording are the same as that of stored in the database, the returned answers were all relevant. In scenario III, the system gave all relevant answers (as long as the topic is within the domain) although only the key questions' stem stored in the database.
System's evaluation is measured using precision, recall, and F-measure values for all 20 tests data which are calculated using formula (2) 
To make ashort-enough list to calculate the values for Precision, Recall, and F-Measure, we limit the number of retrieved documents of each query to five results. Thus, to assess the relevance of the retrieved documents, we will use pooling approach, where relevanceis evaluated from the top k documents returned from a document collection [12] in binary value: relevant or non-relevant. In this experiment, the value of k is 5.
Table III provides all questions result regarding the retrieved documents to the returned answers of five documents each. There was a total of 100 returned documents for all three scenarios. The table also lists all relevant documents for each query so that the recall values can be calculated.
In scenario I, a total of 25 documents were retrieved having ten relevant documents and 15 non-relevant documents. In scenario II, 25 documents were retrieved with ten relevant documents and 15 non-relevant documents. While in scenario III, 50documentswere returned with 22documents are relevant, and 28 documents are not relevant. One important thing to note is that, for all queries in all three scenarios, the first ranked returned documents were all relevant to each query. Table IV lists the evaluation of precision, recall, and Fmeasure for all 20 tests data query calculated using formula (2), (3), and (4). Table IV shows that, for all three scenarios, the average precision value is 0.413, the average recall value is 0.893, and the F-Measure value is 0.563. From this result, we can say that the precision of the system is still below expectation. However, in Questions and Answers application domain, we all agree that the system will only be required to give the highest matching answer, not a set of possible ranked answers. In this case, the result of this experiment has already satisfied that requirement, since the first ranked returned documents were all relevant to each query. 
