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Os modelos na˜o-lineares da famı´lia exponencial e´ uma extensa˜o dos modelos lineares gener-
alizados, permitindo que o preditor da me´dia seja na˜o-linear. Esses modelos, por serem menos
restritivos, teˆm sido utilizados para modelar sistemas produtivos como mais uma ferramenta
na tomada de decisa˜o. Usualmente, os paraˆmetros desses modelos sa˜o estimados pelo me´todo
de ma´xima verossimilhanc¸a, que teˆm propriedades assinto´ticas de O(n−1), onde n e´ o tamanho
da amostra. Portanto, para tamanhos de amostras pequenos, pode haver erros considera´veis,
nas infereˆncias. Essa Tese tem como objetivo obter uma expressa˜o anal´ıtica para a matriz de
covariaˆncia de segunda ordem do estimador de ma´xima verossimilhanc¸a para os paraˆmetros dos
modelos na˜o-lineares da famı´lia exponencial que contribuira´ no procedimento de infereˆncia da
verossimilhanc¸a, quando o tamanho da amostra e´ pequeno. Esse estimador, que nada mais e´
do que uma correc¸a˜o do que vem sendo utilizado, tem propriedades assinto´ticas de O(n−2). A
metodologia adotada consistiu em obter os cumulantes desses modelos e substitu´ı-los na func¸a˜o
geratriz dos cumulantes, que, pela propriedade de invariaˆncia sob permutac¸a˜o de ı´ndices nos
modelos na˜o-lineares da famı´lia exponencial, pode ser simplificada e expressa em termos de
matrizes. A expressa˜o obtida e´ de fa´cil implementac¸a˜o computacional, uma vez que consiste de
operac¸o˜es com matrizes. O estimador de segunda ordem da matriz de covariaˆncia foi avaliado
por um estudo de simulac¸a˜o que mostrou que esse e´ indispensa´vel para amostras de tamanho
pequeno a moderado. Para ilustrar o uso da te´cnica proposta, uma aplicac¸o˜es na avaliac¸a˜o
da qualidade do papel cujo modelo que descreve a varia´vel resposta grau de refino das fibras




The exponential family non-linear models are an extension of the generalized linear models,
allowing the average predictor to be non-linear. These models, for being less restrictive, have
been used to model productive system, being one more tool on the decision-making. Usually, the
parameters of these models are estimated through the maximum likelihood method, which have
asymptotic properties of n-1 order, where n is the sample size; thus, for small sample sizes, there
might be considerable errors in the inferences. This work has the objective to obtain an analytic
expression for the covariance matrix of second-order of the maximum likelihood estimator for
the exponential family non-linear models, which will contribute to the likelihood inference
proceeding when the sample size is small. This estimator, which is anything but a correction of
what has been used, has asymptotic properties of O(n−2). The adopted methodology consisted
in developing the cumulative of these models and substituting them in the cumulative generative
function that, through the invariance property under index permutation in the exponential
family models, may be simplified and expressed in matrix terms. The obtained expression is
easily computational-implemented, seen that it consists in matrix operations. The covariance
matrix second-order estimator was evaluated through a simulation study, which showed that
this is indispensable for samples from small to moderate size. In order to illustrate the use
of the proposed technique, one application in paper quality, whose model that describes the
answer variable fiber refining degree is log-linear, and gamma random component. Into these
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1.1 Formulac¸a˜o do problema
Os me´todos estat´ısticos, cada vez mais, veˆm sendo reconhecidos para modelar sistemas de
produc¸a˜o sendo de grande valia na tomada de deciso˜es, uma vez que estes permitem especificar,
prever e avaliar resultados obtidos do sistema produtivo.
Tendo a conscieˆncia de que vivemos em um mercado altamente competitivo e globalizado, o
uso da modelagem estat´ıstica, que consiste em relacionar um vetor resposta, Y, em func¸a˜o de
covaria´veisX1,X2,···, Xp, possibilita significativo diferencial para o crescimento das organizac¸o˜es
no cena´rio atual. Considera-se que a utilizac¸a˜o da modelagem estat´ıstica a`s a´reas produtivas
certamente trara˜o luz a`s dificuldades, tornando-as fontes de oportunidades.
Muitos sa˜o os trabalhos publicados, nas diversas a´reas, que utilizam os modelos lineares e
na˜o-lineares normal, mas estes sa˜o restristos a varia´veis resposta com distribuic¸a˜o normal, na˜o
correlacionadas e variaˆncia constante. Em muitos destes problemas, a hipo´tese de homocedas-
ticidade na˜o se verifica. Recorre-se, enta˜o, a`s transformac¸o˜es, que em alguns casos pode na˜o
estabilizar a variaˆncia do processo, e ale´m disso, dificulta a interpretac¸a˜o do modelo. Portanto
a necessidade de modelos menos restritos.
Os MLG ( Modelos Lineares Generalizados) e os MNLFE (Modelos Na˜o-Lineares da Famı´lia
Exponencial) generalizam os modelos tradicionais de regressa˜o normal linear e na˜o-linear,
abrindo o leque de opc¸o˜es para a distribuic¸a˜o da varia´vel resposta e permitindo maior flex-
ibilidade para ligac¸a˜o entre a me´dia e a componente sistema´tica, que para os modelos lineares
generalizados e´ linear, enquanto que nos modelos na˜o-lineares da famı´lia exponencial e´ na˜o-
linear, isto e´, os MLG e MNLE sa˜o caracterizados por duas componentes descritas a seguir:
i) componente aleato´ria, do vetor resposta Y com elementos Y1, · · ·, Yn pertencente a` famı´lia
exponencial de distribuic¸o˜es;
ii) a componente sistema´tica e´ descrita pelo preditor η, que pode ser linear, caso dos MLG, ou
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na˜o-linear, caso dos MNLFE
Para a obtenc¸a˜o do estimador dos paraˆmetros destes modelos, va´rias metodologias de infer-
eˆncia teˆm sido propostas; uma das mais importantes e´ decorrente da teoria de verossimilhanc¸a
que, para Cordeiro (1999, p.3) , e´ fundamentada nos princ´ıpios:
• de suficieˆncia, isto e´, vetores de dados distintos com os mesmos valores das estat´ısticas
suficientes para um vetor θ de paraˆmetros fornecem concluso˜es ideˆnticas para θ;
• fraco de verossimilhanc¸a que estabelece que vetores de dados com verossimilhanc¸as pro-
porcionais produzem as mesmas concluso˜es sobre θ ;
• forte de verossimilhanc¸a que garante, para varia´veis aleato´rias, X e Y, distintas, que
dependem de um mesmo paraˆmetro e de um mesmo espac¸o parame´trico; supondo que
dois modelos sa˜o adequados aos vetores de dados x e y em questa˜o e que fornecem
verossimilhanc¸as proporcionais, enta˜o as concluso˜es sobre θ tiradas destes dois vetores de
dados sa˜o ideˆnticas.
A metodologia baseada na verossimilhanc¸a sera´ empregada para ajuste e ana´lise dos MLG
e dos MNLFE.
Uma das etapas do processo para ajuste e ana´lise destes modelos e´ a de infereˆncia,
onde o analista deve verificar a precisa˜o e a interdependeˆncia das estimativas, construir regio˜es
de confianc¸a e testes sobre os paraˆmetros de interesse, analisar estatisticamente os res´ıduos
e realizar previso˜es, podendo, assim, avaliar o modelo ajustado. Nesta etapa, e´ necessa´rio
conhecer a distribuic¸a˜o de probabilidade do estimador, que, em geral, e´ obtida por meio de
resultados assinto´ticos, que sa˜o necessa´rios em dois casos distintos:
1o quando na˜o se tem soluc¸a˜o exata para o problema estat´ıstico ou ela e´ complicada. Enta˜o,
podera´ ser de interesse obter uma aproximac¸a˜o simples em grandes amostras;
2o o mais frequ¨ente revela o papel central da teoria assinto´tica da verossimilhanc¸a na infereˆncia
estat´ıstica e ocorre quando na˜o se tem soluc¸a˜o exata, sendo, assim, inevita´vel a obtenc¸a˜o
da soluc¸a˜o aproximada.
Os resultados da teoria assinto´tica de primeira ordem sa˜o va´lidos quando n −→ ∞, onde
n e´ o tamanho da amostra, e sa˜o decorrentes de te´cnicas de linearizac¸a˜o local baseadas nas
expanso˜es da se´rie de Taylor e nos teoremas centrais do limite. Estes, por sua vez, sa˜o a` base
da construc¸a˜o de testes e intervalo de confianc¸a em grandes amostras e amplamente utilizados
em trabalhos aplicados nas a´reas de econometria, agronomia, farmacocine´tica, etc. O erro da
aproximac¸a˜o assinto´tica para a distribuic¸a˜o de
∧
β, estimador de ma´xima verossimilhanc¸a de β, e´
da ordem de n−1, assim sendo os ca´lculos de probabilidades baseados na func¸a˜o de distribuic¸a˜o
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de probabilidade assinto´tica apresentam erros da ordem n−1 que, para amostras pequenas,
podem ser considera´veis. A importaˆncia dos resultados assinto´ticos de primeira ordem e´ que
produzem simplificac¸o˜es considera´veis para problemas em grandes amostras, implicando em re-
sultados simples e elegantes, e, em alguns casos, mostram-se bastante razoa´veis, mesmo quando
n, tamanho da amostra, na˜o e´ grande. Devem ser avaliadas as seguintes questo˜es:
• a aproximac¸a˜o de 1a ordem e´ uma boa aproximac¸a˜o para a distribuic¸a˜o dos estimadores
ou de alguma estat´ıstica de teste sob a hipo´tese nula?
• E se, e´ poss´ıvel melhora´-la?
E´ sabido que para amostras finitas as aproximac¸o˜es de primeira ordem podem na˜o funcionar
bem, levando assim a distorc¸o˜es de tamanho. Quanto a` questa˜o se e´ poss´ıvel melhora´-la, sera´
abordada nesta Tese, uma vez que nela sera´ obtida a matriz de covariaˆncia de O (n−2) dos EMV
dos MNLFE.
Condic¸o˜es para assegurar fraca consisteˆncia e normalidade assinto´tica dos EMV (Estimador
de Ma´xima Verossimilhanc¸a) nos MLG sa˜o apresentadas por Fahrmeir e Kaufmam (1985). Mc-
Cullagh e Nelder (1989) estabeleceram resultados assinto´ticos sem fornecer provas ou suposic¸o˜es
exatas. Nos modelos lineares generalizados, os estimadores e as infereˆncias sobre os β’s, como
a raza˜o de verossimilhanc¸a e a estat´ıstica escores teˆm como func¸a˜o densidade de probabilidade
assinto´tica χ2, que usualmente na˜o sa˜o satisfato´rias em pequenas amostras.
Assim, a teoria assinto´tica de segunda ordem e´ um refinamento dos resultados da teo-
ria assinto´tica de primeira ordem, onde se busca melhorar os estimadores e aproximac¸o˜es de
estat´ıstica-teste. Ha´ alguma literatura no assunto, com artigos publicados , teses e livros,
dentre os quais destacam-se os artigos de Cordeiro (1983), que utiliza a correc¸a˜o de Bartellet
para melhorar a estat´ıstica-teste da raza˜o de verossimilhanc¸a nosMLG, Cordeiro e McCullag
(1991) , que apresentam os estimadores de segunda ordem para os praˆmetros de dispersa˜o e
me´dia dosMLG, Cordeiro Ferrari e Cribari que melhoram a estat´ıstica escore nos MLG, Paula,
(1993) , que apresenta uma melhoria dos estimadores dos paraˆmetros dos modelos na˜o lineares
da famı´lia exponencial. Cordeiro e Botter (2000) , que tratam dos estimadores de segunda
ordem para os paraˆmetos dos modelos lineares generalizados superdispersados. Os livros de
McCullag e Nelder (1991) que e´ uma refereˆncia completa em MLG e Wei (1999) , que, apresenta,




Avaliar os estimadores de O (n−2) dos paraˆmetros dos modelos na˜o-lineares da famı´lia ex-
ponencial.
1.2.2 Objetivos espec´ıficos
• Apresentar os estimadores de O (n−1) dos paraˆmetros dos modelos na˜o lineares da famı´lia
exponencial;
• Apresentar os estimadores de O (n−2) dos paraˆmetros dos modelos na˜o lineares da famı´lia
exponencial;
• Obter uma fo´rmula geral para a matriz de covariaˆncia de segunda ordem dos modelos na˜o
lineares da famı´lia exponencial;
• Apresentar a matriz de covariaˆncia de segunda ordem, de alguns modelos, tais como o
na˜o-linear de regressa˜o normal e os lineares generalizados;
• Avaliar os estimadores obtidos por meio de um estudo de simulac¸a˜o;
• Avaliar a qualidade do papel, modelando a varia´vel resposta grau de refino, proveniente
de um experimento realizado na Klabin-Papeis;
1.3 Cara´ter ine´dito, contribuic¸a˜o cient´ıfica e relevaˆncia
Esta Tese estende os resultados apresentados em Cordeiro (2004) e devera´ contribuir na
melhoria dos estimadores por intervalo e testes de hipo´teses em MNLFE, uma vez que, para n,
tamanho da amostra na˜o muito grande a estrutura de covariaˆncia destes modelos e´ de O (n−1) .
O avanc¸o tecnolo´gico, no planejamento e execuc¸a˜o de pesquisas, requer que te´cnicas cada
vez mais refinadas de ana´lises estat´ısticas sejam utilizadas. As posic¸o˜es cr´ıticas dos estat´ısticos
sa˜o, em geral, desconsideradas pelos pesquisadores, das diferentes a´reas, devido a`s dificuldades
matema´ticas e estat´ısticas para a implementac¸a˜o de te´cnicas refinadas de ana´lise de dados ex-
perimentais. Por isto, e´ importante obter modelos menos restritivos e infereˆncias mais precisas.
Tradicionalmente, teˆm-se adotado os modelos de regressa˜o normal, que sa˜o bastante restritivos,
perdendo informac¸o˜es preciosas que, por vezes, na˜o sa˜o detectadas, prejudicando assim as pre-
viso˜es. Ale´m disso, a evoluc¸a˜o acentuada da Cieˆncia da Computac¸a˜o e, consequ¨entemente, o
desenvolvimento de sistemas sofisticados de processamento de dados, com algoritmos ra´pidos e
precisos, tem contribu´ıdo muito no desenvolvimento de softwares, principalmente de natureza
livre, o que possibilita ampla utilizac¸a˜o desses recursos computacionais a custos praticamente
13
nulos. Baseando-se nesses fatos, uma Tese com a finalidade de apresentar uma metodologia de
modelagem, na Engenharia de Produc¸a˜o, e indicar melhorias das infereˆncias em modelos com
menos restric¸o˜es, e´ de relevaˆncia, permitindo assim, promover a divulgac¸a˜o da teoria assinto´tica
de O (n−2) .
1.4 Estrutura da tese
Um resumo do que e´ apresentado, em cada um dos cap´ıtulos e´ relacionado a seguir:
Cap´ıtulo 2: apresenta os estimadores de O (n−1) e de O (n−2) para os MLG. Trata-se de uma
revisa˜o de literatura que vai dar suporte aos Cap´ıtulos 3 e 4;
Cap´ıtulo 3: apresenta os modelos na˜o-lineares da famı´lia exponencial e os estimadores de
O (n−1) e o de O (n−2), para os paraˆmetros destes modelos. Tambe´m trata-se de uma
revisa˜o de literatura;
Cap´ıtulo 4: e´ a contribuic¸a˜o teo´rica desta tese que apresenta a matriz de covariaˆncia de O (n−2)
dos EMV para os paraˆmetros do modelo na˜o-linear da famı´lia exponencial;
Cap´ıtulo 5: e´ apresentado um estudo de simulac¸a˜o, para avaliar o desempenho dos estimadores
de O (n−2);
Cap´ıtulo 6: e´ apresentada uma aplicac¸a˜o, onde espera-se contribuir na divulgac¸a˜o destes




Os modelos lineares de regressa˜o normal e de ana´lise de variaˆncia sa˜o amplamente utilizados
em modelagem. Em alguns casos, mesmo quando na˜o e´ razoa´vel, a suposic¸a˜o de normalidade
ou a homocedasticidade para a varia´vel resposta, tentava-se algum tipo de transformac¸a˜o para
estabilizar a variaˆncia e, consequ¨entemente, a normalidade.
Para fazer infereˆncia, as suposic¸o˜es de normalidade e variaˆncia constante sa˜o necessa´rias, e
isto nem sempre e´ garantido ou razoa´vel, em muitas aplicac¸o˜es, restringindo, assim, a adoc¸a˜o
destes modelos.
Pelo fato dos MLG serem mais flex´ıveis, permitindo outras distribuic¸o˜es de probabilidade
para a componente aleato´ria e assumindo que existe uma relac¸a˜o entre a variaˆncia e a me´dia,
estes se tornaram uma ferramenta poderosa na modelagem estat´ıstica.
Esta classe de modelos e´ devida a` Nelder e Wedderburm (1972), os quais propuseram uma
extensa˜o do me´todo dos escores, para estimar os paraˆmetros dos modelos da famı´lia expo-
nencial. Estes modelos generalizam os modelos lineares tradicionais e possuem as seguintes
caracter´ısticas:
• a me´dia da populac¸a˜o µ depende de um preditor linear η, atrave´s de uma func¸a˜o g que
e´ denominada de ligac¸a˜o, possivelmente na˜o-linear;
• a distribuic¸a˜o de probabilidade da varia´vel resposta (Y) pertence a` famı´lia exponencial.
Segundo McCullagh e Nelder (1989), algumas propriedades, como a linearidade e a existeˆncia
de um me´todo comum para obtenc¸a˜o das estimativas dos paraˆmetros, permitem a unificac¸a˜o
dos modelos lineares de regressa˜o dos de ana´lise de variaˆncia e dos log-lineares em uma u´nica
classe denominada de MLG.
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2.1 Descric¸a˜o e definic¸a˜o do modelo
Considere yl como a realizac¸a˜o de uma varia´vel aleato´ria Yl. Assim, y1, . . . , yn denotara´ n
independentes observac¸o˜es da vetor resposta Y, com as seguintes suposic¸o˜es:
i) A distribuic¸a˜o de cada Yl pertence a` famı´lia exponencial na sua forma canoˆnica, algumas
caracter´ıstica desta famı´lia e´ apresentada no Apeˆndice A, e sua func¸a˜o densidade de
probabilidade e´ dada por:
pi(yl;θl, φ) = exp [φ {ylθl − b (θl)}+ c(yl, φ)] , (2.1)
ii) Todos os Yl teˆm a mesma distribuic¸a˜o, pore´m com me´dias diferentes E (Yl) = µl para
l = 1, 2, · · ·, n,
Seja X uma matriz particionada em vetor coluna de varia´veis independentes ou covaria´veis,
isto e´, X = [x1 · · · xp] , cabe ressaltar que x1 · · ·xp sa˜o varia´veis conhecidas e consideradas fixas.
A componente sistema´tica e´ definida como o modelo linear tradicional, isto e´:
η = Xβ
Seja g uma func¸a˜o mono´tona diferencia´vel que sera´ denominada de func¸a˜o de ligac¸a˜o, a
func¸a˜o g descreve como o valor esperado Y esta´ relacionado ao preditor linear η, isto e´:
g(µ) = η = Xβ
Na formulac¸a˜o dos MLG deve-se escolher a distribuic¸a˜o da probabilidade da varia´vel re-
sposta, as covaria´veis (matriz modelo) e a func¸a˜o de ligac¸a˜o.
Observac¸o˜es:
i) a matriz modelo X e´ suposta de posto completo;
ii) como as observac¸o˜es sa˜o supostas independentes, ou pelo menos sa˜o na˜o correlacionadas,
conclui-se que, dados exibindo autocorrelac¸o˜es, como se´ries de tempo, devem ser cuida-
dosamente analisados;
iii) como por hipo´tese a estrutura do erro e´ suposta u´nica, outras te´cnicas estat´ısticas devem
ser consideradas para analisar os dados onde os experimentos foram planejados para
apresentarem mais de uma fonte de erro, como, por exemplo, as parcelas subdivididas;
iv) se os dados teˆm distribuic¸a˜o na˜o pertencente a` famı´lia exponencial, como a distribuic¸a˜o
de Cauchy e estruturas na˜o-lineares, sa˜o exclu´ıdos dos MLG.
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Func¸a˜o de Ligac¸a˜o Canoˆnica
A func¸a˜o de ligac¸a˜o e´ dita ser canoˆnica quando θl = ηl. Uma das vantagens em adota´-las, no
modelo e´ que ha´ garantia da concavidade do logar´ıtimo da func¸a˜o de verossimilhanc¸a e, conse-
qu¨entemente, muitos resultados assinto´ticos sa˜o obtidos mais facilmente, cuja demonstrac¸a˜o e´






e´ igual a func¸a˜o identidade, sendo que o operador ◦, significa composic¸a˜o de func¸o˜es, protanto
tem-se que g−1 (·) = ∂b(·)
∂· .
2.2 Estimac¸a˜o dos paraˆmetros do MLG
Nos MLG, as observac¸o˜es sa˜o independentes, sendo assim, a func¸a˜o escore e a matriz de
informac¸a˜o sa˜o obtidas como soma das contribuic¸o˜es individuais sobre os paraˆmetros.
Os paraˆmetros de interesse sa˜o β, φ, θ e µ, e como a componente aleato´ria do modelo pertence
a` famı´lia exponencial, demonstra-se que os paraˆmetros β e φ sa˜o ortogonais, e, portanto, podem
ser estimados separadamente.
Log-verossimilhanc¸a O logar´ıtimo da func¸a˜o de verosimilhanc¸a, simplificado por log-
verossimilhanc¸a e denotado por `(β), para os paraˆmetros dos MLG e´ dada por:
`(β) = `(µ(β)) =
n∑
l=1
φ {ylθl − b(θl)}+ c(yl, φ).
Func¸a˜o de escore de β A func¸a˜o escore e´ a derivada primeira da log-verossimilhanc¸a, e
sera´ obtida pela regra da cadeia:


























O valor esperado de Yl e´ µl =
db(θl)
dθl















sendo V denominada de func¸a˜o de variaˆncia que depende de µ.

























escore para β na forma matricial e´ dada por:
U (β)=φXT (y − µ)V −1/2W 1/2.
Matriz de informac¸a˜o de Fisher de β A matriz informac¸a˜o de Fisher de β que sera´









= E (−Urs) ,















aplicando a esperanc¸a na equac¸a˜o (2.3) obtem-se o elemento Krs da matriz de informac¸a˜o de





que em notac¸a˜o matricial e´:





2.2.1 Estimador de ma´xima verossimilhanc¸a para β




= 0 sendo βˆ o estimador
de ma´xima verossimilhanc¸a.





ser obtidas por te´cnicas iterativas. No SAS esta˜o disponibilizados dois me´todos:
• O me´todo iterativo de Newton-Raphson na versa˜o multivariada, nas procedures NLP e
NLMIXED;
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• O me´todo escore de Fisher, na procedure GENMOD que, em geral, e´ mais simples e coin-
cide com o de Newton-Raphson quando a func¸a˜o de ligac¸a˜o e´ a canoˆnica, pois substitui na
expansa˜o em se´rie de Taylor a derivada segunda da log-verossimilhanc¸a pela sua esperanc¸a
negativa, como sera´ mostrado a seguir.
Algoritmo para obtenc¸a˜o das estimativas de β Para as distribuic¸o˜es pertencentes a`
famı´lia exponencial, as duas primeiras derivadas da log-verossimilhanc¸a existem. Dessa forma,
sera´ adotado um procedimento baseado na expansa˜o de Taylor em torno de alguma estimativa
inicial, β(0), expandindo U(
∧










β−β(0)) ≈ 0. (2.4)
A soluc¸a˜o deste processo iterativo e´ o EMV para β. Salienta-se aqui que as procedures NLP
e NLMIXED, fornecem
∧
β diretamente da equac¸a˜o (2.4) .
O me´todo escore de Fisher consiste na substituic¸a˜o da matriz de derivadas parciais de
segunda ordem, pela matriz de valores esperados das derivadas parciais, isto e´, a quantidade
∂2`
∂β∂βT




β, na iterac¸a˜o i e substituindo β(0) por
βˆ
(i−1)































A expressa˜o (2.5) mostra que o procedimento iterativo pode ser considerado como estimador
dos mı´nimos quadrados ponderados, conforme demonstraram Nelder e Wedderburn (1972). Em
geral, a convergeˆncia e´ ra´pida, mas depende da escolha do valor inicial β(0).
2.2.2 Deviance ou func¸a˜o desvio e crite´rio de informac¸a˜o de Akaike
(AIC)
A estat´ıstica deviance e´ utilizada para avaliar a qualidade do ajuste de um MLG e tambe´m
no EMV de φ. Para obteˆ-la, considere a seguinte notac¸a˜o para a log-verossimilhanc¸a:
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Considere como modelo saturado aquele em que o nu´mero de paraˆmetros p e´ igual ao nu´mero
de observac¸o˜es n, isto e´, p = n , Para este modelo a ` (µ; y) e´ estimada por:








ou seja, a estimativa de ma´xima verossimilhanc¸a de µ
l





Quando p < n, a estimativa de ` (µ; y) sera´ denotada por ` (µˆ; y). Neste caso, as estimativas de







, sendo ηˆ = Xβˆ.
A deviance, que e´ uma distaˆncia entre a log-verossimilhanc¸a do modelo saturado e o modelo
sob investigac¸a˜o avaliado na estimativa de ma´xima verossimilhanc¸a de β, e´ dada por:























sendo v (µ) = µq (µ)− b [q (µ)] e q (µ) = θ = ∫ V −1dµ, definidos no Apeˆndice A.
Observac¸a˜o:
• Valor pequeno para a deviance indica que, para um nu´mero menor de paraˆmetos, obte´m-se
um ajuste ta˜o bom quanto o ajuste para o modelo saturado.
Outra estat´ıstica para avaliar modelos com nu´mero de paraˆmetros diferentes e´ o AIC, que
penaliza a deviance pelo nu´mero de paraˆmetros e e´ dada por:
AIC = −2 log l − 2p
• Quanto menor o AIC melhor e´ o ajuste do modelo esse crite´rio pode ser encontrado em
Pinheiro e Bates (2000, p.84) .
EMV para φ Para os modelos Poisson, binomial e exponencial, tem-se que φ = 1. Para
outros modelos pertencentes a` famı´lia exponencial, tais como gama, normal e inversa gaussiana,
o estimador de ma´xima verossimilhanc¸a para φ sera´ obtido utilizando o procedimento apresen-
tado por Cordeiro e McCullagh (1991). Para isto, considere
∧
φ o EMV de φ. A func¸a˜o escore
para φ, U (φ, β) = ∂`(φ,β)
∂φ
pode ser obtida em func¸a˜o da deviance, isto e´,










. Por outro lado, a














[ylq (µˆl)− b (q (µˆl))] + (c (yl)) ou









Assim, φˆ e´ uma func¸a˜o da deviance do modelo.
Uma soluc¸a˜o aproximada da estimativa do paraˆmetro de dispersa˜o σ2 = φ−1 e´ apresentada
por Cordeiro e McCullagh (1991), que e´ dada por:
∧
φ =




2.3 Distribuic¸a˜o assinto´tica de βˆ
Para esta classe de modelos, resultados assinto´ticos podem ser encontrados em McCullagh
e Nelder (1983), Cordeiro (1983, 1987) e Fahmeir e Kaufmann (1985). Em particular, Cordeiro




em se´rie de Taylor
ao redor do paraˆmetro verdadeiro β, obtendo a seguinte expressa˜o aproximada:
βˆ − β = (XTWX)−1XTWZ +O (n−1) ;





























estas expresso˜es refletem, que para pequenas amostras βˆ, e´ tendencioso e teˆm poucas pro-
priedades que sa˜o satisfeitas para todos os tamanhos de amostras.
Com argumentos do teorema do limite central adaptados a` func¸a˜o escore U (β), e a lei fraca
dos grandes nu´meros, aplicados a` matriz de informac¸a˜o de Fisher Kββ e, sob as condic¸o˜es de
regularidades apresentadas no Apeˆndice B, demonstra-se que βˆ e´ assintoticamente normal, com




, quando φ for desconhecido pode ser substitu´ıdo
por alguma estimativa consistente.
Regio˜es aproximadas de confianc¸a e diversos testes sa˜o constru´ıdos atrave´s de βˆ ou de
estat´ısticas de βˆ, tais como a estat´ıstica da raza˜o de ma´xima verossimilhanc¸a, a estat´ıstica
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escore ou a estat´ıstica de Wald. Geralmente, a estat´ıstica da raza˜o de ma´xima verossimilhanc¸a
e´ mais utilizada, uma vez que a mesma e´ invariante com reparametrizac¸o˜es, o que na˜o ocorre
com as outras duas. Estas estat´ısticas sa˜o apresentadas por Deme´trio (1993).
2.4 Estimadores corrigidos
Como mencionado, os estimadores de ma´xima verossimilhanc¸a sa˜o, geralmente, tenden-
ciosos para amostras de tamanho pequeno ou moderado. E´ de interesse dimensionar o vie´s,
possibilitando, assim, a melhoria nas infereˆncias dos paraˆmetros. Cordeiro e McCullagh (1991)
apresentam o vieˆs e os estimadores de segunda ordem dos paraˆmetros β,η, µ e φ, dos MLG.
Nesta sec¸a˜o, sa˜o apresentadas as expresso˜es para o ca´lculo do vie´s e o leitor pode ter mais
detalhes no Apeˆndice C.























XT , Zd = diag {z11, z22, ..., znn};
• 1 = (1, 1, ..., 1)T ;
• ξ = − 1
2φ
WZdF1.
Vie´s de ηˆ Como ηˆ = Xβˆ, o valor esperado de ηˆ − η e´:




















B (ηˆ) = − (2φ)−1 ZZdF1.
Observe que para o ca´lculo do vie´s de ηˆ, e´ necessa´rio somente a variaˆncia e a func¸a˜o de
ligac¸a˜o com as suas primeiras e segundas derivadas.
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Vie´s de µˆ Para o ca´lculo do vie´s para µˆ, faz-se a expansa˜o em se´rie de Taylor da g−1 (ηˆ) =
µˆ, isto e´,
g−1 (ηˆ) = g−1 (η) +
∂g−1 (η)
∂ηr





(ηˆr − ηr) (ηˆs − ηs) ,
fazendo g−1 (ηˆ)− g−1 (η) e, em seguida, aplicando esperanc¸a, tem-se:










uma vez que µ e´ func¸a˜o bijetora de η e considerando:
1. V (ηˆ) o termo de ordem n−1 na variaˆncia de ηˆ;












O vie´s de µˆ em notac¸a˜o matricial fica:
B (µˆ) = (2φ)−1 (D2 −D1ZF )Zd1. (2.9)
Os estimadores corrigidos sa˜o obtidos a partir dos vieses, e sera˜o denotados com um (˜)
acima do paraˆmetro.




, η˜ = ηˆ − Bˆ (ηˆ) e µ˜ = µˆ−B (µˆ)
Vie´s de φˆ O vie´s para o EMV do paraˆmetro de dispersa˜o φ e´ obtido analogamente ao
v´ıes de βˆ, utilizando a expressa˜o creditada a` Cordeiro e McCullagh (1991), que e´ va´lida para
membros da fami´ılia exponencial em que c(yl, φ) da func¸a˜o densidade de probabilidade dada
em (2.1) , que pode ser decomposta em duas func¸o˜es d1 e d2, isto e´,
c(y, φ) = d1 (φ) + d2 (y) ,























2.5 Matriz de covariaˆncia corrigida de βˆ
Para os EMV dos paraˆmetros do MLG, sera´ apresentado o resultado de Cordeiro (2004) que
obtem a matriz de covariaˆncia de segunda ordem.
Considerando βˆ, a estimativa de ma´xima verossimilhanc¸a dos paraˆmetros do MLG, sera´







. Bowman e Shenton (1997, p.71) enumera o nu´mero de
termos para o ca´lculo da matriz de covariaˆncia de segunda ordem do EMV, por exemplo, quando
o nu´mero de paraˆmetros e´ igual a 2, teˆm-se 169 termos para cada variaˆncia e 193 termos para
as covariaˆncia.
2.5.1 Expressa˜o da correc¸a˜o para matriz de covariaˆncia em termos
dos cumulantes
A expressa˜o para obter a matriz de covariaˆncia de O (n−2) esta´ apresentada no Apeˆndice D,
e´ devida a Peers e Iqbal (1985) . O elemento da linha i coluna j, que e´ correc¸a˜o na covariaˆncia






























Inicialmente, os cumulantes dentro do pareˆntese de (2.12) sera˜o simplificados usando as
identidades de Bartlett e a invariaˆncia dos cumulantes sob a permutac¸a˜o de ı´ndices. Para isto,
considere as seguintes identidades:
κa,bcd = −κabcd + κ(a)bcd, (2.15)
κa,bc,d = κa,d,bc = κabcd − κ(d)abc − κ(a)bcd + κ(ad)bc − κad,bc,
κabc,d = −κabcd + κ(d)abc.
Usando estas identidades, os cumulantes dentro do pareˆntese de σ
(1)




κa,bcd = −κabcd + κ(d)abc,
2κa,bc,d = 2κabcd − 2κ(d)abc − 2κ(a)bcd + 2κ(ad)bc − 2κad,bc,
3κac,bd = 3κad,bc,
2κabc,d = 2κabcd + 2κ
(a)
bcd.
Somando as 5 equac¸o˜es obteˆm-se o termo entre pareˆnteses de σ
(1)








bc − κ(a)bcd + κac,bd
)
. (2.16)
Os cumulantes dentro do pareˆnteses de (2.16) sa˜o apresentados em Cordeiro (1984,1987) e






• κrs = −φ
∑n
l=1 (wlxlrxls);




























































































































































Substituindo os cumulantes na expressa˜o 2κ
(ad)
bc − κ(a)bcd + κac,bd e considerando o elemento
hl dada pela equac¸a˜o (2.20) , obte´m-se:
2κ
(ad)
bc − κ(a)bcd + κac,bd = hl,
sendo:











































Denotando por Σ(1) a matriz cujos elementos sa˜o σ
(1)

















H = diag {h1, h2, · · ·, hn} e




O procedimento para obter σ
(2)
ij e´ ana´logo ao adotado para obtenc¸a˜o de σ
(1)
ij , isto e´, sera˜o
utilizadas as identidades de Bartllet e as propriedades de invariaˆncia dos cumulantes sob a




que e´ dada por:
3
2











Os cumulantes necessa´rios para obter σ
(2)
ij sa˜o apresentatados em Cordeiro (1983, p.204). O




















































flfm − 2glfm − 4glgm
)
xlaxlbxlcxmrxmsxmt.




























flfm −−2glfm − 4glgm
)
,








FZ(2)F + 2PGZ(2) − 4PZ(2)G
)
P T . (2.23)
sendo
F = diag (f1 · · · fn) ; G = diag (g1 · · · gn)
Z = XP, e Z(2) = Z  Z
o s´ımbolo  denota o produto de Hadamard.
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2.5.4 Obtenc¸a˜o de σ
(3)
ij
Como nas duas u´ltimas sub sec¸o˜es, a expressa˜o dentro do pareˆntese de σ
(3)
ij apresentado em
(2.14) sera´ simplificada usando as identidades de Bartllet e a invariaˆncia dos cumulantes sob a
permutac¸a˜o de ı´ndices, isto e´,
2κa,bcκr,st + κa,bcκrst + κabcκrst + 2κabcκr,st = κa,bc (2κr,st + κrst) + κabc (κrst + 2κr,st)
= (κa,bc + κabc) (2κr,st + κrst) ,
substituindo os cumulantes apresentados em Cordeiro (1983), na expressa˜o acima, tem-se:




(gl − fl − 2gl) (2.24)




(gl + fl) fmxlaxlbxlcxmsxmrxmt. (2.26)























2.5.5 Matriz de covariaˆncia Σ em notac¸a˜o matricial
A matriz de covariaˆncia corrigida do estimador de ma´xima verossimilhanc¸a para os paraˆmet-
ros do modelo linear generalizado e´ obtida como a soma das equac¸o˜es (4.5), (2.23) e (2.28) .E´
importante salientar que a matriz apresentada em (2.28) envolve operac¸o˜es com matrizes e
pode ser facilmente implementada na procedure IML do SAS.
Σ = Σ(1) + Σ(2) + Σ(3) = φ−2PΛP T ,
sendo:
Λ = HZd +
3
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H = diag {h1, h2, · · ·, hn};
Zd = diag {z11, z22, · · ·, znn};
Z(2) = Z  Z, o operador  denota o produto de Hadamard.
Matriz de covariaˆncia de O (n−2) A matriz de covariaˆcia de O (n−1) dos EMV nos



















+ φ−2PΛP T .
2.6 Aplicac¸a˜o
Para ilustrar os resultados obtidos neste cap´ıtulo, sera´ apresentado uma aplicac¸a˜o com
varia´vel resposta, simulada de uma gama, e matriz de covaria´veis simuladas da uniforme [0 1].
E´ importante salientar que muitos processos em financ¸as e econometria exibem assimetria
e heterocedasticidade. Exemplos incluem modelos de volatilidade, modelos de fronteira de
produc¸a˜o estoca´stica, etc. Neste contexto, na˜o e´ razoa´vel supor:
• modelo com erro Normal ;
• com varaˆncia constante.
Portanto, e´ razoa´vel nesses casos usar a metodologia de MLG nessas aplicac¸o˜es. A decisa˜o
importante e´ a escolha da distribuic¸a˜o da varia´vel resposta, matriz modelo e func¸a˜o de ligac¸a˜o.
Para selecionar a func¸a˜o de densidade, uma ana´lise explorato´ria dos dados e´ necessa´ria e,
ale´m disso, conhecer o comportamento da distribuic¸a˜o, como adotou-se o modelo gama que e´
usado para descrever dados:
1. cont´ınuos na˜o-negativos;
2. que apresentam variaˆncia crescente com a me´dia;
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3. e que o coeficiente de variac¸a˜o seja aproximadamente constante.
A func¸a˜o de ligac¸a˜o foi a log.
Objetivos desta ilustrac¸a˜o sa˜o:
avaliar os modelos ajustados pelas distribuic¸o˜es, gama e normal atrave´s do AIC;
avaliar as estimativas de O (n−1) e O (n−2) , comparando duas amostras sendo uma delas de
tamanho pequeno.
2.6.1 Modelo
componente aleato´ria: Y ∼ Gama(µ, φ), sendo µ a me´dia e φ = 5, paraˆmetro de precisa˜o.
componente sistema´tica: ηl = log (µl) = β1X1l + β2X2l + β3X3l, sendo l = 1, · · ·, 30 para
amostra pequena.
Os paraˆmetros β′s foram fixados em β1 = 1, β2 = 2 e β3 = 3.
2.6.2 Algoritmo
2.6.3 1o Passo: Obter as estimativas de O(n−1)
A procedure GENMOD fornece estas estimativas, pelo me´todo escore de Fisher.
2.6.4 2o Passo: Resultados da procedure GENMOD
As estimativas de ordem O(n−1) dos paraˆmetros do modelo e da matriz de covariaˆncia sa˜o
disponibilizados em arquivos. Estes arquivos sa˜o utilizados na procedure IML para obter as
estimativas de O(n−2).
2.6.5 3o Passo: procedure IML
Esta procedure permite ao usua´rio operar com matrizes neste passo, as matrizes necessa´rias
para as estimativas deO(n−2) sa˜o calculadas. A seguir sera˜o enumeradas as matrizes necessa´rias:
V (µl) = µ
2
l , para a distribuic¸a˜o Gama.



































Matriz diagonal, H, cujo elemento diagonal destas matrizes e´:
hll = 3 + 2µ
2
2.6.6 Resultados
Para avaliar a qualidade do ajuste o GENMOD apresenta as estat´ısticas deviance, scaled
deviance, Pearson chi-square , Scaled Pearson e log-verossimilhanc¸a Todas essas estat´ısticas
sa˜o descritas em Deme´trio (1993), que utiliza como crite´rio de ajuste o quociente entre o scaled
deviance e os graus de liberdade for pro´ximo de um, considera-se que o modelo ajusta-se aos
dados.
A tabela a seguir apresenta estas estat´ıstica para a amostra simulada. Observe que o, modelo
ajusta-se bem a`mostra simulada.
Tabela 2.1: Crite´rios para avaliar o ajuste
Crite´rio Graus de liberdade Valor Valor/graus de liberdade.
deviance 27 3,0582 0,1133
scaled deviance 27 30,5008 1,1297
Pearson chi-square 27 2,5784 0,0955
Scaled Pearson 27 25,7153 0,9524
log -verossimilhanc¸a -36,7708
A Tabela 2 fornece as estimativas de O (n−1) e O (n−2) . Observe que as magnitudes dos
vieses sa˜o pequenos quando comparados aos erros-padra˜o. No entanto, as estimativas corrigidas
esta˜o mais pro´ximas dos paraˆmetros, justificando assim o uso dos vieses.
As matrizes de covariaˆncia de O (n−1) e O (n−2) . Sa˜o apresentadas a seguir. Observe que
os elementos da expansa˜o sa˜o bem maiores que os da primeira ordem, portanto deve ser con-
siderados.
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Tabela 2.2: Estimativas do vetor de paraˆmetros β
Paraˆmetros Estimativas Erros-padra˜o da Vieses Estimativas Quocientes
de O (n−1) Estimativa de O (n−1) de O (n−2) (Vie´s/ erro-padra˜o)*100
β0 0,743974 0,496154 -0,004900 0,748873 0,98%
β1 1,677566 0,546083 -0,004647 1,682213 0,85%
β2 2,994055 0,602070 -0,007938 3,001993 1,30%
























Diante do exposto, pode-se dizer que para a amostra simulada as correc¸o˜es sa˜o necessa´rias.
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Cap´ıtulo 3
Modelos Na˜o-Lineares da Famı´lia
Exponencial
Esta classe de modelos e´ mais abrangente que as dos MLG, uma vez que permite para o
preditor η qualquer func¸a˜o da matriz modelo. Quando η e´ linear, tem-se a classe dos MLG.
Assim, a teoria unificada para os MNLFE, que sera´ apresentada neste cap´ıtulo, e´ va´lida para
modelos de regressa˜o normal linear, incluindo MLG e modelos de regressa˜o na˜o-linear normal.
Os MNLFE sa˜o uma ferramenta u´til em aplicac¸o˜es onde as suposic¸o˜es e/ou comportamento
da varia´vel resposta na˜o se adequam aos MLG ou na˜o-linear de regressa˜o. Como aplicac¸a˜o
destes modelos teˆm-se:
i) os modelos de curva de crescimento apresentados por Ratkowsky (1983), que sa˜o amplamente
utilizados nas a´res de financ¸as, agricultura, dentre outras;
ii) os modelos one compartment, que descrevem a concentrac¸ao de uma determinada droga no
organismo. Estes modelos sa˜o utilizados pelas indu´strias farmaceˆuticas para avaliar as
caracter´ısticas de um novo medicamento;
iii) os modelos de demanda de energia;
iv) os modelos biexponenciais que sa˜o usualmente utilizados para avaliar o prazo de validade
de um medicamento.
Observac¸a˜o Outras aplicac¸o˜es sa˜o encontrados em Paula (1991).
Os procedimentos de estimac¸a˜o e obtenc¸a˜o das estat´ısticas necessa´rias para o ajuste e ad-
equabilidade do modelo sa˜o ana´logos aos apresentados nos MLG. O sistema de equac¸o˜es e´
na˜o-linear e necessitam de um processo iterativo que sa˜o:
• pelo me´todo de Newton Raphson, usando um comando ou procedure de otimizac¸a˜o, que
no SAS esta˜o disponibilizadas nas procedure NLP e NLMIXED;
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• pelo me´todo escore de Fisher, como nos MLG, e´ tambe´m um processo iterativo, onde o
sistema de equac¸o˜es pode ser visto como as equac¸o˜es de mı´nimo quadrados reponderados,
substituindo a matriz modelo X pela matriz das primeiras derivadas de η com relac¸a˜o
aos paraˆmetros β, que sera´ denotada por X˜ e o vetor ajustado y∗ passa a ter mais uma
componente devido a na˜o-linearidade do modelo. Este me´todo no SAS esta´ dispon´ıvel na
procedure GENMOD, sendo necessa´rio o recurso da offset, que e´ apresentado em Cordeiro
e Paula (1989).
3.1 Modelo
Os MNLF ficam caracterizados pelo trinoˆmio:
a) componente aleato´ria, onde supo˜e-se que, as componentes de Y = (Y1, · · ·, Yn)T sejam
varia´veis aleato´rias independentes e cada Yl tem uma distribuic¸a˜o pertencente a` famı´lia
exponencial;
b) componente sistema´tica, onde as covaria´veis xi fornecem um conjunto de preditores
ηl = f(xi;β), l = 1, · · ·, n, (3.1)
sendo: β = (β1, . . . , βp)
T definido num subconjunto B de <p onde p < n, vetor de
paraˆmetros e f(xi;β) uma func¸a˜o qualquer da matriz modelo dado β;
c) func¸a˜o de ligac¸a˜o entre me´dia e o preditor na˜o-linear ηl e´ dado por:
g(µl) = ηl,
em que : µl e´ a esperanc¸a de Yl, l = 1, 2, . . . , n e g(.) e´ chamada de func¸a˜o de ligac¸a˜o do
modelo.
Observa-se, assim, que este modelo pode ser aplicado a qualquer membro da famı´lia expo-
nencial, e a presenc¸a da func¸a˜o de ligac¸a˜o, quando conectada ao preditor η para esperanc¸a de
Y.
Como nos MLG, quando θl = ηl, a func¸a˜o de ligac¸a˜o e´ dita ser canoˆnica. Em qualquer
problema poderia utilizar va´rias func¸o˜es de ligac¸a˜o, contudo, e´ conveniente utilizar a ligac¸a˜o
canoˆnica, pois uma das vantagens de usar esta e´ que as mesmas garantem a concavidade da
log-verossimilhanc¸a e, consequ¨entemente, muitos resultados assinto´ticos sa˜o obtidos mais facil-
mente. Ale´m disso, a interpretac¸a˜o dos paraˆmetros do modelo e´ em termos do paraˆmetro
canoˆnico.
Assume-se que os MNLFE satisfazem as condic¸o˜es de regularidade, apresentadas em Wei
(1998).
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3.2 Matriz de informac¸a˜o de Fisher
As matrizes de informac¸a˜o de Fisher de β e φ para os MNLFE sa˜o obtidas de modo ana´l-
ogo ao MLG. Sa˜o necessa´rias no me´todo escore de Fisher e ainda esta e´ a matriz covariaˆncia
assinto´tica de βˆ.
3.2.1 Matriz de informac¸a˜o de Fisher de β







a derivada segunda da log-verossimilhanc¸a e´ obtida pela regra da cadeia de segunda ordem,


































• que r e s variam de 1, · · ·, p;





• (rs) = ∂2ηl
∂βr∂βs
;
• V (r) = ∂rV
∂µr
.
Fazendo a esperanc¸a de (3.2) ,tem-se:



































































, · · ·, ∂f(Xp;β)
∂βp
]
3.2.2 Matriz de informac¸a˜o de Fisher de φ






















































3.3 EMV dos paraˆmetros do modelo
Para o MNLFE, os paraˆmetros de interesse sa˜o:
µ : vetor de paraˆmetros me´dia do vetor resposta Y;
θ : vetor de paraˆmetros canoˆnico, da func¸a˜o densidade de probabilidade do vetor resposta Y;
φ : paraˆmetro de dispersa˜o, da func¸a˜o densidade de probabilidade do vetor resposta Y;
β : vetor de paraˆmetros da func¸a˜o linear que relaciona o preditor na˜o-linear η ao vetor de
paraˆmetros me´dia µ .
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Observac¸a˜o: Cabe ressaltar que os paraˆmetros β e φ, sa˜o ortogonais e, portanto, podem ser
estimados separadamente, como nos MLG.
EMV de β
O procedimento para obter o EMV de β, para esta classe de modelos e´ ana´logo ao adotado
para a classe dos MLG, sendo portanto necessa´rio obter a derivada de primeira ordem da
log-verossimilhanc¸a, e igualar a zero.
A expressa˜o da primeira derivada da log-verossimilhanc¸a para um paraˆmetro βr, que e´













r = 1, · · ·, p. e (r) = ∂f(X;β)
∂βr
O sistema das p equac¸o˜es pode ser escrito em notac¸a˜o matricial. Para isto, considere X˜n×p
a matriz de derivadas parciais, como descrito na sec¸a˜o anterior. Assim, este sistema pode ser




= (V −1X˜)Tφ(y − µ (β) ).
O sistema de equac¸o˜es de ma´xima verossimilhanc¸a e´ obtido igualando a zero U (β), como V e´








a soluc¸a˜o deste sistema de equac¸o˜es e´ o estimador de ma´xima verossimilhanc¸a de β.





Este sistema de equac¸o˜es e´ na˜o linear, ou seja, para obter
∧
β e´ necessa´rio um me´todo nume´rico
e usualmente adota-se o me´todo de Newton Raphson, que consiste em expandir em se´rie de











em se´rie de Taylor ate´ ordem 1, na vizinhanc¸a de β0, e´:
U(
∧


















O sistema de equac¸o˜es acima fornece um processo iterativo para obtenc¸a˜o de
∧
β. Para isto,
basta substituir na iterac¸a˜o i o valor de
∧
β obtido na iterac¸a˜o(i− 1) .









Pelo me´todo escore de Fisher, pode-se substitur na equac¸a˜o (3.3) a parcela da derivada de
ordem 2 da log-verossimilhanc¸a pela matriz de informac¸ao de Fisher. Portanto, na iterac¸a˜o i,











(y − µ) calculadas em βˆ da iterac¸a˜o
anterior.
Cordeiro e Paula (1989) apresentam um procedimento onde e´ poss´ıvel obter as estimativas
dos paraˆmetros dos MNLFE usando uma procedure dos MLG iterativamente. Para isto, eles
consideram como offset:
τ = f(X;β)− X˜βˆ,
assim o vetor ajustado y∗ pode ser escrito como:





(y − µ) .
No SAS, pode-se, por meio de uma macro, obter em cada iterac¸a˜o os vetores τ , µ e η, a
matriz X˜, e pela procedure GENMOD, obter o valor de βˆ nessa iterac¸a˜o.
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EMV de φ
Para obter o EMV de φ e´ ana´logo aos modelos lineares generalizados anterior. Assim, a

























Cordeiro e McCullagh (1991) apresentam me´todos aproximados para se obter as estimativas
do paraˆmetro de dispersa˜o σ2 = φ−1, que e´ dado por:
∧
φ =





Observa-se aqui que, nas procedures NLP e NLMIXED, na˜o ha´ necessidade desta aproxi-
mac¸a˜o uma vez que, a log-verossimilhanc¸a e´ maximizada diretamente.
Propriedades dos EMV de β e φ
As propriedades destes estimadores sa˜o assinto´ticas e a demostrac¸a˜o destas sa˜o apresentadas
em Fahmeir e Kaufmann (1985), como segue:











1 = (n− p)−1D(Y,
∧









µ)−1(Y − ∧µ) e´ a estat´ıstica generalizada de
Pearson, que e´ um estimador de momento, e pode ser utilizada para avaliar a qualidade
do ajuste.




dos EMV para paraˆmetros β,η e µ
Os EMV para os MNLFE sa˜o viesados de O (n−1). Assim, e´ u´til, para amostras peque-
nas, obter uma estimativa do vie´s, pois em alguns casos o vie´s pode tomar valores de mesma
magnitude que o erro-padra˜o da estimativa.
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Paula (1991) apresenta o vie´s de O (n−1). Neste artigo, o vie´s e´ obtido pela expressa˜o
apresentada por Cox Snell (1968), conforme mostrdo no Apeˆndice C para maiores detalhes,
mas pode-se tambe´m obteˆ-lo pela expressa˜o creditada a Peers e Iqbal (1885), que e´ apresentada
no Apeˆndice D.
Nos dois procedimentos sa˜o necessa´rios os cumulantes κrtu e κrt,u para o ca´lculo do vie´s do





















































Substituindo estes cumulantes na expressa˜o creditada a Peers e Iqbal (1985) , e, apo´s algumas






























sendo r, t e u variam de 1, 2, · · ·, p e l varia de 1, 2, · · ·, n.
Pode-se reescrever a expressa˜o acima em notac¸a˜o matricial. Para isto, considere:




tem dimensa˜o n× n;





Matriz Zd → Zd = diag {z11, z22, ..., znn} ;
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Vetor 1 → 1 = (1, 1, ..., 1)T ..































X˜TW (ξ1 + ξ2) . (3.4)
Para o ca´lculo do vie´s de ηˆ, expande-se em se´rie de Taylor ate´ primeira ordem em uma








































que substituindo as matrizes e fazendo algumas operac¸o˜es alge´bricas obte´m-se a expressa˜o para
o vie´s de ηˆ que e´ dado por:
B (ηˆ) = − (2φ)−1 ZZdF − (2φ)−1 ZWC + (2φ)−1C
= − (2φ)−1 {ZZdF + (ZW − I)C}1. (3.5)
Para o ca´lculo do vie´s de ordem n−1 para µˆ expande-se g−1 (ηˆ) = µˆ em se´rie de Taylor,
g−1 (ηˆ)− g−1 (η) = dg
−1 (η)
dηr





(ηˆr − ηr) (ηˆs − ηs) ,
aplicando esperanc¸a, tem-se:










considerando I a matriz identidade de ordem n, Z a matriz de ordem n x n, semi-definida










, a notac¸a˜o matricial fica
B (µˆ) = G1
[− (2φ)−1 {ZZdF + (ZW − I)C}+ (2φ)−1G2Zd]
= (2φ)−1 {(G2 −G1ZF )Zd −G1 (ZW − I)C}1. (3.6)
Substituindo φ por um estimador consistente nas equac¸o˜es (3.4) , (3.5) e (3.6) obte´m-se os
estimadores de ma´xima verossimilhanc¸a de segunda ordem para β, η e µ dados, respectivamente
por:




, η˜ = ηˆ −B (ηˆ) e µ˜ = µˆ−B (µˆ) .
O vie´s de ordem n−1 para o estimador de ma´xima verossimilhanc¸a para o paraˆmetro de








Neste cap´ıtulo, a matriz de covariaˆncia de O (n−2) e´ apresentada em termos dos cumulantes
e de matrizes.
A metodologia deve-se a Cordeiro (2004) e consiste em substituir, os cumulantes apresenta-
dos no Apeˆndice F, na expressa˜o obtida por Peers e Iqbal (1985).
4.1 Func¸a˜o geradora de cumulantes
A matriz de covariaˆncia de O (n−2) sera´ obtida por meio da expressa˜o proposta por Peers e
Iqbal (1985) e cujo esboc¸o de sua demostrac¸a˜o e´ apresentada no Apeˆndice D.

























iaκjbκrsκct (2κa,bcκr,st + κa,bcκrst + κabcκrst + 2κabcκr,st) . (4.3)






ij podem ser simplificadas atrave´s das identidades de Bartllet e
pela invariaˆncia dos cumulantes sob a permutac¸a˜o de ı´ndices. Para simplicar σ
(1)
ij , considere as
seguintes identidades:
κa,bcd = −κabcd + κ(a)bcd,
κa,bc,d = κa,d,bc = κabcd − κ(d)abc − κ(a)bcd + κ(ad)bc − κad,bc,
κabc,d = −κabcd + κ(d)abc,
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usando estas identidades, os cumulantes dentro do pareˆntese de σ
(1)
ij podem ser expressos da
seguinte forma:
κabcd = κabcd,
κa,bcd = −κabcd + κ(d)abc,
2κa,bc,d = 2κabcd − 2κ(d)abc − 2κ(a)bcd + 2κ(ad)bc − 2κad,bc,
3κac,bd = 3κad,bc,
2κabc,d = 2κabcd + 2κ
(a)
bcd,
somando estas 5 equac¸o˜es, obte´m-se uma simplificac¸a˜o para a expressa˜o (4.1).
Para simplificar σ
(2)
ij , as propriedades de invariaˆncia dos cumulantes sob a permutac¸a˜o de
















que e´ substitu´ıdo na equac¸a˜o (4.2) . Este procedimento e´ tambe´m adotado para simplificar a
expressa˜ode σ
(3)



























iaκjbκrsκct (κa,bc + κabc) (2κr,st + κrst) . (4.7)
Os ı´ndices a, b, c, d, r, s, t variam de 1, · · ·, p, e os cumulantes da expressa˜o acima sa˜o apre-










(κa,bc)L1 + (κa,bc)NL1 ;
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(κac,bd)L1 + (κac,bd)NL1 + (κac,bd)NL2 ,
sendo:
(κac,bd)L1 =





















 (a, b, c, d) ,

























































































(ab, c, d) + (ac, b, d) + (ad, b, d)











2 (ab, c, d) + 2 (ac, b, d) + 2 (ad, b, d)



























































































= − (gl + fl)
[
(ab, c, d) + (ac, b, d)+









= −wl [(adc, b) + (adb, c) + (dc, ab) + (db, ac)] .
4.2 Obtenc¸a˜o de σ
(1)
ij
Inicialmente, sera´ obtida a soma dentro do pareˆntese de σ
(1)
ij , que e´ apresentada na equac¸a˜o
(4.5), isto e´, 2κ
(ad)


























































4.2.1 Obtendo a parcela de σ
(1)
ij devida a L1







. Para obteˆ-la, basta substituir parcelas dos cumu-





















































































 (a, b, c, d)
(κac,bd)L1 =


































 (a, b, c, d) ,





























(a, b, c, d) .
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hl (a, b, c, d) ,






















Por outro lado, utilizando a mesma notac¸a˜o da matriz de covariaˆncia de O (n−2) dos MLG e
fazendo os somato´rios a matriz Σ
(1)


























H = diag {h1, h2, · · ·, hn} e
Zd = diag {z11, z22, · · ·, znn} .
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4.2.2 Obtendo a parcela de σ
(1)
ij devida a NL1























= −2 (gl + fl)
[
(ab, c, d) + (ac, b, d) + (ad, b, d)











(ab, c, d) + (ac, b, d)











2 (ab, c, d) + 2 (ac, b, d)
+2 (ad, b, d) + (dc, a, b) + (db, c, a)
]
(κac,bd)NL1 = gl [(a, c, bd) + (ac, b, d)] .
Pelo fato dos termos dentro do colchetes serem iguais quando se faz o somato´rio tem-se que






















(−4fl + gl) (ab, c, d) ,






















considerando a matriz Σ
(1)


























































4.2.3 Obtendo a parcela de σ
(1)
ij devida a NL2
























= wl [(abc, d) + (abd, c) + (acd, b)] + wl [(bc, ad) + (bd, ac) + (cd, ab)] e





−wl (adc, b) .



















considerando a matriz Σ
(1)














sendo: (DER3) n×p =
[
(tr [(D3)1K















−1] e´ o trac¸o da matriz [(D3)aK

























T + P (−4F +G)CP T − PW (DER3)K−1.
4.3 Obtenc¸a˜o de σ
(2)
ij
Este elemento da matriz de covariaˆncia de O (n−2) e´ obtido de modo ana´logo ao elemento
σ
(1)





A soma dentro do pareˆntese de σ
(2)



































(−2fm − 2gm) (r, s, t)− wm [(rs, t) + (rt, s) + (ts, r)] ,
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(a, b, c, rs, t)






(r, s, t, ab, c)
+3
2
(r, s, t, ac, b)− 7
2






(ab, c, rs, t) + 3
2
(ab, c, rt, s)
+3
2
(ab, c, rs, t) + 3
2
(ac, b, ts, r)
−7
2
(bc, a, rs, t)− 7
2
(bc, a, rt, s)− 7
2
(bc, a, ts, e)
 .
4.3.2 Obtendo 3κab,cκr,st





3glgm (a, b, c, r, s, t) + (6wmgl + 3wlwm) (ab, rs, c, t) .
Para obter o elemento entre pareˆntese de σ
(2)







que simplificando uma vez que a, b e c variam de 1, · · ·, p, tornando os termos das derivadas de














flfm − flgm − glgm
)
(a, b, c, r, s, t)




wlwm (ct, rs, a, b) .
Para obter o elemento entre pareˆntese de σ
(2)







que simplificando, uma vez que a, b e c variam de 1, · · ·, p, tornando os termos das derivadas de










flfm − flgm − glgm
)
(a, b, c, r, s, t)



















flfm − flgm − glgm
)




















(a, b, c, rs, t) .
Assim, σ
(2)











A matriz Σ(21) tem como elemento σ
(21)
ij . Para obteˆ-la, basta grupar convenientemente os
termos de σ
(21)


































bs (b, s) e
∑
b,s κ
bs (b, s) podem ser es-
critos em notac¸a˜o matricial como segue, sendo o vetor ρTi =
[
0 · · · 0 · · · 1 · · · 0
]T
:
• ∑a κia (a) = −ρTi K−1φ X˜l;
• ∑r κjr (r) = −ρj K−1φ X˜l;
• ∑b,s κbs (b, s) = −ρjX˜l K−1φ X˜Tl ;
• ∑b,s κbs (b, s) = −ρjX˜l K−1φ X˜Tl ; .








sendo Z(2) = Z  Z o operador  significa o produto de Hadamard.
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4.3.4 Matriz Σ(22)e Σ(23)
A matriz Σ(22) tem como elemento σ
(22)
ij . Para obteˆ-la, basta grupar convenientemente os
termos de σ
(22)


































bs (bs) pode ser escritos em notac¸a˜o matricial como segue:
• ∑a κbs (bs) = −ρjX˜l K−1φ Cl.
Assim, a expressa˜o da matriz Σ(22) e´ dada por:
Σ(22) = PWC (−F + 2G)P T .
O elemento σ
(23)
ij difere do σ
(22)















Somando Σ(21),Σ(22)e Σ(23) obte´m-se Σ(2), cuja expressa˜o e´ dada por:




















4.4 Obtenc¸a˜o de σ
(3)
ij
Este elemento da matriz de covariaˆncia de O (n−2) sera´ obtido a partir da expressa˜o (4.7),
e os cumulantes necessa´rios foram apresentados no in´ıcio deste cap´ıtulo.
4.4.1 Obtendo (κa,bc + κabc) e (2κr,st + κrst)
Para isto, basta somar os cumulantes apresentados no in´ıcio deste cap´ıtulo tem-se enta˜o
que:
κa,bc + κabc = φ
n∑
l
(−fl − 2gl) (a, b, c)− wl [(ab, c) + (ac, b)] ,
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e2κr,st + κrst = φ
n∑
m
−fm (r, s, t)− wm (rs, t)
4.4.2 Obtendo (κa,bc + κabc) (2κr,st + κrst)
As parcelas deste produto sa˜o dadas por:
P1 = φ2
∑n
l,m (flfm + glgm) (a, b, c, r, st);
P2 = φ2
∑n
l,m (flwm + glwm) (a, b, c, rs, t);
P3 = φ2
∑n
l,m (fmwl + glwm) [(ab, c, r, s, t) + (ac, b, r, s, t)];
P4 = φ2
∑n












ij da matriz Σ




































wmwl [(ab, c, rs, t) + (ac, b, rs, t)] .




















Somando Σ(31), Σ(32),Σ(33) e Σ(34) tem-se a terceira parcela da matriz de covariaˆncia de















P (F +G)WCP T




dos EMV nos MNLFE
Essa matriz sera´ denotada por Σ = Σ(1)+Σ(2)+Σ(3) e depende explicitamente da matriz X˜,
do paraˆmetro de precisa˜o φ e da me´dia desconhecida. E´ poss´ıvel simplificar essa matriz quando
o modelo adotado possui uma expressa˜o para Z. Para alguns MNLFE, o termo de O (n−2) pode
ser relativamente grande devendo enta˜o ser considerado nas infereˆncias.































Como ja´ discutido, os MLG e´ um caso particular dos MNLFE, ou seja, que a matriz de
covariaˆncia apresentada em Cordeiro (2004) passa a ser um caso especial dos aqui apresentados.
Observe que para o MLG as matrizes da parcela Σ(1), Σ(2) e Σ(3)sa˜o:




−1])P T = 0;





F − 2G)P T = 0;
5. P (F +G)WCP T = 0;
6. PWZCFP T = 0;
7. P (F +G)WCP T = 0.
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Portanto, as expresso˜es de Σ(1) = 1
φ2
PHZdP














A simulac¸a˜o via Monte Carlo( MC) e´ uma ferramenta indispensa´vel quando o propo´sito e´
avaliar um estimador, uma vez que, pela lei dos grandes nu´meros, e´ poss´ıvel, na ana´lise das
amostras simuladas, se forem tomadas amostras suficientes, em me´dia, o estimador esta´ pro´ximo
do verdadeiro valor do paraˆmetro e, ale´m disso, pelo teorema do limite central, a distribuic¸a˜o
da me´dia do estimador nas amostras simuladas e´ normal.
Neste cap´ıtulo, e´ apresentado um estudo de simulac¸a˜o via MC para avaliar a matriz de
covariaˆncia de O (n−2) .
5.1 Modelo simulado
A componente aleato´ria do MNLFE Y, com distribuic¸a˜o de Poisson com me´dia µ, isto e´,
Yl˜P (µl) , para l = 1, · · ·, n,
sendo n o tamanho da amostra simulada.
A distribuic¸a˜o de Poisson e´ geralmente utilizada na ana´lise de dados em forma de contagem,
e e´ satisfato´ria para descrever dados experimentais em que a me´dia e´ proporcional a` variaˆncia.
Este modelo tem um papel importante na ana´lise de dados categorizados dispostos em
uma tabela de contingeˆncia. As varia´veis aleato´rias neste caso tem distribuic¸a˜o multinomial,
mas pode-se demonstrar, segundo Cordeiro (1986, p.8), que isto equivale a um conjunto de
distribuic¸o˜es de Poisson com a condic¸ao do total de frequ¨eˆncia observada ser fixado.
Neste estudo, foram simuladas 10.000 amostras de tamanhos n = 20, n = 40 e n = 60.
A matriz modelo X foi simulada de uma distribic¸a˜o uniforme [0 1] e fixada para as 10.000
amostras de igual tamanho.
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O preditor na˜o-linear ηl e´ dado por:
ηl = µl = exp (β1X1l + β2X2l + β3X3) ,
sendo: β1 = 3, β2 = 4, β3 = 5.
5.2 Algoritmo








Os passos a seguir descrevem como foi elaborado o programa do SAS para modelar a varia´vel
resposta Y:
5.2.2 1o Passo: Obter as estimativas de O(n−1)
A procedure NLMIXED fornece estas estimativas, maximizando a log-verossimilhanc¸a, di-
retamente, isto e´, obtendo as ra´ızes do sistema de equac¸o˜es da func¸a˜o escore pelo me´todo de
Newton Raphson.
Equac¸o˜es necessa´rias na procedure NLMIXED
i) log-verossimilhanc¸a, de uma Poisson, com paraˆmetros µ e φ = 1, que e´ dada por:
l (µ,φ;y) = y log (µ)− µ;
ii) preditor na˜o-linear:
ηl = µl = exp (β1x1l + β2x2l + β3x3l) ,
Tentativa inicial,
iii) foi utilizada a procedure NLIM, para obter a tentativa inicial, pois a convergeˆncia do me´todo
de Newton Raphson depende dos valores iniciais.
5.2.3 2o Passo: Resultados da procedure NLMIXED
• As estimativas de ordem O(n−1) dos paraˆmetros do modelo e da matriz de covariaˆncia,
sa˜o disponibilizados em arquivos. Estes arquivos sa˜o utilizados na procedure IML, para
obter as estimativas de O(n−2).
58
5.2.4 3o Passo: procedure IML
Esta procedure permite ao usua´rio operar com matrizes. Neste passo, as matrizes necessa´rias
para as estimativas de O(n−2) sa˜o calculadas, a seguir sera˜o enumeradas as matrizes necessa´rias:





























Neste problema X˜ = [x1η,x2η,x3η], com dimensa˜o de (n × 3)




















, para l = 1, · · ·, n
Trac¸o da matriz de covariaˆncia, que sera´ denotada por C , que nada mais e´ que o trac¸odo
produto entre a matiz inversa de Fisher( KDEBETA) e a matriz das segundas derivadas,
isto e´, C = tr(KDEBETA ∗ ˜˜Xl)
V (µl) = µl, para a distribuic¸a˜o Poisson;












































Matriz diagonal, H, cujos elementos diagonais destas matrizes sa˜o:





























Uma das matrizes mais trabalhosa na obtenc¸a˜o da matriz de covariaˆncia de O (n−2) e´ a



































































 ηx21x3 x1x2x3η x23x1ηx22x3η x1x23η
x32η

Portanto, coluna a da (DER3)a =(tr [(D3)aK














Na Tabela 5.1 sa˜o apresentados os resultados obtidos para a amostra de tamanho n =
20. A primeira entrada desta tabela sa˜o as covariaˆncias de O (n−1) e O (n−2), avaliadas nos
paraˆmetros. Na segunda encontram-se as me´dias das covariaˆncias de O (n−1) e O (n−2) para as
10.000 amostras e na linha 3 e´ apresentada a covariaˆncia amostral. Observe que as variaˆncias
da matriz de O (n−2) sa˜o sempre positivas e a quase todas as covariaˆncias esta˜o mais pro´ximas
da covariaˆncia amostral do que as de O (n−1) .
Tabela 5.1: Matriz de covariaˆncia de βˆ resultados da simulac¸a˜o para n = 20.
βˆ1 βˆ2 βˆ3
0,000599 (0,000601) -0,000373 (-0,000378) -0,000207 (-0,000206)
βˆ1 0,000599 (0,000601) -0,000373 (-0,000378) -0,000207 (-0,000206)
0,000591 -0,000382 -0,000193
0,000853 (0,000884) -0,000386 (−0,000406)





Na Tabela 5.2 sa˜o apresentados os resultados obtidos para a amostra de tamanho n = 40 as
entradas sa˜o as mesmas da tabela 5.1 e para este tamanho de amostra na˜o ha´ muita diferenc¸a
entre as matrizes de covariaˆncias de O (n−1) e O (n−2) .
Tabela 5.2: Matriz de covariaˆncia de βˆ resultados da simulac¸a˜o para n = 40.
βˆ1 βˆ2 βˆ3
0,000180 (0,000184) -0,000029 (-0,000027) -0,000121 (-0,000124)
βˆ1 0,000180 (0,000183) -0,000029 (-0,000027) -0,000121 (-0,000124)
0,000179 -0,000028 -0,000120
0,000167 (0,000169) -0,000110 (−0,000112)





Na Tabela 5.3, sa˜o apresentados os resultados para n = 60. Como para a amostra de
tamanho 40 na˜o houve grande diferenc¸a entres os elementos das treˆs matrizes.
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Tabela 5.3: Matriz de covariaˆncia de βˆ resultados da simulac¸a˜o para n = 60.
βˆ1 βˆ2 βˆ3
0,000904 (0,000091) -0,000040 (-0,000040) -0,000037 (-0,000037)
βˆ1 0,000090 (0,000091) -0,000040 (-0,000040) -0,000037 (-0,000037)
0,000090 -0,000040 -0,000038
0,000110 (0,000110) -0,000062 (−0,000063)





Observando as tabelas acima, este estudo de simulac¸a˜o mostra que a covariaˆncia de O (n−2)
e´ indispensa´vel para amostras de tamanho pequeno.
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Cap´ıtulo 6
Modelando grau de refino das fibras de






Como ilustrac¸a˜o e para mostrar que os resultados obtidos sa˜o de fa´cil implementac¸a˜o em
problemas na a´rea de produc¸a˜o, a metodologia apresentada sera´ aplicada a um conjunto de
dados provenientes do processo de fabricac¸a˜o de papel. O interesse e´ mostrar que para amostras
pequenas os estimadores de O (n−2) sa˜o indispensa´veis.
O Grau de Refino (oSR) das fibras de celulose (grau de drenabilidade da polpa celulo´sica) e´
considerado o mais importante componente do processo, pois da´ ao papel parte preponderante
de suas caracter´ısticas finais. O refino e´ um tratamento mecaˆnico dado a`s fibras em suspensa˜o
com o intuito de modificar sua estrutura e melhorar as caracter´ısticas das fibras para a produc¸a˜o
do papel. Estas modificac¸o˜es sa˜o irrevers´ıveis e as propriedades mais afetadas sa˜o a resisteˆncia
a` trac¸a˜o, resisteˆncia a` tensa˜o e a` opacidade do papel.
O procedimento foi aplicado a um conjunto de dados de operac¸a˜o das varia´veis que teorica-
mente teriam influeˆncia sobre o valor do Grau de Refino (oSR) das fibras de celulose, varia´vel
resposta. Aqui, sera˜o consideradas as covaria´veis: carga do refinador e condutividade ele´trica
da soluc¸a˜o.
Neste problema, o objetivo e´ encontrar um modelo que possa prever em amostras pequenas
o grau de refino e, com isto, permitir a tomada de decisa˜o em tempo real.
Delinenamento amostral
O delineamento inteiramente casualizado foi adotado, para obter uma amostra de 800 ob-
servac¸o˜es, que foram coletados na Klabin Pape´is Monte Alegre durante o ano de 2003, e foram




Varia´vel resposta Grau de Refino (oSR) das fibras de celulose (grau de drenabilidade da
polpa celulo´sica);
Covaria´veis carga do refino (x1) e condutividade ele´trica da soluc¸a˜o (x2).
Ana´lise de dados
Inicialmente, avaliou-se a distribuic¸a˜o da varia´vel resposta, por meio de uma ana´lise explo-
rato´ria dos dados e foram consideradas as distribuic¸o˜es gama e normal.
A na˜o-linearidade foi detectada, atrave´s de diagrama de dispersa˜o, sendo esta na˜o muito
acentuada.
O objetivo do experimento e´ o de usar o modelo obtido para previso˜es em tempo real.
Portanto em observar uma amostra pequena e decidir se a qualidade do papel e´ satisfato´ria.
Retirou-se da amostra observada uma amostra aleato´ria de tamanho 30 para avaliar o modelo
e o desempenho dos estimadores de O (n−2) em amostras pequenas.
6.1 Componentes do MNLFE
A componente aleato´ria o grau do refino das fibras de celulose (oSR), denotada por Y,
com func¸a˜o densidade de probabilidade distribuic¸a˜o Gama(µl, φ), sendo µl a me´dia de Yl e φ o
paraˆmetro de dispersa˜o desconhecido. Para l = 1, 2, · · ·, 800.
A componente sistema´tica e´:
ηl = µl = exp (β1 + β2x1l + β3x2l) ,
sendo:
x1l → a covaria´vel carga do refino;
x2l → a covaria´vel condutividade ele´trica;
β1, β2, β3 e φ, →os paraˆmetros do modelo.
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Os passos a seguir descrevem como foi elaborado o programa do SAS para modelar a varia´vel
resposta Y: Grau de refino.
1o Passo: Obter as estimativas de O(n−1) A procedure NLMIXED calcula estas estima-
tivas, maximizando a log-verossimilhanc¸a diretamente, isto e´, obtendo as ra´ızes do sistema de
equac¸o˜es da func¸a˜o escore pelo me´todo de Newton Raphson.
2o Passo: Equac¸o˜es necessa´rias na procedure NLMIXED
• log-verossimilhanc¸a, que neste problema foram:
Normal:









(y − µ) ;
Gama:








• equac¸a˜o que descreve a me´dia
ηi = µi = exp (β0 + β1X1i + β2X2i)
3o Passo: Tentativa inicial
• foi utilizada a procedure NLIM para obter a tentativa inicial, pois a convergeˆncia do
me´todo de Newton Raphson depende dos valores iniciais.
4o Passo: Resultados da procedure NLMIXED
• As estimativas de ordem O(n−1) dos paraˆmetros do modelo e da matriz de covariaˆncia
sa˜o disponibilizados em arquivos. Estes arquivos sa˜o utilizados na procedure IML para
obter as estimativas de O(n−2).
5o Passo: proc IML Esta procedure permite ao usua´rio operar com matrizes, neste passo as
matrizes necessa´rias para as estimativas de O(n−2) sa˜o calculadas. A seguir sera˜o enumeradas
as matrizes necessa´rias:
• Para as estimativas de O(n−2) dos paraˆmetros β′s
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· · · ∂η800
∂β1
]
. Neste problema X˜ = [η,X1η,X2η],
com dimensa˜o de (n × 3) , sendo n = 30 e n = 800.




















, para l = 1, 2, · · ·, n
Matriz de inversa de Fisher que sera´ denotada por KDEBETA e a matriz das segundas





modelo com componente aleato´ria normal, a matriz diagonal obtida sera´ denotada por
trN(KDEBETAN∗ ˜˜Xl) e, para o modelo com componente aleato´ria gama, trG(KDEBETAG∗
˜˜Xl).
Matriz diagonal peso, para as componentes aleato´ria normal e gama, denotados porWN eWG,









































Vetor ξ1 = − (2φ)−1 ZdW−1F1 = 0
Vetor ξ2 = − (2φ)−1 tr(KDEBETA ∗ ˜˜Xl)1
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6o Passo: Procedure REG O vie´s e´ a soluc¸a˜o do sistema de equac¸o˜es normais de mı´nimos
quadrados ponderados, isto e´, a soluc¸a˜o do sistema a seguir, que sa˜o as equac¸o˜es normais com
matriz modelo X˜, peso W e vetor resposta ξ1 + ξ2. Portanto o procedure REG calcula o vie´s









X˜W (ξ1 + ξ2) ,
7o Passo: procedure IML para obter a matriz covariaˆncia corrigida Para essa matriz,
sa˜o necessa´rias as matrizes P, H, Zd, Z
(2), C = tr(KDEBETA∗ ˜˜Xl), que praticamente ja´ foram
obtidas no passo anterior Nete passo, a dificuldade e´ obter a matriz diag (tr [(D3)aK
−1]) , que
neste modelo para




















 η ηx1 ηx2ηx21 ηx1x2
ηx22
 ;













































Avaliando as estimativas de O (n−1) e O (n−2) do paraˆmetro β
Adotou-se o modelo gama, uma vez que este apresenta menor AIC. Para este modelo, os
resultados das estimativas do paraˆmetro β, quando, amostra e´ de tamanho n = 30 encontra-se
na tabela abaixo. A coluna quociente avalia se as magnitudes dos vieses sa˜o aprecia´veis quando
comparada ao erros-padra˜o, a qual apresenta um intervalo de variac¸a˜o relativamente grande,
mostrando que, neste caso, a correc¸a˜o se faz necessa´ria.
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Tabela 6.1: Estimativas do vetor de paraˆmetros β para amostra de tamanho 30.
Paraˆmetros Estimativas Erros-padra˜o da Vieses Estimativas Quocientes
de O (n−1) Estimativa de O (n−1) de O (n−2) (Vie´s/ erro-padra˜o)*100
β0 2,2239 0,2211 -1,7340 3,9579 784%
β1 0,0060 0,0023 0,0211 -0,0150 917%
β2 0,0343 0,0156 0,0226 0,0118 14%
A Tabela 6.2 apresenta os mesmos resultados da Tabela 6.1. Para amostras de tamanho
n = 800, observa-se que as magnitudes dos vieses sa˜o bem menores quando comparada aos
erros-padra˜o, isto e´, apresentam um intervalo de variac¸a˜o menor como se esperava, mostrando
que para amostras grandes o vie´s e´ dispensa´vel.
Tabela 6.2: Estimativas do vetor de paraˆmetros β para amostra de tamanho 800.
Paraˆmetros Estimativas Erros-padra˜o da Vieses Estimativas Quocientes
de O (n−1) Estimativa de O (n−1) de O (n−2) (Vie´s/ erro-padra˜o)*100
β0 2,4591 0,0431 -0,0029 2,4619 0,11%
β1 0,0050 0,0003 0,0001 0,0049 33,33%
β2 0,0174 0,0041 -0,0008 0,0182 19,51%
Avaliando as estimativas de O (n−1) e O (n−2) da matriz de covariaˆncia de βˆ
Para as amostras de tamanho n = 30 e n = 800 sa˜o obtidas as matrizes de covariaˆncia
de O (n−1) e O (n−2) . Como e´ de interesse, conhecer a magnitude entre Cov2 com Cov1, em
percentual, utilizou-se como medida a seguinte expressa˜o:
medida = abs [(Cov2/Cov1) ∗ 100%− 100] ,
Observa-se que para:
• n = 30 o intervalo de variac¸a˜o foi de [12% 49%] ;
• n = 800 o intervalo de variac¸a˜o foi de [0% 0, 7%]
A seguir, sa˜o apresentadas as matrizes de covariaˆncia de βˆ de O (n−1) e de O (n−2) para os
dois tamanhos de amostras.

























Pode-se observar que a matriz de O (n−2) , tem variaˆncias menores que a de O (n−1) .

































O modelo ajustado devera´ ser utilizado na indu´stria para avaliac¸a˜o do processo de produc¸a˜o
do papel, isto e´, durante o processo retira-se amostras pequenas, pois a produc¸a˜o na˜o pode
parar e, atrave´s do modelo, estima-se o valor me´dio do grau de refino.
E´ importante salientar que a tomada de decisa˜o tem que ser em tempo real, pois a demora
pode implicar em produc¸a˜o de baixa qualidade. Diante disto e dos resultados obtidos, os
estimadores de O (n2) sa˜o indispensa´veis.
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Cap´ıtulo 7
Considerac¸o˜es finais e recomendac¸o˜es
Em relac¸a˜o ao objetivo geral desta Tese, considera-se que o mesmo foi alcanc¸ado na medida
em que te´cnica proposta e´ via´vel e de fa´cil implementac¸a˜o, conforme mostrado no estudo de
simulac¸a˜o e na aplicac¸a˜o. Em ambos, a necessidade de se obter a matriz de covariaˆncia de
O (n−2) ficou evidenciada.
Para implementac¸a˜o, ha´ necessidade de um aplicativo matema´ticocomo o MAPPLE, para
calcular as derivadas, uma vez que a expressa˜o obtida envolve as matrizes das derivadas se-
gundas e terceiras, que dependendo do preditor na˜o-linear pode ser complicada. E` tambe´m
imprescind´ıvel um aplicativo estat´ıstico que permita ao usua´rio operar com matrizes e tenha
algum comando ou procedure de otimizac¸a˜o, como e´ o caso do SAS.
Os progamas que foram utilizado nesta Tese sera˜o disponibilizados no site da autora para
que a te´cnica possa ser aplicadatapor um maior nu´mero de pesquisadores.
A expressa˜o obtida nesta Tese e´ va´lida para observac¸o˜es independentes e que o paraˆmetro
de dispersa˜o seja constante. Portanto para experimentos que na˜o possuam estas caracter´ıstica
na˜o de ser adotado. Portanto recomenda-se estender esta te´cnica para modelos em que tais
suposic¸o˜es na˜o sejam necessa´rias, como os modelos na˜o-lineares generalizados superdispersados
e ou os modelos na˜o-lineares da famı´lia exponencial com covaria´veis de dispersa˜o.
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A famı´lia exponencial de distribuic¸o˜es de probabilidade desempenha um papel importante
na infereˆncia estat´ıstica. Como a componente aleato´ria dos MNLFE tem distribuic¸a˜o de prob-
abilidade pertencente a` esta famı´lia, e´ de interesse apresentar alguns resultados.
Essa classe de distribuic¸o˜es foi proposta independentemente por Koopman, Pitman e Dar-
mois atrave´s do estudo de propriedades de suficieˆncia estat´ıstica.
O conceito de famı´lia exponencial foi introduzido por Fisher, que posteriormente muitos
aspectos desta famı´lia foram estudados por diversos autores. Jφrgensen (1992), resume e discute
alguns aspectos desta classe de famı´lia.
A.1 Func¸a˜o de densidade
A famı´lia de distribuic¸o˜es piθ,φ de um vetor aleato´rio Y tem func¸a˜o de densidade ou func¸a˜o
de probabilidade dada por:
pi(y;θ, φ) = exp [φ {yθ − b(θ}+ c(y, φ)] , (A.1)
onde b(.) e c(.) sa˜o func¸o˜es espec´ıficas, θ e´ o paraˆmetro natural e φ e´ o paraˆmetro de precisa˜o,φ
pertence a um subconjunto dos reais positivos, o qual pode ser denotado por σ−2, onde σ2 e´ o
paraˆmetro de dispersa˜o. Neste modelo, µ = db(θ)
dθ
e´ a me´dia e pertence a um subconjunto dos
reais.
A.2 Func¸a˜o de verossimilhanc¸a
Sejam y1, y2, ..., yn n varia´veis aleato´rias independentes com func¸a˜o de probabilidade dada
por (A.1)com paraˆmetro de precisa˜o constante para as n observac¸o˜es e paraˆmetro canoˆnico
θl para l = 1, 2, · · ·, n. Em algumas situac¸o˜es yl pode depender de uma varia´vel xli fixa,
chamada de varia´vel independente. A func¸a˜o de verossimilhanc¸a dos paraˆmetros do mod-
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elo definido em (A.1) e´ apresentada na (A.2 e A.3) , onde vetor y = (y1, y2, . . . , yn)
T e θ =
(θ1, θ2, . . . , θn)
Tobtida como o produto de (A.1) para l = 1, 2, . . . , n, que em notac¸a˜o matricial
e´ dada por:




yTθ − b(θ)}+ c(y, φ)]
ou equivalentemente:




[φ {ylθl − b(θl)}+ c(yl, φ)]
]
.
Uma vez que existe uma func¸a˜o biu´nivoca entre µe θ, pode-se denotar o logaritmo da
verossimilhanc¸a de y em termos de µ com relac¸a˜o o paraˆmetro θ, φ que sera´ denotado por
`(µ, φ) = logL(θ, φ) para um fixado paraˆmetro de precisa˜o φ e´ dado por:
`(µ, φ) = φ
{





φ {yiθi − b(θi)}+ c(yi, φ). (A.3)
A.3 Func¸a˜o escore e matriz de informac¸a˜o de Fisher
A func¸a˜o escore e a matriz de informac¸a˜o de Fisher sa˜o u´teis na obtenc¸ao dos estimadores
de ma´xima verossimlhanc¸a para os paraˆmetros da distribuic¸a˜o de probabilidade de um vetor
aleato´rioY.
A func¸a˜o escore de um paraˆmetro e´ definida com sendo a derivada primeira da log-
verossimilhanc¸a com relac¸a˜o ao paraˆmetro.
A matriz de informac¸a˜o de Fisher e´ o valor esperado negativo da derivada segunda da
log-verossimilhanc¸a.
Para obtenc¸a˜o da func¸a˜o escore e matriz de informac¸a˜o de Fisher, foram utilizados os re-
sultados apresentados a seguir, os quais consistem das derivadas com relac¸a˜o a µ e θ, va´lidas
para os modelos exponenciais:









= V (θ) ,
∂θ
∂µT




= − [V −1] [V −1SV −1]
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Func¸a˜o escore de θ




= φ(yT − µ) = φ(y − µ).





Func¸a˜o escore para µ
Para obter a derivada de primeira da log-verossimilhanc¸a com relac¸a˜o a µ,e´ necessa´rio utilizar







substituindo, nesta equac¸a˜o, ∂`
∂θ
por φ(yr−µr), conforme (A.4)e ∂θ∂µ por V−1, a func¸a˜o escore de
µ fica:
Uµ =φ(y − µ)V −1(µ) = φV −1e (A.5)
onde e denota o erro aleato´rio (y − µ).
Func¸a˜o escore para φ






yTθ − b(θ)}+ c(y, φ). (A.6)
Estimador de ma´xima verossimilhanc¸a para µ, θ e φ
Os estimadores de ma´xima verossimilhanc¸a de µ, θ e φ , sera˜o denotados por µˆ, θˆ e φˆ,
respectivamente. Para obter µˆ , basta igualar (A.5)a zero. Obtendo-se como estimador de
ma´xima verossimilhanc¸a para µ :
µˆ = y.
Pela propriedade de invariaˆncia dos estimadores de ma´xima verossimilhanc¸a e pelo fato de

















e ainda se a func¸a˜o for da famı´lia exponencial linear, a estimativa
∼















Matriz de informac¸a˜o de Fisher de θ e φ
A matriz de informac¸a˜o de Fisher, que sera´ denotada por K(θ, φ), pode ser escrita como










































= E (−c¨(y, φ)) ,
onde c¨(y, φ) e´ a derivada segunda dec(y,φ).









= E (y − µ)=0.
Matriz de informac¸a˜o de Fisher de µ e φ
Para obter a matriz de informac¸a˜o de Fisher de µ e φ, que sera´ denotada por K(µ , φ), o
procedimento e´ ana´logo ao da matriz K (θ , φ) .
Considere enta˜o a forma:
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A matriz Kµµ , e´ obtida pela regra da cadeia para derivadas de 2




























= −{V −1(φV )V −1 + [φ(y − µ)T ][[V −1][V −1SV −1]]}
= −{φV −1 + φ[eTV −1][V −1SV −1]} ,







= −E {φV −1 + φ[eTV −1][V −1SV −1]} = φV −1(µ).
A matriz Kµφ = E (V
−1 (y − µ)) = 0.
As matrizes K (θ,φ) e K (µ,φ) sa˜o bloco diagonal. Portanto, mostra que, tanto θ e φ,
quanto µ e φ, sa˜o ortogonais e, portanto, podem ser estimados separadamente.
A.4 Deviance ou func¸a˜o desvio
A deviance para vetores aleato´rios pertencentes a` famı´lia exponencial e´ uma estat´ıstica
importante em modelos lineares generalizados e nos modelos na˜o-lineares da famı´lia exponencial,
pois e´ atrave´s desta estat´ıstica que sera´ avaliada a qualidade do ajuste destes modelos.
A deviance pode ser obtida atrave´s da estat´ıstica da raza˜o de verossimilhanc¸as. Considere
o modelo definido em (A.1) com paraˆmetro de precisa˜o φ, fixado,e o problema de testar as
hipo´teses:
H0 : µ = µ0 H1 : µ 6= µ0.
A estat´ıstica da raza˜o de verossimilhanc¸as de Neyman e Pearson (LR), definida emMcCullag
e Nelder (1989, Apeˆndice C), para testar a hipo´tese nula, e´ obtida pela diferenc¸a do log-
verossimilhanc¸a calculada em µ = µ˜ e µ = µ0, istoe´,
LR (µ0) = 2{`(
∼
µ;y)− `(µ0;y)} (A.7)
= 2φ{yTθ − b(θ)}µ=y − 2φ{yTθ − b(θ)}µ=µ0
= 2φ{yT q(y)− b(q(y))} − 2φ{yT q(µ0)− b(q(µ0))},
sendo θ =
∫
V −1dµ = q(µ).
A deviance que e´ uma distaˆncia entre o log da func¸a˜o de verossimilhanc¸a do modelo saturado
(com n paraˆmetros) e do modelo sob investigac¸a˜o (com p paraˆmetros) avaliado na estimativa
de ma´xima verossimilhanc¸a µˆ e´ dada por:
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D(y,µ) = 2φ{yT q(y)− b(q(y))} − 2{yT q(µ)− b(q(µ))}
= 2{yT θ − b(θ)− c(y)}µ=y − 2{yT − b(θ)− c(y)} (A.8)
= 2{yT θ − b(θ)− c(y)}µ=y − 2{yT − b(θ)− c(y)},
D(y, µ) e´ chamado de deviance ou desvio.
A distribuic¸a˜o assinto´tica desta estat´ıstica e´ uma χ2 com n graus de liberdade, a deviance
para qualquer µ pode ser escrita como:
D∗(y,µ) = φD(y,µ) ∼ χ2(n) (assinto´ticamente).
Wei (1998, p.9 e10) mostra que a log-verossimilhanc¸a e´ proporcional a deviance. Assim pode-




A metodologia baseada na verossimilhanc¸a e´ adotada para a obtenc¸a˜o dos estimadores dos
paraˆmetros dos modelos sob investigac¸a˜o. Portanto, e´ importante descrever alguns aspectos
desta metodologia.
Considere y o vetor observado do vetor aleato´rio Y pertencente a` famı´lia exponencial com
vetor de paraˆmetro canoˆnico desconhecido θ. Seja Θ ⊂ Rp o espac¸o parame´trico representando
o conjunto de valores poss´ıveis do vetor θ.
As func¸o˜es densidade de probabilidade que sera˜o consideradas para a classe dos MLG e dos
MNLFE satisfazem, as seguintes condic¸o˜es de regularidade:
i) Θ e´ fechado, compacto e tem dimensa˜o finita sendo o paraˆmetro verdadeiro θ0 um ponto
interior de Θ;
ii) a func¸a˜o de densidade de probabilidade do vetor Y e´ uma func¸a˜o bijetora de θ;
iii) a matriz de informac¸a˜o de Fisher para θ e´ finita e positiva definida numa vizinhanc¸a de
θ0;
iv) as treˆs primeiras derivadas da log-verossimilhanc¸a existem numa vizinhanc¸a de θ0;
v) para modelos cont´ınuos a igualdade ∂
∂θ
E {t (Y)} = ∫ t (y) ∂
∂θ
f (y;θ) dy e´ va´lida para
quaisquer estat´ısticas t (y);
vi) para modelos discretos a igualdade ∂
∂θ
E {t (Y)} =∑ t (y) ∂
∂θ
f (y;θ) e´ va´lida para quais-
quer estat´ısticas t (y);
as duas u´ltimas condic¸o˜es garantem que as operac¸o˜es de diferenciac¸a˜o com respeito a θ e a
integrac¸a˜o ou soma em y sa˜o permuta´veis.
As condic¸o˜es sa˜o usadas para justificar expanso˜es em se´ries de Taylor, procedimentos simi-
lares e para a demonstrac¸a˜o das identidades de Bartllet.
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Propriedades dos EMV
Cordeiro (1992, sec¸o˜es 3.2 e 3.4) demonstra as propriedades de consisteˆncia, unicidade, in-
variaˆncia e suficieˆncia dos estimadores de ma´xima verossimilhanc¸a.
A normalidade e eficieˆncia assinto´tica, sa˜o apresentadas por Crame´r (1946, sec¸a˜o33.3) e
Lehmann(1953, sec¸a˜o 6.4). Estes autores demonstran que, usualmente o estimador de ma´xima
verossimilhanc¸a sa˜o viesados.
Com objetivo de melhorar os resultados da teoria assinto´tica de primeira ordem Cordeiro
(1999) apresenta alguns resultados referentes a` teoria assinto´tica de segunda ordem, que neste
caso os erros associados as propriedades estat´ısticas sa˜o em geral de ordem O (n−2). As identi-
dades de Bartlett facilitam a obtenc¸a˜o dos cumulantes, pois determinada parametrizac¸a˜o pode
conduzir a um ca´lculo direto e simples de alguns cumulantes, sendo os demais calculados in-
diretamente atrave´s destas identidades. Esses cumulantes teˆm como aplicabilidade principal a




Seja L : L (θ) a verossimilhanc¸a total de um problema regular. Sera´ adotado a seguinte








Os momentos conjuntos de derivadas de ` (θ) sa˜o
µr = E (Ur) , µrs = E (Urs) , µr,s = E (UrUs) , µr,st = E (UrUst)
e assim, por diante.
Como
µr = 0




κrs,tu = µrs,tu − µrsµtu,
κr,s,t = µr,s,t e






(k) representa o somato´rio sobre todas as k combinac¸o˜es de ı´ndices.
Os momentos e cumulantes definidos na˜o sa˜o independentes, mas satisfazem a` certas equac¸o˜es,
as quais facilitam seus ca´lculos. Estas equac¸o˜es, que representam condic¸o˜es de regularidade,
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sa˜o denominadas de identidades de Bartlett.
Na deduc¸a˜o das identidades de Bartlett sera´ usada a condic¸a˜o de regularidade (v ) definida
no Apeˆndice B, ou seja,
∂
∂θ






que e´ va´lida em problemas regulares
• κr = 0 .







Como a func¸a˜o de verosimilhanc¸a e´ uma func¸a˜o de densidade de probabilidade,tem-se que
a
∫
L dy = 1.




L dy = 0. Aplicando a condic¸a˜o





Logo pode-se concluir que κr = E (Ur) = 0.
• κrs + κr,s = 0.
A sua deduc¸a˜o e´ ana´loga a` anterior, isto e´, diferenciando a
∫






















assim, (UrsL+ UrUs) dy = 0, ou seja, κrs + κr,s = 0.













etc, pode-se deduzir outras identidades de Bartlett de forma ana´loga, destacando-se:
• κr,s,t + κrst +
∑
(3) κr,st = 0,
• κr,st + κrst − κ(r)st = 0,





• κ(u)rst = κrst,u,







(6) κr,s,tu + κr,s,t,u = 0,
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• κr,s,tu = κrstu − κ(s)rtu − κ(r)stu + κ(rs)tu − κrs,tu.
C.1 Vie´s de 1aordem do EMV
Como foi visto no comportamento assinto´tico dos estimadores de ma´xima verossimilhanc¸a,
em geral, estes estimadores sa˜o viesados o quando o tamanho da amostra, n, e´ pequeno ou a
informac¸a˜o de Fisher e´ reduzida. Pore´m, segundo Cordeiro (1998) o vie´s e´ algumas vezes igno-
rado na pra´tica, uma vez que comparando a ordem de seu vie´s, que e´ n−1, com a do erro padra˜o
da estimativa de ma´xima verossimilhanc¸a, que e´ n−1/2, observa-se que o vie´s e´ desprez´ıvel se n
for grande. Mas em pequenas amostras, este vie´s pode apresentar uma magnitude compara´vel
ao do erro-padra˜o de sua estimativa. Assim, e´ interessante estimar este vie´s neste caso.
A fo´rmula do vie´s de ordem n−1 da estimativa de ma´xima verossimilhanc¸a considerando
observac¸o˜es identicamente distribu´ıdas para modelos uniparame´tricos foi deduzida por Bartlett
(1953), e, para modelos multiparame´tricos com observac¸o˜es na˜o necessariamente identicamente
distribu´ıdas a deduc¸a˜o e´ apresentada por Cox e Snell (1968).
Para determinar o vie´s de O (n−1) do estimador de ma´xima verossimilhanc¸a, Cox e Snell
(1968) expandem o sistema de equac¸o˜es
Ur = 0



























= K−1U +Op (1) . (C.1)
Assim, expandindo Ur ate´ segunda ordem, tem-se,


















+ op (1) . (C.2)
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+ op (1) = 0. (C.3)

























e por (C.1) tem=se que θˆs − θs = −
∑
t


















































































































para r = 1, 2, ..., p ate´ ordem n−1. Esta fo´rmula (C.7) e´ devida a Cox e Snell (1968) e atrave´s
desta, obte´m-se o vie´s, da estimativa de ma´xima verossimilhanc¸a em modelos multiparame´tricos.
Para obter o vieˆs de ordem n−1 basta conhecer a matriz inversa da informac¸a˜o de Fisher, os
cumulantes com relac¸a˜o a todos os paraˆmetros. Da equac¸a˜o (C.7) pode-se obter a estimativa
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de segunda ordem de θ ou estimador de ma´xima verossimilhanc¸a corrigido, O (n−2) , que nada
mais e´ que a diferenc¸a entre a estimativa de ma´xima verossimilhanc¸a de ordem n−1e o vie´s, isto
e´, estimativa corrigida de θˆ e´ dada por:





onde θ˜r denota a estimativa corrigida de θˆr e Bˆ (.) e´ o vie´s B (.) avaliado em θˆ. O estimador




Func¸a˜o geratriz dos cumulantes
Esta func¸a˜o e´ apresentada em Peers e Iqbal (1985), e sera´ utilizada nesta tese para obter
a matriz de covariaˆncia de segunda ordem. Assumindo as condic¸o˜es de regularidade, sera´
apresentado um esboc¸o de sua deduc¸a˜o.
Considere as quantidades Ur, Urs, Urst e Urstu. A func¸a˜o conjunta de cumulantes e´ definida
em Graybill et al (1974, p.160) e´ dada por:
M
(Ur,Urs,Urst,Urstu)
(τ r, τ rs, τ rst, τ rstu) = E [exp (τ rUr + τ rsUrs + τ rstUrst + τ rstuUrstu)] .
Expandindo M
(Ur,Urs,Urst,Urstu)



















Υ1 = κrstτ rst + κr,stτ rτ st +
1
3!
κrsτ rs + κr,s,tτ rτ sκrsτ rs +
1
2!
κr,sτ rτ sτ tr
Υ2 = κrstuτ rstu + κr,stuτ rτ stu +
1
2!




κrs,tuτ rsτ tu +
1
4!
κr,s,t,uτ rτ sτ tτu.
Expandindo o sistema de equac¸o˜es de verossimilhanc¸a ,Ur = 0 em se´rie de Taylor ate´
terceira ordem tem-se:


























Pace e Salvam (1999, cap 9), apresentam alguns resulatdos para a expanso˜es assinto´ti-
cas, dentre elas a inversa˜o de uma expanc¸a˜o em se´rie de Taylor, utilizando este resultado
para inverter (D.1)e substituindo os cumulantes. Obte´m-se a func¸a˜o conjunta dos cumulantes
ψ(θˆs−θs) (τ r), a




(τ r, τ rs, τ rst, τ rstu)
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simetria = −2κraκsbκtcκabc − 3κraκsbκtcκab,c
curtose = κraκsbκtcκud (8κa,bcd + 3κabcd + 9κab,cd + 6κa,b,cd)
−12κraκsbκtiκujκcl (κa,bc + κab,c + κabc) (κi,,j,l + κijl)







































Para obtenc¸a˜o das treˆs derivadas, utiliza-se a regra da cadeia, uma vez que a log-verossimilhanc¸a
destes modelos esta˜o em func¸a˜o dos paraˆmetros, canoˆnico e de dispersa˜o, e´ de interesse a
derivada com relac¸a˜o aos paraˆmetros do modelo, β
′
s.
E.1 Log-verossimilhanc¸a dos MNLFE
A func¸ao de densidade de probabilidade de um vetor aleato´rio Y que pertence a` famı´lia
exponencial e´ dada por:
pi(y;θ,φ) = exp [φ ( yθ − b(θ) + c(y)] + d (y,φ) ,
cuja func¸a˜o de densidade de probabilidade da l-e´sima componente Yl e´
pi(yl;θl,φ) = exp [φ ( ylθl − b(θl) + c(yl)] + d (yl,φ) ,
sendo b(.) e c(.) sa˜o func¸o˜es espec´ıficas, θ e´ o paraˆmetro natural e φ e´ o paraˆmetro de precisa˜o,
φ pertence a um suconjunto dos reais positivos, que pode ser denotado por σ−2, onde σ2 e´ o
paraˆmetro de dispersa˜o.
Nesta famı´lia , E (Y) = µ = db(θ)
dθ
e´ o vetor de me´dias e pertence a um suconjunto dos reais.




φ {ylθl − b(θl) + c (yl)}+ d(yl, φ), (E.1)










e β o vetor de paraˆmetros com p componentes.
E.2 Derivada primeira da log-verossimilhanc¸a Ur
Considere βr a r-e´sima componente do vetor β a derivada primeira de `(µ, φ) com relac¸a˜o




























φ (yl − µl) , (E.3)







E a derivada ∂ηl
∂βr
sera´ denotada por (r)
∂ηl
∂βr
= (r) . (E.5a)














E.3 Derivada segunda da log-verossimilhanc¸a Urs
Considere βr e βs a, r-e´sima e s-e´sima componente do vetor β, respectivamente, a derivada




















a derivada da expressa˜o acima, nada mais e´ que a derivada do produto dos seguintes termos:
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sendo (rs) = ∂
2ηl
∂βr∂βs




e V (1) = ∂V
∂µ
.
Para facilitar a obtenc¸a˜o dos cumulantes, Urs sera´ denotado pelas contribuic¸o˜es de cada
parcela na equac¸a˜o(E.7), que sera˜o denominadas por (Urs)L1, (Urs)L2, (Urs)L3 e (Urs)NL1, sendo:


















(Urs)NL1 = (yl − µl) 1V ∂µl∂ηl (rs) .




(Urs)L1 + (Urs)L2 + (Urs)L3 + (Urs)NL1 .
E.4 Derivada terceira da log-verossimilhanc¸a Urst
Considere βr, βs e βt a, r−e´sima, s−e´sima e t−e´sima componente do vetor β, respectiva-
mente, a derivada terceira de `(µ, φ) com relac¸a˜o a βr, βs e βt, e´ obtida derivando Urs, (E.7) ,































































cada parcela da expressa˜o acima citada trata-se da derivada de um produto, derivando e es-




(Urst)L1 + (Urst)L2 + (Urst)L3 + (Urst)L4 + (Urst)L5 + (Urst)L6 (E.8)
+ (Urst)L7 + (Urst)NL2 + (Urst)NL3 + (Urst)NL4 .








(r, s, t) ;





(r, s, t) ;






































As contribuic¸o˜es devido a` na˜o lineridade do modelo sa˜o:







[(rs, t) + (rt, s) + (st, r)];





[(rs, t) + (rt, s) + (st, r)];
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(Urst)NL3 : (yl − µl) 1V ∂
2µl
∂η2l
[(rs, t) + (rt, s) + (st, r)];
(Urst)NL4 : (yl − µl) 1V ∂µl∂ηl (rst) .
Sendo: (rst) = ∂
3ηl
∂βr∂βs∂βt












Os cumulantes dos MNLFE sa˜o apresentados neste apeˆndice. Para obteˆ-los sa˜o utilizadas
as derivadas da log-verossimilhanc¸a do apeˆndice E.
Sera´ adotada a seguinte notac¸a˜o:





Este cumulante e´ obtido facilmente, uma vez que basta obter a esperanc¸a de Urs cuja
expressa˜o e´ apresentada na (E.7) .




























O cumulante κrst, e´ a esperanc¸a de Urst cuja expressa˜o e´ apresentada na (E.8), assim este
cumulante e´:
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A obtenc¸a˜o deste cumulante e´ trabalhoso, uma vez que envolve um nu´mero considera´vel de
derivadas. Apesar disso, ele e´ a derivada segunda do κbc, com relac¸a˜o a βa e βc. Sua expressa˜o




























































































Para este cumulante e´ interessante obter as derivadas fl, gl e wl , uma vez que ele e´ igual a
derivada primeira de κbcd, com relac¸a˜o a βa , por isto, estas derivadas sa˜o apresentadas.
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(a) = (fl + gl) (a) .






















































































































































































































































































= −wl [(abc, d) + (bd, ad) + (abd, c) + (bd, ac) + (cd, ab)] .
F.5 Cumulante κac,bd
Este cumulante e´ obtido pela esperanc¸a do produto Uac por Ubd, cuja a expressa˜o e´ apresen-
tada no Apeˆndice B, equac¸a˜o (E.7), para Uac sera´ adotado na variac¸a˜o do somato´rio o ı´ndice l
e para Ubd o ı´ndice m.


















































O cumulante κac,bd e´ dado por:
κac,bd = E (UacUbd)− E (Uac)E (Ubd) ,



















−Blwm (ym − µm) (ac, b, d) +BlAm (ym − µm) (yl − µl) (ac, b, d) + AlBm (yl − µl) (ym − µm) (ac, bd) .
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Aplicando a esperanc¸a nesta equac¸a˜o e observando que:
1. para l = m,




2. para l 6= m
E [(ym − µm) (yl − µl)] = 0;








wlwm (a, c, b, d)
]
− E (Uac)E (Ubd) = 0.






























(a, b, c, d) ;
(κac,bd)NL1 = gl [(a, c, bd) + (ac, b, d)] ;
(κac,bd)NL2 = wl (ac, bd) .
F.6 Cumulante κa,bc
O procedimento para obtenc¸a˜o deste cumulante e´ ana´logo ao cumlante κac,bd.Por isto sera˜o
omitidas algumas etapas.




































O cumulante κa,bc e´ dado por:
κa,bc = E (UaUbc)− E (Ua)E (Ubc) ,





(κa,bc)L1 + (κa,bc)NL1 ,
sendo:
(κa,bc)L1 = gl (a, b, c) ;
(κa,bc)NL1 = wl (a, bc) .
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