Introduction
This paper proposes a new hybrid search algorithm by combining the chaotic search with the Quantum-behaved Particle Swarm Optimization (QPSO) during the latter period of the search to improve the performance of the QPSO algorithm.
Particle swarm optimization (PSO), originally proposed by J. Kennedy and R. Eberhart [1] , is a new global search technique. The underlying motivation for the development of PSO algorithm was the social behavior of animals such as bird flocking, fish schooling and swarm theory. Like genetic algorithm (GA), PSO is a population-based random search technique and is comparable in performance with GA and other evolutionary algorithms such as simulated annealing (SA) in many practical applications, particularly in nonlinear optimization problems [2] , [3] . PSO has become an important optimization tool since it has fewer parameters, simplicity in software programming and the relatively fast convergence rate. However, as demonstrated by Van den Bergh, it is not a global convergent algorithm [4] . Quantum-behaved Particle Swarm Optimization (QPSO) [5] , [6] , which was proposed by Sun, is a novel algorithm based on the PSO and quantum model. QPSO algorithm is depicted only with the position vector without velocity vector, which is a simpler algorithm. Furthermore the results show that QPSO performs better than standard PSO on several benchmark test functions and is a promising algorithm due to its global convergence guaranteed characteristic.
Although the QPSO algorithm is a viable alternative for the optimization problems, the particles of the swarm in QPSO still approach each other quickly and the loss of the diversity is inevitable. Therefore a lot of revised versions based on QPSO have emerged since the QPSO algorithm was proposed. In [7] , the mechanism of Cauchy mutation is proposed to increase the diversity of the swarm in QPSO and improve the ability of global search. Furthermore in [8] , an Adaptive Cauchy Mutation Operator based on annealing is further adopted to increase the self adaptive capability of the improved algorithm. From the point of view of principle of immune system, Liu [9], [10] introduced the immune operator based on immune memory and immune regulation, and the immune operator based on vaccination into the QPSO algorithm to increase the convergent speed by using the characteristic of the problem to guide the search process. The QPSO with immune operator not only has a better capability of global search, but also guarantees the diversity and can find a more precise solution rapidly. In [11], the mechanism of Simulated Annealing is introduced into QPSO as the selection mechanism of QPSO. This hybrid algorithm could effectively employ both the ability to jump out of the local minima in Simulated Annealing and the capability of searching the global optimum in QPSO algorithm.
Chaos is a universal nonlinear phenomenon. Since Lorenz [12] found the chaos attractor in 1963, chaos theory is studied and applied in many scientific disciplines such as mathematics and computer science. Chaos behavior is complex and like random, but is orderly in the sense of being deterministic. Chaotic system usually has well defined statistics. It can traverse all the states in definite area without repetition, and is sensitive to initial condition [13] . The ergodicity and rich dynamics of the chaotic system makes the chaotic search escape more easily from the local optima than random search, and has strong search ability [14] .
Considering the loss of diversity in QPSO algorithm and the ergodic characteristic of the chaotic search, this paper tries to introduce the chaotic search into QPSO to employ the strengths of both algorithms, so as to increase the global search ability and escape from the local minima.
The rest of this paper is organized as follows. In Sect. 2, PSO is introduced and QPSO is detailed described and analyzed. Section 3 shows how to introduce the chaotic search into the QPSO. Section 4 shows the experimental settings and comparable results of QPSO with chaotic search. Finally, some concluding remarks are given in Sect. 5. can be written as: xid(t+1)=xid(t)+xmax(2zd-1)
where Zd is the dth dimension of vector Z, xmax is the limit to the search space.
In the algorithm we use a vector of flags to indicate whether the chaotic search will be used for the corresponding particle. If the flag is set to true then the chaotic search will be carried out in the next iteration for the corresponding particle.
3.2 QPSO with Chaotic Search Algorithm Pseudo Code
The Quantum-behaved PSO with chaotic search is described in Fig. 2 .
In Fig. 2 
Experimental Settings and Results

Benchmark Functions and Experimental Settings
To test the performance of QPSO with chaotic search, four representative benchmark functions are used here for comparison with SPSO and QPSO. Table 1 gives the test functions: Sphere, Rosenbrock, Rastrigrin and Griewank, mathematic expression, its initial range, minimum function value and the corresponding limits to the search space. According to the characteristic of the function, these four functions can be classified into two groups. Function Sphere and Rosenbrock belong to unimodal functions which have only one minimum, and function Rastrigrin and Griewank belong to multimodal functions which have many local minima.
As in [2], for each function, three different dimension sizes, 10, 20 and 30 are tested. The corresponding maximum iterations are 1000, 1500 and 2000 respectively. The Table 1 Test functions and parameter configuration. 
Experimental Results
The mean values and standard deviations for 50 runs of each test function are recorded in Table  2 to Table  5 and the corresponding  bar graphs  for the mean  values  of each  function are shown in Fig. 3 denotes the QPSO with Chaotic search, and QPSOM denotes the QPSO with Mutation operator. Because the meann values of function Sphere differ greatly for the three algorithms, for convenience, we use negative logarithmic values of the mean values to draw the bar graph. Therefore in Fig. 3 , the meaning of the height of the bar is different from the other bar graphs, the higher the bar is, the smaller the corresponding value is. The numerical results and the bar graphs show that the QPSO with Chaotic Search outperforms QPSO and SPSO especially on Sphere function and has comparable performance with QPSOM. Figures 7 to 10 give the evolution curves of mean values (for 50 runs) of the four benchmark functions per it- Table 5 Griewank function. eration respectively with different population size and dimension of functions. For convenience, we use logarithmic values for the vertical axis. From the figures, we can see that the curve of QPSO with Chaotic Search almost overlaps with the curve of QPSO, and both converged quickly than traditional PSO. This is because the QPSO algorithm has a faster convergence rate than PSO, and in the earlier search period the chaotic search has not been carried out. However during the later period, we can see that QPSO with chaotic search can escape from the local optima and works better than QPSO. For comparison, let us consider the same population of the swarm and dimension of the function. From Fig. 7 , we can see that approximately after iteration 600 the curve of QPSO is becoming gradual and the chaotic search begins to be carried out. This agrees with the situation in Fig. 1 which shows approximately after the same iterations the diversity of the swarm was lost in the QPSO algorithm.
From the evolution curves, we can also see when entering the later period the slope of curves of QPSO method becomes gradual, even though we extend the iteration times, the function values will not become smaller further. However for most test situations, at the end point of iterations the curve of QPSO with chaotic search method is sloping, 
