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Abstract
We investigate a curious problem from additive number theory: Given two positive integers
S and Q, does there exist a sequence of positive integers that add up to S and whose squares
add up to Q? We show that this problem can be solved in time polynomially bounded in the
logarithms of S and Q.
As a consequence, also the following question can be answered in polynomial time: For
given numbers n and m, do there exist n lines in the Euclidean plane with exactly m points of
intersection?
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1. Introduction
John Herivel relates the following story in his biography [4, p. 244] of the mathe-
matical physicist Joseph Fourier (1768–1830). In 1788, Fourier corresponded with his
friend and teacher C.L. Bonard, a professor of mathematics at Auxerre. In one of his
letters, Fourier sent the following teaser: “Here is a little problem of rather singular
nature. It occurred to me in connection with certain propositions in Euclid we dis-
cussed on several occasions. Arrange 17 lines in the same plane so that they give 101
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points of intersection. It is to be assumed that the lines extend to in8nity, and that
no point of intersection belongs to more than two lines.” Fourier suggested to analyze
this problem by considering the ‘general’ case. One solution to Fourier’s problem is to
use four families of parallel lines with 2, 3, 4, and 8 lines, respectively. This yields a
total number of 2× 3+ 2× 4+ 2× 8+ 3× 4+ 3× 8+ 4× 8=101 intersection points.
A closer analysis of this problem (see for instance [7]) reveals that there are three
additional solutions that use (a) four families with 1, 5, 5, 6 lines, (b) Mve families
with 1, 2, 3, 3, 8 lines, and (c) six families with 1, 1, 1, 2, 4, 8 lines.
The ‘general’ case of Fourier’s problem would probably be to decide for given
numbers n and m whether there exist n lines in the Euclidean plane that give exactly
m points of intersection. If two lines are parallel, they do not intersect; if two lines
are non-parallel, then they contribute exactly one intersection point. Let us assume
that there are k families of parallel lines, where the ith family (i=1; : : : ; k) consists
of ni lines. Then every line in the ith family intersects the n − ni lines in all the
other families. Since in this argument every intersection point is counted twice, we
get that
∑k
i=1 ni(n − ni)= 2m. Together with
∑k
i=1 ni = n this condition simpliMes to∑k
i=1 n
2
i = n
2−2m. Hence, we have arrived at a special case of the following problem.
Problem 1.1 (Fourier’s general problem). For an input consisting of two positive inte-
gers S and Q, decide whether there exist positive integers x1; : : : ; xk with
∑k
i=1 xi = S
and
∑k
i=1 x
2
i =Q.
Note that the instance size in this problem is log S + log Q, the number of bits to
write down S and Q. Fourier’s general problem is straightforward to solve by dynamic
programming within a time complexity that is polynomial in S and Q, but: this time
complexity would be exponential in the input size.
Let us start with investigating the case S =10. Ten minutes scribbling on a piece
of scratch paper yield that for S =10 the following values of the square sum Q yield
YES-instances for Fourier’s general problem:
10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 34, 36, 38, 40, 42, 44, 46,
50, 52, 54, 58, 66, 68, 82, 100.
A Mrst (not surprising) observation is that the extremal values on this list are Q=10
and 100. By the super-additivity (x+y)2¿x2 +y2 of the square function, the smallest
feasible value of Q equals S (in which case k = S, and xi ≡ 1 for i=1; : : : ; S) and
the largest feasible value of Q equals S2 (in which case k =1 and x1 = S). Another
thing that catches one’s eye is that all the listed values are even. But again that’s not
surprising at all. An integer x always has the same parity as its square x2, and thus
also the two integers S =
∑k
i=1 xi and Q=
∑k
i=1 x
2
i must have the same parity. Hence,
the even value S =10 enforces an even value of Q.
A more interesting property of this list is that it contains all the even numbers from
Q=10 up to Q=46; then there is a gap around 48, then another gap around 56, and
afterwards the numbers become quite chaotic. Where does the highly regular structure
in the Mrst half of the list come from? Out of pure accident? No, Lemma 2.2 in
Section 2 proves that all such lists for all values of S will show similar regularities
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at their beginning. And are we somehow able to control the chaotic behavior in the
second half of these lists? Yes, indeed: Lemma 2.3 in Section 2 provides us with some
intuition on the origins of this chaotic behavior. This lemma allows us to (almost)
guess one of the integers xi in the representation Q=
∑k
i=1 x
2
i , and thus to reduce the
instance to a smaller one.
Based on these ideas, this short note will design a polynomial time algorithm for
Fourier’s general problem. Section 2 derives some important properties of the problem,
and Section 3 turns these properties into an algorithm. Section 4 contains the discussion.
2. Structural results
We call a pair (S; Q) of positive integers admissible, if there exists a k-tuple (x1; : : : ;
xk) of positive integers with
∑k
i=1 xi = S and
∑k
i=1 x
2
i =Q. In this case, the k-tuple
(x1; : : : ; xk) is called a certi8cate for (S; Q).
Observation 2.1. Assume that (S; Q) is an admissible pair. Then S and Q are of the
same parity, S6Q6S2 holds, and for any positive integer y the pair (S +y;Q+y2)
is also admissible.
Lemma 2.2. Let S and Q be two positive integers that are of the same parity and
that satisfy the inequalities
S 6 Q 6 S(S − 6
√
S): (1)
Then the pair (S; Q) is admissible.
Proof. For ease of exposition, we introduce a function f :N → R+ by f(z)=
z(z−6√z). The proof is done by induction on S. A (straightforward) computer search
veriMes that the statement in the theorem holds true for all S61603. In the induc-
tive step, we consider two integers S¿1604 and Q of the same parity that satisfy the
inequalities in (1), that is, S6Q6f(S). We will show that either for x=1 or for
x= S − 3√S − 6 the pair (S − x; Q − x2) is an admissible pair. This will complete
the proof.
If Q−16f(S−1) holds, then the pair (S−1; Q−1) is admissible by the inductive
hypothesis, and we are done. Hence, we will assume from now on that
Q ¿ f(S − 1) = (S − 1)2 − 6(S − 1)3=2 ¿ S2 − 6S3=2 − 2S: (2)
In other words, Q is sandwiched between f(S) − 2S and f(S). We deMne x= S −
3
√
S− 6. Furthermore, we deMne a real  via the equation x= S− 3√S− ; note that
66¡7. With this we get that
Q − x2 ¿ (S2 − 6S3=2 − 2S)− (S2 − 6S3=2 + 9S + 2 − 2S + 6
√
S)
= (2S − 6
√
S)− 11S − 2 ¿ 3
√
S +  = S − x: (3)
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Here we Mrst used (2), and then that 66¡7 and S¿1604. By similar arguments we
derive by using (1) that
Q − x26 (2S − 6
√
S)− 9S − 2
6 (9S + 2 + 6
√
S)− 6(3
√
S + )3=2 = f(S − x): (4)
Summarizing, (3) and (4) yield that S − x6Q − x26f(S − x). Therefore, the pair
(S−x; Q−x2) is admissible by the inductive hypothesis, and the argument is complete.
Lemma 2.3. Let (S; Q) be an admissible pair that satis8es S(S−6√S)¡Q6S2. Fur-
thermore, let (x1; : : : ; xk) be a certi8cate for (S; Q) with
∑k
i=1 xi = S and
∑k
i=1 x
2
i =Q,
and let  := max16i6k xi. Then  satis8es
1
2 (S +
√
2Q − S2)6 6
√
Q: (5)
If S¿8061, then there are at most 8ve values that  can possibly take, and all these
values are greater or equal to S − 4√S.
Proof. The upper bound in (5) follows since 26Q. For the lower bound, suppose
Mrst for the sake of contradiction that 6S=2. Then Q=
∑k
i=1 x
2
i62(S=2)
2 = S2=2. But
the conditions in the lemma yield that S2=2¡S(S − 6√S)6Q, a clear contradiction.
Therefore
1
2S ¡ : (6)
Next, since (S−; Q−2) is an admissible pair, we derive from Observation 2.1 that 
must satisfy the inequality Q−26(S−)2. The two roots of the underlying quadratic
equation are 1 = 12 (S −
√
2Q − S2) and 2 = 12 (S +
√
2Q − S2), and the inequality is
satisMed if and only if 61 or ¿2. Since 61 would violate (6), we conclude
that ¿2 must hold true. This yields the lower bound on  as claimed in (5).
Next, we will estimate the distance between the upper and the lower bound in (5)
for the case where S¿8061. Let us Mx S for the moment, and let us consider the
diOerence
S(Q) :=
√
Q − 12 (S +
√
2Q − S2)
between these two bounds in terms of Q. The value Q ranges from S(S − 6√S) to
S2. The Mrst derivative of S(Q) equals 12 (1=
√
Q−1=
√
2Q − S2)¡0, and therefore the
function S(Q) is strictly decreasing for S(S − 6
√
S)¡Q6S2. Hence, for Mxed S the
diOerence S(Q) is maximized at Q= S(S − 6
√
S) where it takes the value
∗(S) :=
√
S2 − 6S3=2 − 12 (S +
√
S2 − 12S3=2):
Now it can be shown by (straightforward, but somewhat tedious) standard calculus
that this function ∗(S) is strictly decreasing for S¿145, and that it tends to 4:5, as
S tends to inMnity. Consequently, for S¿8061 and S(S − 6√S)¡Q6S2 the greatest
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possible diOerence between the upper bound and the lower bound in (5) is bounded
by
∗(8061) = 4:9999669 ¡ 5:
This leaves space for at most Mve integer values between the two bounds on , exactly
as claimed in the lemma. Finally, we note that S2 − 12S3=2¿(S − 8√S)2 holds for all
S¿8061, and that
1
2 (S +
√
2Q − S2) ¿ 12 (S + (S − 8
√
S)) = S − 4
√
S: (7)
Together with (5), this now yields ¿S − 4√S and completes the proof.
3. The algorithm
We apply the results of Section 2 to get a polynomial time algorithm for Fourier’s
general problem. Hence, let S and Q be two positive integers that constitute an input
to this problem.
(1) If S68060, then solve the problem by complete enumeration. STOP.
(2) If Q¡S, or if Q¿S2, or if Q and S are of diOerent parity, then output NO and
STOP.
(3) If S6Q6S(S − 6√S), then output YES and STOP.
(4) If S¿8061 and S(S − 6√S)¡Q6S2, then determine all integers  that satisfy
1
2 (S +
√
2Q − S2)66√Q. For each such , solve the instance (S − ; Q − 2)
recursively. Output YES if and only if at least one of these instances is a YES-
instance.
Observation 2.1, Lemmas 2.2 and 2.3 yield the correctness of Steps 2–4 of this algo-
rithm, respectively.
Let T (S) denote the maximum running time of the algorithm on all the instances
(S; Q) with Q6S2. The algorithm only performs elementary arithmetical operations on
integers with O(log S) bits, like addition, multiplication, division, evaluation of square
roots, etc. It is safe to assume that each such operation can be performed in O(log2 S)
time; see for instance [1] for a discussion of these issues. By Lemma 2.3, whenever
the algorithm enters Step 4, it makes at most Mve recursive calls for new instances
with Snew = S − 64√S. Thus, the time complexity T (S) satisMes
T (S)6 5 · T (4
√
S) + O(log2 S): (8)
It is routine to deduce from (8) that T (S)=O(logc S) for any c¿ log2 5 ≈ 2:33.
We summarize the main result of this note.
Theorem 3.1. For given positive integers S and Q, we can determine in polynomial
time O(log2:33 S) whether there exist positive integers x1; : : : ; xk that satisfy the con-
ditions
∑k
i=1 xi = S and
∑k
i=1 x
2
i =Q.
We conclude this section with some small observations on certiMcates for Fourier’s
general problem. Note that instances with Q= S = n have x1 = x2 = · · · = xn=1 as a
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unique certiMcate. In case we want to write down this certiMcate explicitly, then we
would need n bits for this, whereas the input size is only O(log n). Hence, the size
of this certiMcate would be exponential in the input size. The following observation
yields a more space-ePcient way of writing down the certiMcate.
Observation 3.2. For every YES-instance (S; Q) of Fourier’s general problem, the
certi8cate can be written in the following form:
• A non-negative integer y counts the occurrences of number 1 in the representation.
• The remaining numbers are speci8ed explicitly as z1; : : : ; zk .
That means that S =y+
∑k
i=1 zi and Q=y+
∑k
i=1 z
2
i . The size of this representation
is polynomially bounded in the input size.
Proof. The proof follows along the lines of the above algorithm. Every time we apply
Lemma 2.3 to an instance with sum S, we have to add one term zi to the representation
and the remaining sum goes down to 4
√
S. Applying Lemma 2.2 yields a similar result:
Either we add one term zi = S − 3
√
S − 6 (and the sum goes down to 3√S + 6) or
we add one term 1 (and thus increase y by one).
4. Discussion
The polynomial time algorithm in Theorem 3.1 seems to be a singular and quite
isolated result. I seriously doubt that it could be extended to get a polynomial time
solution for any of the following variations of Problem 1.1:
Stronger decision problem: For given integers S, Q and k, determine whether there
is some k-tuple (x1; : : : ; xk) of positive integers with
∑k
i=1 xi = S and
∑k
i=1 x
2
i =Q.
Optimization problem: For given integers S and Q, determine the smallest k
such that there is some k-tuple (x1; : : : ; xk) of positive integers with
∑k
i=1 xi = S and∑k
i=1 x
2
i =Q.
Counting problem: For given integers S and Q, determine the number of k-tuples
(x1; : : : ; xk) of positive integers with
∑k
i=1 xi = S and
∑k
i=1 x
2
i =Q.
There are also other problems nearby that immediately turn out to be NP-hard. Prob-
lem 1.1 asks whether Q can be represented as
∑k
i=1 x
2
i subject to the condition that the
numbers xi are positive integers that additionally satisfy the sum constraint
∑k
i=1 xi = S.
A closely related problem is to ask whether Q can be represented as
∑k
i=1 x
2
i subject
to the condition that the numbers xi are positive integers that additionally satisfy the
lower bound constraints xi¿‘i; here the ‘i (i=1; : : : ; k) are integers that are speci-
Med as part of the input. This new problem is NP-hard, since the NP-hard EVEN–
ODD-PARTITION problem [3] can be reduced to it; we omit the straightforward
argument.
Manders and Adleman [5] prove NP-hardness of a number of very primitive number-
theoretic problems. A striking result is the NP-hardness of the following problem:
Decide for three given positive integers a; b; c, whether the equation ax2 + by= c is
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solvable over the positive integers. How far is this problem away from the three open
problems that we listed above?
We conclude with some remarks on the original geometric problem of Fourier as
formulated in his letter to Bonard. Fourier makes the assumption that “no point of
intersection belongs to more than two lines.” This assumption is crucial for us, since
it allowed us to rewrite the geometric problem as the purely arithmetic Problem 1.1.
If we drop this assumption and allow arbitrary arrangements of lines, we arrive at
a diOerent problem of inherently geometric Ravor. This geometric problem has been
discussed by ErdSos [2] and by Salamon and ErdSos [6].
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