Abstract: Bit Error Rate (BER) is a significant metric extensively used in the performance evaluation of digital communication systems. Although BER can always be estimated through computer simulation, closed form expressions are often desirable in many scenarios. In this paper we propose an approximate formula for the BER of Turbo codes. With the proposed approximation, BER of Turbo codes under additive white Gaussian noise (AWGN) channel can be expressed as a product of two Gaussian Q functions with a scaling factor only depends on the signal-to-noise ratio (SNR). Simulation results show that the approximation error of the proposed formula is less than 0.3 dB both in AWGN and block Rayleigh fading channel. 
Introduction
Error rate performance is among the most critical performance metrics of digital communication systems. Although the numerical value of error rate can be obtained via computer simulation for almost all digital communication systems, exact or approximate analytical expressions are frequently desired in many situations.
In digital communications systems, error rate can be further categorized as bit error rate (BER), symbol error rate (SER), and codeword/codeblock error rate (WER/BLER). For uncoded BPSK, QPSK or QAM with square constellation, BER can be expressed as Gaussian Q function or linear combination of Q functions [1] .
Turbo code, first presented to the coding community in 1993 [2] , represents the most important breakthrough in channel coding. The origin turbo code offers near capacity performance for deep space and satellite channels. However, Turbo code also brings a challenging problem that evaluating their performance is difficult than ever.
People have gave many bounds of turbo code. Some of them focus on WER approximation [3, 4] and others concentrate on BER approximation [5, 6, 7] . The study on the relationship between WER and BER approximation of turbo code is rarely seen in channel coding field.
In this paper we extend the study of squared radius of decision region first proposed in [3] to evaluate the BER of turbo code instead of Monte Carlo simulations. We give out a simple approximation expression composed by the product of WER, raw BER with an empirical scaling factor. WER can be derived through approximate Gaussian Q function proposed in [3] and BER of uncoded BPSK system which we refered as raw BER is also known as a Gaussian Q function. Simulations prove the accuracy of our proposed formula and the deviation is less than 0.3 dB both in AWGN channel and block Rayleigh fading channel. This paper is structured as follows. Section II introduces the system model. In Section III, the approximate formula for calculating BER of turbo code is introduced, and then Section IV applies the approximate expression to evaluate the performance of turbo code in various situations. Finally, conclusions are drawn in Section V.
System model
Assuming k information bits b 1 ; b 2 ; Á Á Á ; b k are encoded to a binary turbo codeword of length n: c ¼ ðc 1 ; c 2 ; Á Á Á ; c n Þ. For the reason of simplicity, we assume that each code bit c i , i ¼ 1; 2; . . . ; n is mapped to a BPSK symbol s i ¼ ðÀ1Þ
where E c is the energy per code bit., E c ¼ c r E b where E b is the energy per information bit and c r ¼ k=n is the code rate. BPSK symbols s 1 ; s 2 ; Á Á Á ; s n are transmitted over an AWGN channel. For the i-th symbol, the received signal y i can be expressed as
where fz i g are i.i.d. Gaussian noise with zero mean and variance N 0 =2. Thus, the average bit SNR is E b =N 0 and the average symbol SNR is ¼ 2c r E b =N 0 . In the uncoded BPSK system, each y i will be passed through a hard decision unit which yieldsc
The probability Prfc i ≠ c i g, i ¼ 1; 2; Á Á Á ; k is refered to as raw BER in this paper and is denoted as P rBER . For AWGN channel, raw BER is given by [8]:
In the Turbo coded BPSK system, the received signals fy i g are soft demapped to logarithmic likelihood ratios (LLRs), and then these LLRs are fed to an iterative turbo decoder. The output of this iterative decoder isĉ ¼ ðĉ 1 ;ĉ 2 ; Á Á Á ;ĉ n Þ. The codeword error rate (WER) is defined as the probability P w ¼ Prfĉ ≠ cg. For AWGN channel, WER can be approximated as [3] :
where ð l ; l Þ are a pair of parameters completely determined by the encoder/ decoder design. Specifically, l and 2 l is, respectively, the average and the variance of the normalized squared radius of decision region.
The BER of the Turbo code is defined as the probability
3 The approximation formula Conditioned on decoder failure, i.e.ĉ ≠ c. Note that we only consider the decision of information bits in our study and we assume that the first k bits as systematic bits for the sake of convenience. Define
Á Á Á ; kÞ be the Hamming distance of c andĉ. Then the BER of the turbo code can be expressed as
Since it is difficult to analyze E½N 1 , we turn to consider N 2 ¼ d H ðc i ≠ c i Þ, ði ¼ 1; 2; Á Á Á ; kÞ, i.e. the error bit number in the hard decision. It is obvious that the raw BER is related with N 2 through
then with Eq. (3) and Eq. (4), BER can be approximated as
As a matter of fact, the α defined in Eq. (8) reflects the correlation of the random variables N 1 and N 2 . Fig. 1 is the simulated scatterplot of ðN 1 ; N 2 Þ and ð
; N 1 Þ. We can see that N 1 and N 2 are highly correlated. This implies that, based on the observation of N 1 , N 2 is predictable, provided that α is known.
Based on extensive simulations, we have found the following heuristic model for α:
where ½E b =N 0 dB is the decibel value of E b =N 0 .
Simulations
In this section, we use computer simulation to verify the approximate formula Eq. (10) over AWGN and block Rayleigh fading channel. Whole simulation results are presented in Fig. 2 .
In the simulation, we adopt a rate-1/3 turbo code, consisting of two identical constituent recursive systematic convolutional (RSC) encoders with constraint length 4 and generator ð13; 15; 17Þ o , separated by an interleaver of length k. Higher code rate is generated by puncturing. Both the Log-MAP and the max-Log-MAP decoding are considered in the simulation. The max iteration times is set to 8. The approximate results of l and 2 l of Eq. (4) for common code rate cases can be found in Table I . Fig. 1 . The error bit number relationship before and after iterative decoding of ð576; 288Þ turbo code at 0 dB Fig. 2(a) presents the simulation results of ð576; kÞ turbo code of different code rates. Except the error floor, we can observe the gap between 1/2 and 1/3 rate is no more than 0.2 dB, but the 2/3 rate result is too poor for about 0.5 dB error. This also fit the conclusion that formula Eq. (4) is more suitable for lower rate turbo code.
Simulation results of different code lengths for a rate-1/2 turbo code are shown in Fig. 2(b) . As can be observed, the longer the code length is, the smaller gap between the Monte Carlo simulation results and the proposed formula Eq. (10) can be achieved. Fig. 2(c) adds the max Log-MAP decoding method result to serve as a contrast to Log-MAP algorithm. The worst gap between the Monte-Carlo simulations and the approximation formula is about 0.3 dB in both decoding methods. Fig. 2(d) represents the results of block fading channel case to verify our approximate formula. Consider that the two curve are too close to each other, we utilize "average SNR(dB)" instead of "average Eb/N0(dB)" as horizontal axis to separate two simulation curves.
Conclusion
Squared radius of decision region proposed in [3] introduces a new vision on the performance evaluation of turbo codes. By extending it, an approximate formula can be derived to calculate BER of turbo code under BPSK modulation over AWGN and block Rayleigh fading channel. Simulation results show that deviation of evaluated BER between the proposed formula and Monte Carlo simulations is less than 0.3 dB on the interested SNRs, and the error of BER is almost negligible for many wireless communication applications. Since the simple form of the approximate formula make it easier to use software such as Matlab with Gaussian Q functions integrated, it can offer a convenient way for any further analytical evaluation without Monte Carlo simulations.
