Let A be a positive bounded linear operator acting on a complex Hilbert space H, · | · . Let ω A (T ) and T A denote the A-numerical radius and the A-operator seminorm of an operator T acting on the semi-Hilbertian space H, · | · A respectively, where x | y A := Ax | y for all x, y ∈ H. In this paper, we prove that
Introduction and Preliminaries
Throughout this paper H, · | · is a non trivial complex Hilbert space equipped with the norm · . Let B (H) stand for the Banach algebra of all bounded linear operators defined on H with the identity operator I.
For T ∈ B (H), the numerical range of T is the image of the unit sphere of H under the quadratic form x → T x, x associated with T . That is, It is well known that ω (·) defines a norm on B (H) which is equivalent to operator norm · . More precisely, for any T ∈ B (H), we have
Moreover, the inequalities in (1.1) are sharp.
In 2003, Kittaneh [17] refined the second inequality of (1.1). More precisely, he proved that for every operator T ∈ B (H), we have
After that, the same author showed in [18] that for any T ∈ B (H), we have
Notice that the constants 1 4 and 1 2 in (1.3) are best possible. One main target of this paper is to extend (1.3) to the framework of semi-Hilbertian spaces.
In addition, S.S. Dragomir used in [10] Buzano inequality to improve the second inequality of (1.1). He proved that for every T ∈ B (H), we have
Moreover, the constant 1 2 is best possible in (1.4) . Now, we recall some general well-known results for the product of two operators. One may see [11] and the references therein. For proofs and more facts about these results, we refer to [14] . (
1.5)
If U is an isometry operator (that is U * U = I) and T U = UT , then (1.5) also holds true.
From now on, by an operator we mean a bounded linear operator in B(H). Also, the range of every operator T is denoted by R(T ), its null space by N (T ) and T * is the adjoint of T . Moreover, we assume that every A ∈ B(H) is a positive operator (i.e. Ax | x ≥ 0 for all x ∈ H).
For the sequel, it is crucial to point out the following facts. Any positive operator A induces a semi-inner product on H defined by x | y A = Ax | y for every x, y ∈ H. The seminorm induced by · | · A is denoted by · A . One can see that x A = 0 if and only if x ∈ N (A). So, (H, · A ) is a normed space if and only if A is one-to-one. In addition, it can be observed that the seminormed space (H, · A ) is a complete if and only if R(A) is closed in H.
For the rest of this paper, we assume that A denotes a nonzero positive operator in B(H). Also, the orthogonal projection onto R(A) will be denoted by P A . Now, we recall the following definition.
Generally, the existence of an A-adjoint operator is not guaranteed. The set of all operators in B(H) admitting A-adjoints is denoted by B A (H). By Douglas Theorem [13] , we have
Further, the set of all operators admitting A 1/2 -adjoints is denoted by B A 1/2 (H). Again, by applying Douglas Theorem, we obatin
hold with equality if A is injective and has a closed range. For an account of results, we refer to [1, 2, 7] and the references therein. Clearly, · | · A induces a seminorm on B A 1/2 (H). Indeed, if T ∈ B A 1/2 (H), then
It should be emphasized that it may happen that T A = +∞ for some T ∈ B(H) \ B A 1/2 (H). For the reader's convenience, we state here an example.
Example 1.1. Let A be the positive operator on ℓ 2 N * (C) defined by Ae n = en n! for all n ∈ N * . Here (e n ) n∈N * is denoted to be the canonical basis of ℓ 2 N * (C). Let also T ℓ be the backward shift operator on ℓ 2 N * (C) (that is T ℓ e 1 = 0 and T ℓ e n = e n−1 for all n ≥ 2). It is not difficult to see that e n A = 1 √ n! for all n ∈ N * and T ℓ e n A = 1 √ (n−1)! = √ n e n A for n ≥ 2. Hence, we deduce that T ℓ A = +∞.
Before we move on, it should be mentioned that for
Also, we would like to emphasize that (1.6) fails to hold in general for some T ∈ B(H). In fact, one can take the operators A = 0 0 0 1 and T = 0 1 1 0 on C 2 . If x = (1, 0), then x A = 0 and T x A = 1. Thus, (1.6) fails to be true. Moreover, by applying (1.6) we show that
for every T, S ∈ B A 1/2 (H). If T ∈ B A (H), the reduced solution of the equation AX = T * A is a distinguished A-adjoint operator of T , which is denoted by T ♯ A . We observe that
For results concerning T ♯ A and A † see [1, 2] 
For more facts related to this class of operators, we invite the reader to [1, 2] and their references. Now, we recall that an operator
For more details related to these classes of operators, the reader can consult [1] .
Recently, the A-numerical range of an operator T ∈ B(H) is defined by Baklouti et al. in [7] as [7] ). More precisely, we have
It should be mentioned that W A (T ) = C when T ∈ B(H) and satisfies T (N (A)) ⊂ N (A) ([7, Theorem 2.1.]). So, ω A (T ) = +∞ for every operator T ∈ B(H) such that T (N (A)) ⊂ N (A). For example, if one consider the following operators A = 1 0 0 0 and T = 0 1 1 0 , we get ω A (T ) = +∞. Notice that ω A (·) is a seminorm on B A 1/2 (H) with is equivalent to the A-operator seminorm. More precisely, it was shown in [7] that for every T ∈ B A 1/2 (H), we have
Recently, the present author proved in [15] some A-numerical radius inequalities for A-bounded operators. In particular, he showed that for every
and
(1.10)
Clearly, (1.10) is a refinement of the second inequality in (1.8) . For other facts and results related to the concept of A-numerical radius, the reader is referred to [24, 7, 8, 15] and the references therein. In recent years, several results covering some classes of operators on a complex Hilbert space H, · | · were extended to H, · | · A . The reader is invited to see [23, 24, 7, 8, 22] and the references therein. In this article, we will establish several results governing ω A (·) and · A . Some of these results will be a natural extensions of the well-known case A = I.
Results
In this section, we present our results. Before that, we need some prerequisites. The semi-inner product · | · A induces on the quotient H/N (A) an inner product which is not complete unless R(A) is closed. However, a canonical construction due to de Branges and Rovnyak [9] shows that the completion of H/N (A) is isometrically isomorphic to the Hilbert space R(A 1/2 ) equipped with the following inner product
For the sequel, the Hilbert space R(A 1/2 ), ·, · R(A 1/2 ) will be denoted by R(A 1/2 ). Moreover, by using (2.1), it can be checked that
The following proposition is taken from [3] .
Before we move on, it is useful to mention that if T ∈ B A 1/2 (H), then 
From now on, T * will be simply denoted by T * .
Now, we state our first main result in this paper.
Proof. Firstly, we shall prove that for every X,
On the other hand, since XY ∈ B A 1/2 (H), then again in view of Proposition 2.1 we have Z A (XY ) = ( XY )Z A . Thus, since XY is unique, then we conclude that XY = X Y . Similarly, we can prove that X + Y = X + Y . Now, let T ∈ B A 1/2 (H). By Proposition 2.1 there exists a unique T ∈ B(R(A 1/2 )) such that Z A T = T Z A . So, by using (1.3) we get
. This implies, by Lemma 2.1 that
, which in turn yields, through (2.5), that
. Finally, by applying Lemma 2.2 together with (2.3), we get
Hence the proof is complete.
In order to see that the inequalities of (2.4) refine the inequalities of (1.8), we need the following Lemma.
Proof. Notice first that in view of the inequality (33) in [19] , we have X 2 A ≤ X * X + XX * A , for every Hilbert space operator X ∈ B(H). So, by proceeding as in the proof of Theorem 2.1, we get
. Hence, we get (2.6) by using (2.3).
We would like to emphasize that, since T T ♯ A A = T ♯ A T A = T 2 A , then by using the triangle inequality together with Lemma (2.3) we obtain
So, clearly the inequalities (2.4) improve inequalities (1.8).
Remark 2.1. The second inequality in Theorem 2.1 has recently been proved by Zamani in [24] . However, our proof here is different from his approach.
The following result follows immediately by proceeding as in the proof of Theorem 2.1 and using (1.4).
Remark 2.2. From Theorem 2.2 together with (1.9) we see that
Hence, (2.7) refines the second inequality in (1.8).
Now, we turn our attention to the study of some A-numerical radius inequalities related to the product of two operators. Our first result reads as follows.
Proof. It follows from (1.8) and (1.7) that = ω( T S)
Hence, (2.9) is proved. If U is an A-isometry operator which commutes with an operator T ∈ B A 1/2 (H), then (2.10) also holds true.
Proof. Notice first that an operator U ∈ B A (H) is A-unitary if and only if
This implies that
On the other hand, it can be seen that P A = I R(A 1/2 . So, by using Lemma 2.1 we get This proves (2.10) by observing that U T = UT and using Lemma 2.2. Now, let U ∈ B A (H) is an A-isometry operator. By similar arguments, one can see that U ∈ B(R(A 1/2 )) is an isometry operator. So, the proof of the theorem is complete by proceeding as above and using Theorem 1.2.
Our next result reads as follows.
Theorem 2.5. Let T ∈ B A (H) and S ∈ B A 1/2 (H) be such that T S = ST and
Proof. Since T S = ST and T ♯ A S = ST ♯ A , then by the same arguments used in the previous proofs, we infer that T S = S T and T * S = S T * .
So, an application of Theorem 1.3 shows that
Therefore, we get (2.11) by applying Lemma 2.2 together with (2.3).
Proof. Since S is an A-isometry operator, then clearly we have S A = 1. Therefore, we get the desired result by applying Theorem 2.5
Recall from [8] that an operator T ∈ B A (H) is said to be A-normal if
Now, we state the following theorem. Proof. Let T ∈ B A (H) is an A-normal. It is not difficult to see that T ∈ B(R(A 1/2 )) is a normal operator. So, since T is an A-normal operator and satisfies T S = ST , then T is a normal operator on R(A 1/2 ) and satisfies T S = S T . Therefore, by Feglede's theorem [20] we deduce that T * S = S T * . This implies, by taking adjoints, that T S * = S * T . Hence, by applying Theorem 1.3 we get
On the other hand, since T is a normal operator in B(R(A 1/2 )), then ω( T ) = T B(R(A 1/2 )) (see [6] ). So, we deduce that
Hence, by using Lemma 2.2, we obtain
as required.
In order to prove the next result, we need the following lemma. Before that, it is useful to recall that for any T ∈ B(H), we have 
14)
for every x, y ∈ H. 
Hence, we get (2.14) as desired.
Our next main result reads as follows.
Proof. Let x ∈ H. By using Lemma 2.4 and the arithmetic-geometric mean inequality, we obtain
Hence, 15) for all x ∈ H. Therefore, we obtain the desired inequality by taking the supremum in (2.15) over all x ∈ H with x A = 1.
The following two corollaries are immediate consequences of Theorem 2.7.
Then
Notice that (2.16) provides an upper bound for the A-numerical radius of the commutator T S − ST .
Our next result can be stated as follows.
So, by using the fact that ω A (·) is a seminorm and (1.9) we see that
Hence,
If ω A (T ) = ω A (S) = 0, then AT = AS = 0 and so (2.17) holds trivially. Now, assume that ω A (T ) = 0 and ω A (S) = 0. By replacing T and S by T ω A (T ) and S ω A (S) respectively in (2.18), we get (2.17) as required.
The following corollary is an immediate consequence of Theorem 2.8 and provides an alternative proof of (2.9).
In relation to this problem, by proceeding as in the proof of Theorem 2.1 and using Theorems 3 and 11 in [16] , we state the following result which is a natural generalization of the well-known theorems proved by Fong and Holbrook in [16] .
Notice that the inequality (2.19) is sharp. Indeed, the sharpness of (2.19) can be checked by using the following operators given in [4] . A = 1 0 0 1 , T = √ 2 2 1 −1 1 1 and S = 0 1 0 0 .
As a straightforward consequence of (2.19), we state the following corollary. Our next result reads as follows.
Theorem 2.10. Let T 1 , T 2 , S 1 , S 2 ∈ B A (H).
Proof. Let x ∈ H be such that x A = 1. An application of the Cauchy-Schwarz inequality gives
A , for all x ∈ H with x A = 1. By taking the supremum over all x ∈ H with x A = 1 in the above inequality we obtain
A , as desired.
The following corollary is an immediate consequence of Theorem 2.10 and generalizes [5, Theorem 2.1.]. 
