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ON HOMOMORPHISMS INDEXED BY SEMISTANDARD TABLEAUX
SINE´AD LYLE
Abstract. We study the homomorphism spaces between Specht modules for the Hecke algebras H of type
A. We prove a cellular analogue of the kernel intersection theorem and a q-analogue of a theorem of Fay-
ers and Martin and apply these results to give an algorithm which computes the homomorphism spaces
HomH(S
µ, Sλ) for certain pairs of partitions λ and µ. We give an explicit description of the homomorphism
spaces HomH(S
µ, Sλ) where H is an algebra over the complex numbers, λ = (λ1, λ2) and µ is an arbitrary
partition with µ1 ≥ λ2.
1. Introduction
The Hecke algebras H = HF,q(Sn) of the symmetric groups are classical objects of study and the most
important open problem in their representation theory is to determine the structure of the Specht modules
Sλ where λ is a partition of n. In this area there are many obvious questions that remain unanswered. For
example, we rarely know the composition factors of Sλ or their multiplicities. However, information on the
Specht modules may be obtained by computing HomH(S
µ, Sλ) for µ and λ partitions of n. An approach to
this problem using the kernel intersection theorem was suggested by James, who gave an easy classification
of HomFSn(S
µ, S(n)) [10, Theorem 24.4]. This approach has subsequently been developed. In particular,
results of Fayers and Martin [7] have given us techniques to compute HomFSn(S
µ, Sλ) for more general λ
(which they used in the same paper to give an elementary proof of the Carter-Payne theorem). In this paper,
we extend the most useful of their results to the Hecke algebra H. This enables us to give an algorithm,
easily implemented on a computer, which will compute certain homomorphism spaces. Using this method
we completely classify the homomorphism space HomH(S
µ, Sλ) where λ has at most two parts, µ1 ≥ λ2 and
H is defined over a field of characteristic zero.
The paper is organised as follows. We begin with the definition of the Hecke algebras and some background
discussion. We then state our main results and give some examples and applications. The proofs of the main
results, Theorem 2.3, Theorem 2.9 and Propositions 2.19 to 2.27 are deferred to the next section; in fact, we
give only an indication of the proof of the last propositions, for reasons we discuss in Section 2.3. We end
with a brief discussion about homomorphisms between the Specht modules of Dipper and James.
2. Main results
2.1. The Hecke algebras of type A. The definitions in this section are standard and may all be found
the the book of Mathas [14].
For each integer n ≥ 0, let Sn be the symmetric group on n letters. If R is a ring and q an invertible
element of R then the Hecke algebra H = HR,q(Sn) is defined to be the unital associative R-algebra with
generators T1, . . . , Tn−1 subject to the relations
TiTj = TjTi, 1 ≤ i < j − 1 ≤ n− 2,
TiTi+1Ti = Ti+1TiTi+1, 1 ≤ i ≤ n− 2,
(Ti + 1)(Ti − q) = 0, 1 ≤ i ≤ n− 1,
so that if q = 1 then H ∼= RSn. If w ∈ Sn can be written as w = (i1, i1 + 1) . . . (ik, ik + 1) where k is
minimal, we define Tw = Ti1 . . . Tik . Then H is a free R-module with a basis {Tw | w ∈ Sn}. An expression
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w = (i1, i1+1) . . . (ik, ik+1) with k minimal is known as a reduced expression for w and we define the length
of w by ℓ(w) = k.
Recall that a composition of n ≥ 0 is a sequence µ = (µ1, µ2, . . . , µl) of non-negative integers that sum to
n and a partition is a composition with the additional property that µ1 ≥ µ2 ≥ . . . ≥ µl. If µ is a partition
of n, write µ ⊢ n. We define a partial order D on the set of compositions of n by saying that λD µ if
j∑
i=1
λi ≥
j∑
i=1
µi
for all j. If λD µ and λ 6= µ, write λ⊲ µ.
Let µ be a composition of n. Define the corresponding Young diagram [µ] by
[µ] = {(r, c) | 1 ≤ c ≤ µr}.
A µ-tableau T is a map T : [µ] → {1, 2, . . .}; we think of this as a way of replacing the nodes (r, c) of [µ]
with the integers 1, 2, . . . and so may talk about the rows and columns of T. (Note that we use the English
convention for writing our diagrams.) Let T (µ) be the set of µ-tableaux such that each integer 1, 2, . . . , n
appears exactly once and let tµ ∈ T (µ) be the tableau with {1, 2, . . . , n} entered in order along the rows of
[µ] from left to right and top to bottom. If t ∈ T (µ) and I ⊆ {1, 2, . . . , n}, say that I is in row-order in t if
for all i, j ∈ I with i < j either j lies in a lower row than i (that is, a row of higher index); or i and j lie in
the same row, with j to the right of i. Then tµ is the unique tableau in T (µ) with {1, 2, . . . , n} in row-order.
The symmetric group Sn acts on the right on the elements of T (µ) by permuting the entries in each
tableau. If t ∈ T (µ), let d(t) be the permutation such that t = tµd(t). Let Sµ denote the row-stabilizer of
t
µ, that is, the set of all permutations w such that each i ∈ {1, 2, . . . , n} lies in the same row of tµ as tµw.
We say that t ∈ T (µ) is row-standard if the entries increase along the rows and standard if µ is a partition
and the entries increase both along the rows and down the columns. Let RStd(µ) ⊆ T (µ) denote the set of
row-standard µ-tableaux and, if µ is a partition, let Std(µ) ⊆ RStd(µ) denote the set of standard µ-tableaux.
Define
mµ =
∑
w∈Sµ
Tw,
and set Mµ to be the right H-module
Mµ = mµH.
Define ∗ : H → H to be the anti-isomorphism determined by T ∗i = Ti and if s, t ∈ RStd(µ) define
mst = T
∗
d(s)mµTd(t).
Then
{mst | s, t ∈ Std(λ) for some λ ⊢ n}
is a cellular basis of H with respect to the partial order D and the anti-isomorphism ∗. In accordance with
the theory of cellular algebras, if λ ⊢ n we define H⊲λ to be the free R-module with basis
{mst | s, t ∈ Std(ν) for some ν ⊢ n such that ν ⊲ λ};
then H⊲λ is a two-sided ideal of H. Following Graham and Lehrer [9], we define the cell module Sλ, also
known as a Specht module, to be the right H-module
Sλ = (H⊲λ +mλ)H
and define πλ : M
λ → Sλ to be the natural projection determined by πλ(mλ) = H
⊲λ +mλ. These Specht
modules are the main objects of interest in the study of the representation theory of the Hecke algebras H
and the symmetric groups Sn. One of the most important open problems in representation theory is to
determine the decomposition matrices for the Hecke algebra H, that is, compute the composition factors of
the Specht modules. In this paper, we study a closely related problem. We consider homomorphisms between
Specht modules Sµ and Sλ, for µ and λ partitions of n.
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2.2. Homomorphisms between Specht modules. Suppose λ is a partition of n and let T be a λ-tableaux.
Say that T is of type µ if µ is the composition such that each integer i ≥ 1 appears µi times in T. Let
T (λ, µ) denote the set of λ-tableaux of type µ. We say that S ∈ T (λ, µ) is row-standard if the entries
are non-decreasing along the rows and is semistandard if it is row-standard and the entries are strictly
increasing down the columns. Let Tr(λ, µ) ⊆ T (λ, µ) denote the set of row-standard λ-tableaux of type µ and
T0(λ, µ) ⊆ Tr(λ, µ) denote the set of semistandard λ-tableaux of type µ. If s ∈ T (λ), define µ(s) ∈ T (λ, µ)
to be the tableau obtained by replacing each integer i ≥ 1 with its row index in tµ.
Suppose that λ is a partition of n and that µ is a composition of n. If S ∈ Tr(λ, µ) define ΘS : M
µ → Sλ
to be the homomorphism determined by
ΘS(mµ) = H
⊲λ +
∑
s∈RStd(λ)
µ(s)=S
mλTd(s).
Let EHomH(M
µ, Sλ) be the subspace of HomH(M
µ, Sλ) consisting of homomorphisms Θ such that Θ = πλ◦Θ˜
for some Θ˜ : Mµ → Mλ. By construction, if S ∈ Tr(λ, µ) then ΘS ∈ EHomH(M
µ, Sλ). If e ≥ 2, say that a
partition λ is e-restricted if λi − λi+1 < e for all i.
Theorem 2.1 ( [4, Corollary 8.7]). The maps
{ΘS | S ∈ T0(λ, µ)}
are a basis of EHomH(M
µ, Sλ). Furthermore, unless q = −1 and λ is not 2-restricted
EHomH(M
µ, Sλ) = HomH(M
µ, Sλ).
Note that this implies that if EHomH(M
µ, Sλ) 6= {0} then λD µ.
Now suppose µ is a partition and let EHomH(S
µ, Sλ) be the set of maps Θ¯ ∈ HomH(S
µ, Sλ) with the
property that Θ¯ ◦ πµ ∈ EHomH(M
µ, Sλ). Again, EHomH(S
µ, Sλ) = HomH(S
µ, Sλ) unless q = −1 and λ is
not 2-restricted. Apart from the fact that our techniques are well-adapted to determining EHomH(S
µ, Sλ),
we have another reason to want to study this space.
Theorem 2.2 ( [4, Corollary 8.6]). Let Sq denote the q-Schur algebra and let ∆
µ and ∆λ be the Weyl modules
corresponding to the partitions µ and λ. Then
EHomH(S
µ, Sλ) ∼=R HomSq (∆
µ,∆λ).
Fix a pair of partitions λ and µ of n. We want to compute EHomH(S
µ, Sλ). If Θ¯ ∈ EHomH(S
µ, Sλ) then
Θ¯ can be pulled back to give a homomorphism Θ ∈ EHomH(M
µ, Sλ). Conversely, Θ ∈ EHomH(M
µ, Sλ)
factors through Sµ if and only if Θ(mµh) = 0 for all h ∈ H such that mµh ∈ H
⊲µ.
Mµ
πµ ✲ Sµ
Sλ
Θ¯
❄
Θ
✲
We would therefore like to make it easier to check this condition. If η = (η1, η2, . . . , ηl) is any composition
and k ≥ 0, let η¯k =
∑k
i=1 ηi and η¯ =
∑
i≥1 ηi. For m ≥ 0, let S{m+1,...,m+η¯} denote the symmetric
group on the letters m+1, . . . ,m+ η¯ and let Dm,η be the set of minimal length right coset representatives of
S(m,η1,...,ηl)∩S{m+1,...,m+η¯} in S{m+1,...,m+η¯}. (Hence if t is the η-tableau with the numbers m+1, . . . ,m+ η¯
entered in order along its rows then w ∈ Dm,η if and only if tw is row-standard.) Set
C(m; η) = C(m; η1, η2, . . . , ηl) =
∑
w∈Dm,η
Tw.
If µ = (µ1, µ2, . . . , µb) then for 1 ≤ d < b and 1 ≤ t ≤ µd+1, define
hd,t = C(µ¯d−1;µd, t).
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Example 1. Let µ = (3, 2, 2). Then
h1,1 = I + T3 + T3T2 + T3T2T1,
h1,2 = I + T3 + T3T2 + T3T2T1 + T3T4 + T3T2T4 + T3T2T1T4 + T3T2T4T3 + T3T2T1T4T3 + T3T2T1T4T3T2,
h2,1 = I + T5 + T5T4,
h2,2 = I + T5 + T5T4 + T5T6 + T5T4T6 + T5T4T6T5.
Theorem 2.3. Let I be the right ideal generated by {mµhd,t | 1 ≤ d < b and 1 ≤ t ≤ µd+1}. Then
I =Mµ ∩H⊲µ.
We prove Theorem 2.3 in Section 3.1.
Corollary 2.4. Suppose that Θ : Mµ → Sλ. Then Θ(mµh) = 0 for all h ∈ H such that mµh ∈ H
⊲µ if and
only if Θ(mµhd,t) = 0 for all 1 ≤ d < b and 1 ≤ t ≤ µd+1.
Remark. We have chosen to work with the Specht modules which arise as the cell modules for the Murphy
basis, rather than the Specht modules of Dipper and James. This is consistent, for example, with the work
of Corlett on homomorphisms between Specht modules for the Ariki-Koike algebras [1]. As such, the kernel
intersection theorem [4, Theorem 3.6] does not apply, and so Theorem 2.3 has been created to take its place.
In Section 4, we show that working in either world gives the same results.
We have shown that determining EHomH(S
µ, Sλ) is equivalent to finding
Ψ(µ, λ) = {Θ ∈ EHomH(M
µ, Sλ) | Θ(mµhd,t) = 0 for all 1 ≤ d < b, 1 ≤ t ≤ µd+1},
bearing in mind that EHomH(M
µ, Sλ) has a basis indexed by semistandard λ-tableaux of type µ.
If S is a tableau and X and Y are sets of positive integers we define SXY be the number of entries in row
r of S, for some r ∈ Y , which are equal to some x ∈ X . We further abbreviate this notation by setting
S
≤x
>r = S
[1,x]
(r,∞), S
x
r = S
{x}
{r} and so on. Now if m ≥ 0 define
[m] = 1 + q + . . .+ qm−1 ∈ R.
Let [0]! = 1 and for m ≥ 1, set [m]! = [m][m− 1]!. If m ≥ k ≥ 0, set[
m
k
]
=
[m]!
[k]![m− k]!
.
If m, k ∈ Z and any of the conditions m ≥ k ≥ 0 fail, set
[
m
k
]
= 0. We record some results which we will need
later. The first is well-known.
Lemma 2.5. Suppose n,m ≥ 0. Then[
n+ 1
m
]
=
[
n
m− 1
]
+ qm
[
n
m
]
=
[
n
m
]
+ qn−m+1
[
n
m− 1
]
.
Lemma 2.6. Suppose m, k ≥ n ≥ 0. Then,
∑
γ≥0
(−1)γq(
γ
2)
[
n
γ
][
m− γ
k
]
= qn(m−k)
[
m− n
k − n
]
.
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Proof. The lemma is true for n = 0 so suppose n > 0 and that the lemma holds for n − 1. Then using
Lemma 2.5 and the inductive hypothesis,∑
γ≥0
(−1)γq(
γ
2)
[
n
γ
][
m− γ
k
]
=
∑
γ≥0
(−1)γq(
γ
2)
([
n− 1
γ
]
+ qn−γ
[
n− 1
γ − 1
])[
m− γ
k
]
=
∑
γ≥0
(−1)γq(
γ
2)
[
n− 1
γ
][
m− γ
k
]
− qn−1
∑
γ≥0
(−1)γq(
γ
2)
[
n− 1
γ
][
m− γ − 1
k
]
= q(n−1)(m−k)
[
m− n+ 1
k − n+ 1
]
− qn−1q(n−1)(m−k−1)
[
m− n
k − n+ 1
]
= qn(m−k)
[
m− n
k − n
]

The following result may be seen by applying [14, Equation 4.6] and the anti-isomorphism ∗ to [11,
Proposition 2.14 ].
Proposition 2.7 ( [11], Proposition 2.14). Suppose that T ∈ Tr(λ, µ). Choose d with 1 ≤ d < b and t with
1 ≤ t ≤ µd+1. Let S be the set of row-standard tableaux obtained by replacing t of the entries in T which are
equal to d+ 1 with d. Each tableaux S ∈ S will be of type ν(d, t) where
ν(d, t)j =


µj + t, j = d,
µj − t, j = d+ 1,
µj , otherwise.
Recall that ΘT :M
µ → Sλ and ΘS :M
ν(d,t) → Sλ. Then
ΘT(mµhd,t) =
∑
S∈S

 a∏
j=1
qT
d
>j(S
d
j−T
d
j )
[
S
d
j
Tdj
]ΘS(mν(d,t)).
So if Θ ∈ EHomH(M
µ, Sλ) then we may write Θ(mµhd,t) = Φ(mν(d,t)) where Φ is a linear combination of
homomorphisms indexed by λ-tableaux of type ν(d, t), with known coefficients. However, since these tableaux
may not be semistandard, the corresponding homomorphisms may not be linearly independent and so we
cannot say immediately whether Θ(mµhd,t) = 0. We would therefore like a method of writing a map ΘS as
a linear combination of homomorphisms indexed by semistandard tableaux. Unfortunately, we do not have
an algorithm for this process. However, we do have a way of rewriting homomorphisms. The following result
is due to Fayers and Martin, and holds when H ∼= RSn. It was probably the strongest combinatorial result
they used to give their elementary proof of the Carter-Payne theorem [7]. Recall that if η = (η1, η2, . . . , ηl)
is any sequence of integers then η¯k =
∑k
i=1 ηi.
Proposition 2.8 ( [7], Lemma 7). Suppose H ∼= RSn and that λ = (λ1, . . . , λa) is a partition of n and
ν = (ν1, . . . , νb) a composition of n. Suppose S ∈ Tr(λ, ν). Choose r1 6= r2 with 1 ≤ r1, r2 ≤ a and λr1 ≥ λr2
and d with 1 ≤ d ≤ b. Let
G =
{
g = (g1, g2, . . . , gb) | gd = 0, g¯ = S
d
r2 , and gi ≤ S
i
r1 for 1 ≤ i ≤ b
}
.
For g ∈ G, let Ug be the row-standard tableau formed by moving all entries equal to d from row r2 to row r1
and for i 6= d moving gi entries equal to i from row r1 to row r2 (where we assume we may reorder the rows
if necessary). Then
ΘS = (−1)
S
d
r2
∑
g∈G
(
b∏
i=1
(
Sir2 + gi
gi
))
ΘUg .
Since Fayers and Martin work in the setting by James [10], it is not immediate that their result carries
over to our cellular algebra setting. See, however, Section 4.
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Unfortunately, the obvious q-analogue of Proposition 2.8, that is, in the notation above, that the H-
homomorphism ΘS can be writen as a linear combination of maps ΘUg where g ∈ G, is false. The following
identity can be checked by hand. We identify a tableau U of type ν with the image ΘU(mν).
Example 2. Let λ = (22, 1) and ν = (15). Then
1 2
3 5
4
= −
1 4
3 5
2
−
2 4
3 5
1
+ (q − 1)
1 2
3 4
5
.
Now
1 4
3 5
2
= −
1 4
2 5
3
+
1 2
3 4
5
+
1 3
2 4
5
,
2 4
3 5
1
= (q − 2)
1 2
3 4
5
−
1 2
3 5
4
−
1 3
2 4
5
+
1 4
2 5
3
,
so that if q 6= 1, we cannot write
1 2
3 5
4
as a linear combination of
1 4
3 5
2
and
2 4
3 5
1
.
We do however have the following weaker analogue of Proposition 2.8.
Theorem 2.9. Suppose λ = (λ1, . . . , λa) is a partition of n and ν = (ν1, . . . , νb) is a composition of n. Let
S ∈ Tr(λ, ν).
(1) Suppose 1 ≤ r ≤ a− 1 and that 1 ≤ d ≤ b. Let
G =
{
g = (g1, g2, . . . , gb) | gd = 0, g¯ = S
d
r+1 and gi ≤ S
i
r for 1 ≤ i ≤ b
}
.
For g ∈ G, let Ug be the row-standard tableau formed by moving all entries equal to d from row r+ 1
to row r and for i 6= d moving gi entries equal to i from row r to row r + 1. Then
ΘS = (−1)
S
d
r+1q−(
S
d
r+1+1
2
)q−S
d
r+1S
<d
r+1
∑
g∈G
qg¯d−1
b∏
i=1
qgiS
<i
r+1
[
Sir+1 + gi
gi
]
ΘUg .
(2) Suppose 1 ≤ r ≤ a− 1 and λr = λr+1 and that 1 ≤ d ≤ b. Let
G =
{
g = (g1, g2, . . . , gb) | gd = 0, g¯ = S
d
r and gi ≤ S
i
r+1 for 1 ≤ i ≤ b
}
.
For g ∈ G, let Ug be the row-standard tableau formed by moving all entries equal to d from row r to
row r + 1 of S and for i 6= d moving gi entries equal to i from row r + 1 to row r. Then
ΘS = (−1)
S
d
r q−(
S
d
r
2 )q−S
d
rS
>d
r
∑
g∈G
q−g¯d−1
b∏
i=1
qgiS
>i
r
[
Sir + gi
gi
]
ΘUg .
The proof of Theorem 2.9 is both technical and long, so we postpone it until the next section and give
some examples. As above, we identify a tableau T of type σ with ΘT(mσ). Set
e = min{f ≥ 2 | 1 + q + · · ·+ qf−1 = 0},
with e =∞ if 1 + q + · · ·+ qf−1 6= 0 for all f ≥ 2, and recall that if R is a field then H is (split) semisimple
if and only if e > n.
Example 3. Suppose R is a field. Let µ = (3, 2, 2) and λ = (5, 2). If Θ ∈ EHomH(M
µ, Sλ) then Θ is
determined by
Θ(mµ) = α 1 1 1 2 2
3 3
+ β 1 1 1 2 3
2 3
+ γ 1 1 1 3 3
2 2
for some α, β, γ ∈ R. Then applying Proposition 2.7 and Theorem 2.9,
Θ(mµh2,1) = α 1 1 1 2 2
2 3
+ [2]β 1 1 1 2 3
2 2
+ q[2]β 1 1 1 2 2
2 3
+ q2γ 1 1 1 2 3
2 2
,
Θ(mµh2,2) = α 1 1 1 2 2
2 2
+ q[2]2β 1 1 1 2 2
2 2
+ q4γ 1 1 1 2 2
2 2
,
Θ(mµh1,1) = [4]α 1 1 1 1 2
3 3
+ [4]β 1 1 1 1 3
2 3
+ β 1 1 1 2 3
1 3
+ γ 1 1 1 3 3
1 2
= [4]α 1 1 1 1 2
3 3
+ [4]β 1 1 1 1 3
2 3
− β 1 1 1 1 3
2 3
− [2]β 1 1 1 1 2
3 3
− qγ 1 1 1 1 3
2 3
,
Θ(mµh1,2) =
[
5
2
]
α 1 1 1 1 1
3 3
+ [4]β 1 1 1 1 3
1 3
+ γ 1 1 1 3 3
1 1
=
[
5
2
]
α 1 1 1 1 1
3 3
− [2][4]β 1 1 1 1 1
3 3
+ qγ 1 1 1 1 1
3 3
.
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Since Θ ∈ Ψ(µ, λ) if and only if Θ(mµhd,t) = 0 for all d, t above, we see that Ψ(µ, λ) and hence EHomH(S
µ, Sλ)
is 1-dimensional if e = 5 and zero otherwise. Moreover if e = 5, the space Ψ(µ, λ) is spanned by the map Θ
determined by
Θ(mµ) = q
3[2] 1 1 1 2 2
3 3
− q2 1 1 1 2 3
2 3
+ [2] 1 1 1 3 3
2 2
.
Example 4. Suppose that q = 1 and thatR is a field of characteristic 2. Let λ = (10, 5) and µ = (8, 3, 1, 1, 1, 1).
Then dim(EHomH(S
µ, Sλ)) = 2. If T = 1 1 1 1 1 1 1 1 2 2
2 3 4 5 6
then the space Ψ(µ, λ) is spanned by the maps ΘT
and
∑
S∈T0(λ,µ)
ΘS.
It has recently been shown that for fixed parameters e and p there exist homomorphism spaces of arbitrarily
high dimension [5, 12].
Example 5. Take λ = (5, 4) and µ = (3, 3, 2, 1). Then T = 1 1 1 3 3
2 2 2 4
∈ T0(λ, µ) and
ΘT(mµh3,1) = 1 1 1 3 3
2 2 2 3
.
But we now have no obvious way of using Theorem 2.9 to write 1 1 1 3 3
2 2 2 3
in terms of homomorphisms indexed
by semistandard tableaux.
We are therefore most interested in pairs of partitions λ and µ where Proposition 2.7 and Theorem 2.9
can give an algorithm for computing EHomH(S
µ, Sλ). Suppose T ∈ T0(λ, µ). If 1 ≤ d < b and 1 ≤ t ≤ µd+1
then Theorem 2.1 and Proposition 2.7 show that there exist unique mUT ∈ R such that
ΘT(mµhd,t) =
∑
U∈T0(λ,ν(d,t))
mUTΘU(mν(d,t)), (2.1)
where ν(d, t) is defined in Proposition 2.7. Now suppose R is a field. If M = (mUT) is the matrix whose
columns are indexed by tableaux T ∈ T0(λ, µ) and rows by tableaux U ∈ T0(λ, ν(d, t)) for some 1 ≤ d < b
and 1 ≤ t ≤ µd+1, with entries mUT as in Equation 2.1 then, by Corollary 2.4,
dim(EHomH(S
µ, Sλ)) = dim(Ψ(µ, λ)) = corank(M).
So the outstanding problem is to determine an explicit formula for mUT. For the remainder of Section 2.2,
suppose that R is a field and that λ = (λ1, . . . , λa) and µ = (µ1, . . . , µb) satisfy
µ¯j ≥ λ¯j−1 + λj+1 for 1 ≤ j < a.
Since EHomH(S
λ, Sµ) = {0} if a > b, we may also assume that a ≤ b. Let a ≤ d < b and 1 ≤ t ≤ µd+1. If
T ∈ T0(λ, µ) then say that T
d,t
−−→ U if
− U ∈ Tr(λ, ν(d, t));
− Uij = T
i
j for all i 6= d, d+ 1 and all j;
− Udj ≥ T
d
j for all j.
Lemma 2.10. Let T ∈ T0(λ, µ). Suppose that a ≤ d < b and 1 ≤ t ≤ µd+1. Then
ΘT(mµhd,t) =
∑
T
d,t
−−→U

 a∏
j=1
qT
d
>j(U
d
j−T
d
j )
[
Udj
Tdj
]ΘU(mν(d,t))
and if T
d,t
−−→ U then U is semistandard.
Proof. Since T
d,t
−−→ U precisely when U is a row-standard tableau formed from T by changing t entries equal
to d + 1 into d, the first part of the lemma is a restatement of Proposition 2.7. So suppose T
d,t
−−→ U. If
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1 ≤ r < a, then Trj = 0 for j > r, since T is semistandard, and so
T
r
r = µr − T
r
<r
= µr − (λ¯r−1 − T
<r
<r − T
>r
<r)
≥ µr − λ¯r−1 + T
<r
<r
= µ¯r − λ¯r−1
≥ λr+1
where the last inequality comes from our assumption on λ and µ. Each row 1 ≤ r < a therefore contains at
least λr+1 entries equal to r and so each entry equal to d+1 in T is either in the top row or lies in row r+1
for some 1 ≤ r < a and so is directly below a node of residue r < d. Hence a row-standard tableau obtained
by changing entries equal to d+ 1 into d is semistandard. 
Let 1 ≤ d < a and 1 ≤ t ≤ µd+1. If T ∈ T0(λ, µ) then say that T
d,t
−−→ U if U ∈ Tr(λ, ν(d, t)) and
i = d i = d+ 1 i 6= d, d+ 1
j = d Uij ≥ T
i
j U
i
j ≤ T
i
j U
i
j ≤ T
i
j
j = d+ 1 Uij = 0 U
i
j ≤ T
i
j U
i
j ≥ T
i
j
j 6= d, d+ 1 Uij ≥ T
i
j U
i
j ≤ T
i
j U
i
j = T
i
j
Of course, some of the conditions in the table above are redundant since they are implied by the others.
Lemma 2.11. Let T ∈ T0(λ, µ). Suppose that 1 ≤ d < a and 1 ≤ t ≤ µd+1. Then
ΘT(mµhd,t) =
∑
T
d,t
−−→U
(−1)T
d+1
d+1−U
d+1
d+1q−(
T
d+1
d+1
−U
d+1
d+1
+1
2
)qU
d+1
d+1(U
d
d−T
d
d+U
d+1
d+1−T
d+1
d+1)

d−1∏
j=1
qT
d
>j(U
d
j−T
d
j )
[
Udj
Tdj
][Udd − Td+1d+1
Tdd − U
d+1
d+1
]( b∏
i=d+2
qT
<i
d+1(U
i
d+1−T
i
d+1)
[
Uid+1
Tid+1
])
ΘU(mν(d,t))
and if T
d,t
−−→ U then U is semistandard.
Proof. By Proposition 2.7, ΘT(mµ) =
∑
S
aSΘS(mν(d,t)) where the sum is over row-standard tableaux formed
by changing t entries equal to d+1 in T into d. Suppose S is such a tableau. By Theorem 2.9, if Sdd+1 > λd−S
d
d
then ΘS = 0; otherwise ΘS is a linear combination of maps ΘU indexed by row-standard tableaux U where U
is formed from S by moving Sdd+1 entries equal to d from row d+1 to row d and replacing them with entries
not equal to d from row d. If U has this form, then clearly T
d,t
−−→ U so that
ΘT(mµhd,t) =
∑
T
d,t
−−→U
bUΘU(mν(d,t))
for some bU ∈ R. So suppose T
d,t
−−→ U. Each of the intermediate tableaux S were formed from T by changing
entries of T from d + 1 to d. Then Udj − T
d
j entries were changed in row j for 1 ≤ j ≤ d − 1, and for some
γ ≥ 0, γ entries were changed in row d and Udd − T
d
d − γ entries in row d+ 1. Therefore, summing over all γ
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with max{0,Udd − T
d
d − T
d+1
d+1} ≤ γ ≤ U
d
d − T
d
d + U
d+1
d+1 − T
d+1
d+1, we have
bU =
∑
γ

d−1∏
j=1
qT
d
>j(U
d
j−T
d
j )
[
Udj
Tdj
][Tdd + γ
γ
]
(−1)U
d
d−T
d
d−γq−(
U
d
d−T
d
d−γ
2 )−U
d
d+T
d
d+γ
q(U
d
d−T
d
d+U
d+1
d+1−T
d+1
d+1−γ)(U
d
d−T
d
d−γ)
[
U
d+1
d+1
Tdd − U
d
d + T
d+1
d+1 + γ
]( b∏
i=d+2
qT
<i
d+1(U
i
d+1−T
i
d+1)
[
Uid+1
Tid+1
])
= (−1)U
d
d−T
d
d

d−1∏
j=1
qT
d
>j(U
d
j−T
d
j )
[
Udj
Tdj
]
(
b∏
i=d+2
qT
<i
d+1(U
i
d+1−T
i
d+1)
[
Uid+1
Tid+1
])
q(U
d+1
d+1−T
d+1
d+1)(U
d
d−T
d
d)+(
U
d
d−T
d
d
2 )
∑
γ
(−1)γq(
γ+1
2 )−γ(U
d
d−T
d
d+U
d+1
d+1−T
d+1
d+1)
[
Tdd + γ
γ
][
U
d+1
d+1
Tdd − U
d
d + T
d+1
d+1 + γ
]
Now we change the limits on the sum and apply Lemma 2.6.
∑
γ
(−1)γq(
γ+1
2 )−γ(U
d
d−T
d
d+U
d+1
d+1
−Td+1
d+1
)
[
Tdd + γ
γ
][
U
d+1
d+1
Tdd − U
d
d + T
d+1
d+1 + γ
]
= (−1)U
d
d−T
d
d+U
d+1
d+1−T
d+1
d+1q−(
U
d
d−T
d
d+U
d+1
d+1
−T
d+1
d+1
2
)
∑
γ
(−1)γq(
γ
2)
[
U
d+1
d+1
γ
][
U
d
d + U
d+1
d+1 − T
d+1
d+1 − γ
Tdd
]
= (−1)U
d
d−T
d
d+U
d+1
d+1−T
d+1
d+1q−(
U
d
d−T
d
d+U
d+1
d+1
−T
d+1
d+1
2
)qU
d+1
d+1(U
d
d−T
d
d+U
d+1
d+1−T
d+1
d+1)
[
Udd − T
d+1
d+1
Tdd − U
d+1
d+1
]
Hence
bU = (−1)
T
d+1
d+1−U
d+1
d+1q−(
T
d+1
d+1
−U
d+1
d+1
+1
2
)qU
d+1
d+1(U
d
d−T
d
d+U
d+1
d+1−T
d+1
d+1)
d−1∏
j=1
qT
d
>j(U
d
j−T
d
j )
[
Udj
Tdj
][Udd − Td+1d+1
Tdd − U
d+1
d+1
]( b∏
i=d+2
qT
<i
d+1(U
i
d+1−T
i
d+1)
[
U
i
d+1
Tid+1
])
.
It remains to show that if T
d,t
−−→ U then U is semistandard. From the proof of Lemma 2.10, we have that
Trr ≥ λr+1 for 1 ≤ r < a, so the only way that U can fail to be semistandard is if there is an entry in row
d+ 1 which is as big or bigger than the entry directly below it. However,
U
d+1
d+1 = µd+1 − t− U
d+1
≤d
= µd+1 − t− (λ¯d − U
≤d
≤d − U
>d+1
≤d )
≥ µd+1 − t− λ¯d + U
≤d
≤d
= µ¯d+1 − λ¯d
≥ λd+2
so this is not possible. 
Let us summarize the results above.
Proposition 2.12. Suppose λ = (λ1, . . . , λa) and µ = (µ1, . . . , µb) are partitions of n with the property that
µ¯j ≥ λ¯j−1 + λj+1 for 1 ≤ j < a. Let M = (mUT) be the matrix whose columns are indexed by tableaux
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T ∈ T0(λ, µ) and rows by tableaux U ∈ T0(λ, ν(d, t)) for some 1 ≤ d < b and 1 ≤ t ≤ µd+1, where
mUT =


(−1)T
d+1
d+1−U
d+1
d+1q−(
T
d+1
d+1
−U
d+1
d+1
+1
2
)qU
d+1
d+1(U
d
d−T
d
d+U
d+1
d+1−T
d+1
d+1)
[Udd−Td+1d+1
Tdd−U
d+1
d+1
]
×
(∏d−1
j=1 q
T
d
>j(U
d
j−T
d
j )
[Udj
Tdj
])(∏b
i=d+2 q
T
<i
d+1(U
i
d+1−T
i
d+1)
[
U
i
d+1
Ti
d+1
])
, 1 ≤ d < a and T
d,t
−−→ U,∏a
j=1 q
T
d
>j(U
d
j−T
d
j )
[
U
d
j
Tdj
]
, a ≤ d < b and T
d,t
−−→ U,
0, otherwise.
Then dim(EHomH(S
µ, Sλ)) = corank(M).
We have taken a hard problem in representation theory and reduced it to a combination of combinatorics
and linear algebra. However it should however be noted that in doing so we have lost some algebraic
information. For example, EHomH(S
µ, Sλ) = {0} unless Sµ and Sλ lie in the same block. Proposition 2.12
does not seem to make use of this fact.
We note that Proposition 2.7 and Theorem 2.9 can be used to compute homomorphism spaces other than
those we have considered above. For example, the proof of the one-node Carter-Payne Theorem in [11] relied
on Proposition 2.7 and some special cases of Theorem 2.9, but a one-node Carter-Payne pair µ and λ do not
necessarily satisfy µ¯j ≥ λ¯j−1 + λj+1 for 1 ≤ j < a.
While a computer can use Proposition 2.12 to solve individual problems, it is more satisfying to have
explicit results. This is the purpose of the next section.
2.3. Explicit homomorphism spaces. In this section we show that a lower bound on dim(HomH(S
µ, Sλ))
can be obtained by looking at the algebra HC,q(Sn) and we then give the dimension of HomHC,q(Sn)(S
µ, Sλ)
where λ = (λ1, λ2) and µ1 ≥ λ2. We would like to thank Meinolf Geck and Lacrimioara Iancu for pointing
out the proof of Proposition 2.16.
Fix a field k of characteristic p > 0 and let η ∈ k×. Let e = min{f ≥ 2 | 1 + η+ . . .+ ηf−1 = 0} where we
assume that e <∞. Let ω be a primitive eth root of unity in C.
Let Z = Z[qˆ, qˆ−1] denote the ring of Laurent polynomials in the indeterminate qˆ. If F is a field and q an
invertible element of F , define θF,q : Z → F to be the ring homomorphism which sends qˆ to q. If S is a ring
and M ∈ Ml×m(S), then rank(M) is the greatest order of any non-zero minor of M . If θ˜ : S → S
′ is a ring
homomorphism, define θ˜(M) ∈ Ml×m(S
′) to be the matrix with (i, j)-entry θ˜(Mij). For M ∈ Ml×m(Z) set
MF,q = θF,q(M).
Let Φe(X) ⊆ Z[X ] denote the e
th cyclotomic polynomial. Observe that θk,η(Φe(qˆ)) = 0k and θC,ω(Φe(qˆ)) =
0C so that the maps θk,η and θC,ω both factor through R = Z[qˆ, qˆ
−1]/(Φe(qˆ)), that is, there exist ring
homomorphisms θ˜k,η and θ˜C,ω such that the following diagram commutes.
k
Z = Z[qˆ, qˆ−1] ✲
θk,η
✲
Z[qˆ, qˆ−1]/(Φe(qˆ)) = R
θ˜k,η
✻
C
θ˜C,ω
❄
θC,ω
✲
Lemma 2.13. Suppose M˜ ∈Ml×m(R). Then rank(M˜) ≥ rank(θ˜k,η(M˜)).
Proof. This follows since if N is any r × r submatrix of M then det(θ˜k,η(N)) = θ˜k,η(det(N)). 
Lemma 2.14. Suppose M˜ ∈Ml×m(R). Then rank(M˜) = rank(θ˜C,ω(M˜)).
Proof. This follows from the proof of Lemma 2.13 and the fact that θ˜C,ω is injective.
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Corollary 2.15. Suppose M ∈Ml×m(Z). Then
rank(Mk,η) ≤ rank(MC,ω).
Now let HZ = HZ,qˆ(Sn). If F is a field and q an invertible element of F then HF,q(Sn) ∼= H
Z⊗ZF , where
qˆ acts on F as multiplication by q. If A is a HZ -module then we define the HF,q(Sn)-module AF,q = A⊗Z F .
Proposition 2.16. Suppose A and B are HZ -modules which free as Z-modules of finite rank. Then
dim(HomHk,η(Sn)(Ak,η , Bk,η)) ≥ dim(HomHC,ω(Sn)(AC,ω, BC,ω)).
Proof. Choose bases {ai | i ∈ I} of A and {bj | j ∈ J} of B and let {φij | i ∈ I, j ∈ J} be the corresponding
basis of HomZ(A,B). Then φ =
∑
i,j αijφij lies in HomHZ (A,B) if and only if the coefficients αij satisfy
a system of equations of the form
∑
i,j β
k
ijαij = 0 for 1 ≤ k ≤ N , some N ≥ 0. If we let M be the matrix
whose columns are indexed by {(i, j) | i ∈ I, j ∈ J} and rows by 1 ≤ k ≤ N and which has entries βkij then
dim(HomHZ (A,B)) = corank(M). Furthermore,
dim(HomHk,η(Sn)(Ak,η , Bk,η)) = corank(Mk,η) ≥ corank(MC,ω) = dim(HomHC,ω(Sn)(AC,ω, BC,ω))
by Corollary 2.15. 
In particular, we may take A and B to be Specht modules.
Corollary 2.17. Suppose that λ and µ are partitions of n. Then
dim(HomHk,η(Sn)(S
µ
k,η, S
λ
k,η)) ≥ dim(HomHC,ω(Sn)(S
µ
C,ω, S
λ
C,ω)).
The following result is not implied by Corollary 2.17 if e 6= 2. It could also be proved by giving an analogue
of Proposition 2.16 for the q-Schur algebra and using Theorem 2.2.
Corollary 2.18. Suppose that λ and µ are partitions of n. Then
dim(EHomHk,η(Sn)(S
µ
k,η, S
λ
k,η)) ≥ dim(EHomHC,ω(Sn)(S
µ
C,ω, S
λ
C,ω)).
Proof. Let M = (mUT) be the matrix with entries in Z given by Equation 2.1. Then
dim(EHomHk,η(Sn)(S
µ
k,η, S
λ
k,η)) = corank(Mk,η) ≥ corank(MC,ω) = dim(EHomHC,ω(Sn)(S
µ
C,ω, S
λ
C,ω)).

Now fix 2 ≤ e <∞ and let H = HC,ω(Sn) where ω is a primitive e
th root of unity in C. If ν is a partition
of n, let ℓ(ν) be the number of non-zero parts of ν. We describe dim(EHomH(S
µ, Sλ)) where ℓ(λ) ≤ 2 and
µ1 ≥ λ2. Where ℓ(µ) ≤ 3, please note that the homomorphism space EHomHF,q (S
µ, Sλ) has been computed
for arbitary Hecke algebras of type A, even for partitions where µ1 < λ2 [2, 16].
Proposition 2.19 ( [2]). Suppose that λ = (n) and that µ = (µ1, . . . , µb) is a partition of n. Then
dim(EHomH(S
µ, Sλ)) =


1, µ = (n),
1, ℓ(µ) ≥ 2, µ1 ≡ −1 mod e and µi = e− 1 for 2 ≤ i < b,
0, otherwise.
For the remainder of Section 2.3, suppose λ and µ are such that ℓ(λ) = 2, ℓ(µ) = b and µ1 ≥ λ2. Since
EHomH(S
µ, Sλ) = {0} if µ1 > λ1 we also assume µ1 ≤ λ1 and b ≥ 2. For k ≥ 1, let N
µ
k = #{1 ≤ i ≤ b |
µi = k}. If m ≥ 0, let m
′ be the integer such that 0 ≤ m′ < e and m ≡ m′ mod e.
Proposition 2.20. We have that
dim(HomH(S
µ, Sλ)) ≤ 1.
Proposition 2.21 ( [6, 13]). Suppose that µ1 = λ1. Let λ¯ = (λ2) and µ¯ = (µ2, . . . , µb). Then
dim(EHomH(S
µ, Sλ)) = dim(EHomH(S
µ¯, Sλ¯)).
In fact, this is obvious in our setup since the matrices M = (mUT) obtained in both cases are the same.
Proposition 2.22 ( [2]). Suppose that ℓ(µ) = 2 and λ1 > µ1. Then dim(EHomH(S
µ, Sλ)) = 1 if and only if
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• λ1 − µ1 < e and µ1 − λ2 + 1 ≡ 0.
Proposition 2.23 ( [16]). Suppose that ℓ(µ) = 3 and λ1 > µ1. Then dim(EHomH(S
µ, Sλ)) = 1 if and only
if
• µ2 = e− 1 and µ1 − λ2 + 1 ≡ 0 and λ2 ≤ µ3; or
• µ2 + 1 ≡ 0 and µ1 − λ2 + 1 ≡ 0 and λ2 ≥ µ3 and µ3 ≤ e− 1 and λ1 − µ1 < e; or
• µ1 + 2 ≡ 0 and µ2 = λ2 and µ3 ≤ e− 1; or
• µ1 + 2 ≡ 0 and µ2 = λ2 and µ3 ≤ 2e− 2 and (λ2 + 1)
′ > µ′3; or
• µ1 + 2 ≡ 0 and µ2 6= λ2 and λ2 > µ3 and λ1 − µ2 + 1 ≡ 0 and µ3 ≤ e− 1 and λ1 − µ1 < e.
Proposition 2.24. Suppose that ℓ(µ) ≥ 4, that λ1 > µ1 and that µ3 = e−1. Then dim(EHomH(S
λ, Sµ)) = 1
if and only if µb−1 = e− 1 and
• µ2 = e− 1 and µ1 − λ2 + 1 ≡ 0; or
• µ2 + 1 ≡ 0 and µ1 − λ2 + 1 ≡ 0 and λ2 ≥ µ2 and λ1 < µ1 + µ2 and λ1 − µ1 < e; or
• µ1 + 2 ≡ 0 and λ1 − µ2 + 1 ≡ 0 and λ2 ≥ µ2 and λ1 < µ1 + µ2 and λ1 − µ1 < e; or
• µ1 + 2 ≡ 0 and µ2 ≡ λ2 and λ2 ≥ µ2 and (µ2 + 1)
′ ≤ λ1 − µ1.
Now say that the partition µ has a good shape if it satisfies the following properties.
− ℓ(µ) ≥ 4; and
− µ1 + 2 ≡ µ2 + 2 ≡ 0 mod e; and
− µ3 ≤ 2e− 2; and
− #{3 ≤ i ≤ b | µi 6= 2e− 2, e− 1} ≤ 2; and
− If Nµe−1 > 0 then #{3 ≤ i ≤ b | e− 1 > µi} ≤ 1 and #{3 ≤ i ≤ b | 2e− 2 > µi > e− 1} ≤ 1.
If µ has a good shape define µ∗ to be the partition given by
µ∗ = (µ1 + (N
µ
e−1 + 1)(e− 1), µ2 + (N
µ
e−1 − 1)(e− 1)).
Let
α = min{3 ≤ i ≤ b | µi 6= 2e− 2, e− 1},
with α = b+ 1 if no such integer exists and let
β = min{α < i ≤ b | µi 6= 2e− 2, e− 1},
with β = b + 1 if no such integer exists. (We assume µb+1 = 0.) If σ and τ are two compositions, define the
composition σ + τ by (σ + τ)i = σi + τi for all i.
Proposition 2.25. Suppose that λ1 > µ1, that µ has a good shape and that N
µ
e−1 = 0. Set
µ(1) = µ∗ + (µβ , µα),
µ(2) = µ∗ + (µα − e+ 1, µβ + (e− 1)).
Then we have the following homomorphisms.
• Suppose that e− 1 < µβ or µα < e− 1. Then EHomH(S
µ, Sλ) = 1 if and only if λ = µ(1).
• Suppose that 0 < µβ < e− 1 < µα. Then EHomH(S
µ, Sλ) = 1 if and only λ = µ(1) or λ = µ(2).
• Suppose that µβ = 0 and e− 1 < µα. Then EHomH(S
µ, Sλ) = 1 if and only λ = µ(2).
Proposition 2.26. Suppose that λ1 > µ1, that µ has a good shape and that N
µ
e−1 ≥ 1. Suppose k,m ≥ 0
are such that
µβ + (N
µ
e−1 + 1)(e− 1) ≥ µα + ke,
µα + (N
µ
e−1 − 1)(e− 1) ≥ me.
Set
µ(1) = µ∗ + (µβ , µα +N
µ
e−1(e− 1)),
µ(2) = µ∗ + (µα − e+ 1, µβ + (N
µ
e−1 + 1)(e− 1)),
µ(3,m) = µ∗ + (µα + (N
µ
e−1 − 1)(e− 1)−me,me+ e− 1),
µ(4,k) = µ∗ + (µβ +N
µ
e−1(e− 1)− ke, µα + ke).
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Then we have the following homomorphisms.
• If 0 = µβ ≤ µα < e − 1 then EHomH(S
µ, Sλ) = 1 if and only λ = µ(1) or λ = µ(3,m) for some m as
above.
• If µβ < e− 1 < µα then EHomH(S
µ, Sλ) = 1 if and only λ = µ(2) or λ = λ(4,k) for some k as above.
Proposition 2.27. Suppose that ℓ(µ) ≥ 4, that λ1 > µ1, that µ3 6= e − 1 and that µ does not have a good
shape. Then dim(EHomH(S
µ, Sλ)) = 0.
Combining Propositions 2.19 to 2.27 above completely classifies the homomorphism space EHomH(S
µ, Sλ)
where H = HC,q(Sn), ℓ(λ) ≤ 2 and µ1 ≥ λ2.
Our proof of these results is obtained via case-by-case analysis; we are doing nothing more than solving
systems of homogeneous linear equations. Unfortunately, there are many cases to check and the resulting
computations are repetitive and formulaic. We do not, therefore, propose to prove all the propositions in this
paper. In Section 3.3, we highlight the methods used and illustrate them with some examples.
The computations that helped lead us to these results were carried out using GAP [8].
3. Proofs
In this section, we give the proofs of Theorem 2.3 and Theorem 2.9 and indicate the proof of Proposi-
tions 2.19 to 2.27. For obvious reasons, this section is more technical than those preceeding it.
3.1. Proof of Theorem 2.3. Let H = HR,q(Sn) and fix a partition µ = (µ1, . . . , µb) ⊢ n. For 1 ≤ d ≤ b− 1
and 1 ≤ t ≤ µd+1, recall that
hd,t = C(µ¯d−1;µd, t),
and that I is the right ideal of H generated by
{mµhd,t | 1 ≤ d ≤ b− 1, 1 ≤ t ≤ µd+1}.
We prove Theorem 2.3, that is, that
I =Mµ ∩H⊲µ.
Let Dµ be a set of minimal length right coset representatives for Sµ in Sn and recall [14, Propn. 3.3] that
Dµ = {d ∈ Sn | t
µd ∈ RStd(µ)}.
Lemma 3.1 ( [14, Cor. 3.4]). The module Mµ is a free R-module with basis
{mµTd(t) | t ∈ RStd(µ)},
with the action of H determined by
mµTd(t)Ti =


qmµTd(t), i, i+ 1 lie in the same row of t,
mµTd(s), i lies above i+ 1 in t,
qmµTd(s) + (q − 1)mµTd(t), i lies below i+ 1 in t,
where s = t(i, i+ 1).
If v ∈ Sµ and d ∈ Dµ then ℓ(vd) = ℓ(v) + ℓ(d) and Tvd = TvTd. Therefore if w ∈ Sn then w = vd for
some v ∈ Sµ and d ∈ Dµ so that mµTw = q
ℓ(v)mµTd. Equally, if t
µw = s, let s˙ be the row-standard tableau
obtained by rearranging the entries in each row of s. Then d = d(s) and mµTw = q
ℓ(v)mµTd(s˙).
If ν is a composition of n, define an equivalence relation ∼r on T (ν, µ) by saying that S ∼r T if S
i
j = T
i
j
for all i, j. Recall that if s ∈ T (ν), then µ(s) ∈ T (ν, µ) is the tableau obtained by replacing each integer i ≥ 1
with its row index in tµ. Now if S ∈ T (ν, µ) and t ∈ RStd(ν), define
mSt =
∑
s∈RStd(ν)
µ(s)=S
mst.
Lemma 3.2 ( [14, Thm. 4.9]). The right ideal Mµ ∩H⊲µ has a basis
{mSt | S ∈ T0(ν, µ), t ∈ Std(ν) for some ν ⊢ n such that ν ⊲ µ}.
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Lemma 3.3 ( [14, Eqn. 4.6]). Suppose ν is a composition of n and S ∈ T (ν, µ). Then
mStν =
∑
S′∼rS
mµTS′ .
Example 6. Let ν = (3, 2) and µ = (2, 2, 1). Let S = 1 1 2
2 3
. Then
mSt(3,2) = (1 + T3)m(3,2) = m(2,2,1)(I + T2 + T2T1)(I + T4).
Lemma 3.4 ( [14, Lemma 3.10]). Suppose ν is any composition of n. Let λ be the partition obtained by
rearranging the parts of ν. If s, t ∈ RStd(ν) then mst is an R-linear combination of elements of the form
muv where u and v are row-standard λ-tableaux.
Lemma 3.5. Suppose ν is any composition of n such that ν ⊲ µ and u, v ∈ RStd(λ). Then muv ∈ H
⊲µ.
Proof. This follows from Lemma 3.4, noting that λD ν ⊲ µ. 
Now suppose 1 ≤ d < b and 1 ≤ t ≤ µd+1 and let ν = ν(d, t) be the composition given by
νi =


µi + t, i = d,
µi − t, i = d+ 1,
µi, otherwise.
Let S = Sd,t be the the row-standard ν-tableau such that S
d
d = µd, S
d+1
d = t and S
i
i = νi for all i 6= d. By
Lemma 3.3, mµhd,t = mStν ∈ H
⊲µ. The next result then follows by Lemma 3.5, noting that Mµ ∩H⊲µ is a
right ideal of H.
Corollary 3.6. We have
I ⊆Mµ ∩H⊲µ.
Now we introduce some new notation which will help us describe the elements mSt. If S ∈ Tr(ν, µ), let
tS ∈ RStd(µ) be the row-standard µ-tableau in which i is in row r if the place occupied by i in t
ν is occupied
by r in S. If tS = t
µw then define TS = Tw.
Corollary 3.7. Suppose ν ⊢ n and S ∈ Tr(ν, µ). Then
mStν = mµTS
∏
i≥1
C(ν¯i−1; S
1
i , . . . , S
b
i ).
Recall that the length ℓ(w) of a permutation w ∈ Sn may be determined by
ℓ(w) = #{(i, j) | 1 ≤ i < j ≤ n and iw > jw}, (3.1)
and if w = uv ∈ Sn is such that ℓ(w) = ℓ(u) + ℓ(v) then Tw = TuTv. If s ≥ r ≥ 1 and x ≥ 1 define
π(s, r) = (r, r + 1, . . . , s),
D(s, r) = Tπ(s,r) = Ts−1Ts−2 . . . Tr,
and
π♭(s, r, x) =
x∏
j=1
π(s+ j, r + j),
D♭(s, r, x) = Tπ♭(s,r,x) =
x∏
j=1
D(s+ j, r + j).
Note that the last identity holds since ℓ(π♭(s, r, x)) = x(s− r). Observe that if s ≥ t ≥ r then
D♭(s, r, x) = D♭(s, t, x)D♭(t, r, x).
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Lemma 3.8. Suppose ν ⊢ n and S ∈ Tr(ν, µ). Write s = tS. Let s(0) = t
µ and, for 1 ≤ i ≤ n, let
s(i) = s(i− 1)π(i∗, i)
where i∗ occupies the same position in s(i − 1) that i occupies in s. Then s(i) is the row-standard µ-tableau
with the entries 1, . . . , i occupying the same positions that they occupy in s and with all other entries in row
order, and furthermore
Td(s(i)) =
i∏
j=1
D(j∗, j). (3.2)
In particular,
mµTS = mµ
n∏
j=1
D(j∗, j).
Proof. The description of s(i) is easily seen by induction on i. Equation 3.2 follows, using induction or
otherwise, by observing that
ℓ(d(s(i))) =
i∑
j=1
ℓ(π(j∗, j)).

For m, a, b ≥ 0 define
〈m, a, b〉 = {i = (i1, . . . , ib) | m+ 1 ≤ i1 < . . . < ib ≤ m+ a+ b}.
Lemma 3.9. Let m ≥ 0 and let (a, b) be a composition. Then
C(m; a, b) =
∑
i∈〈m,a,b〉
b∏
k=1
D(m+ a+ k, ik).
Proof. We may assume m = 0. Let i ∈ 〈0, a, b〉. If w =
∏b
k=1 π(a+ k, ik) then by Equation 3.1,
ℓ(w) =
b∑
k=1
(a+ k − ik) =
b∑
k=1
ℓ(π(a+ k, ik)),
so that Tw =
∏b
k=1D(a+ k, ik). Now recall that w ∈ D0,(a,b) if and only if t
(a,b)w ∈ RStd((a, b)) and observe
that t(a,b)w is precisely the row-standard (a, b)-tableau with the entries i1, . . . , ib in the second row. 
Corollary 3.10. Suppose that m, a, b ≥ 0 and m¯ ≥ m+ a. Then
∑
i∈〈m,a,b〉
b∏
k=1
D(m¯+ k, ik) = D
♭(m¯,m+ a, b)C(m; a, b).
Proof.
∑
i∈〈m,a,b〉
b∏
k=1
D(m¯+ k, ik) =
∑
i∈〈m,a,b〉
b∏
k=1
D(m¯+ k,m+ a+ k)D(m+ a+ k, ik)
=
b∏
k=1
D(m¯+ k,m+ a+ k)×
∑
i∈〈m,a,b〉
b∏
k=1
D(m+ a+ k, ik)
= D♭(m¯,m+ a, b)C(m; a, b)

Lemma 3.11. Suppose m, a, b ≥ 0 and m¯ ≥ m. Then
C(m¯; a, b)D♭(m¯,m, a+ b) = D♭(m¯,m, a+ b)C(m; a, b).
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Proof. If i = (i1, . . . , ib) ∈ 〈m, a, b〉, define i¯ = (¯i1, . . . , i¯k) ∈ 〈m¯, a, b〉 by setting i¯k = ik+ m¯−m for all k. We
claim that
b∏
k=1
D(m¯+ a+ k, i¯k)×D
♭(m¯,m, a+ b) = D♭(m¯,m, a+ b)×
b∏
k=1
D(m+ a+ k, ik)
for all i ∈ 〈m, a, b〉. Let η = (m¯, a, b) and let t ∈ RStd(η) be the tableau containing 1, . . . ,m,m + a + b +
1, . . . , m¯+ a+ b in the first row and i1, . . . , ib in the third row. Let w be the permutation such that t
ηw = t.
It is sufficient to check that
b∏
k=1
π(m¯+ a+ k, i¯k)× π
♭(m¯,m, a+ b) = w = π♭(m¯,m, a+ b)×
b∏
k=1
π(m+ a+ k, ik)
and that
ℓ(w) = (m¯−m)(a+ b) +
b∑
k=1
(m+ a+ k − ik),
which is a routine exercise. 
Lemma 3.12. Suppose m, a, b, r ≥ 0. Then
C(m; a, b)D♭(m+ a+ b,m, r) = D♭(m+ a+ b,m, r)C(m+ r; a, b).
Proof. The proof is similar to the proof of Lemma 3.11; we consider tableaux of shape η = (m, a, b, r). 
Lemma 3.13. Let m ≥ 0 and η = (η1, η2, . . . , ηl) be a composition. Suppose 0 ≤ x ≤ l. Then
C(m; η1, η2, . . . , ηl) = C(m; η1, . . . , ηx)C(m+ η¯x; ηx+1, . . . , ηl)C(m; η¯x, η¯l − η¯x).
Proof. Again, we may assume that m = 0. Let t ∈ RStd(η) and let w be the permutation such that t = tηw.
Suppose that the entries in rows 1, . . . , x of t are j1 < . . . < jη¯x and that the entries in rows x + 1, . . . , l are
iη¯x+1 < . . . < iη¯l . Let w1 be the permutation of {1, . . . , η¯x} which sends 1 ≤ α ≤ η¯x to α
∗, where jα∗ occupies
the same position in t that α occupies in tη. Similarly, let w2 be the permutation of {η¯x + 1, . . . , η¯l} which
sends η¯x+1 ≤ α ≤ η¯x to α
∗, where iα∗ occupies the same position in t that α occupies in t
η. Finally let w3 =∏η¯l
k=η¯x+1
π(k, ik). It is clear that w1 ∈ C(0; η1, . . . , ηx), w2 ∈ C(η¯x; ηx+1, . . . , ηl) and w3 ∈ C(0; η¯x, η¯l − η¯x.
We leave it as an exercise to check that w = w1w2w3 and that ℓ(w) = ℓ(w1) + ℓ(w2) + ℓ(w3). The proof of
Lemma 3.13 follows by counting the number of terms on both sides of the equation. 
Lemma 3.14. Suppose ν is a partition of n with ν⊲µ and S ∈ T0(ν, µ). Choose k minimal such that νk > µk
and r > k minimal such that Srk > 0. Then
mStν = mµD
♭(µ¯r−1, µ¯k, S
r
k)C(µ¯k−1;µk, S
r
k)h
for some h ∈ H.
Proof. Using Lemma 3.7 and Lemma 3.13,
mStν = mµTS
∏
l≥k
C
(
ν¯l−1; S
l
l, . . . S
b
l
)
= mµTSC(µ¯k−1;µk, S
r
k, . . . , S
b
k)
∏
l>k
C
(
ν¯l−1; S
l
l, . . . , S
b
l
)
= mµTSC(µ¯k−1;µk, S
r
k)C(µ¯k + S
r
k; S
r+1
k , . . . , S
b
k)C(µ¯k−1;µk + S
r
k, νk − µk − S
r
k)
×
∏
l>k
C
(
ν¯l−1; S
l
l, . . . , S
b
l
)
.
As in Lemma 3.8, and keeping the notation of that lemma, we may write
mµTS = mµ
n∏
l=µ¯k+1
D(l∗, l) = mµD
♭(µ¯r−1, µ¯k, S
r
k)hˇ
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where
hˇ =
n∏
l=µ¯k+Srk+1
D(l∗, l)
commutes with C(µ¯k−1;µk, S
r
k). The result follows. 
Lemma 3.15. Suppose that 1 ≤ k < r ≤ b and 1 ≤ x ≤ µr. Then
mµD
♭(µ¯r−1, µ¯k, x)C(µ¯k−1;µk, x) ∈ I.
Proof. It is straightforward to see that the proof for arbitrary k is identical to the proof for k = 1, so we
assume that k = 1. We now prove that the lemma holds for all 2 ≤ r ≤ b. If r = 2 and 1 ≤ x ≤ µ2 then
mµC(0;µ1, x) = mµh1,x ∈ I.
So now suppose that 3 ≤ r ≤ b and that Lemma 3.15 holds for all r′ < r. Choose x with 1 ≤ x ≤ µr. Recall
that if 1 ≤ t ≤ µr then
hr−1,t =
∑
i∈〈µ¯r−2,µr−1,t〉
(
t∏
l=1
D(µ¯r−1 + l, il)
)
.
We have
mµD
♭(µ¯r−1, µ1, x)C(0;µ1, x) = mµD
♭(µ¯r−1, µ¯r−2, x)D
♭(µ¯r−2, µ1, x)C(0;µ1, x)
where
D♭(µ¯r−1, µ¯r−2, x) = hr−1,x −
µr−1∑
j=1
∑
i∈〈µ¯r−2,j,x−1〉
x−1∏
l=1
(
D(µ¯r−1 + l, il)
)
D(µ¯r−1 + x, µ¯r−2 + x+ j)
so that it is sufficient to show that
mµ
µr−1∑
j=1
∑
i∈〈µ¯r−2,j,x−1〉
x−1∏
l=1
(
D(µ¯r−1 + l, il)
)
D(µ¯r−1 + x, µ¯r−2 + x+ j)D
♭(µ¯r−2, µ1, x)C(0;µ1, x) ∈ I. (3.3)
Now for 1 ≤ j ≤ µr−1 we may write
∑
i∈〈µ¯r−2,j,x−1〉
x−1∏
l=1
D(µ¯r−1 + l, il)
=
x−1∑
y=max{0,x−j}

( ∑
i∈〈µ¯r−2,x−y,y〉
y∏
l=1
D(µ¯r−1 + l, il)
)( ∑
i∈〈µ¯r−2+x,j−x+y,x−y−1〉
x−y−1∏
l=1
D(µ¯r−1 + y + l, il)
)
so that, substituting into Equation 3.3 and commuting terms to the left where possible, we must show that
mµ
x−1∑
y=0
µr−1∑
j=x−y
∑
i∈〈µ¯r−2,x−y,y〉
(
y∏
l=1
D(µ¯r−1 + l, il)
)
D♭(µ¯r−2, µ1, x)C(0;µ1, x)
×
∑
i∈〈µ¯r−2+x,j−x+y,x−y−1〉
(
x−y−1∏
l=1
D(µ¯r−1 + y + l, il)
)
D(µr−1 + x, µ¯r−2 + x+ j) ∈ I.
Consider y = 0. By the inductive hypothesis,
mµD
♭(µ¯r−2, µ1, x)C(0;µ1, x) ∈ I
so that it is sufficient to prove that for 1 ≤ y < x we have
mµ
∑
i∈〈µ¯r−2,x−y,y〉
(
y∏
l=1
D(µ¯r−1 + l, il)
)
D♭(µ¯r−2, µ1, x)C(0;µ1, x) ∈ I.
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Now, using Corollary 3.10, Lemma 3.11 and Lemma 3.13,
∑
i∈〈µ¯r−2,x−y,y〉
y∏
l=1
D(µ¯r−1 + l, il)D
♭(µ¯r−2, µ1, x)C(0;µ1, x)
= D♭(µ¯r−1, µ¯r−2 + x− y, y)C(µ¯r−2;x− y, y)D
♭(µ¯r−2, µ1, x)C(0;µ1, x)
= D♭(µ¯r−1, µ¯r−2 + x− y, y)D
♭(µ¯r−2, µ1, x)C(µ1;x− y, y)C(0;µ1, x)
= D♭(µ¯r−1, µ¯r−2 + x− y, y)D
♭(µ¯r−2, µ1, x)C(0;µ1, x− y, y)
= D♭(µ¯r−1, µ¯r−2 + x− y, y)D
♭(µ¯r−2, µ1, x)C(0;µ1, x− y)C(0;µ1 + x− y, y)
= D♭(µ¯r−1, µ¯r−2 + x− y, y)D
♭(µ¯r−2, µ1, x− y)D
♭(µ¯r−2 + x− y, µ1 + x− y, y)
C(0;µ1, x− y)C(0;µ1 + x− y, y)
= D♭(µ¯r−2, µ1, x− y)C(0;µ1, x− y)D
♭(µ¯r−1, µ¯r−2 + x− y, y)
D♭(µ¯r−2 + x− y, µ1 + x− y, y)C(0;µ1 + x− y, y)
and by the inductive hypothesis again,
mµD
♭(µ¯r−2, µ1, x− y)C(0; µ¯1, x− y) ∈ I.

Proposition 3.16. We have
Mµ ∩H⊲µ = I.
Proof. By Corollary 3.6, I ⊆Mµ ∩H⊲µ. Now by Lemma 3.2, Mµ ∩H⊲µ has a basis
{mSt | S ∈ T0(ν, µ), t ∈ Std(ν) for some ν ⊲ µ}.
If ν ⊲ µ and S ∈ T0(ν, µ), t ∈ Std(ν) then, since I is a right ideal, it follows from Lemmas 3.14 and 3.15 that
mStν ∈ I and so mSt ∈ I. Hence M
µ ∩H⊲µ ⊆ I. 
3.2. Proof of Theorem 2.9. In this section, we give the proof of Theorem 2.9. Let qˆ be an indeterminate
over Z and let Z = Z[qˆ, qˆ−1]. Let HZ = HZ,qˆ(Sn). We prove Theorem 2.9 for H = H
Z ; the general result
follows by specialization.
Let λ = (λ1, . . . , λa) be a partition of n, ν = (ν1, . . . , νb) a composition of n and S ∈ Tr(λ, ν) where we
assume that a ≥ 2. Our aim is to write ΘS : M
ν → Sλ as a linear combination of homomorphisms indexed
by tableaux U ∈ Tr(λ, ν). As in the previous examples, we identify U ∈ Tr(λ, ν) with ΘU(mν).
Example 7. Let λ = (3, 3) and ν = (2, 1, 1, 1, 1). Recall that
mλh1,1 = mλ(I + T3 + T3T2 + T3T2T1) ∈ H
⊲λ.
Then
1 1 4
2 3 5
= H⊲λ +mλT3T4
= H⊲λ + qˆ−1mλT4T3T4
= H⊲λ + qˆ−1mλT3T4T3
= H⊲λ − qˆ−1mλ(I + T3T2 + T3T2T1)T4T3
= H⊲λ −mλ(T3 + qˆ
−1T3T2T4T3 + qˆ
−1T3T2T1T4T3)
= − 1 1 3
2 4 5
− qˆ−1 1 3 4
1 2 5
.
If U ∈ Tr(λ, ν), define first(U) ∈ RStd(λ) to be the tableau with ν(first(U)) = U and {νi + 1, . . . , νi+1} in
row order, for all 0 ≤ i < b. The following result is given by the definition of the map ΘU. (Observe also the
‘reverse’ statement in Corollary 3.7.)
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Lemma 3.17. Let U ∈ Tr(λ, ν). Then
ΘU(mν) = H
⊲λ +mλTd(first(U))
b∏
j=1
C(ν¯j−1;U
j
1, . . . ,U
j
a).
We begin by considering the case where λ = (λ1, λ2). If S ∈ Tr(λ, ν) is such that S
i
1 = αi and S
i
2 = βi for
1 ≤ i ≤ b then we will represent S by
S =
1α12α2 . . . bαb
1β12β2 . . . bβb
.
If a number i does not appear in the top (resp. bottom) row it should be understood that αi = 0 (resp.
βi = 0). Any such representation containing an index αi, βi < 0 should be taken to be zero, so for example in
Corollary 3.19 below, if α1 = 0 then the first term on the right-hand side of the equation should be ignored.
We continue to identify S with ΘS(mν).
Lemma 3.18. Let 0 ≤ α ≤ λ1 and 0 ≤ β < λ2 and let S ∈ RStd(λ) be the tableau with 1, . . . , α, α + β +
2, . . . , λ1 + β + 1 in the top row (and α + 1, . . . , α + β + 1, λ1 + β + 2, . . . , λ1 + λ2 in the second row). For
i ∈ {1, . . . , α, α + β + 2, . . . , λ1 + β + 1} let Ui be the row-standard tableau obtained from S by swapping
α+ β + 1 with i and rearranging the rows if necessary. Then
ΘS = −qˆ
−β
α∑
i=1
ΘUi −
λ1+β+1∑
i=α+β+2
ΘUi .
Proof. We use Lemma 3.12 and note that mλh1,1 = mλC(0;λ1, 1) ∈ H
⊲λ. If α = 0 then
ΘS(mν) +
λ1+β+1∑
i=β+2
ΘUi(mν) = H
⊲λ +mλD
♭(λ1, 0, β)C(β;λ1, 1)
= H⊲λ + q−βmλD
♭(λ1 + 1, 0, β)C(β;λ1, 1)
= H⊲λ + q−βmλC(0;λ1, 1)D
♭(λ1 + 1, 0, β)
= H⊲λ
= 0.
Else if α > 0 then
α∑
i=1
ΘUi(mν) = H
⊲λ +mλ
( α∑
i=1
D(λ1 + 1, i)
)
D♭(λ1 + 1, α, β)
= H⊲λ +mλ
(
h1,1 −
λ1+1∑
i=α+1
D(λ1 + 1, i)
)
D♭(λ1 + 1, α, β)
= H⊲λ −mλC(α;λ1 − α, 1)D
♭(λ1 + 1, α, β)
= H⊲λ −mλD
♭(λ1 + 1, α, β)C(α+ β;λ1 − α, 1)
= H⊲λ − qˆβmλD
♭(λ1, α, β)C(α+ β;λ1 − α, 1)
= −qˆβΘS(mν)− qˆ
β
λ1+β+1∑
i=α+β+2
ΘUi(mν).

Using the definition of the maps ΘU, we have the following corollary.
Corollary 3.19. We have that
1α14α4
2β2315β5
= −qˆ−β2
1α1−1314α4
112β25β5
−
1α1314α4−1
2β2415β5
.
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Lemma 3.20. Suppose 1 ≤ d ≤ b is such that αd = 0 and βd = 1. Then
1α12α2 . . . d0 . . . bαb
1β12β2 . . . d1 . . . bβb
= −
d−1∑
i=1
qˆ−β¯d−1+β¯i−1 [βi + 1]
1α12α2 . . . iαi−1 . . . d1 . . . bαb
1β12β2 . . . iβi+1 . . . d0 . . . bβb
−
b∑
i=d+1
qˆ−β¯d+β¯i−1 [βi + 1]
1α12α2 . . . d1 . . . iαi−1 . . . bαb
1β12β2 . . . d0 . . . iβi+1 . . . bβb
.
Proof. Note that
1α12α2 . . . d0 . . . bαb
1β12β2 . . . d1 . . . bβb
=
1α¯d−14α¯b−α¯d
2β¯d−1315β¯b−β¯d
Tw
b∏
i=1
C(α¯i−1 + β¯i−1;αi, βi)
where
Tw =
d−1∏
i=1
D♭(α¯d−1 + β¯i−1, α¯i + β¯i−1, βi)
b∏
i=d+1
D♭(α¯b + β¯i−1, α¯i + β¯i−1, βi).
Let
V =
1α¯d−14α¯b−α¯d
2β¯d−1315β¯b−β¯d
and let t ∈ RStd(λ) be the unique tableau such that ν(t) = V. Choose j in the top row of t and let
t(j) ∈ RStd(λ) be the tableau obtained by swapping j and α¯d−1 + β¯d−1 + 1 and rearranging the rows. By
Lemma 3.18,
Θt = −qˆ
−β¯d−1
α¯d−1∑
j=1
Θt(j) −
α¯b+β¯d∑
j=α¯d+β¯d+1
Θt(j),
that is
1α12α2 . . . d0 . . . bαb
1β12β2 . . . d1 . . . bβb
= H⊲λ −
(
qˆ−β¯d−1
α¯d−1∑
j=1
mλTd(t(j)) +
α¯b+β¯d∑
j=α¯d+β¯d+1
mλTd(t(j))
)
Tw
b∏
k=1
C(ν¯k−1;αk, βk)
= H⊲λ −
(
qˆ−β¯d−1
d−1∑
i=1
α¯i∑
j=α¯i−1+1
mλTd(t(j)) +
b∑
i=d+1
α¯i+β¯d∑
j=β¯d+α¯i−1+1
mλTd(t(j))
)
Tw
b∏
k=1
C(ν¯k−1;αk, βk).
Now choose i with 1 ≤ i ≤ d− 1. We claim that
α¯i∑
j=α¯i−1+1
mλTd(t(j))Tw
b∏
k=1
C(ν¯k−1;αk, βk) = qˆ
β¯i−1 [βi + 1]
1α12α2 . . . iαi−1 . . . d1 . . . bαb
1β12β2 . . . iβi+1 . . . d0 . . . bβb
.
To prove the claim, choose j with α¯i−1 +1 ≤ j ≤ α¯i. Let s be the row-standard λ-tableau containing entries
from the set ∪di=1{α¯i + β¯i−1 + 1, . . . , α¯i + β¯i}. Then
t
λd(t(j))w = sw′
where w′ acts on s as follows. Suppose that x occupies the same position in s that j occupies in t. Then
w′ moves ν¯d−1 + 1 into the first row, such that the row is in increasing order, moves x into the far left
of the second row and pushes the entries in the second row, up to the entry immediately to the left of
ν¯d−1+1 in s, one box to the right. If s˙ is the row-standard tableau obtained by rearranging the rows of sw
′,
then d(s)w′ = ud(s˙) where u ∈ Sλ has length β¯i−1. Furthermore, using Equation 3.1, we may check that
ℓ(d(t(j))) + ℓ(w) = ℓ(d(s)w′) = β¯i−1 + ℓ(d(s˙)). It therefore follows that
α¯i∑
j=α¯i−1+1
mλTd(t(j))Tw = qˆ
β¯i−1
αi+βi−1∑
x=ν¯i−1+1
mλTd(s˙(x))
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where s˙(x) is the tableau obtained from s by swapping x and ν¯d−1 + 1 and rearranging the rows. If we let
x0 = ν¯i−1 + 1 then using Lemma 3.13,
α¯i∑
j=α¯i−1+1
mλTd(t(j))TwC(ν¯i−1;αi, βi) = qˆ
β¯i−1mλTd(s˙(x0))C(ν¯i−1;αi − 1, 1)C(ν¯i−1;αi, βi)
= qˆβ¯i−1mλTd(s˙(x0))C(ν¯i−1;αi − 1, 1, βi)
= qˆβ¯i−1mλTd(s˙(x0))C(α¯i + β¯i−1 − 1; 1, βi)C(ν¯i−1;αi − 1, βi + 1)
= qˆβ¯i−1 [βi + 1]mλTd(s˙(x0))C(ν¯i−1;αi − 1, βi + 1)
The claim then follows since
mλTd(s˙(x0))C(ν¯i−1;αi − 1, βi + 1)
∏
k 6=i
C(ν¯k−1;αk, βk) =
1α12α2 . . . iαi−1 . . . d1 . . . bαb
1β12β2 . . . iβi+1 . . . d0 . . . bβb
.
A similar proof shows that if d+ 1 ≤ i ≤ b then
α¯i+β¯d∑
j=α¯i−1+βd+1
Θt(j)(mν)Tw
b∏
k=1
C(ν¯k−1;αk, βk) = qˆ
−β¯d+β¯i−1 [βi + 1]
1α12α2 . . . d1 . . . iαi−1 . . . bαb
1β12β2 . . . d0 . . . iβi+1 . . . bβb
,
completing the proof of Lemma 3.20. 
Lemma 3.21. Suppose
S =
1α1 . . . d0 . . . bαb
1β2 . . . dβd . . . bβb
where βd ≥ 1. Let
G = {(g1, . . . , gb) | gd = 0, g¯ = βd and gi ≤ αi for 1 ≤ i ≤ b}.
For g ∈ G, let Ug be the row-standard tableau obtained from S by moving all entries equal to d from row 2 to
row 1, and for i 6= d moving down gi entries equal to i from row 1 to row 2. Then
ΘS =
∑
g∈G
(−1)βd qˆ−(
βd+1
2 )+g¯d−1 qˆ−β¯d−1βd
b∏
i=1
qˆgi(β¯i−1)
[
βi + gi
gi
]
ΘUg .
Proof. The case that βd = 1 is Lemma 3.20. So assume βd > 1 and that the lemma holds when S
d
2 < βd. We
first consider
S =
1α14α4
2β23β35β5
.
Consider the map ΘS :M
ν → Sλ. If S˙ is the tableau
S˙ =
1α15α4
2β2314β3−16β5
of type ν˙ then ΘS(mν) = ΘS˙(mν˙). Let
G = {(g1, g4) | g1 + g4 = β3, g1 ≤ α1, g4 ≤ α4},
G′ = {(g′1, g
′
4) | g
′
1 + g
′
4 = β3 − 1, g
′
1 ≤ α1, g
′
4 ≤ α4}.
For g ∈ G, let U˙g be the tableau obtained from S˙ by moving all entries equal to 3 or 4 from the second
row to the first and moving g1 entries equal to 1 and g4 entries equal to 5 from the first to the second.
For g′ ∈ G′, let U˙g′ be the tableau obtained from S˙ by moving all entries equal to 4 from the second row
to the first and moving g′1 entries equal to 1 and g
′
4 entries equal to 5 from the first to the second. Note
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that ΘUg(mν) = ΘU˙g (mν˙), where Ug is as defined in the statement of the lemma. Applying the inductive
hypothesis repeatedly to S˙, we have
ΘS(mν) =
1α15α4
2β2314β3−16β5
= −qˆ−β2
1α1−1315α4
112β24β3−16β5
− qˆβ3−1
1α1315α4
2β24β3−1516β5
=
∑
g∈G
(−1)β3 qˆ−β2 qˆ−(
β3
2 )+g1−1qˆ−(β3−1)(β2+1)[g1]qˆ
g4(β2+β3)Θ
U˙g
+
∑
g∈G′
(−1)β3 qˆ−β2 qˆ−(
β3
2 )+g
′
1 qˆ−(β3−1)(β2+1)[g′1]qˆ
β2+1qˆg
′
4(β2+β3)Θ
U˙g′
+
∑
g∈G
(−1)β3 qˆβ3−1qˆ−(
β3
2 )+g1 qˆ−(β3−1)β2 qˆ(g4−1)(β2+β3−1)[g4]ΘU˙g
+
∑
g′∈G′
(−1)β3 qˆβ3−1qˆ−(
β3
2 )+g
′
1+1qˆ−(β3−1)β2 qˆβ2 qˆ(g
′
4−1)(β2+β3−1)[g′4]ΘU˙g′
=
∑
g∈G
(−1)β3 qˆ−(
β3+1
2 )+g1−β2β3 qˆg4(β2+β3)[β3]ΘU˙g
+
∑
g′∈G′
(−1)β3 qˆ−(
β3
2 )+g
′
1 qˆg
′
4(β2+β3)qˆ−(β2+1)(β3−1)qˆ[β3 − 1]ΘU˙g′ .
Applying the inductive hypothesis again, we also have
Θ
S˙
(mν˙) =
1α15α4
2β2314β3−16β5
=
∑
g′∈G′
(−1)β3−1qˆ−(
β3
2 )+g
′
1 qˆ−(β2+1)(β3−1)qˆg
′
4(β2+β3)Θ
U˙g′
(mν˙).
So, substituting the two values of Θ
S˙
(mν˙) into the equation below, we get that
[β3]ΘS(mν) = ΘS˙(mν˙) + qˆ[β3 − 1]ΘS˙(mν˙)
= [β3]
∑
g∈G
(−1)β3 qˆ−(
β3+1
2 )+g1−β2β3 qˆg4(β2+β3)Θ
U˙g
(mν˙)
= [β3]
∑
g∈G
(−1)β3 qˆ−(
β3+1
2 )+g1−β2β3 qˆg4(β2+β3)ΘUg (mν).
Since we are working in R = Z, we may cancel the terms [β3] on both sides of the equation. This completes
the proof of Lemma 3.21 when S has the form S =
1α14α4
2β23β35β5
. The proof of Lemma 3.21 for general S
follows in the same way as the end of the proof of Lemma 3.20. 
Lemma 3.22. Suppose
S =
1α1 . . . dαd . . . bαb
1β2 . . . dβd . . . bβb
where βd ≥ 1. Let
G = {(g1, . . . , gb) | gd = 0, g¯ = βd and gi ≤ αi for 1 ≤ i ≤ b}.
For g ∈ G, let Ug be the tableau obtained from S by moving all entries equal to d from row 2 to row 1, and
for i 6= d moving down gi entries equal to i from row 1 to row 2. Then
ΘS =
∑
g∈G
(−1)βd qˆ−(
βd+1
2 )+g¯d−1 qˆ−β¯d−1βd
b∏
i=1
qˆgiβ¯i−1
[
βi + gi
gi
]
ΘUg .
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Proof. The case that αd = 0 is precisely Lemma 3.21. So suppose αd > 0 and that the lemma holds when
Sd1 < αd. Let
S(1) =
1α1 . . . dαd−1d+ 11d+ 2αd+1 . . . b+ 1αb
1β1 . . . dβdd+ 2βd+1 . . . b+ 1βb
,
S(2) =
1α1 . . . dαdd+ 2αd+1 . . . b+ 1αb
1β1 . . . dβd−1d+ 11d+ 2βd+1 . . . b+ 1βb
,
and suppose they are of type ν˙ so that
ΘS(mν) = ΘS(1)(mν˙) + ΘS(2)(mν˙).
Let
G′ = {(g′1, . . . , g
′
b) | g
′
d = 0, g¯
′ = βd − 1 and g
′
i ≤ αi for 1 ≤ i ≤ b}.
For g ∈ G, let U˙g be the tableau obtained from S(1) by moving all entries equal to d from row 2 to row 1,
and for i < d moving down gi entries equal to i from row 1 to row 2 and for i > d + 1 moving gi−1 entries
equal to i from row 1 to row 2. For g′ ∈ G′, let U˙g′ be the tableau obtained from S(2) by moving all entries
equal to d from row 2 to row 1, and for i < d moving down g′i entries equal to i from row 1 to row 2 and for
i > d+ 1 moving gi−1 entries equal to i from row 1 to row 2. Then, using the inductive hypothesis,
ΘS(mν) =
∑
g∈G
(−1)βd qˆ−(
βd+1
2 )+g¯d−1 qˆ−βdβ¯d−1
b∏
i=1
qˆgiβ¯i−1
[
βi + gi
gi
]
Θ
U˙g
(mν˙)
+
∑
g∈G
(−1)βd qˆ−(
βd+1
2 )+g¯
′
d−1 qˆ−βdβ¯d−1 qˆβ¯d
b∏
i=1
qˆgiβ¯i−1
[
βi + gi
gi
]
Θ
U˙g
(mν˙)
+
∑
g′∈G′
(−1)βd−1qˆ−(
βd
2 )+g¯
′
d−1 qˆ(βd−1)β¯d−1
b∏
i=1
qˆgiβ¯i−1
[
βi + gi
gi
]
Θ
U˙g′
(mν˙)
=
∑
g∈G
(−1)βd qˆ−(
βd+1
2 )+g¯d−1 qˆ−β¯d−1βd
b∏
i=1
qˆgi(β¯i−1)
[
βi + gi
gi
]
ΘUg (mν).

We now move on to the more general case where λ may have more than 2 parts.
Lemma 3.23. Suppose S ∈ Tr(λ, ν) where λ = (λ1, . . . , λa) and a ≥ 2. Choose r with 1 ≤ r < a and suppose
that S satisfies the following conditions: There exists k with r + 1 ≤ k such that
• All entries of S in rows 1 ≤ j < r are equal to j.
• All entries of S in rows r and equal to one of r, r + 1, . . . , k and all entries in row r + 1 are equal to
one of r + 1, r + 2, . . . , k,
• All entries of S in rows r + 2 ≤ j ≤ a are equal to j + k − r − 1.
Choose d with Sdr+1 6= 0. Let
G = {(g1, . . . , gb) | gd = 0, g¯ = S
d
r+1 and gi ≤ S
i
r for 1 ≤ i ≤ b}.
For g ∈ G, let Ug be the row-standard tableau obtained from S by moving all entries equal to d from row r+1
to row r, and for i 6= d moving down gi entries equal to i from row r to row r + 1. Then
ΘS =
∑
g∈G
(−1)S
d
r+1 qˆ−(
S
d
r+1+1
2
)+g¯d−1 qˆ−S
<d
r+1S
d
r+1
b∏
i=1
qˆgiS
<i
r+1
[
S
i
r+1 + gi
gi
]
ΘUg .
Proof. The proof of Lemma 3.23 is identical to the proof of Lemma 3.22, except for the change in notation.
We chose to give the proof of Lemma 3.22 rather than proving Lemma 3.23 itself because the notation was
easier to control. 
Now suppose that S ∈ Tr(λ, ν). Choose r with 1 ≤ r < a and define S˙ to be the λ-tableau such that
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• Each row 1 ≤ j < r contains λj entries equal to j.
• Each row r + 1 < j ≤ a contains λj entries equal to j + b− 2.
• Each row j = r, r + 1 contains Sij entries equal to i + r − 1, for 1 ≤ i ≤ b.
Note that S˙ satisfies the conditions of Lemma 3.23.
Example 8. Suppose that
S =
1 1 1 2 2 2 3 3 4 4 5
1 1 2 2 3 5
1 2 2 4
3 3 4 5
,
and let r = 2. Then
S˙ =
1 1 1 1 1 1 1 1 1 1 1
2 2 3 3 4 6
2 3 3 4
7 7 7 7
.
Lemma 3.24. Suppose m,x ≥ 0 and v is a permutation of m+ 1, . . . ,m+ x. Suppose w is a permutation
such that w(m+ i) < w(m + j) for all 1 ≤ i < j ≤ x. Then ℓ(vw) = ℓ(v) + ℓ(w) = ℓ(wv).
Proof. The proof follows by applying Equation 3.1. 
Lemma 3.25. Let S ∈ Tr(λ, ν). Choose r with 1 ≤ r < a and define S˙ and ν˙ as above. If w is the permutation
such that first(S) = first(S˙)w then ℓ(d(first(S))) = ℓ(d(first(S˙))) + ℓ(w). Furthermore if T ∈ Tr(λ, ν) is such
that S and T are identical on all rows except possibly rows r and r + 1 then first(T) = first((˙T))w (so that
ℓ(first(S)) = ℓ(first(S˙)) + ℓ(w)).
Proof. Note that d(first(S˙)) and w satisfy the conditions of Lemma 3.24 so that ℓ(d(first(S˙))w) = ℓ(d(first(S˙)))+
ℓ(w). It is straightforward to see that the permutation w works for both S and T. 
Lemma 3.26. Let m ≥ 0 and η = (η1, . . . , ηa) be a composition such that a ≥ 2. Choose r with 1 ≤ r < a.
Then
C(m; η) = C(m+ η¯r−1; ηr, ηr+1)C(m; η1, . . . , ηr+1, ηr + ηr+1)C(0; η¯r+1, ηr+1, . . . , ηa).
Proof. As usual, we may assume m = 0. Applying Lemma 3.13 repeatedly, we get
C(0; η) = C(0; η1, . . . , ηr+1)C(η¯r+1; ηr+2, . . . , ηa)C(0; η¯r+1, η¯a − η¯r+1)
= C(η¯r−1; ηr, ηr+1)C(0; η1, . . . , ηr−1)C(0; η¯r−1, ηr + ηr+1)
C(η¯r+1; ηr+2, . . . , ηa)C(0; η¯r+1, η¯a − η¯r+1)
= C(η¯r−1; ηr, ηr+1)C(0; η1, . . . , ηr−1, ηr + ηr+1)C(0; η¯r+1, ηr+2, . . . , ηa).

Lemma 3.27. Let m, η1, η2 ≥ 0. Suppose w is a permutation such that for all m+ 1 ≤ k ≤ m+ η1 + η2 we
have w−1(k) = k + x for some x ∈ Z. Then
TwC(m; η1, η2) = C(m+ x; η1, η2)Tw.
Proof. If v is any permutation ofm+1, . . . ,m+η1+η2, let v¯ be the permutation of x+m+1, . . . , x+m+η1+η2
which sends x + k to v(k) + x. Then clearly wv = v˙w and ℓ(wv) = ℓ(w) + ℓ(v) by Lemma 3.24. The result
follows since C(m; η1, η2) is a sum of basis elements indexed by permutations of m+ 1, . . . ,m+ η1 + η2. 
Lemma 3.28. Let S ∈ Tr(λ, ν). Choose r with 1 ≤ r < a and define S˙, ν˙ and w as in Lemma 3.25. Then
ΘS(mν) = ΘS˙(mν˙)Tw
b∏
i=1
C(ν¯i−1; S
i
1, . . . , S
i
r−1, S
i
r + S
i
r+1)C(ν¯i−1; S
i
≤r+1, S
i
r+2, . . . , S
i
a).
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Proof. Applying Lemmas 3.17, 3.25, 3.26 and 3.27, we have that
ΘS(mν) = H
⊲λ +mλTd(S))
b∏
i=1
C(ν¯i−1; S
i
1, . . . , S
i
a)
= H⊲λ +mλTd(first(S˙))Tw
b∏
i=1
C(ν¯i−1 + S
i
≤r−1; S
i
r, S
i
r+1)C(ν¯i−1; S
i
1, . . . , S
i
r−1, S
i
r + S
i
r+1)
C(ν¯i−1; S
i
≤r+1, S
i
r+2, . . . , S
i
a)
= H⊲λ +mλTd(first(S˙))
b∏
i=1
C(λ¯i−1 + S
<i
r + S
<i
r+1; S
i
r, S
i
r+1)
Tw
b∏
i=1
C(ν¯i−1; S
i
1, . . . , S
i
r−1, S
i
r + S
i
r+1)C(ν¯i−1; S
i
≤r+1, S
i
r+2, . . . , S
i
a)
= Θ
S˙
(mν˙)Tw
b∏
i=1
C(ν¯i−1; S
i
1, . . . , S
i
r−1, S
i
r + S
i
r+1)C(ν¯i−1; S
i
≤r+1, S
i
r+2, . . . , S
i
a).

We may now combine the previous results.
Example 9. Let S =
1 2 2 3
1 1 2 3
1 2 3
1
so that λ = (5, 4, 3, 1). Then
1 2 2 3
1 1 2 3
1 2 3
1
= H⊲λ +mλT(2,6,3,7,8,11,12,5)(4,10,9)C(0; 1, 2, 1, 1)C(5; 2, 1, 1)C(9; 1, 1, 1)
= H⊲λ +mλT(7,8,10,9)T(2,6,3,7,4,10,11,12,5)C(1; 2, 1)C(7; 1, 1)C(10; 1, 1)
C(0; 1, 3)C(0; 4, 1)C(5; 2, 2)C(9; 1, 2)
= H⊲λ +mλT(7,8,10,9)C(4; 2, 1)C(7; 1, 1)C(9; 1, 1)
T(2,6,3,7,4,10,11,12,5)C(0; 1, 3)C(0; 4, 1)C(5; 2, 2)C(9; 1, 2)
=
1 1 1 1
2 2 3 4
2 3 4
5
T(2,6,3,7,4,10,11,12,5)C(0; 1, 3)C(0; 4, 1)C(5; 2, 2)C(9; 1, 2)
=
(
− q−1[2]
1 1 1 1
2 3 3 4
2 2 4
5
− [2]
1 1 1 1
2 2 3 3
2 4 4
5
)
T(2,6,3,7,4,10,11,12,5)C(0; 1, 3)C(0; 4, 1)C(5; 2, 2)C(9; 1, 2)
= −q−1[2]
1 2 2 3
1 2 2 3
1 1 3
1
− [2]
1 2 2 3
1 1 2 2
1 3 3
1
Proposition 3.29. Suppose λ = (λ1, . . . , λa) is a partition of n and ν = (ν1, . . . , νb) is a composition of n.
Let S ∈ Tr(λ, ν). Suppose 1 ≤ r ≤ a− 1 and that 1 ≤ d ≤ b. Let
G =
{
g = (g1, g2, . . . , gb) | gd = 0, g¯ = S
d
r+1, and gi ≤ S
i
r for 1 ≤ i ≤ b
}
.
For g ∈ G, let Ug be the row-standard tableau formed by moving all entries equal to d from row r + 1 to row
r and for i 6= d, moving gi entries equal to i from row r to row r + 1. Then
ΘS =
∑
g∈G
(−1)S
d
r+1 qˆ−(
S
d
r+1+1
2
)+g¯d−1 qˆ−S
<d
r+1S
d
r+1
b∏
i=1
qˆgiS
<i
r+1
[
Sir+1 + gi
gi
]
ΘUg .
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Proof. Using Lemmas 3.23, 3.25 and 3.28, and keeping the notation of Lemma 3.28,
ΘS(mν) = ΘS˙(mν˙)Tw
b∏
i=1
C(µi−1; S
i
1, . . . , S
i
d−1, S
i
d + S
i
d+1)C(µi−1; S¯
i
d+1, S
i
d+1, . . . , S
i
a)
=
∑
g∈G
(−1)S
d
r+1 qˆ−(
S
d
r+1+1
2
)+g¯d−1 qˆ−S
<d
r+1S
d
r+1
b∏
i=1
qˆgi(S
<i
r+1)
[
Sir+1 + gi
gi
]
Θ
U˙g
(mν˙)
Tw
b∏
i=1
C(µi−1; S
i
1, . . . , S
i
r−1, S
i
r + S
i
r+1)C(µi−1; S¯
i
r+1, S
i
r+1, . . . , S
i
a)
=
∑
g∈G
(−1)S
d
r+1 qˆ−(
S
d
r+1+1
2
)+g¯d−1 qˆ−S
<d
r+1S
d
r+1
b∏
i=1
qˆgi(S
<i
r+1)
[
Sir+1 + gi
gi
]
ΘUg (mν).

The proof of Proposition 3.29 gives the first half of the proof of Theorem 2.9. Since the proof of the second
half follows along identical lines, we omit most of it and give only the proof of the analogue of Lemma 3.18,
where the difference is non-trivial.
Example 10. Let λ = (3, 3) and ν = (1, 2, 1, 1, 1). Observe that
mλ(I + T3 + T3T4 + T3T4T5) = (I + T2 + T1T2)m(2,4) ∈ H
⊲λ
by Lemma 3.4. Then
1 3 4
2 2 5
= H⊲λ +mλT3T4T2T3
= H⊲λ + qˆ−1mλT2T3T4T2T3
= H⊲λ + qˆ−1mλT3T4T2T3T4
= H⊲λ − qˆ−1mλ(I + T3 + T3T4T5)T2T3T4
= H⊲λ −mλ(T3T4 + T3T2T4 + qˆ
−1T3T4T5T2T3T4)
= − 1 2 4
2 3 5
− qˆ−1 1 4 5
2 2 3
Lemma 3.30. Let λ = (m,m). Let 0 ≤ α < m and 0 ≤ β ≤ m and let S ∈ RStd(λ) be the tableau with
1, . . . , α, α+β+1, . . . ,m+β in the top row (and α+1, . . . , α+β,m+β+1, . . . , 2m in the second row). For
i ∈ {α+ 1, . . . , α+ β,m+ β + 1, . . . , 2m} let Ui be the row-standard tableau obtained by swapping α+ β + 1
with i and rearranging the rows if necessary. Then
ΘS = −
α+β∑
i=α+1
ΘUi − qˆ
−m+α+1
2m∑
i=m+β+1
ΘUi .
Proof. We use Lemma 3.11 and note that
mλC(m− 1; 1,m) = C(0;m− 1, 1)m(m−1,m+1) ∈ H
⊲λ
by Lemma 3.4. If β = m then
ΘS(mν) +
2m∑
i=m+β+1
ΘUi = H
⊲λ +mλD
♭(m,α+ 1,m)C(α; 1,m)
= H⊲λ + qm−α−1mλC(m− 1; 1,m)D
♭(m− 1, α,m+ 1)
= H⊲λ
= 0.
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Else if β < m then
2m∑
i=m+β+1
ΘUi(mν) = H
⊲λ +mλTmTm+1 . . . Tm+β C(m+ β; 1,m− β − 1)D
♭(m− 1, α, β + 1)
= H⊲λ +mλ
(
C(m− 1, 1,m)− C(m− 1; 1, β)
)
D♭(m− 1, α, β + 1)
= H⊲λ −mλD
♭(m− 1, α, β + 1)C(α, 1, β)
= H⊲λ − qˆm−α−1mλD
♭(m,α+ 1, β)C(α; 1, β)
= −qˆm−α−1ΘS(mν)− qˆ
m−α−1
α+β∑
i=α+1
ΘUi(mν).

3.3. How to prove the results in Section 2.3. Let H = HC,q(Sn) where q is a primitive e
th root of unity
in C for some 2 ≤ e <∞. In Propositions 2.19 to 2.27 we described the homomorphism space EHomH(S
µ, Sλ)
where λ has at most two parts and µ1 ≥ λ2. As previously mentioned, the proof of these results is given
by case-by-case analysis, where the calculations consist of solving systems of homogeneous linear equations.
These very many calculations do not belong in a research paper; they are both trivial and lengthy. We
therefore begin this section by giving some identities which enabled us to solve the equations, followed by
the proof of the results in some specific cases. The reader who wishes to use one or more of our propositions
and who prefers not to rely on results which are not explicitely proved would be best advised to construct
their own proofs; we would say this is more tedious than difficult.
We note that our proof of Proposition 2.20, which states that the homomorphism space is at most 1-
dimensional, relies on looking at cases individually; we do not know of a direct proof.
Lemma 3.31. Suppose that a, b > 0. Then
[ae]
[be]
=
a
b
.
Proof. We have that
[ae]
[be]
=
1 + q + . . .+ q(a−1)e−1
1 + q + . . .+ q(b−1)e−1
=
(1 + qe + . . .+ q(a−1)e)[e]
(1 + qe + . . .+ q(b−1)e)[e]
=
a
b
.

Lemma 3.32. Suppose that m ≥ k ≥ 0. Write m = m∗e+m′ and k = k∗e+ k′ where 0 ≤ m′, k′ < e. Then[
m
k
]
= 0 if and only if m′ < k′.
Proof. We have that [
m
k
]
=
[m][m− 1] . . . [m− k + 1]
[k][k − 1] . . . [1]
which, using Lemma 3.31 is zero if and only if there are more terms divisible by e in the numerator than the
denominator, that is if and only if m′ < k′. 
Corollary 3.33. Let m ≥ e. Then [
m
e
]
6= 0.
Corollary 3.34. Let m, s ≥ 1. Then [
m+ j
j
]
= 0
for all 1 ≤ j ≤ s if and only if e | m+ 1 and s < e.
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Lemma 3.35. We have
(−1)eq(
e
2) = −1.
Proof. If e is even then
(−1)eq(
e
2) = q
e
2 (e−1) = (−1)e−1 = −1.
If it is odd then
(−1)eq(
e
2) = −qe
e−1
2 = −1.

Lemma 3.36 (Lemma 2.6). Suppose m, k ≥ n ≥ 0. Then∑
γ≥0
(−1)γq(
γ
2)
[
n
γ
][
m− γ
k
]
= qn(m−k)
[
m− n
k − n
]
.
Lemma 3.37. Suppose m ≥ j ≥ 0 and n ≥ 0. Then∑
γ≥0
qγ(m−j+γ)
[
n
γ
][
m
j − γ
]
=
[
m+ n
j
]
.
Proof. We use induction on n. The lemma is true for n = 0 so suppose that n > 0 and that the lemma holds
for n− 1. Then using Lemma 2.5,∑
γ≥0
qγ(m−j+γ)
[
n
γ
][
m
j − γ
]
=
∑
γ≥0
qγ(m−j+γ)
([
n− 1
γ − 1
]
+ qγ
[
n− 1
γ
])[
m
j − γ
]
=
∑
γ≥0
q(γ+1)(m−j+γ+1)
[
n− 1
γ
][
m
j − γ − 1
]
+
∑
γ≥0
qγ(m−j+γ)qγ
[
n− 1
γ
][
m
j − γ
]
=
∑
γ≥0
qγ(m−j+γ)
[
n− 1
γ
](
qm−j+γ+1
[
m
j − γ − 1
]
+
[
m
j − γ
])
=
∑
γ≥0
qγ(m−j+γ+1)
[
n− 1
γ
][
m+ 1
j − γ
]
=
[
m+ n
j
]
by the inductive hypothesis. 
Armed with these results, we are ready to start solving some equations. Let us begin with the simplest
non-trivial case which is when µ has three parts.
Take λ = (λ1, λ2) and µ = (µ1, µ2, µ3) to be partitions of n where λ1 ≥ µ1 ≥ λ2. Our aim is to determine
HomH(S
µ, Sλ) by finding a basis for Ψ(µ, λ). For max{0, λ2 − µ3} ≤ i ≤ min{µ2, λ2} let Θi : M
µ → Sλ be
given by
Θi(mµ) =
1µ12µ2−i3µ3−λ2+i
2i3λ2−i
,
where we use the notation of Section 3.2. Then Ψ(µ, λ) is the vector space of homomorphisms
Θ =
∑
i
aiΘi,
for ai ∈ C, which satisfy Θ(mµhd,t) = 0 for d = 1, 2 and 1 ≤ t ≤ µd+1. Note that for such d, t, we have
Θi(mµh2,t) =
∑
j
qi(t−j+i)
[
µ2 + t− j
µ2 − i
][
j
i
]
1µ12µ2+t−j3µ3−t−λ2+j
2j3λ2−j
,
Θi(mµh1,t) =
∑
k
(−1)k−iq(
i−k
2 )+kt
[
µ1 + t− i
µ1 − k
][
λ2 − k
λ2 − i
]
1µ1+t2µ2−t−k3µ3−λ2+k
2k3λ2−k
,
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where the sums are over all j such that max{0, λ2 − µ3 + t} ≤ j ≤ min{λ2, µ2 + t} and all k such that
max{0, λ2 − µ3} ≤ k ≤ min{λ2, µ2 − t}. We must therefore solve the systems of equations∑
i
qi(t−j+i)
[
µ2 + t− j
µ2 − i
][
j
i
]
ai = 0, (2, t, j)
∑
i
(−1)k−iq(
i−k
2 )+kt
[
µ1 + t− i
µ1 − k
][
λ2 − k
λ2 − i
]
ai = 0, (1, t, k)
for i, t, j, k within the limits described above. Let us redefine Ψ = Ψ(µ, λ) to be the solution space of the
equations (1, t, k) and (2, t, j) and Φ = Φ(µ, λ) to be the solution space of the equations (2, t, j).
Finally, for any m ≥ 0, we define m∗ and m′ by writing m = m∗e+m′ where 0 ≤ m′ < e. The equivalence
relation ≡ is assumed to be equivalence modulo e.
Lemma 3.38. Suppose 0 ≤M ≤ N and that (ai)M≤i≤N is a non-zero solution to the system of equations
[j + 1]aj + q
j+1[K − j]aj+1 = 0, M ≤ j ≤ N − 1,
where N ≤ K + 1. If there do not exist either c with M + 1 ≤ c ≤ N and c ≡ 0 or d with M + 1 ≤ d ≤ N
and K − d+ 1 ≡ 0 then ai 6= 0 for all M ≤ i ≤ N . Otherwise ai 6= 0 only if i
′ ≥ (K + 1)′ and furthermore if
M ≤ i, k ≤ N are such that i′, k′ ≥ (K + 1)′ and i∗ = k∗ then ai 6= 0 if and only if ak 6= 0.
Proof. If neither c nor d as above exist then all terms [M +1], . . . , [N ], [K−M ], . . . , [K−N +1] are non-zero
and the result is clear. So suppose at least one of c, d exists. Let b = (K + 1)′ and suppose M ≤ i ≤ N is
such that i′ < b. If i∗e− 1 ≥M then the equations
[j + 1]aj + q
j+1[K − j]aj+1 = 0, i
∗e− 1 ≤ j ≤ i− 1,
ensure that ai = 0. Similarly if i
∗e+ b ≤ N then the equations
[j + 1]aj + q
j+1[K − j]aj+1 = 0, i ≤ j ≤ i
∗e + b− 1,
ensure that ai = 0. But if M ≥ i
∗e and N < i∗e+ b then we cannot find c or d as above. Hence if i′ < b then
ai = 0.
Now suppose M ≤ i, k ≤ N are such that i′, k′ ≥ b and i∗ = k∗. Assume i ≤ k. The equations
[j + 1]aj + q
j+1[K − j]aj+1 = 0, i ≤ j ≤ k − 1,
ensure that ai = 0 if and only if ak = 0. 
Lemma 3.39. Suppose λ2 < µ3. Then
dim(Φ(µ, λ)) ≤


0, e ≤ λ2,
1, (µ2 + 1)
′ ≤ λ2 < e,
0, λ2 < (µ2 + 1)
′.
Proof. Suppose (ai)0≤i≤λ2 ∈ Φ. Setting t = 1, we have the equations
[µ2 + 1]a0 = 0,
[j + 1]aj + q
j+1[µ2 − j]aj+1 = 0, 0 ≤ j ≤ λ2 − 1.
Let b = (µ2 + 1)
′. If λ2 < b then there can be no non-zero solution to these equations. Otherwise, applying
Lemma 3.38, ai 6= 0 only if b ≤ i
′ and in this case ai 6= 0 if and only if ai∗e+b 6= 0 so that if λ2 < e+ b then
dim(Φ) ≤ 1.
Suppose λ2 ≥ e + b and consider the equation (2, e, (r + 1)e + b) where 0 ≤ re + b ≤ λ2 − e. From this,
and using Lemma 3.32,
0 =
(r+1)e+b∑
i=re+b
qi(i−re−b)
[
µ2 − re − b
µ2 − i
][
(r + 1)e+ b
i
]
ai =
[
(r + 1)e+ b
e
]
are+b +
[
µ2 − re − b
e
]
a(r+1)e+b,
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so that, applying Lemma 3.33, are+b 6= 0 if and only if a(r+1)e+b 6= 0. Hence if λ2 ≥ e then dim(Φ) ≤ 1 and if
(ai) ∈ Φ \ {0} then ae−1 6= 0. But in this case we obtain a contradiction by considering Equation (2, e, e− 1)
and using Lemma 3.33:
0 =
e−1∑
i=0
qi(e−1−i)
[
e− 1
i
][
µ2 + 1
µ2 − i
]
ai = q
λ2e
[
µ2 + 1
e
]
ae−1
since ai = 0 for 0 ≤ i < b and the second Gaussian polynomial is zero for b ≤ i < e − 1. So dim(Φ) = 0 if
λ2 ≥ e. 
Proposition 3.40. Suppose that λ2 < µ3. Then
dim(Ψ(µ, λ)) =
{
1, λ2 < e, µ2 = e− 1 and µ1 − λ2 + 1 ≡ 0,
0, otherwise.
Proof. Let b = (µ2 + 1)
′. By Lemma 3.39, we have dim(Ψ) ≤ 1 and if dim(Ψ) > 0 then b ≤ λ2 < e;
furthermore if (ai)0≤i≤λ2 ∈ Ψ \ {0} then ai 6= 0 if and only if b ≤ i ≤ λ2. Then if (ai) ∈ Ψ \ {0} then it also
satisfies
[µ1 + 1− k]ak = [λ2 − k]ak+1, 0 ≤ k < λ2,
[µ1 + 1− λ2]aλ2 = 0.
Therefore if dim(Ψ) > 0 then µ1 − λ2 +1 ≡ 0, and so aλ2−1 = aλ2 so that by Equation (2, 1, λ2 − 1) we have
µ2 + 1 ≡ 0 and b = 0. So if dim(Ψ) > 0, then Ψ is spanned by (ai) where ai = 1 for all i.
Suppose b ≤ λ2 < e and that µ1−λ2+1 ≡ 0. Set ai = 1 for all i. Now if µ2 ≥ e then by using Lemma 3.33
and considering Equation (1, e, 0) and Lemma 3.36 we obtain the contradition
0 =
λ2∑
i=0
(−1)iq(
i
2)
[
λ2
i
][
µ1 + e− i
µ1
]
ai = q
λ2e
[
µ1 − λ2 + e
µ1 − λ2
]
,
so we must have if dim(Ψ) > 0 then µ2 = e− 1.
We have shown that if dim(Ψ) = 1 then λ2 < e, µ2 = e−1 and µ1−λ2+1 ≡ 0 and the space Ψ is spanned
by the solution (ai) where ai = 1 for 0 ≤ i ≤ λ2. We now show these conditions are sufficient. First we must
show that the equations (2, t, j) where 1 ≤ t ≤ µ3 and max{0, λ2 − µ3 + t} ≤ j ≤ λ2 are satisfied by the
solution ai = 1 for all i. Using Lemma 3.37 we have∑
i
qi(t−j+i)
[
µ2 + t− j
µ2 − i
][
j
i
]
=
[
µ2 + t
t
]
= 0
by Lemma 3.32, since µ2 = e − 1, so these equations do hold. Now consider the equations (1, t, k) where
1 ≤ t ≤ µ2 = e− 1 and 0 ≤ k ≤ min{λ2, µ2 − t}. By Lemma 3.36 we have∑
i
(−1)k−iq(
i−k
2 )
[
µ1 + t− i
µ1 − k
][
λ2 − k
λ2 − i
]
=
∑
i
(−1)iq(
i
2)
[
λ2 − k
i
][
µ1 + t− k − i
µ1 − k
]
= q(λ2−k)t
[
µ1 − λ2 + t
t
]
= 0
again by Lemma 3.32, since µ1 − λ2 ≡ −1, so these equations are also satisfied. 
We believe this proof should convince the reader that solving all the equations required for Propositions 2.19
to 2.27 is a lengthy business; but we hope that we have also convinced them that it is not particularly difficult.
A strategy that works is as follows: Write down a system of equations (d, t, j) which need to be solved, then
use the equations (d, 1, j) and (d, e, j) to come up with necessary conditions for the space Ψ(µ, λ) to be
non-zero. These conditions turn out to be sufficient.
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4. Dipper-James Specht modules
We conclude by making a connection with the Specht modules of Dipper and James. Recall that for each
partition λ of n, Dipper and James [3, Section 4] defined a H-module which they called a Specht module and
which we shall denote S(λ). The connection with the modules Sλ is that
S(λ) ∼=H (S
λ)⋄ (‡)
where M⋄ denotes the dual of a H-module M [15, Theorem 5.3].
Proposition 4.1. We have the isomorphisms
HomH(S(λ), S(µ)) ∼=F HomH(S
µ, Sλ)
∼=F HomH(S
λ′ , Sµ
′
)
∼=F HomH(S(µ
′), S(λ′)).
Proof. The first and last equations follow from Equation (‡) above. Now, following [15, Lemma 2.3], we
define a H-automorphism #. For a H-module M , define M# to be the right H-module with action defined
by m · h = mh# for all m ∈M and h ∈ H. Then (Sν
′
)# = (Sν)⋄ for any partition ν of n [15, Theorem 5.2],
and the middle equation follows. 
If q = −1 then we might also wish to replace HomH( , ) with EHomH( , ) above. We now use Theorem 2.2.
The middle equation follows since
HomS(∆
µ,∆λ) ∼= HomS(∆
λ′ ,∆µ
′
);
see for example [13, Lemma 3.4]. Recall that for each partition λ of n, Dipper and James [4] defined a
S-module which they called a Weyl module and which we shall denote ∆(λ). The relationship with the Weyl
modules of Theorem 2.2 is that ∆(λ) ∼=S ∆
λ′ . Futhermore
HomS(∆(λ),∆(µ)) ∼= EHomH(S(λ), S(µ))
and so
EHomH(S
λ′ , Sµ
′
) ∼= EHomH(S(λ), S(µ))
as required.
Since many authors prefer to work in the Dipper-James world, it is worth remarking, once and for all,
that all the relevant combinatorics can be translated backwards and forwards without change. In particular,
there exists an analogue of Theorem 2.9. Suppose λ is a partition of n and ν a composition of n. Recall
that for each S ∈ Tr(λ, ν) Dipper and James [3] defined a homomorphism from S
λ to Mν which we shall now
denote ϕS.
Theorem 4.2. Suppose λ = (λ1, . . . , λa) is a partition of n and ν = (ν1, . . . , νb) is a composition of n. Let
S ∈ Tr(λ, ν).
(1) Suppose 1 ≤ r ≤ a− 1 and that 1 ≤ d ≤ b. Let
G =
{
g = (g1, g2, . . . , gb) | gd = 0, g¯ = S
d
r+1 and gi ≤ S
i
r for 1 ≤ i ≤ b
}
.
For g ∈ G, let Ug be the row-standard tableau formed by moving all entries equal to d from row r+ 1
to row r and for i 6= d moving gi entries equal to i from row r to row r + 1. Then
ϕS = (−1)
S
d
r+1q−(
S
d
r+1+1
2
)q−S
d
r+1S
<d
r+1
∑
g∈G
qg¯d−1
b∏
i=1
qgiS
<i
r+1
[
Sir+1 + gi
gi
]
ϕUg .
(2) Suppose 1 ≤ r ≤ a− 1 and λr = λr+1 and that 1 ≤ d ≤ b. Let
G =
{
g = (g1, g2, . . . , gb) | gd = 0, g¯ = S
d
r and gi ≤ S
i
r+1 for 1 ≤ i ≤ b
}
.
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For g ∈ G, let Ug be the row-standard tableau formed by moving all entries equal to d from row r to
row r + 1 of S and for i 6= d moving gi entries equal to i from row r + 1 to row r. Then
ϕS = (−1)
S
d
r q−(
S
d
r
2 )q−S
d
rS
>d
r
∑
g∈G
q−g¯d−1
b∏
i=1
qgiS
>i
r
[
Sir + gi
gi
]
ϕUg .
The proof of Theorem 4.2 involves working through the same steps as the proof of Theorem 2.9. Rather
than working moduloH⊲λ, we now use the fact that S(λ) is in the kernel of any homomorphismM(λ)→ S(σ)
where σ ⊲ λ. We leave the details to the reader.
Example 11. Let λ = (3, 3) and ν = (2, 1, 1, 1, 1) (as in Example 7). Recall that S(λ) is generated by mλX
for a certain X ∈ H (see [3] for details) and that, by the kernel intersection theorem,
0 = m(4,2)(I + T4 + T4T5)X = (1 + T3 + T2T3 + T1T2T3)m(3,3)X.
Let S = 1 1 4
2 3 5
. Then
ϕS(mλX) = mνT4T3(I + T2 + T2T1)(I + T4)(I + T5 + T5T4)X
= T4T3mλX
= qˆ−1T4T3T4mλX
= qˆ−1T3T4T3mλX
= −qˆ−1T3T4(I + T2T3 + T1T2T3)mλX
= −(T3 + qˆ
−1T3T2T4T3 + qˆ
−1T3T4T1T2T3)mλX
= −mνT3(I + T2 + T2T1)(I + T4)(I + T5 + T5T4)X
− qˆ−1mνT3T2T4T3(I + T4)(I + T5 + T5T4)(I + T1)(I + T2 + T2T1)X
= −ϕU1(mλX)− qˆ
−1ϕU2(mλX)
where
U1 = 1 1 3
2 4 5
, U2 = 1 3 4
1 2 5
.
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