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ABSTRACT
We are interested in self-organization and adaptation in intelligent systems that
are robustly coupled with the real world. Such systems have a variety of sensory
inputs that provide access to the richness, complexity, and noise of real-world
signals. Specifically, the systems we design and implement are ab initio (sim-
ulated) spiking neural networks (SNNs) with cellular resolution and complex
network topologies that evolve according to spike-timing dependent plasticity
(STDP). We desire to understand how external signals (like speech, vision, etc.)
are encoded in the dynamics of such SNNs. In particular, we desire to iden-
tify and confirm the extent to which various network-level measurements are
information-preserving and could be used as the basis of an associative mem-
ory. The dissertation details the relevant background and results of a series of
experiments designed to accomplish this objective. The results provide encour-
aging empirical evidence that such a model can be used for encoding attractors
with multi-sensory inputs and across sensory modalities, which both emphasize
the potential of such a model for use as a multi-modal associative memory.
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1 INTRODUCTION
In the Language Acquisition and Robotics Group housed within the Beckman
Institute for Advanced Science and Technology at the University of Illinois at
Urbana-Champaign, we are designing computational models that enable a robot
to learn natural language as a child does – by interacting with people and the real
world. We embrace the perspective that such learning is based on the existence
of a robust multi-sensory associative memory (Section 1.1.1) that serves as the
cognitive architecture for an embodied agent with access to rich, real-world
sensory streams (Section 1.1.2). Traditionally, we developed abstract statistical
models of associative memory (Section 1.2). Though they exhibited encouraging
results, they certainly did not attain the qualitative or quantitative success of
the current best natural example we have: the neocortex. Thus, given the
state-of-the-art in large-scale simulation tools and experimental neuroscience
(Section 1.3), we thought it was the right time to begin investigating, from
the beginning, an answer to the classic question – “How is the neocortex so
successful at information-processing, especially considering that neuron-neuron
communication is phenomenally unreliable?”
In the past, numerous people have considered this question in various forms
(like John von Neumann in his work on synthesizing reliable systems from un-
reliable components [1, 2]), as well as contemporary computational neuroscien-
tists. We pursue the perspective that the information-bearing signal can be
found in the statistical-sense at the network-level and can be used to obtain a
reduced-order model of a given neuronal substrate with respect to information
processing (Section 1.4), which can serve as the basis for an associative memory
(Section 1.5). In the following dissertation, these ideas are pursued, along with a
consideration for practical implementation issues and the necessary experiments
to verify our theories (Section 1.6). Furthermore, concluding remarks, sugges-
tions for future work, and a description of appendices included for completeness
are mentioned (Section 1.7).
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1.1 General Perspective
1.1.1 Associative Memory
We assert that a robust associative memory is one of the primary mechanisms
involved in the generation of intelligence in humans [3]. By associative, we mean
the ability to bind together signals that are received in time across modalities
(senses) into higher-order representations (multi-modal memories). Suppose
such an input is given, consisting of n different modalities and these are inte-
grated into a single multi-modal n-memory. If at a future time, the exact same
input is given but now some of the modalities are missing, the distinguishing
feature of the associative memory is that it will successfully retrieve the correct
n-memory originally encoded. Furthermore, even if just the input for a sin-
gle modality were provided, the associative memory would recall the n-memory
which is the encoding of all the associated modalities; in this sense it is also
content-addressable [3]. A similar robustness of recall would occur when cor-
rupted input for some modalities is presented as well. Generally, these are the
features we endeavor to capture in a robust, useful associative memory.
Figure 1.1: Example of concept recall in an associative memory.
For illustration, the concept of “apple” within a multi-modal associative mem-
ory is shown in Figure 1.1, which includes the touch, taste, sight, and sound of
an apple (as well as other facts, stories, and modalities). As a simple example,
suppose a teacher holds a red apple and speaks the word “apple” to a child with
a visual sense and an auditory sense. These two modalities would be integrated
into a two-memory that would consist of a representation of the image of the
apple and the spoken word “apple”. To emphasize that the associative memory
is content-addressable, consider that in all three of the following experiments
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the encoded two-memory will be recalled: (1) the teacher hides the apple but
speaks the word “apple”, (2) the teacher presents the apple within the child’s
field-of-view but refrains from speaking “apple”, and (3) the teacher shows the
image of the apple but speaks “abble”.
1.1.2 Tabula Rasa Embodied Learning
We embrace a tabula rasa learning perspective; the models we develop do not
include any kind of pre-programmed knowledge. The robot will learn from
experience and perception. In particular, we mean that associations between
stimuli and responses that prove to be useful (or successful) will be strengthened
while others will be weakened [3]. There are a number of ways to enable learning
that are employed; the most important, however, is that of instruction by a
teacher. We believe in embodied learning; there is no such thing as a “brain in a
jar” – a cognitive model must be coupled with a rich sensorimotor periphery that
has access to the complexity of the real-world (since this is the only way we know
that has allowed humans to become proficient in natural language learning).
Embodiment is essential in any serious study that seeks to understand how
“general intelligence” develops in organisms [4] and hopes to engineer models
with similar capabilities [5, 6].
1.2 Previous Work: Statistical Models
Past work in the Language Acquisition and Robotics Group (LARG) used ab-
stract statistical models of associative memory. In terms of enabling basic multi-
modal associations, some definite success was achieved. The hidden Markov
model (HMM) was primarily used to train a (non-humanoid) robot to learn sin-
gle words (a set of nouns and a set of verbs). Thus, the sound of the word would
be bound to its meaning. In the case of a noun, this meant that the sound of
the noun was bound to the visual object to which the noun referred; e.g. the
spoken word “can” was bound to a red soda can in the laboratory [7]. In the
case of a verb, this meant that the sound of the verb was bound to the visual
change to which the verb referred; e.g. the spoken word “move” was bound to
the action of changing the location of an object within the robot’s field of view.
Having learned single nouns and verbs, a similar model was used to enable
the robot to recognize the meaning of two-word sentences (e.g. the human
experimenter would say “can move” and the robot identified the can from a
number of different objects and then moved it to another location) and, given an
environmental situation, enabled the robot to generate novel two-word sentences
to describe what it observed (e.g. “puppy gone” was generated by the robot
when the puppy, which was once in its field of view, had been moved outside its
field of view).
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More recent experiments [8] have been carried out on Bert, the iCub humanoid
robot, that make use of the HMMs. In particular, HMMs have been used to
learn primitive gestures, as well as identify combinations of the primitives, and
generate novel combinations of said primitives.
1.3 Experimental Neuroscience Insight
Of all the natural and man-made systems that exhibit any level of associativity,
the human neocortex is currently the most successful. Thus, examining the
way neocortex accomplishes such a task could provide deep insight into how
we, as engineers, could create machines and models with similar capabilities.
The neocortex is extremely complex and has structures that carry out various
processing functions across a range of spatial and temporal scales. Of course,
there is interaction and interdependence between and among the phenomena
that occur at these different scales. Therefore, it raises the question – which
scale should one focus on?
Research completed in the past two decades has shown that a spiking neural
network (SNN) has an extremely wide range of computational abilities. In
particular, it has been displayed that to the extent that a given population
carries out a specialized function it is just a reflection of the particular types of
signals that have been fed to the population [9]. In other words, a population
can be viewed as a general-purpose computational-unit that can be adapted to
carry out a variety of functions, presumably including multi-sensory integration
and associativity. Thus, it is reasonable to think that constructing a realistic,
canonical, unspecialized, simulated SNN (henceforth referred to as an SNN)
would be a significant contribution to the field. To create such an SNN, one
needs to identify a variety of important features that should be included. The
scholarly background on such details is provided in Section 2.2; our ultimate
design choices are outlined in Chapter 3.
Moreover, once the details of a given SNN are determined, one should con-
struct a neural substrate consisting of a number of such SNNs that captures
experimentally observed connectivity. The scholarly background on such a con-
struction is offered in Section 2.3; our design decisions are outlined in Chapter 3.
Furthermore, one must specify how signals are fed to and propagate within the
substrate; background is provided in Section 2.4, while our ultimate design de-
cisions are outlined in Chapter 4.
1.4 Information Processing in Neural Substrate
Given the unreliable neuron-neuron communication that occurs in the brain (see
Section 2.2.3), we posit that the information-bearing signal in a given SNN can-
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not be at the neuron level but must be at the aggregate, network level. Thus, we
are interested in identifying the information-bearing signal for a given SNN; Sec-
tion 2.5 details the scholarly background on this issue, while Section 5.6 explains
which measure we ultimately chose for our study. Furthermore, we would like to
obtain (from the system of equations describing the neural substrate as a whole)
a reduced-order system of equations that describes the substrate with respect
to information processing (as opposed to with respect to regulatory signals).
1.5 Associative Memory Based on Neural Substrate
Attractors
Having obtained a reduced-order model of the neural substrate with respect to
information processing, we proceed to the primary contribution of the project
– showing how the attractor dynamics of such a model can be used as the basis
for an associative memory [10]. In Section 2.6 we detail the kinds of dynamics
we are interested in exploring.
1.6 Experimental Verification
In Chapter 5, before discussing the individual experiments, we first outline
preliminary technical preparations, experimental design, and review the matters
that all the experiments have in common. Then, we proceed to the experimental
results in Chapter 6 (which focuses on the convergence of attractors in response
to multi-sensory inputs), Chapter 7 (which focuses on encoding attractors with
multi-sensory inputs that can be reliably detected during training and testing),
and Chapter 8 (which focuses on encoding attractors across sensory modalities
in an associative manner).
1.7 Conclusion and Appendices
Chapter 9 details the primary insights gleaned from the experiments and offers
numerous different ideas for future work that came up throughout the course
of the project (and could serve as beginning points for a number of different
dissertations). Appendix A offers a few example “Netlists”, which are the basic
way of encoding a simulation in NeuroXyce, which was the simulation tool used
for all experiments. Appendix B shows the attractor timelines for spike density;
thus, one is able to see how throughout the entire course of experiments the
attractors unfold in time.
5
2 LITERATURE REVIEW
This chapter provides background into the different kinds of design decisions one
must make when embarking on an ab initio simulation study of this type. For
most of the decisions, a number of selections are presented along a complexity
continuum, which is introduced in Section 2.1, to provide an appreciation for
the possible choices and give context to the final selection made. The particular
issues one confronts at various scales (cellular, population, substrate, etc.) are
examined in Sections 2.2 and 2.3. Moreover, attention is given to the possible
options for feeding a given substrate with external signals in Section 2.4, as
well as characterizing the resultant neural activity in Section 2.5, explaining
how such activity could be thought of as a reduced-dimension memory state in
Section 2.6, and tracking trajectories over time and comparing such trajectories
for various inputs in Section 2.7.
2.1 Complexity Continuum
Considering this particular project involves an ab initio simulation, many design
decisions are required. For each such decision, one could imagine a “complexity1
continuum”, as shown in Figure 2.1, where on the left-hand side would reside
a low-complexity selection (a homogeneous, non-biological, caricatured model
of the feature-of-interest, which requires a “short” minimal description), on
the right-hand side would reside a high-complexity selection (a heterogeneous,
biological, detailed model of the feature-of-interest, which requires a “long”
minimal description), and, in general, complexity would increase rightward.
Figure 2.1: Basic complexity continuum, with low-complexity labeled “low”,
high-complexity labeled “high”, and complexity, in general, increasing
rightward.
1By “complexity”, loosely, we mean in the sense of Kolmogorov complexity [11–15],
whereby the magnitude of complexity will be proportional to the minimal description that is
required to generate the given mathematical structure. Thus, a low-complexity structure will
require a short minimal description, whereas a high-complexity structure will require a long
minimal description.
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In general, throughout the sections that follow, a complexity continuum will
be provided for each range of possible selections for a given feature.
2.2 Important Features in an SNN
A region of cortex can be thought of as a messy, vital ecosystem of heterogeneous
activity and silence. Connections are formed and unformed; cells are born and
die; energy is consumed, and information flows. The region maintains a delicate,
dynamic, harmony with its neighboring regions and the external world, as it
adapts to synchronize with the swells of electrochemical signals it receives and
transmits. In attempting to model this grand phenomena, armed with limited
computational resources and limited time, one cannot capture all the details
one might find. However, one can attempt to identify important features that
strongly guide the behavior of a cortical region and include them in an SNN. In
doing so, one has a twofold objective – that the model will (1) exhibit some of
the tremendous capabilities of a small cortical region for use in an engineered
intelligence system and (2) bring some further insight into the functionality of
a cortical region. In this section, we review some of the important features one
should consider when designing a cellular-resolution SNN.
2.2.1 Spiking Neuron Models
To begin, Figure 2.2 provides an illustration of a basic neuron. A “spiking
Figure 2.2: Basic illustration of a neuron.
neuron model” refers to a mathematical model that explains the generation of
action potentials (also known as “spikes”). The first, and perhaps most influ-
ential such model, is the canonical conductance-based Hodgkin-Huxley neuron
model (HHNM) [16], which relates membrane voltage (V ) to applied current
(Iapp), and potassium (IK), sodium (INa), and leak (IL) ion channels:
C
dV
dt
= Iapp − IK − INa − IL
Since that seminal model, a number of variants of the HHNM have been devel-
oped that include a variety of different ion channels to enable different neurocom-
putational properties; thus, it is commonplace in the literature that “HHNM”
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refers to the class of biophysically meaningful neuron models based on the orig-
inal HHNM (and usually equally (or more) complex in terms of dynamics and
computation to simulate).
For reference, we have included the results of simulating a single HHNM
within a larger neural network. Figure 2.3 shows how the neuron model responds
to receiving only baseline input (pulse train with 3 [pulses/s]) applied for 1.024
[s]; the upper plot, depicting voltage versus time, looks as expected – with the
voltage varying regularly with a 3 [spikes/s] frequency; the lower plot, depicting
voltage versus its derivative, reveals some of the nonlinear sensitivity of the
HHNM, as the trajectory follows three slightly different paths in going from its
active (spiking) state to its quiet (resting) state.
Figure 2.3: Tracking a single neuron in SIL SNN when EIL receiving only
baseline input, over 1.024 [s].
This nonlinear sensitivity is further illustrated by Figure 2.4, when the base-
line input is applied over 102.4 [s], which shows the model exhibiting a closed
loop which has clearly defined bounds but samples more of the phase space (re-
flecting how the dynamics of the model, following a baseline input, sensitively
depend upon the initial condition, which clearly varies slightly over time). As
shown in Figure 2.5 and Figure 2.6, when baseline and A/V phoneme input are
provided, the results are, naturally, more erratic; instead of a highly regular
(though with drift) pattern emerging, the behavior appears more “messy”, re-
flecting the more complex input of the phoneme, and the nonlinear response of
the HHNM.
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Figure 2.4: Tracking a single neuron in SIL SNN when EIL receiving only
baseline input, over 102.4 [s].
Figure 2.5: Tracking a single neuron in SIL SNN when EIL receives baseline
input, as well as audio/video signals corresponding to phoneme 4 for 1
presentation (1.024 [s]).
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Figure 2.6: Tracking a single neuron in SIL SNN when EIL receives baseline
input, as well as audio/video signals corresponding to phoneme 4 for 60
presentations (61.44 [s]).
Additionally, there have been biophysically meaningful models that are sim-
plifications of the HHNM, like the Morris-Lecar model [17]. There have also been
a number of models that are phenomenological in nature and, though they may
not exhibit the precise biophysical mechanisms, they accurately capture a num-
ber of the experimentally observed input-output relationships of various cortical
neurons; FitzHugh-Nagumo [18], Hindmarsh-Rose [19], and Izhikevich [20] are
prominent examples. Figure 2.7 shows a complexity continuum with example
spiking neuron models.
Figure 2.7: Basic complexity continuum for spiking neuron models.
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Figure 2.8: Primary neurocomputational abilities found in various spiking
neuron models [21]. (Electronic version of the figure and reproduction
permissions are freely available at www.izhikevich.com.)
The aforementioned models exhibit a subset of the neurocomputational prop-
erties (different spiking behaviors in response to input, like being an integrator,
resonator, burster, etc.) [21], which are summarized in Figure 2.8.
Once one has selected, adapted, or designed a spiking neuron model, there
are still a number of issues one must consider in tuning the given model and
embedding it within an SNN. Of primary concern are those aspects that impact
the influence of a given neuron on its neighbors; namely, whether the neuron
is excitatory or inhibitory [22, 23] and its morphology. Excitatory neurons (or
11
just synapses) are responsible for generating activity within a network; when
an excitatory neuron spikes, its transmission causes its neighbors to be more
likely to spike. Inhibitory neurons (or just synapses) are responsible for inhibit-
ing activity within a network (when an inhibitory neuron spikes, it causes its
neighbors to be less likely to spike). Morphology refers to modeling the specific
structure at the scale of a given neuron with its particular dendritic and synaptic
features [24]; most researchers that focus on the scale of morphological realism
are not focusing on building large neural networks, due to computational lim-
itations.2 However, for studies that have an interest in medium-to-large scale
SNNs, the additional realism does not seem to justify the additional computa-
tional cost [21].
2.2.2 Parameters and Heterogeneity
It is also insightful to note that if absolute homogeneity among neurons (identi-
cal parameters) is assumed, the range of computational abilities of a population
could be limited; diversity of various parameters is likely important [25]. Strik-
ing a balance between simplicity and complexity, one would want, at the very
least, to include excitatory and inhibitory versions to ensure the generation of
realistic dynamics. When designing an SNN there are an incredible number of
different parameters that must be tuned. Most studies seem to take an approach
that culls results from a given cortical region and uses “reasonable” values for
their networks [26–29]. However, another approach is to decide beforehand a
criteria by which to judge the behavior of the network dynamics and compute
parameter sweeps (or other sampling techniques) to find “acceptable” param-
eter values that generate the desired behavior [30]. Such an approach, while
principled and reasonable, is not necessarily practical for SNN with even just
moderate fidelity, as the simulation cost is too high. Thus, a more desirable,
scalable approach would involve parameter sweeps on smaller SNNs, then the-
oretical approaches that determine how these smaller SNNs will interact with
one another when combined to form larger SNNs; adequate results have yet to
be generated in this regard.
2.2.3 Spiking Synapse Models
With with regard to synapses, there are certain issues one must consider when
selecting, tuning, and/or designing a model of interest; for instance, initial dis-
tribution (a generating rule for synaptic topology), learning curve, postsynaptic
current amplitude, transmission reliability, and transmission time. These issues
are discussed below.
2Though, with the advent of increasingly powerful supercomputers this may change, but
still there will remain the tradeoff between high-fidelity models and large-scale models.
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Initial Synapse Distribution
By “initial distribution”, we refer to the topological (also known as graph theo-
retic) structure of the underlying digraph3 made up by the synapses (represented
by directed edges), which connect neurons (represented by nodes/vertices); in
other words, the manner in which directional synapses are distributed at the
beginning of a simulation. For this design decision, there are a range of selec-
tions that capture varying levels of complexity, some of which are detailed in
Figure 2.9.
Figure 2.9: Basic complexity continuum for the initial distribution of spiking
synapses in SNN.
For example:
1. The random case (also known as Erdo˝s-Re´nyi [32]), is one whereby the
existence of a given synapse occurs with probability p.
2. The random given species (symmetric) case is similar, but takes into ac-
count the particular species involved; moreover, suppose px→y denotes the
probability of having a synapse that starts at a neuron of species x and
ends at a neuron of species y, while py→x denotes the probability of hav-
ing a synapse that starts at a neuron of species y and ends at a neuron
of species x; by “symmetric”, we mean that px→y = py→x, where x could
equal y; there are many variations of this kind [33].
3. The random given species (asymmetric) case is similar to random given
species (symmetric), but takes into account the observed [33] asymmetry
whereby px→y 6= py→x.
4. The distance-based case takes into account the many experimental ob-
servations [34–38] that a neuron-neuron pair will likely share a synapse
with probability that scales inversely with the spatial distance between
the neurons [39]. Thus, neurons near one another will be likely to share
a synapse, while those far away will be unlikely (there are, as one would
expect, a number of ways of modeling this phenomenon [40]).
3A “digraph”, directed graph, G, is a triple consisting of a vertex set V (G), an edge set
E (G), and a function assigning each edge an ordered pair of vertices [31].
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5. The distance-based given species (symmetric) case, as the name suggests,
takes into account the distance and species observations, but assumes a
symmetry of probability.
6. The distance-based given species (asymmetric) case is even more realistic
than the previous cases, reflecting experimental knowledge about distance,
species, and the fact that in a variety of circumstances the probabilities
are not symmetric between species, especially across distances.
7. The statistical (experimentally-derived) case, as in some of the other cases,
can have a number of different realizations; what they all have in common,
though, is that particular connectivity patterns have been observed in
various regions of cortex, and the derived connectivity statistics are used
to generate a digraph with similar (topological) statistical properties.
8. The reverse-engineered cortical region case, as the name suggests, is the
case used by many that are interested in capturing detail about the “wiring
pattern” of a particular cortical region; this approach is pursued by a
number of high-profile projects, as mentioned previously [26–29].
Depending on the kind of experiment undertaken, one of these options would
provide a good start.
Learning: Setting Synaptic Strength
The strength of a given synapse should depend on the extent to which a presy-
naptic neuron contributes to the generation of an action potential in a postsy-
naptic neuron. Thus, at the very least, a rule should be used that is similar
to Hebbian [41] spike-time dependent plasticity (STDP) [42] that can exhibit
long-term potentiation (LTP) and long-term depression (LTD). There are many
different kinds of ranges, rates, and shapes that are observed for various species
of synapses throughout cortical regions, sometimes even depending on the signal
input type; the variety within hippocampus alone is notable [43–46]. Depend-
ing on the kinds of synapses one would like to model, the classes of signals one
would like to feed into the network (this would affect the adaptation time-scale
at the synaptic-level and population-level), as well as the kind of population-
level behavior one hopes to observe, tuning the learning parameters is of the
utmost importance.
Postsynaptic Current Amplitude
The postsynaptic current amplitude is modulated by the learning process and is
the primary means by which one neuron communicates with another. However,
its precise characteristics, like rise-time, decay-time, peak value, etc. needs to
be carefully determined. There are a number of ways these can be set; however,
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what is perhaps most important is that it is determined on a time and amplitude
scale that matches well with the particular neuron models being used. In prac-
tice, this could also be easily determined by defining an optimization criteria
and performing a multi-parameter sweep to achieve the desired responses.
Unreliability of Transmission
In experimental studies, action potentials generated in presynaptic neuron, only
released neurotransmitter to postsynaptic neurons about 10% of the time [47].
Even though this may be a vast oversimplification and it is likely (as with many
physical phenomena) that the process may not actually be stochastic (but is
just driven by a suitably complex underlying deterministic process), one should
at least attempt to capture this observed behavior. As Figure 2.10 shows, there
are a number of ways to approach this issue; in each such scenario a model
is used to determine when a postsynaptic current will be generated and if the
synaptic weight will be adjusted (if learning will occur).
Figure 2.10: Basic complexity continuum for the unreliability of transmission
for spiking synapses in SNN.
For example:
1. The random case refers to homogeneous models whereby, whenever a spike
occurs, a number would be drawn from a distribution, if it is below number
p, then no postsynaptic current would be released and no learning would
occur; otherwise transmission/learning would occur as usual.
2. The random given species (symmetric) case is similar to the previous case
but would take into account the particular species that generated the
spike; for example, if there were just excitatory and inhibitory neurons,
one would have at least four threshold parameters but only two values:
pexc→exc = pexc→inh, pinh→inh = pinh→exc.
3. The random given species (asymmetric) case is like the previous case but
takes into consideration the postsynaptic neuron species as well; thus, for
the situation with just excitatory and inhibitory neurons, one would have
at least the same four threshold parameters but they would have distinct
values.
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4. The temporal case models, phenomenologically, processes like neurotrans-
mitter release, reuptake, and reabsorption in terms of their proper time
scales (using statistical, experimentally-derived parameter values), thus
capturing the periods where the synapse is unresponsive (and, therefore,
appears unreliable).
5. The temporal biophysical case is similar to the temporal case but models
the actual conductance-based, electrochemical processes taking place.
6. The reverse-engineered cortical region case allows for a heterogeneous set
of synapse models, whose particular dynamics closely match a particular
cortical region.
Selecting one of these model approaches would be a good step in the direction
of bringing clarity to this important issue.
Transmission Time
Setting the transmission time (the time for a signal to travel from one neuron
to another) is very important. This low-level parameter can have a large ef-
fect on population-level dynamics. If it is too short, most neighbors could be
in their refractory period and spikes may not propagate; if it is too long too
much persistent activity may result. Ultimately, one will need to select a time
that is appropriate for the SNN size, topology, desired activity level, etc. In
practice, this may require sampling a variety of transmission times and using a
population-level activity measure to achieve the desired behavior.
2.2.4 Meta-Plasticity
Meta-plasticity primarily refers to the experiments in recent decades that have
shown that plasticity is not confined to simply synapses but can actually happen
at a high level to entire neocortical regions. Such research has shown that to
the extent that a given region seems to exhibit a particular kind of structure
and function, it is related to the kind of signals that it has received. If the
signals are changed, over time, the structure and function of the region can
change as well [9]. This experimental evidence of meta-emergence informs our
design of the neural substrate. We want to design the cortical architecture for
an intelligent machine based on neurobiological principles. However, we do not
want to copy all the details of specific brain regions, their interconnections,
etc. We want to identify more general principles that drive the connectivity,
structure, and function of neuronal groups (plasticity functioning at multiple
levels of organization).
Research on animals (and humans) with brain damage (as well as normal
brains exposed to prolonged exposure to certain kinds of repeated stimuli, that
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were attended to) have shown that: (1) regions of the brain can re-route signals
away from damaged areas to working areas [48], (2) these working areas will
re-configure based on the type of signals they receive [49–51], and (3) these
structural (topological) changes can lead to changes in the signal processing
that the region accomplishes. In our experiments, we investigate some aspects
of this process. Thus, we desire to create more generalized neuronal regions and
allow them to specialize (adapt) according to the types of signals they are fed
(bottom-up and top-down plasticity). By doing so, we hope to discover more
basic principles regarding structure/function of neuronal populations.
2.3 Considerations for a Neural Substrate
With the details of a given SNN explored, one still needs to focus on the scale
of a “neural substrate” that will consist of multiple SNNs and usually multiple
layers,4 which means primarily considering the connectivity between neurons
in different SNNs. Particularly, we must consider synapses between neurons
within a given layer (but in different SNNs) and synapses between neurons
in different layers. There are many different kinds of architectures employed
in the literature when using SNNs; for instance: feedforward synfire chains
[52], feedforward bilayer [53], feedforward single layer [54], and multi-layer with
feedback [55, 56]). However, for the purposes of specifying a general substrate,
the notions of different layer types (external input, external output, hidden) and
different architecture types (feedforward, feedback, and mixed) seem most useful.
We offer some informal but practical definitions of these notions.
◦ External Input Layer (EIL) consists of some number of SNNs that
receive input signals from outside of the neural substrate.
◦ External Output Layer (EOL) consists of some number of SNNs that
receive signals only5 from EIL (or hidden layers).
◦ Hidden Layer (HL) consists of some number of SNNs, are intermediate
between EIL and EOL, “unobservable” (one does not directly observe their
activity), and generally feedforward (but can include feedback).
◦ Feedforward architectures are such that inputs and connectivity go in a
single direction: from EIL to EOL (could pass through hidden layers on
the way).
4A “layer” is simply a set of SNNs that usually receive primary input from a similar source
(like the outside world) and output to a similar destination (like an output layer). In practice
this tends to be a somewhat ambiguous definition. However, as a concept it still makes
specifying connectivity easier, which is why we employ it.
5In practice, the EOL may receive input from other sources but this provides a useful
“starting-point” definition.
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◦ Feedback architectures are such that they include “feedback” connections
(directional synaptic connections from neurons in a “deeper” layer to a
“shallower” layer).
◦ Mixed architectures include variations of such designs. For instance, one
could have a hidden layer that only receives input from a certain SNN in
EIL, outputs to a certain SNN in EOL and receives feedback connections
from another SNN in EOL. Depending on exactly what one plans to model
with a given neural substrate, specific architectures may be required.
2.4 Cortical Maps
In order to construct a neural substrate, the simulation of which will provide
some insight into SNNs and have a likelihood of exhibiting useful behavior, one
must consider the manner by which signals are sent to and propagate within
SNNs. This is important in maintaining meaningful correspondence between the
external world and the internal neuronal representation. Thus, cortical maps
need to be considered. By cortical map, we refer to the topological organiza-
tion observed in the neocortex whereby neurons that are close to one another
will send signals to neurons that are close to one another [57]. Thus, there is
a topological correspondence between the signal in the outside world and its
representation in an SNN. Furthermore, this correspondence can be preserved
as the signals travel through various regions of the brain. Two well-known ex-
amples of this phenomenon, that are relevant to our current research project,
are the retinotopic map and the tonotopic map, which are discussed next.
2.4.1 Retinotopic Map
The term retinotopic map refers to the orderly mapping of receptive field posi-
tion in retinotopic coordinates in a brain region. In other words, objects near
one another in the visual field should send information to neurons that are near
one another in the receptive region [58–61]. Thus, there is a topological corre-
spondence between the image in the outside world and its representation in an
SNN. Such a mapping begins when photons excite photoreceptor cells within
the retina and is preserved into primary visual cortex [62] and beyond [63].
2.4.2 Tonotopic Map
The term tonotopic map refers to the orderly mapping of position on the basi-
lar membrane (within the cochlea of the inner ear) projecting to topologically
nearby neurons in a brain region. In other words, energy at nearby frequencies
(in cochlea) will send signals to neurons that are of a similar graph distance to
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one another [64–66]. Thus, there is a topological correspondence between the
frequency spectrum of the sound in the outside world and its representation in
an SNN. Such a mapping begins when sound waves excite regions of the basilar
membrane and is preserved into primary auditory cortex and beyond.
2.5 Identifying the Information-Bearing Signal
An SNN can show very complex spiking behavior; we are interested in identi-
fying the signal that has high mutual information [67] with the input signal.
In other words, we are interested in identifying the SNN signal that will maxi-
mally reduce our uncertainty about the nature (and identity) of the input sig-
nal. Many posit that the information is at the level of single neuronal spikes–
with a number of different coding mechanisms embraced [68]. Considering the
unreliable/stochastic neuron-neuron communication observed, a number of re-
searchers (including the author) believe that the information cannot depend
on the communication of any given pair of neurons [69, 70]. Instead, the in-
formation must be at the network-level, in a statistical sense. Essentially, this
is similar to the problem alluded to by John von Neumann when he consid-
ered designing reliable systems from unreliable components [1, 2]. A number of
network-level signals (metrics) have already been implicated in playing a role in
canonical computations [71]; however, it remains to be experimentally verified
the extent to which such signals are, in fact, information-bearing. This is one
of the primary goals of our study.
In the sections that follow, we review some of the more well-known network-
level metrics that have been identified as important in canonical computa-
tions and “information-processing”6 in the neocortex. Section 2.5.1 focuses on
network-level signals derived from network-wide spiking behaviors; Section 2.5.2
focuses on network-level signals derived from changes in the weighted digraph7
structure of the synaptic strengths; Section 2.5.3 concludes with a short dis-
cussion on the limitations of classical information theory within the context of
biological and neural systems.
2.5.1 Spiking Features
There have been a number of spiking metrics mentioned in the literature that
could be used. However, most of the experimental results in the literature seem
to imply that the most promising signals will quantify the time-varying syn-
chrony of the population [72–74]. As an example, it has been shown that in
the absence of stimuli, populations of neurons exhibit a distribution of base-
6In the literature the term “information-processing” is often used in a broader sense than
we intend. However, the signals considered could still be important to study.
7A weighted digraph is simply a directed graph with weighted edges; in this context the
weight of the edges represents the synaptic strengths.
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line firing rates [75]; however, when an external stimulus is presented, these
neurons tend to synchronize their spiking behavior [76]. This kind of high
correlation between input stimulus and population synchrony lends credibility
to the notion that it could be information-bearing. Moreover, there is ample
experimental evidence that synchrony is important in more general canonical
computations in the neocortex. For instance, it has been observed that when
a presynaptic population is highly synchronized it will be more likely to affect
a postsynaptic population and, in fact, will often cause synchronization in the
postsynaptic population [73,77,78]; this is especially true when there is high syn-
chrony between the populations [74, 79–82]. In general, cognitive performance
has shown high correlation with synchrony in various frequency bands [83–88],
which is even more evidence for the measure’s relevance to information-bearing
processes. For these reasons, among others, we view the metric as promising.
Two measurements that can be viewed as quantifying synchrony are standard
deviation and spike density, each of which is explained in more detail below.
Standard Deviation
By “phase space”, we refer to the traditional space (V, V˙ ). Instantaneously, we
examine where each neuron in the population is in phase space and compute
the standard deviation across them, thereby obtaining the statistical measures
σ({V }) and σ({V˙ }). Tracking the trajectory of these measures over time offers
insight into the population-level synchrony over time. There are a number
of ways to quantitatively characterize these trajectories; one such way is to
examine the center-of-mass of the trajectories as they progress through time.
Ultimately, taking instantaneous snapshots at the time scale of single spikes
gives us ample data but we are really interested in the behavior at longer time-
scales (that better match the time-scale of the input signals); exactly how these
are determined will be discussed later in Section 5.6.1.
Spike Density
Spike density refers to the total number of observed spikes over a given popu-
lation over a rolling time window; as a population becomes more synchronized
and the spike events begin to be closer in time to one another, in a given time
window, more spikes will typically be observed. Furthermore, computing spike
density is straightforward (particularly in comparison to other measurements
attempting to capture synchrony) and scalable, whereas some other measure-
ments depend heavily on the number of neuron membrane voltages measured
and are not terribly reliable for less than very large populations [89].
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2.5.2 Network Features
Graph metrics from the network theory literature could hold promise in analyz-
ing the graph of synaptic strengths. However, it is important to note that we are
interested in metrics for weighted asymmetric digraphs; the development of such
metrics is still in its infancy. More research on the topic needs to be conducted;
however, the spectra of the graph Laplacian looks interesting [90]. Moreover,
even some very basic measures like the statistics of the in-degree distribution
and out-degree-distribution show promise [91].
2.5.3 Limitations of Classical Information Theory
It is important to note that it has been asserted that “classical information
theory may not be adequate for addressing certain questions in molecular bi-
ology and neuroscience” particularly because “Shannon’s theory does not have
adequate extensions for handling complicated nonstationary, nonergodic, and
time-varying systems such as living cells” [92]. Alternatives have been proposed
that attempt to address some of the shortcomings of the classical theory (some
of which were pointed out by Weaver in his introductory essay to Shannon’s
groundbreaking work [67]).
For instance, the foundation of an “information processing theory” has started
to develop [93]. With a goal of being able to analyze neural signals, the work
has focused on Kullback-Liebler distances and the data processing theorem.
Instead of proving performance bounds, such work has explored the creation of
an “information transfer ratio” that enables a quantitative means of measuring
how well the information within an input signal is captured by a system’s output
signal.
Another approach has focused on designing a class of measures, based on
Kolmogorov’s intrinsic complexity, that seeks to quantify the contextual nature
of information in sets of objects; “such measures discount both random and
redundant information and are inherent in that they do not require a defined
state space to quantify the information” [94]. One of their information measures,
Ψ, seems particularly promising as it seems to reconcile the problems associated
with random and redundant information in biological systems.
Other approaches have been considered that are beyond the scope of this
short aside on the limitations of classical information theory within the context
of understanding information processing in biological and neural systems. We
are interested in pursuing such matters in more detail in the future. However,
it is important to remark that, for our purposes, network-level measures that
show high correlation between input (real-world sensory signals) and output
(network-level features) will suffice for our current project.
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2.6 Reduced-Dimension Memory States
As a matter of perspective, we are interested in summary statistic trajectories
(quasi-periodic orbits, referred, for brevity, simply as orbits and/or attractors)
that could be considered meta-stable states far-from-equilibrium that would
emerge from and be reinforced by STDP synaptic learning [10]. These kinds of
persistent dynamics would create a positive feedback cycle whereby those dy-
namics that begin to emerge will contribute to the sculpting of neural pathways
that lead to such dynamics. By “meta-stable”, we mean that they could exhibit
a persistent orbit when isolated (or under small perturbations); however, when
a suitable external signal is fed to the system, either of the following occur:
1. The system could be perturbed into a different persistent orbit (where
the system parameters have been basically unaffected, so its position and
general character in phase space is very similar).
2. The system parameters are adjusted such that bifurcations take place and
the position in phase space, as well as the general character of the observed
orbit can be quite different.
By “far-from-equilibrium”, we mean far from the orbit observed when the popu-
lation is exhibiting its baseline activity, where external signals have been absent
for a “long enough” period of time to allow the orbit to “settle“ into its baseline
dynamic.
This sort of process of the system moving from one orbit to another could
represent “memories” of increasing complexity (to the extent that such orbits are
highly correlated with the external signals applied). This notion of metastability
is slightly different from other researchers; some of whom have claimed that it
is most useful to assume all such observed orbits are members of a single global
attractor (with various orbits) [95].
We posit that, for quantitative purposes, making the distinction between the
orbits observed in a given attractor (when the system parameters have con-
verged, even if just transiently) and the orbits observed in a different attractor
(when the system parameters have changed in such a way that the observed
orbits have qualitatively changed) will be important in being able to quantify
the emergence of memories, track their evolution, and observe their hierarchical
structure. This viewpoint is discussed further in Section 2.7, where the prob-
lem of comparing orbits (with a desire to quantitatively measure the abstract
“distance” between a given pair) is examined. Before that discussion though, it
will be illustrative to consider an example system [96]:
x˙ = −bx+ y − y3
y˙ = −by + z − z3
z˙ = −bz + x− x3
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The system shows a range of attractors for different values of the parameter
b, as shown in Figure 2.11. For example, when b is set to b = 0.30, multiple
limit cycles result. Thus, if a small perturbation was provided (that did not
change the system parameters), the system could fall into any of the different
orbits. However, with a larger external perturbation, that results in a small
adjustment of the parameter, to b = 0.28, the system now exhibits two different
chaotic attractors. Furthermore, when the parameter is adjusted to b = 0.235,
a single chaotic attractor results.
We find this kind of behavior extremely interesting and relevant. In the
context of our model, we imagine that the parameters of the reduced-order
neural substrate are analogous to the parameter b. The underlying network-
level dynamics of the substrate will cause the parameters of the reduced-order
model to converge to certain ranges of values for various inputs. We believe
(and hope to numerically show that) certain parameter values will lead to orbit
trajectories, which, via STDP, will make such parameter values more likely to
emerge. At this point, the idea is more of a conceptualization that matches well
with notions from attractor dynamics in neural systems. However, it remains
to show the quantitative extent to which such dynamics will emerge and how
useful they will be for encoding memories.
Figure 2.11: Plots from left-to-right: multiple limit cycles for b = 0.30, two
chaotic attractors for b = 0.28, and one chaotic attractor for b = 0.235 [96].
2.7 Practical Similarity Methods
There are a number of different kinds of methods one could use, like basic
statistics of a rolling window of the empirical trajectories (like standard devi-
ation, variance, etc.), abstract dimension measures (box counting, etc. [97]),
abstractions of Shannon’s mutual information (complexity measures for multi-
scale analysis [98–100]), and shape similarity [101, 102]. Also, of interest are
some computer vision techniques like “scale invariant feature transform” (SIFT)
[103, 104] and “speeded up robust features” (SURF) [105]. One just needs to
select a reliable method of characterizing a given trajectory (treated as an image
in the latter techniques), so as to make quantitative comparison possible.
For a variety of reasons, we are particularly interested in SIFT features,
which we will now describe [106]. These features are computed from the im-
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age intensities around key points, which are obtained from scale-space extrema
of differences-of-Gaussians (DoG) within a difference-of-Gaussians pyramid. A
Gaussian pyramid is derived from an input image by iterative smoothing and
subsampling; a difference-of-Gaussian pyramid is obtained through the differ-
ences between adjacent levels of the Gaussian pyramid [107, 108]. Key points
can be derived from the points where the DoG values exhibit extrema with re-
spect to image domain spatial coordinates and pyramidal scale level, which can
be considered a variation of a scale-adaptive blob detection method [109, 110]
where scale-space extrema of the scale-normalized Laplacian are used for detect-
ing associated scale-level blobs:
∇2normL (x, y; s) = s (Lxx + Lyy)
= s
(
∂2L
∂x2
+
∂2L
∂y2
)
= s∇2 (G (x, y; s)∗ f (x, y))
(2.1)
where L (x, y; s) represent smoothed image values from input image f (x, y) by
convolving with Gaussian kernels:
G (x, y; s) =
1
2pis
exp
(
−
(
x2 + y2
)
2s
)
(2.2)
of different widths s = σ2, where σ represents the standard deviation and s
represents the variance of the Gaussian kernel. The scale-space extrema can be
detected from points (x, y; s) in scale-space where the scale-normalized Lapla-
cian assumes local extrema with respect to both space and scale.
The DoG operator used by SIFT is an approximation of the Laplacian oper-
ator:
DOG (x, y; s) = L (x, y; s+ ∆s)− L (x, y; s)
≈ ∆s
2
∇2L (x, y; s)
(2.3)
and by the implicit normalization of the DoG responses, also represents an
approximation of the scale-normalized Laplacian:
∆s∇2L = (k2 − 1) t∇2L
=
(
k2 − 1)∇2normL (2.4)
which means that
DOG (x, y; s) ≈
(
k2 − 1)
2
∇2normL (x, y; s) (2.5)
This method is scale-invariant in that:
1. Key points are preserved under scaling transformations.
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2. Selected scale levels are transformed proportionate to the scaling amount
[110].
3. Key points will be rotationally invariant, as Laplacian operation is rota-
tionally invariant.
The Laplacian operator responds strongly to blob-like and corner-like im-
age patterns; in SIFT edge responses are suppressed, as well as low-contrast
image features. For each key point, an image descriptor is computed; SIFT
creates a position-dependent histogram of local gradient directions around the
key point. For scale-invariance, the local neighborhood size is normalized in a
scale-invariant manner; for rotational-invariance, the orientations of the neigh-
borhood gradient vectors are used to determine a dominant orientation which is
used to orient the grid such that the position-dependent histogram is computed
with respect to this dominant orientation, which helps to achieve the rotational
invariance. The descriptor consists of a 4-by-4 gradient window, in eight direc-
tions, which leads to a 128-dimensional feature vector. Figure 2.12 shows an
example image with SIFT features indicated.
Figure 2.12: Processed image of attractor 0 (with A/V signals present for
ZRLunr case) with 1849 SIFT features extracted.
Traditionally, a nearest neighbor matching procedure is used to compare de-
scriptors for a pair of images; the ratio between the distances to the nearest and
next nearest points must be less than 0.8 to be considered a match. This sort
of procedure can be used to generate the number of “matched key points” and
thereby provide a practical similarity method.
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3 NEURAL SUBSTRATE DESIGN
In this chapter we review the details of the neural substrate design, which is
illustrated in Figure 3.1. Section 3.1 specifies the neuron model employed; Sec-
tion 3.2 discusses the synapse model used; Section 3.3 explores the topological
structure dictating the initialization; Section 3.4 provides some discussion on
the topic.
Figure 3.1: An illustration of the neural substrate used in all experiments is
shown. Neurons {1, . . . , 5}, with a pink circumference, are in the external
input layer (EIL) and receive processed speech signals. Neurons {6, . . . , 10},
with a blue circumference, are in the EIL and receive processed vision signals.
Neurons {11, . . . , 60}, with a black circumference, are a part of the sensory
integration layer (SIL) and receive current input from the input layer. Neurons
with a white interior are excitatory ; while those with a red interior are
inhibitory. Synapses originating from excitatory neurons within SIL have their
strength modulated by STDP; other synapses are nonadaptive.
3.1 Neuron
The spiking neuron model used is the classic Hodgkin-Huxley neuron model
(HHNM) [16] in the form described by Koch [111]. What makes the HHNM
most useful is the wide range of nonlinear behaviors observed from various
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input. For a detailed summary of these behaviors (tonic spiking, resonator,
integrator, etc.) and a comparison of the most widely used neuron models
(including the integrate-and-fire, resonate-and-fire, Izhikevich, and FitzHugh-
Nagumo), which justify its use as a biophysically meaningful neuron model,
see Izhikevich [21]. We assume that the axon carries three primary currents:
IK (voltage-gated persistent K
+), INa (voltage-gated transient Na
+), and IL
(Ohmic leak). With C as the membrane capacitance and Iapp as the applied
current, the primary set of space-clamped HHNM equations in standard form
are as follows:
C
dV
dt
= GNam
3h (ENa − V ) +GKn4 (EK − V ) +GL (Vrest − V ) + Iapp (3.1)
where a gating variable g ∈ {m,n, h} evolves according to the following equa-
tion:
dg
dt
= αg (V ) (1− g)− βg (V ) g (3.2)
and the rate constants are defined as follows:
αm (V ) =
25− V
10
(
e(
25−V
10 ) − 1
) βm (V ) = 4e− V18 (3.3)
αh (V ) = 0.07e
− V20 βh (V ) =
1(
e(
30−V
10 ) + 1
) (3.4)
αn (V ) =
10− V
100
(
e(
10−V
10 ) − 1
) βn (V ) = 0.125e− V80 (3.5)
To produce standard spiking behavior for a patch model, the parameter values
are set as follows: C = pi×10−14[F ], GNa = 0.12×pi×10−8[S], ENa = 0.05[V ],
GK = 0.036 × pi × 10−8[S], EK = −0.077[V ], GL = 0.25 × pi × 10−12[S],
Vrest = −0.065[V ], and Vinitial = −72.655× 10−3[V ].
To offer the reader an example of the response of an HHNM to an applied
current, we have included the results of a single-pulse input of amplitude 18.25
µA
cm2 (which was enough to initiate an action potential and was largely inspired
by [112]) in Figure 3.2. Clearly we observe that the membrane begins at its
rest voltage (0 [V]). As the pulse arrives, the membrane quickly shows a large
depolarization, which is followed by a steep upstroke. The membrane reaches a
maximum of about 110 [mV] before it repolarizes, which takes about 1.5 [ms].
One important feature of the model that distinguishes it from simpler models
is the absolute and relative refractory periods, which capture the naturally ob-
served resting periods where the neuron is either unable or unlikely to produce
an action potential (if provoked by another pulse).
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Figure 3.2: Hodgkin-Huxley neuron model membrane response to a
single-pulse input [112].
3.2 Synapse
A NeuroXyce1 synapse device has been implemented. With conductance-based
synaptic dynamics, plasticity determined by a spike-timing dependent model
developed by Clopath-Gerstner, and a reliability parameter that modulates the
transmission of synaptic current as well as the learning process, the device cap-
tures a number of important experimentally observed features that will be useful
in state-of-the-art research on the dynamics of large populations of spiking neu-
rons and learning.
3.2.1 Basic Synapse Model without Plasticity
The model used is based on NEURON simulator’s Exp2Syn mechanism [114,
115]. With w representing the Clopath-Gerstner plasticity scheme outlined in
Section 3.2.2 (set to 1 in the case where no learning occurs), B.V the momentary
postsynaptic voltage, and the reversal potential, Erev, and τ (which are defined
in Section 3.2.3), the postsynaptic current is the following:
Ipost = wgMAXe
(− tτ )(B.V − Erev) (3.6)
where gMAX, the maximal conductance, is defined as follows:
gMAX = fnorm
(
exp
( −t
τdecay
)
− exp
( −t
τrise
))
(3.7)
where fnorm is a normalizing factor that ensures the peak is 1, τrise is the rise
time set at 2× 10−4 [s], and τdecay is the decay time set to 1× 10−2 [s] (making
1NeuroXyce is a large-scale parallel electronic simulator designed at Sandia [113] and used,
in collaboration, for this research.
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sure that τdecay > τrise). To run a simulation testing the basic synapse model
without plasticity, please see the Netlist in Appendix A.1.
3.2.2 Spike-Timing Dependent Plasticity
We have adapted the Clopath-Gerstner model [116,117] to be used in a real-time
fashion within a NeuroXyce circuit device that interacts with Hodgkin-Huxley
spiking neuron devices (the particular model is the standard Hodgkin-Huxley
membrane patch model [118]). This well-known phenomenological model cap-
tures a number of the important experimentally observed behaviors of plastic-
ity in synapses. Additionally, it is easily tunable to exhibit a variety of STDP
curves.
Figure 3.3: With presynaptic neuron fixed in time, the postsynaptic neuron
varied its relative timing from -80[ms] (post-before-pre) to 80[ms]
(pre-before-post). Sixteen spike pairs at a given timing would be stimulated;
the synaptic weight difference ∆w = w16 − w0 would be computed (where wn
represents the weight after the nth spike). The horizontal axis shows ∆t; the
vertical axis shows ∆w.
The curve we decided to use is shown in Figure 3.3. Note that there are
many different learning curves observed experimentally. The particular neu-
ron/synapse species, as well as a number of other factors determines the specific
shape. We just settled upon a very basic, asymmetric curve that represents a
good, generic, STDP curve. With the following variables2:
S = voltage threshold for a spike event
R = voltage value for a resting event
w = weight/strength of synapse
A.V = momentary presynaptic membrane voltage
VL3 = a LPF version of A.V with rate τ3
2Recall that LPF means “low pass filtered”.
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B.V = momentary postsynaptic membrane voltage
VL1 = a LPF version of B.V with rate τ1
VL2 = a LPF version of B.V with rate τ2
and the Boolean operator on variables x1 and x2 defined as follows:
(x1 > x2) =
1 if x1 > x20 else
the modified Clopath-Gerstner equation that updates the synaptic weight is as
follows:
dw
dt
=
(
dwLTD
dt
+
dwLTP
dt
)
(w > wmin)(w < wmax) (3.8)
where the changes in w due to LTD and LTP are:
dwLTD
dt
= −ALTD(A.V > S)(VL1 > R)(VL1 −R) (3.9)
dwLTP
dt
= ALTPVL3(B.V > S)(B.V − S)(VL2 > R)(VL2 −R) (3.10)
while the changes in the LPF voltages are:
dVL1
dt
=
B.V − VL1
τ1
(3.11)
dVL2
dt
=
B.V − VL2
τ2
(3.12)
dVL3
dt
=
(A.V > S)− VL3
τ3
(3.13)
The parameters are set as follows (note that some parameter values are different
from the Clopath-Gerstner papers; this was necessary to obtain the desired
behavior):
S = −45.3× 10−3 [V ] ALTD = 5× 10−2
[
V −1
]
R = −72.655× 10−3 [V ] ALTP = 8.5
[
V −2
]
wmin = 0.0 τ1 = 23× 10−3 [s]
wmax = 1.6 τ2 = 7× 10−3 [s]
w = 1(initial value) τ3 = 46× 10−3 [s]
It is also important to note that only the synapses that go from excitatory
neurons within the SIL are adaptive; all others are nonadaptive.3
3Synapses from inhibitory neurons necessarily need to be nonadaptive, as the STDP model
inherently is designed for excitatory neurons; synapses from excitatory neurons in EIL to
neurons in SIL are nonadaptive to ensure the input signals from the external environment are
received fully by network.
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3.2.3 Excitatory and Inhibitory
Excitatory and inhibitory neurons have their synapse parameters adjusted ac-
cording to that summarized in Table 3.1. The EIL consists solely of excitatory
neurons (to ensure external signals are received by network). The SIL consists
of 80% excitatory and 20% inhibitory neurons.
Table 3.1: Summarizing parameter values for making synapse current
excitatory or inhibitory.
Tuning Synapse
Exc Inh
τ 4[ms] 10[ms]
Erev 0[mV] -85[mV]
3.3 Topology
As evident in Figure 3.1, the neural substrate is a simple bilayer structure;
the first layer consists of neurons in the external input layer (EIL, as discussed
more in Section 3.3.1), while the second layer consists of neurons in the sensory
integration layer (SIL, as discussed more in Section 3.3.2). In general, the exis-
tence of a given synapse was determined probabilistically (with 10% likelihood
of a synapse, where appropriate). In general, the observed topology in various
cortical regions is not necessarily random; however, the topological structure is
impacted by genetics, neural plasticity (local-scale and global-scale), and the
kind of signals sent to the network. Given our interest in meta-plasticity, se-
lecting one of the simplest topologies is important. It would be interesting to
to re-run these experiments with varying initial topological complexity, though
this is beyond the scope of the current project.
3.3.1 External Input Layer
The external input layer, EIL, is quite straightforward. It consists of only
excitatory neurons, which synapse only to neurons in the SIL (no synapses
among neurons in EIL). This kind of setup ensures that information is not
prematurely lost when external signals are being fed to the EIL. The ways that
signals are sent to the EIL are discussed in Chapter 4.
3.3.2 Sensory Integration Layer
The sensory integration layer, SIL, is fairly simple as well. It consists of 80%
excitatory neurons and 20% inhibitory neurons, a balance that is used com-
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monly. There are only synapses between neurons within the SIL (no “feedback”
synapses to the EIL).
3.4 Discussion
One of the primary challenges in working with SNNs is determining how to
set parameter values. It seems that many approaches rely on combining val-
ues culled from a number of different experiments conducted with neocortical
regions; this may be more biological though it is hard to know the effects of mak-
ing such determinations across the different spatio-temporal scales of interest.
Alternatively, others try to perform a number of parameter searches with the
goal of finding a certain kind of desired behavior at a spatio-temporal scale (or
multiple scales) of interest. Unfortunately, such parameter spaces can be very
large and to simulate a system for the many different parameter values can be
untenable for even modestly sized SNNs. Moreover, even if a somewhat-optimal
parameter value is determined for a given scale, it remains to be seen how well
one can determine how to adjust the parameter as various aspects of the SNN
are adjusted (like size, synaptic density, topology, etc.) See Section 9.1 for more
of a discussion on this topic.
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4 SIGNAL TRANSDUCTION
In this chapter, we detail the process of signal transduction, whereby external
signals are processed to be fed into the EIL. Section 4.1 focuses on the prepa-
ration of the speech signal for the audition map. Section 4.2 focuses on the
preparation of the video signal for the vision map.
4.1 Audition Map
Specifically, the author recorded himself speaking the numbers “0”, “1”,“2”,“3”,
and “4” at 8000 [Hz], using 16 [bits]. Within these audio recordings were ex-
tracted the portions corresponding to “z”,“n”,“t”,“th”,“r”. The power spec-
trum for the zero-padded time-signals were then computed. The spectrum was
divided into five frequency bins, corresponding to the five neurons in EIL des-
ignated to receive audio signals, to approximate a tonotopic mapping. The
peak power within a given frequency bin was used to determine the period of
a corresponding pulse train that would be sent to a given neuron, thereby ap-
proximating a simple rate-coding mechanism (whereby higher power received
will lead to a higher spike rate). This process was carried out for each phoneme
and each neuron to generate the appropriate spike trains to be used throughout
the experiments.
4.2 Vision Map
Similarly, for the video signal, five different signals were specified: (0, 1, 1, 1, 1),
(1, 0, 1, 1, 1), (1, 1, 0, 1, 1), (1, 1, 1, 0, 1), (1, 1, 1, 1, 0). Whereby, the location in
the vector represents the neuron being fed, and the value determines whether a
spike train would be present (1) or not (0). The particular period of the spike
train was determined to correspond to a signal around 9 [Hz]. This simple input
signal provided a mapping similar to a basic retinotopic mapping whereby the
presence of color at a given pixel would determine whether the corresponding
neuron would receive an input. Though simple, this proved to be a sufficient
method of feeding the EIL a “video” signal for the five different phonemes.
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4.3 Discussion
There are many issues one can consider when deciding how to feed neurons in an
SNN. The particular way of encoding frequency content is particularly important
(as single neurons have a well-defined bandwidth within which they can respond,
depending on the model used (this could be around 100 [Hz])). Thus, one needs
to be careful about the mapping; this becomes more important as the number of
neurons and number of distinct inputs increases. Also, depending on available
computational resources, one may decide (as the author did) to keep input spike
trains at low frequencies to try to keep overall spiking activity somewhat lower,
as very easily the computational cost can quickly increase for higher frequency
content being fed to the EIL.
34
5 EXPERIMENTAL DESIGN AND METHODS
5.1 Description
Each experiment carried out has two testing orders employed – nonrandom (as
outlined in Section 5.2) and random (as outlined in Section 5.3). For each such
testing order, three different learning setups are used – zero, standard, and wide
(as discussed in Section 5.4). Additionally, for each such setup, a simulation is
carried out where all synapses are reliable and in another some are unreliable (as
detailed in Section 5.5). For all scenarios where there is learning, the learning
is able to take place throughout the entire duration of the simulation (during
“settling”, “training”,“testing”, and “rest”). Section 5.6 details the spiking
features employed during the experiments and alludes to the methods used to
compute these, as well as the resulting attractor similarity.
5.2 Nonrandom Testing Order
The testing order is the same as the training order. In particular, Table 5.1
outlines the exact time that each input is provided. There is a baseline input that
is provided throughout the entire simulation; when it is the only input provided,
it is indicated in the “Ph” column with a “B”. There are five different phonemes;
the jth-phoneme is labeled in the “Ph” column as j for j ∈ {0, 1, 2, 3, 4}. The
column labeled i refers to its index in the attractor timelines (see Appendix B).
5.3 Random Testing Order
The testing order is not the same as the training order; it has been randomized
to allow a more realistic scenario by which to judge the successful training
of the substrate. In particular, Table 5.2 outlines the exact time that each
input is provided. As in the nonrandom case, there is a baseline input that is
provided throughout the entire simulation; when it is the only input provided, it
is indicated in the “Ph” column with a “B”. There are five different phonemes;
the jth-phoneme is labeled in the “Ph” column as j for j ∈ {0, 1, 2, 3, 4}. As
before, the column labeled i refers to its index in the attractor timelines (see
Appendix B).
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Table 5.1: Timing of inputs to EIL with nonrandom testing order.
Settling Training Testing Start [s] End [s] Ph A V # i
 0 307.2 B 300 0
 307.2 368.64 0   60 1
 368.64 378.88 B 10 2
 378.88 440.32 1   60 3
 440.32 450.56 B 10 4
 450.56 512 2   60 5
 512 522.24 B 10 6
 522.24 583.68 3   60 7
 583.68 593.92 B 10 8
 593.92 655.36 4   60 9
 655.36 727.04 B 70 10
 727.04 737.28 0   10 11
 737.28 747.52 B 10 12
 747.52 757.76 0  10 13
 757.76 768 B 10 14
 768 778.24 0  10 15
 778.24 788.48 B 10 16
 788.48 798.72 1   10 17
 798.72 808.96 B 10 18
 808.96 819.2 1  10 19
 819.2 829.44 B 10 20
 829.44 839.68 1  10 21
 839.68 849.92 B 10 22
 849.92 860.16 2   10 23
 860.16 870.4 B 10 24
 870.4 880.64 2  10 25
 880.64 890.88 B 10 26
 890.88 901.12 2  10 27
 901.12 911.36 B 10 28
 911.36 921.6 3   10 29
 921.6 931.84 B 10 30
 931.84 942.08 3  10 31
 942.08 952.32 B 10 32
 952.32 962.56 3  10 33
 962.56 972.8 B 10 34
 972.8 983.04 4   10 35
 983.04 993.28 B 10 36
 993.28 1003.52 4  10 37
 1003.52 1013.76 B 10 38
 1013.76 1024 4  10 39
 1024 1096 B 70+ 40
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Table 5.2: Timing of inputs to EIL with random testing order.
Settling Training Testing Start [s] End [s] Ph A V # i
 0 307.2 B 300 0
 307.2 368.64 0   60 1
 368.64 378.88 B 10 2
 378.88 440.32 1   60 3
 440.32 450.56 B 10 4
 450.56 512 2   60 5
 512 522.24 B 10 6
 522.24 583.68 3   60 7
 583.68 593.92 B 10 8
 593.92 655.36 4   60 9
 655.36 727.04 B 70 10
 727.04 737.28 1  10 11
 737.28 747.52 B 10 12
 747.52 757.76 1  10 13
 757.76 768 B 10 14
 768 778.24 2   10 15
 778.24 788.48 B 10 16
 788.48 798.72 3  10 17
 798.72 808.96 B 10 18
 808.96 819.2 4  10 19
 819.2 829.44 B 10 20
 829.44 839.68 3  10 21
 839.68 849.92 B 10 22
 849.92 860.16 0  10 23
 860.16 870.4 B 10 24
 870.4 880.64 0  10 25
 880.64 890.88 B 10 26
 890.88 901.12 2  10 27
 901.12 911.36 B 10 28
 911.36 921.6 3   10 29
 921.6 931.84 B 10 30
 931.84 942.08 4  10 31
 942.08 952.32 B 10 32
 952.32 962.56 1   10 33
 962.56 972.8 B 10 34
 972.8 983.04 4   10 35
 983.04 993.28 B 10 36
 993.28 1003.52 2  10 37
 1003.52 1013.76 B 10 38
 1013.76 1024 0   10 39
 1024 1096 B 70+ 40
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5.4 Learning Curve: Range and Rate
The same learning curve shape is employed for each; however for each differ-
ent range, a different rate needed to be specified. The three cases used are
outlined in Table 5.3. As one might expect, the SRL scenario began with the
standard synaptic weight values, as outlined previously; however, to achieve the
desired curve, it was necessary to re-scale the LTD and LTP parameters. Simi-
larly, for the WRL scenario, upon specification of the greater range of possible
synaptic weight values, the LTD and LTP parameters were tuned to provide
the smooth desired curve as outlined previously. In general, as discussed else-
where, the determination of these kinds of parameters can be laborious; once
one has determined the desired learning curve and time-scale, this process can
be somewhat automated by sweeping through parameter values until a suitable
result is obtained. The full automation of this process would be greatly appre-
ciated, would lead to more productive research, and is currently an open area
of research.
Table 5.3: Range and rate parameter values for different simulation scenarios.
Scenario Abbrev winit wmin wmax ALTD exc ALTP exc
Zero-Range Learning ZRL 1 1 1 N.A. N.A.
Standard-Range Learning SRL 1 0 1.6 ALTD1152
ALTP
1152
Wide-Range Learning WRL 1 0 6 ALTD288
ALTP
288
5.5 Reliability of Synapses
In the “reliable” case, all synapses worked reliably. In the “unreliable” case, a
simple mechanism was employed in the NeuroXyce synapse device that ensured
the following:
◦ with probability P , the synapse will work as usual
◦ with probability (1− P ), w will not be updated and no synaptic current
will be generated
Only those synapses within the SIL that originated from excitatory neurons
were subjected to the unreliability mechanism, which used P = 0.10.
5.6 Spiking Features
In this section we focus on detailing statistical features that are derived from the
time-varying spiking behavior of the SIL of the neural substrate in the experi-
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ments. Section 5.6.1 focuses on computing the standard deviation; Section 5.6.2
focuses on computing the spike density.
5.6.1 Standard Deviation
As discussed in Section 2.5.1, for “standard deviation”, we track the center-of-
mass of the trajectory traced by σ({V }) and σ({V˙ }), for the SIL, as it progresses
through time. Ultimately, taking instantaneous snapshots at the time scale of
single spikes gives us ample data but we are really interested in the behavior at
time-scales corresponding to the presentation of phonemes. Thus, we average
the obtained trajectories over a time window Tp, which corresponds to 1024
[ms] (the zero-padded time to present a single instance of a phoneme) to obtain
the points of interest: (< σ({V }) >Tp ,< σ({V˙ }) >Tp), thereby obtaining time-
averaged measures of the trajectories in phase space over the 60 repetitions of
the multi-sensory phoneme inputs. Figure 5.1 provides an example plot of the
statistic over time.
Figure 5.1: Tracking the raw trajectory of the STD when given only baseline
input for 102.4 [s]. The substrate had learning turned off and reliable synapses.
5.6.2 Spike Density
Figure 5.2 shows the spike density (with 2 [ms] time-bins) plotted over 110 [ms],
while Figure 5.3 shows the spike density plotted over 1000 [ms] for the 50 SIL
neurons when only baseline activity is present. Essentially, the spike density
algorithm counts the total number of spikes that occur throughout the SIL
within a given time-window; this is computed in a rolling fashion for smoothing.
Once it is computed, and an empirical trajectory is derived from it, one needs
a principled way to compare the similarity between said attractors.
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Figure 5.2: Tracking the spike density (spikes per time bin) for 2 [ms] time
bins over 110 [ms] when only baseline activity is present. Note that the
neurons of the SIL have been partitioned into two groups and plotted
separately just to make seeing the individual spikes easier for the reader.
Figure 5.3: Tracking the spike density (spikes per time bin) for 2 [ms] time
bins over 1000 [ms] when only baseline activity is present. Note that the
neurons of the SIL have been partitioned into two groups and plotted
separately just to make seeing the individual spikes easier for the reader.
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5.6.3 SIFT Descriptors for Similarity Measure
Each empirical trajectory is treated as an image. As outlined in Section 2.7,
for each image, a SIFT feature descriptor is generated. Then, for any pair of
trajectories, Lowe’s ratio test can be used to establish the number of matched
key points, which can serve as a practical similarity measure [103, 104]. In
order to ensure the proper kinds of feature descriptors are generated, we pre-
process the images using three different LPF versions, to ensure that more
large-scale features are being identified. Figure 5.4 shows an example of the
three different scales used for a given attractor, with the extracted features
indicated. Ultimately, we are interested in features that are not on the scale
of specific lines traced out on the phase plane but more at the scale of general
features of the overall behavior. Thus, depending on the particular character of
the observed empirical trajectory, we will focus on one of the three scales.
Figure 5.4: Processed image of attractor 0 (with A/V signals present for
ZRLunr case) with (1849,299,51) SIFT features extracted for the three
respective scales (from left-to-right– LPF1,LPF2,LPF3).
5.7 Discussion
For a given size, number of phoneme inputs, etc. there are many choices to
make. For instance:
◦ How many times should an input be provided? And for how long?
◦ How long should the rests be between presentations of the same input;
what about different inputs?
◦ How long should the network be allowed to settle before training, or be-
tween training and testing?
◦ How much impact on the learning ability of a given input has to do with
where it is in the sequence of presented items?
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◦ How much is the SNN biased by the early presentations?
◦ How much is the SNN biased by those that are presented near the end?
There are many such questions that do not have firm, resolved answers. How-
ever, one must make decisions for each of these issues (as well as others) when
dealing with an SNN. Further exploration of each of these questions is warranted
for a more theoretically grounded paradigm.
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6 EXPERIMENT 1: CONVERGENCE
6.1 Description
By “convergence”, we refer to the process by which the dynamical activity of
the SNN becomes increasingly more predictable and bounded, particularly in
the aggregate in a statistical sense, when a set of inputs are provided to the ex-
ternal input layer (EIL), as a result of persistent spiking activity and synaptic
plasticity. Specifically, we are interested in the formation of reliable “attrac-
tors”,1 far-from-equilibrium. As will be shown, the repeated presentation of
multi-sensory phoneme inputs, will compel the SNN to show behavior consis-
tent with the formation of such distinct attractors. As mentioned previously
(see Sections 5.4 and 5.5), there are a number of different cases (various SNN
parameter settings) we are interested in examining to determine which are most
appropriate for the encoding of multi-sensory inputs in the form of network-level
attractors. In the following sections, we examine these different scenarios and
from numerous simulation results, we offer insight into which kinds of features
in an SNN are more conducive to the desired behavior.
6.2 Standard Deviation
Figure 6.1 shows the different results when the 0th phoneme was presented for 60
repetitions. The topmost plot, labeled as “Trajectory”, shows the time-varying
trajectory over the total training time (60 phoneme presentations, each 1024
[ms] long); the color of each point corresponds to the phoneme presentation
number (the 0th is the first and colored blue, while the 59th is the last and col-
ored red). Clearly, the trajectory is oscillatory in nature, being bounded such
that 2 ≤ σ({V }) ≤ 20, while 0 ≤ σ({V˙ }) ≤ 20. The center-of-mass (COM),
meanwhile, as shown in the middle plot labeled “Tracking COM”, shows a dis-
tinct synchronizing trend whereby the COM begins in the upper-right of the plot
and, over time, moves to the lower-left, which corresponds to a mean-coherence
increase due to the decreased variability of the phase space trajectory. This
is clearly illustrated in the third plot, labeled “Convergence of COM”, which
1By “attractor”, we mean the generation of a bounded, aperiodic, empirical phase portrait
obtained through repeated stimulation of the SNN (not necessarily a formal attractor whereby
the resultant trajectory from every point in phase space is given).
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tracks the distance between time-adjacent COMs over time. In all cases, tight
convergence is observed after 20 phoneme presentations; similar convergence
results are observed by the SIL when the other phonemes are fed to the EIL, as
illustrated in Figure 6.1.
Figure 6.1: Tracking convergence of center-of-mass of (σ({V }), σ({V˙ })) for
trajectory over repeated presentations of baseline, as well as different
phonemes during training for reliable/unreliable synapses with nonrandom
testing order for zero-range learning, standard-range learning, and wide-range
learning.
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6.3 Spike Density
By “spike density”, we refer to the measure, S, that computes the total number
of spikes for all neurons in the SIL over a given time window (see Section 5.6.2
for a detailed description on how the measure is calculated). Tracking (S, S˙)
over time offers insight into the population-level behavior of the SIL. Table 6.1
shows the raw attractors that form in response to the repeated presentation of
phoneme inputs, where both audio and video signals were provided, in addition
to baseline.
Table 6.1: Attractors for spike density with baseline and phoneme inputs AV
for training.
We track the movement of the center-of-mass. Figure 6.2 shows the different
results when the 0th phoneme was presented for 60 repetitions. The topmost
plot, labeled as “Trajectory”, shows the time-varying trajectory over the total
training time (60 phoneme presentations, each 1024 [ms] long); the color of
each point corresponds to the phoneme presentation number (the 0th is the
first and colored blue, while the 59th is the last and colored red). Clearly,
the trajectory is oscillatory in nature, being bounded such that 0 ≤ S ≤ 18,
while −0.6 ≤ S˙ ≤ 0.6 and evidently aperiodic. The center-of-mass (COM),
meanwhile, as shown in the middle plot labeled “Tracking COM”, shows a
distinct trend whereby the COM begins in the lower-right of the plot and, over
time, moves to the middle, which corresponds to a mean spike density decrease,
while the trajectory more closely oscillates about the equilibria where S˙ = 0.
A contraction in (S, S˙) is clearly observed, which is illustrated in the third
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plot, labeled “Convergence of COM”, which tracks the distance between time-
adjacent COMs over time. In all cases, tight convergence is observed after about
15 phoneme presentations; similar convergence results are observed by the SIL
when the other phonemes are fed to the EIL, as illustrated in Figure 6.2.
Figure 6.2: Tracking convergence of center-of-mass of (S, S˙) for spike density
over repeated presentations of baseline, as well as different phonemes during
training for reliable/unreliable synapses with nonrandom testing order for
zero-range learning, standard-range learning, and wide-range learning.
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6.4 Discussion
The cases with zero-range learning (ZRL, ZRLunr) show the quickest conver-
gence since their synaptic topology is unchanged throughout the training; thus,
the population-level trends in spiking behavior is able to settle into a more
predictable pattern more quickly as it does not have the small perturbations
due to varying postsynaptic currents. The cases with standard-range learning
(SRL, SRLunr) take a bit more time to settle; this can be attributed to the fact
that moderate synaptic topological changes take place that have an effect on
spiking behavior that causes the population-level dynamics to take a bit longer
to settle. The cases with the wide-range learning (WRL, WRLunr) appear to
take the longest to settle (showing the highest oscillatory peaks over time, even
small such peaks after 30 presentations), which can be attributed to the greater
postsynaptic currents that are enabled by the wider-range synaptic changes that
take place; thus the trajectories observed are more variable and take longer to
converge. One might expect a more significant difference between the various
cases. However, as mentioned later in the discussion of Section 9.1.1, the is-
sue of maximizing the effect of synaptic plasticity over a given time-scale for a
given SNN that is fed a band-limited and gain-limited input, is nontrivial. It is
evident that to maximize the effect of synaptic topological changes on spiking
activity, one needs a considerably larger SIL for the inputs provided.
6.5 Primary Insights
In terms of attractor convergence, most importantly we observed that: (1) en-
coded attractors with multi-sensory inputs converge reliably for all cases, (2)
convergence is most rapid for ZRL, and (3) very similar across cases due to
small size of SIL relative to inputs.
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7 EXPERIMENT 2: ENCODING ATTRACTORSWITH MULTI-SENSORY INPUTS
7.1 Description
By “encoding attractors with multi-sensory inputs”, we refer to the mapping
such that distinct audio-video inputs into the EIL will produce distinct attrac-
tors that will be highly similar between training and testing. Thus, we measure
the similarity (or “distance”) between the attractors encoded during training
versus those observed during testing–D (PAV (Tr), PAV (Te)). As in Chapter 6,
we examine a number of different cases, to determine which are most appropriate
for the encoding of multi-sensory inputs in the form of network-level attractors
that are robust over time. In the following sections, we examine these differ-
ent scenarios and from numerous simulation results, we offer insight into which
kinds of features in a SNN are more conducive to the desired behavior.
7.2 Standard Deviation
As explained in Section 5.6.1, we record the points: (< σ({V }) >Tp ,< σ({V˙ }) >Tp)
obtained after 10 repetitions during testing for each of the different phonemes
(with both audio/video streams present). The two cases, nonrandomized test-
ing order (whereby the phonemes have been presented in the same order during
testing as during training) and randomized testing order (whereby the phonemes
have been presented, during testing, in a randomized fashion), are considered
below.
7.2.1 Nonrandomized Testing Order
The nonrandomized testing order is the straightforward way of testing the SIL.
For reference, see Table 5.1, which records the exact time for the presentation of
each input to the EIL. As Figure 7.1 shows, for the case of having unreliable
synapses (the leftmost column of subplots, labeled “Unreliable”), for all three
learning-range cases, the separation of points is well-defined, though narrow,
with
8.9 ≤ (< σ({V }) >Tp) ≤ 9.4 and 7.7 ≤ (< σ({V˙ }) >Tp) ≤ 8.2
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The order that they exhibit (4th, 0th, 3rd, 2nd, 1st) is also well-preserved as
one moves from left-to-right across the plots. Primarily this ordering reflects
that, with unreliable synapses, it takes many more events to cause significant
synaptic/topological changes that will subsequently have a measurable effect on
the aggregate spiking activity. In general, over time, the values oscillate within
the narrowly bounded region, but remain distinct and display lower variability
than the reliable cases (which will be discussed next).
Figure 7.1: Examining final center-of-mass, (< σ({V }) >Tp ,< σ({V˙ }) >Tp),
for phase space trajectory over repeated presentations (10 times) of five
different AV phonemes during testing with reliable/unreliable synapses (and
nonrandom testing order) for zero-range learning, standard-range learning,
and wide-range learning.
Figure 7.1 shows, for the case of having reliable synapses (the rightmost
column of subplots, labeled “Reliable”), each of the three cases need to be
considered separately. The first case, with zero-range learning, shows a wider
spread of points with
10.1 ≤ (< σ({V }) >Tp) ≤ 11 and 9.2 ≤ (< σ({V˙ }) >Tp) ≤ 10.2
The order that they exhibit (3rd, 4th, 2nd, 0th, 1st) differs from the unreliable
case but still displays the oscillatory behavior, albeit over a wider range and
expressing the higher variability of spiking events observed across the SIL. The
second case, with standard-range learning, is very similar to the first case in
terms of the ordering of points and spread; however, the plasticity evidently has
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caused the variability to shift modestly such that
10.4 ≤ (< σ({V }) >Tp) ≤ 11.2 and 9.55 ≤ (< σ({V˙ }) >Tp) ≤ 10.4
The third case, with wide-range learning, has, as expected, the widest spread of
points with
13.0 ≤ (< σ({V }) >Tp) ≤ 15.6 and 13.0 ≤ (< σ({V˙ }) >Tp) ≤ 16
Moreover, it also expresses that for this scenario, the SIL shows the highest level
of variability (which would occur in response to synaptic topological differen-
tiation, whereby some neurons become increasingly more correlated (via LTP)
with their neighbors (and the driving inputs), while others become increasingly
de-correlated (via LTD) with their neighbors (and the driving inputs)). Of
special interest is how the order of the points matches the order of phoneme
presentation during training/testing in an increasing fashion (0th, 1st, 2nd, 3rd,
4th). This increasingly variability over time is likely driven by the synaptic
topological differentiation mentioned previously, as well as the increasing spik-
ing density that one would expect in response to the rapid learning (which will
be examined in more detail in Section 7.3).
7.2.2 Randomized Testing Order
The randomized testing order is the more subtle way of testing the SIL. For
reference, see Table 5.2, which records the exact time for the presentation of
each input to the EIL. As Figure 7.2 shows, for the case of having unreliable
synapses (the left-most column of subplots, labeled “Unreliable”), for all three
learning-range cases, the separation of points is well-defined (except for the
Zero-Range Learning with the 3rd and 4th phonemes), though narrow, with
9.6 ≤ (< σ({V }) >Tp) ≤ 10.1 and 8.4 ≤ (< σ({V˙ }) >Tp) ≤ 9.1
The order that they exhibit (2nd, 3rd, 4th, 1st, 0th) is also well-preserved as
one moves from left-to-right across the plots. As in the previous case, primarily
this ordering reflects that, with unreliable synapses, it takes many more events
to cause significant synaptic/topological changes that will subsequently have
a measurable effect on the aggregate spiking activity. In general, over time,
the values oscillate within the narrowly bounded region, but remain distinct
and display lower variability than the reliable cases (which will be discussed
next). Figure 7.2 shows, for the case of having reliable synapses (the right-
most column of subplots, labeled “Reliable”), each of the three cases need to
be considered separately. The first case, with zero-range learning, shows a
similar spread as in the unreliable cases but the values have markedly increased
50
Figure 7.2: Examining final center-of-mass of (σ({V }), σ({V˙ })) for phase
space trajectory over repeated presentations (10 times) of five different AV
phonemes during testing with reliable/unreliable synapses (and random
testing order) for zero-range learning, standard-range learning, and wide-range
learning.
(expressing the higher variability of spiking events observed across the SIL) to
11 ≤ (< σ({V }) >Tp) ≤ 11.4 and 10.2 ≤ (< σ({V˙ }) >Tp) ≤ 10.7
The order that they exhibit (4th, 2nd, 0th, 1st, 3rd) differs from the unreliable
case but still displays the oscillatory behavior, which can be expected without
the strong influence of synaptic plasticity. The second case, with standard-range
learning, exhibits a greater spread, a different ordering (2nd,4th,3rd,0th,1st), as
well as a modest variability shift due to plasticity such that
11.15 ≤ (< σ({V }) >Tp) ≤ 11.6 and 10.3 ≤ (< σ({V˙ }) >Tp) ≤ 11.0
The third case, with wide-range learning, has, as expected, the widest spread of
points with
14.0 ≤ (< σ({V }) >Tp) ≤ 18.5 and 14.0 ≤ (< σ({V˙ }) >Tp) ≤ 19.5
Moreover, it also expresses that for this scenario, the SIL shows the highest
level of variability (which would occur in response to synaptic topological dif-
51
ferentiation, whereby some neurons become increasingly more correlated (via
LTP) with their neighbors (and the driving inputs), while others become in-
creasingly de-correlated (via LTD) with their neighbors (and driving inputs)).
Of special interest is how the order of the points matches the order of phoneme
presentation during testing (which differs from the order during training) in an
increasing fashion (2nd, 3rd, 1st, 4th, 0th). This increasing variability over time
is likely driven by the synaptic topological differentiation mentioned previously,
as well as the increasing spiking density that one would expect in response to
the rapid learning (which will be examined in more detail in Section 7.3).
7.3 Spike Density
As discussed in Section 5.6.2, spike density is a promising information-bearing
signal, which we use as a means of characterizing the spiking behavior of the
overall SIL. Below we examine how well this signal functions in this manner, for
the two different testing orders – nonrandom and random.
7.3.1 Nonrandomized Testing Order
Table 7.1 shows the different attractors as they emerged over time for the various
audio-video (AV) phoneme inputs and learning cases during training (Tr) and
Testing (Te). Figure 7.3 summarizes the similarity of attractors between training
and testing for the six different scenarios. As shown, each position in a given heat
map shows the similarity between an attractor that forms in response to a given
AV phoneme input during training and the attractor that forms in response to
an AV phoneme input during testing. Clearly, a “perfect result” would be a
heat map where the diagonal contained all the maximum values, while those
not along the diagonal would be very small. This result would mean that the
attractor which results from the repeated presentation of the jth AV phoneme
during training would be most similar to the attractor which results from the
repeated presentation of the jth AV phoneme during testing, while the other
resultant attractors would be unambiguously less similar.
A simple way to capture the overall performance of a given scenario is to
measure the matrix’s distance from an identity matrix of the same dimension,
I5, computing the mean magnitude distance. For clarity, let one of the heat
map matrices be denoted M and D = M − I5 = (dij). Thus, 〈Error〉 =
1
5
∑
i(
√∑
j d
2
ij). Using this technique, we obtain the results summarized in
Table 7.2.
ZRLunr performs quite well, being very close to having a perfect correspon-
dence with only the 0th AV phoneme falling short (as the attractor observed
during testing (when the 0th AV phoneme was presented repeatedly) is only
the second most similar); all other phoneme inputs showed the maximum along
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the diagonal! Furthermore, ordered by increasing mean error, we had ZRLunr,
SRLunr, WRLr, each doing better than the uniformly similar (chance) result
of 0.894; while, SRLr, ZRLr, WRLunr did worse, as shown in Table 7.2.
Table 7.1: Attractors for spike density with baseline and phoneme inputs AV
for training and nonrandom testing order.
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Figure 7.3: Comparing similarity of training and testing AV attractors for the
six different setups with nonrandom testing order.
Table 7.2: Summarizing performance of attractors for spike density with
baseline and phoneme inputs AV for training and nonrandom testing order,
via mean error.
Scenario 〈Error〉
ZRLunr 0.801
SRLunr 0.867
WRLr 0.877
Uniform Similarity Result 0.894
SRLr 0.909
ZRLr 0.931
WRLunr 0.944
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7.3.2 Randomized Testing Order
Similar to the nonrandom testing order, Table 7.3 shows the different attractors
as they emerged over time for the various audio-video (AV) phoneme inputs and
learning cases during training (Tr) and Testing (Te).
Table 7.3: Attractors for spike density with baseline and phoneme inputs AV
for training and random testing order.
Figure 7.4, summarizes the results for the random testing order. Table 7.4
displays how for random testing order the relative performance of the different
scenarios are more similar to one another (though different from those obtained
in the nonrandom testing order case). Ordered by increasing mean error, we had
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ZRLr, WRLunr, SRLr, WRLr, each doing better than the uniformly similar
(chance) result of 0.894; while, SRLunr, ZRLunr did worse.
Figure 7.4: Comparing similarity of training and testing AV attractors for the
six different setups with random testing order.
Table 7.4: Summarizing performance of attractors for spike density with
baseline and phoneme inputs AV for training and random testing order, via
mean error.
Scenario 〈Error〉
ZRLr 0.865
WRLunr 0.867
SRLr 0.878
WRLr 0.884
Uniform Similarity Result 0.894
SRLunr 0.895
ZRLunr 0.904
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7.4 Discussion
In general, the results from the spike density signal for nonrandom testing order
shows that the unreliable synapses lead to more structured attractors that are
more robust and more likely to have high similarity between training and testing.
Also, as observed by other means, it seems that the majority of activity is being
driven by the spiking behavior (the synaptic plasticity does not seem to have a
large impact on preserving attractor structure). If more of the spiking behavior
were not driven directly from EIL (which could be achieved by making SIL
larger relative to EIL), then the synaptic plasticity would likely have a stronger
impact on creating more structured and predictable attractors in response to
unique inputs.
The spike density for random testing order shows that the time-occurrence of
the phoneme presentations means that the SIL is being measured later in the
simulation (when its overall activity is generally higher, especially in comparison
to the beginning of the simulation when the training takes place), which leads
to more attractor variability and is reflected in increased mean error for the
different scenarios. This increased spiking activity over time is observed in
cultured neurons; it is clearly a phenomena that must be accounted for more
thoroughly when training an SNN.
7.5 Primary Insights
In terms of encoding attractors with multi-sensory inputs, most importantly
we observed the following: encoded attractors with multi-sensory inputs show
highest similarity between training/testing with (1) lower learning range and
(2) unreliable synapses (for nonrandom testing order).
57
8 EXPERIMENT 3: ENCODING ATTRACTORSACROSS SENSORY MODALITIES
8.1 Description
By “attractors across sensory modalities”, we refer to the “binding” or “asso-
ciation” of sensory streams such that distinct audio-video inputs into the EIL
will produce attractors that will be highly similar to those generated when only
the audio (or video) inputs are fed to the EIL – D (PAV (Te), PA⊕V (Te)). As in
the previous experiments, we examine a number of different cases, to determine
which are most appropriate for the encoding of multi-sensory inputs in the form
of network-level attractors that are robust over time and show a high-degree of
associativity. In the following sections, we examine these different scenarios and
from numerous simulation results, we offer insight into which kinds of features
in an SNN are more conducive to the desired behavior.
8.2 Standard Deviation
As explained in Section 5.6.1, we record the points: (< σ({V }) >Tp ,< σ({V˙ }) >Tp)
obtained after 10 repetitions during testing for each of the different phonemes
(with both audio/video streams present). The two cases, nonrandomized test-
ing order (whereby the phonemes have been presented in the same order during
testing as during training) and randomized testing order (whereby the phonemes
have been presented, during testing, in a randomized fashion), are considered
below.
8.2.1 Nonrandomized Testing Order
The nonrandomized testing order is the straightforward way of testing the SIL.
There are two sensory modality inputs of interest that we examine for asso-
ciativity : (1) audio vs. audio-video (audio-only) and (2) video vs. audio-video
(video-only), which are discussed in this order.
With regard to audio-only, the results are summarized in Figure 8.1. For
the SNN with unreliable synapses (the leftmost column of subplots, labeled
“Unreliable”), for all three learning-range cases, the ordering of the points are
similar to one another, with 3rd first, 0th and 1st in the middle, 4th second-
to-last, and 2nd last. This ordering is different from that encoded when both
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sensory streams are present, which seems intuitive for the situation – for unreli-
able synapses, the overall network activity is particularly sensitive to the spiking
density of the EIL, which in the case of providing audio-only, is markedly de-
creased when compared to the audio-video case.
Figure 8.1: Examining final center-of-mass of (σ({V }), σ({V˙ })) for phase
space trajectory over repeated presentations (10 times) of five different
phonemes with audio-video streams provided, as well as with just audio
stream provided during testing with reliable/unreliable synapses (and
nonrandom testing order) for zero-range learning, standard-range learning,
and wide-range learning.
Moreover, the values are shifted downward, which would be expected, as the
unreliability of synapses would lead to less postsynaptic current being transmit-
ted to SIL and, therefore, less spiking activity over shorter time scales (when
compared to the reliable synapse situation). The fact that more neurons are
resting during any given time window means that, overall, the neurons are more
similar to one another and so their variability is lower. If the network size
were much larger when compared to the size of the EIL, theoretically, one could
expect better associativity, as a greater amount of spiking activity in the SIL
would be self-sustaining (due to spike propagation within the SIL) as opposed
to being purely driven by the EIL. As it stands, though, the current size and
topology of the SIL does not seem optimal for maximizing associativity with
unreliable synapses.
For the SNN with reliable synapses (the rightmost column of subplots, la-
beled “Reliable”), each of the three cases need to be considered separately. The
first case, with zero-range learning, and the second case, with standard-range
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learning, both show a downward shift, which one would expect, as mentioned
previously; however, the fact that their ordering is similar to the SNN with
unreliable synapses, seems to be indicative of the similarity of topological dif-
ferentiation for unreliable/reliable for lower energy inputs to the EIL and lower
learning-rates. The third case, with wide-range learning, seems to support this
interpretation, as its order differs from that observed for the SNN with unreliable
synapses and matches exactly the order observed for the original audio-video
encoding (0th, 1st, 2nd, 3rd, 4th). Additionally, with the points being more
spread out in their ordering, the result is unambiguous; the wide-range learning
for reliable synapses clearly exhibits the highest degree of associativity among
those thus examined.
With regard to the video-only, the results are summarized in Figure 8.2.
The results are qualitatively similar to the audio-only results for both the un-
reliable synapses and reliable synapses; with the wide-range learning case for
reliable synapses exhibiting the highest degree of associativity, with the video-
only ordering of (0th, 1st, 3rd,2nd, 4th) differing only slightly from the original
audio-video encoding with order (0th, 1st, 2nd,3rd, 4th).
Figure 8.2: Examining final center-of-mass of (σ({V }), σ({V˙ })) for phase
space trajectory over repeated presentations (10 times) of five different
phonemes with audio-video streams provided, as well as with just video stream
provided during testing with reliable/unreliable synapses (and nonrandom
testing order) for zero-range learning, standard-range learning, and wide-range
learning.
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8.2.2 Randomized Testing Order
The randomized testing order is the straightforward way of testing the SIL.
For reference, as shown in Table 5.2, the AV phonemes were presented (during
training) in the same order as before (0th, 1st, 2nd, 3rd, 4th) but during testing
the temporal-order of phoneme presentation was different with the following:
AV: (2nd, 3rd, 1st, 4th, 0th)
A: (1st, 3rd, 0th, 4th, 2nd)
V: (1st, 3rd, 4th, 0th, 2nd)
More importantly, as shown in the table, their actual time of presentation (not
just relative ordering) was quite different from the original encoding. As before,
there are two sensory modality inputs of interest that we examine for associa-
tivity : (1) audio vs. audio-video (audio-only) and (2) video vs. audio-video
(video-only), which are discussed in this order.
With regard to audio-only, the results are summarized in Figure 8.3. For
the SNN with unreliable synapses (the leftmost column of subplots, labeled
“Unreliable”), for all three learning-range cases, the ordering of the points are
similar to one another for the AV original encoding (2nd, 3rd, 4th, 1st, 0th) and
for the audio-only the order observed is (1st, 3rd, 0th, 2nd, 4th). This ordering is
different from that encoded when both sensory streams are present, which seems
intuitive for the situation – for unreliable synapses, the overall network activity
is particularly sensitive to the spiking density of the EIL, which in the case of
providing audio-only, is markedly decreased when compared to the audio-video
case.
Moreover, as before, the values are shifted downward (see Section 8.2.1).
Likewise, as before, the current size and topology of the SIL does not seem
optimal for maximizing associativity with unreliable synapses.
For the SNN with reliable synapses (the right-most column of subplots, la-
beled “Reliable”), each of the three cases need to be considered separately. The
first case, with zero-range learning, shows an ordering of the points for the
audio-video original encoding as (4th, 1st, 2nd, 0th, 3rd), while the ordering
of the points for the audio-only encoding is (0th, 3rd, 1st, 4th, 2nd); the ab-
sence of learning clearly not allowing the network to encode reliable associative
states. Similarly, for the second case, with standard-range learning, the audio-
video original encoding is (2nd, 4th, 3rd, 0th, 1st), while the ordering of the
points for the audio-only encoding is (3rd, 0th, 1st, 4th, 2nd), which shows that
even standard-range learning is not enough to encode reliable associative states.
Likewise, for the third case, with wide-range learning, the audio-video original
encoding is (2nd, 3rd, 1st, 4th, 0th), while the ordering of the points for the
audio-only encoding is (1st, 0th, 3rd, 4th, 2nd), which shows that for the given
SNN specifications, the network’s behavior, as characterized by the given statis-
61
Figure 8.3: Examining final center-of-mass of (σ({V }), σ({V˙ })) for phase space
trajectory over repeated presentations (10 times) of five different phonemes
with audio-video streams provided, as well as with just audio stream provided
during testing with reliable/unreliable synapses (and random testing order) for
zero-range learning, standard-range learning, and wide-range learning.
tic, is more sensitive to the time when the phoneme is presented to it then the
actual specific characteristics of the particular phoneme input presented. This is
evidence that the given statistic may not be ideally suited for use in the encod-
ing of an associative memory. However, as previously noted, it could still work
well if certain adjustments were made to the SNN or the given statistic were
used in conjunction with the spiking density of the SIL, which would hopefully
provide a normalizing effect that would make the statistic more appropriate.
With regard to the video-only, the results are summarized in Figure 8.4. For
the SSNN with unreliable synapses, the original audio-video encoding shows
an order of (2nd, 3rd, 4th, 1st, 0th), while for the three learning cases, the video-
only encoding shows an order of (2nd, 1st, 3rd, 0th, 4th), continuing the trend
that for the given SNN, unreliable synapses are not conducive to the encoding
of associative states. For the SNN with reliable synapses, each learning case
must be considered separately. The first case, with zero-range learning, shows
an ordering of the points for the audio-video original encoding as (4th, 2nd, 0th,
1st, 3rd), while the ordering of the points for the video-only encoding is (2nd, 1st,
0th, 4th, 3rd); the absence of learning clearly not allowing the network to encode
reliable associative states. The second case, with standard-range learning, shows
an ordering of the points for the audio-video original encoding as (2nd, 4th, 3rd,
0th, 1st), while the ordering of the points for the video-only encoding is (2nd,
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Figure 8.4: Examining final center-of-mass of (σ({V }), σ({V˙ })) for phase space
trajectory over repeated presentations (10 times) of five different phonemes
with audio-video streams provided, as well as with just video stream provided
during testing with reliable/unreliable synapses (and random testing order) for
zero-range learning, standard-range learning, and wide-range learning.
1st, 0th, 4th, 3rd); the standard-range learning (with the exception of the 2nd
phoneme) clearly not providing a measurable advantage to the previous case.
The third case, with wide-range learning, shows an ordering of the points for
the audio-video original encoding as (2nd, 3rd, 1st, 4th, 0th), which reflects
increasing values for increasing time of presentation. The ordering of the points
for the video-only encoding is (1st, 4th, 2nd, 3rd, 0th), which, with the exception
of the 0th phoneme, matches neither the original observed order nor exhibits an
ordering that follows the time of presentation. The latter result is somewhat
encouraging, as by not reflecting the time of presentation strictly in an increasing
sequence, it reflects that the value observed could depend more on the specific
video-only phoneme that was presented to the SNN. The former result, however,
still seems to imply that the given statistic, used naively, is not adequate for
the encoding of associative memories.
8.3 Spike Density
As discussed in Section 5.6.2, spike density is a promising information-bearing
signal, which we use as a means of characterizing the spiking behavior of the
overall SIL. Below we examine how well this signal functions in this manner, for
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the two different testing orders – nonrandom and random.
8.3.1 Nonrandomized Testing Order
Table 8.1 shows the raw, relevant attractors. Figure 8.5 summarizes the re-
sults for the nonrandom testing order comparisons. Table 8.2 displays how, for
nonrandom testing order, in increasing order of mean error for (AV vs. A) we
have
ZRLr, ZRLunr, WRLr, SRLunr, WRLunr SRLr
and
0.879 < 〈Error〉exp3 nonrandA < 0.905
Whereas, for (AV vs. V), we have
SRLr, SRLunr, ZRLunr, WRLunr, ZRLr WRLr
and
0.873 < 〈Error〉exp3 nonrandV < 0.913
Recalling the results of experiment 2, as shown in Table 7.2, we note that
0.865 < 〈Error〉exp2AV < 0.904.
Thus, the range of error when a sensory modality is missing has a greater lower
bound and upper bound. This is exactly what we would expect to see, in such
a simple model of associative memory; the results are promising. Examining
the results a bit more closely also brings up a number of open issues that would
be worth further investigation; for instance, when the audio signal is missing,
the best two cases (SRLr, SRLunr) have lower average error than any of the
scenarios with the missing video signal; this leads one to conclude that the audio
signal is having a less dominant effect on the formation of attractors.
It was expected that the particular ordering of the scenarios would likely be
variable throughout the different experiments. However, intuitively, one would
think that the unreliable synapses would have lower mean error. This was
generally the case when the audio signal was missing but less so when the video
signal was missing; the reason for this discrepancy is not obvious.
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Table 8.1: Attractors for spike density with baseline and phoneme inputs AV
vs. A⊕ V for nonrandom testing order.
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Figure 8.5: Comparing similarity of testing AV and testing A (top)/V
(bottom) attractors for the six different setups with nonrandom testing order.
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Table 8.2: Summarizing performance of attractors for spike density with
baseline and phoneme inputs AV for training and nonrandom testing order
with just A (left) or just V (right), via mean error.
AV vs. A AV vs. V
Scenario 〈Error〉 Scenario 〈Error〉
ZRLr 0.879 SRLr 0.873
ZRLunr 0.882 SRLunr 0.878
WRLr 0.893 ZRLunr 0.885
Uniform 0.894 Uniform 0.894
SRLunr 0.899 WRLunr 0.897
WRLunr 0.901 ZRLr 0.907
SRLr 0.905 WRLr 0.913
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8.3.2 Randomized Testing Order
Table 8.3 shows the raw, relevant attractors, while Figure 8.6 summarizes the
results for the random testing order comparisons. Table 8.4 displays how, for
random testing order, in increasing order of mean error for (AV vs. A) we have
WRLunr, SRLunr, SRLr, ZRLr, ZRLunr, WRLr
and
0.862 < 〈Error〉exp3 randA < 0.937
Whereas, for (AV vs. V), we have
WRLunr, SRLunr, SRLr, WRLr, ZRLr, ZRLunr
and
0.867 < 〈Error〉exp3 randV < 0.975
Recalling the previous results, we note that
0.879 < 〈Error〉exp3 nonrandA < 0.905
0.873 < 〈Error〉exp3 nonrandV < 0.913
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Table 8.3: Attractors for spike density with baseline and phoneme inputs AV
vs. A⊕ V for random testing order.
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Figure 8.6: Comparing similarity of testing AV and testing A (top)/V
(bottom) attractors for the six different setups with random testing order.
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Table 8.4: Summarizing performance of attractors for spike density with
baseline and phoneme inputs AV for training and random testing order with
just A (left) or just V (right), via mean error.
AV vs. A AV vs. V
Scenario 〈Error〉 Scenario 〈Error〉
WRLunr 0.862 WRLunr 0.867
SRLunr 0.879 SRLunr 0.889
SRLr 0.887 Uniform 0.894
ZRLr 0.890 SRLr 0.922
ZRLunr 0.894 WRLr 0.937
Uniform 0.894 ZRLr 0.950
WRLr 0.937 ZRLunr 0.975
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8.4 Discussion
Immediately striking is the fact that, for (AV vs. A) with random testing order,
the mean error is lower than uniform for all but the WRLr scenario, which
is a definite improvement over the (AV vs. A) with nonrandom testing order ;
this is what we would like to see. For (AV vs. V) with random testing order,
the mean error improved in the best-case scenario, but in general did as well
or worse than the nonrandom testing order. However, it is noteworthy that in
the random testing order scenarios (the more realistic experimental setup), we
observed that the lowest mean errors were observed for unreliable synapses with
learning; moreover, the highest learning rate (WRLunr) enabled the minimum
mean error, with the standard learning rate (SRLunr) enabling a mean error
slightly larger. This result, that unreliable synapses and synaptic learning
enables greater associativity, is exactly what we hoped to find and serves as a
promising result.
8.5 Primary Insights
In terms of encoding attractors across sensory modalities, most importantly we
observed the following: (1) we could encode attractors across sensory modalities,
(2) for nonrandom testing order ZRL is the best for (AV vs A); SRL is the
best for (AV vs. V), and (3) for random testing order, which is more realistic,
associativity is enabled by greater learning range and unreliable synapses
72
9 CONCLUSION
As detailed at the end of each of the experimental chapters, under “Primary
Insights” (see Sections 6.5, 7.5, and 8.5), the experimental results provide strong
indication that a multi-sensory associative memory can be constructed using the
spike density of a SNN. However, before being able to state (or, preferably prove)
that such a memory works as desired in a reliable fashion, one would need to
resolve a number of outstanding issues related to neural substrate design, use
of feedback, and other matters. These topics, which are suggested for future
study, as well as some others, are discussed in this chapter.
9.1 Neural Substrate
9.1.1 Optimality
There are a number of parameters that have an immense impact on a SNN with
respect to its voltage dynamics, adaptation characteristics, and other aspects.
However, there still remains no strong theory or methodology to determine pa-
rameter values that produce a desired (nontrivial) behavior in the SNN. Some
of the important parameters are discussed below (with a focus on optimal selec-
tions for maximal learning in a SNN); while no firm conclusions are reached, they
are presented to encourage researchers to solve these problems in a principled
manner (whether numerically, analytically, or otherwise), even if just partially.
Optimal Learning Rate λˆ
Problem Statement. For a given SNN (with a specified number of neurons,
synapses, and a particular topology, specified by the set of parameters P ) that
receives band-limited input signals (with band specified by Ω), one should be
able to determine the optimal learning rate, λˆ(P,Ω).
Optimal SNN Pˆ
Problem Statement. For an SNN that receives band-limited input signals
(with band specified by Ω) and has a fixed learning rate, λ, one should be able
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to determine the optimal number of neurons, synapses, and topology for the
SNN, Pˆ (Ω, λ).
Optimal Input Frequency Band Ωˆ
Problem Statement. For a given SNN (with a specified number of neurons,
synapses, and a particular topology, specified by the set of parameters P ) and
a fixed learning rate, λ, one should be able to determine the optimal band,
Ωˆ(P, λ), within which to frequency-limit input signals.
9.1.2 Scaling Size
If one wants to scale up to considerably larger SNNs, clearly lighter-weight
models will need to be used, or, preferably, one will create a hardware solution
that implements spiking neural models and synaptic learning; this would be
much better than simulation. If one must simulate, it would still be better
to use a chip or computer that has been designed specifically to deal with the
particular communication and computation issues that arise when dealing with
SNNs. This could also go a long way in enabling something like an online or
real-time learning paradigm.
9.1.3 Hierarchical
For hierarchical learning, it would be wise to investigate creating a more hier-
archical, cascade design, of SNNs that better matches the kind of learning one
envisions the SNN will accomplish.
9.1.4 Tabula Rasa Learning, not Tabula Rasa Substrate
In general, it seems that if one wants an SNN model that can actually accom-
plish productive goals, one should focus more clearly on a tabula rasa learning
process and not a tabula rasa substrate. In other words, one should be will-
ing to integrate more structural (experimentally derived) information into the
substrate’s design. A lot of the structure is genetically encoded and then is
fine-tuned through life (interaction with environment, self, etc.). If one starts
absolutely from the beginning in terms of the substrate, it may take too long to
get the model to show really compelling, intelligent functionality.
9.2 Feedback
Feedback is very important for learning, as any student knows. Thus, a next
good step for research would be to set up a sequence of experiments incor-
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porating a variety of feedback in the form of inputs to the SNN, as well as
modulation of the STDP curves (which is similar to what happens when vari-
ous neurotransmitters are released in animal brains in response to stimuli); these
could be hard-wired to occur in a specified manner in response to feedback from
environment, teacher, own substrate’s state, as well as other sources. Such feed-
back will be critical in providing a setup that enables autonomy, exploratory
learning, etc.
9.3 Embodiment
Embodiment, closely related to feedback, is also critical; action compels thought;
thought compels action. Both are necessary if one desires to not just have an
SNN, but a model that can lead to an autonomous entity. If one could carry
out a simple experiment showing how motor function should be translated into
signals to be fed into the SNN, as well as specify how the dynamics of the SNN
should drive the motor function, this would be a good contribution. Moreover,
creating a (possibly non-neural) context for action, as in a sense of agency which
includes curiosity, a desire to interact with people/environment, as well as a host
of other needs (like power, novelty, self-reflection, etc.) would greatly help to
engineer a more goal-based entity, which appears to be a necessary prerequisite
for “intelligent” behavior.
9.4 Memory
The primary topic of this research focused on a particular kind of memory –
associative. However, this was done in a feedforward fashion through repetition;
it would be helpful to establish neural mechanisms for strengthening associa-
tion. Also, exploring how to encode more complex sequences of memories and
hierarchical memories within this framework would be fruitful. Additionally, as-
sociation is just one kind of memory (though extremely important); what other
kinds of memories can be stored with a similar SNN? It would be fascinating to
explore this topic in more depth.
9.5 Analysis
With regard to analysis, though spike density shows great promise, it would be
wise to explore other information-bearing signals, as well as more methods to
characterize and compare attractors, and even compute memory capacity of a
given neural substrate.
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9.6 Lower-Level Learning
Language is, of course, extremely compelling. However, one should also fo-
cus on lower-level learning. For instance, one should design experiments using
SNNs that look at the level of basic object recognition, edge detection, and
visual/audio input leading to desired motor behavior (identify an object (or
situation) as dangerous and then avoid the danger, etc.). Accomplishing self-
preservation via neural mechanisms, in general, would be an important research
milestone.
9.7 Application Domains
There are numerous application domains that could benefit from the features of
engineered systems incorporating SNNs, which appear to have strong abilities
in representing spatio-temporal information [119], fusing signals across sensory
channels, and capturing data structure in SNN topological structure. For in-
stance, there are numerous problems within Big Data, anomaly detection, cyber
security, etc. that one could likely begin to solve by using such models.
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A NETLISTS
A.1 Basic Synapse Model without Plasticity
Test Synapse Level 3 device by Alex Duda
*No learning, perfectly reliable.
*13 August 2012
.options timeint method=7 newlte=1 newbpstepping=1 reltol=1e-4
.GLOBAL_PARAM TIMING=410e-3
.param AMP={3.14159*.1825e-12}
.param WIDTH={1e-3}
.param PERIOD = {400e-3}
*FIRST WE NEED TO SEND A CURRENT INPUT to HH1 and see its effect on HH2.
In11 0 a1 PULSE( 0 {AMP} {400e-3} 1.0e-6 1.0e-6 {WIDTH} {PERIOD} )
*SECOND WE NEED TO ADD HH1 TO RECEIVE INPUT.
.param segLength = 1e-4 ; [cm]
.param segDiameter = 1e-4 ; [cm]
.param segSurfaceArea = { 3.14159 * segDiameter * segLength }
* specific membrane capacitance 1uF/cm^2
.param memC = { 1.0e-6 * segSurfaceArea } ; [F]
* leak current has membrane resistivity of 40,000 ohm cm^2, with reversal potential of -65mV
.param rm = { 4.0e4 / segSurfaceArea } ; [ohm]
.param memG = { 1 / rm } ; [1/ohm]
.param revE = -0.065 ; [V]
* active conductances
* Na specific conductance is 1200 S/m^2 = 1.2e-1 S/cm^2
.param gnas = { 0.12 * segSurfaceArea } ; [S]
.param ErevNa = 0.05 ; [V]
* K specific conductance is 360 S/m^2 = 3.6e-2 S/cm^2
.param gks = { 0.036 * segSurfaceArea } ; [S]
.param ErevK = -0.077 ; [V]
* neuron model
.model HH_Params neuron level=1 cMem={memC} gMem={memG} eLeak={revE} gNa={gnas} gK={gks}
eNa={ErevNa} eK={ErevK} vRest={revE}
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*CREATE THREE NEURON INSTANCES
yneuron HH1 a1 0 HH_Params
yneuron HH2 a2 0 HH_Params
.ic v(a1)=-72.655e-3
.ic v(a2)=-72.655e-3
*THIRD WE NEED TO ADD A SYNAPSE TO GO BETWEEN HH1 AND HH2.
*(express all params in [A], [V], [s], etc.)
*Tune maximal conductance, gMax, properly!
*Let gRheo be roughly the least amount of conductance
*that allows a single presyn neuronal spike to cause a postsyn neuronal spike.
.param gRheo=1.318e-12
*Tune N_Neu parameter such that it takes the desired number of presynaptic
*spiking neurons to make a postsynaptic neuron spike.
.param N_Neu=1
.model synParams synapse level=3 vThresh={-45.3e-3} delay={1e-4} gMax={gRheo/N_Neu} eRev={0}
tau1={1e-4} tau2={5e-3} ALTD={5e-2} ALTP={8.5} L1TAU=23e-3 L2TAU=7e-3 L3TAU= 46e-3
R=-72.655e-3 S=-45.3e-3 WINIT=1 WMAX=1 WMIN=1
*The P parameter represents the synapse success probability.
*With probability P it will work as usual,
*With probability (1-P) it will fail to generate a synaptic current
*and the w will fail to update.
ysynapse syn12 a1 a2 synParams P={1}
.tran 0 8.4
.print tran i(In11) v(a1) v(a2) n(y%synapse%syn12_w) n(y%synapse%syn12_vl1)
n(y%synapse%syn12_vl2) n(y%synapse%syn12_vl3)
.end
A.2 Clopath-Gerstner Plasticity Modulator
Test Synapse Level 3 device by Alex Duda
*Learning turned on but perfectly reliable.
*Confirming STDP learning curve.
*13 August 2012
.options timeint method=7 newlte=1 newbpstepping=1 reltol=1e-4
.GLOBAL_PARAM TIMING=320e-3
.STEP TIMING 320e-3 480e-3 1e-3
.param AMP={3.14159*.1825e-12}
.param WIDTH={1e-3}
.param PERIOD = {400e-3}
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*FIRST WE NEED TO SEND A CURRENT INPUT TO HH1 AND HH2.
In11 0 a1 PULSE( 0 {AMP} {400e-3} 1.0e-6 1.0e-6 {WIDTH} {PERIOD} )
In22 0 a2 PULSE( 0 {AMP} {TIMING} 1.0e-6 1.0e-6 {WIDTH} {PERIOD} )
*SECOND WE NEED TO ADD HHs TO RECEIVE INPUT.
.param segLength = 1e-4 ; [cm]
.param segDiameter = 1e-4 ; [cm]
.param segSurfaceArea = { 3.14159 * segDiameter * segLength }
* specific membrane capacitance 1uF/cm^2
.param memC = { 1.0e-6 * segSurfaceArea } ; [F]
* leak current has membrane resistivity of 40,000 ohm cm^2, with reversal potential of -65mV
.param rm = { 4.0e4 / segSurfaceArea } ; [ohm]
.param memG = { 1 / rm } ; [1/ohm]
.param revE = -0.065 ; [V]
* active conductances
* Na specific conductance is 1200 S/m^2 = 1.2e-1 S/cm^2
.param gnas = { 0.12 * segSurfaceArea } ; [S]
.param ErevNa = 0.05 ; [V]
* K specific conductance is 360 S/m^2 = 3.6e-2 S/cm^2
.param gks = { 0.036 * segSurfaceArea } ; [S]
.param ErevK = -0.077 ; [V]
* neuron model
.model HH_Params neuron level=1 cMem={memC} gMem={memG} eLeak={revE} gNa={gnas} gK={gks}
eNa={ErevNa} eK={ErevK} vRest={revE}
*CREATE TWO NEURON INSTANCES
yneuron HH1 a1 0 HH_Params
yneuron HH2 a2 0 HH_Params
.ic v(a1)=-72.655e-3
.ic v(a2)=-72.655e-3
*THIRD WE NEED TO ADD A SYNAPSE TO GO BETWEEN HH1 AND HH2.
*(express all params in [A], [V], [s], etc.)
*Tune maximal conductance, gMax, properly!
*Let gRheo be roughly the least amount of conductance
*that allows a single presyn neuronal spike to cause a postsyn neuronal spike.
.param gRheo=1.318e-12
*Tune N_Neu parameter such that it takes the desired number of presynaptic
*spiking neurons to make a postsynaptic neuron spike.
.param N_Neu=20
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*In order to have a smooth curve, we need to decrease ALTD, ALTP.
.model synParams synapse level=3 vThresh={-45.3e-3} delay={1e-4} gMax={gRheo/N_Neu} eRev={0}
tau1={1e-4} tau2={5e-3} ALTD={5e-2} ALTP={8.5} L1TAU=23e-3 L2TAU=7e-3 L3TAU= 46e-3
R=-72.655e-3 S=-45.3e-3 WINIT=1 WMAX=1.6 WMIN=0
*The P parameter represents the synapse success probability.
*With probability P it will work as usual.
*With probability (1-P) it will fail to generate a synaptic current and
*the w will fail to update.
ysynapse syn12 a1 a2 synParams P={1}
*.tran 0 31.6
.tran 0 6.5
.print tran i(In11) v(a1) i(In22) v(a2) n(y%synapse%syn12_w) n(y%synapse%syn12_vl1)
n(y\%synapse\%syn12_vl2) n(y\%synapse\%syn12_vl3)
.end
A.3 Transmission Probability
Test Synapse Level 3 device by Alex Duda
*(adjusted parameters and plasticity with access to internal states/variables)
*Configured so one spiking presynaptic neuron will make one postsynaptic neuron spike
*ALTP and ALTD tuned for somewhat smooth stdp curve
*13 August 2012
.options timeint method=7 newlte=1 newbpstepping=1 reltol=1e-4
.GLOBAL_PARAM TIMING=410e-3
*.STEP TIMING 390e-3 410e-3 1e-3
.GLOBAL_PARAM TEST=0
.STEP TEST 0 1 0.01
.param S=0.50
.param AMP={3.14159*.1825e-12}
.param WIDTH={1e-3}
.param PERIOD = {400e-3}
*FIRST WE NEED TO SEND A CURRENT PAIR of INPUTS to HH1 and HH2.
In11 0 a1 PULSE( 0 {AMP} {400e-3} 1.0e-6 1.0e-6 {WIDTH} {PERIOD} )
*SECOND WE NEED TO ADD HH1 TO RECEIVE INPUT.
.param segLength = 1e-4 ; [cm]
.param segDiameter = 1e-4 ; [cm]
.param segSurfaceArea = { 3.14159 * segDiameter * segLength }
* specific membrane capacitance 1uF/cm^2
.param memC = { 1.0e-6 * segSurfaceArea } ; [F]
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* leak current has membrane resistivity of 40,000 ohm cm^2, with reversal potential of -65mV
.param rm = { 4.0e4 / segSurfaceArea } ; [ohm]
.param memG = { 1 / rm } ; [1/ohm]
.param revE = -0.065 ; [V]
* active conductances
* Na specific conductance is 1200 S/m^2 = 1.2e-1 S/cm^2
.param gnas = { 0.12 * segSurfaceArea } ; [S]
.param ErevNa = 0.05 ; [V]
* K specific conductance is 360 S/m^2 = 3.6e-2 S/cm^2
.param gks = { 0.036 * segSurfaceArea } ; [S]
.param ErevK = -0.077 ; [V]
* neuron model
.model HH_Params neuron level=1 cMem={memC} gMem={memG} eLeak={revE} gNa={gnas} gK={gks}
eNa={ErevNa} eK={ErevK} vRest={revE}
*CREATE THREE NEURON INSTANCES
yneuron HH1 a1 0 HH_Params
yneuron HH2 a2 0 HH_Params
.ic v(a1)=-72.655e-3
.ic v(a2)=-72.655e-3
*THIRD WE NEED TO ADD A SYNAPSE TO GO BETWEEN HH1 AND HH2.
*(express all params in [A], [V], [s], etc.)
*Tune maximal conductance, gMax, properly!
*Let gRheo be roughly the least amount of conductance
*that allows a single presyn neuronal spike to cause a postsyn neuronal spike.
.param gRheo=1.318e-12
*Tune N_Neu parameter such that it takes the desired number of presynaptic
*spiking neurons to make a postsynaptic neuron spike.
.param N_Neu=1
.model synParams synapse level=3 vThresh={-45.3e-3} delay={1e-4} gMax={gRheo/N_Neu} eRev={0}
tau1={1e-4} tau2={5e-3} ALTD={5e-2} ALTP={8.5} L1TAU=23e-3 L2TAU=7e-3 L3TAU= 46e-3
R=-72.655e-3 S=-45.3e-3 WINIT=1 WMAX=1.6 WMIN=0
*The P parameter represents the synapse success probability.
*With probability P it will work as usual.
*With probability (1-P) it will fail to generate a synaptic current and
*the w will fail to update.
ysynapse syn12 a1 a2 synParams P={S}
*.tran 0 31.6
.tran 0 8.4
.print tran i(In11) v(a1) v(a2) n(y%synapse%syn12_w) n(y%synapse%syn12_vl1)
n(y%synapse%syn12_vl2) n(y%synapse%syn12_vl3)
.end
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B ATTRACTOR TIMELINES FOR SPIKEDENSITY
In the experimental chapters, all the raw attractors were not shown in the body
of the text, as this was not necessary for the specific measurements being made
and would have taken far too much space. However, there are a number of
different ways one could characterize and compare the attractors. Thus, for
completeness, the raw attractors from the beginning of the simulation until the
end for the spike density information-bearing signal, have been given, organized
in a “timeline” fashion. This is offered for the baseline activity case (in its
six parameter variations) – the six baseline attractor timelines; as well as the
two different testing order cases when phoneme inputs are provided (in its six
parameter variations) – the 12 phoneme-input attractor timelines. Looking at
these attractor timelines can bring insight into the nature of the encoding of
the attractors, as well as how they adapt over time in response to inputs to the
EIL, synaptic plasticity, and the dynamics of the neurons.
90
Table B.1: Attractor timelines for spike density with nonrandom testing order
i ∈ {0, . . . , 13}.
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Table B.2: Attractor timelines for spike density with nonrandom testing order
i ∈ {14, . . . , 27}.
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Table B.3: Attractor timelines for spike density with nonrandom testing order
i ∈ {28, . . . , 40}.
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Table B.4: Attractor timelines for spike density with random testing order
i ∈ {0, . . . , 13}.
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Table B.5: Attractor timelines for spike density with random testing order
i ∈ {14, . . . , 27}.
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Table B.6: Attractor timelines for spike density with random testing order
i ∈ {28, . . . , 40}.
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