The asymptotic discrimination problem of two quantum states is studied in the setting where measurements are required to be invariant under some symmetry group of the system. We consider various asymptotic error exponents in connection with the problems of the Chernoff bound, the Hoeffding bound and Stein's lemma, and derive bounds on these quantities in terms of their corresponding statistical distance measures. A special emphasis is put on the comparison of the performances of group-invariant and unrestricted measurements.
Introduction
In the asymptotic framework of (quantum) state discrimination, one is provided with several copies of a quantum system and with the knowledge that the state of the system is either ρ 0 (null hypothesis H 0 ) or ρ 1 (alternative hypothesis H 1 ). One's aim is to decide, based on measurements on the copies, which one the true state is. For simplicity, we will assume here that the Hilbert space H of the system is finite dimensional, and hence the states can be represented by density operatorsρ k that satisfy ρ k (A) = Trρ k A for any observable A ∈ B(H) and k = 1, 2. A measurement on n copies is given by a binary positive operator valued measure (POVM) (T, I − T ) with T ∈ B(H ⊗n ), 0 ≤ T ≤ I, where T corresponds to accepting ρ 0 and I − T to accepting ρ 1 . An erroneous decision is made if H 0 is accepted when it is false 1 E-mail: hiai@math.is.tohoku.ac.jp 2 E-mail: milan.mosonyi@gmail.com 3 E-mail: hayashi@math.is.tohoku.ac.jp (error of the first kind) or the other way around (error of the second kind). The probabilities of these events are given by The optimal asymptotic performance in a state discrimination problem can be defined in various ways, depending on whether or not the two hypotheses are treated as of equal importance. Usually, one is interested in the exponential decay rates of the above error probabilities or combinations of them, in the n → ∞ limit. The most studied quantities are the following:
(i) the optimal exponential decay rate of the sum of the two kinds of error probabilities (Chernoff bound),
(ii) the optimal exponential decay rate of the error probabilities of the second kind under the assumption that the error probabilities of the first kind decay with a given exponential speed (Hoeffding bound),
(iii) the optimal exponential decay rate of the error probabilities of the second kind under the assumption that the error probabilities of the first kind vanish asymptotically (Stein's lemma).
The quantum problem of Stein's lemma was solved in [18, 28] (see also [12] ), where it was shown that the optimal error bound is equal to the relative entropy of the two states, hence providing an operational interpretation of the relative entropy. Recently, the solution of the quantum problem of the Chernoff bound [3, 26] created a renewed interest in hypothesis testing problems. The techniques developed in [3, 26] were also used in [14, 23] to solve the quantum problem of the Hoeffding bound, improving a weaker bound previously given in [27] . The optimal error bounds in these cases are the Chernoff distance and the Hoeffding distance, respectively. All these results deal with the case where one is allowed to perform any collective measurement to discriminate i.i.d. (independent and identically distributed) extensions of the states ρ 0 and ρ 1 . Various extensions to non-i.i.d. scenarios were also treated in the works [6, 8, 16, 17, 19, 21, 22] . Note that the present formulation describes only the simple hypothesis testing problem, i.e., when both the null and the alternative hypotheses are a single state of the system. Some results in the case where one of the hypotheses is composite (i.e., a subset of the state space) were obtained e.g., in [7, 8, 9] .
The purpose of the present paper is to treat the optimal error exponents (i), (ii), and (iii) in the case where the states to discriminate are still i.i.d. extensions of the two simple hypotheses but measurements are restricted to those invariant under the action of some symmetry group of the system. As symmetries and dynamics are described in the same way in the algebraic formalism, this setting also contains the case where one is only able to measure functions of the energy. Indeed, the group in this case is the dynamical group generated by the Hamiltonian of the system, and invariant measurements are exactly those that commute with the Hamilton operator. Hypothesis testing with group-invariant measurements has applications to the entanglement testing problem, as it was shown in [15] .
The structure of the paper is as follows. In Section 2 we give a detailed formulation of the problem. As it was shown in [17] , the key to solve the state discrimination problems is to determine the asymptotic Rényi relative entropies. This is carried out for the present scenario in Section 3, and the results are used in Section 4 to give bounds on the various error exponents. In particular, we provide a complete solution to the problem of Stein's lemma. In Section 5 we analyze the case where the alternative hypothesis is invariant under the symmetry group and in Section 6 we show some examples to compare the performances of restricted and unrestricted measurements.
Formulation of the problem
Let H be a finite-dimensional Hilbert space with d := dim H and let Tr be the usual trace on B(H). Let u : G → B(H) be a unitary representation u of a group G on H. Since G can be replaced without loss of generality by the closure of {u g : g ∈ G} in the unitary group of B(H), we may and do assume that G is a compact group. For each n ∈ N consider the n-fold tensor product representation u ⊗n : g → u ⊗n g ∈ B(H) ⊗n , g ∈ G, and define a subalgebra A n of B(H) ⊗n = B(H ⊗n ) as the commutant of u ⊗n g , g ∈ G, i.e.,
That is, A n is the fixed point subalgebra (B(H) ⊗n ) G of B(H) ⊗n under the action Ad u ⊗n
Let E An be the conditional expectation from B(H) ⊗n onto A n with respect to the trace Tr. Note that E An can be written in the integral form
where dg is the Haar probability measure on G. Let G denote the representation ring consisting of all unitary equivalence classes of irreducible representations of G. For each n ∈ N the n-fold tensor product representation u ⊗n is decomposed into irreducible components as
= d n and we can identify A n with
where
is the orthogonal projection onto the subspace corresponding to m
, and E (n) i is the partial trace or the conditional expectation from M m
with respect to the trace. As is well known (see [29] for a detailed proof), the representation ring of any compact group has polynomial growth so that we have
Consider now the hypothesis testing problem with null hypothesis ρ 0 and alternative hypothesis ρ 1 , as described in the Introduction. We will be interested in the quantities
corresponding to the problem of the Chernoff bound,
corresponding to the problem of the Hoeffding bound, and 13) corresponding to the problem of Stein's lemma. Here, the infima are taken over sequences of G-invariant measurements {T n } n∈N with T n ∈ A n , 0 ≤ T n ≤ I. Note that posing Ginvariance on the measurements to distinguish ρ ⊗n 0 from ρ ⊗n 1 is equivalent to considering the discrimination of the G-invariant states
with unrestricted measurements, as we have
and similarly for β 1,n . Hence, the asymptotic problem with G-invariant measurements is equivalent to the asymptotic state discrimination problem of the two sequences of G-invariant states {ρ 0,n } n∈N and {ρ 1,n } n∈N . Note also that the families {ρ k,n } n∈N , k = 0, 1 are compatible in the sense that ρ k,m | B(H) ⊗n = ρ k,n , m ≥ n. Therefore, they extend uniquely to states ρ k,∞ on the infinite spin chain algebra B(H) ⊗∞ such that ρ k,n is the n-site restriction of ρ k,∞ . Hence, the above hypothesis testing problem can also be considered as discriminating the global states ρ 0,∞ and ρ 1,∞ with local measurements on an increasing number of sites. Obviously, the unrestricted i.i.d. discrimination problem corresponds to G = {e} being the trivial group. In this case we will omit the subscript G from the notations for the error exponents (2.5)-(2.13).
Asymptotic distance measures
Let u be a unitary representation of a compact group G on H as given in Section 2, and let ρ 0 and ρ 1 be two states on B(H) with the density matricesρ 0 andρ 1 . We consider the sequences of states {ρ 0,n } n∈N and {ρ 1,n } n∈N as defined in (2.14) . Note that the densitiesρ k,n of ρ k,n with respect to Tr are given asρ
whereρ s 0,n andρ 1−s 1,n are defined for all s ∈ R with convention 0 s = 0 for all s ∈ R. In particular, we write supp ρ 1,n :=ρ 0 1,n for the support projection ofρ 1,n . Also, we define the ψ-function in the unrestricted setting as
Furthermore, let
whenever the limit exists. Note that ψ n is finite and convex on R as long as ρ 0,n and ρ 1,n (more precisely, their supports) are not orthogonal (otherwise, ψ n is identically −∞). Hence ψ is convex on any interval where it exists with values in [−∞, +∞). Also, note that if ρ 0,n and ρ 1,n are orthogonal, then the same holds for any m ≥ n.
The sequence ψ n (s), n ∈ N, is subadditive for any s ∈ [0, 1]. Hence the limit (3.1) exists and
Furthermore, if ρ 0 and ρ 1 are not orthogonal, then ψ(s) is finite with
e.,ρ 0 1 ∈ A 1 ), or that ρ 1,n is faithful for all n. Then the sequence ψ n (s), n ∈ N, is superadditive for any s ∈ [1, 2] . Hence the limit (3.1) exists and
Furthermore, if supp ρ 1 is G-invariant and ρ 0 and ρ 1 are not orthogonal, then ψ(s) is finite with
Proof.
(1) Let 0 ≤ s ≤ 1. By Lieb's concavity theorem [20] (see also the Appendix A.1), the function (A, B) → Tr A s B 1−s is jointly concave on the set of (A, B) ∈ B(H) ⊗n+m × B(H) ⊗n+m , A, B ≥ 0. Note that the conditional expectation
Furthermore, by the same argument as above, we have
and hence
is finite if ρ 0 and ρ 1 are not orthogonal.
(2) Let 1 ≤ s ≤ 2 and assume that supp ρ 1 is G-invariant. By functional calculus,
is the same for all g, g ′ ∈ G. This holds trivially also if ρ 1,n is faithful for all n. Now, the proof is similar to the above by applying Lemma A.1 of the Appendix instead of Lieb's theorem. The proof of the remaining part is also similar. Proof. Assume that supp ρ 0 ≤ supp ρ 1 . Then ψ n (1) = 0 for all n ∈ N, and hence ψ(1) = 0. By (3.2) and the convexity of ψ,
and hence ψ is left-continuous at 1. The proof of the second assertions is similar. Assume the conditions in the last assertion. Then ψ is a finite-valued convex function on [0, 2] by Lemma 3.1, so that the continuity at 1 is obvious.
The Rényi relative entropy of order α ∈ R \ {1} of ρ 0,n with respect to ρ 1,n is defined as
By Lemma 3.1, the Rényi relative entropies with parameter between 0 and 1 are superadditive:
and the mean Rényi relative entropy of order α exists for any α ∈ [0, 1):
Similarly, if supp ρ 1 is G-invariant or ρ 1,n is faithful for all n, then (3.3) and (3.4) hold for the Rényi relative entropies with parameter α ∈ (1, 2]. One can easily see that
where S (ρ 0,n ρ 1,n ) is the relative entropy of ρ 0,n with respect to ρ 1,n , defined as
Hence the relative entropy is also superadditive: 5) and the mean relative entropy is given by
Note that the superadditivity (3.5) can also be shown by the monotonicity of the relative entropy.
Remark 3.3. If we choose the maximally mixed state for ρ 1 (i.e.,ρ
gives the subadditivity
is the Rényi entropy of order α. This is of some interest since, as is well known [31, Chap. IX, §6], the Rényi entropy of order α is not subadditive in general except for the cases α = 0 and α = 1 (S 1 denotes the von Neumann entropy).
We define the Chernoff distance of ρ 0,n and ρ 1,n as
and their Hoeffding distance with parameter r ≥ 0 as
The mean versions of the above quantities are defined as
if the limits exist.
We also define the Legendre-Fenchel transforms (or the polar functions)
Note that
, the existence of which is guaranteed by superadditivity.
and thus lim inf
which yields lim inf
On the other hand, we have
and hence sup
implying the assertion.
Proposition 3.5. The sequence 1 n ϕ n (na) converges for any a ∈ R, and
Moreover, the mean Chernoff bound and the mean Hoeffding bound exist, and
Proof. For 0 ≤ s ≤ 1, the sequence ψ n (s), n ∈ N, is subadditive by Lemma 3.1. This implies the superadditivity of the sequences
and Lemma 3.4 can be applied to obtain (3.8) and (3.10). When a = 0, (3.8) means (3.9).
Lemma 3.6. Assume that supp ρ 0,n ≤ supp ρ 1,n for all n ∈ N. Then
is the left derivative of ψ at 1.
Proof. The assumption on the supports yields ψ n (1) = 0 for all n ∈ N and by the convexity of the ψ n , the functions s → ψ n (t)/(t − 1) are monotonically increasing, and hence,
Since this holds for all n ∈ N, we have
and
follows again from ψ(1) = 0 and the convexity of ψ.
Remark 3.7. Note that if supp ρ 0,n ≤ supp ρ 1,n does not hold for some n then it does not hold for any m > n, either. Indeed, if supp ρ 0,m ≤ supp ρ 1,m then ρ 0,m ≤ cρ 1,m for some c > 0, which implies that ρ 0,n ≤ cρ 1,n for all n < m since ρ k,m | An = ρ k,n , k = 0, 1.
Let us also define the Legendre-Fenchel transforms 
Proof. Lemma 3.1 implies that 
We close this section with the following:
Remark 3.9. Note that ρ 1,n is unchanged if the alternative hypothesis ρ 1 is replaced by
where the above left-hand side denotes ψ • (s) for the hypotheses ρ 0 and ρ 1 • Ad u g . From (3.9) and (3.10) one obtains
are the Chernoff and the Hoeffding distances in the unrestricted setting. Also, by the monotonicity of the relative entropy,
Similar inequalities are valid for the error exponents (2.5)-(2.13) as well. For example,
Asymptotic error probabilities
For each a ∈ R, we define the corresponding minimal asymmetric error probability for the discrimination between ρ 1,n and ρ 1,n as
where β 0,n (T n ) := ρ 0,n (I − T n ) and β 1,n (T n ) := ρ 1,n (T n ) are the error probabilities of the first and the second kinds for a test T n . One can easily see that
where S n,a := {e −naρ 0,n −ρ 1,n > 0} is the spectral projection of the self-adjoint operator e −naρ 0,n −ρ 1,n corresponding to the positive part of its spectrum. S n,a is called a NeymanPearson test or Holevo-Helström test. We define the minimal symmetric error probabilities as P min (ρ 0,n : ρ 1,n ) := P min (0 | ρ 0,n : ρ 1,n ). One can easily see that lim inf
lim sup
The results of [3, 26] on the Chernoff bound says that in the unrestricted case we have
We start with the following general observation:
Proof. Let A and B be positive semidefinite operators A and B on the same Hilbert space.
and by [4, Theorem 7] , and hence, by (4.1),
which yields (4.6).
Note that −ψ(1/2) ≤ ϕ(0) = C M (ρ 0 , ρ 1 ). By taking account of (4.2) and (4.3), Lemma 4.1 with the choice a = 0 yields the following:
Proof. Note that max{e −na β 0,n (S n,a ), β 1,n (S n,a )} ≤ P min (a | ρ 0,n : ρ 1,n ), and hence (4.5) yields lim sup
Therefore,
where the last identity was shown, e.g., in the proof of [17, Theorem 4.8] . A detailed proof is given in Lemma A.2 of the Appendix. Finally, the right-hand side of the above inequality is equal to −H M (r | ρ 0 ρ 1 ) by Proposition 3.5.
The following theorem gives the solution of Stein's lemma in our setting:
Proof. We have
where the first inequality follows, e.g., from [17, Proposition 5.2] , and the rest are obvious by definitions. Note that
By taking account of Lemma 3.6, Proposition 4.3 implies that
By the definition of s G (ρ 0 ρ 1 ), for each k ∈ N there exists a sequence of tests T n,k , n ∈ N, such that
For each k, we can choose an n k ∈ N such that for every n ≥ n k ,
Here we may assume that n 1 < n 2 < . . . , and we define T * n := T n,k if n k ≤ n < n k+1 , k ∈ N. Obviously, for this sequence of tests,
On the other hand,
and hence,
This implies that
which completes the proof.
The problem of Stein's lemma can also be formulated in a slightly different way that is not completely equivalent to the above formulation. For each ε ∈ (0, 1) and n ∈ N, define the quantity
One can easily see that lim inf
Hence, Theorem 4.4 implies that if supp ρ 0,n ≤ supp ρ 1,n for all n then
for all ε ∈ (0, 1).
Proof. In exactly the same way as in [28] , one can show that
for any test T n that satisfies β 0,n (T n ) ≤ ε. By Lemma 3.8,
The latter is strictly positive if and only if a > ∂ + ψ(1), and in this caseφ n (na) > (n/2)φ(a) for every large enough n, and hence lim nφn (na) = +∞. Hence, lim inf
Since this is true for all a > ∂ + ψ(1), we get s G,ε (ρ 0 ρ 1 ) ≥ −∂ + ψ(1). The rest of the inequalities are just a restatement of (4.9) thanks to Lemma 3.6. 
Remark 4.7. The analysis in [17] shows that if ψ exists and is differentiable on the whole real line and
(Actually, it is enough to require the existence and differentiability of ψ on the open interval (0, 1) to show the above identities based on the Gärtner-Ellis theorem.) Note that (4.2) and (4.3) imply in this case that
In Section 6 we will show some examples where ψ can be explicitly computed and shown to be differentiable on R, and hence the above identities hold.
Asymptotic distance measures for an invariant alternative hypothesis
As the examples of Section 6 will show, the performance of the G-invariant and the unrestricted measurements can be very different in general. In particular, the states might be perfectly distinguishable by unrestricted measurements, while completely indistinguishable by G-invariant ones. As our following discussion shows, this cannot happen if the alternative hypothesis is invariant under the symmetry group. In the first part, we show that in this case G-invariant measurements perform just as well as unrestricted ones in the setting of Stein's lemma. This follows immediately from Theorem 5.1, thanks to Theorem 4.4. Although the same is not true for the settings of the Chernoff and the Hoeffding bounds (see Example 6.2), it is still possible to establish a strong relation between the different performances in the setting of the Chernoff bound as is shown the second part of this section.
Mean relative entropy
We prove the following partial extension of [18, Theorem 2.1], improving the arguments in [18] based on (2.4). In the proof, we use the same notations as defined in Section 2 for the irreducible decompositions of the tensor powers of the representation u.
Proof. The monotonicity of the relative entropy implies that
for any subalgebra B ⊂ A n and hence,
B is an abelian subalgebra of A n .
The assumptionρ 1 ∈ A 1 implies thatρ ⊗n 1 ∈ A n for all n ∈ N. By (2.2),
With the spectral decomposition D
Let B n denote the abelian subalgebra of A n generated by
Then, as in the proof of [18, Lemma 3.1], we have
Similarly to [18, Lemma 3.2] we next prove that
for any state ω on B(H) ⊗n . Note that S(ω • E n ) − S(ω) = S(ω ω • E n ) and hence, by the joint convexity of the relative entropy, it is enough to show (5.3) for pure states. Assume thus thatω = |ψ ψ| with some unit vector ψ ∈ H ⊗n . By (2.3) we write
. The rank of B 
Fidelity and Chernoff bound
In this section we will discuss the minimal symmetric error probability based on the relation between the fidelity and the Chernoff bound in the setting with group symmetry. The fidelity of two states ρ and σ on a matrix algebra is given by 
Furthermore, it is also well known (see [25, Theorem 9.6] , [30, Theorem 6.2] ) that the fidelity F (ρ, σ) is monotone increasing under trace-preserving completely positive maps. Hence we have
The following inequality was proved in [4, Theorem 6]. Here, we provide an alternative proof.
Lemma 5.2. For every states ρ and σ on B(H) and for every
Proof. By the fidelity formula with purifications due to Uhlmann (see [13, Lemma 8.2] , [25, Theorem 9.4]), there are purifications |ϕ ϕ| and |ψ ψ| of ρ and σ, respectively, such that
By Lieb's concavity theorem (see the Appendix A.1 for details), we then have
We need only the following (5.7) with s = 1/2 for later use, but the extended inequalities are of some interest in themselves. Proof. With the same notations as in Section 2,ρ 0,n is written aŝ
(see (2.3)) whileρ 1,n =ρ ⊗n 1 ∈ A n by the assumptionρ 1 ∈ A 1 . First, we prove (5.7). Since 1 ≤ 2s ≤ 2, note that x 2s is an operator convex function on [0, +∞). Hence we haveρ 2s 0,n ≤ E An ((ρ ⊗n 0 ) 2s ) so that Tr |ρ
for 1 ≤ i ≤ k n . By Lemma A.3 of the Appendix, for
Hence we have
In the above, the first inequality is just removing 1/(d 
Thanks to (2.4) we obtain inequality (5.7). Next, we prove (5.6). Since x 2s is operator concave on [0, +∞) thanks to 0 ≤ 2s ≤ 1, we have ρ 2s 0,n ≥ E An ((ρ ⊗n 0 ) 2s ). Hence inequality (5.8) is reversed. Inequality (5.9) is also reversed as follows:
In the above, the first inequality follows by the operator concavity of the square root function, and the second one follows from [11] . Hence we have inequality (5.6). 
Note that the logarithmic fidelity − log F (· , ·) is a generalized relative entropy in the sense that (i) it takes strictly positive values on unequal states and zero if its arguments are equal, (ii) it is monotonically decreasing under trace-preserving completely positive maps, and (iii) it is jointly convex in its arguments. In view of this, Corollary 5.4 is a direct analogue of Theorem 5.1. The extremal case in Example 6.1 of the next section shows that assuming the G-invariance of ρ 1 is essential for Theorem 5.3 and Corollary 5.4.
As Example 6.2 shows, the G-invariance of ρ 1 does not imply the same asymptotics for the restricted and the unrestricted minimal error probabilities. However, one can still obtain the following non-trivial bound: log Trρ
thanks to (5.4) . Hence the last inequality follows, and the others are obvious.
By (4.2)- (4.4), the inequalities of the above theorem can be rewritten as
Comparing these with the inequalities of Proposition 4.2 and also taking account of Remark 4.7, we have the following:
Moreover,
holds whenever ψ is differentiable on (0, 1). Remark 5.7. The constant 1/2 in Theorem 5.5 is actually the best possible, as will be seen in Remark 6.4 of the next section. This also shows that in the case of a differentiable ψ, the bound ρ 1 ) is the best possible.
Restricted vs. unrestricted measurements: examples
In this section, we illustrate, through some examples, the difference between the performance of G-invariant measurements and that of unrestricted ones. As the following example shows, the difference can be as extreme as possible even in the classical situation where the densities corresponding to the null and the alternative hypotheses are commuting. This also shows that the assumption that ρ 1 is G-invariant cannot be removed in Theorem 5.1. 
Since u ⊗n −1 E n,i u * ⊗n −1 = E n,n−i , we have 
and also lower bounded by 1/2 times (6.2). Therefore,
In particular, ψ is differentiable on (0, 1) except when λ = 0 and µ = 1 or the other way around.
Note that σ 1−µ = σ µ • Ad u −1 , and (6.3) yields
and hence the first inequality in each of (3.11)-(3.13) hold with equality. On the other hand, (6.3) shows that if (1/2 − λ)(1/2 − µ) < 0 then
so that for any r ≥ 0,
The differentiability of ψ on (0, 1) implies that the identities of Remark 4.7 hold (as long as 0 < µ < 1), and hence (6.4) shows that G-invariant measurements perform strictly worse than unrestricted ones in all of the settings of the Chernoff and Hoeffding bounds and of Stein's lemma. In particular, in the extremal case where ρ 0 = σ 0 and ρ 1 = σ 1 , the two states have orthogonal supports and hence unrestricted measurements yield a perfect distinguishability, while one can easily see that ρ 0,n = ρ 1,n for all n so that the states are completely indistinguishable with G-invariant measurements. Note that in this case ψ(s) = 0 while ψ • (s)
we see from (6.1) that Trρ s 0,nρ 1−s 1,n is lower bounded by
It is also upper bounded by
Hence, by Lemma A.5 of the Appendix we have
When s ≥ 1, the computation using Lemma A.5 is similar. Summing up all, we write
2 log µ(1 − µ) + log 2 if s ≤ s * , which shows the differentiability of ψ(s) at any s ∈ R including s = s * .
The next example shows that in the settings of the Chernoff and the Hoeffding bounds the restricted measurements may yield a strictly worse performance even if ρ 1 is G-invariant. 
Hence, by (4.4), are given bŷ
where E n,i is the identity of M ( n i ) with n i=0 E n,i = I, and P n,i is a rank one projection with P n,i ≤ E n,i . Therefore,
Take a = α 1−s and b = (1 − α) 1−s in Lemma A.4 of the Appendix to obtain
It is obvious that ψ is differentiable at any s = 0. To check the differentiability at s = 0, assume α > 1 − α and set β := (1 − α)/α ∈ (0, 1). Then, for s > 0 we have
and the differentiability at s = 0 follows from
The case α < 1−α goes in the same way, and the case α = 1/2 is easy to verify. Consequently, ψ exists and is differentiable on the whole real line, and hence the identities of Remark 4.7 hold. Moreover, by Lemma 3.6 and Theorem 5.1,
so that the error exponents for Stein's lemma are the same in the unrestricted and the Ginvariant cases.
for all r ≥ 0. Therefore, by (4.10) and (6.5),
Assume for the rest that α = 1/2. Then
and for any s ∈ (0, 1),
thanks to the strict concavity of x → x s , x ≥ 0. Therefore, again by (4.10) and (6.5),
Furthermore, for any r > −ψ(1) = 0, by (3.10) we have H M (r | ρ 0 ρ 1 ) = (−s 0 r − ψ(s 0 ))/(1− s 0 ) for some s 0 ∈ [0, 1) (see the proof of Lemma A.2), and hence
Remark 4.7 then implies that
That is, in both settings of the Chernoff and the Hoeffding bounds, the optimal performance of the G-invariant measurements is strictly worse than that of the unrestricted ones. Moreover, since the alternative hypothesis in this example is G-invariant, one sees immediately that the inequalities
of (3.11) and (3.12) cannot hold as an equality in general.
Remark 6.3. Note that if we reduce the group G in the above example, then the difference between the optimal performances of the restricted and the unrestricted measurements may disappear. Indeed, consider the subgroup G := Z 2 = {±1} of T with the same representation as in Example 6.1. Let ρ 0 and ρ 1 be the same as in Example 6.2. Then A n = M 2 n−1 ⊕ M 2 n−1 as in Example 6.1 (but with a different arrangement of basis) and ρ 1,n is the same as in (6.6) while ρ 0,n is given byρ
where J 2 n−1 is the 2 n−1 × 2 n−1 matrix of all entries equal to one. Sincê
Hence the function ψ in this case is equal to ψ • :
and therefore, by Remark 4.7,
Remark 6.4. In the setting of Example 6.2 we have seen that
This shows that there exists an α * ∈ (0, 1) such that ψ ′ (1/2) = 0 for α = α * (a numerical computation shows α * ≈ 0.11). Hence, ifρ 1 = α * 0 0 1 − α * , then ψ ′ (1/2) = 0, and ψ takes the minimum at s = 1/2 so that
Comparing this with (4.10), we see that the constant 1/2 in Theorem 5.5 is the best possible.
Finally, we consider the discrimination problem of two pure states of a spin- 
where λ, µ ∈ (0, 1), λ = µ. By looking at how A n in Example 6.2 is decomposed into the direct summands M ( n i ) for 0 ≤ i ≤ n and also by looking at the entries ofρ ⊗n 0 andρ ⊗n 1 , it is easy to see thatρ
where J ( n i ) is the n i × n i matrix of all entries equal to one. Therefore, for any s ∈ R,
for all s ∈ R and all n ∈ N. Consequently, ψ is differentiable on R and by (4.10),
On the other hand, since
we have lim
We notice that
so that lim
similarly to Example 6.2. An elementary proof of (6.7) is as follows: Since
. Furthermore, since λ = µ, the equality holds in (6.8) only if s = 1/2, but inequality (6.9) is strict when s = 1/2. (An extension of the inequality to the matrix case is known in [4, Theorem 6] .)
Note also that we have ψ(0) = ψ(1) = 0 and
where S((λ, 1 − λ) (µ, 1 − µ)) is the relative entropy of (λ, 1 − λ) and (µ, 1 − µ). We have
for all n ∈ N and hence,
On the other hand, S(ρ 0 ρ 1 ) = +∞ > S M (ρ 0 ρ 1 ). This shows again that Theorem 5.1 cannot generally hold, that is, the assumptionρ 1 ∈ A 1 cannot be removed.
Concluding remarks and problems
The asymptotic binary state discrimination problem can be formulated in a very general way, with two sequences {ρ 0,n } n∈N and {ρ 1,n } n∈N to be discriminated. Here, ρ 0,n and ρ 1,n are states on B(H n ) of some Hilbert space H n , where H n+m = H n ⊗ H m need not be assumed; see, e.g., [24, 17] . To get a complete solution of the problems of the Chernoff and the Hoeffding bounds and of Stein's lemma, i.e., to show the identities of Remark 4.7, the key point is to show that (4.5) holds with equality for a suitable range of parameters a. This can be done, for instance, by showing that the states satisfy a certain factorization property [16, 17] or that the function ψ exists and is differentiable on the interval (0, 1) [17, 21, 22] . As the examples of Section 6 suggest, one can expect the differentiability of ψ to hold in our setting of group-invariant state discrimination. The main open question of the present work is to show that this is indeed the case.
Once the ψ-function (and, in an optimal situation, its differentiability) is obtained, the identities of the error exponents and the corresponding asymptotic statistical distances follow quite automatically. In this sense, the results of Section 4 do not depend much on our present setting of group-symmetric measurements. On the other hand, the determination of the ψ-function requires significantly different techniques in the different scenarios; see, e.g., [17, 21, 22] for example. The key technical tool that we used in the present setting is the monotonicity of quasi-entropies under stochastic maps. It is worthwhile to note that our analysis works whenever the states to discriminate are defined on a sequence of algebras {A n } n∈N that satisfy A n ⊗ A m ⊂ A n+m .
Stein's lemma can be considered as an extremal point of the family of the Hoeffding bounds. In this sense, Stein's lemma is the most asymmetric scenario, which gives a heuristic support for the validity of Theorem 5.1 which says that G-invariance of the measurements does not mean a real restriction as long as the alternative hypothesis is also G-invariant. It is, however, somewhat surprising that such an asymmetric condition can yield the bound of Theorem 5.5 in the totally symmetric discrimination problem of the Chernoff bound. On the other hand, we conjecture that if the symmetry group G is finite and the alternative hypothesis is G-invariant, then the function ψ is actually equal to ψ • of the unrestricted setting, and hence G-invariant measurements yield the same optimal error exponents as the unrestricted ones. This would of course also implies that all the inequalities of (3.11)-(3.13) hold with equality.
Proof. Since the case s = 1 is trivial, assume that 1 < s ≤ 2. For A 1 , B 1 , A 2 , B 2 ∈ B(H) + with supp B 1 = supp B 2 = Q, apply Ando's result to A k,ε := A k +εI, B k,ε := B k +ε −1 (I −Q) to obtain
for any λ ∈ (0, 1) and ε > 0. Taking the limit as ε ց 0 yields the assertion since Next, assume that r > −ψ(1), and define s r := argmax 0≤s≤1 {a r s − ψ(s)}. Then s r < 1 and r = a r (s r − 1) − ψ(s r ) ≥ a r (s − 1) − ψ(s), 0 ≤ s ≤ 1, so that a r ≥ (−r − ψ(s))/(1 − s) for any 0 ≤ s < 1 with equality for s = s r . Therefore, ϕ(a r ) = a r s r − ψ(s r ) ≥ a r s − ψ(s) ≥ −sr − ψ(s) 1 − s , 0 ≤ s < 1, and equality holds for s = s r . Hence we see that the right-hand side of (A.2) is also equal to ϕ(a r ).
A.2 Mean Hoeffding distance
A. 
Proof. Let Z d denote the additive group of {0, . . . , d − 1} with the modulo d addition. Let {e j , j ∈ Z d } be a basis in C d and define U e j := e j+1 and V e j := w j e j for j ∈ Z d , where w := e i2π/d . The so defined operators satisfy the commutation relation V U = wU V . Let
which are the so-called discrete Weyl operators. It can easily be seen that
and Tr W k = δ k,0 for all k, l ∈ Z 2 d . Hence the Weyl operators are unitaries, and moreover W := {d −1/2 W k : k ∈ (Z d ) 2 } is an orthonormal base for M d with respect to the HilbertSchmidt inner product. As a consequence, the commutant of W is CI. One can see by a straightforward computation that for any A ∈ Notice that h ′ s (x) = s log 1 − x x + log a, 0 < x < 1.
When s > 0, the maximizer x 0 of h s (x) satisfies s log 1 − x 0 x 0 = − log a or 1 x 0 = 1 + 1 a 1/s , and the maximum is h s (x 0 ) = sx 0 log 1 − x 0 x 0 − s log(1 − x 0 ) + x 0 log a = −s log(1 − x 0 ) = s log 1 x 0 + log a = s log(a 1/s + 1).
When s ≤ 0, h s (x) takes the maximum at either x = 0 or x = 1, so that the maximum is max{log a, 0}. 
