In this tutorial, we present basic concepts and results from automata theory for the description and analysis of infinite transition systems. We introduce and discuss the classes of rational, automatic, and prefix-recognizable graphs and in each case address the question whether over such graphs the model-checking problem (with respect to natural logics) is decidable. Then we treat two different extensions of prefix-recognizable graphs, namely the graphs of the "Caucal hierarchy" and the graphs presented by ground tree rewriting systems, again with an analysis of their suitability for model-checking. This application of automata theoretic ideas helps to clarify the balance between the expressiveness of frameworks for the specification of models and the possibility to automatize verification.
Introduction
The analysis of infinite transition systems is a fundament in infinite-state system verification and at the same time one of the most promising application domains of automata theory. This tutorial aims at an overview on some central ideas and topics currently studied in this field.
The set-up of algorithmic verification is built on two pillars: transition systems as models of "systems" (programs, protocols, control units), and specifications given by logical formulas that express some desired behaviour. The model-checking problem is the question "Given a transition graph G and a formula ϕ, does G satisfy ϕ?". As logical frameworks we consider mainly classical logics like first-order or monadic second-order logic. Since first-order logic is too weak to express reachability properties (which are a central objective in verification), we have to include constructs that allow to cover reachability. For example, we consider FO-logic with a signature that is expanded by the transitive closure E * of the edge relation E. Monadic second-order logic is a much more powerful system (in which E * is definable from E). It is even more expressive than the branching time logics CTL and CTL * . On the side of the transition graphs, there are numerous methods to obtain finite presentations. (Such presentations are needed when infinite structures -in our case: graphs -occur as instances of algorithmic problems.) For example, one can use grammars or equation systems as generators of structures, as done in the work of Courcelle [20] . In the present paper we pursue a different track and consider presentations of infinite structures in terms of finite automata. In this approach, the domain of a structure is described as a regular set of words (or trees), and the relations of the structure are defined by automata of different types that accept tuples of words (or tuples of trees). There are several kinds of automata for the definition of relations, leading to different types of relational structures.
The first part of this paper is concerned with three fundamental classes of transition graphs, namely the rational, the automatic, and the prefix-recognizable graphs (and the pushdown graphs as a special case of the latter). These classes of graphs are cornerstones in an automata based theory of infinite models. We shall see that the first two classes are too extensive to allow algorithmic solutions for interesting problems in verification, while the third is very well-behaved -as seen in the decidability of the model-checking problem for monadic second-order logic.
In the subsequent two sections of the paper we consider two proper extensions of the class of prefix-recognizable graphs. The first extension is based on an idea of Caucal [18] to generate a much larger class of models where the model-checking problem with respect to monadic second-order logic is still decidable: One applies the two model transformations "monadic second-order interpretation" and "unfolding" in alternation, starting from the finite trees. We introduce the resulting "Caucal hierarchy" of graphs and illustrate its large range by some examples.
The second extension is motivated by the fact that very natural types of infinite graphs are not located in the Caucal hierarchy. A prominent example is the infinite (N × N)-grid; the associated model-checking problem with respect to monadic second-order logic is undecidable. We introduce "ground tree rewriting graphs" that contain the infinite grid as a special case but nevertheless permit a solution of the model-checking problem for first-order logic expanded by the reachability predicate. For the analysis of these graphs we use automata over finite trees rather than over finite words.
In the final section we address complementary issues: First we note connections between the "internal" presentation of graphs (as it is used for the rational and automatic graphs) and the "external" presentation in terms of transformations of given graphs. Then we briefly discuss the problem of linking automata theoretic presentations to structural properties of graphs. Finally, we sketch connections to formal language theory; here an infinite transition graph is used as an infinite automaton, and the relation between the presentation of such graphs and the form of the accepted languages is studied.
The application of automata theory to verification as outlined in this chapter is only one method among many others. Let us mention an alternative approach that is found, for example, in the analysis of Petri nets or lossy channel systems [1] . In these cases the reachability problem can be treated (and solved) using certain monotonicity properties of the reachability relation. A general development of this method is found in the theory of "well-structured transition systems" (see [30] ).
Our exposition assumes knowledge of basic automata theory and logic. In several cases we only give proofs in an informal style and have to refer to the literature for details.
Technical Preliminaries

Transition Systems
We consider structures in the format of edge-labelled and vertex-labelled transition graphs
with two finite alphabets Σ, Σ ′ for labelling edges, respectively vertices. V is the (at most countable) set of vertices (in applications: "states"), E a ⊆ V ×V (for a symbol a ∈ Σ) is the set of a-labelled edges, and P b ⊆ V (for b ∈ Σ ′ ) is the set of b-labelled vertices (in applications representing a state property). We write E for the union of the E a . As special cases, we allow Σ and Σ ′ to be empty. In the first case we have a structure (V, E, (P b ) b∈Σ ′ ), in the second case a structure (V, (E a ) a∈Σ ′ ), and if both label alphabets are empty we consider directed graphs (V, E).
More generally, one can consider relational structures A = (A, R As examples of transition graphs we mention the following:
• Kripke structures, which are graphs of the form G = (V, E, (P b ) b∈Σ ′ ), where each P b collects states which satisfy certain atomic propositions, • the ordering (N, <) of the natural numbers, • the binary tree T 2 = ({0, 1} * , S 0 , S 1 ) where S i = {(w, wi) | w ∈ {0, 1} * } (analogously, the n-ary tree is T n := ({0, . . . , n − 1} * , S n 0 , . . . , S n n−1 )).
Logics
First-order logic FO over the signature with the symbols E a , P b is built up from variables x, y, . . . and atomic formulas x = y, E a (x, y), P b (x) where x, y are firstorder variables, using the standard propositional connectives ¬, ∧, ∨, →, ↔ and the quantifiers ∃, ∀. The reachability relation over G is the relation E * defined by
It is well-known that E * is not FO-definable (see, e.g., [27] ). We call FO(R) the logic obtained from FO by adjoining a symbol for the reachability relation E * to the signature. A slightly stronger variant is FO(Reg) which involves regular expressions r over the edge label alphabet. Rather than E * we then use (symbols for) the relations E r where E r (u, v) holds if there is a path from u to v whose edge label sequence yields a word in the language defined by the regular expression r.
Monadic second-order logic MSO is obtained by adjoining variables X, Y, . . . for sets of elements (of the universe V under consideration) and atomic formulas X(y) (meaning that the element y is in the set X) as well as quantifiers over set variables. We note that MSO encompasses FO(R), since we can express E * (x, y) by the formula saying that each set which contains x and is closed under E must contain y.
We use the standard notations; e.g. G |= ϕ [v] indicates that G satisfies the formula ϕ(x) with the element v as interpretation of x. Given a formula ϕ(x 1 , . . . , x n ), the relation defined by it in G is
The model-checking problem "Does the transition system G satisfy the sentence ϕ?" comes in two forms, the "uniform" version where an instance is a pair (G, ϕ), and a "non-uniform" one where G is considered fixed and the instance is ϕ. In the latter case (when G is fixed), we consider the (FO-or FO(R)-or MSO-) theory of G, i.e., the respective set of sentences which are true in G. In all the cases discussed in this paper, we can obtain decidability of a uniform model-checking problem from decidability of the associated non-uniform version (either by an explicit proof or by an analysis of the given proof for the non-uniform version).
Rational Graphs
In this section we discuss a first type of infinite transition graph that is presented in terms of finite automata. The idea is to use words over some alphabet as names of vertices, regular languages for vertex properties, and automaton-definable relations over words for the edge relations. For the latter, we consider the definition of word relations in terms of regular expressions over word-tuples, or equivalently in terms of "transducers", i.e., nondeterministic automata that asynchronously scan a given tuple of input words.
A relation R ⊆ Γ * × Γ * is rational if it can be defined by a regular expression starting from the atomic expressions ∅ (denoting the empty relation) and (u, v) for words u, v (denoting the relation {(u, v)}) by means of the operations union, concatenation (applied componentwise), and iteration of concatenation (Kleene star). An alternative characterization of these relations is given by nondeterministic automaton that work one-way from left to right, but asynchronously, on the two components of an input (w 1 , w 2 ) ∈ Γ * × Γ * (see [3] or [46] ). A transition of such an automaton is simply a triple (p, u/v, q) with states p, q and words u, v. A pair (w 1 , w 2 ) is accepted if for some successful path with label sequence u 1 /v 1 , . . . , u k /v k July 21, 2009 21:22 World Scientific Review Volume -9.75in x 6.5in indiensurvey we have w 1 = u 1 . . . u k and w 2 = v 1 . . . v k . The generalization of the definition to n-ary relations for n > 2 is obvious.
Example 1.1. Consider the suffix relation {(w 1 , w 2 ) | w 1 is a suffix of w 2 }. A corresponding automaton (nondeterministic transducer) would progress with its reading head on the second component w 2 until it guesses that the suffix w 1 starts; this, in turn, can be checked by moving the two reading heads on the two components simultaneously, comparing w 1 letter by letter with the remaining suffix of w 2 .
A rational transition graph (or just rational graph) has the form G = (V, (E a ) a∈Σ , (P b ) b∈Σ ′ ) where V and the sets P b are regular sets of words over an auxiliary alphabet Γ and where each E a ⊆ Γ * × Γ * is a rational relation. Clearly, each rational graph is recursive in the sense that the edge relations and the vertex properties are decidable. However, very simple properties of rational graphs may be undecidable.
has a loop edge from some vertex to itself.
Proof. Given a PCP-instance (u, v) = ((u 1 , . . . , u m ), (v 1 , . . . , v m )) over an alphabet Γ, we specify a rational graph G (u,v) = (V, E) as follows. The vertex set V is Γ * . The edge set E consists of the pairs of words of the form (u i1 . . . u i k , v i1 . . . v i k ) where i 1 , . . . , i k ∈ {1, . . . , m} and k ≥ 1. Clearly, an asynchronously progressing nondeterministic automaton can check whether a word pair (w 1 , w 2 ) belongs to E; basically the automaton has to guess successively the indices i 1 , . . . , i k and at the same time to check whether w 1 starts with u i1 and w 2 starts with v i1 , whether w 1 continues by u i2 and w 2 by v i2 , etc. So the graph G (u,v) is rational. Clearly, in this graph there is an edge from some vertex w back to the same vertex w iff the PCP-instance (u, v) has a solution (namely by the word w).
The existence of a loop edge (w, w) is expressible by the first-order formula ∃x E(x, x). Hence we obtain that the uniform model checking-problem is undecidable over rational graphs (Morvan [41] ): Theorem 1.1. There is no algorithm which, given a presentation of a rational graph G and a first-order sentence ϕ, decides whether G |= ϕ.
Let us now construct a single rational graph with an undecidable first-order theory (following [49] ); so also the non-uniform model-checking problem can be undecidable for a rational graph. Theorem 1.2. There is a rational graph G with an undecidable first-order theory. July 21, 2009 21:22 World Scientific Review Volume -9.75in x 6.5in indiensurvey
Proof. We use a Turing machine M that accepts a (recursively enumerable but) non-recursive language. We encode its undecidable halting problem (for different input words x) into a family of PCP-instances. For simplicity of exposition, we refer here to the standard construction of the undecidability of PCP as one finds it in textbooks (see [33, Section 8.5] ): A Turing machine M with input word x is converted into a PCP-instance ((u 1 , . . . , u m ), (v 1 , . . . , v m )) over an alphabet A whose letters are the states and tape letters of M and a symbol # (for the separation between M -configurations in M -computations). If the input word is x = a 1 . . . a n , then u 1 is set to be the initial configuration word c(x) := #q 0 a 1 . . . a n of M ; furthermore we always have v 1 = #, and u 2 , . . . , u m , v 2 , . . . , v m only depend on M . Then the standard construction (of [33] ) ensures the following:
M halts on input x iff the PCP-instance ((c(x), u 2 , . . . , u m ), (#, v 2 , . . . , v m )) has a special solution. Here a special solution is given by an index sequence (i 2 , . .
Let G be the graph as defined from these PCP-instances as above: The vertices are the words over A, and we have a single edge relation E with (w 1 , w 2 ) ∈ E iff there are indices i 2 , . . . , i k and a word x such that w 1 = c(x)u i2 . . . u i k and w 2 = #v i2 . . . v i k . Clearly G is rational, and we have an edge from a word w back to itself if it is induced by a special solution of some PCP-instance
In order to address the input words x explicitly in the graph, we add further vertices and edge relations E a for a ∈ A. A c(x)-labelled path via the new vertices will lead to a vertex of G with prefix c(x); if the latter vertex has an edge back to itself, then a special solution for the PCP-instance ((c(x), u 2 , . . . , u m ), (#, v 2 , . . . , v m )) can be inferred. The new vertices are words over a copy A of the alphabet A (consisting of the underlined versions of the A-letters). For any word c(x) we shall add the vertices which arise from the underlined versions of the proper prefixes of c(x), and we introduce an E a -edge from any such underlined word w to wa (including the case w = ε). There are also edges to non-underlined words: We have an E a -edge from w to any non-underlined word which has wa as a prefix. Call the resulting graph G ′ . It is easy to see that G ′ is rational. By construction of G ′ , the PCP-instance ((c(x), u 2 , . . . , u m ), (#, v 2 , . . . , v m )) has a special solution iff there is a path in G ′ , labelled with the word c(x), from the vertex ε to a vertex which has an edge back to itself.
Note that the vertex ε is definable as the only one with outgoing E a -edges but without any ingoing E a -edge. Thus the above condition is formalizable by a firstorder sentence ϕ x , using variables for the |c(x)| + 1 vertices of the desired path.
Altogether we obtain that the Turing machine M halts on input
This result shows that rational graphs in general are much too complex for decidability results even regarding a weak logic like FO; hence they do not play an interesting role in algorithmic approaches to verification. On the other hand, the July 21, 2009 21:22 World Scientific Review Volume -9.75in x 6.5in indiensurvey rational word relations underlying these graphs constitute a beautiful chapter of automata theory; for a recent exposition see [46] .
Automatic Graphs
In automatic (or synchronized rational) relations a more restricted processing of an input (w 1 , w 2 ) by an automaton is required than in the asynchronous mode as mentioned for nondeterministic transducers: We now require that an automaton scans a pair (w 1 , w 2 ) of words strictly in parallel letter by letter. Thus one can assume that the automaton reads letters from Γ×Γ for word pairs over Γ. In order to cover the case that w 1 , w 2 are of different length, one assumes that the shorter word is prolonged by dummy symbols $ to achieve equal length. Let [w 1 , w 2 ] be the word over the alphabet (
The relation R is called automatic if the associated language L R is regular. Again, the generalization to n-ary relations for n > 2 is obvious.
From this definition it is clear that the automatic relations share many good properties which are familiar from the theory of regular word languages. For example, one can transform a nondeterministic automaton (that recognizes a word relation in the synchronous mode) to an equivalent deterministic one, a fact which does not hold for the asynchronous transducers.
A graph (V, (E a ) a∈Σ , (P b ) b∈Σ ′ ) is called automatic if V and each P b ⊆ V are regular languages over an alphabet Γ and each edge relation E a ⊆ Γ * × Γ * is automatic. j+1) ) and E b -edges ((i, j), (i+1, j))) is automatic: It can be obtained using the words in X * Y * as vertices, whence the edge relations become
, which both are clearly automatic. Example 1.3. Consider the transition graph over Γ = {X 0 , X, Y } where there is an a-edge from X 0 to X and from
. We obtain the automatic graph of Figure 1 .1. (This graph also has a natural meaning as "infinite automaton", using the vertex X 0 as "initial state" and the vertex ε as "final state". The accepted language is the context-sensitive language of the words a i b i c i with i > 0. We return to this aspect in the last section of the paper.)
be the expansion of the binary tree T 2 = ({0, 1}
* , S 0 , S 1 ) by the prefix relation ≤ = {(u, v) ∈ {0, 1} * | u is a prefix of v} and the "equal level relation" EquLev = {(u, v) ∈ {0, 1} * | |u| = |v|}. Clearly T ′ 2 is automatic. In the literature, the automatic relations appear also under several other names, among them "regular", "sequential", and "synchronized rational".
We give another example which illustrates the power of automatic relations.
Example 1.5. Given a Turing machine M with state set Q and tape alphabet Γ, we consider the graph G M with vertex set V M = Γ * QΓ * , considered as the set of Mconfigurations. By an appropriate treatment of the blank symbol, we can assume that the length difference between two successive M -configurations is at most 1; thus it is easy to see that the relation E M of word pairs which consist of successive M -configurations is automatic. So the configuration graph
The relation that contains the pairs of successive Turing machine configurations can as well be described in terms of an infix rewriting system: For example, the effect of a Turing machine instruction that requires, in state p with letter a on the work cell, to print b, move to the right, and go into state q, is captured by the infix rewriting rule pa → bq. Extending Example 1.5, we see that in general a graph (with a regular set of vertices) whose edge relation is defined by a finite infix rewriting system is also automatic.
Let us show that first-order properties of automatic graphs are decidable:
The FO-theory of an automatic graph is decidable.
be a graph with an automatic presentation over Γ. We verify inductively over FO-formulas ϕ(x 1 , . . . , x n ) that the following relation is automatic:
For the atomic formulas, this is clear by the automatic presentation of G. In the induction step, the Boolean connectives are easy due to the closure of regular sets under Boolean operations. (Note that the complement is applied with respect to the set of words [w 1 , w 2 ], i.e. the words where the letter $ may occur only in one component, and only at the end.) For the step of existential quantification, assume -as a typical case -that the binary relation R is recognized by the finite automaton A, say with final state set F . We have to verify that also
is automatic (i.e. in this unary case: a regular language). The automaton checking S is obtained from A by a projection of the input letters to the first components and by an extension of F to a set F ′ . A state is included in F ′ if some (possibly empty) sequence of letters ($, a) leads to F . This covers the case that the component w 2 is longer than w 1 .
If this inductive construction is applied to an FO-sentence ϕ (i.e., a formula without free variables), the final result is a finite automaton with unlabelled edges, such that a successful run (a path from the initial to some final state) exists iff the sentence ϕ is true in G. Since the existence of a successful run can be decided, we obtain the claim of the Theorem.
An analogous argument shows that Presburger arithmetic, the FO-theory of the structure (N, +), is decidable (see [12] ). For this purpose, one codes an n-tuple of natural numbers by the n-tuple of the reversed binary representations. The atomic formula x 1 + x 2 = x 3 defines a ternary relation over {0, 1}
* which is automatic, since the usual check that an addition of binary numbers is correct can be done by a finite automaton. For the logical connectives one proceeds as in the proof above. For an analysis of the complexity bounds of this decision procedure see [34] . An introduction to applications in verification is given in [11] .
If we extend the logic FO by including the reachability relation E * , then the above-mentioned decidability result fails. Theorem 1.4. There is an automatic graph G = (V, E) such that the relation E * is undecidable.
Proof. As in Example 1.5, we take the automatic configuration graph G M of a Turing machine M . We consider a Turing machine M that accepts an undecidable (but of course recursively enumerable) language L(M ). So the vertices are configuration words in Γ * QΓ * (where Γ is the tape alphabet of M and Q is its set of states). Assume that the machine M halts in a unique configuration, say q s with a stop state q s and a blank tape inscription. Then M accepts the input word w iff in G M from the configuration q 0 w the configuration q s can be reached. Since L(M ) is undecidable, we obtain the claim of the theorem.
This small result is one of the main obstacles in developing algorithmic solutions of the model-checking problem over infinite systems: The automatic graphs are a very natural framework for modelling interesting infinite systems, but most applications of model-checking involve some kind of reachability analysis; so the undecidability phenomenon of the theorem above enters. Current research tries to find good restrictions or variants of the class of automatic graphs where the reachability problem is still solvable.
Let us also look at a more ambitious problem than reachability: decidability of the monadic second-order theory of a given graph. Here we get undecidability already for automatic graphs with a much simpler transition structure than that of the graph G M of the previous theorem. The most prominent example is the infinite two-dimensional grid (introduced as an automatic graph in Example 1.2). Note that the reachability problem over the grid (say from a given vertex to another given vertex) is decidable. Theorem 1.5. The monadic second-order theory of the infinite two-dimensional grid G 2 is undecidable.
Proof. The idea is to code the computations of Turing machines in a more uniform way than in the previous result. Instead of coding a Turing machine configuration by a single vertex and capturing the Turing machine steps directly by the edge relation, we now use a whole row of the grid for coding a configuration (by an appropriate coloring of its vertices with tape symbols and a Turing machine state). A computation of a Turing machine, say with m states and n tape symbols, is thus represented by a sequence of colored rows (using m + n colors), i.e., by a coloring of the grid. (We can assume that even a halting computation generates a coloring of the whole grid, by repeating the final configuration ad infinitum.) In this view, the horizontal edge relation is used to progress in space, while the vertical one allows to progress in time. A given Turing machine M halts on the empty tape iff there is a coloring of the grid with m + n colors which
• represents the initial configuration (on the empty tape) in the first row, • respects the transition table of M between any two successive rows, • contains a vertex which is colored by a halting state.
Such a coloring corresponds to a partition of the vertex set N × N of the grid into m + n sets. One can express the existence of the coloring by saying "there exist sets X 1 , . . . , X m+n which define a partition and satisfy the requirements of the three items above". In this way one obtains effectively an MSO-sentence ϕ M such that M halts on the empty tape iff G 2 |= ϕ M .
Prefix Rewriting and Pushdown Systems
The undecidability of the reachability problem over automatic graphs (Theorem 1.4) is no surprise to a reader who knows the undecidability of the word problem for Semi-Thue systems, i.e. infix rewriting systems. Following Example 1.5, we remarked that infix rewriting systems induce automatic graphs.
As observed already by Büchi in 1964, the situation changes when we use prefix rewriting instead. Büchi showed that the words which are generated from a fixed word w by a finite prefix rewriting system form an effectively constructible regular language L. As an application one obtains the well-known fact that the reachable configurations of a pushdown automaton constitute a regular set. As a second application we note an elegant solution of the reachability problem over prefix rewriting systems: In order to decide whether from the word w one can reach the word v in finitely many steps, one computes a finite automaton recognizing the "reachability language" L mentioned above, and then checks whether this automaton accepts v.
In the first part of this section we introduce two types of graphs based on the idea of prefix rewriting. The first (and more restricted) version is the notion of pushdown graph, with edges corresponding to moves of a pushdown automaton. The second allows to capture infinitely many instances of prefix rewriting in a single rule; the graphs obtained in this way are called prefix-recognizable.
In a second part we present the solution of the reachability problem as indicated above. There are two approaches to this problem, "forward search" as mentioned above, or "backward search" starting from a target vertex or a set T of target vertices. We shall pursue the second approach.
In a third part we treat a much stronger result than decidability of the reachability problem over pushdown graphs and prefix-recognizable graphs. We sketch the proof that even the MSO-theory of any such graph is decidable. As starting point we use Rabin's Theorem on the decidability of the MSO-theory of the binary tree T 2 [44] .
Definitions
A graph G = (V, (E a ) a∈Σ ) is called pushdown graph (over the label alphabet Σ) if it is the transition graph of the reachable global states of an ε-free pushdown automaton. Here a pushdown automaton is of the form P = (P, Σ, Γ, p 0 , Z 0 , ∆), where P is the finite set of control states, Σ the input alphabet, Γ the stack alphabet, p 0 the initial control state, Z 0 ∈ Γ the initial stack symbol, and ∆ ⊆ P ×Σ×Γ×Γ * × P the transition relation. (A transition τ = (p, a, γ, v, q) proceeds from state p to q while processing input letter a and replacing the top stack symbol γ by the word v; note that we consider "real-time" automata without ε-transitions.) A configuration (sometimes also called global state) of the automaton is given by a control state and a stack content, i.e., by a word from P Γ * . The graph G = (V, (E a ) a∈Σ ) is now specified as follows:
• V is the set of configurations in P Γ * which are reachable (via finitely many applications of transitions of ∆) from the initial configuration p 0 Z 0 .
• E a is the set of all pairs (pγw, qvw) from V ×V for which there is a transition (p, a, γ, v, q) in ∆.
Then the edge relation E coincides with the one-step derivation relation p 1 w 1 ⊢ p 2 w 2 over V , and the transitive closure E * with the derivability relation ⊢ * .
A more general class of graphs, which includes the case of vertices of infinite degree, consists of the "prefix-recognizable graphs" (introduced by Caucal [17] ). These graphs are defined in terms of prefix-rewriting systems in which "control states" (as they occur in pushdown automata) are no longer used and where a word on the top of the stack (rather than a single letter) may be rewritten. Thus, a rewriting step can be specified by a triple (u 1 , a, u 2 ), describing a transition from a word u 1 w via letter a to the word u 2 w. The feature of infinite degree is introduced by allowing generalized rewriting rules of the form U 1 a − → U 2 with regular sets U 1 , U 2 of words. Such a rule leads to the (in general infinite) set of rewrite triples (u 1 , a, u 2 ) with u 1 ∈ U 1 and u 2 ∈ U 2 . A graph G = (V, (E a ) a∈Σ ) is called prefix-recognizable if for some finite system S of such generalized prefix rewriting rules U 1 a − → U 2 over an alphabet Γ, we have
* is a regular set, • E a consists of the pairs (u 1 w, u 2 w) where u 1 ∈ U 1 , u 2 ∈ U 2 for some rule The prefix-recognizable graphs coincide with the pushdown graphs when ε-rules are added to pushdown automata and edges are defined in terms of transitions in the composed relation
Before turning to a closer analysis of pushdown graphs and prefix-recognizable graphs, let us settle the inclusion relations between the four classes of graphs introduced so far. Theorem 1.6. The pushdown graphs, prefix-recognizable graphs, automatic graphs, and rational graphs constitute, in this order, a strictly increasing inclusion chain of graph classes.
Proof. For the proof, we first note that the prefix-recognizable graphs are clearly a generalization of the pushdown graphs and that the rational graphs generalize the automatic ones. To verify that a prefix-recognizable graph is automatic, we first proceed to an isomorphic graph which results from reversing the words under consideration, at the same time using suffix rewriting rules instead of prefix rewriting ones. Given this format of the edge relations, we can verify that it is automatic: Consider a word pair (wu 1 , wu 2 ) which results from the application of a suffix rewriting rule U 1 a − → U 2 , with regular U 1 , U 2 and u 1 ∈ U 1 , u 2 ∈ U 2 . A nondeterministic automaton can easily check this property of the word pair by scanning the two components simultaneously letter by letter, guessing when the common prefix w of the two components is passed, and then verifying (again proceeding letter by letter) that the remainder u 1 of the first component is in U 1 and the remainder u 2 of the second component is in U 2 .
The strictness of the inclusions may be seen as follows. The property of having bounded degree separates the pushdown graphs from the prefix-recognizable ones (see Example 1.6). To distinguish the other graph classes, one may use logical decidability results. It will be shown in Section 1.5.3 that the monadic second-order theory of a prefix-recognizable graph is decidable, which fails for some automatic graphs (Theorem 1.5). Furthermore, the first-order theory of an automatic graph is decidable (Theorem 1.3) , which fails in general for the rational graphs (Theorem 1.2).
The next two subsections show two decidability results on transition systems that are generated in terms of prefix rewriting. First we show that reachability over pushdown systems is decidable, then that the MSO-theory of a prefix-recognizable graph is decidable. The second result is of course much stronger, both regarding the class of graphs and the class of properties addressed. However, it seems useful to present the weaker result (on mere reachability) since the proof method is important and leads to a polynomial-time procedure.
Reachability over Pushdown Graphs
In this section it is convenient to consider unlabelled pushdown graphs rather than pushdown automata; so we abstract from the input alphabet, the initial state, and the initial stack symbol. We work with pushdown systems in the format P = (P, Γ, ∆) where P is the set of control states, Γ the stack alphabet, and ∆ ⊆ P × Γ × Γ * × P the finite set of transitions. For a set T ⊆ P Γ * of "target configurations" let pre
We show the following fundamental result which (in different terminology) goes back to Büchi [13] : Theorem 1.7. Given a pushdown automaton P = (P, Σ, Γ, p 0 , Z 0 , ∆) and a finite automaton recognizing a set T ⊆ P Γ * , one can compute a finite automaton recognizing pre * (T ).
We can then decide the reachability of a configuration p 2 w 2 from p 1 w 1 by setting T = {p 2 w 2 } and checking whether the automaton recognizing pre * (T ) accepts p 1 w 1 . The transformation of a given automaton A which recognizes T into the desired automaton A ′ recognizing pre * (T ) works by a simple process of "saturation", which involves adding more and more transitions but leaves the set of states unmodified. This construction, which improves the original one by Büchi regarding efficiency, appears in several sources, among them [10] , [21] , and [28] ; we follow the latter. It is convenient to work with P as the set of initial states of A; so a configuration pw of the pushdown automaton is scanned by A starting from state p and then processing the letters of w. This use of P as the set of initial states of A motivates the term P -automaton in the literature. The P -automata we use for specifying T do not have transitions into P ; we call them normalized.
The saturation procedure is based on the following idea: Suppose a pushdown transition allows to rewrite the configuration pγw into qvw, and that the latter one is accepted by A. Then the configuration pγw should also be accepted
Saturation Algorithm: Input: P -automaton A, pushdown system P = (P, Γ, ∆) A0 := A, i := 0 REPEAT:
IF pa → qv ∈ ∆ and Ai : q v − → r THEN add (p, a, r) to Ai and obtain Ai+1 i := i + 1 UNTIL no transition can be added
As an example consider P = (P, Γ, ∆) with So for T = {p 0 aa} we extract the following result.
The Saturation Algorithm terminates and gives, for an input automaton A recognizing T , as output an automaton A ′ recognizing pre * (T ).
Proof. Termination of the algorithm is clear since new transitions (p, a, q) can be added only finitely often to the given automaton.
Next we have to show:
For the direction from left to right we use induction over the number n ≥ 0 of steps to get to T and show: pw → n ru ∈ T ⇒ A ′ : p w − → F . The case n = 0 is obvious. In the induction step assume pw → n+1 ru and ru ∈ T . We have to show that A ′ accepts pw. Consider the decomposition of the step sequence to ru ∈ T : paw ′ → p ′ vw ′ → n ru with w = aw ′ and a pushdown transition pa → p ′ v. The induction assumption gives A ′ : p
Consequently, the saturation algorithm produces the transition (p, a, q) ∈ ∆ A ′ , and pw is accepted by A ′ . For the direction from right to left we show
For q ∈ F (the final state-set of A) we obtain the claim; note that A : p
We denote by A i the P -automaton which originates from A after i insertions of new transitions by the saturation algorithm. We show inductively over i:
The case i = 0 obvious. For the induction claim assume that A i+1 : p w − → q. Consider an accepting run A i+1 : p w − → q. Let j be the number of applications of the (i + 1)-st transition that was added by the algorithm. We prove the claim inductively over j. The case j = 0 is obvious (no use of the (i + 1)-st transition). For j + 1, consider the decomposition of w in w = uau ′ with 
Finally, in the run on u ′ , the (i + 1)-st transition is used ≤ j times, so by induction assumption on j, we know for the run A i+1 :
It is easily seen that the number of iterations of the saturation algorithm is bounded by the number |Q| 2 · |Σ| of possible transitions, and that each iteration only costs polynomial time; hence the saturation algorithm is polynomial.
Our treatment of the reachability problem was based on the idea of backward search: From a regular target set T we worked backwards and obtained the regular set pre * (T ). In an analogous way one can work forward, then proceeding from a set C of configurations to post * (C), the set of configurations that are reachable from configurations in C. For discussion of this approach and applications in verification we refer the reader to the chapter [29] of this handbook.
The idea of the saturation algorithm has been transferred to many related problems, for example for solving reachability problems over higher-order pushdown graphs [32] , for checking "recurrent reachability" over pushdown graphs [28] , for two-player reachability games played on pushdown graphs [14] , and for reachability over transition graphs associated with tree rewriting systems (see [26; 39] and Section 1.7 below).
The MSO-Theory of Pushdown Graphs
The aim of this section is to show that the MSO-theory of a prefix-recognizable graph is decidable. The starting point is a deep and difficult decidability result, "Rabin's Tree Theorem", which we use here without proof. A self-contained exposition is in [48] .
Theorem 1.8. (Rabin [44])
The MSO-theory of the infinite binary tree T 2 is decidable.
In order to proceed from the binary tree to prefix-recognizable graphs we apply the method of interpretation. The idea is to describe (using MSO-formulas) a structure A in another structure B whose MSO-theory is known to be decidable. Once such a description is possible, one can derive that also the MSO-theory of A is decidable. In our case, the structure A is a prefix-recognizable graph and B the binary tree T 2 .
Let us first illustrate the idea of MSO-interpretation by showing that the MSOtheory of the n-branching tree T n is decidable also for n > 2. As typical example consider T 3 = ({0, 1, 2} * , S . We obtain a copy of T 3 in T 2 by considering only the T 2 -vertices in the set T = (10 + 110 + 1110) * . A word in this set has the form 1 i1 0 . . . 1 im 0 with i 1 , . . . , i m ∈ {1, 2, 3}; and we take it as a representation of the element (i 1 − 1) . . .
The following MSO-formula ϕ(x) (written in abbreviated suggestive form, using successor functions rather than successor relations) defines the set T in T 2 :
It says that x is in the closure of ε under 10-, 110-, and 1110-successors. The relation {(w, w10)|w ∈ {0, 1} * } is defined by the following formula:
With the analogous formulas ψ 1 , ψ 2 for the other successor relations, we see that the structure with universe ϕ T2 and the relations ψ T2 i restricted to ϕ T2 is isomorphic to T 3 .
In general, an MSO-interpretation of a structure A in a structure B is given by a "domain formula" ϕ(x) and, for each relation R A of A, say of arity m, an MSO-formula ψ(x 1 , . . . , x m ), such that A with the relations R A is isomorphic to the structure with universe ϕ B and the relations ψ B restricted to ϕ B . Then for an MSO-sentence χ (in the signature of A) one can construct a sentence χ ′ (in the signature of B) such that A |= χ iff B |= χ ′ . In order to obtain χ ′ from χ, one replaces every atomic formula R(x 1 , . . . , x m ) by the corresponding formula ψ(x 1 , . . . , x m ) and one relativizes all quantifications to ϕ(x). As a consequence, we note the following: Proposition 1.3. If A is MSO-interpretable in B and the MSO-theory of B is decidable, then so is the MSO-theory of A.
As a second example of MSO-interpretation, consider a pushdown automaton A with stack alphabet {0, . . . , k − 1} and states q 1 , . . . , q m . Let G A = (V A , E A ) be its configuration graph. Choosing n = max{k, m}, we can exhibit an MSOinterpretation of G A in T n : Just represent configuration q j i 1 . . . i r by the vertex i r . . . i 1 j of T n . For example, the configuration (i, 001) is represented by the tree node 100i. Applying the pushdown rule (i, 0, 11, j) we obtain the new tree node 1011j. The application of this rule thus corresponds to a step from a tree node u0i to u11j. So the one-step relation of the transition τ = (i, 0, 11, j) is described by the formula (in short notation, again using successor functions rather than successor relations) By an easy generalization of the proof we obtain the corresponding statement for the prefix-recognizable graphs. The difference to the proof above is just a refinement of the formula ϕ τ expressing the one-step derivation relation between configurations induced by a transition τ . Instead of describing a single move from one word to another, say from wap to wbbq, we have to describe all admissible moves from words wu to words wv where u ∈ U, v ∈ V for a prefix-rewriting rule U → V . (Since we deal with the representation of configurations as tree nodes, where the changes occur in the suffix rather than the prefix, we assume that we have reversed the words in U, V in order to match our coding.)
Suppose the sets U, V are recognized by the finite automata A U , A V with state sets Q U , Q V , respectively. In order to describe the application of the rule τ = (U → V ), we write down a formula ϕ τ (x, y) that expresses the following:
there are z, u, v s.t. x = zu, y = zv and on the path segment from z to x = zu, from z to zv, respectively, the automaton AU , respectively AV has an accepting run.
The existence claims on the accepting runs are easily formalizable using quantifications over sets. Let us consider the case of A U , where Q U = {1, . . . , k} and, for example, 1 is the initial and k the only final state. We express that there are k subsets X 1 , . . . , X k that form a partition of the path segment {z, . . . , zu}, where the set X i is intended to contain those vertices where state i is visited in the run. The property of being a successful run for these sets X i is captured by three clauses, namely that the vertex z belongs to X 1 , zu belongs to X k (since k was the only final state), and that for any vertex s on the path from z to (and excluding) zu, a disjunction over the A U -transitions τ = (i, a, j) holds. Such a disjunction member for (i, a, j) expresses that s ∈ X i , the next vertex of the path to zu is the node sa, and sa ∈ X j .
The domain of the configuration graph is defined as for the case of pushdown graphs. Hence we have proved the following result, using again the interpretation in a suitable tree T n . Theorem 1.9. (Caucal [17] ) The monadic second-order theory of a prefixrecognizable graph is decidable.
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Unfoldings and the Caucal Hierarchy
The decidability of the MSO-theory of pushdown (and prefix recognizable) graphs can be generalized in two directions, in order to cover more general types of models. First, one tries to widen the class of graphs such that the decidability result on the MSO-theory still holds. This approach is pursued in the present section. In view of Theorem 1.5, using this appoach we shall not be able to handle simple models such as the infinite grid G 2 . In the next section we thus restrict the logic under consideration to the fragment FO(R) of MSO-logic and present a class of graphs that includes G 2 and allows to show decidability of the model-checking problem with respect to FO(R).
In the previous section we considered interpretations as a method to generate a model "within" a given one, via defining formulas. A more "expansive" way of model construction is the unfolding of a graph (V, (E a ) a∈Σ , (P b ) b∈Σ ′ ) from a given vertex v 0 , which yields a tree
′ a contains the pairs (u 0 a 1 u 1 . . . a r u r , u 0 a 1 u 1 . . . a r u r au) with (u r , u) ∈ E a , and P ′ b the vertices u 0 a 1 u 1 . . . a r u r with u r ∈ P b . The unfolding operation has no effect in bisimulation invariant logics, but is highly nontrivial for MSO-logic. Consider, for example, the singleton graph G 0 over {v 0 } with a 0-labelled and a 1-labelled edge from v 0 to v 0 . Its unfolding is the infinite binary tree T 2 . While checking MSO-formulas over G 0 is trivial, this is a deep result for T 2 . A powerful result going back to Muchnik 1985 implies that unravelling preserves decidability of the MSO-theory. The result holds also for a slightly more general construction ("tree iteration") which can also be applied to relational structures other than graphs. We cannot go into details here; a good presentation is given in [4] .
MSO-interpretations and unfoldings are two operations which preserve decidability of MSO model-checking. Caucal [18] studied the structures generated by applying both operations, alternating between unfoldings and interpretations. He introduced the following hierarchy (G n ) of graphs, together with a hierarchy (T n ) of trees:
• T 0 = the class of finite trees • G n = the class of graphs which are MSO-interpretable in a tree of T n • T n+1 = the class of unfoldings of graphs in G n By the results of the preceding sections (and the fact that a finite structure has a decidable MSO-theory), each structure in the Caucal hierarchy has a decidable MSO-theory. By a hierarchy result of Damm [25] on higher-order recursion schemes, the hierarchy is strictly increasing (for a new and transparent poof see [6] ).
In Caucal's orginal paper [18] , a different formalism of interpretation (via "inverse rational substitutions") is used instead of MSO-interpretations. We work with the latter to keep the presentation more uniform; the equivalence between the two approaches has been established by Carayol and Wöhrle [24] . Referring to yet another characterization (see also [24] ) in terms of higher-order pushdown systems (that are derived from pushdown automata with nested stacks), one also speaks of the "pushdown hierarchy".
Let us take a look at some structures which occur in this hierarchy (following [50] ). It is clear that G 0 is the class of finite graphs, while T 1 contains the so-called regular trees (alternatively defined as the infinite trees which have only finitely many non-isomorphic subtrees). Figure 1. 2 (upper half) shows a finite graph and its unfolding as a regular tree.
Fig. 1.2. A graph, its unfolding, and a pushdown graph
By an MSO-interpretation we can obtain the pushdown graph of Figure 1 .2 in the class G 1 ; the domain formula and the formulas defining E a , E b , E c are trivial, while
Let us apply the unfolding operation again, from the only vertex without incoming edges. We obtain the "algebraic tree" of Figure 1 .3, belonging to T 2 (for the moment one should ignore the dashed line).
As a next step, let us apply an MSO-interpretation to this tree which will produce a graph (V, E, P ) in the class G 2 (where E is the edge relation and P a unary predicate). Referring to Figure 1 .3, V is the set of leaves located along the dashed line, E contains the pairs which are successive vertices along the dashed line, and P contains the special vertices drawn as non-filled circles. This structure is isomorphic to the structure (N, Succ, P 2 ) with the successor relation Succ and predicate P 2 containing the powers of 2. To prepare a corresponding MSO-interpretation, we use formulas such as E d * (x, y) which expresses: "Each set which contains x and is closed under E dsuccessors contains y".
As domain formula we use the formula ϕ(x) saying that from x there is no outgoing edge.
The required edge relation E is defined by
where
). We infer that the MSO-theory of (N, Succ, P 2 ) is decidable, a result first proved by Elgot and Rabin in 1966 with a different approach.
Let us discuss another interesting structure of this kind, namely the structure (N, Succ, Fac) where Fac is the set of factorial numbers. We start from a simpler pushdown graph than the one used above (see upper part of Figure 1 .4) and consider its unfolding, which is the comb structure indicated by the thick arrows of the lower part of Figure 1 .4.
We number the vertices of the first horizontal line by 0, 1, 2 . . . and call the vertices of the respective column below to be of "level 0", "level 1", "level 2" etc. Now we use the simple MSO-interpretation which takes all tree nodes as domain and introduces for n ≥ 0 a new edge from any vertex of level n + 1 to the first vertex of level n. This introduces the thin edges in Figure 1 since it is the target of an edge labelled b, while the remaining ones are targets of edges labelled c. Consider the tree obtained from this graph by unfolding. It has subtrees consisting of a single branch off level 0, 2 branches off level 1, 3 · 2 branches off level 2, and generally (n + 1)! branches off level n. Via the top-to-bottom order of the c-labelled edges, these branches are arranged from left to right in a natural (and MSO-definable) order. To capture the structure (N, Succ, Fac), we apply an interpretation which (for n ≥ 1) cancels the branches starting at the b-edge target of level n (and leaves only the branches off the targets of c-edges). As a result, (n + 1)! − n! branches off level n remain for n ≥ 1, while there is one branch off level 0. Numbering these remaining branches, the n!-th branch appears as first branch off level n. Note that we traverse this first branch off a given level by disallowing c-edges after the first c-edge. So a tree shape similar to Figure 1 .3 emerges, now for the factorial predicate. Summing up, we have generated the structure (N, Succ, Fac) as a graph in G 3 .
There are interesting structures (N, Succ, P ) (with unary predicate P ) for which the decidability of the MSO-theory is unsettled. An example is given by the prime number predicate Prime. If the MSO-theory of (N, Succ, Prime) were decidable, one could invoke the decision procedure to solve the (open) twin prime problem July 21, 2009 21:22 World Scientific Review Volume -9.75in x 6.5in indiensurvey (asking whether there are infinitely many pairs of primes with distance 2). On the other hand, an undecidability proof will be difficult since the standard approach (via interpretation of first-order arithmetic in the MSO-theory of (N, Succ, Prime)) will not work (cf. [47] ). However, we know of an expansion (N, Succ, P 0 ) whose MSO-theory is decidable but which does not occur in Caucal's hierarchy. One takes P 0 to consist of the hyperexponentials of 2, i.e. the numbers 2, 2 2 , 2 2 2 and so on (see [24] ). So far we have considered expansions of the successor structure of the natural numbers by unary predicates. Only very few (and somehow artificial) examples of binary relations R are known such that the MSO-theory of (N, Succ, R) is decidable. Let us mention a unary function (considered as a binary relation): the flip function. It associates 0 to 0 and for each nonzero n the number which arises from the binary expansion of n by modifying the least significant 1-bit to 0 (see Figure 1 .5).
• It is easy to see that the structure (N, Succ, Flip) can be obtained from the algebraic tree of Figure 1 .3 by an MSO-interpretation. A flip-edge will connect vertex u to the last leaf vertex v which is reachable by a d * -path from an ancestor of u; if such a path does not exist, an edge to the target of the b-edge (representing number 0) is taken.
The graphs in the Caucal hierarchy supply a vast universe of structures which has not been understood very well on the higher levels (say from level 3 onwards). Many interesting questions arise, for example the problem whether one can compute the lowest level on which a given structure that belongs to the hierarchy occurs.
Let us finally discuss the relation of the Caucal hierarchy to the class of automatic structures. The grid G 2 shows that there are automatic graphs outside the Caucal hierarchy (just note that the MSO-theory of G 2 is undecidable; cf. Theorem 1.5). For the converse we use an example of Kuske [36] : The ordinal ordering (ω ω , <) is not automatic (see [35] ) but, as we now see, occurs in the Caucal hierarchy. Invoking Cantor's normal form (see, e.g., [37, IV.2.14]), we represent (ω ω , <) as the set of vectors (k n , . . . , k 0 ) of natural numbers (where k n > 0, n ≥ 0) with the order by length and the lexicographical order for vectors of same length, preceded by the vector (0). To present this ordering, we start with the graph of follows the a-edge); they correspond to the vectors v = (k n , . . . , k 0 ) with k n > 0. We obtain also v = (0) by adding the path ⊥ a − → 0 c − → * . The * -labelled leaves of these paths with their left-to-right order (induced by the order a < b < c < d of the edge labels) thus give a copy of (ω ω , <) as a graph in G 2 .
Ground Tree Rewriting Graphs
The transition graphs of the Caucal hierarchy are tightly connected with infinite trees -in fact, they can be generated for a given level k from a single tree structure via MSO-interpretations. For many purposes of verification the graphs in the Caucal hierarchy are too restricted (except for applications in the implementation of higherorder recursion). A more flexible kind of model is generated when the idea of prefix-rewriting is generalized in a different direction, proceeding from word rewriting to tree rewriting (which we identify here with term rewriting). Instead of modifying the prefix of a word by applying a prefix-rewriting rule, we may rewrite a subtree of a given tree, precisely as it is done in ground term rewriting. We shall speak of "ground tree rewriting". So a rule t → t ′ applied to some tree s allows to replace one occurrence of subtree t of s by t ′ . To fix state properties, we refer to the well-known concept of regular sets of trees, defined by finite tree automata (see the capter [40] of this volume for an introduction).
A ground tree rewriting graph (GTRG) G = (V, (E a ) a∈Σ , (P b ) b∈Σ ′ ) has a vertex set V consisting of finite trees. The subsets P b ⊆ V are given by regular tree languages, and each edge relation E a is defined by a finite ground tree rewriting system. Usually one restricts V to contain only trees which are reachable from some regular set of initial trees via the edge relations E a .
The concept is best introduced by an example. Consider the graph generated from the tree f (c, d) by applying the rules c → g(c) and d → g(d) which produce the trees f (g i (c), g j (d)) in one-to-one correspondence with the elements (i, j) of N × N (see Figure 1.7) .
We thus see that the infinite N×N-grid G 2 is a GTRG. Hence the MSO-theory of a GTRG can be undecidable. (Since G 2 is automatic, we know that the FO-theory
We now shall note that a slight extension of the logic above leads to undecidability. This extension can best be explained in terms of branching time temporal operators in CTL-like notation: While the operators EF and EGF preserve decidability, this fails for the operator AF ("on each path there is a vertex with a certain property").
Theorem 1.12. (Löding [39])
There is a ground tree rewriting graph G such that the following problem is undecidable: Given a vertex v and a regular set T of vertices of G, does every path from v through G reach T ?
Proof. We can only give the main idea here; details can be found in [39] . The method is typical for undecidability proofs where the essential logical operator to be exploited is universal (rather than existential, as needed in a direct coding of the halting problem). We use a reduction of the halting problem for Turing machines, considering a Turing machine M that accepts a non-recursive (but recursively enumerable) language. Without loss of generality, there is only one accepting configuration c acc . We represent a Turing machine configuration c = a 1 . . . a k q b ℓ . . . b 1 by a tree t c with two branches: From the top node with label •, we have a unary lefthand branch whose nodes are labelled X, a 1 , . . . , a k , and a unary right-hand branch with labels X, b 1 , . . . , b ℓ , q. So the left-hand branch ends with the symbol that is left to the current work cell of the Turing machine, and the right-hand branch ends with the symbol in the work cell and the current state of the Turing machine. Let t acc be the tree coding the configuration c acc .
The task is to set up ground rewriting rules that simulate steps of the Turing machine M . The main problem for a correct update of a tree t c , coding a Turing machine configuration c, is the fact that one has to use several rewriting steps, independently on the left-hand and on the right-hand branch, to simulate a change of c. Without giving details, let G M be the ground tree rewriting graph given by these rewriting rules.
One cannot eliminate the possibility that rewriting steps carried out on the left-hand branch and on the right-hand branch do not correspond to a correct transformation (according to a Turing machine step). The main idea is now to specify a regular set R of "admissible" trees which collects all trees generated during "correct" updates according to Turing machine steps. One can fix R in such a way that any application of rules that does not conform to a Turing machine step will eventually lead outside the set R. Let us call T error the complement of R; clearly this tree language is regular. Let T = T error ∪ {t acc }, which is again a regular set.
Given this, the claim of the theorem follows easily: For each input word w of M , M will accept w iff in the graph G M , each path from the tree coding the configuration q 0 w will meet T . Theorem 1.12 extends to several other variants of the reachability problem where the universal quantifier enters. We mention three such variants (see also [39] ):
For example, instead of the CTL modality AF (expressing termination) one may consider the CTL modality EU (where E(ϕ U ψ) means that there exists a path to a vertex v satisfying ψ such that for all vertices of the path up to v, ϕ is true). Also we obtain undecidability for regular reachability over ground tree rewriting graphs; here we consider the extension FO(Reg) of FO (see Section 1.2), where for each regular expression r we allow the atomic formula E r (x, y), meaning that there is a path from x to y whose edge label sequence satisfies r. Finally, the undecidability result holds also for alternating reachability: Here one assumes that from vertex v two players, called 1 and 2, build up a path by choosing successive edges in alternation; the target set T is said to be "reachable" from v if Player 2 has a strategy to guarantee a visit to a vertex of T .
So Theorem 1.12 and the subsequent remarks indicate rather severe limitations for showing decidability of generalized reachability properties over ground tree rewriting graphs.
The class of ground tree rewriting graphs and the Caucal hierarchy are two incompatible extensions of the class of pushdown graphs. The grid G 2 is an example of a ground tree rewriting graph that does not belong to the Caucal hierarchy. On the other hand, by [38] , ground tree rewriting graphs of bounded tree-width are isomorphic to pushdown graphs. So a tree on the second level of the Caucal hierarchy cannot be presented as a ground tree rewriting graph. 
. Internal vs. External Presentations
We have discussed four basic types of infinite transition graphs: the rational, automatic, prefix-recognizable, and the ground tree rewriting graphs. As specialization of the prefix-recognizable graphs we considered the pushdown graphs, and as a generalization of prefix-recognizable graphs the graphs of the Caucal hierarchy.
For the definition of these structures, two approaches were pursued:
• the internal presentation in terms of automaton definable sets and relations of words, respectively trees, • the external presentation by means of model transformations (such as interpretations or unfoldings), starting from certain fundamental structures (in our case, finite trees or the structure T 2 ).
It can be shown that in many cases the two approaches can be merged. In [8] it is shown that a transition graph is automatic iff is can be obtained by a FOinterpretation from the binary tree structure T ′ 2 = ({0, 1} * , S 0 , S 1 , EquLev) where EquLev is the "equal level predicate". A corresponding result for prefix-recognizable graphs and MSO-interpretations in the (standard) binary tree T 2 was shown by Blumensath [5] (see also Chapter 15 of [31] ). There are analogous results on rational graphs ( [41] ), on the graphs of the Caucal hierarchy (in terms of the so-called higherorder pushdown graphs; see, e.g., [24] ), and on the ground tree rewriting graphs ( [22] ).
The combination of both views (internal and external) is necessary for developing a nice algorithmic theory of infinite structures. Usually, the internal description is helpful in devising efficient algorithmic solutions, and the external presentation gives a convenient way of generating models without entering too much into "details of implementation". In classical mathematics, these two views are standard and complement each other. For example, if we specify a vector space by a basis (and the rule that linear combinations over the basis generate the elements of the space), we give an internal representation. If we take all linear maps over some vector space to construct a new vector space, we are building an external presentation.
Structural Characterizations
In order to separate classes of graphs as introduced in this chapter, "structural characterizations" would be useful that do not involve a reference to the presentations. We mention a master example of such a characterization, due Muller and Schupp, that is concerned with pushdown graphs.
Let G = (V, (E a ) a∈Σ ) be a graph of bounded degree and with designated "origin" vertex v 0 . Let V n be the set of vertices whose distance to v 0 is at most n (via paths formed from edges as well as reversed edges). Define G n to be the subgraph of G induced by the vertex set V \ V n , calling its vertices in V n+1 \ V n the "boundary vertices". The ends of G are the connected components (using edges in both directions) of the graphs G n with n ≥ 0. In [43] , Muller and Schupp established a beautiful characterization of pushdown graphs in terms of the isomorphism types of their ends (where an end isomorphism is assumed to respect the vertex property of being a boundary vertex): Theorem 1.13. (Muller, Schupp [43] ) A transition graph G of bounded degree is a pushdown graph iff the number of distinct isomorphism types of its ends is finite.
As an application, we see directly (i.e., without resorting to (un-) decidability results on model-checking) that the infinite (N × N)-grid is not a pushdown graph. The ends G n exclude all vertices from the origin up to distance n. The vertices of distance precisely n form a counter-diagonal from vertex (0, n) to vertex (n, 0). This counter-diagonal shows in particular that no two graphs G m , G n for m = n are isomorphic.
A second structural characterization of pushdown graphs in terms of ground tree rewriting graphs is due to Löding [38] (and was already mentioned at the end of Section 1.7): A ground tree rewriting graph is of bounded tree-width iff it is isomorphic to a pushdown graph. July 21, 2009 21:22 World Scientific Review Volume -9.75in x 6.5in indiensurvey For many graph classes discussed in this chapter, elegant structural characterizations are still missing.
Recognized Languages
A transition graph G = (V, (E a ) a∈Σ , I, F ) with unary predicates I, F ⊆ V (of "initial" and "final" vertices) may be used as an acceptor of words in the obvious way: A word is accepted if it occurs as a labelling of a path from a vertex in I to a vertex in F .
If V is finite, we obtain the usual model of nondeterministic finite automata (here with several initial states), which yields the regular languages as corresponding class of languages. It is not surprising that the pushdown graphs (and, as it is easily verified, also the prefix-recognizable graphs) yield precisely the context-free languages: Theorem 1.14. (Muller-Schupp [43] , Caucal [17] ) A language L is context-free iff L is recognized by a pushdown graph (with regular sets of initial and final states) iff L is recognized by a prefix-recognizable graph (with regular sets of initial and final states).
This track of research was continued by surprising results regarding the rational and automatic graphs: Theorem 1.15. (Morvan-Stirling [42] , Rispal [45] ) A language L is context-sensitive iff L is recognized by an automatic graph (with regular sets of initial and final states) iff L is recognized by a rational graph (with regular sets of initial and final states).
For an exposition of this theorem as well as several variants we recommend [15] . The graphs of the Caucal hierarchy also correspond to known language classes which have been introduced in terms of "higher-order pushdown automata". For instance, the languages recognized by Caucal graphs of level 2 coincide with the "indexed languages" introduced in the 1960's by Aho [2] . It is an open problem to provide a corresponding description for the languages recognized by ground tree rewriting graphs.
Retrospective and Outlook
In this chapter we gave an introduction to fundamental classes of infinite transition graphs defined in terms of automata, with some emphasis on the question which types of model-checking problems can be solved algorithmically.
Let us summarize some central ideas:
• The reduction of the Post Correspondence Problem and of the Halting Problem for Turing machines to simple questions about rational and automatic graphs, • the decidability of the FO-theory of an automatic graph using an inductive construction of automata for definable relations, • the reachability analysis for pushdown systems using the saturation algorithm, • the method of interpretations, used to show that the MSO-theory of a prefix-recognizable graph is decidable, and the combination of interpretations and unfoldings for building up the Caucal hierarchy, • the role of the infinite grid, as a structure with an undecidable MSO-theory but -as a ground tree rewriting graph -sharing still some decidability properties, • the undecidability of properties over ground tree rewriting graphs that involve universal path quantification.
The subject of finitely presented infinite structures using automata theoretic ideas is fastly developing. Many tracks of research are pursued. We mention just a few:
• The application of grammars for the generation of infinite graphs (see [19] ), • the systematic study of all possible automatic / prefix recognizable presentations of a structure and their relation; in particular the influence of presentations on the efficiency of algorithms, • the consideration of more transformations for the generation of models, for example different kinds of products or variants of the unfolding operation (for example, using sets rather than sequences as elements of the new model); see e.g. [7] , • the generation of more general structures than graphs (e.g., hypergraphs), • better insight into the gap between FO and MSO (by interesting intermediate logics), and similarly between automatic and pushdown graphs (by interesting intermediate types of graphs), • a merge of the theory of infinite transition systems with other sources of infinity, especially arithmetical constraints over infnite domains such as N and R.
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