The Replica-Symmetric Prediction for Compressed Sensing with Gaussian
  Matrices is Exact by Reeves, Galen & Pfister, Henry D.
1The Replica-Symmetric Prediction for Compressed
Sensing with Gaussian Matrices is Exact
Galen Reeves∗† and Henry D. Pfister∗
∗Department of Electrical Engineering, Duke University
†Department of Statistical Science, Duke University
Abstract—This paper considers the fundamental limit of com-
pressed sensing for i.i.d. signal distributions and i.i.d. Gaussian
measurement matrices. Its main contribution is a rigorous
characterization of the asymptotic mutual information (MI) and
minimum mean-square error (MMSE) in this setting. Under mild
technical conditions, our results show that the limiting MI and
MMSE are equal to the values predicted by the replica method
from statistical physics. This resolves a well-known problem that
has remained open for over a decade.
I. INTRODUCTION
The canonical compressed sensing problem can be formu-
lated as follows. The signal is a random n-dimensional vector
Xn = (X1, . . . , Xn) whose entries are drawn independently
from a common distribution PX with finite variance. The signal
is observed using noisy linear measurements of the form
Yk = 〈Ak, Xn〉+Wk,
where {Ak} is a sequence of n-dimensional measurement
vectors, {Wk} is a sequence of standard Gaussian random
variables, and 〈·, ·〉 denotes the Euclidean inner product between
vectors. The primary goal is to reconstruct Xn from the set
of m measurements {(Yk, Ak)}mk=1. Since the reconstruction
problem is symmetric under simultaneous scaling of Xn and
{Wk}, the unit-variance assumption on {Wk} incurs no loss of
generality. In matrix form, the relationship between the signal
and a set of m measurements is given by
Y m = AmXn +Wm (1)
where Am is an m× n measurement matrix whose k-th row
is Ak.
This paper analyzes the minimum mean-square error
(MMSE) reconstruction in the asymptotic setting where the
number of measurements m and the signal length n increase to
infinity. The focus is on scaling regimes in which the measure-
ment ratio δn = m/n converges to a number δ ∈ (0,∞). The
objective is to show that the normalized mutual information
(MI) and MMSE converge to limits,
In(δn) , 1
n
I(Xn;Y m |Am)→ I(δ)
Mn(δn) , 1
n
mmse(Xn |Y m, Am)→M(δ),
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almost everywhere and to characterize these limits in terms of
the measurement ratio δ and the signal distribution PX . We
note that all mutual informations are computed in nats
Using the replica method from statistical physics, Guo and
Verdu´ [1] provide an elegant characterization of these limits
in the setting of i.i.d. measurement matrices. Their result
was stated originally as a generalization of Tanaka’s replica
analysis of code-division multiple-access (CDMA) with binary
signaling [2]. The replica method was also applied specifically
to compressed sensing in [3]–[8]. The main issue, however, is
that the replica method is not rigorous. It requires an exchange
of limits that is unjustified, and it requires the assumption
of replica symmetry, which is unproven in the context of the
compressed sensing problem.
The main result of this paper is that replica prediction
is correct for i.i.d. Gaussian measurement matrices provided
that the signal distribution, PX , has bounded fourth moment
and satisfies a certain ‘single-crossing’ property. The proof
differs from previous approaches in that we first establish some
properties of the finite-length MMSE and MI sequences, and
then use these properties to uniquely characterize their limits.
A. The Replica-Symmetric Prediction
We now describe the results predicted by the replica method.
For a signal distribution PX , the function R : R2+ → R+ is
defined as
R(δ, z) = IX
(
δ
1 + z
)
+
δ
2
[
log(1 + z)− z
1 + z
]
,
where IX(s) = I(X;
√
sX +N) is the scalar mutual informa-
tion function (in nats) of X ∼ PX under independent Gaussian
noise N ∼ N (0, 1) with signal-to-noise ratio s ∈ R+ [1], [4].
Definition 1. The replica-MI function IRS : R+ → R+ and
the replica-MMSE function MRS : R+ → R+ are defined as
IRS(δ) = min
z≥0
R(δ, z)
MRS(δ) ∈ arg min
z≥0
R(δ, z).
The function IRS(δ) is increasing because R(δ, z) is increas-
ing in δ and it is concave because it is the pointwise minimum
of concave functions. The concavity implies that I ′RS(δ) exists
almost everywhere and is decreasing. It can also be shown
that MRS(δ) is also decreasing and, thus, continuous almost
everywhere. If the minimizer is not unique, then MRS(δ) may
have jump discontinuities and may not be uniquely defined at
those points; see Figure 1.
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Fig. 1. Plot of the replica-MMSE as a function of the measurement ratio δ. The signal distribution is given by a three-component Gaussian mixture of
the form PX = 0.4N (0, 5) + αN (40, 5) + (0.6− α)N (220, 5). In the left panel, α = 0.1 and the distribution satisfies the single-crossing property. In
the right panel, α = 0.3 and the distribution does not satisfy the single-crossing property. The fixed-point information curve (dashed blue line) is given by
1
2
log(1 + z) where z satisfies the fixed-point equation Rz(δ, z) = 0.
B. Statement of Main Result
In order to state our results, we need some further definitions.
Let Rz(δ, z) = ∂∂zR(δ, z) denote the partial derivative of
R(δ, z) with respect to z. The fixed-point curve FP is the
set of (δ, z) pairs where z is a stationary point of R(δ, z), i.e.,
FP =
{
(δ, z) ∈ R2+ : Rz(δ, z) = 0
}
.
To emphasize the connection with mutual information, we often
plot this curve using the change of variables z 7→ 12 log(1 + z).
The resulting curve, (δ, 12 log(1 + z)), is called the fixed-point
information curve; see Figure 1.
Definition 2 (Single-Crossing Property). Informally, a signal
distribution PX has the single-crossing property if the replica-
MMSE crosses the fixed-point curve FP at most once. A
formal definition of the single-crossing property is given in
Section VI-A.
Assumption 1 (IID Gaussian Measurements). The rows of the
measurement matrix {Ak} are independent Gaussian vectors
with mean zero and covariance n−1In. Furthermore, the noise
{Wk} is i.i.d. Gaussian with mean zero and variance one.
Assumption 2 (IID Signal Entries). The signal entries {Xi}
are independent copies of a random variable X ∼ PX with
bounded fourth moment E
[
X4
] ≤ B.
Assumption 3 (Single-Crossing Property). The signal distri-
bution PX satisfies the single-crossing property.
Theorem 1. Under Assumptions 1-3, we have
(i) The sequence of MI functions In(δ) converges to the
replica prediction. In other words, for all δ ∈ R+,
lim
n→∞ In(δ) = IRS(δ).
(ii) The sequence of MMSE functions Mn(δ) converges
almost everywhere to the replica prediction. In other
words, for all continuity points of MRS(δ),
lim
n→∞Mn(δ) =MRS(δ).
Remark 1. The primary contribution of Theorem 1 is for
the case where MRS(δ) has a discontinuity. This occurs, for
example, in applications such as compressed sensing with
sparse priors and CDMA with finite alphabet signaling. For
the special case where MRS(δ) is continuous, the validity of
the replica prediction can also be established by combining
the AMP analysis with the I-MMSE relationship [9]–[13].
Remark 2. For a given signal distribution PX the single-
crossing property can be verified by numerically evaluating the
replica-MMSE and checking whether it crosses the fixed-point
curve more than once.
C. Related Work
The replica method was developed originally to study mean-
field approximations in spin glasses [14], [15]. It was first
applied to linear estimation problems in the context of CDMA
wireless communication [1], [2], [16], with subsequent work
focusing on the compressed sensing directly [3]–[8].
Within the context of compressed sensing, the results of the
replica method have been proven rigorously in a number of
settings. One example is given by message passing on matrices
with special structure, such as sparsity [9], [17], [18] or spatial
coupling [19]–[21]. However, in the case of i.i.d. matrices,
the results are limited to signal distributions with a unique
fixed point [10], [12] (e.g., Gaussian inputs [22], [23]). For
the special case of i.i.d. matrices with binary inputs, it has
also been shown that the replica prediction provides an upper
bound for the asymptotic mutual information [24]. Bounds on
the locations of discontinuities in the MMSE with sparse priors
have also been obtain by analyzing the problem of approximate
support recovery [6]–[8].
Recent work by Huleihel and Merhav [25] addresses the
validity of the replica MMSE directly in the case of Gaussian
mixture models, using tools from statistical physics and random
matrix theory [26], [27].
D. Notation
We use C to denote an absolute constant and Cθ to denote
a number that depends on a parameter θ. In all cases, the
numbers C and Cθ are positive and finite, although their values
3change from place to place. The Euclidean norm is denoted
by ‖ · ‖. The positive part of a real number x is denoted by
(x)+ , max(x, 0). The nonnegative real line [0,∞) is denoted
by R+ and the positive integers {1, 2, · · · } are denoted by N.
For each n ∈ N the set {1, 2, · · · , n} is denoted by [n].
The joint distribution of the random variables X,Y is
denoted by PX,Y and the marginal distributions are denoted by
PX and PY . The conditional distribution of X given Y = y
is denoted by PX|Y=y and the conditional distribution of X
corresponding to a random realization of Y is denoted by PX|Y .
The expectation over a single random variable is denoted by EX .
For example, this implies that E[f(X,Y )|Y ] = EX [f(X,Y )].
Using this notation, the mutual information between X and
Y can be expressed in terms of the expected Kullback-Leibler
divergence as follows:
I(X;Y ) = DKL(PX,Y ‖PX × PY )
= E
[
DKL
(
PX|Y
∥∥PX)]
= E
[
DKL
(
PY |X
∥∥PY )],
where the expectation in the second line is with respect to Y
and the expectation in the third line is with respect to X .
The conditional variance of a random variable X given Y
is denoted by
Var(X |Y ) = E[(X − E[X |Y ])2 ∣∣ Y ],
and the conditional covariance matrix of a random vector X
given Y is denoted by
Cov(X |Y ) = E[(X − E[X |Y ])(X − E[X |Y ])T ∣∣ Y ].
The conditional variance and conditional covariance matrix are
random because they are functions of the random conditional
distribution PX|Y .
The minimum mean-square error (MMSE) of X given Y is
defined to be the expected squared difference between X and
its conditional expectation and is denoted by
mmse(X |Y ) = E[‖X − E[X |Y ]‖2].
Since the expectation is taken with respect to both X and Y ,
the MMSE is a deterministic functions of the joint distribution
PX,Y . The MMSE can also be expressed in terms of the
expected trace of the conditional covariance matrix:
mmse(X |Y ) = E[tr(Cov(X |Y ))].
II. OVERVIEW OF MAIN STEPS IN PROOF
We begin with some additional definitions. The finite-length
MI sequence I : N2 → R+ and MMSE sequence M : N2 →
R+ are defined according to
Im,n , I(Xn;Y m |Am),
Mm,n ,
1
n
mmse(Xn |Y m, Am),
where the relationship between the n-dimensional signal Xn,
m-dimensional measurements Y m, and m× n measurement
matrix Am is given by the measurement model (1). Further-
more, the first and second order MI difference sequences are
defined according to
I ′m,n , Im+1,n − Im,n
I ′′m,n , I ′m+1,n − I ′m,n.
To simplify notation we will often drop the explicit dependence
on the signal length n and simply write Im, Mm, I ′m, and I
′′
m.
A. Properties of Finite-Length Sequences
At its foundation, our proof relies on certain relationships
between the MI and MMSE sequences. Observe that by the
chain rule for mutual information,
I(Xn;Y m |Am)︸ ︷︷ ︸
Im,n
=
m−1∑
k=1
I(Xn;Yk+1 |Y k, Ak+1)︸ ︷︷ ︸
I′k,n
.
Here, the conditioning in the mutual information on the right-
hand side depends only on Ak+1 because the measurement
vectors are generated independently of the signal.
The above decomposition shows that the MI difference
is given by I ′m,n = I(X
n;Ym+1 | Y m, Am+1). In other
words, it is the mutual information between the signal and
a new measurement Ym+1, conditioned on the previous data
(Y m, Am+1). One of the key steps in our proof is to show that
the MI difference and MMSE satisfy the following relationship
almost everywhere
I ′m,n ≈
1
2
log(1 +Mm,n). (2)
Our approach relies on the fact that the gap between the
right and left sides of (2) can be viewed as a measure of
the non-Gaussianness of the conditional distribution of the
new measurement. By relating this non-Gaussianness to certain
properties of the posterior distribution, we are able to show that
(2) is tight whenever the second order MI difference sequence
is small. The details of these steps are given in Section IV.
Another important relationship that is used in our proof is
the following fixed-point identity for the MMSE
Mm,n ≈ mmseX
(
m/n
1 +Mm,n
)
. (3)
In words, this says that the MMSE of the compressed sensing
problem is approximately equal to that of a scalar problem
whose signal-to-noise ratio is a function of the measurement
rate. In Section V it is shown that the tightness in (3) can be
bounded in terms of the tightness of (2).
B. Asymptotic Constraints
The previous subsection focused on relationships between the
finite-length MI and MMSE sequences. To characterize these
relationships in the asymptotic setting of interest, the finite-
length sequences are extended to functions of a continuous
parameter δ ∈ R+ according to
I ′n(δ) = I ′bδnc,n
In(δ) =
∫ δ
0
I ′n(γ) dγ
Mn(δ) = Mbδnc,n.
This choice of interpolation has the convenient property that
the MI function In is continuous and differentiable almost
4everywhere. Furthermore, by construction, In corresponds to
the normalized mutual information and satisfies In
(
m
n
)
=
1
nIm,n for all integers m and n.
With this notation in hand, we are now ready to state two
of the main theorems in this paper. These theorems provide
precise bounds on the relationships given in (2) and (3). The
proofs are given in Section IV and Section V.
Theorem 2. Under Assumptions 1 and 2, the MI and MMSE
functions satisfy∫ δ
0
∣∣∣∣I ′n(γ)− 12 log(1 +Mn(γ))
∣∣∣∣dγ ≤ CB,δ · n−r,
for all n ∈ N and δ ∈ R+ where r ∈ (0, 1) is a universal
constant.
Theorem 3. Under Assumptions 1 and 2, the MMSE function
satisfies∫ δ
0
∣∣∣∣Mn(γ)−mmseX( γ1 +Mn(γ)
)∣∣∣∣dγ ≤ CB,δ · n−r,
for all n ∈ N and δ ∈ R+ where r ∈ (0, 1) is a universal
constant.
The bounds given in Theorems 2 and 3 are with respect
the integrals over I ′n and Mn, and thus prove convergence in
L1 over bounded intervals. This is sufficient to show that the
relationships hold almost everywhere in the limit. Importantly,
though, these bounds still allow for the possibility that the
relationships do not hold at countably many points, and thus
allow for the possibility of phase transitions.
For distributions that have a phase transition, our proof tech-
nique requires a boundary condition for the mutual information.
This boundary condition is used to determine the location of
the phase transition. The next result shows that the replica-MI
is equal to the MI-function in the limit as the measurement
rate increases to infinity, and thus the replica-MI can be used
as a boundary condition. The proof is given in Section III-D.
Theorem 4. Under Assumptions 1 and 2, the MI function
satisfies
|In(δ)− IRS(δ)| ≤ C · δ− 12 ,
for all n ∈ N and δ ≥ 4.
At first glance, it may seem surprising that Theorem 4 holds
for all signal lengths. However, this bound is tight in the regime
where the number of measurements is much larger than the
number of signal entries. From the rotational invariance of the
Gaussian noise and monotonicity of the mutual information
with respect to the signal-to-noise ratio, one can obtain the
sandwiching relation
nE
[
IX
(
σ2min(A
m)
)] ≤ Im,n ≤ nE[IX(σ2max(Am))],
where the upper and lower bounds depend only on the
minimum and maximum singular values of the random m× n
measurement matrix. For fixed n, it is well known that the
ratio of these singular values converges to one almost surely
in the limit as m increases to infinity. Our proof of Theorem 4
uses a more refined analysis, based on the QR decomposition,
but the basic idea is the same.
C. Uniqueness of Limit
The final step of the proof is to make the connection between
the asymptotic constraints on the MI and MMSE described in
the previous subsection and the replica-MI and replica-MMSE
functions given in Definition 1.
We begin by describing two functional properties of the
replica limits. The first property follows from the fact that
the MMSE is a global minimizer of the function R(δ, z) with
respect to its second argument. Since R(δ, z) is differentiable
for all δ, z ∈ R+, any minimizer z∗ of R(δ, z) must satisfy the
equation Rz(δ, z∗) = 0, where Rz(δ, z) = ∂∂zR(δ, z). Using
the I-MMSE relationship [28], it can be shown that, for each
δ ∈ R+, the replica-MMSE MRS(δ) satisfies the fixed-point
equation
MRS(δ) = mmseX
(
δ
1 +MRS(δ)
)
. (4)
Note that if this fixed-point equation has a unique solution,
then it provides an equivalent definition of the replica-MMSE.
However, in the presence of multiple solutions, only the
solutions that correspond to global minimizers of R(δ, z) are
valid.
The second property relates the derivative of the replica-
MI to the replica-MMSE. Specifically, as a consequence of
the envelope theorem [29] and (4), it can be shown that the
derivative of the replica-MI satisfies
I ′RS(δ) =
1
2
log(1 +MRS(δ)), (5)
almost everywhere.
These properties show that the replica limits IRS and MRS
satisfy the relationships given in Theorems 2 and 3 with equality.
In order to complete proof we need to show that, in conjunction
with a boundary condition imposed by the large measurement
rate limit, the constraints (4) and (5) provide an equivalent
characterization of the replica limits.
Definition 3. For a given signal distribution PX , let V be the
subset of non-increasing functions from R+ → R+ such that
all g ∈ V satisfy the fixed-point condition
g(δ) = mmseX
(
δ
1 + g(δ)
)
. (6)
Furthermore, let G ⊆ V be the subset such that all g ∈ G also
satisfy the large measurement rate boundary condition
lim
δ→∞
∣∣∣∣∣
∫ δ
0
1
2
log(1 + g(γ))dγ − IRS(δ)
∣∣∣∣∣ = 0.
In Section VI-A, it is shown that if the signal distribution
PX has the single-crossing property, then MRS(δ) has at
most one discontinuity and all g ∈ G satisfy g(δ) =MRS(δ)
almost everywhere. In other words, the single-crossing property
provides a sufficient condition under which the replica limits
can be obtained uniquely from (5) and (6). A graphical
illustration is provided in Figure 1.
5III. PROPERTIES OF MI AND MMSE
A. Single-Letter Functions
The single-letter MI and MMSE functions corresponding to
a real valued input distribution PX under additive Gaussian
noise are defined by
IX(s) , I(X;
√
sX +N)
mmseX(s) , mmse(X |
√
sX +N),
where X ∼ PX and N ∼ N (0, 1) are independent and s ∈ R+
parametrizes the signal-to-noise ratio. Many properties of these
functions have been studied in the literature [28], [30]–[32]. The
function IX(s) is concave and non-decreasing with IX(0) = 0.
If IX(s) is finite for some s > 0 then it is finite for all s ∈
R+ [32, Theorem 6]. The MMSE function is non-increasing
with mmseX(0) = Var(X). Both IX(s) and mmseX(s) are
infinitely differentiable on (0,∞) [30, Proposition 7].
The so-called I-MMSE relationship [28] states that
d
ds
IX(s) =
1
2
mmseX(s). (7)
This relationship was originally stated for input distributions
with finite second moments [28, Theorem 1], and was later
shown to hold for any input distributions with finite mutual
information [32, Theorem 6]. This relationship can also be
viewed as a consequence of De-Bruijn’s identity [33].
Furthermore, it is well known that under a second moment
constraint, the MI and MMSE are maximized when the input
distribution is Gaussian. This yields the following inequalities
IX(s) ≤ 1
2
log(1 + sVar(X)) (8)
mmseX(s) ≤ Var(X)
1 + sVar(X)
. (9)
More generally, the MMSE function satisfies the upper bound
mmseX(s) ≤ 1/s, for every input distribution PX and s > 0
[30, Proposition 4]. Combining this inequality with (7) leads
to
IX(t)− IX(s) ≤ 1
2
log
(
t
s
)
, 0 < s ≤ t, (10)
which holds for any input distribution with finite mutual
information.
Finally, the derivative of the MMSE with respect to s is
given by the second moment of the conditional variance [30,
Proposition 9],
d
ds
mmseX(s) = −E
[
(Var(X |Y ))2
]
. (11)
This relationship shows that the slope of mmseX(s) at s = 0 is
finite if and only if X has bounded forth moment. It also leads
to the following result, which is proved in Appendix B-A.
Lemma 5. The single-letter MMSE function satisfies the
following bounds:
(i) For any input distribution PX with finite fourth moment
and s, t ∈ R+,
|mmseX(s)−mmseX(t)| ≤ 4E
[
X4
]|s− t|. (12)
(ii) For every input distribution PX and s, t ∈ (0,∞),
|mmseX(s)−mmseX(t)| ≤ 12
∣∣∣∣1s − 1t
∣∣∣∣. (13)
B. Multivariate MI and MMSE
From the chain rule for mutual information, we see that the
MI difference sequence is given by
I ′m,n = I(X
n;Ym+1 |Y m, Am+1). (14)
By the non-negativity of mutual information, this establishes
that the MI sequence is non-decreasing in m. Alternatively, by
the data-processing inequality for MMSE [34, Proposition 4],
we also see that Mm,n is non-increasing in m, and also
Mm,n ≤ Var(X).
The next result shows that the second order MI difference
can also be expressed in terms of the mutual information. The
proof is given in Appendix B-B.
Lemma 6. Under Assumption 1, the second order MI difference
sequence satisfies
I ′′m,n = −I(Ym+1;Ym+2 | Y m, Am+2). (15)
One consequence of Lemma 6 is that the first order MI
difference sequence is non-increasing in m, and thus
I ′m,n ≤ I ′1,n = I1,n. (16)
This inequality plays an important role later on in our proof,
when we show that certain terms of interest are bounded by
the magnitude of the second order MI difference.
The next result provides non-asymptotic bounds in terms of
the single-letter MI and MMSE functions corresponding to the
signal distribution PX . The proof is given in Appendix B-C
Lemma 7. Under Assumptions 1 and 2, the MI and MMSE
sequences satisfy
min(n,m)∑
k=1
E
[
IX
(
1
nχ
2
m−k+1
)] ≤ Im,n ≤ nE[IX( 1nχ2m)] (17)
E
[
mmseX
(
1
nχ
2
m
)] ≤Mm,n ≤ E[mmseX( 1nχ2m−n+1)],
(18)
where χ2k denotes a chi-squared random variable with k degrees
of freedom and the upper bound on Mm,n is valid for all
m ≥ n.
Remark 3. The proof of Lemma 7 does not require the
assumption that the signal distribution has bounded fourth
moment. In fact, (17) holds for any signal distribution with
finite mutual information and (18) holds for any signal
distribution.
Remark 4. The upper bound in (17) and lower bound in (18)
are not new and are special cases of results given in [8].
Combining Lemma 7 with Inequalities (8) and (9), leads to
upper bounds on the MI and MMSE that depend only on the
variance of the signal distribution. Alternatively, combining
Lemma 7 with the smoothness of the single-letter functions
6given in (10) and (13) leads to the following characterization,
which is tight whenever m is much larger than n. The proof
is given in Appendix B-D
Lemma 8. Under Assumptions 1 and 2, the MI and MMSE
sequences satisfy, for all m ≥ n+ 2,∣∣ 1
nIm,n − IX(mn )
∣∣ ≤ 12[ n+1m−n−1 +√ 2m−2] (19)∣∣Mm,n −mmseX(mn )∣∣ ≤ 12nm [ n+1m−n−1 +√ 2m−2]. (20)
For any fixed n, the right-hand sides of (19) and (20)
converge to zero as m increases to infinity. Consequently,
the large m behavior of the MI sequence is given by
lim
m→∞ Im,n =
{
H(Xn), if PX has finite entropy
+∞, otherwise.
C. Properties of Replica Prediction
Using the I-MMSE relationship, the partial derivative of
R(δ, z) with respect to its second argument is given by
Rz(δ, z) =
δ
2(1 + z)2
[
z −mmseX
(
δ
1 + z
)]
. (21)
From this expression, we see that the Rz(δ, z) = 0 is equivalent
to the fixed-point condition
z = mmse
(
δ
1 + z
)
.
Furthermore, since IRS(δ) is concave, it is differentiable
almost everywhere. For all δ where I ′RS(δ) exists, it follows
from the envelope theorem [29] that I ′RS(δ) = Rδ(δ,MRS(δ)),
where Rδ(z, δ) is the partial derivative of R(δ, z) with respect
to its first argument. Direct computation yields
Rδ(δ, z) =
1
2
log(1+z) +
1
2(1+z)
[
mmseX
(
δ
1+z
)
− z
]
.
Finally, noting that the second term on the right-hand side is
equal to zero whenever z =MRS(δ), leads to
I ′RS(δ) =
1
2
log(1 +MRS(δ)).
The proof of the next result is given in Appendix B-E.
Lemma 9. The Replica-MI and Replica-MMSE functions
satisfy, for all δ ≥ 1,
IX(δ − 1) ≤ IRS(δ) ≤ IX(δ), (22)
mmseX(δ) ≤MRS(δ) ≤ mmseX(δ − 1). (23)
It is interesting to note the parallels between the bounds on
the MI and MMSE sequences in Lemma 7 and the bounds on
the replica functions in Lemma 9. Combining Lemma 9 with
the smoothness of the single-letter functions given in (10) and
(13) leads to
|IRS(δ)− IX(δ)| ≤ 1
2(δ − 1)
|MRS(δ)−mmseX(δ)| ≤ 1
δ(δ − 1) .
D. Proof of Theorem 4
This proof follows from combining Lemmas 8 and 9. Fix
any n ∈ R+ and δ > 4 and let m = bδnc and λ = m+1−δn.
The MI function obeys the upper bound
In(δ) = 1
n
[λIm,n + (1− λ)Im+1,n]
(a)
≤ λE[IX( 1nχ2m)]+ (1− λ)E[IX( 1nχ2m+1)]
(b)
≤ IX(δ), (24)
where: (a) follows from (17); and (b) follows from Jensen’s
inequality and the concavity of IX(s). The MI function also
obeys the lower bound
In(δ)
(a)
≥ 1
n
Im,n
(b)
≥ IX(δ)− 12(δ−1) − 12
[
n+1
(δ−1)n−2 −
√
2
δ−3
]
, (25)
where (a) follows from the fact that Im,n is non-decreasing
in m and (b) follows from (19), (10), and the fact that m ≥
δn− 1 ≥ δ − 1. Finally, we have
|In(δ)− IRS(δ)|
(a)
≤ |In(δ)− IX(δ)|+ |IX(δ)− IRS(δ)|
(b)
≤ 1(δ−1) + 12 n+1(δ−1)n−2 + 12
√
2
δ−3
(c)
≤
(
4 +
√
2
)
δ−
1
2 ,
where: (a) follows from the triangle inequality; (b) follows
from (22), (24), and (25); and (c) follows from the assumption
δ ≥ 4. This completes the proof of Theorem 4.
E. Concentration of MI Density
In order to establish the MI and MMSE relationships used
our proof, we need to show that certain functions of the random
tuple (Xn,Wn, An) concentrate about their expectations.
Our first result bounds the variation in the mutual information
corresponding to the measurement matrix. Let Im,n(Am)
denote the MI sequence as a function of the random matrix
Am. The following result follows from the Gaussian Poincare´
inequality and the multivariate I-MMSE relationship. The proof
is given in Appendix B-F.
Lemma 10. Under Assumptions 1 and 2, the variance of the
MI with respect to the measurement matrix satisfies
Var(Im,n(A
m)) ≤ min
{
(Var(X))2m,
n2
(m− n− 1)+
}
.
An important consequence of Lemma 10 is that the variance
of the normalized mutual information 1nIm,n(A
m) converges
to zero as max(m,n) increases to infinity.
Next, we focus on the concentration of the mutual informa-
tion density, which is a random variable whose expectation is
equal to the mutual information.
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Fig. 2. Outline of the main steps in the proofs of Theorem 2 and Theorem 3 .
Definition 4. Given a distribution PX,Y,Z , the conditional
mutual information density between X and Y given Z is
defined as
ı(X;Y |Z) , log
(
dPX,Y |Z(X,Y |Z)
d
(
PX|Z(X |Z)× PY |Z(Y |Z)
)),
where (X,Y, Z) ∼ PX,Y,Z . This is well-defined because a
joint distribution is absolutely continuous with respect to the
product of its marginals.
The mutual information density satisfies many of the same
properties as mutual information, such as the chain rule and
invariance to one-to-one transformations; see [36, Chapter 5.5].
For this compressed sensing problem, the mutual information
density can be expressed in terms of the density functions
fYm|Xn,Am and fYm|Am , which are guaranteed to exist
because of the additive Gaussian noise:
ı(Xn;Y m |Am) = log
(
fYm|Xn,Am(Y m |Xn, Am)
fYm|Am(Y m |Am)
)
.
The next result bounds the variance of the mutual infor-
mation density in terms of the fourth moment of the signal
distribution and the problem dimensions. The proof is given
in Appendix B-G.
Lemma 11. Under Assumptions 1 and 2, the variance of the
MI density satisfies
Var(ı(Xn;Y m | Am)) ≤ CB ·
(
1 +
m
n
)2
n.
IV. PROOF OF THEOREM 2
This section describes the proof of Theorem 2. An outline of
the dependences between various steps is provided in Figure 2.
A. Further Definitions
The conditional distribution induced by the data (Y m, Am)
plays an important role and is referred to throughout as
the posterior distribution. The optimal signal estimate with
respect to squared error is given by the mean of the posterior
distribution, and the squared error associated with this estimate
is denoted by
Em,n = 1
n
‖Xn − E[Xn |Y m, Am]‖2.
The conditional expectation of the squared error with respect to
the posterior distribution is referred to as the posterior variance
and is denoted by
Vm,n = E[Em,n |Y m, Am].
Both Em,n and Vm,n are random variables. By construction,
their expectations are equal to the MMSE, that is
Mm,n = E[Vm,n] = E[Em,n].
Next, recall that the MI difference sequence can be expressed
in terms of the mutual information between the signal and a
new measurement:
I ′m,n = I(X
n;Ym+1 |Y m, Am+1).
The MI difference density is defined to be the random variable
Jm,n = ı(Xn;Ym+1 |Y m, Am+1),
where the mutual information density is defined in Definition 4.
The conditional expectation of the MI difference density with
respect to the posterior distribution is referred to as the posterior
MI difference and is denoted by
Jm,n = E
[
ı(Xn;Ym+1 |Y m, Am+1)
∣∣ Y m, Am].
Both Jm,n and Jm,n are random variables. By construction,
their expectations are equal to the MI difference, that is
E[Jm,n] = E[Jm,n] = I ′m,n.
A summary of this notation is provided in Table I.
The next result shows that the moments of the square error
and MI difference density can be bounded in terms of the
fourth moment of the signal distribution. The proof is given
in Appendix C-A.
Lemma 12. Under Assumptions 1 and 2,
E
[
|Em,n|2
]
≤ C ·B (26)
E
[
|Jm,n|2
]
≤ C · (1 +B) (27)
E
[
|Ym+1|4
]
≤ C · (1 +B) (28)
E
[∣∣∣Ym+1 − Ŷm+1∣∣∣4] ≤ C · (1 +B), (29)
where Ŷm+1 = E[Ym+1 |Y m, Am].
8TABLE I
SUMMARY OF NOTATION USED IN THE PROOFS OF THEOREM 2 AND THEOREM 3
Random Variable Posterior Expectation Expectation
Squared Error Em = 1n‖Xn − E[Xn |Ym, Am]‖2 Vm = E[Em |Ym, Am] Mm = E[Em]
MI Difference Jm = ı
(
Xn;Ym+1 |Ym, Am+1
)
Jm = E[Jm |Ym, Am] I′m = E[Jm]
B. Weak Decoupling
The posterior distribution of the signal cannot, in general,
be expressed as the product of its marginals since the mea-
surements introduce dependence between the signal entries.
Nevertheless, it has been observed that in some cases, the
posterior distribution satisfies a decoupling principle [1], in
which the posterior distribution on a small subset of the signal
entries is well approximated by the product of the marginals
on that subset. One way to express this decoupling is say that,
for any fixed index set {i1, · · · iL} with L  n, the random
posterior distribution satisfies
PXi1 ,··· ,XiL |Ym,Am ≈
L∏
`=1
PXi` |Ym,Am ,
with high probability with respect to the data (Y m, Am).
One of the main ideas in our proof is to use decoupling
to show that the MI and MMSE sequences satisfy certain
relationships. For the purposes of our proof, it is sufficient
to work with a weaker notation of decoupling that depends
only on the statistics of the pairwise marginals of the posterior
distribution.
Definition 5. The posterior signal distribution PXn|Ym,Am
satisfies weak decoupling if
E[|Em,n − Vm,n|]→ 0
1
n
E[‖Cov(Xn |Y m, Am)‖F ]→ 0.
as m and n increase to infinity.
The first condition in the definition of weak decoupling says
that the magnitude of the squared error must concentrate about
its conditional expectation. The second condition says that
the average correlation between the signal entries under the
posterior distribution is converging to zero. Note that both of
these conditions are satisfied a priori in the case of m = 0
measurements, because that prior signal distribution is i.i.d.
with finite fourth moments.
The next result provides several key identities, which show
that certain properties of the posterior distribution can be
expressed in terms of the second order statistics of new
measurements. This result does not require Assumption 2,
and thus holds generally for any prior distribution on Xn. The
proof is given in Appendix C-B.
Lemma 13. Under Assumption 1, the following identities hold
for all integers m < i < j:
(i) The posterior variance satisfies
Vm,n = EAi [Var(Yi |Y m, Am, Ai)]− 1. (30)
(ii) The posterior covariance matrix satisfies
1
n2
‖Cov(Xn |Y m, Am)‖2F
= EAi,Aj
[
|Cov(Yi, Yj |Y m, Am, Ai, Aj)|2
]
. (31)
(iii) The conditional variance of
√
1 + Em,n satisfies
Var
(√
1 + Em,n
∣∣∣ Y m, Am)
=
pi
2
Cov
(∣∣Yi − Ŷi∣∣, ∣∣Yj − Ŷj∣∣ ∣∣∣Y m, Am), (32)
where Ŷi = E[Yi | Y m, Am, Ai].
Identity (31) relates the correlation of the signal entries
under the posterior distribution to the correlation of new
measurements. Identity (32) relates the deviation of the squared
error under the posterior distribution to the correlation of
between new measurements. Combining these identities with
the bounds on the relationship between covariance and mutual
information given in Appendix A-C leads to the following
result. The proof is given in Appendix C-C.
Lemma 14. Under Assumptions 1 and 2, the posterior variance
and the posterior covariance matrix satisfy
E[|Em,n − Vm,n|] ≤ CB ·
∣∣I ′′m,n∣∣ 14 (33)
1
n
E[‖Cov(Xn | Y m, Am)‖F ] ≤ CB ·
∣∣I ′′m,n∣∣ 14 . (34)
C. Gaussiannness of New Measurements
The centered measurement Y¯m+1 is defined to be the
difference between a new measurement and its conditional
expectation given the previous data:
Y¯m+1 , Ym+1 − E
[
Ym+1 | Y m, Am+1
]
.
Conditioned on the data (Y m, Am+1), the centered measure-
ment provides the same information as Ym+1, and thus the
posterior MI difference and the MI difference can be expressed
equivalently as
Jm = E
[
ı(Xn; Y¯m+1 | Y m, Am+1)
∣∣ Y m, Am]
I ′m = I(X
n; Y¯m+1 | Y m, Am+1).
Furthermore, by the linearity of expectation, the centered
measurement can be viewed as a noisy linear projection of the
signal error:
Y¯m+1 = 〈Am+1, X¯n〉+Wm+1, (35)
where X¯n = Xn − E[Xn |Y m, Am]. Since the measurement
vector Am+1 and noise term Wm+1 are independent of
everything else, the variance of the centered measurement
can be related directly to the posterior variance Vm and the
MMSE Mm via the following identities:
Var(Y¯m+1 |Y m, Am) = 1 + Vm,n (36)
9Var(Y¯m+1) = 1 +Mm,n. (37)
Identity (36) follows immediately from Lemma 13. Identity
(37) follows from the fact that the centered measurement has
zero mean, by construction, and thus its variance is equal to
the expectation of (36).
At this point, the key question for our analysis is the extent to
which the conditional distribution of the centered measurement
can be approximated by a zero-mean Gaussian distribution. We
focus on two different measures of non-Gaussianness. The first
measure, which is referred to as the posterior non-Gaussianness,
is defined by the random variable
∆Pm,n , EAm+1
[
DKL
(
PY¯m+1|Ym,Am+1
∥∥∥N (0, 1 + Vm))].
This is the Kullback–Leibler divergence with respect to
the Gaussian distribution whose variance is matched to the
conditional variance of Y¯m+1 given the data (Y m, Am).
The second measure, which is referred to simply as the
non-Gaussianness, is defined by
∆m,n , E
[
DKL
(
PY¯m+1|Ym,Am+1
∥∥∥N (0, 1 +Mm))].
Here, the expectation is taken with respect to the tuple
(Y m, Am+1) and the comparison is with respect to the Gaussian
distribution whose variance is matched to the marginal variance
of Y¯m+1.
The connection between the non-Gaussianness of the cen-
tered measurement and the relationship between the mutual
information and MMSE sequences is given by the following
result. The proof is given in Appendix C-D.
Lemma 15. Under Assumption 1, the posterior non-
Gaussianness and the non-Gaussianness satisfy the following
identities:
∆Pm,n =
1
2
log(1 + Vm,n)− Jm,n (38)
∆m,n =
1
2
log(1 +Mm,n)− I ′m,n. (39)
Identity (39) shows the integral relationship between mutual
information and MMSE in Theorem 2 can be stated equivalently
in terms of the non-Gaussianness of the centered measurements.
Furthermore, by combining (39) with (38), we see that the
non-Gaussianness can be related to the expected posterior non-
Gaussianness using the following decomposition:
∆m,n = E
[
∆Pm,n
]
+
1
2
E
[
log
(
1 +Mm,n
1 + Vm,n
)]
. (40)
The rest of this subsection is focused on bounding the
expected posterior non-Gaussianness. The second term on the
right-hand side of (40) corresponds to the deviation of the
posterior variance and is considered in the next subsection.
The key step in bounding the posterior non-Gaussianness is
provided by the following result, which bounds the expected
Kullback–Leibler divergence between the conditional distribu-
tion of a random projection and a Gaussian approximation [35].
Lemma 16 ( [35]). Let U be an n-dimensional random vector
with mean zero and E
[‖U‖4] <∞, and let Y = 〈A,U〉+W ,
where A ∼ N (0, 1nIn) and W ∼ N (0, 1) are independent.
Then, the expected KL divergence between PY |A and the
Gaussian distribution with the same mean and variance as PY
satisfies
E
[
DKL
(
PY |A
∥∥N (0,Var(Y ))]
≤ 1
2
E
[∣∣ 1
n‖U‖ − 1nE
[‖U‖2]∣∣]
C ·
∣∣∣ 1n‖Cov(U)‖F(1 + 1n√E[‖U‖4])∣∣∣ 25 .
Combining Lemma 16 with Lemma 14 leads to the following
result, which bounds the expected posterior non-Gaussianness
in terms of the second order MI difference. The proof is given
in Appendix C-E.
Lemma 17. Under Assumptions 1 and 2, the expected posterior
non-Gaussianness satisfies
E
[
∆Pm,n
] ≤ CB · ∣∣I ′′m,n∣∣ 110 .
D. Concentration of Posterior Variance
We now turn our attention to the second term on the right-
hand side of (40). By the concavity of the logarithm, this term
is nonnegative and measures the deviation of the posterior
variance about its expectation.
We begin with the following result, which provides useful
bounds on the deviation of the posterior variance. The proof
is given in Appendix C-F.
Lemma 18. Under Assumption 2, the posterior variance
satisfies the following inequalities:
E
[
log
(
1 +Mm,n
1 + Vm,n
)]
≤ E[|Vm,n −Mm,n|]
≤ CB ·
√
inf
t∈R
E
[
1
2 log(1 + Vm,n)− t
]
.
(41)
The next step is to bound the right-hand side of (41). Observe
that by Lemma 15, the term 12 log(1 +Vm,n) can be expressed
in terms of the posterior non-Gaussianness and the posterior
MI difference. Accordingly, the main idea behind our approach
is to show that the deviation of this term can be upper bounded
in terms of deviation of the posterior MI difference.
Rather than working with the sequences Vm,n and Jm,n
directly, however, we bound the averages of these terms
corresponding to a sequence of ` measurements, where ` is
an integer that that is chosen at the end of the proof to yield
the tightest bounds. The main reason that we introduce this
averaging is so that we can take advantage of the bound on the
variance of the mutual information density given in Lemma 11.
The key technical results that we need are given below. Their
proof are given in Appendices C-G and C-H.
Lemma 19. Under Assumptions 1 and 2, the posterior variance
satisfies
1
`
m+`−1∑
k=m
E[|Vm − Vk|] ≤ CB ·
∣∣I ′m,n − I ′m+`−1,n∣∣ 12 ,
for all (`,m, n) ∈ N3.
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Lemma 20. Under Assumptions 1 and 2, the posterior MI
difference satisfies
inf
t∈R
E
[∣∣∣∣∣1`
m+`−1∑
k=m
Jk − t
∣∣∣∣∣
]
≤ CB ·
[(
1 +
m
n
)√n
`
+
1√
n
]
,
for all (`,m, n) ∈ N3.
Finally, combining Lemmas 17, 19, and 20 leads to the
following result, which bounds the deviation of the posterior
variance in terms of the MI difference difference sequence.
The proof is given in Appendix C-I.
Lemma 21. Under Assumptions 1 and 2, the posterior variance
satisfies,
E[|Vm,n −Mm,n|] ≤ CB ·
[∣∣I ′m,n − I ′m+`−1,n∣∣ 14 + `− 120
+
(
1 + mn
) 1
2n
1
4 `−
1
2 + n−
1
4
]
.
for all (`,m, n) ∈ N3.
E. Final Steps in Proof of Theorem 2
The following result is a straightforward consequence of
Identity (40) and Lemmas 17 and 21. The proof is given in
Appendix C-I.
Lemma 22. Under Assumptions 1 and 2, the non-Gaussianness
of new measurements satisfies the upper bound
∆m,n ≤ CB ·
[∣∣I ′′m,n∣∣ 110 + ∣∣I ′m,n − I ′m+`n,n∣∣ 14
+
(
1 + mn
) 1
2n−
1
24
]
,
where `n = dn 56 e.
We now show how the proof of Theorem 2 follows as a
consequence of Identity (39) and Lemma 22. Fix any n ∈ N
and δ ∈ R+ and let m = dδne and ` = dn 56 e. Then, we can
write∫ δ
0
∣∣∣∣I ′n(γ)− 12 log(1 +Mn(γ))
∣∣∣∣dγ
≤
m−1∑
k=0
∫ k+1
n
k
n
∣∣∣∣I ′n(γ)− 12 log(1 +Mn(γ))
∣∣∣∣dγ
(a)
=
1
n
m−1∑
k=0
∣∣∣∣I ′k,n − 12 log(1 +Mk,n)
∣∣∣∣
(b)
=
1
n
m−1∑
k=0
∆k,n
(c)
≤ CB
n
m−1∑
k=0
[∣∣I ′′k,n∣∣ 110 + ∣∣I ′k+`,n − I ′k,n∣∣ 14
+
(
1 + kn
) 1
2n−
1
24
]
, (42)
where: (a) follows from the definitions of I ′n(δ) and Mn(δ);
(b) follows from Identity (39); and (c) follows from Lemma 22.
To further bound the right-hand side of (42), observe that
1
n
m−1∑
k=0
∣∣I ′′k,n∣∣ 110 (a)≤ m 910n
(
m−1∑
k=0
∣∣I ′′k,n∣∣
) 1
10
(b)
=
m
9
10
n
∣∣I ′1,n − I ′m,n∣∣ 110
(c)
≤ m
9
10
n
(I1,n)
1
10
(d)
≤ CB · (1 + δ)
9
10 n−
1
10 , (43)
where: (a) follows from Ho¨lders inequality; (b) follows from
the fact that I ′′m,n is non-positive; (c) follows from the fact
that I ′m,n is non-increasing in m; and (d) follows from the fact
that I1,n is upper bounded by a constant that depends only on
B. Along similar lines,
1
n
m−1∑
k=0
∣∣I ′k,n − I ′k+`,n∣∣ 14 (a)≤ m 34n
(
m−1∑
k=0
∣∣I ′k,n − I ′k+`,n∣∣
) 1
4
(b)
=
m
3
4
n
(
`−1∑
k=0
(I ′k,n − I ′k+m,n)
) 1
4
(c)
≤ m
3
4
n
(` · I1,n)
1
4
(d)
≤ C ′B · (1 + δ)
3
4 n−
1
24 , (44)
where: (a) follows from Ho¨lders inequality; (b) and (c) follow
from the fact that I ′m,n is non-increasing in m; and (d) follows
from the fact that I1,n is upper bounded by a constant that
depends only on B. Finally,
1
n
m−1∑
k=0
(
1 + kn
) 1
2n−
1
24 ≤ mn
(
1 + m−1n
) 1
2 n−
1
24
≤ (1 + δ) 32 n− 124 . (45)
Plugging (43), (44), and (45) back into (42) and retaining only
the dominant terms yields∫ δ
0
∣∣∣∣I ′n(γ)− 12 log(1+Mn(γ))
∣∣∣∣dγ ≤ CB · (1+δ) 32 n− 124 .
This completes the proof of Theorem 2.
V. PROOF OF THEOREM 3
A. MMSE Fixed-Point Relationship
This section shows how the MMSE can be bounded in terms
of a fixed-point equation defined by the single-letter MMSE
function of the signal distribution. At a high level, our approach
focuses on the MMSE of an augmented measurement model,
which contains an extra measurement and extra signal entry,
and shows that this augmented MMSE can be related to Mn
in two different ways.
For a fixed signal length n and measurement number m, the
augmented measurement model consists of the measurements
(Y m, Am) plus an additional measurement given by
Zm+1 = Ym+1 +
√
Gm+1Xn+1,
where Gm ∼ 1nχ2m has a scaled chi-square distribution and is
independent of everything else. The observed data is given by
the tuple (Y m, Am,Dm+1) where
Dm+1 = (Zm+1, Am+1, Gm+1).
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The augmented MMSE M˜m,n is defined to be the average
MMSE of the first n signal entries given this data:
M˜m,n ,
1
n
mmse(Xn | Y m, Am,Dm+1).
The augmented measurement Zm+1 is a noisy version of
the measurement Ym+1. Therefore, as far as estimation of
the signal Xn is concerned, the augmented measurements
are more informative than (Y m, Am), but less informative
than (Y m+1, Am+1). An immediate consequence of the data
processing inequality for MMSE [34, Proposition 4], is that
the augmented MMSE is sandwiched between the MMSE
sequence:
Mm+1,n ≤ M˜m+1,n ≤Mm,n. (46)
The following result follows immediately from (46) and the
smoothness of the posterior variance given in Lemma 19. The
proof is given in Appendix D-A.
Lemma 23. Under Assumptions 1 and 2, the augmented MMSE
M˜m,n and the MMSE Mm,n satisfy∣∣∣M˜m,n −Mm,n∣∣∣ ≤ CB · ∣∣I ′′m,n∣∣ 12 . (47)
The next step in the proof is to show that M˜m can also
be expressed in terms of the single-letter MMSE function
mmseX(s). The key property of the augmented measurement
model that allows us to make this connection is given by the
following result. The proof is given in Appendix D-B.
Lemma 24. Under Assumptions 1 and 2, the augmented MMSE
can be expressed equivalently in terms of the last signal entry:
M˜m,n = mmse(Xn+1 | Y m, Am,Dm+1). (48)
To see why the characterization in (48) is useful note that
the first m measurements (Y m, Am) are independent of Xn+1.
Thus, as far as estimation of Xn+1 is concerned, the relevant
information provided by these measurements is summarized by
the conditional distribution of Ym+1 given (Y m, Am+1). This
observation allows us to leverage results from Section IV-C,
which focused on the non-Gaussianness of this distribution.
The proof of the following result is given in Section D-C.
Lemma 25. Under Assumptions 1 and 2, the augmented MMSE
and the MMSE satisfy∣∣∣∣M˜m,n −mmseX( m/n1 +Mm,n
)∣∣∣∣ ≤ CB · (√∆m,n + √mn
)
,
where ∆m,n is the non-Gaussianness of new measurements.
B. Final Steps in Proof of Theorem 3
Fix any n ∈ N and δ ∈ R+ and let m = dδne. Then, we
can write∫ δ
0
∣∣∣∣Mn(γ)−mmseX( γ1 +Mn(γ)
)∣∣∣∣dγ
≤
m−1∑
k=0
∫ k+1
n
k
n
∣∣∣∣Mn(γ)−mmseX( γ1 +Mn(γ)
)∣∣∣∣dγ
(a)
=
m−1∑
k=0
∫ k+1
n
k
n
∣∣∣∣Mk,n −mmseX( γ1 +Mk,n
)∣∣∣∣dγ
(b)
≤ 1
n
m−1∑
k=0
(∣∣∣∣Mk,n −mmseX( k/n1 +Mk,n
)∣∣∣∣+ 4Bn
)
(c)
≤ CB
n
m−1∑
k=0
(∣∣I ′′k,n∣∣ 12 + |∆k,n| 12 + √kn + 1n
)
, (49)
where: (a) follows from definition of Mn(δ); (b) follows from
the triangle inequality and Lemma 5; and (c) follows from
Lemmas 23 and 25. To further bound the right-hand side of
(49), observe that, by the same steps that let to Inequality (43),
1
n
m−1∑
k=0
∣∣I ′′k,n∣∣ 12 ≤ CB · (1 + δ) 12n− 12 . (50)
Furthermore,
1
n
m−1∑
k=0
|∆k,n|
1
2
(a)
≤
√
m
n
√√√√ 1
n
m−1∑
k=0
∆k,n
(b)
≤ CB · (1 + δ) 12
√
(1+δ)
3
2 n−
1
24
= CB · (1 + δ) 74 n− 148 (51)
where (a) follows from the Cauchy-Schwarz inequality, and
(b) follows from proof of Theorem 2. Finally,
1
n
m−1∑
k=0
(√
k
n
+
1
n
)
≤ m(1 +
√
m− 1)
n2
≤ (1 + δ) 32n− 12 .
(52)
Plugging (50), (51), and (52), back into (49) and keeping
only the dominant terms leads to∫ δ
0
∣∣∣∣Mn(γ)−mmseX( γ1 +Mn(γ)
)∣∣∣∣dγ
≤ CB · (1 + δ) 74 n− 148 .
This completes the proof of Theorem 3.
VI. PROOF OF THEOREM 1
The proof of Theorem 1 is established by combining
implications of the single-crossing property, the constraints
on the MI and MMSE given in Theorems 2, 3, and 4, and
standard results from functional analysis.
A. The Single-Crossing Property
The fixed point curve is given by the graph of the function
δFP(z) = (1 + z)mmse
−1
X (z),
where mmse−1X (z) is the functional inverse of mmseX(s). The
function δFP(z) is continuously differentiable over its domain
because mmseX(s) is smooth on (0,∞) [30, Proposition 7].
The function δRS(z) is defined to be the functional inverse
of the replica-MMSE function
δRS(z) =M−1RS(z).
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The function δRS is continuous and non-increasing because
MRS is strictly decreasing. Note that jump discontinuities in
MRS(δ) correspond to flat sections in δRS(z).
Using these definitions we can now provide a formal
definition of the single-crossing property.
Definition 6 (Single-Crossing Property). A signal distribution
PX has the single-crossing property if δRS − δFP has at most
one zero-crossing. In other words, there exists z∗ ∈ R+ such
that δRS − δFP is nonpositive or nonnegative on [0, z∗] and
nonpositive or nonnegative on [z∗,∞).
Lemma 26. If the signal distribution PX has the single-
crossing property there exists a point (z∗, δ∗) ∈ FP such
that
δRS(z) =
{
max(δFP(z), δ∗), if z ∈ [0, z∗]
min(δFP(z), δ∗), if z ∈ [z∗,∞).
Proof: If δRS(z) = δFP(z) for all z ∈ R+ then this
representation holds for every point in FP because δRS is non-
increasing. Alternatively, if there exists (u∗, δ∗) ∈ R2+ such
that δ∗ = δRS(u∗) 6= δFP(u∗), then it must be the case that
the global minimum of Q∗(z) , R(δ∗, z) is attained at more
than one point. More precisely, there exists z1 < u∗ < z2 such
that
Q∗(z1) = Q∗(z2) = min
z
Q∗(z) (53)
Q∗(u) > min
z
Q∗(z) for some u ∈ (z1, z2). (54)
To see why the second constraint follows from the assumption
δRS(u∗) 6= δFP(u∗), note that if Q∗(z) were constant over the
interval [z1, z2], that would mean that Q′∗(z) = Rz(δ∗, z) = 0
for all z ∈ [z1, z2]. This is equivalent to saying that every point
on the line from (δ∗, z1) to (δ∗, z2) is on the fixed-point curve,
which is a contradiction.
Now, since δRS(z) is non-increasing and equal to δ∗ at both
z1 and z2 we know that δRS(z) = δ∗ for all z ∈ [z1, z2].
Furthermore, since z1 and z2 are minimizers of R(δ∗, z), we
also know that δFP(z1) = δFP(z2) = δ∗.
Next, we will show that the the function δFP(z)− δ∗ must
have at least one negative-to-positive zero-crossing on (z1, z2).
Recall that the function Q∗(z) is continuous, has global minima
at z1 and z2, and it not constant over [z1, z2]. Therefore, it
must attain a local maximum on the open interval (z1, z2).
Since it is continuously differentiable, this means that there
exists u1, u2 ∈ (z1, z2) with u1 < u2 such that Q′∗(u1) > 0
and Q′∗(u2) < 0. The sign changes in Q∗(z) can be related to
the sign changes in δFP(z)− δ∗ be noting that
sgn(Q′∗(z))
(a)
= sgn
(
z −mmseX
(
δ∗
1 + z
))
(b)
= − sgn
(
mmse−1X (z)−
δ∗
1 + z
)
= − sgn(δFP(z)− δ∗),
where (a) follows from (21) the fact that δ∗ can be taken to be
strictly positive and (b) follows from the fact that mmseX(s) is
strictly decreasing. As a consequence, we see that δFP(u1) <
δ∗ and δFP(u2) > δ∗, and thus δFP(z) − δ∗ has at least one
negative-to-positive zero-crossing on the interval (z1, z2).
At this point, we have shown that every tuple (δ∗, z1, z2)
satisfying (53) and (54) leads to at least one negative-to-positive
zero-crossing of δFP−δRS. Therefore, if the signal distribution
has the single-crossing property, there can be at most one
such tuple. This implies that δFP(z) = δRS(z) for all z ∈
[0, z1] ∪ [z2,∞). Furthermore, by the continuity of δFP, there
exists a point z∗ ∈ (u1, z2) such that δFP(z∗) = δ∗ and
z ≤ z∗ =⇒ δRS(z) ≥ δFP(z)
z ≥ z∗ =⇒ δRS(z) ≤ δFP(z).
Combining these observations leads to the stated result.
Next, for each g ∈ V , we use δg(z) = g−1(z) to denote
the functional inverse. The function δg is continuous and non-
increasing because g is strictly decreasing.
Lemma 27. If the signal distribution PX has the single-
crossing property then, for every g ∈ V , the function δg is
either an upper bound or lower bound on δRS.
Proof: Let (δ∗, z∗) be the point described in Lemma 26.
Since δg is non-increasing, we have δg(z) ≥ δg(z∗) for all
z ∈ [0, z∗] and δg(z) ≤ δg(z∗) for all z ∈ [z∗,∞). Combining
these inequalities with the fact that δg is lower bounded by the
lower envelop of the fixed-point curve leads to
δg(z) ≥

min
u∈[0,z]
max(δFP(u), δg(z∗)), if z ∈ [0, z∗]
min
u∈[z∗,z]
min(δFP(u), δg(z∗)), if z ∈ [z∗,∞).
.
Therefore, if δg(z∗) ≥ δ∗, we see that
δg(z) ≥

min
u∈[0,z]
max(δFP(u), δ∗), if z ∈ [0, z∗]
min
u∈[z∗,z]
min(δFP(u), δ∗), if z ∈ [z∗,∞).
(a)
=

min
u∈[0,z]
δRS(u), if z ∈ [0, z∗]
min
u∈[z∗,z]
δRS(u), if z ∈ [z∗,∞).
(b)
= δRS(z),
where (a) follows from Lemma 26 and (b) follows from the fact
that δRS is non-increasing. Alternatively, if δg(z∗) ≤ δ∗ then
a similar argument can be used to show that δg(z) ≤ δRS(z)
for all z ∈ R+.
Lemma 28. If the signal distribution PX has the single-
crossing property, then G is equal to the equivalence class of
functions in V that are equal to MRS almost everywhere.
Proof: Recall that G is the set of all functions g ∈ V that
satisfy the boundary condition
lim
δ→∞
∣∣∣∣∣
∫ δ
0
1
2
log(1 + g(γ))dγ − IRS(δ)
∣∣∣∣∣ = 0. (55)
Furthermore, for each g ∈ V and δ ∈ R+, we can write∣∣∣∣∣
∫ δ
0
1
2 log(1 + g(γ))dγ − IRS(δ)
∣∣∣∣∣
(a)
=
∣∣∣∣∣
∫ δ
0
1
2 log(1+MRS(γ))dγ −
∫ δ
0
1
2 log(1+g(γ))dγ
∣∣∣∣∣
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(b)
=
∫ δ
0
∣∣ 1
2 log(1+MRS(γ))− 12 log(1+g(γ))
∣∣dγ, (56)
where (a) follows from (5) and (b) follows from the mono-
tonicity of g and MRS and Lemma 27. Combining (55) and
(56), we see that, for all g ∈ G,∫ ∞
0
∣∣∣∣12 log(1 +MRS(γ))− 12 log(1 + g(γ))
∣∣∣∣dγ = 0,
and thus MRS and g are equal almost everywhere.
B. Convergence of Subsequences
For each n ∈ N, the function Mn is a non-increasing
function from R+ to R+. Convergence of the sequenceMn can
be treated in a few different ways. In our original approach [37],
we focused on the Le´vy metric [38, Ch. 2]. Here, we present a
more direct argument based on the Helly Selection Theorem [39,
Thm. 12].
First, we let L1([0, S]) represent the standard Banach space
of Lebesgue integrable functions from [0, S] to R with norm∫ S
0
|f(δ)|dδ.
In this space, two functions f, g are called equivalent if they
are equal almost-everywhere (i.e.,
∫ S
0
|f(δ) − g(δ)|dδ = 0).
Next, we recall that monotone functions are continuous
almost everywhere (e.g., except for a countable set of jump
discontinuities) [40]. Thus, f, g are equivalent if and only if
they are equal at all points of continuity.
The following lemmas outline our approach to convergence.
Lemma 29. Under Assumptions 1 and 2, for any S > 0 and
any subsequence of (Mn, In), there is a further subsequence
(whose index is denoted by n′) and some g ∈ G such that
lim
n′
∫ S
0
∣∣Mn′(δ)− g(δ)∣∣dδ = 0
lim
n′
∫ S
0
∣∣∣∣I ′n′(δ)− 12 log(1 + g(δ))
∣∣∣∣dδ = 0.
Proof: For any S > 0 and each n ∈ N, the restriction
of Mn(δ) to δ ∈ [0, S] is non-increasing and uniformly
bounded by Mn(0) = Var(X). Since Mn(δ) is nonnega-
tive and non-increasing, its total variation on [0, T ] equals
Mn(0)−Mn(S) ≤ Var(X) [41, Section 6.3].
Based on this, the Helly Selection Theorem [39, Thm. 12]
shows that any subsequence of Mn contains a further sub-
sequence that converges in L1([0, S]). Let Mn′ denote this
further subsequence and M∗ denote its limit so that
lim
n′
∫ S
0
|Mn′(δ)−M∗(δ)|dδ = 0.
To simplify notation, we define the operator T : L1([0, S])→
L1([0, S]) via (Tf)(δ) 7→ mmseX(δ/(1 + f(δ))). To analyze
M∗(δ), we observe that, for all n, one has∫ S
0
∣∣M∗(δ)− TM∗(δ)∣∣dδ ≤ ∫ S
0
∣∣M∗(δ)−Mn(δ)∣∣dδ
+
∫ S
0
∣∣Mn(δ)− TMn(δ) + TMn(δ)− TM∗(δ)∣∣dδ
≤ (1 + LT )
∫ S
0
∣∣M∗(δ)−Mn(δ)∣∣dδ
+
∫ S
0
∣∣Mn(δ)− TMn(δ)∣∣dδ,
where LT is the Lipschitz constant of T . Under Assump-
tion 2, one can use Lemma 5, to show that LT ≤ 4BS.
Since
∫ S
0
∣∣M∗(δ) − Mn′(δ)∣∣dδ → 0 by construction and∫ S
0
∣∣Mn′(δ) − TMn′(δ)∣∣dδ → 0 by Theorem 3, taking the
limit along this subsequnce shows thatM∗ equals TM∗ almost
everywhere on [0, S]. As S was arbitrary, we see that M∗
satisfies the first condition of Definition 3.
To establish the second condition of Definition 3, we
focus on the sequence In. Recall that each In is concave
and differentiable, with derivative I ′n. Also, the set {In} is
uniformly bounded on [0, S] and uniformly Lipschitz by (8),
(16), and (17). By the Arzela`-Ascoli theorem [41, Section 10.1],
this implies that any subsequence of In contains a further
subsequence that converges uniformly on [0, S]. Moreover, the
limiting function is concave and the further subsequence of
derivatives also converges to the derivative of the limit function
at each point where it is differentiable [42, Corollary 1.3.8].
Thus, from any subsequence of (Mn, In), we can choose a
further subsequence (whose index is denoted by n′) such that∫ S
0
∣∣Mn′(δ)−M∗(δ)∣∣dδ → 0 and In′ converges uniformly on
[0, S] to a concave limit function I∗. Moreover, the sequence
of derivatives I ′n′ also converges to I ′∗ at each point where I∗
is differentiable. Since I is concave, it is differentiable almost
everywhere and we have
lim
n′
I ′n′(δ) = I ′∗(δ)
almost everywhere on [0, S]. Since |I ′n′(δ)− I ′∗(δ)| is bounded
and converges to zero almost everywhere on [0, S], we can
apply the dominated convergence theorem to see also that∫ S
0
∣∣I ′n′(δ) − I ′∗(δ)∣∣dδ → 0. Next, we can apply Theorem 2
to see that
lim
n′
∫ S
0
∣∣∣∣I ′n′(δ)− 12 log(1 +Mn′(δ))
∣∣∣∣dδ = 0.
Since 12 log(1 + z) is Lipschitz in z, one finds that∫ S
0
∣∣∣∣12 log(1 +Mn′(δ))− 12 log(1 +M∗(δ))
∣∣∣∣dδ → 0
follows from the fact that
∫ S
0
∣∣Mn′(δ)−M∗(δ)∣∣dδ → 0. Along
with the triangle inequality, this shows that I ′n′(δ) converges
to 12 log(1 + M∗(δ)) almost everywhere on [0, S]. Since∣∣I ′n′(δ)− 12 log(1 +M∗(δ))∣∣ is bounded and converges to
zero almost everywhere on [0, S], we can apply the dominated
convergence theorem to see that
I∗(S) = lim
n′
∫ S
0
I ′n′(δ)dδ =
∫ S
0
1
2
log(1+M∗(δ))dδ. (57)
Next, we observe that Theorem 4 implies
lim
n′
|IRS(S)− In′(S)| ≤ C√
S
,
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for all S ≥ 4. With (57), this implies that∣∣∣∣∣IRS(S)−
∫ S
0
1
2
log
(
1 +M∗(δ)
)
dδ
∣∣∣∣∣
≤ |IRS(S)− In′(S)|+
∣∣∣∣∣In′(S)−
∫ S
0
1
2
log
(
1 +M∗(δ)
)
dδ
∣∣∣∣∣
≤ C√
S
+ n′ ,
where limn′ n′ = 0. Taking the limit n′ → ∞ followed by
the limit S →∞, we see
lim
S→∞
∣∣∣∣∣IRS(S)−
∫ S
0
1
2
log
(
1 +M∗(δ)
)
dδ
∣∣∣∣∣ = 0
and, thus, that M∗ ∈ G. Notice that we focus first on finite
S ∈ R+ and then take the limit S →∞. This is valid because
the functions I(δ) and Mn(δ) are defined for all δ ∈ R+ but
restricted to [0, S] for the convergence proof.
Now, we can complete the proof of Theorem 1. The key
idea is to combine Lemma 28 with Lemma 29. From these two
results, it follows that, for any S > 0, every subsequence of
Mn(δ) has a further subsequence that converges to MRS(δ).
This holds because the further subsequence must converge
to some function in G (by Lemma 29) but there is only one
function up to almost everywhere equivalence (by Lemma 28).
The final step is to realize that this is sufficient to prove
that, for all S > 0, we have
lim
n→∞
∫ S
0
|MRS(δ)−Mn(δ)|dδ = 0.
To see this, suppose thatMn(δ) does not converge toMRS(δ)
in L1([0, S]). In this case, there is an  > 0 and an infinite
subsequence n(i) such that∫ S
0
∣∣MRS(δ)−Mn(i)(δ)∣∣dδ > 
for all i ∈ N. But, applying Lemma 29 shows that n(i) has a
further subsequence (denoted by n′) such that
lim
n′
∫ S
0
|MRS(δ)−Mn′(δ)|dδ = 0.
From this contradiction, one must conclude that Mn(δ)
converges to MRS(δ) in L1([0, S]) for any S > 0.
VII. CONCLUSION
In this paper, we present a rigorous derivation of the
fundamental limits of compressed sensing for i.i.d. signal
distributions and i.i.d. Gaussian measurement matrices. We
show that the limiting MI and MMSE are equal to the values
predicted by the replica method from statistical physics. This
resolves a well-known open problem.
APPENDIX A
USEFUL RESULTS
A. Basic Inequalities
We begin by reviewing a number of basic inequalities. For
numbers x1, · · ·xn and p ≥ 1, Jensen’s inequality combined
with the convexity of | · |p yields,∣∣∣∣∣
n∑
i=1
xi
∣∣∣∣∣
p
≤ np−1
n∑
i=1
|xi|p, p ≥ 1. (58)
In the special case n = 2 and p ∈ {2, 4}, we obtain
(a+ b)2 ≤ 2(a2 + b2) (59)
(a+ b)4 ≤ 8(a4 + b4). (60)
For random variables X1, · · · , Xn and p ≥ 1, a consequence
of Minkowski’s inequality [43, Theorem 2.16] is that
E
[∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣
p]
≤
(
n∑
i=1
(E[|Xi|p])
1
p
)p
, p ≥ 1. (61)
Also, for random variables X and Y , an immediate conse-
quence of Jensen’s inequality is that expectation of the absolute
difference |X − Y | can be upper bounded in terms of higher
moments, i.e.,
E[|X − Y |] ≤ |E[|X − Y |p]| 1p , p ≥ 1.
Sometimes, we need to bound the differnence in terms of
weaker measures of deviation between X and Y . The following
Lemma provides two such bounds that also depend on the
moments of X and Y .
Lemma 30. For nonnegative random variables X and Y ,
the expectation of the absolute difference |X − Y | obeys the
following upper bounds:
E[|X − Y |] ≤
√
1
2
(E[X2] + E[Y 2])E[|log(X/Y )|] (62)
E[|X − Y |] ≤
√
2(E[X] + E[Y ])E
[∣∣∣√X −√Y ∣∣∣]. (63)
Proof: We begin with (62). For any numbers 0 < x < y,
the difference y − x can be upper bounded as follows:
y − x =
∫ y
x
√
u
1√
u
du
≤
√∫ y
x
u du
√∫ y
x
1
u
du
=
√
1
2
(y2 − x2)
√
log(y/x)
≤
√
1
2
(y2 + x2)
√
log(y/x),
where the first inequality is due to the Cauchy-Schwarz
inequality. Thus, the absolute difference between X and Y
obeys
|X − Y | ≤
√
1
2
(X2 + Y 2)
√
|log(X/Y )|.
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Taking the expectation of both sides and using the Cauchy-
Schwarz inequality leads to (62).
To prove (63), observe that the difference between between
X and Y can be decomposed as
X − Y = (
√
X +
√
Y )(
√
X −
√
Y ).
Thus, by the Cauchy-Schwarz inequality,
E[|X − Y |] =
√
E
[
(
√
X +
√
Y )2
]√
E
[
(
√
X −
√
Y )2
]
≤
√
2(E[X] + E[Y ])
√
E
[
(
√
X −
√
Y )2
]
,
where the last step is due to (59).
B. Variance Decompositions
This section reviews some useful decompositions and bounds
on the variance. As a starting point, observe that the variance
of a random variable X can be expressed in terms of an
independent copy X ′ according to
Var(X) =
1
2
E
[
(X −X ′)2].
This representation can extended to conditional variance,
by letting Xy and X ′y denote independent draws from the
conditional distribution PX|Y=y , so that
Var(X |Y = y) = 1
2
E
[
(Xy −X ′y)2
]
.
For a random draw of Y , it then follows that the random
conditional variance of X given Y can be expressed as
Var(X |Y ) = 1
2
E
[
(XY −X ′Y )2 |Y
]
, (64)
where XY and X ′Y are conditionally independent draws from
the random conditional distribution PX|Y (·|Y ).
Using this representation, the moments of the conditional
variance can be bounded straightforwardly. For all p ≥ 1,
E[|Var(X|Y )|p] = 1
2p
E
[∣∣E[(XY −X ′Y )2 | Y ]∣∣p]
(a)
≤ 1
2p
E
[
|XY −X ′Y |2p
]
(b)
≤ 2p−1
(
E
[
|XY |2p
]
+ E
[
|X ′Y |2p
])
(c)
= 2pE
[
|X|2p
]
,
where (a) follows from Jensen’s inequality and the convexity
of | · |p, (b) follows from (58), and (c) follows from the fact
that XY and X ′Y both have the same distribution as X .
The law of total variance gives
Var(X) = E[Var(X |Y )] + Var(E[X |Y ]). (65)
As an immediate consequence, we obtain the data processing
inequality for MMSE (see e.g. [34, Proposition 4]) , which
states that conditioning cannot increase the MMSE on average.
In particular, if X → Y → Z form a Markov chain, then,
mmse(X |Y ) ≤ mmse(X |Z).
C. Bounds using KL Divergence
This section provides a number results that that allow us to
bound differences in expectations in terms of Kullback–Leibler
divergence. One of the consequences of Lemma 31 (given
below) is that random variables X ∼ PX and Y ∼ PY with
positive and finite second moments satisfy
|E[X]− E[Y ]|√
2E[X2] + 2E[Y 2]
≤
√
DKL(PX ‖PY ).
We begin by reviewing some basic definitions (see e.g.,
[44, Section 3.3]). Let P and Q be probability measures with
densities p and q with respect to a dominating measure λ.
The Hellinger distance dH(P,Q) is defined as the L2 distance
between the square roots of the densities
√
p and
√
q, and the
squared Helliger distance is given by
d2H(P,Q) =
∫
(
√
p−√q)2dλ.
The Kullback–Leibler divergence (also known as relative
entropy) is defined as
DKL(P ‖Q) =
∫
p log
(
p
q
)
dλ.
The squared Hellinger distance is upper bounded by the KL
divergence [44, pg. 62],
d2H(P,Q) ≤ DKL(P ‖Q). (66)
Lemma 31. Let f be a function that is measurable with respect
to P and Q. Then∣∣∣∣∫ f(dP − dQ)∣∣∣∣
≤
√
2
∫
f2(dP + dQ) min
{√
DKL(P ‖Q), 1
}
.
Proof: Let p and q be the densities of P and Q with
respect to a dominating measures λ. Then, we can write∣∣∣∣∫ f(dP − dQ)∣∣∣∣
=
∣∣∣∣∫ f(p− q)dλ∣∣∣∣
(a)
=
∣∣∣∣∫ f(√p+√q)(√p−√q)dλ∣∣∣∣
(b)
≤
√∫
f2(
√
p+
√
q)2dλ d2H(P,Q)
(c)
≤
√∫
f2(
√
p+
√
q)2dλDKL(P ‖Q)
(d)
≤
√
2
∫
f2(p+ q)dλDKL(P ‖Q), (67)
where (a) is justified by the non-negativity of the densities, (b)
follows from the Cauchy-Schwarz inequality, (c) follows from
(66), and (d) follows from (59).
Alternatively, we also have the upper bound∣∣∣∣∫ f(dP − dQ)∣∣∣∣ ≤ ∣∣∣∣∫ fdP ∣∣∣∣+ ∣∣∣∣∫ fdQ∣∣∣∣
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≤
√∫
f2dP +
√∫
f2dQ
≤
√
2
∫
f2(dP + dQ), (68)
where (a) follows from the triangle inequality, (b) follows
from Jensen’s inequality, and (c) follows from (59). Taking the
minimum of (67) and (68) leads to the stated result.
Lemma 32. For any distribution PX,Y,Z and p ≥ 1,
E[|Var(X |Y )− Var(X |Z)|p]
≤ 22p+ 12
√
E[|X|4p]E[DKL(PX|Y ∥∥PX|Z)].
Proof: Let P and Q be the random probability measures
on R2 defined by
P = PX|Y × PX|Y
Q = PX|Z × PX|Z ,
and let f : R2 → R be defined by f(x1, x2) = 12 (x1 − x2)2.
Then, by the variance decomposition (64), we can write
Var(X |Y ) =
∫
fdP, Var(X |Z) =
∫
fdQ.
Furthermore, by the upper bound f2(x1, x2) ≤ 2(x41 + x42),
the expectation of the f2 satisfies∫
f2(dP + dQ) ≤ 4E[X4 |Y ]+ 4E[X4 |Z]. (69)
Therefore, by Lemma 31, the difference between the conditional
variances satisfies
|Var(X |Y )− Var(X |Z)|
≤
√
2
∫
f2(dP + dQ)
√
min{DKL(P ‖Q), 1}
≤
√
8E[X4 |Y ] + 8E[X4 |Z]
√
min{DKL(P ‖Q), 1},
(70)
where the second inequality follows from (69).
The next step is to bound the expected p-th power of the
right-hand side of (70). Starting with the Cauchy-Schwarz
inequality, we have
E[|Var(X | Y )− Var(X | Z)|p]
≤
√
E[|8E[X4 |Y ] + 8E[X4 |Z]|p]
×
√
E[|min{DKL(P ‖Q), 1}|p]. (71)
For the first term on the right-hand side of (71), observe that,
by Jensen’s inequality,√
E[|8E[X4 |Y ] + 8E[X4 |Z]|p] ≤
√
8pE[X4p] + 8pE[X4p]
= 4p
√
E[X4p]. (72)
Meanwhile, the expectation in the second term on the right-
hand side of (71) satisfies
E[|min{DKL(P ‖Q), 1}|p] ≤ E[DKL(P ‖Q)]
= 2E
[
DKL
(
PX|Y
∥∥PX|Z)],
(73)
where the second step follows from the definition of P and
Q. Plugging (72) and (73) back into (71) leads to the stated
result.
Lemma 33. For any distribution PX,Y,Z and p ≥ 1,
E[|Cov(X,Y |Z)|p]
≤ 2p
√
E
[
|E[X4 |Z]E[Y 4 |Z]| p2
]
I(X;Y |Z).
Proof: Let P and Q be the random probability measures
on R2 defined by
P = PX,Y |Z
Q = PX|Z × PY |Z ,
and let f : R2 → R be defined by f(x, y) = xy. Then, the
conditional covariance between X and Y can be expressed as
Cov(X,Y |Z) =
∫
f(dP − dQ).
Furthermore∫
f2(dP + dQ) = E
[|XY |2 | Z]+ E[X2 |Z]E[Y 2 |Z]
≤ 2
√
E[X4 |Z]E[Y 4 |Z],
where the second step follows from the Cauchy-Schwarz
inequality and Jensen’s inequality. Therefore, by Lemma 31,
the magnitude of the covariance satisfies
|Cov(X,Y |Z)|
≤
√
2
∫
f2(dP + dQ)
√
min{DKL(P ‖Q), 1}
≤ 2∣∣E[X4 |Z]E[Y 4 |Z]∣∣ 14 |min{DKL(P ‖Q), 1}| 12 .
(74)
The next step is to bound the expected p-th power of the
right-hand side of (74). Starting with the Cauchy-Schwarz
inequality, we have
E[|Cov(X,Y | Z)|p] ≤ 2p
√
E
[
|E[X4 |Z]E[Y 4 |Z]| p2
]
×
√
E[|min{DKL(P ‖Q), 1}|p].
(75)
Note that the expectation in the second term on the right-hand
side of (75) satisfies
E[|min{DKL(P ‖Q), 1}|p] ≤ E[DKL(P ‖Q)]
= I(X;Y |Z), (76)
where the second step follows from the definition of P and Q.
Plugging (76) back into (75) leads to the stated result.
Lemma 34. For any distributions PX,Y and PX,Z ,
|mmse(X |Y )−mmse(X |Z)|
≤ 2 52
√
E[|X|4]DKL(PX,Y ‖PX,Z).
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Proof: Let P and Q be the distributions given by
P (x1, x2, y) = PX|Y (x1 | y)PX|Y (x2 | y)PY (y)
Q(x1, x2, y) = PX|Z(x1 | y)PX|Z(x2 | y)PZ(y)
Then,
mmse(X |Y ) = 1
2
∫
(x1 − x2)2dP (x1, x2, y)
mmse(X |Z) = 1
2
∫
(x1 − x2)2dQ(x1, x2, y)
and so, by Lemma 31,
|mmse(X |Y )−mmse(X |Z)|
≤
√
1
2
∫
(x1−x2)4(dP (x1, x2, y) + dQ(x1, x2, y))
×
√
DKL(P ‖Q). (77)
For the first term on the right-hand side of (77), observe that∫
(x1−x2)4(dP (x1, x2, y) + dQ(x1, x2, y))
(a)
≤ 8
∫
(x41 + x
4
2)(dP (x1, x2, y) + dQ(x1, x2, y))
(b)
= 32E
[|X|4], (78)
where (a) follows from (60) and (b) follows from the fact that
the marginal distributions of X1 and X2 are identical under
P and Q.
For the second term on the right-hand side of (77), observe
that P and Q can be expressed as
P (x1, x2, y) =
PX,Y (x1, y)PX,Y (x2, y)
PY (y)
Q(x1, x2, y) =
PX,Z(x1, y)PX,Z(x2, y)
PZ(y)
.
Letting (X1, X2, Y ) ∼ P , we see that the Kullback-Leibler
divergence satisfies
DKL(P‖Q) = E
[
log
(
PX,Y (X1, Y )PX,Y (X2, Y )PZ(Y )
PX,Z(X1, Y )PX,Z(X2, Y )PY (Y )
)]
= 2DKL(PX,Y ‖PX,Z)−DKL(PY ‖PZ)
≤ 2DKL(PX,Y ‖PX,Z). (79)
Plugging (78) and (79) back into (77) completes the proof of
Lemma 34.
APPENDIX B
PROOFS OF RESULTS IN SECTION III
A. Proof of Lemma 5
Let Y =
√
sX + W where X ∼ PX and W ∼ N (0, 1)
are independent. Letting XY and X ′Y denote conditionally
independent draws from PX|Y the conditional variance can be
expressed as Var(X |Y ) = 12E
[
(XY −X ′Y )2 |Y
]
. Therefore,∣∣∣∣ ddsmmseX(s)
∣∣∣∣ (a)= E[(Var(X |Y ))2]
=
1
4
E
[(
E
[
(XY −X ′Y )2 |Y
])2]
(b)
≤ 1
4
E
[
(XY −X ′Y )4
]
(c)
≤ 4E[X4],
where (a) follows from (11), (b) follows from Jensen’s
inequality and (c) follows from (60) and the fact that XY
and X ′Y have the same distribution as X . This completes the
proof of (12).
Next, since E[W |Y ] = Y − √sE[X |Y ], the conditional
variance can also be expressed as
Var(X |Y ) = 1
s
Var(W |Y ).
Using the same argument as above leads to∣∣∣∣ ddsmmseX(s)
∣∣∣∣ ≤ 4E
[
W 4
]
s2
=
12
s2
.
This completes the proof of (13).
B. Proof of Lemma 6
The first order MI difference can be decomposed as
I ′m,n = h(Ym+1 |Y m, Am+1)− h(Ym+1 |Y m, Am+1, Xn),
where the differential entropies are guaranteed to exist because
of the additive Gaussian noise. The second term is given by
the entropy of the noise,
h(Ym+1 |Y m, Am+1, Xn) = h(Wm+1) = 1
2
log(2pie),
and thus does not depend on m. Using this decomposition, we
can now write
I ′′m,n = h(Ym+2 |Y m+1, Am+2)− h(Ym+1 |Y m, Am+1)
= h(Ym+2 |Y m+1, Am+2)− h(Ym+2 |Y m, Am+2)
= −I(Ym+1;Ym+2 |Y m, Am+2),
where the second step follows from the fact that, conditioned
on (Y m, Am), the new measurements pairs (Ym+1, Am+1) and
(Ym+2, Am+2) are identically distributed.
C. Proof of Lemma 7
We first consider the upper bound in (17). Starting with the
chain rule for mutual information, we have
I(Xn;Y m | Am) =
n∑
i=1
I(Xi;Y
m | Am, Xi−1). (80)
Next, observe that each summand satisfies
I(Xi;Y
m | Am, Xi−1)
(a)
≤ I(Xi;Xni+1, Y m | Am, Xi−1)
(b)
= I(Xi;Y
m | Am, Xi−1, Xni+1), (81)
where (a) follows from the data processing inequality and (b)
follows from expanding the mutual information using the chain
rule and noting that I(Xi;Xni+1 | Am, Xi−1) is equal to zero
because the signal entries are independent.
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Conditioned on data (Am, Xi−1, Xni+1), the mutual informa-
tion provided by Y m is equivalent to the mutual information
provided by the measurement vector
Y m − E[Y m | Am, Xi−1, Xni+1] = Am(i)Xi +Wm,
where Am(i) is the i-th column of Am. Moreover, by the
rotational invariance of the Gaussian distribution of the noise,
the linear projection of this vector in the direction of Am(i)
contains all of the information about Xi. This projection can
be expressed as
〈Am(i), Am(i)Xi +Wm〉
‖Am(i)‖ = ‖A
m(i)‖Xi +W,
where W = 〈Am(i),Wm〉/‖Am(i)‖ is Gaussian N (0, 1) and
independent of Xi and Am(i), by the Gaussian distribution of
Wm. Therefore, the mutual information obeys
I(Xi;Y
m |Am, Xi−1, Xni+1)
= I(Xi; ‖Am(i)‖Xi +W | ‖Am(i)‖)
= E
[
IX
(‖Am(i)‖2)]
= E
[
IX
(
1
nχ
2
m
)]
, (82)
where the last step follows from the fact that the entries of
Am(i) are i.i.d. Gaussian N (0, 1/n). Combining (80), (81),
and (82) gives the upper bound in (17).
Along similar lines, the lower bound in (18) follows from
Mm,n ,
1
n
mmse(Xn |Y m, Am)
(a)
= mmse(Xn |Y m, Am)
(b)
≥ mmse(Xn |Y m, Am, Xn−1)
(c)
= mmse(Xn |Am(n)Xn +Wm, Am(n))
(d)
= mmse(Xn | ‖Am(n)‖Xi +W, ‖Am(n)‖)
(e)
= E
[
mmseX
(
1
nχ
2
m
)]
,
where (a) follows from the fact that the distributions of the
columns of Am and entries of Xn are permutation invariant,
(b) follows from the data processing inequality for MMSE,
(c) follows from the independence of the signal entries, (d)
follows from the Gaussian distribution of the noise Wm, and
(e) follows from the distribution of Am(n).
We now turn our attention to the lower bound in (17). Let
the QR decomposition of Am be given by
Am = QR,
where Q is an m×n orthogonal matrix and R is an m×n upper
triangular matrix. Under the assumed Gaussian distribution on
Am, the nonzero entries of R are independent random variables
with [45, Theorem 2.3.18]:
Ri,j ∼
{
1
nχ
2
m−i+1, if i = j
N (0, 1n), if i < j. (83)
Let the rotated measurements and noise be defined by
Y˜ m = QTY m, W˜m = QTWm
and observe that
Y˜ m = RXn + W˜m.
By the rotational invariance of the Gaussian distribution of the
noise Wm, the rotated noise W˜m is Gaussian N (0, Im×m)
and independent of everything else. Therefore, only the first
d , min(m,n) measurements provide any information about
the signal. Using this notation, the mutual information can be
expressed equivalently as
I(Xn;Y m | Am) = I(Xn; Y˜ d | R)
=
d∑
i=1
I(Xn; Y˜k | Y˜ dk+1, R), (84)
where the second step follows from the chain rule for mutual
information.
To proceed, note that the measurements Y˜ dk are independent
of the first part of the signal Xk−1, because R is upper
triangular. Therefore, for all 1 ≤ k ≤ d,
I(Xn; Y˜k | Y˜ dk+1, R) = I(Xnk ; Y˜k | Y˜ dk+1, R)
(a)
≥ I(Xk; Y˜k | Y˜ dk+1, Xnk+1, R)
(b)
= I(Xk;Rk,kXk + W˜k | R)
(c)
= E
[
IX(
1
nχ
2
m−k+1)
]
, (85)
where (a) follows from the data processing inequality, (b)
follows from the fact that R is upper triangular and the
independence of the signal entries, and (c) follows from (83).
Combining (84) and (85) gives the upper bound in (17)
For the upper bound in (18), suppose that m ≥ n and let
Y˜ n be the rotated measurements defined above. Then we have
Mm,n ,
1
n
mmse(Xn | Y m, Am)
(a)
= mmse(Xn |Y m, Am)
(b)
= mmse(Xn | Y˜ m, R)
(c)
≤ mmse(Xn | Y˜n, Rn,n)
(d)
= mmse(Xn |Rn,nXn + W˜n, Rn,n)
(e)
= E
[
mmseX
(
1
nχ
2
m−n+1
)]
,
where (a) follows from the fact that the distributions of the
columns of Am and entries of Xn are permutation invariant, (b)
follows from the fact that multiplication by Q is a one-to-one
transformation, (c) follows from the data processing inequality
for MMSE, (d) follows from the fact that R is upper triangular
with m ≥ n, and (e) follows from (83).
D. Proof of Lemma 8
Let U = 1nχ
2
m−n+1 and V =
1
nχ
2
n+1 be independent scaled
chi-square random variables and let Z = U + V . Using this
notation, the lower bound in (17) satisfies
1
n
n∑
k=1
E
[
IX
(
1
nχ
2
m−k+1
)] ≥ E[IX(U)], (86)
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where we have used the fact that the mutual information
function is non-decreasing. Moreover, by (10), we have
E[IX(Z)]− E[IX(U)] ≤ 1
2
E
[
(Z/U − 1)+
]
=
1
2
E[V/U ]
=
1
2
n+ 1
m− n− 1 . (87)
Next, observe that Z has a scaled chi-squared distribution
Z ∼ 1nχ2m+2, whose inverse moments are given by
E
[
Z−1
]
=
n
m
, Var(Z−1) =
2n2
m2(m− 2) .
Therefore, by (10), we have
IX(
m
n )− E[IX(Z)] ≤
1
2
E
[(
m/n
Z
− 1
)
+
]
≤ m
2n
E
[∣∣∣∣ 1Z − nm
∣∣∣∣]
≤ m
2n
√
Var(Z−1)
=
1
2
√
2
m− 2 , (88)
where the second and third steps follow from Jensen’s inequal-
ity. Combining (86), (87) and (88) completes the proof of
Inequality (19).
We use a similar approach for the MMSE. Note that
E[mmseX(U)] = E
[
mmseX
(
1
nχ
2
m−n+1
)]
E[mmseX(Z)] ≤ E
[
mmseX
(
1
nχ
2
m
)]
, (89)
where the second inequality follows from the monotonicity of
the MMSE function. By Lemma 5, the MMSE obeys
E[mmseX(U)]− E[mmseX(Z)] ≤ 12E
[∣∣∣∣ 1U − 1Z
∣∣∣∣]
= 12
(
E
[
U−1
]− E[Z−1])
= 12
n+ 1
m− n− 1 . (90)
Moreover,∣∣E[mmseX(Z)]−mmseX(mn )∣∣ ≤ 12E[∣∣∣∣ 1Z − nm
∣∣∣∣]
≤ 12
√
Var(Z−1)
=
1
2
√
2
m− 2 (91)
where the second and third steps follow from Jensen’s inequal-
ity. Combining (89), (90) and (91) completes the proof of
Inequality (20).
E. Proof of Lemma 9
The upper bound in (22) follows from noting that
IRS(δ) , min
z≥0
R(δ, z) ≤ R(δ, 0) = IX(δ).
For the lower bound, observe that the replica-MI function can
also be expressed in terms of the replica-MMSE function as
IRS(δ) = R(δ,MRS(δ)).
Since the term [log(1 + z)− z1+z ] in the definition of R(δ, z)
is non-negative, we have the lower bound
IRS(δ) ≥ IX
(
δ
1 +MRS(δ)
)
. (92)
Next, we recall that the replica-MMSE function satisfies the
fixed-point equation
MRS(δ) = mmseX
(
δ
1 +MRS(δ)
)
. (93)
Also, for any signal distribution PX with, the MMSE function
satisfies the upper bound mmseX(s) ≤ 1/s [30, Proposition
4]. Therefore,
MRS(δ) ≤ 1 +MRS(δ)
δ
.
For δ > 1, rearranging the terms leads to the upper bound
MRS(δ) ≤ 1
δ − 1 . (94)
Combining (92) and (94) with the fact that the mutual
information is non-decreasing yields
IRS(δ) ≥ IX
(
δ
1 + 11−δ
)
= IX(δ − 1).
Lastly, we consider the bounds in (23). Combining (93) and
(94) with the fact that the MMSE is non-increasing yields
MRS(δ) ≤ mmseX
(
δ
1 + 11−δ
)
= mmseX(δ − 1).
Alternatively, starting with (93) and using the non-negativity
of MRS leads to the lower bound. This completes the proof
of Lemma 9.
F. Proof of Lemma 10
To lighten notation, we will write I(A) in place of Im,n(Am).
By the Gaussian Poincare´ inequality [43, Theorem 3.20], the
variance satisfies
Var(E[I(A)]) ≤ E
[
‖∇AI(A)‖2F
]
, (95)
where ∇A is the gradient operator with respect to A. Further-
more, by the multivariate I-MMSE relationship [46, Theorem
1], the gradient of the mutual information with respect to A is
given by
∇AI(A) = AK(A), (96)
where K(A) = E[Cov(Xn|Y m, A) | A] is the expected poste-
rior covariance matrix as a function of the matrix A.
Next, we recall some basic facts about matrices that will
allow us to bound the magnitude of the gradient. For symmetric
matrices U and V the notation U  V mean that V − U is
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positive semidefinite. If U and V are positive definite with
U  V then U2  V 2, by [47, Theorem 7.7.3], and thus
‖SU‖2F = tr(SU2ST ) ≤ tr(SV 2ST )
for every matrix S.
Since the since the conditional expectation minimizes the
squared error, the expected covariance matrix can be upper
bounded in terms of the MSE matrix associated with the optimal
linear estimator:
K(A)  (In×n + Var(X)ATAT )−1 Var(X).
Combining this inequality with the arguments given above and
the fact that
(
In×n + Var(X)ATAT
)−1  In×n leads to
‖AK(A)‖2F ≤ (Var(X))2 tr
(
AAT
)
. (97)
Alternatively, for m > n, the matrix ATA is full rank with
probability one and thus K(A)  (ATA)−1 with probability
one. This leads to the upper bound
‖AK(A)‖2F ≤ tr
((
ATA
)−1)
. (98)
To conclude, note that under the assumed Gaussian distribu-
tion on A,
E
[
tr
(
AAT
)]
= m
E
[
tr
((
ATA
)−1)]
=
n2
(m− n− 1)+ ,
where the second expression follows from [45, Theorem 3.3.16].
Combining these expectations with (95) and (96) and the upper
bounds (97) and (98) completes the proof.
G. Proof of Lemma 11
To simplify notation, the mutual information density is
denoted by Z = ı(Xn;Y m |Am). Note that Z can be expressed
as a function of the random tuple (Xn,Wm, Am) according
to
Z = log
(
fYm|Xn,Am(AmXn +Wm |Xn, Am)
fYm|Am(AmXn +Wm |Am)
)
. (99)
Starting with the law of total variance (65), we see that
Var(Z) = E[Var(Z |Am)] + Var(E[Z |Am]). (100)
The second term on the right-hand side of (100) is variance
with respect to the matrix, which is bounded by Lemma 10.
The first term on the right-hand side of (100) is the variance
with respect to the signal and the noise. Since the entries of
Xn and Wm are independent, the variance can be bounded
using the the Efron-Stein inequality [43, Theorem 3.1], which
yields
E[Var(Z |Am)] ≤
n∑
i=1
E
[
(Z − EXi [Z])2
]
+
m∑
i=1
E
[
(Z − EWi [Z])2
]
. (101)
At this point, Lemma 11 follows from combining (100),
Lemma 10, and (101) with the following inequalities
E
[
(Z − EXi [Z])2
]
≤ 12
(
1 +
(
1 +
√
m
n
)
B
1
4
)4
(102)
E
[
(Z − EWi [Z])2
]
≤
√
B. (103)
Inequalities (102) and (103) are proved in the following
subsections.
1) Proof of Inequality (102): Observe that the expectation
E
[
(Z − EXi [Z])2
]
is identical for all i ∈ [n] because the
distribution on the entries in Xn and the columns of Am are
permutation invariant. Throughout this proof, we focus on the
variance with respect to the last signal entry Xn.
Starting with the chain rule for mutual information density,
we obtain the decomposition
Z = ı(Xn;Y
m |Am) + ı(Xn−1;Y m |Xn, Am). (104)
The second term is independent of Xn, and thus does not
contribute to the conditional variance. To characterize the first
term, we introduce a transformation of the data that isolates
the effect of the nth signal entry. Let Q be drawn uniformly
from the set of m×m orthogonal matrices whose last row is
the unit vector in the direction of the last column of Am, and
let the rotated data be defined according to
Y˜ m = QY m, A˜m = QAm, W˜m = QWm.
By construction, the last column of A˜m is zero everywhere
except for the last entry with
A˜i,n =
{
0, if 1 ≤ i ≤ m− 1
‖Am(n)‖, if i = m,
where Am(n) denotes the n-th column of Am. Furthermore,
by the rotational invariance of the Gaussian distribution of the
noise, the rotated noise W˜m has the same distribution as Wm
and is independent of everything else.
Expressing the mutual information density in terms of the
rotated data leads to the further decomposition
ı(Xn;Y
m |Am) (a)= ı(Xn; Y˜ m |A˜m)
(b)
= ı(Xn; Y˜m | Y˜ m−1, A˜m)
+ ı(Xn; Y˜
m−1 |A˜m)
(c)
= ı(Xn; Y˜m | Y˜ m−1, A˜m), (105)
where (a) follows from fact that multiplication by Q is a one-to-
one transformation, (b) follows from the chain rule for mutual
information density, and (c) follows from fact that the first
m− 1 entries of Y˜ m are independent of Xn.
To proceed, we introduce the notation U = (Y˜ m−1, A˜m−1).
Since the noise is independent of the measurements, the
conditional density of Y˜m given (Xn, U, A˜m) obeys
fY˜m|Xn,U,A˜m(y˜m | xn, u, a˜m)
= f
W˜m
(y˜m − 〈a˜m, xn〉)
=
1√
2pi
exp
(
−1
2
(y˜m − 〈a˜m, xn〉)2
)
.
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Starting with (105), the mutual information density can now
be expressed as
ı(Xn;Y
m | Am) = ı
(
Xn; Y˜m | U, A˜m
)
= log
(
fY˜m|Xn,U,A˜m(Y˜m | Xn, U, A˜m)
fY˜m|U,A˜m(Y˜m | U, A˜m)
)
,
= g(U, Y˜m, A˜m)− 1
2
W˜ 2m, (106)
where
g(U, Y˜m, Am) = log
(
(2pi)−
1
2
fY˜m|U,A˜m(Y˜m | U, A˜m)
)
.
Furthermore, by (104) and (106), the difference between Z
and its conditional expectation with respect to Xn is given by
Z − EXn [Z] = g(U, Y˜m, A˜m)− EXn
[
g(U, Y˜m, A˜m)
]
.
Squaring both sides and taking the expectation yields
E
[
(Z − EXn [Z])2
]
= E
[(
g(U, Y˜m, A˜m)− EXn
[
g(U, Y˜m, A˜m)
])2]
(b)
≤ E
[
g2(U, Y˜m, A˜m)
]
, (107)
where (b) follows from the law of total variance (65).
Next, we bound the function g(u, y˜m, a˜m). Let Xnu be drawn
according to the conditional distribution PXn|U=u. Then, the
conditional density of Y˜m given (U, A˜m) is given by
fY˜m|U,A˜m(y˜m | u, a˜m)
= E
[
fY˜m|Xn,U,A˜m(y˜m | Xnu , u, a˜m)
]
= E
[
1√
2pi
exp
(
−1
2
(y˜m − 〈am, Xnu 〉)2
)]
.
Since the conditional density obeys the upper bound
fY˜m|U,A˜m(y˜m | u, a˜m) ≤ (2pi)−
1
2 ,
we see that g(u, y˜m, a˜m) is nonnegative. Alternatively, by
Jensen’s inequality,
fY˜m|U,A˜m(y˜m | u, a˜m)
≥ 1√
2pi
exp
(
−1
2
E
[
(y˜m − 〈am, Xnu 〉)2
])
,
and thus
g(u, y˜m, a˜m) ≤ 1
2
E
[
(y˜m − 〈am, Xnu 〉)2
]
.
Using these facts leads to the following inequality:
g2(u, y˜m, a˜m) ≤ 1
4
(
EXnu
[
(ym − 〈a˜m, Xnu 〉)2
])2
(a)
≤ 1
4
EXnu
[
(y˜m − 〈a˜m, Xnu 〉)4
]
(b)
≤ 2(y˜m)4 + 2EXnu
[
(〈a˜m, Xnu 〉)4
]
,
where (a) follows from Jensen’s inequality and (b) follows
from (60). Taking the expectation with respect to the random
tuple (U, Y˜m, A˜m), we can now write
E
[
g2(U, Y˜m, A˜m)
]
≤ 2E
[(
Y˜m
)4]
+ 2E
[(
〈A˜m, XnU 〉
)4]
(a)
= 2E
[(
Y˜m
)4]
+ 2E
[(
〈A˜m, Xn〉
)4]
,
(108)
where (a) follows from the fact that XnU has the same
distribution as Xn and is independent of A˜m. To upper bound
the first term, observe that
E
[(
Y˜m
)4]
= E
(W˜m + n∑
i=1
A˜m,iXi
)4
(a)
≤
((
E
[
W˜ 4m
]) 1
4
+
(
E
[(
〈A˜m, Xn〉
)4]) 14)4
=
(
3
1
4 +
(
E
[(
〈A˜m, Xn〉
)4]) 14)4
(109)
where (a) follows from Minkowski’s inequality (61). To bound
the fourth moment of 〈A˜m, Xn〉, we use the fact that the entries
of the rotated measurement vector A˜m are independent with
A˜m,i ∼
{
N (0, 1n ), if 1 ≤ i ≤ n− 1
1√
n
χm, if i = n,
where χm denotes a chi random variable with m degrees of
freedom. Thus, we have(
E
[(
〈A˜m, Xn〉
)4]) 14
(a)
≤
E
(n−1∑
i=1
A˜m,iXi
)4 14 + (E[(A˜m,nXn)4]) 14
(b)
=
(
3
n2
E
[∥∥Xn−1∥∥4]) 14 + (m(m+ 2)
n2
E
[
X4n
]) 14
(c)
≤
(
3(n− 1)2
n2
B
) 1
4
+
(
m(m+ 2)
n2
B
) 1
4
≤
(
1 +
√
m
n
)
(3B)
1
4 , (110)
where (a) follows from Minkowski’s inequality (61), (b) follows
from the distribution on A˜m and (c) follows from Assumption
2 and inequality (58) applied to ‖Xn−1‖4 =
(∑n−1
i=1 X
2
i
)2
.
Finally, combining (107), (108), (109), and (110) leads to
E
[
(Z − EXn [Z])2
]
≤ 2
(
3
1
4 +
(
1 +
√
m
n
)
(3B)
1
4
)4
+ 2
(
1 +
√
m
n
)4
(3B)
≤ 12
(
1 +
(
1 +
√
m
n
)
B
1
4
)4
.
This completes the proof of Inequality (102).
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2) Proof of Inequality (103): Observe that the expectation
E
[
(Zk − EWm [Zk])2
]
is identical for all k ∈ [m] because the
distributions on the entries in Wn and the rows of Am are
permutation invariant. Throughout this proof, we focus on the
variance with respect to the last noise entry Wm.
Recall from (99), Z can be expressed as a function of
(Xn,Wm, Am). By the Gaussian Poincare´ inequality [43,
Theorem 3.20], the variance with respect to Wm obeys
E
[
(Z − EWm [Z])2
]
≤ E
[(
∂
∂Wm
Z
)2]
, (111)
where ∂∂WmZ denotes the partial derivative of the right-hand
side of (99) evaluated at the point (Xn,Wm, Am).
To compute the partial derivative, observe that by the chain
rule for mutual information density,
Z = ı(Xn;Y m−1 |Am) + ı(Xn;Ym |Y m−1, Am).
In this decomposition, the first term on the right-hand side is
independent of Wm. The second term can be decomposed as
ı(Xn;Ym |Y m−1, Am)
= log
(
fYm|Xn,Ym−1,Am(Ym | Xn, Y m−1, Am)
fYm|Ym−1,Am(Ym | Y m−1, Am)
)
= log
(
fWm(Ym − 〈Am, Xn〉)
fYm|Ym−1,Am(Ym | Y m−1, Am)
)
= log
(
fWm(Ym)
fYm|Ym−1,Am(Ym | Y m−1, Am)
)
+ Ym〈Am, Xn〉 − 1
2
(〈Am, Xn〉)2.
Note that the first term on the right-hand side is the negative of
the log likelihood ratio. The partial derivative of this term with
respect to Ym can be expressed in terms of the conditional
expectation [48]:
∂
∂Ym
log
(
fWm(Ym)
fYm|Ym−1,Am(Ym | Y m−1, Am)
)
= −E[〈Am, Xn〉 | Y m, Am].
Recalling that Ym = 〈Am, Xn〉+Wm, the partial derivative
with respect to Wm can now be computed directly as
∂
∂Wm
Z =
∂
∂Ym
ı(Xn;Ym | Y m−1, Am)
= 〈Am, Xn〉 − E[〈Am, Xn〉 | Y m, Am]
= 〈Am, Xn − E[Xn | Y m, Am]〉.
Thus, the expected squared magnitude obeys
E
[(
∂
∂Wi
Zm
)2]
= E
[
(〈Am, Xn − E[Xn | Y m, Am]〉)2
]
= E[Var(〈Am, Xn〉 | Y m, Am)]
(a)
≤ E[Var(〈Am, Xn〉 | Am)]
= E
[
ATm Cov(X
n)Am
]
(b)
= E
[
X2
]
(c)
≤
√
B, (112)
where (a) follows from the law of total variance (65) and
(b) follows from the fact that E
[
AmA
T
m
]
= 1nIn×n, and (c)
follows from Jensen’s inequality and Assumption 2. Combining
(111) and (112) completes the proof of Inequality (103).
APPENDIX C
PROOFS OF RESULTS IN SECTION IV
A. Proof of Lemma 12.
The squared error obeys the upper bound
|Em,n|2 =
(
1
n
n∑
i=1
(Xi − E[Xi |Y m, Am])2
)2
(a)
≤ 1
n
n∑
i=1
(Xi − E[Xi |Y m, Am])4
(b)
≤ 8
n
n∑
i=1
[
|Xi|4 + |E[Xi |Y m, Am]|4
]
(c)
≤ 8
n
n∑
i=1
[
|Xi|4 + E
[
|Xi|4 |Y m, Am
]]
,
where (a) follows from Jensen’s inequality (58), (b) follows
from (60), and (c) follows from Jensen’s inequality. Taking the
expectation of both sides leads to
E
[
|Em,n|2
]
≤ 16
n
n∑
i=1
E
[
|Xi|4
]
≤ 16B,
where the second inequality follows from Assumption 2.
Next, observe that the conditional distribution Ym+1 given
Xn is zero-mean Gaussian with variance 1 + 1n‖Xn‖2. Thus,
E
[
Y 4m+1
]
= E
[
E
[
Y 4 |Xn]]
= 3E
[(
1 + 1n‖Xn‖2
)2]
(a)
≤ 6(1 + 1n2E[‖Xn‖4])
(b)
≤ 6(1 +B),
where (a) follows from (59) and (b) follows from (58) and
Assumption 2. Along similar lines,
E
[∣∣Ym+1 − E[Ym+1 |Y m, Am+1]∣∣4]
(a)
≤ 8E
[
|Ym+1|4
]
+ 8E
[∣∣E[Ym+1 |Y m, Am+1]∣∣4]
(b)
≤ 16E
[
|Ym+1|4
]
≤ 96(1 +B),
where (a) follows from (60) and (b) follows from Jensen’s
inequality.
Finally, we note that the proof of (27) can be found in the
proof of Lemma 20.
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B. Proof of Lemma 13
The starting point for these identities is to observe that the
differences between the measurements Yi and Yj and their
conditional expectations given the data (Y m, Am, Ai, Aj) can
be expressed as[
Yi − Ŷi
Yj − Ŷj
]
=
[
ATi
ATj
](
Xn − X̂n
)
+
[
Wi
Wj
]
, (113)
where X̂n = E[Xn | Y m, Am] is the signal estimate after the
first m measurements.
1) Proof of Identity (30): Starting with (113), we see that
the conditional variance of Yi can be expressed in terms of the
posterior covariance matrix of the signal:
Var(Yi |Y m, Am, Ai) = ATi Cov(Xn |Y m, Am)Ai + 1.
Taking the expectation of both sides with respect to Ai yields
EAi [Var(Yi |Y m, Am, Ai)]
= EAi
[
ATi Cov(X
n |Y m, Am)Ai
]
+ 1
= EAi
[
tr
(
AiA
T
i Cov(X
n |Y m, Am))]+ 1
= tr
(
EAi
[
AiA
T
i
]
Cov(Xn |Y m, Am))+ 1
=
1
n
tr(Cov(Xn | Y m, Am)) + 1,
where we have used the fact that E
[
AiA
T
i
]
= 1nIm×m.
2) Proof of Identity (31): Along the same lines as the
conditional variance, we see that the conditional covariance
between of Yi and Yj is given by
Cov(Yi, Yj | Y m, Am, Ai, Aj) = ATi Cov(Xn | Y m, Am)Aj .
Letting K = Cov(Xn | Y m, Am), the expectation of the
squared covariance with respect to Ai and Aj can be computed
as follows:
EAi,Aj
[
(Cov(Yi, Yj | Y m, Am, Ai, Aj))2
]
= EAi,Aj
[(
ATi KAj
)(
ATj KA
T
i
)]
=
1
n
EAi
[
ATi K
2Ai
]
=
1
n
EAi
[
tr
(
AiA
T
i K
2
)]
=
1
n
tr
(
EAi
[
AiA
T
i
]
K2
)
=
1
n2
tr
(
K2
)
,
where we have used the fact that Ai and Aj are independent
with E
[
AiA
T
i
]
= 1nIm×m. Noting that tr(K
2) = ‖K‖2F
completes the proof of Identity (31).
3) Proof of Identity (32): For this identity, observe that the
measurement vectors (Ai, Aj) and the noise terms (Wi,Wj)
in (113) are Gaussian and independent of the signal error.
Therefore, the conditional distribution of (Yi − Ŷi, Yj − Ŷj)
given (Xn, Y m, Am) is i.i.d. Gaussian with mean zero and
covariance
Cov
([
Yi − Ŷi
Yj − Ŷj
] ∣∣∣∣∣ Xn, Y m, Am
)
=
[
1 + Em 0
0 1 + Em
]
.
Using the fact that the expected absolute value of standard
Gaussian variable is equal to
√
2/pi, we see that the conditional
absolute moments are given by
E
[∣∣Yi − Ŷi∣∣ ∣∣∣ Xn, Y m, Am] = √ 2
pi
√
1 + Em
E
[∣∣Yi − Ŷi∣∣∣∣Yj − Ŷj∣∣ ∣∣∣ Xn, Y m, Am] = 2
pi
(1 + Em).
Taking the expectation of both sides with respect to the posterior
distribution of Xn given (Y m, Am) leads to
E
[∣∣Yi − Ŷi∣∣ ∣∣∣ Y m, Am] = √ 2
pi
E
[√
1 + Em | Y m, Am
]
E
[∣∣Yi − Ŷi∣∣∣∣Yj − Ŷj∣∣ ∣∣∣ Y m, Am] = 2
pi
(1 + Vm).
Finally, we see that the conditional covariance is given by
Cov
(∣∣Yi − Ŷi∣∣, ∣∣Yj − Ŷj∣∣ ∣∣∣ Y m, Am)
=
2
pi
E
[(√
1 + Em
)2 ∣∣∣∣ Y m, Am]
− 2
pi
(
E
[√
1 + Em
∣∣∣ Y m, Am])2
=
2
pi
Var
(√
1 + Em | Y m, Am
)
.
This completes the proof of identity (32).
C. Proof of Lemma 14
To simplify notation, we drop the explicit dependence on
the problem dimensions and write E and V instead of Em,n
and Vm,n. Also, we use U = (Y m, Am) to denote the first m
measurements. Using this notation, the posterior distribution
is given by PXn|U and the posterior variance is V = E[E |U ].
1) Proof of Inequality (33): To begin, let E ′m be a condi-
tionally independent copy of E that is drawn according to
the posterior distribution PE|U . Starting with the fact that the
posterior variance can expressed as V = E[E ′ | U ], the absolute
deviation between E and V can be upper bounded using the
following series of inequalities:
E[|E − V |] = EU
[
E
[|E − E[E ′ |U ]| ∣∣U]]
(a)
≤ EU
[
E
[|E − E ′| ∣∣U]]
= E[|E − E ′|]
= E
[∣∣∣∣(√1 + E +√1 + E ′)
×
(√
1 + E −√1 + E ′
)∣∣∣∣]
(b)
≤
√
E
[∣∣∣√1 + E +√1 + E ′∣∣∣2]
×
√
E
[∣∣∣√1 + E −√1 + E ′∣∣∣2], (114)
where (a) follows from Jensen’s inequality and the fact that E
and E ′ are conditionally independent given U and (b) follows
from the Cauchy-Schwarz inequality.
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For the first term on the right-hand side of (114), observe
that
E
[∣∣∣√1 + E +√1 + E ′∣∣∣2] (a)≤ 2E[(1 + E)] + 2E[(1 + E ′)]
(b)
= 4(1 +Mm,n)
≤ CB , (115)
where (a) follows from (59) and (b) follows from the fact that
E and E ′ are identically distributed.
For the second term on the right-hand side of (114), observe
that
E
[∣∣∣√1 + E −√1 + E ′∣∣∣2]
(a)
= 2E
[
Var(
√
1 + E |U)
]
(b)
= piE
[
Cov
(|Zm+1|, |Zm+2| ∣∣U)], (116)
with Zi = Yi − E[Yi | Y m, Am, Ai]. Here, (a) follows from
the conditional variance decomposition (64) and (b) follows
from Identity (32).
To bound the expected covariance, we apply Lemma 33 with
p = 1 to obtain
E[Cov(|Zm+1|, |Zm+2| | U)]
≤ 2
√
E
[√
E
[
Z4m+1 | U
]
E
[
Z4m+2 | U
]]
×
√
I(|Zm+1|; |Zm+2| |U). (117)
For the first term on the right-hand side, observe that
E
[√
E
[
Z4m+1 |U
]
E
[
Z4m+2 |U
]] (a)≤ √E[Z4m+1]E[Z4m+2]
(b)
≤ CB , (118)
where (a) follows from the Cauchy-Schwarz inequality and (b)
follows from (29).
Combining (114), (115), (116), (117), and (118) yields
E[|E − V |] ≤ CB · |I(|Zm+1|; |Zm+2| |U)|
1
4 .
Thus, in order to complete the proof, we need to show that the
mutual information term can be upper bounded in terms of the
second order MI difference sequence. To this end, observe that
I
(|Zm+1|; |Zm+2| ∣∣U)
(a)
≤ I(Zm+1;Zm+2 |U)
(b)
≤ I(Zm+1, Am+1;Zm+2, Am+2 |U)
(c)
= I(Ym+1, Am+1;Ym+2, Am+2 |U)
(d)
= I(Ym+1;Ym+2 |U,Am+1, Am+2)
(e)
= −I ′′m,
where (a) and (b) both follow from the data processing
inequality for mutual information, (c) follows from the fact that,
given (U,Am+i), there is a one-to-one mapping between Zm+i
and Ym+i, (d) follows from the fact that measurements are
generated independently of everything else (Assumption 1), and
(e) follows from (15). This completes the Proof of Inequality
(33).
2) Proof of Inequality (34): The main idea behind this
proof is to combine identity (31) with the covariance bound in
Lemma 33. The only tricky part is that the expectation with
respect to (Am+1, Am+2) is taken with respect to the squared
Frobenius norm whereas the expectation with respect to U is
taken with respect to the square root of this quantity.
To begin, observe that for each realization U = u, we have
1
n2
‖Cov(Xn | U = u)‖2F
(a)
= E
[∣∣Cov(Ym+1, Ym+2 | U = u,Am+2m+1)∣∣2]
(b)
≤ 4
√
E
[
Y 4m+1 | U = u
]
E
[
Y 4m+2 | U = u
]
×
√
I(Ym+1;Ym+2 | U = u,Am+2m+1),
where (a) follows from (31) and (b) follows from Lemma 33
with p = 2 and the fact that
E
[
E
[
Y 4m+1 | U = u,Am+2m+1
]
E
[
Y 4m+2 | U = u,Am+2m+1
]]
= E
[
Y 4m+1 | U = u
]
E
[
Y 4m+2 | U = u
]
.
Taking the expectation of the square root of both sides with
respect to U leads to
1
n
E[‖Cov(Xn | U)‖F ]
(a)
≤ 4∣∣E[Y 4m+1]E[Y 4m+2]I(Ym+1;Ym+2 | U,Am+2m+1)∣∣ 14
(b)
≤ CB ·
∣∣I(Ym+1;Ym+2 | U,Am+2m+1)∣∣ 14
(c)
= CB · |I ′′m|
1
4 ,
where (a) follows from the Cauchy-Schwarz inequality and
Jensen’s Inequality, (b) follows from (28), and (c) follows from
(15). This completes the Proof of Inequality (34).
D. Proof of Lemma 15
The mutual information difference density can be decom-
posed as
Jm,n = ı(Xn; Y¯m+1 | Y m, Am+1)
= − log
(
fY¯m+1|Ym,Am+1
(
Y¯m+1
))
− 1
2
log(2pi)− 1
2
W 2m+1,
where fY¯m+1|Ym,Am+1(y) denotes the conditional density
function of the centered measurement evaluated with the
random data (Y m, Am+1). Therefore, for every σ2 > 0, the
Kullback–Leibler divergence between PY¯m+1|Ym,Am+1 and the
Gaussian distribution N (0, σ2) can be expressed as
DKL
(
PY¯m+1|Ym,Am+1
∥∥∥N (0, σ2))
=
∫ (
1
2σ2
y2 +
1
2
log
(
2piσ2
))
fY¯m+1|Ym,Am+1(y)dy
+
∫
log
(
fY¯m+1|Ym,Am+1(y)
)
fY¯m+1|Ym,Am+1(y)dy
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=
1
2σ2
E
[
Y¯ 2m+1 |Y m, Am+1
]
+
1
2
log(2piσ2)
− E[Jm,n |Y m, Am+1]− 1
2
log(2pi)− 1
2
.
Taking the expectation with respect to Am+1 and rearranging
terms leads to
EAm+1
[
DKL
(
PYm+1|Ym,Am+1
∥∥∥N (0, σ2))]
=
1
2
log(σ2)− Jm,n + 1
2
(
1 + Vm,n
σ2
− 1
)
, (119)
where we have used the fact that the conditional variance is
given by (36).
At this point, Identity (38) follows immediately by letting
σ2 = 1 +Vm,n. For Identity (39), let σ2 = 1 +Mm,n and note
that the expectation of the last term in (119) is equal to zero.
E. Proof of Lemma 17
The error vector X¯n = Xn − E[Xn |Y m, Am] has mean
zero by construction. Therefore, by (35) and Lemma 16, the
posterior non-Gaussianness satisfies
∆Pm,n ≤
1
2
E
[|Em,n − Vm,n| ∣∣Y m, Am]
+ C ·
∣∣∣ 1n‖Cov(Xn |Y m, Am)‖F(1 + V˜ 2m,n)∣∣∣ 25 ,
where V˜m,n =
√
E
[E2m,n |Y m, Am]. Taking the expectation
of both sides and using the Cauchy-Schwarz inequality and
Jensen’s inequality leads to
E
[
∆Pm,n
] ≤ 1
2
E[|Em,n − Vm,n|]
+ C ·
∣∣∣∣ 1nE[‖Cov(Xn |Y m, Am)‖F ](1+√E[E2m,n])∣∣∣∣ 25 .
Furthermore, combining this inequality with Lemma 14 and
(26) gives
E
[
∆Pm,n
] ≤ CB · [∣∣I ′′m,n∣∣ 14 + ∣∣I ′′m,n∣∣ 110 ].
Finally, since |I ′′m,n| can be bounded uniformly by a constant
that depends only on B, we see that the dominant term on
the right-hand side is the one with the smaller exponent. This
completes the proof.
F. Proof of Lemma 18
To simplify notation we drop the explicit dependence on the
problem parameters and write M and V instead of Mm,n and
Vm,n. The first inequality in (41) follows immediately from
the fact that the mapping x 7→ log(1 + x) is one-Lipschitz on
R+.
Next, letting V ′ be an independent copy of V , the absolute
deviation of the posterior variance can be upper bounded as
follows:
E[|V −M |] = E[|V − E[V ′]|]
(a)
≤ E[|V − V ′|]
(b)
≤
√
E
[
(1 + V )
2
]
E
[∣∣∣∣log( 1 + V1 + V ′
)∣∣∣∣], (120)
where (a) follows from Jensen’s inequality and (b) follows
from applying Lemma 30 with X = 1 + Vm and Y = 1 + V ′m.
The first expectation on right-hand side of (120) obeys:
E
[
(1 + Vm)
2
] (a)
≤ 2(1 + E[V 2]) (b)≤ CB , (121)
where (a) follows from (59) and (b) follows form Jensen’s
inequality and (26).
For the second expectation on the right-hand side of (120),
observe that by the triangle inequality, we have, for every
t ∈ R,∣∣∣∣log( 1 + V1 + V ′
)∣∣∣∣ ≤ |log(1 + V )− t|+ |log(1 + V ′)− t|.
Taking the expectation of both sides and minimizing over t
yields
E
[∣∣∣∣log( 1 + V1 + V ′
)∣∣∣∣] ≤ mint∈R 2E[|log(1 + V )− t|]. (122)
Plugging (120) and (121) back into (122) completes the proof
of Lemma 18.
G. Proof of Lemma 19
Let U = (Y m, Am) and Uk = (Y m+km+1 , A
m+k
m+1). We use the
fact that the posterior variance can be expressed in terms of
the expected variance of a future measurement. Specifically,
by (30), it follows that for any integer i > m+ k, we have
Vm = EAi [Var(Yi |U,Ai)]− 1
Vm+k = EAi [Var(Yi |U,Uk, Ai)]− 1.
Accordingly, the expectation of the absolute difference can be
upper bounded as
E[|Vm+k − Vm|]
= E[|EAi [Var(Yi |U,Uk, Ai)− Var(Yi |U,Ai)]|]
(a)
≤ E[|Var(Yi |U,Uk, Ai)− Var(Yi |U,Ai)|]
(b)
≤ C ·
√
E[Y 4i ]E
[
DKL(PYi|U,Uk,Ai
∥∥PYi|U,Ai)]
(c)
≤ CB ·
√
E
[
DKL(PYi|U,Uk,Ai
∥∥PYi|U,Ai)], (123)
where (a) follows from Jensen’s inequality, (b) follows from
Lemma 32 with p = 1, and (c) follows from (28).
Next, the expected Kullback–Leibler divergence can be
expressed in terms of a conditional mutual information,
E
[
DKL(PYi|U,Uk,Ai
∥∥PYi|U,Ai)]
= I(Yi;Uk | U,Ai)
(a)
= I(Yi;Y
m+k
m+1 |Y m, Am+k, Ai)
(b)
= h(Yi |Y m, Am, Ai)− h(Wi)
− h(Yi |Y m+k, Am+k, Ai) + h(Wi)
(c)
= h(Ym+1 | Y m, Am+1)− h(Wm+1)
− h(Ym+k+1 |Y m+k, Am+k+1) + h(Wm+k)
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(d)
= I(Xn;Ym+1 |Y m, Am+1)
− I(Xn;Ym+k+1 |Y m+k, Am+k+1)
(e)
= I ′m,n − I ′m+k,n (124)
where (a) follows from the definitions of U and Uk and the
fact that the measurements are independent of everything else,
(b) follows from expanding the mutual information in terms
of the differential entropy of Yi, (c) follows from the fact that
future measurements are identically distributed given the past,
(d) follows from the fact that h(Wm) = h(Ym |Xn, Am), and
(e) follows from (14).
Combining (123) and (124), we see that the following
inequality holds for all integers m and k,
E[|Vm,n − Vk,n|] ≤ CB ·
∣∣I ′m,n − I ′k,n∣∣ 12 .
Moreover, we can now bound the deviation over ` measure-
ments using
1
`
m+`−1∑
i=m
E[|Vm − Vk|] ≤ CB · 1
`
m+`−1∑
k=m
|I ′m − I ′k|
1
2
≤ CB ·
∣∣I ′m − I ′m+`−1∣∣ 12 ,
where the second inequality follows from the fact that I ′m,n is
non-increasing in m (see Section III-B). This completes the
proof of Lemma 19.
H. Proof of Lemma 20
Starting with the triangle inequality, the sum of the posterior
MI difference satisfies, for all t ∈ R,∣∣∣∣∣
m+`−1∑
i=m
Ji − t
∣∣∣∣∣ ≤
∣∣∣∣∣
m+`−1∑
i=m
Ji − Ji
∣∣∣∣∣+
∣∣∣∣∣
m+`−1∑
i=m
Ji − t
∣∣∣∣∣.
Taking the expectation of both sides and minimizing over t
leads to
inf
t∈R
E
[∣∣∣∣∣
m+`−1∑
i=m
Ji − t
∣∣∣∣∣
]
≤ inf
t∈R
E
[∣∣∣∣∣
m+`−1∑
i=m
Ji − t
∣∣∣∣∣
]
+ E
[∣∣∣∣∣
m+`−1∑
i=m
Ji − Ji
∣∣∣∣∣
]
. (125)
For the first term in (125), observe that
inf
t∈R
E
[∣∣∣∣∣
m+`−1∑
i=m
Ji − t
∣∣∣∣∣
]
(a)
≤ inf
t∈R
√√√√√E
∣∣∣∣∣
m+`−1∑
i=m
Ji − t
∣∣∣∣∣
2

=
√√√√Var(m+`−1∑
i=m
Ji
)
, (126)
where (a) follows from Jensen’s inequality. Furthermore, the
variance obeys the upper bound
Var
(
m+`−1∑
i=m
Ji
)
= Var
(
m+`−1∑
i=0
Ji −
m−1∑
i=0
Ji
)
(a)
≤ 2Var
(
m+`−1∑
i=0
Ji
)
+ 2Var
(
m−1∑
i=0
Ji
)
(b)
= 2Var
(
ı
(
Xn;Y m+` | Am+`))
+ 2Var(ı(Xn;Y m | Am))
(c)
≤ CB ·
(
1 + m+`n
)2
n+ CB ·
(
1 + mn
)2
n
≤ C ′B ·
(
1 + m+`n
)2
n
where (a) follows from (59), (b) follows from the definition
of Jm, and (c) follows from Lemma 11. Plugging this bound
back into (126) gives
inf
t∈R
E
[∣∣∣∣∣
m+`−1∑
i=m
Ji − t
∣∣∣∣∣
]
≤ CB ·
(
1 +
m+ `
n
)√
n. (127)
Next, we consider the second term in (125). Note that Jm
can be expressed explicitly as follows:
Jm = log
(
fYm+1|Xn,Ym,Am+1(Ym+1 | Xn, Y m, Am+1)
fYm+1|Ym,Am+1(Ym+1 | Y m, Am+1)
)
= − log(fYm+1|Ym,Am+1(Ym+1 | Y m, Am+1))
− 1
2
W 2m+1 −
1
2
log(2pi).
To proceed, we define the random variables
Hm , − log
(
fYm+1|Ym,Am+1(Ym+1 | Y m, Am+1)
)
Ĥm , E[Hm | Y m, Am],
and observe that
Jm = Hm − 1
2
W 2m+1 −
1
2
log(2pi)
Jm = Ĥm − 1
2
− 1
2
log(2pi).
Using this notation, we can now write
E
[∣∣∣∣∣
m+`−1∑
i=m
Ji − Ji
∣∣∣∣∣
]
= E
[∣∣∣∣∣
m+`−1∑
i=m
Hi − Ĥi + 1
2
(W 2i − 1)
∣∣∣∣∣
]
(a)
≤ E
[∣∣∣∣∣
m+`−1∑
i=m
Hi − Ĥi
∣∣∣∣∣
]
+ E
[∣∣∣∣∣
m+`−1∑
i=m
1
2
(W 2i − 1)
∣∣∣∣∣
]
(b)
≤
√√√√√E
(m+`−1∑
i=m
Hi − Ĥi
)2
+
√√√√√E
(m+`−1∑
i=m
1
2
(W 2i − 1)
)2, (128)
where (a) follows from the triangle inequality and (b) follows
from Jensen’s inequality. For the first term on the right-hand
side, observe that square of the sum can be expanded as follows:
E
(m+`−1∑
i=m
Hi − Ĥi
)2
=
m+`−1∑
i=m
E
[(
Hi − Ĥi
)2]
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+ 2
m+`−1∑
i=m
m+`−1∑
j=i+1
E
[(
Hi − Ĥi
)(
Hj − Ĥj
)]
.
(129)
To deal with the first term on the right-hand side of (129),
observe that
E
[(
Hi − Ĥi
)2] (a)
= E
[
Var(Hi | Y i, Ai)
]
(b)
≤ E[Var(Hi)]
≤ E
[(
Hi − 1
2
log(2pi)
)2]
,
where (a) follows from the definition of Ĥi and (b) follows
from the law of total variance (65). To bound the remaining
term, let U = (Y m, Am) and let X˜nu be drawn according to the
posterior distribution of Xn given U = u. Then, the density
of Ym+1 given (U,Am+1) can be bounded as follows:
1√
2pi
≥ fYm+1|U,Am+1(ym+1 | u, am+1)
= EX˜nu
[
1√
2pi
exp
(
−1
2
(ym+1 − 〈am+1, X˜nu 〉)2
)]
(a)
≥ 1√
2pi
exp
(
−1
2
EX˜nu
[
(ym+1 − 〈am+1, X˜nu 〉)2
])
(b)
≥ 1√
2pi
exp
(
−y2m+1 − EX˜nu
[
(〈am+1, X˜nu 〉)2
])
,
where (a) follows from Jensen’s inequality and the convexity of
the exponential and (b) follows from (59). Using these bounds,
we obtain
E
[(
Hi − 1
2
log(2pi)
)2]
≤ E
[(
Y 2m+1 + EX˜nU
[(
〈Am+1, X˜nU 〉
)2])2]
(a)
≤ 2E[Y 4m+1]+ 2E
[(
EX˜nU
[(
〈Am+1, X˜nU 〉
)2])2]
(b)
≤ 2E[Y 4m+1]+ 2E[(〈Am+1, Xn〉)4]
≤ 4E[Y 4m+1]
(c)
≤ CB ,
where (a) follows from (59), (b) follows from Jensen’s
inequality and the fact that X˜nU as the same distribution as X
n
and is independent of Am+1, and (c) follows from (28).
To deal with the second term on the right-hand side of (129),
note that Hi and Ĥi are determined by (Y i+1, Ai+1), and thus,
for all j > i,
E
[(
Hi − Ĥi
)(
Hj − Ĥj
)
| Y i+1, Ai+1
]
=
(
Hi − Ĥi
)
E
[(
Hj − Ĥj
)
| Y i+1, Ai+1
]
= 0.
Consequently, the cross terms in the expansion of (129) are
equal to zero, and the first term on the right-hand side of (128)
obeys the upper bound√√√√√E
(m+`−1∑
i=m
Hi − Ĥi
)2 ≤ CB · √`. (130)
As for the second term on the right-hand side of (128), note
that
∑m+`−1
i=m W
2
i is chi-squared with ` degrees of freedom,
and thus √√√√√E
(m+`−1∑
i=m
1
2
(W 2i − 1)
)2 = √ `
2
. (131)
Plugging (130) and (131) back in to (128) leads to
E
[∣∣∣∣∣
m+`−1∑
i=m
Ji − Ji
∣∣∣∣∣
]
≤ CB ·
√
`.
Finally, combining this inequality with (125) and (127) gives
inf
t∈R
E
[∣∣∣∣∣
m+`−1∑
i=m
Ji − t
∣∣∣∣∣
]
≤ CB ·
((
1 +
m+ `
n
)√
n+
√
`
)
≤ C ′B ·
((
1 +
m
n
)√
n+
`√
n
)
,
where the last step follows from keeping only the dominant
terms. This completes the proof of Lemma 20.
I. Proof of Lemma 21
Fix any (m,n, `) ∈ N3. We begin with the following
decomposition, which follows from the triangle inequality:
inf
t∈R
E
[
1
2
log(1 + Vm)− t
]
≤ E
[∣∣∣∣∣12 log(1 + Vm)− 1`
m+`+1∑
k=m
1
2
log(1 + Vk)
∣∣∣∣∣
]
+ E
[∣∣∣∣∣1`
m+k+1∑
k=m
1
2
log(1 + Vk)− 1
k
m+`+1∑
i=m
Jk
∣∣∣∣∣
]
+ inf
t∈R
E
[∣∣∣∣∣1`
m+`+1∑
i=m
Jk − t
∣∣∣∣∣
]
. (132)
The first term on the right-hand side of (132) can be bounded
in terms of the smoothness of the mutual information given in
Lemma 19. We use the following chain of inequalities:
E
[∣∣∣∣∣log(1 + Vm)− 1`
m+`−1∑
k=m
log(1 + Vk)
∣∣∣∣∣
]
(a)
≤ 1
`
m+`−1∑
k=m
E[|log(1 + Vm)− log(1 + Vk)|]
(b)
≤ 1
`
m+`−1∑
k=m
E[|Vm − Vk|]
(c)
≤ CB ·
∣∣I ′m − I ′m+`−1∣∣ 12 (133)
where (a) follows from Jensen’s inequality, (b) follows from
the fact that the mapping log(1 + x)→ x is one-Lipschitz on
R+, and (c) follows from Lemma 19.
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The second term on the right-hand side of (132) is bounded
by the relationship between the posterior variance and posterior
mutual information difference:
E
[∣∣∣∣∣1`
m+`−1∑
k=m
1
2
log(1 + Vk)− 1
`
m+`−1∑
k=m
Jk
∣∣∣∣∣
]
(a)
=
1
`
m+`−1∑
k=m
E
[
∆Pk
]
(b)
≤ CB · 1
`
m+`−1∑
k=m
|I ′′k |
1
10
(c)
≤ CB ·
∣∣∣∣∣1`
m+`−1∑
k=m
|I ′′k |
∣∣∣∣∣
1
10
= CB ·
∣∣∣∣1k (I ′m+k − I ′m)
∣∣∣∣ 110
(d)
≤ C ′B · `−
1
10 , (134)
where (a) follows from Identity (38), (b) follows from
Lemma 17, (c) follows from Jensen’s inequality and the
non-positiviity of I ′′m and (d) follows from the fact that
I ′m is bounded by a constant that depends only on B (see
Section III-B).
Finally, the third term on the right-hand side of (132) is
bounded by Lemma 20. Plugging (133) and (134) back into
(132) leads to
inf
t∈R
E
[
1
2
log(1 + Vm)− t
]
≤ CB ·
∣∣I ′m − I ′m+`−1∣∣ 12
+ CB ·
[
`−
1
10 +
(
1 +
m
n
)√n
`
+
1√
n
]
.
Combining this inequality with Lemma 18 completes the proof
of Lemma 21.
J. Proof of Lemma 22
Fix any (m,n, `) ∈ N3. Combining Identity (40), with
Lemmas 17 and 21 yields
∆m,n = E
[
∆Pm,n
]
+
1
2
E
[
log
(
1 +Mm,n
1 + Vm,n
)]
≤ CB ·
[∣∣I ′′m,n∣∣ 110 + ∣∣I ′m,n − I ′m+`+1,n∣∣ 14
+ `−
1
20 +
(
1 + mn
) 1
2n
1
4 `−
1
2 + n−
1
4
]
. (135)
For the specific choice of ` = dn 56 e, we have
`−
1
20 +
(
1 + mn
) 1
2n
1
4 `−
1
2 ≤ n− 124 + (1 + mn ) 12n− 16
≤ 2(1 + mn ) 12n− 124 .
Plugging this inequality back into (135) completes the proof
of Lemma 22.
APPENDIX D
PROOFS OF RESULTS IN SECTION V
A. Proof of Lemma 23
Recall that Mm is the expectation of the posterior variance
Vm. Therefore, the difference between Mm+1 and Mm can
bounded as follows:
|Mm+1 −Mm| = |E[Vm+1 − Vm]|
(a)
≤ E[|Vm+1 − Vm|]
(b)
≤ CB ·
√
I ′′m, (136)
where (a) follows from Jensen’s inequality and (b) follows from
Lemma 19. Combining (136) with the sandwiching relation
(46) leads to (47).
B. Proof of Lemma 24
Let Q be a random matrix distributed uniformly on the set
of (m+1)×(m+1) orthogonal matrices and define the rotated
augmented measurements:
Y˜ m+1 = Q
[
Y m
Zm+1
]
, A˜m+1 = Q
[
Am 0m×1
Am+1
√
Gm+1
]
.
Since multiplication by Q is a one-to-one transformation, the
augmented MMSE can be expressed equivalently in terms of
the rotated measurements:
M˜m ,
1
n
mmse(Xn | Y m, Am,Dm+1)
=
1
n
mmse(Xn | Y˜ m+1, A˜m+1). (137)
Lemma 35. The entries of the (m + 1) × (n + 1) random
matrix A˜m+1 are i.i.d. Gaussian N (0, 1/n).
Proof: The first n columns are i.i.d. Gaussian
N (0, 1nIm+1) and independent of Q because of the rotational
invariance of the i.i.d. Gaussian distribution on Am+1. The
last column of A˜m+1 is equal to the product of
√
Gm+1 and
the last column of Q. Since Gm+1 is proportional to a chi
random variable with m + 1 degrees of freedom and Q is
distributed uniformly on the Euclidean sphere of radius one,
the last column is also Gaussian N (0, 1nIm+1); see e.g. [45,
Theorem 2.3.18].
The key takeaway from Lemma 35, is that the distribution
on the columns of A˜m+1 is permutation invariant. Since the
distribution on the entries of Xn+1 is also permutation invariant,
this means that the MMSEs of the signal entries are identical,
i.e.,
mmse(Xi | Y˜ m+1, A˜m+1) = mmse(Xj | Y˜ m+1, A˜m+1),
for all i, j ∈ [n+ 1]. Combining this fact with (137), we see
that the augmented MMSE can be expressed equivalently as
M˜m = mmse(Xn+1 | Y˜ m+1, A˜m+1)
= mmse(Xn+1 | Y m, Am,Dm+1),
where the last step follows, again, from the fact that multipli-
cation by Q is a one-to-one transformation of the data. This
completes the proof of Lemma 24.
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C. Proof of Lemma 25
This proof is broken into two steps. First, we show that the
augmented MMSE satisfies the inequality,∣∣∣∣M˜m − E[mmseX( Gm+11 +Mm
)]∣∣∣∣ ≤ CB ·√∆m. (138)
Then, we use the smoothness of the of the single-letter MMSE
function mmseX(s) to show that∣∣∣∣E[mmseX( Gm+11 +Mm
)]
−mmseX
(
m/n
1 +Mm
)∣∣∣∣
≤ CB 1 +
√
m
n
. (139)
The proofs of Inequalities (138) and (139) are given in the
following subsections.
1) Proof of Inequality (138): The centered augmented
measurement Z¯m+1 is defined by
Z¯m+1 = Zm+1 − E
[
Zm+1 | Y m, Am+1
]
.
Since Gm+1 and Xn+1 are independent of the first m
measurements, Z¯m+1 can also be expressed as
Z¯m+1 =
√
Gm+1Xn+1 + Y¯m+1,
where Y¯m+1 = Ym+1−E
[
Ym+1 | Y m, Am+1
]
is the centered
measurement introduced in Section IV-C. Starting with (48),
we see that the augmented MMSE can expressed as
M˜m = mmse(Xn+1 |Y m, Am, Z¯m+1, Am+1, Gm+1), (140)
where we have used the fact that there is a one-to-one mapping
between Z¯m+1 and Zm+1.
The next step of the proof is to address the extent to which
the MMSE in (140) would differ if the ‘noise’ term Y¯m+1
were replaced by an independent Gaussian random variable
with the same mean and variance. To make this comparison
precise, recall that E
[
Y¯m+1
]
= 0 and Var(Y¯m+1) = 1 +Mm,
and let Z∗m+1 be defined by
Z∗m+1 =
√
Gm+1Xn+1 + Y
∗
m+1,
where Y ∗m+1 ∼ N (0, 1 + Mm) is independent of everything
else. Note that the MMSE of Xn+1 with Z¯m+1 replaced by
Z∗m+1 can be characterized explicitly in terms of the single-
letter MMSE function:
mmse(Xn+1 | Y m, Am, Z∗m+1, Am+1, Gm+1)
(a)
= mmse(Xn+1 | Z∗m+1, Gm+1)
= E
[
mmseX
(
Gm+1
1 +Mm
)]
(141)
where (a) follows from the fact that (Y m, Am+1) is indepen-
dent of (Xn+1, Z∗m+1, Gm+1).
The next step is to bound the difference between (140) and
(141). To proceed, we introduce the notation
F = (Y m, Am, Z¯m+1, Am+1, Gm+1)
F∗ = (Y m, Am, Z∗m+1, Am+1, Gm+1).
Then, using Lemma 34 yields
|mmse(Xn+1 | F)−mmse(Xn+1 | F∗)|
≤ 2 52
√
E
[
X4n+1
]
DKL
(
PF,Xn+1
∥∥PF∗,Xn+1).
By Assumption 2, the fourth moment of Xn+1 is upper bounded
by B. The last step is to show that the Kullback–Leibler
divergence is equal to the non-Gaussianenesss ∆m. To this
end, observe that
DKL
(
PF,Xn+1
∥∥PF∗,Xn+1)
(a)
= EXn+1
[
DKL
(
PF|Xn+1
∥∥PF∗|Xn+1)]
(b)
= DKL
(
PY¯m+1,Ym,Am+1
∥∥∥PY ∗m+1,Ym,Am+1)
(c)
= EYm,Am+1
[
DKL
(
PY¯m+1|Ym,Am+1
∥∥∥PY ∗m+1)]
= ∆m,
where (a) follows from the chain rule for Kullback–Leibler
divergence, (b) follows from the fact that both Y¯m+1 and Y ∗m+1
are independent of (Xn+1, Gm+1), and (c) follows from the
chain rule for Kullback–Leibler divergence and the fact that
Y ∗m+1 is independent of (Y
m, Am+1). This completes the proof
of Inequality (138).
2) Proof of Inequality (139): Observe that∣∣∣∣E[mmseX( Gm+11 +Mm
)]
−mmseX
(
m/n
1 +Mm
)∣∣∣∣
(a)
≤ E
[∣∣∣∣mmseX( Gm+11 +Mm
)
−mmseX
(
m/n
1 +Mm
)∣∣∣∣]
(b)
≤ 4BE
[∣∣∣Gm+1 − m
n
∣∣∣]
(c)
≤ 4B
(
E[|Gm+1 − E[Gm+1]|] + 1
n
)
(d)
≤ 4B
(√
Var(Gm+1) +
1
n
)
= 4B
(√2(m+ 1)
n
+
1
n
)
,
where (a) follows from Jensen’s inequality, (b) follows from
Lemma 5 and Assumption 2, (c) follows from the triangle
inequality and the fact that E[Gm+1] = m+1n , and (d) follows
from Jensen’s inequality.
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