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Abstract 
Finite Element modelling of bone fracture fixation systems allows 
computational investigation of the deformation response of the bone to load. 
Once validated, these models can be easily adapted to explore changes in 
design or configuration of a fixator. The deformation of the tissue within the 
fracture gap determines its healing and is often summarised as the stiffness 
of the construct. FE models capable of reproducing this behaviour would 
provide valuable insight into the healing potential of different fixation 
systems. Current model validation techniques lack depth in 6D load and 
deformation measurements. Other aspects of the FE model creation such as 
the definition of interfaces between components have also not been 
explored. 
This project investigated the mechanical testing and FE modelling of a bone– 
plate construct for the determination of stiffness. In depth 6D measurement 
and analysis of the generated forces, moments and movements showed 
large out of plane behaviours which had not previously been characterised. 
Stiffness calculated from the interfragmentary movement was found to be an 
unsuitable summary parameter as the error propagation is too large. 
Current FE modelling techniques were applied in compression and torsion 
mimicking the experimental setup. Compressive stiffness was well replicated, 
though torsional stiffness was not. The out of plane behaviours prevalent in 
the experimental work were not replicated in the model. 
The interfaces between the components were investigated experimentally 
and through modification to the FE model. Incorporation of the interface 
modelling techniques into the full construct models had no effect in 
compression but did act to reduce torsional stiffness bringing it closer to that 
of the experiment. The interface definitions had no effect on out of plane 
behaviours, which were still not replicated. 
Neither current nor novel FE modelling techniques were able to replicate the 
out of plane behaviours evident in the experimental work. New techniques for 
modelling loads and boundary conditions need to be developed to mimic the 
effects of the entire experimental system.  
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Chapter 1 Introduction, background and literature review 
Bone fractures occur throughout the population, causes can be high-energy 
trauma such as road traffic accidents or low-energy trauma such as slips and 
falls.  These fractures cost the Australian health care system more than $1.9 
billion dollars annually in direct costs (1). Looking at fractures of the Tibia 
specifically however, the epidemiology is quite different from a typical 
Osteoporotic fracture. Swiss fracture registers (2) show that tibial fractures 
predominate in the young male population. They also show an equal 
incidence of simple fractures (type A) and multi fragment (type B) fractures 
(3). It is these more complex B type fractures which require surgical 
intervention to heal. 
The time it takes for a fracture to heal is dependent on a number of factors. 
Patient demographics such as their age, lifestyle factors including smoking 
and alcohol intake as well as underlying pathological conditions play a role in 
the patients’ propensity for fracture healing in general. There are two 
mechanisms for fracture repair in bones, denoted primary and secondary 
fracture healing. Both result finally in the presence of lamella bone in 
osteons, though their path to this point differs somewhat. The microscopic 
structure of bone is shown below in Figure 1.1adapted from Martini et al. (4). 
 
Figure 1.1 Adapted from Martini et al. (4) the internal structure of bone depicting the concentric 
lamellae arranged in osteons in the cortical bone. 
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Primary fracture healing occurs only when the fracture surfaces are rigidly 
compressed together. The bone cells then do not specifically observe the 
fracture and continue to operate as normal, slowly renewing and replacing 
old bone with new, through standard remodelling processes. Cutting cones 
of osteoclasts progress through the bone and across the fracture, absorbing 
both old bone and the damaged bone of the fracture alike. The void created 
is then filled with new lamella bone by osteoblasts, forming the layered 
cylindrical osteons of healthy bone (5–11). The progress of a cutting cone 
across a fracture gap as part of the remodelling process is shown below in 
Figure 1.2. 
 
Figure 1.2 Adapted from Perren et al. (10), progression of new osteons across a compressed 
osteotomy plane achieving primary healing of the fracture. 
Secondary fracture healing occurs when there is a gap between the fracture 
surfaces. A haematoma forms in the gap before soft cartilaginous callus 
bridges the fracture gap. The callus material is then slowly replaced with 
woven bone creating a hard callus (5–11). The secondary fracture healing 
process is shown pictorially in Figure 1.3 below. The same bone remodelling 
processes which occur in primary healing then proceed to replace the woven 
bone with structured lamella osteons, returning strength to the now healed 
bone. 
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Figure 1.3 Adapted from Martini et al. (4), the progression of secondary fracture healing from 
the development of a haematoma and callus development 
Whether primary or secondary bone healing occurs is dependent on the 
configuration of the fracture and the amount of movement which occurs 
between the fragments. Primary healing can only occur if the fragments are 
rigidly compressed together with no opportunity for movement. If a gap is 
present in the fracture or movement is occurring secondary fracture healing 
will be initiated.  
In the case of a specific fracture the primary promoter and inhibitor of healing 
is movement sometimes referred to as mechanobiology. If the relative 
movements of the fracture fragments are too great then the healing tissues 
will be repeatedly damaged and healing may be delayed or fail entirely. Too 
little movement on the other hand results in a lack of stimulation of the 
tissues to actively heal the fracture. It is the middle ground in terms of 
movement that is considered ideal for secondary fracture healing.  
The relationship between movement or more specifically strain (the % 
deformation of the tissue) and healing, has been investigated by many 
authors (12–14). The theories presented in the literature are termed 
mechanoregulation theories of tissue differentiation, as they posture that the 
mechanical environment or history, regulates the type of tissue which 
differentiates within the callus and so whether the fracture heals.  A number 
of these theories are depicted graphically below (Figure 1.4), with regions of 
different tissue types – bone, cartilage, fibrocartilage etc. identified based on 
combinations of compressive and tensile forces.  
Using these mechanoregulation theories the ‘ideal’ types and amplitudes of 
movement within the fracture can be determined, i.e. that which promotes 
the formation of bone through secondary fracture healing. 
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Figure 1.4 Phase diagrams of three mechanoregulation theories of tissue differentiation in the 
fracture callus. A) Pauwels 1976, B) Carter 1998 and C) Claes 1999. Adapted from (12–14). 
The amount of movement which occurs within the fracture is determined by 
the type of support or fixation applied to the bone. For a simple fracture a 
minimally invasive technique involving applying a rigid plaster or fibreglass 
cast around the affected limb or joints is common. A cast fixation aims to 
support the limb and minimise the movement of the fracture. Healing will 
occur through secondary fracture healing. 
Should the fracture be complex, involving multiple fragments or if a simple 
fracture fails to heal with minimal support, then surgical intervention may be 
required. Surgical fixation systems can be broadly grouped into two 
categories: external and internal fixators. External fixators are primarily 
located outside the body, with pins or rods connecting them to the bone 
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fragments. Internal fixators on the other hand are located fully within the 
effected limb, either adjacent to the bone in the case of plates, or within the 
medullary canal for nails. Figure 1.5 below shows a tibial fracture with an 
external fixation system on the left, and on the right the use of an 
intremedullary nail in the tibia and plate fixation on the fibula. 
 
Figure 1.5 Fracture fixation systems, on the left and external fixator and on the right two 
internal fixators with a plate applied to the fibula and an intramedullary nail applied to the tibia. 
Adapted from www.mayoclinic.com/health/medical/IM04064 and www.umm.edu/imagepages/18023.htm 
Some plates (particularly older varieties) aimed to promote primary fracture 
healing by rigidly compressing the fracture surfaces together (5, 10). These 
plates are termed compression plates and their design allows the surgeon to 
use the geometry of the plate and its screws to apply compression to the 
fracture. In doing so however the plate is brought into contact with the 
surface of the bone, putting pressure on the periosteum. The highly rigid 
nature of the plates, loosening of components and the damage to the 
periosteum created by the contact pressure however was seen to create 
problems of stress shielding, necrosis and bone resorption (10). A shift was 
therefore made in plate design intent to ‘biological fixation’, aiming to bridge 
the fracture rather than compress it while minimising contact with the bone 
iteself and particularly the periosteum (6).  
External fixators, nail fixation systems and bridging plates in contrast, are 
designed to promote secondary fracture healing by providing a flexible 
support which allows a small amount of movement (10). Bridging plates 
utilise angle stable screws to rigidly fix the plate to the fracture fragments, 
providing stability rather than compression across the fracture. The plate 
thereby provides mechanical support to the fracture while allowing a small 
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amount of movement, until the fracture is bridged by callus. The rapid 
formation of this callus prevents fatigue failures of the plate itself (10). 
The locking compression plate (LCP) (Synthes, Zuchwil, Switzerland) was 
developed as a hybrid fixation plate, allowing application as either a 
compression or bridging plate or combination of the two (3D computer model 
shown in Figure 1.6). To achieve this the plate has a combination screw 
hole, with one half threaded for use with angle stable locking screws, and the 
other half rounded for use with compression screws (Figure 1.7). The 
surgeon is thereby able to mix and match fixation techniques to suit the 
particular fracture. Guidelines as to the correct insertion techniques and 
screw type and placement have also been published (15). 
 
Figure 1.6 3D computer model of the LCP created from drawings supplied by Synthes, showing 
the top and side views of the plate 
 
 
Figure 1.7 The combination hole of an LCP with a threaded section for angle stable locking 
screws and a smooth section for compression screws. Image from Synthes 
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While these plate fixation strategies aim to achieve secondary bone healing, 
their specific propensity for healing and how they fit into the 
mechanoregulation theories are largely unknown. External fixators and nails 
to some extent, have been more throughly examined. Epari et al. (16) 
examined a variety of external fixators and nails and quantified their 
interfragmentary motion (IFM) to determine their axial and shear stiffness 
and the resultant healing of the fracture. A theory relating the stiffness of the 
constructs in these two directions to healing was then graphically proposed. 
Figure 1.8 below shows the regions identified as posessing excellent, good 
or poor healing potential.   
 
Figure 1.8 A plot of the healing potential of external fixators (RIGID, SEMI, MMEF, AMEF) and 
intramedullary nails (UTN, ASTN), as a function of axial and shear stiffness. Epari et al. (16) 
The location of bridging plates on a chart such as this is currently unknown. 
To determine their relative healing potential and position on this plot the 
shear and compressive stiffness under load are needed. 
Despite the somewhat limited volume of information on the behaviour of 
these implant systems a number of reviews have been conducted on fracture 
healing, fixation systems and their outcomes, including papers on historical 
developments and the evolution of fixation (5, 6, 10, 17–21). 
In vivo studies on fixation systems are common in the literature (22–37), a 
variety of animal models are used, though sheep (ovine) models are most 
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prevalent (38, 39) for these types of long bone fracture fixation systems. 
Examination of parameters such as in vivo strain (22, 27, 28, 37), ground 
reaction forces (26, 34), callus measurements (22, 24, 27, 31, 33, 34, 37), 
histological tissue typing (22, 31, 32, 34, 37) and in vivo and ex vivo 
mechanical testing (22, 24, 26, 27, 29–32, 34), among other measurements 
are determined at a number of time points post implantation. These in vivo 
animal studies can be used to determine the healing potential of a particular 
fixation system, but fail to describe the physical movement occurring within 
the fracture gap. While the propensity for healing is the most important 
characteristic of a fixation system, conducting in vivo studies can only tell us 
if the healing is good or bad with a specific fixator, not why it heals in a 
particular way or how it might be improved. 
In vitro studies are also common in the literature (16, 18, 23, 25, 40–81). A 
number of standards have also been published describing methodology for 
the mechanical testing of medical bone plates and screws (41, 42). 
Mechanical experiments are often designed as comparative studies, a 
number of different fixation systems or configurations of a single fixator are 
examined. Sample used in vitro include both fresh and frozen animal(16, 31, 
65, 77) and human (25, 43, 45–47, 52, 54, 56, 58, 59, 62, 68, 72, 74, 76, 78, 
81) bone as well as analogues (18, 23, 24, 40, 44, 48–51, 53, 55, 57, 60, 61, 
63, 64, 66, 67, 69–71, 73, 75, 79, 80) – often plastics or resins, either in the 
shape of a bone or of simplified geometry, with the material selected to have 
an elastic modulus within the range of values of healthy cortical, or 
cancellous bone, or osteoporotic bone. Loading varies, with both simulated 
physiological loads – e.g. Femur single leg stance (25, 47, 50, 58); and 
simplified uniaxial loading (compression, torsion etc.) (16, 23, 25, 40, 43, 45, 
46, 48, 49, 55, 57, 60, 62, 63, 66), often as multiple tests. Conducting 
mechanical testing in this way enables direct measurement of both the global 
stiffness characteristics and those within the fracture gap – the IFM. With this 
information, each fixation system or configuration tested can be placed on 
charts such as the one above to predict the likely healing outcomes.  
Consistency in both testing methodology and measurements is currently 
lacking in the literature preventing direct comparison between studies. This is 
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one of the reasons behind the use of stiffness as a descriptive parameter. 
The stiffness in a direction is related to both the load applied and the 
resultant deformation of the sample through the equation Force = stiffness x 
deformation. By assuming a linear stiffness different studies in the literature 
can be compared independently of the load applied. This assumption 
however does not take into account differences in testing methodology and 
equipment. 
It is often implied (rather than explicitly stated) in the literature that the 
geometry of a bone – plate construct creates a complex loading 
environment, and that this should be mitigated in mechanical testing by 
allowing the sample to behave in as natural a manner as possible. This has 
been achieved in a number of ways including the use of universal joints, ball 
bearing tables and spherical free ends (23, 24, 43, 48, 57, 58, 64, 73, 75, 
82). What these test methods suggest is that the authors are aware of the 
generation of so called out of plane forces and movements. Yet the forces 
and moments generated have not been measured. 
Outputs from in vitro studies are currently somewhat limited. Most authors 
report global load/displacement behaviour (40, 43, 48, 55, 57, 58) or stiffness 
(16, 23, 43, 45, 46, 49, 57, 60), and many report surface strain 
measurements from a limited number of locations on a bone sample (25, 47, 
50, 55, 62, 63). Increasingly the IFM or movement within the fracture gap is 
being reported (23, 43, 55, 57, 66). No attempt is made in the literature to 
verify applied loads through reaction forces or to examine loading in any but 
the applied direction. Increasing emphasis is being placed on examination of 
these constructs in six dimensions/ degrees of freedom (three 
forces/translations (x, y, z) and three moments/rotations (alpha, beta, 
gamma)). Examining all directions to fully characterise the fixator, will allow 
better prediction of healing potential. 
In vitro studies are of course limited by a number of factors. Whether using 
bones or analogues the mechanical testing outputs are only representative of 
the time immediately post implantation. The formation of a callus within the 
healing fracture is generally not simulated, restricting the meaningfulness of 
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the outputs to the initial conditions, though Faroug et al. (55) use a novel 
technique of applying layers of duct tape to the fracture to simulate 
increasing stiffness. Mechanical testing can also only be conducted on 
objects that physically exist. Potential design changes aimed at shifting a 
fixator towards a better healing outcome cannot be trialled without 
construction of a prototype. 
In silico (computer based) models however theoretically capture the best 
features of in vivo and in vitro testing, while synergy between in vitro testing 
and FE modelling can enhance both processes (83). Finite element (FE) 
modelling is a computation tool commonly used in engineering. Two or three-
dimensional mathematical models can be created to predict the behaviour of 
an object or system under load. FE modelling in orthopaedics is not new, 
with the first studies published as early as 1974 (84). Advances in 
computational power have enabled increasingly detailed models to be 
created (12, 13, 49, 50, 54, 62, 63, 69, 73, 78, 82, 83, 85–142). Healing 
algorithms based on the mechanobiological theories of tissue differentiation 
have been incorporated into simple models of fractures (12, 13, 87, 92, 96, 
97, 106, 107, 109, 115–117, 121, 123). Using these techniques callus 
formation and tissue differentiation is predicted iteratively based on the 
current strain in each region.  
Models of intact whole or partial bones (e.g. proximal femur) have been 
created and compared with mechanical testing (50, 62, 78, 82, 89, 101, 114, 
119, 125, 126, 129, 131–134, 136, 137, 141). Some of these models 
possess subject specific geometry and material properties, extracted from 
CT scans. 
Incorporation of implants into FE models of long bones, to date has been 
largely restricted to the joint replacement field, particularly femoral stems and 
tibial trays (50, 62, 123–126). Fracture fixation systems such as nails and 
plates have been modelled though predominantly attached to simplified 
cylindrical bone analogues (49, 73, 95, 101, 131). 
FE models can be loosely groped into two varieties, comparative (69, 73, 85, 
87, 89, 95, 96, 106, 107, 109, 111, 115–117, 119, 134, 139, 143, 144) and 
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validated (50, 62, 63, 78, 90, 101, 114, 119, 129, 132–134, 136, 137, 141, 
142). Comparative models aim to assess patterns of behaviour e.g. with 
different configurations or types of implants. Their focus is not on absolute 
values of parameters but rather the change from one model to the next – e.g. 
‘a 20% change in axial stiffness’. Validated models on the other hand are 
focused on absolute values. Adequately validated models behave in the 
same manner as their in vitro counterpart, detailed information on strains and 
displacements at all locations can then be extracted from the model. A 
validated model of a plate fixation system would allow not just that specific 
plate to be placed on a stiffness – healing potential chart, but also allow 
design modifications to be assess and placed on the chart without need for 
physical prototypes. Healing algorithms could also then be incorporated into 
the model extending its validity to the entire fracture healing process. 
Creation of an FE model of a system or construct requires information on a 
range of different system components. A recent publication by Kluess et al. 
(114) provides a detailed overview of a methodology for generating detailed 
3D subject specific FE models. The geometry of each component must be 
generated in 2D or 3D as desired, in the case of a bone this can be done 
using CT scans (63, 78, 111–114, 132, 133, 136, 141); other components 
such as plates or bone analogues need solid models constructed. The 
position and orientation of each component with respect to each other then 
also needs to be defined to create the assembly of components. For a model 
to be validated, these positions and orientations should match those of the 
sample mechanically tested.  
The physical behaviour of the interfaces between each of the components 
needs to be defined: are the interfaces rigidly bonded together or is there a 
frictional interface? The majority of models in the literature define all 
interfaces between components as being fully bonded i.e. rigidly fixed 
together (49, 73, 76, 95, 115). A number of models do define a contact 
interface between the bone and a screw as frictional (95), or with a friction 
coefficient of zero (103, 104), to date though this has only been included in 
models that are computationally small, e.g. a model of section of a screw the 
height of three threads. The use of friction on the bone – screw interface of a 
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plate construct would increase the computational power and time needed to 
analyse the model by a not insubstantial amount. To date it is likely that 
changes to the definition of the interfaces have not been included in a full 
construct model for this reason. There is however, no validation work in the 
literature assess the most appropriate method of defining these interfaces. 
Material properties of each component need to be defined: both the elastic 
and shear modulus and Poisson’s ratio. Again for bone this information can 
be obtained from CT if an appropriate elasticity – density relationship is 
known. Either the elastic modulus can then be mapped onto the solid model 
or an appropriate homogeneous value selected. From Carter and Hayes 
early work in 1977 (145) continuing through to recent papers by the likes of 
Cody et al. (88, 89, 146), Keyak et al. (111, 112) and Rho et al. (147–149) 
many elasticity-density relationships have been derived for human bone, 
though none have been reported for any animal bone. In the literature 
assigning a single (homogeneous) Poisson’s ratio value is standard practice, 
though the value selected varies.  Yosibash et al. (141) following on from 
Cody et al. (89), Taddei et al. (132) and Yosibash et al. (78), conducted a 
sensitivity test on their model with Poisson’s ratio of  = 0.01, 0.1, 0.3 and 
0.4. They determined that the effect on displacements and strains was 
negligible and so decided on a standard value of  = 0.3 for subsequent 
analyses. 
Finally the desired load case for assessment needs to be defined. Again if 
the model is to be validated against mechanical testing results the definition 
applied must match that of the test. To apply a load case to a model both the 
applied load – it’s location, magnitude and direction; and the constraints on 
the system must be known – how, where and in what way it is free to move. 
To validated the model any output able to be measured experimentally can 
also be determined from the FE model. 
The use of parameters such as the IFM, examining movements in three 
dimensions implies an acknowledgement of out of plane behaviours in in 
vitro testing (23, 43, 55, 57, 66). Despite this, FE models of these (and other 
more typical) systems are still treated in a somewhat isolated manner, 
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assuming that the applied force in the mechanical test is the only force acting 
on the sample and that the geometry of the included components will be 
sufficient to replicate any out of plane behaviour. 
In examining all of the literature on FE model validation, and mechanical 
testing of bone – plate constructs it became evident that reporting of the 
accuracy and error levels of each measurement was lacking. The error of a 
measurement is an important component when using it to validate an FE 
model. To be considered representative of the mechanical system the 
corresponding output from the model must fall within the error range of the 
experimental data, however if the bounds of the error are very large, then a 
range of models may fall within them. The accuracy of the FE model is 
therefore limited by the accuracy of the measurements used to validate it. 
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1.1 Project goals 
As determined above, the healing potential of external fixators and to some 
extent intramedullary nails have been determined in the literature (16). The 
behaviour of internal fixation plates however is unknown. While in vitro 
mechanical testing will enable the calculation of the IFM under load and the 
stiffness of the construct, the data gathered will only be relevant to the initial 
phase of fracture healing at the insertion of the plate. The creation of a 
validated FE model for the determination of stiffness of the plate system, in 
combination with mechanical testing, will enable the possibility of determining 
the healing potential not just with existing implants but with changes to 
design or configuration, as well as the behaviour at later points in time during 
healing through the incorporation of a healing algorithm. 
To create an FE model a number of pieces of information are required, the 
majority of which come from the mechanical testing of the construct to be 
modelled. Firstly the geometry and material properties of the individual 
components are needed. Their position and orientation with respect to each 
other must then be defined to match the experiment. Interfaces between 
components must then be defined and their behaviour specified. Then loads 
and boundary conditions matched to the mechanical testing can be applied. 
Lastly outputs from the model must be created that will match each of the 
outputs recorded from the mechanical testing. 
A number of possibilities exist for the choice of sample for mechanical testing 
and FE modelling. Fracture fixation devices are routinely tested in animal 
models, and as noted above the most prevalent animal used for long bone 
fixation systems is the sheep, or Ovine model. It would seem logical 
therefore to conduct testing and modelling on a sheep bone. However as 
was also noted in the examination of FE models in the literature, the 
generated model is highly sensitive to the application of material properties 
(134). In human bone samples this is less of an issue as many relationships 
for determining elastic modulus from CT scans have been published. None 
have as yet been published for any animal bone samples. This limits the 
ability to create FE models of an Ovine bone, but does not preclude their 
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mechanical testing such that data is available for modelling once an 
appropriate elasticity relationship to the CT data has been determined. 
Alternatively a bone analogue material could be tested and modelled. These 
materials have uniform homogeneous material properties, removing the 
issues associated with the use of animal bones. Bone analogues are 
available as both geometrically realistic models of human bones, or as 
simple cylinders and blocks. Geometry was also cited in the literature as 
being potentially problematic in the creation of FE models (134), and will also 
increase the complexity of mechanical testing. It was therefore decided to 
conduct mechanical testing on an Ovine tibia, a human tibia analogue and a 
cylindrical analogue, but that the FE modelling would be initially examined on 
the simplest case of the cylindrical analogue. 
As an analogue construct was to be the focus of the initial model the 
geometry and material properties of all components were known or were 
determined in independent material property testing (Appendix 1). In the 
literature the interfaces between components are most commonly defined as 
being fully bonded to each other, so this definition was used as the starting 
point for the model. This left the position and orientation of the components 
and the loads and boundary conditions to be defined from the mechanical 
testing.   
The literature on mechanical testing of constructs for FE model validation is 
somewhat limited in the volume of information generated. Testing is often 
only performed in a single experimental set up that is physiologically defined 
– e.g. femur single leg stance. Captured data is usually limited to global 
load/deformation behaviour, and the surface strain captured at a limited 
number of strain gauges bonded to the surface of the bone. 
Literature on general mechanical testing of bone – plate constructs is much 
more diverse. Loading is often conducted as isolated load cases, e.g. 
compression or torsion, but multiple load cases are examined – 
compression, torsion, shear and bending. No information has been reported 
on the resultant or reaction forces and moments generated by any of these 
load cases. 
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As it is of interest to determine the location of an internal plate fixation on the 
healing potential plot from Epari et al. (16), it was decided that mechanical 
testing should be conducted in a similar manner to their testing. One of the 
test rigs selected was therefore a replica of the test rig used in their paper. 
A common measure of the deformation of bone – implant constructs 
containing a fracture gap, is the interfragmentary motion (IFM). This measure 
is then frequently used to calculate the stiffness of different fixators or 
configurations. The movement which occurs within the fracture gap has been 
related to the type and rate of tissue differentiation which occurs and so the 
healing of the fracture. This is therefore an important measure for 
incorporation into an FE model. The IFM itself however is only the relative 
motion of one fragment with respect to the other and as such is the average 
amount of translation which occurs and the relative rotation. Further 
information on the translations and rotations of the fracture surfaces would 
provide a much greater basis for examining healing related behaviours within 
the fracture. 
From this examination of the literature both related to FE models and to 
general mechanical testing it was decided to conduct testing of multiple load 
cases in both a simple direct manner and in a complex rig from the literature 
allowing both confined and unconfined compression as well as torsion, 
bending and shear each in multiple planes. The resultant forces and 
moments generated at the base of the test rig will be recorded as well as 
those applied, to better quantify the behaviours generated by these loads. A 
traditional IFM will be calculated, as well as an expanded version with 
greater detail on translations and a more relevant approach to rotations. The 
position and orientation of each component will be recorded for accurate 
creation of the FE model. 
Any model validated by mechanical testing is only as accurate as the 
captured results. An error analysis of each measurement including the 
propagation of errors through calculated results is conducted. 
Using this mechanical testing data an FE model of the bone analogue 
material will be created to be representative of the mechanical testing in 
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compression and torsion. Standard modelling techniques from the literature 
will be used and expanded outputs created to match those of the mechanical 
testing. Reaction forces at the base will be determined, as well as the 
traditional and expanded IFM measures. 
The interface definition in the model has not previously been thoroughly 
examined in the literature, rather it has simply been assumed to be bonded 
or perhaps frictional in only the most complex of models involving only a few 
screw threads engaged in bone. The behaviour of the interfaces will then be 
explored both experimentally and in FE models. The behaviour of the screw 
under transverse loading - as the head of the screw is loaded by the plate; 
has not been explored in the literature. The bone – screw interface will be 
examined first with a single screw, before increasing the complexity to 
include the plate and then multiple screws. 
A number of interface conditions will be examined. Firstly those used in the 
literature – bonded and friction on the near cortex, then two methods 
designed to replicate the damage and so loss of strength in the bone 
immediately surrounding the screw, creating an oversize hole on the near 
cortex with friction on contact, and reducing the material properties in the 
region immediately surrounding the screw. A full bone analogue model will 
then be recreated with each of the examined interface conditions for both the 
bone – screw and screw – plate interfaces.  
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1.2 Report Structure 
This thesis is written in two parts, with introductory information on the topic 
and a literature review included at the start. The first part (Part 1) addresses 
the mechanical testing of three plated constructs (bone, bone analogue, 
cylindrical analogue). There is a general introduction to the testing conducted 
including descriptions of the sample materials, preparation and the loading 
rigs (Chapter 2). The remainder of this part is then split into four chapters – 
Position/Orientations (Chapter 3), Forces (Chapter 4), Movements (Chapter 
5) and Error analyses (Chapter 6); each of these chapters addresses one 
particular component of the mechanical testing and results. A general 
discussion and conclusion is then included with a summary of novel 
developments (Chapter 7). 
An FE model of the bone analogue construct with all of the measured inputs 
is then created using standard literature methods (Chapter 8). Problems with 
the model are highlighted. 
Part 2 then examines the question of interface behaviour in terms of 
quantification and modelling. Again it is split into a number of chapters (7), 
with the introduction in Chapter 9. The mechanical testing of the interface 
behaviour is described in Chapter 10. The modelling techniques used for a 
single screw in a bone are explored (Chapter 11), and expanded on to 
include the plate (Chapter 12).  Both of these chapters explore the current 
and novel techniques for modelling the bone – screw interface. In Chapter 
13, the screw – plate interface is assessed in isolation from, and in 
combination with the bone – screw interface techniques. The full construct 
model from Chapter 8 is then returned to in Chapter 14 with both traditional 
and novel modelling techniques applied to the model in compression and 
torsion. A general discussion, conclusion and summary of novel 
developments within this part of the thesis is then included (Chapter 15). 
The thesis concludes with a discussion of the key aspects of the project 
(Chapter 16), complete with several suggested considerations for conducting 
mechanical testing of bone-implant constructs and final conclusions (Chapter 
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17). Appendices are attached with further information on a number of 
aspects of the project. 
The arrangement of the thesis chapters is shown in Figure 1.9.  
 
 
Figure 1.9 The arrangement of chapters in the Thesis in two parts: Mechanical Testing and FE 
modelling; with introductory, linking and concluding chapters 
A schematic of the intended mechanical testing and modelling is shown 
below in Figure 1.10. Included are the testing of samples in their intact and 
plated states in two testing rigs, with the measurements to be recorded 
specified. FE modelling with then be conducted on one of the setups as 
depicted. This figure will be returned to at the start of each chapter such that 
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the reader is reminded of how the information in the chapter is related to the 
rest of the project. 
 
 
Figure 1.10 Schematic of the mechanical testing setups, sample configurations and 
measurements to be taken and modelling to be conducted. 
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1.3 Statement of research questions  
 
From the review of the literature two key questions in the development and 
validation of FE models of bone – plate constructs were raised: 
 
1. What is the actual mechanical behaviour of the system? 
 
2. What is the behaviour at the interfaces and how should this be 
modelled? 
 
The first question came about from the combination of mechanical testing 
used to validate FE models in the literature which was limited in its breadth 
and depth, and from the mechanical testing conducted generally in this field 
which included more information quantifying behaviour but was still limited. A 
number of sub questions were raised: 
1.1. What are the resultant forces and moments generated in the 
construct? 
1.2. What are the translations and rotations at all points on the 
surfaces of the fracture gap? 
1.3. What level of error is inherent in these measures and are they 
therefore suitable for the purposes to which they are put? 
 
The second question was identified as an area lacking in the model 
development that had been conducted to date. While each of the 
components had been studied thoroughly their interfaces and interactions 
had not been quantified or measured in anyway. Rather than examine this in 
a heterogeneous bone sample, a bone analogue was chosen to reduce 
variability and increase consistency. Again a number of sub questions were 
developed: 
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2.1. What is the load/deformation behaviour of a single screw in a 
bone? i.e. the bone – screw interface 
2.2. What is the load/deformation behaviour of a bone – screw – plate 
construct?  
2.2.1. How does this change with increasing number of 
screws? 
2.3. Are the current modelling techniques appropriate for modelling the 
bone – screw interface? and the bone – screw – plate construct? 
2.4. Are there novel techniques which could better replicate the 
behaviour of the bone – screw construct or the bone – screw – 
plate constructs? 
2.5. Which is the best modelling technique for the full construct given 
the new experimental outputs? 
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Chapter 2 Part 1: What is the mechanical behaviour of the 
system? 
 
2.1 Introduction 
A finite element (FE) model is created to be representative of a system.  
Therefore to create and validate models, the system itself must be studied 
and understood. The following chapters describe the mechanical testing 
undertaken on three different constructs in their intact and plated states. 
The mechanical testing conducted in this part of the project used three 
constructs of varying complexity: a simple cylinder of a diameter and material 
properties within the range of a tibia; a man-made human tibia analogue with 
homogeneous properties within the range of a natural bone; and an ovine 
tibia. The details and preparation of these constructs is described below. 
Four aspects of mechanical test quantification are explored. Chapter 3 
introduces detailed measurement of the position and orientation of each 
sample within the testing coordinate system.  Methods of orienting CT 
derived solid models to this data are then also detailed. This process benefits 
model creation by ensuring that forces and moments applied to the 
mechanical test are matched in their location and orientation in the created 
FE model. The resultant displacements of the experiment and model are 
therefore also aligned. Accuracy improvements achieved from this process 
will vary depending on the skill and experience of the person creating the 
model. The process does however simplify the application of loads and 
comparison of results between experimental work and FE modelling. 
The second aspect of mechanical testing to be explored is the application of 
forces and moments to the experimental construct and the resultant forces 
and moments generated by the geometry and constraints on the construct. 
Chapter 4 explores these forces with the aim of gaining a better 
understanding of the way in which loads act on the constructs. Load cases 
including compression and torsional loads were applied to both intact and 
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plated samples, using a biaxial testing machine.  Resultant forces at the 
base of the sample were recorded with a 6-axis load cell.  Samples were 
tested in both a simple direct attachment rig, and a more complex rig from 
the literature, the “Berlin rig” (16, 65) – incorporating a number of different 
joints, in which shear and bending load cases were also examined.  
The constraints placed on the samples by the way in which they were 
mounted in the test rigs generated complex loading environments.  This was 
particularly true for the plated samples in which the neutral axis is not 
coherent nor aligned with the axis of load application. The assumption of 
rigid body motion of the components of the construct is explored. 
The movement a sample undergoes during experimental loading is 
frequently poorly quantified in the literature. Often global measures of 
construct movement are included (40, 45, 46, 58, 64, 70, 71, 73) – such as 
the movement of the loading crosshead, but limited data are available on the 
movements of the components of the constructs themselves or the amplitude 
and directions of deformations within the fracture gap. Movements within the 
fracture gap have previously been summarised with a single parameter – 
Interfragmentary motion or IFM (16, 26, 32–34, 43, 48, 53, 54, 59, 65, 66, 76, 
150–152), or at best the deformation at two locations(23, 49, 57, 75). 
Through the use of an optical tracking system the IFM under each of the load 
cases described in Chapter 4 are critically examined (Chapter 5).  The 
movement in the fracture gap is then more fully described through the 
tracking of the translations of four points on the upper and lower fracture 
surfaces and the rotation of the fracture surfaces themselves. 
A full analysis of the error in each measurement was conducted (Chapter 6) 
and the effects of its propagation assessed through calculations such as the 
stiffness (Force = stiffness x deformation) and the calculated IFM and 
fracture surface movements. Recommendations as to the suitability of 
certain measurements for the purposes to which they are often put in the 
literature are also discussed. 
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2.2 Mechanical testing samples, preparation and rig 
2.2.1 Samples 
Three constructs were created for the mechanical testing.  The simple 
cylinder (SawCyl) and human tibia analogue (SawBone) were both sourced 
from Sawbones (Pacific Research Laboratories, Vashon, Washington, USA) 
and are comprised of a short fibre filled epoxy resin.  The elastic modulus of 
which is stated to be 16.7GPa in compression. The cylinder was selected to 
have an outer diameter of 20mm and a wall thickness of 3mm; a length of 
250mm was used. The human tibia analogue was a medium left tibia. 
An Ovine tibia (Bone) was sourced from a local abattoir; while specifics of 
the particular animal are unknown it was classified as mutton so can be 
considered to be from an adult sheep.  The tibia was 240mm in length. 
The plate used in creation of the constructs was a 7-hole stainless steel 
locking compression plate (LCP) (Synthes, Zuchwil, Switzerland). This was 
used in combination with six 4.5mm locking screws of various lengths in 
each construct. The length of the screw used in each position was chosen to 
clearly protrude from the far cortex of the sample, ensuring full bicortical 
engagement. 
2.2.2 Sample preparation 
Each of the samples were prepared for testing in the same way, the ovine 
tibia however underwent several preliminary processes described below, 
which were not required for the other samples. 
Both the Bone and SawBone samples were CT scanned in a clinical scanner 
on a high resolution, thin slice protocol with the inclusion of a european 
forearm phantom (153) (QRM GmbH, Möhrendorf, Germany). A background 
on CT scanning and inclusion of phantoms for density measurements is 
included in Appendix 2 on the creation of the bone FE models. 
2.2.3 Ovine tibia preliminary preparation 
After CT scanning the Bone was cleaned and tissue removed, including the 
removal of the periosteum from the diaphyseal region. At all times when not 
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undergoing testing the bone was wrapped in cloth soaked in a phosphate 
buffered saline (PBS) solution.  The bone was frozen in PBS prior to testing 
and overnight between testing procedures, it was then allowed to thaw 
completely prior to testing commencing.  In total the bone was frozen for less 
than two weeks prior to completion of all of the testing, incorporating less 
than five defrost cycles. 
2.2.4 General sample preparation 
All samples were potted in polymethylmethacrylate (PMMA) Paladur dental 
acrylic (HeraeusKulzer GmbH, Hanau, Germany), in stainless steel cups for 
attachment to the various loading rigs. To prevent slipping or rotation of the 
samples small screws were inserted into the ends of the Bone and SawBone 
and holes were drilled through the ends of the SawCyl prior to cementing.  
Each of the samples were potted in the testing rig to ensure correct 
alignment of the cups.  Samples were aligned such that their long axis was 
as close as possible to being parallel and coincident with the axis of the 
testing machine.  The medial side of the Bone and the SawBone were 
positioned to the front of the testing machine. For the Bone and SawBone 
samples the positioning was somewhat restricted by the size and shape of 
the tibial plateau within the mounting cups. The surfactant Triton X (Sigma 
Aldrich, Saint Louis, Missouri, USA) was used to lubricate the cups and 
ensure that the samples could be removed. 
The cement was mixed as per the manufacturer’s directions in a 5g:3mL 
ratio and mixed at a rate of 1Hz for 60 seconds before being poured into the 
prepared mounting cups. The cement was allowed to cure for 20mins before 
the sample was inverted and the other end potted. Samples were then left for 
at least 2 hours before testing commenced. The material properties of the 
PMMA were determined experimentally for use in the FE modelling 
(Appendix 1). 
2.2.5 Testing Coordinate system 
Both the optical tracking system and the digitisation tool being used record 
points in 3-dimensional space as (x, y, z) coordinates.  For the purposes of 
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comparing the mechanical testing to the FE models a testing coordinate 
system was established to be coherent across all platforms. 
Within the confines of the testing machine the coordinate system was 
established using a test rig from the literature (16, 65) – the “Berlin rig” (Full 
details in Chapter 4). The origin was set to be the front left hand corner of the 
test rig, a right handed system was then created such that the x-axis was 
aligned with the front edge of the testing machine, with positive to the right. 
The y-axis was set from front to back of the machine and the z-axis parallel 
to the loading axis with up positive i.e. a compression load would be applied 
in –z direction (Figure 2.1).  The reference points used to create the 
coordinate system were selected such that an identical system could be 
reproduced each time across each of the devices.  
 
Figure 2.1 Location and orientation of the testing coordinate system 
2.2.6 Plating the constructs 
After intact testing had been completed on each construct an osteotomy was 
created and the fixation plate attached. Samples were returned to the biaxial 
testing machine in either the direct or Berlin rigs depending on the order of 
testing.  Conducting the ‘surgery’ while in the test rig ensured that the 
orientation of the sample was maintained. 
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The midpoint of each sample was determined and marked; a cut was then 
made through the sample with a hacksaw and the ‘fracture gap’ widened to 
3mm, by movement of the crosshead.  The plate was then positioned, 
centred about the fracture gap on the medial side of the sample. Using the 
surgical kit supplied with the plate, a 4.3mm hole was drilled using a drill 
guide for the top screw.  A 4.5mm bicortical locking screw was then inserted 
into this hole, such that there was a distance of approximately 3mm between 
the sample and the underside of the plate.  The alignment of the plate was 
then checked before insertion of first the lowest screw then the remaining 
four screws.  The length of each screw was selected to ensure complete 
penetration through the far cortex of the sample. Only the hole positioned 
immediately over the fracture gap was left empty. 
Chapter 3 Position/Orientation  29 
 
Chapter 3 Position/Orientation 
 
 
 
Figure 3.1 Schematic of the mechanical testing setups, sample configurations and 
measurements to be taken and modelling to be conducted. Chapter 3 examines the recording 
of Position measurements with the FARO arm 
 
  
Chapter 3 Position/Orientation  30 
 
3.1  Introduction 
The aim of this project was to create a FE model of a bone – implant 
construct for determination of stiffness with particular focus on the behaviour 
within the fracture gap. Mechanical testing provides the information required 
to construct (position/orientation), carry out (loads and boundary conditions) 
and assess (movements) an FE model. This chapter focuses on the 
gathering and application of detailed information on the position and 
orientation of each component of the bone – implant constructs. 
To create an FE model that is an accurate representation of the experimental 
situation the relative position and orientation of each of the components must 
be measured in such a way that it can be translated into the modelling. 
Without this step FE models can only be aligned in a rudimentary fashion, 
misalignment in the position or orientation of the sample during experimental 
work is not incorporated into the modelling or the results. 
The FARO arm (Faro technologies, Lake Mary, FL, USA) is a 6D digitiser, 
which is used to capture detailed positional data from a surface. 
Incorporating this into the testing protocol allows the surface of the bone to 
be digitised within the testing coordinate system.  Using Rapidform (INUS 
Technology Inc., Seoul, Korea) solid modelling program, the surface scan is 
imported and converted into a surface. The solid model of the bone (derived 
from the CT data) can then be aligned to it using a registration procedure in 
Rapidform. 
The registration process then ensures that forces and moments applied to 
the mechanical test are matched in their location and orientation in the 
created FE model. The resultant displacements of the experiment and model 
are therefore also aligned. Accuracy improvements achieved from this 
process will vary depending on the skill and experience of the person 
creating the model. The simplicity of load application and result comparison 
between experimental work and FE modelling can be considered an 
improvement in the modelling methodology. 
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3.2  Materials and Methods 
The FARO arm 6D digitiser consists of a fine pointed probe – similar to a 
pen, attached to a multi-jointed arm. The coordinates and orientation of the 
tip of this probe are recorded through either a streaming method – capturing 
a data point for every 1mm of movement, or a single point collection method. 
For the purpose of FE model registration only the (x, y, z) coordinate data is 
of interest (ignoring the alpha, beta, gamma rotations of the probe).  This is 
recorded with a stated accuracy of 0.30mm. 
To capture the position data in terms of meaningful coordinates a testing 
coordinate system was established as described in the previous section 
(Section 2.2.5 and Figure 2.1). Each time a sample was positioned in the test 
rig a FARO arm data stream of its surface was captured. Only the Bone and 
SawBone samples were recorded in this way. Data from the SawCyl sample 
was capture as single points describing the location and orientation of the 
cylinder in the bone cement. 
Using the streaming mode the surface of the bone was traced with the point 
probe in a dense crosshatched pattern. 2000-3000 data points were 
captured in each case from several locations on the bone surface. 
Additionally once the samples were plated single point data was captured 
from key locations of the construct to enable recreation in the solid models.  
Captured points included the head and tip of the upper most and lower most 
screws, the gap between the outer surface of the bone and the inner surface 
of the plate, and the maximum and minimum x, y and z coordinates of the 
fracture gap. 
3.3  Data usage 
The FARO arm data is used to perform a registration procedure on a solid 
model of the sample generated from CT. This registered model could then be 
used for FE modelling of the mechanical test, with either mapped or 
homogeneous material properties. The generation of such models will not be 
discussed here, only the process of registration of the solid model and the 
mechanical test data. 
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The FARO arm data is imported into Rapidform as a point cloud comprised 
of the (x, y, z) coordinates of every recorded point (Figure 3.2 (A)). The point 
cloud is then merged into a surface (Figure 3.2 (B)). It is this surface to which 
the bone model – created from CT, is aligned in a registration procedure. 
A solid model of the bone created in Amira (Visage Imaging Inc., San Diego, 
CA, USA) (Appendix 2) is then also imported into Rapidform. Four reference 
points are created on the surface of the bone and their initial coordinates 
recorded. Rapidform then performs a registration shifting the solid model 
from its original CT based location, to the FARO surface and hence into the 
testing coordinate system (Figure 3.2 (C)). The new coordinates of the four 
reference points are then also recorded. 
 
Figure 3.2 The FARO arm data imported as a point cloud (A) is converted into a surface (B) and 
the solid model of the bone from CT (green) is registered to the FARO surface (C). 
For a homogeneous material property model, this registered solid is then 
exported for creation of construct models. To create mapped property 
models an identical registration must be performed on the CT data itself. This 
is done, by using the initial and final coordinates of the four points recorded 
during the registrations procedure and a custom written Matlab (The 
MathWorks Inc. Natick, MA, USA) code, which calculates the transformation 
matrix describing the movement performed in the registration.  The 
transformation matrix can then be applied to the entire CT image (dicom) 
stack in Amira.  Mapped material property models can then be created 
directly in the testing coordinate system. 
The registered model can be assembled into a construct with the LCP using 
the single point data collected with the FARO arm. In Solidworks (Dassault 
A B C 
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Systèmes, Waltham, MA, USA) the plane of the screws is created using 
three of the points from the heads and tips of the screws.  A perpendicular 
plane was then created for the plate position at the measured offset between 
the bone and the plate. Measurements of the bone cement surfaces are then 
used to create solid blocks of cement on either end of the bone. 
With the construct now aligned and positioned as it was in the experimental 
setup, loads and boundary conditions can be applied to the model as they 
were in the experiment, without need for any conversion or approximation of 
location and angle.  
3.4 Discussion 
Using the FARO arm provides a simple method of ensuring that the 
experimental setup is replicated in the FE model. Improvements in model 
accuracy because of its use cannot be directly quantified. The accuracy of a 
non-registered model is dependent on the user creating it. An experienced 
user who takes careful measurements during an experimental procedure 
may be able to duplicate the setup with a high degree of precision. Less 
experienced users, or instances in which a limited quantity or quality of data 
about the experimental setup are recorded will produce a less precise result.  
An analysis of the errors in this system, their propagation in the FE modelling 
and the potential effects of analysis of data from different systems, can be 
found in Chapter 6. 
3.5  Conclusion 
Using the FARO arm for digitisation of the testing coordinate system, test rig 
and position and orientation of the sample provides a convenient and 
accurate method of ensuring that FE models replicate the experimental 
system.  While the stated accuracy of the system is quite large at ± 0.3mm, 
the method of its application acts to minimise the random component of this 
error while making any systematic component largely irrelevant by having it 
applied to all components. 
The data captured in this chapter is used to construct the SawCyl construct 
model that is used in Chapter 8 and Chapter 14. 
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3.6  What is Novel? 
The use of a registration procedure between an experiment and FE model is 
not new, Gray et. al. (62) very briefly mention the surface geometry of their 
CT derived model being transformed into the experimental bone based 
coordinate system using an iterative closest point algorithm. Their bone 
based coordinate system however consisted only of a set of reference axes 
marked on the surface of the bone. This work therefore extends the process 
by dramatically increasing the accuracy and volume of data captured on the 
positions and orientations of components for the model registration process. 
3D surface capture techniques can be used to accurately position and orient solid 
models to replicate experimental setups. 
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Figure 4.1 Schematic of the mechanical testing setups, sample configurations and 
measurements to be taken and modelling to be conducted. Chapter 4 examines the application 
of loads with the Instron and measurement of resultant loads with the JR3 
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4.1  Introduction 
The aim of this project was to create an FE model of a bone – implant 
construct for determination of stiffness. This chapter focuses on the 
gathering of detailed information on the loading of the constructs, both that 
which is applied and that which results because of the geometry of samples 
and the behaviour of the testing rig and environment. 
Loads and constraints placed on samples in experimental work determine 
the magnitude and form of their deformation. To create an FE model that 
matches an experimental system, all of the loads and constraints placed on 
the sample must be fully understood.  Experimental work is often described 
only in terms of the primary load being applied, e.g. 200N of axial 
compression.  This describes the intended load but does not capture the full 
complexity of loading created. The geometry, position and alignment of the 
sample as well as the intricacies of the loading rig will all contribute to 
converting this axial force into a range of out of plane forces and moments. 
Current modelling techniques isolate the sample or region of interest from 
the rest of the experimental environment. Loads are applied as specified in 
the experimental work, and boundary conditions are simplified to represent 
the ideal behaviour of the loading rig. Theoretically, any forces and moments 
created as a result of the geometry and position of the sample in the 
experimental work will also be evident in the FE model, particularly when a 
registration procedure is performed such as that in Chapter 3. These forces 
and moments however have not been quantified experimentally to assess 
their replication in the FE model. Additionally out of plane forces and 
moments generated within or acting upon the test rig will not be accounted 
for in the FE model. 
Quantification of the applied and resultant forces and moments is therefore 
the focus of this chapter. Each of the three constructs described in Chapter 2 
were tested using both a simple direct load application rig, and a complex rig 
from the literature which enables testing of a boarder range of load cases. 
It is difficult to quantify the forces acting on the experimental construct. What 
can be measured however, are the reaction forces generated at both ends of 
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the construct in each load case. This was achieved through the inclusion of a 
6-axis load cell rigidly mounted to the base of the Instron test machine. This 
load cell simultaneously measures forces and moments about three 
orthogonal axes. 
Using this load cell the resultant forces generated in each of the tests were 
recorded. These resultant forces elucidate the effects of the different loading 
conditions. Fully constrained samples are seen to experience large forces 
and moments in the transverse directions. Conversely resultant forces in the 
Berlin rig are seen to be quite low for similar constraint types. 
An assessment of the resultant load cases created by each of the applied 
loads and test rig combinations is conducted in Chapter 7, some of which are 
quite different from the intended. 
An error analysis is conducted in Chapter 7 on the measurement of values 
using the Instron and JR3 load cells, as well as on the effect of the test rigs, 
on the measured values. 
This chapter (6) contains novel work on characterising the effective load 
cases in mechanical testing of bone-implant constructs, through the use of a 
second 6-axis load cell (JR3).  
The data generated in this chapter is used for the creation and assessment 
of the FE model of the SawCyl construct in Chapter 8 and Chapter 14. 
 
4.2 Materials and Methods 
4.2.1 Load Cells 
All of the mechanical testing conducted in this project was performed in an 
Instron (Instron Pty Ltd, Norwood, MA, USA) 8874 biaxial load frame with a 
25kN, 100Nm load cell. The Instron load cell was used for force and torque 
application to the samples.  The test machine has four channels in two pairs 
which it can control: force/displacement and torque/rotation. This 
combination of control methods allows testing of the samples in axial 
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compression (or tension) in combination with or in isolation from a torque 
(about the load axis) applied in either direction. 
A second load cell was also incorporated into the testing in order to capture 
the resultant forces and moments created.  This load cell was a JR3 (JR3 
Inc, Woodland, CA, USA) 500lb (2000N) 6-axis load cell which was 
positioned at the base of the test rig in the Instron biaxial testing machine.  
4.2.2 Six Degrees of freedom / six dimensions 
In both mechanical testing and FE modelling it is common to assess the 
behaviour of an object in terms of six parameters termed either degrees of 
freedom or dimensions. The term 3D or three-dimensional is in common 
usage to describe the physical dimension of an object, its length, breadth 
and height. More specifically, mathematically it can be described as its x, y 
and z direction components, where the x-, y- and z-axes form a Cartesian 
coordinate system. The same terminology can be used to describe 
movements or translations in space. In this way, both the magnitude and 
direction of a movement can be described. A three-dimensional definition 
however is only capable of describing translations. To describe rotations an 
additional three-dimensions must be added making up the full six 
dimensions. As any translation can be described by its components in the x, 
y and z directions, so any rotation can be described by its component 
rotations about the x, y and z axes, these rotations are termed alpha (about 
x), beta (about y), and gamma (about z). It is important to note that while 
translation components could be applied in any order to reach the same 
point in space, the same is not true of rotations. Various conventions 
therefore exist to describe the order in which the component rotations are 
applied to describe the total rotation. In this work the XYZ convention for 
Euler angles is used at all times. 
The above description of six-dimensional space uses translations and 
rotations, however the same principle applies to forces and moments. Forces 
can be described by their x, y and z components and moments by their 
alpha, beta and gamma components. 
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4.2.3 Test Rigs 
As mentioned in Chapter 2, each of the three samples – SawCyl, SawBone 
and Bone; were tested in both their intact and plated states. Mechanical tests 
in both of these states were conducted in two test rigs. Firstly, with the aim of 
reducing confounding factors and conducting as simple a test as possible a 
direct attachment method was determined (Figure 4.2). In this case the 
samples, cemented into their mounting cups were directly bolted to the JR3 
mounting plate at their base, and to the Instron load cell itself at the top. 
Testing in this configuration was limited to compression and torsion testing in 
both directions. 
 
Figure 4.2 Direct testing rig with the plated SaeCyl sample 
The second test rig as mentioned briefly earlier (Chapter 2) is one from the 
literature. This test rig – designated the Berlin rig, was used by Kassi et al., 
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and Epari et al. (16, 65) in their work on mechanical testing of external 
fixators.  The rig itself (Figure 4.3) is nominally capable of applying axial 
compression, torsion, bending and shear loads to a sample by adjustment of 
either a ball joint at the top or a pin joint at the bottom, in combination with 
positioning of the sample. Additionally a semi-unconfined compression test 
can be conducted with the top ball joint free, in this case the sample is free to 
rotate in any direction at the top, though it is not free to translate.  While this 
setup is very flexible each additional joint and locking mechanism increases 
the compliance of the system and the potential for out of plane forces and 
displacement variation with respect to applied load. 
 
Figure 4.3 Configuration of the Berlin test rig. Axial compression, torsion, shear and bending 
loads are all achievable without removal of the sample from the mounting cups. 
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The load and torque channels on the Instron testing machine were balance 
(set to zero) prior to the attachment of the each sample. 
4.2.4 Load Cases 
Each of the load cases were applied using test profiles created in the Bluehill 
software (Instron Pty Ltd, Norwood, MA, USA) on the Instron computer. The 
profiles were created in the same manner irrespective of the status of the 
sample (intact or plated) or the test rig in use (direct or Berlin). The intact 
samples underwent compression and torsion testing in both test rigs. The 
plated samples additionally experienced shear and bending in both the 
anterior-posterior direction and medial-lateral directions in the Berlin rig. 
At the start of each test the load and torque were taken to zero over a period 
of 5 seconds, this ensured a zero start point and allowed time for all of the 
sensors to start recording data. Four cycles of load, or five cycles of torque 
(Discussion section 4.4.1) were then applied as appropriate for the test while 
the other channel was set to maintain the value of 0N or 0Nm, a final return 
to the load/torque value and hold position/rotation for 5 seconds was then 
included before a return to zero.  This basic pattern was used for all test 
profiles.  
4.2.4.1 Compression – confined (Direct and Berlin) and unconfined (Berlin) 
Compression testing was conducted to a maximum load of 200N, while 
torque was held at 0Nm at a cycling rate of 0.05Hz. 
4.2.4.2 Torsion 
Torsional loading was conducted in both directions separately to eliminate 
the effects of crossing the start point. A test was run first to +7Nm, correlating 
to an internal rotation of the right ovine tibia, and an external rotation of the 
left SawBone tibia, then a second test to -7Nm. 
4.2.4.3 Shear – Plated samples, Berlin rig 
Shear load cases are created in the Berlin rig by positioning the sample at 
the ends of the sliding cross beams, 100mm offset from the axis of the load.  
The bottom of the sample was then locked in place, while the top was left 
free to slide.  The biaxial load cell applied a torque of +20Nm, creating a 
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shear force of 200N on the construct. Medial-lateral shear (MLShear) was 
achieved with the medial plated side to the front, while anterior-posterior 
shear (APShear) was created with the medial plated side turned out to the 
left. 
 
Figure 4.4 Bending testing setup with the samples positioned to the far left of the Berlin test rig, 
the pin joint at the bottom has been freed, as has the ball joint at the top of the rig. 
4.2.4.4 Bending – Plated samples, Berlin rig 
The Berlin rig is able to create a bending moment on a sample by freeing a 
pin joint on the base allowing the lower cross beam to tilt; while freeing the 
ball joint on the upper section, allowing the upper cross beam to rotate freely 
in all directions (Figure 4.4).  With the sample locked in place on the far end 
Ball Joint 
Lockable slides 
 
Pivot Joint 
Rotate-able cups 
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of the sliding beams a compressive load was then applied by the centrally 
positioned load cell creating the bending moment.  Anterior-posterior bending 
(APBend) was carried out with the medial plated side positioned to the front 
of the testing machine, and a compressive load of 200N was applied creating 
a bending moment of 20Nm. Medial-lateral bending (MLBend) was carried 
out with the medial plated side turned out to the left of the testing rig and a 
reduced load of 100N was applied for a bending moment of 10Nm.  
 
4.2.5 Data capture, analysis and calculations 
4.2.5.1 Instron Data 
Data was captured by the Instron throughout each test. Each of the four 
control channels were recorded at a rate of 1000Hz. The produced position, 
load, rotation and torque data was matched to time and step number and 
output in a .csv file.  These files were further analysed offline. 
Values from the four channels were extracted from all cycle peak load (or 
torque) points during each test, for a total of four (compression based) or five 
(torsion based) data points. The Instron data is reported as the change in 
each channel from baseline, the values for intact direct testing can be found 
in Table 4.1 and the values for plated samples in Table 4.5. Results from the 
Berlin rig test can be found for intact samples in Table 4.9 and for plated 
samples in Table 4.13. 
 
4.2.5.2 JR3 Data 
The output from the JR3 load cell consists of a stream of loads in the x, y, z 
directions and moments in the alpha, beta and gamma directions. As the 
coordinate system of the JR3 is fixed, a transformation of this data needs to 
occur to align it with the testing coordinate system. The z-axis of the two 
coordinate systems are aligned, however the Tool View of the JR3 which is 
the side the test rig attaches to has a left handed coordinate system where 
the test coordinate system is right handed. The axes are also rotated 30°. To 
convert the data the following formulae were used: 
Chapter 4 Force  44 
 
Equation 1. yTEST = (yJR3 cos 30 - xJR3 sin 30) 
Equation 2. xTEST = -1*(xJR3 cos 30 + yJR3 sin30) 
Where the subscript JR3 denotes the raw JR3 data and the subscript TEST 
denotes values in the testing coordinate system. A diagram depicting this is 
shown in Figure 4.5. 
Once converted to the correct alignment the data also needed to be scaled 
appropriately. A series of calibration tests were used to determine the correct 
conversion factors to N and Nm (Appendix 3). The conversions used were: 
Equation 3. FN = 0.272 *FJR3 
Equation 4. MNm = 0.027 * MJR3 
With the data now in N and Nm it can be treated in a similar way to the other 
data streams by subtracting the baseline measurements from the loaded 
measurements. 
 
Figure 4.5 Conversion of the JR3 coordinate system to the Test coordinate system shown in 
red 
For the bending and shear load cases however the samples are rotated to 
achieve testing in the alternate plane. While the JR3 and test coordinate 
systems will remain the same throughout the testing, their relationship to the 
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anterior-posterior (AP) and medio-lateral (ML) directions of the sample will 
change when the samples are rotated.  
Six degree of freedom data (three forces and three moments) are shown for 
the intact samples in the direct test rig in Table 4.2, Table 4.3 and Table 4.4; 
and for the plated samples in Table 4.6, Table 4.7 and Table 4.8. Data from 
the Berlin rig are in Table 4.10, Table 4.11 and Table 4.12 for the intact 
samples and in Table 4.17, Table 4.18, Table 4.19 and Table 4.20 for the 
plated samples.  
 
4.3 Results 
Throughout the mechanical testing data were recorded from both the applied 
perspective of the Instron, and the resultant perspective of the JR3 load cell. 
This data was captured for three specimen types, in both their intact and 
plated states. Two test rigs were also used a simple direct load/torque 
application method and a more complex loading rig from the literature (Berlin 
rig). This matrix of data enables comparison of the effects of a number of 
different factors on the loading experienced by the specimens. In this section 
therefore the results and comparative analysis will be grouped as shown in 
Figure 4.6. Starting with the simple direct load application and the intact 
samples, the differences between the Instron applied load and the JR3 
measured resultant loads will be assessed for each load case, the plated 
samples will then be assessed in the same manner and compared to the 
intact samples, before then looking at any differences created by the two 
loading rigs. 
While the comparison of each of these different groups of results is of 
interest to the discussion of general mechanical testing and the effects of test 
rigs on applied and resultant loads, only one of these scenarios is being 
modelled in this work. The results from the SawCyl plated sample under 
direct load application from both the Instron and the JR3 will be compared to 
the model out puts in Chapter 8 and Chapter 14. 
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Figure 4.6 Order of results and comparison between the applied and resultant loads, the status 
of the samples and the test rig in which loading was conducted. 
4.3.1 Direct load application 
4.3.1.1 Intact samples 
Instron results are shown below in Table 4.1 with calculated stiffness values 
for each of the samples. Stiffness values for internal and external rotation 
were identical. Values are mean ± error of the load cell, except when the 
standard deviation is high in which case it is reported in italics. A full error 
analysis can be found in Chapter 6. 
Compression Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (N/mm) 
Bone -0.035 ± 0.005 -205 ± 3 -0.01 ± 0.01 0.000 ± 0.006 5932 ± 934 
SawBone -0.038 ± 0.005 -205 ± 3 0.00 ± 0.01 -0.049 ± 0.008 5383 ± 787 
SawCyl -0.031 ± 0.005 -204 ± 3 -0.02 ± 0.01 -0.152 ± 0.016 6786 ± 1142 
Torsion +7 Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (Nm/deg) 
Bone 0.000 ± 0.005 0 ± 3 1.67 ± 0.02 7.05 ± 0.04 4.23 ± 0.07 
SawBone -0.007 ± 0.005 0 ± 3 1.89 ± 0.02 7.07 ± 0.04 3.75 ± 0.06 
SawCyl 0.001 ± 0.005 0 ± 3 2.22 ± 0.02 6.99 ± 0.04 3.15 ± 0.05 
Torsion -7 Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (Nm/deg) 
Bone 0.002 ± 0.005 0 ± 3 -1.67 ± 0.02 -7.04 ± 0.04 4.22 ± 0.07 
SawBone 0.007 ± 0.005 0 ± 3 -1.88 ± 0.02 -7.06 ± 0.04 3.75 ± 0.06 
SawCyl 0.002 ± 0.005 0 ± 3 -2.23 ± 0.03 -7.05 ± 0.04 3.16 ± 0.06 
Table 4.1 Instron load cell data from the intact specimen tests in the Direct testing rig, with 
calculated stiffness. Values are mean ± error of the load cell, except for values in italics which 
are the standard deviation of the cycle values 
Resultant forces and moments were recorded throughout the test using the 
JR3 6-axis load cell positioned at the base of the test setup. As the 
remaining components of the rig were rigidly mounted on top of the load cell 
Direct load 
application 
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Plated 
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the baseline value corresponding to the weight of these items was subtracted 
from all recorded values. Raw data from the JR3 was converted into force 
and moment values in N and Nm respectively using Equation 3 and Equation 
4 - calculated from the JR3 calibration data in Appendix 3. These values 
were then rotated to align them with the testing coordinate system using 
Equation 1 and Equation 2. Table 4.2, Table 4.4 and Table 4.3 show the 
mean and calculated errors (Section 6.2) determined from each load cycle. 
Compression Bone SawBone SawCyl 
Fx (N) 10 ± 5 -4 ± 5 -4 ± 5 
Fy (N) 11 ± 5 3 ± 5 2 ± 5 
Fz (N) -207 ± 10 -210 ± 10 -209 ± 10 
Mx (Nm) -1 ± 1 -1 ± 1 -1 ± 1 
My (Nm) 1 ± 1 -2 ± 1 -1 ± 1 
Mz (Nm) 0 ± 1 0 ± 1 0 ± 1 
 
Table 4.2 JR3 resultant forces and moments from the intact sample compression testing in the 
direct load rig. Values are mean ± error of the load cell. 
 
Torsion +7 Bone SawBone SawCyl 
Fx (N) 12 ± 5 -10 ± 5 3 ± 5 
Fy (N) -2 ± 5 -21 ± 5 -6 ± 5 
Fz (N) -1 ± 10 -7 ± 10 1 ± 10 
Mx (Nm) 1 ± 1 3 ± 1 1 ± 1 
My (Nm) 3 ± 1 0 ± 1 1 ± 1 
Mz (Nm) 7 ± 1 7 ± 1 7 ± 1 
 
Table 4.3 JR3 resultant forces and moments from the intact sample positive torsion (Bone 
internal rotation) testing in the direct load rig. Values are mean ± error of the load cell. 
 
The Fz and Mz values recorded were very similar, though somewhat larger 
than those applied by the Instron load cell for each test. The FX, FY, MX, MY, 
values are the out of plane resultant forces and moments, generated by the 
non-uniform geometry of the sample and the behaviour of the test rig.  Some 
Torsion -7 Bone SawBone SawCyl 
Fx (N) -11 ± 5 11 ± 5 -3 ± 5 
Fy (N) 0 ± 5 21 ± 5 6 ± 5 
Fz (N) 0 ± 10 7 ± 10 3 ± 10 
Mx (Nm) 0 ± 1 -3 ± 1 -1 ± 1 
My (Nm) -2 ± 1 0 ± 1 -1 ± 1 
Mz (Nm) -7 ± 1 -7 ± 1 -7 ± 1 
 
Table 4.4 JR3 resultant forces and moments from the intact sample negative torsion (Bone 
external rotation) testing in the direct load rig. Values are mean ± error of the load cell. 
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of the resultant forces are quite small, in compression for example between 
2N and 11N of force were recorded in the x and y directions.  The values of 
MX in the SawBone sample and MY in the Bone sample however are quite 
high under torsional loads; 3Nm was recorded in the SawBone sample in 
both torsional directions; while 2Nm and 3Nm were recorded in the Bone 
sample during external and internal rotation respectively. These values are 
up to 43% of the applied moment.  These out of plane moments are 
prominent in the Bone and SawBone samples while not particularly high in 
SawCyl samples, these moments are therefore likely a factor of the more 
complex geometry of these samples and associated position of the neutral 
axis, with the variation in direction related to the Bone being a right tibia and 
the SawBone being a left.  
4.3.1.2 Plated samples 
Results from the plated sample experiments are given below, as with the 
intact samples, data was recorded by the Instron and the JR3 load cells. 
Instron load, displacement, torque and rotation values are given in Table 4.5 
along with the calculated stiffness values. The stiffness values of the plated 
construct are lower than (less than half) that of the intact samples.  
 
Compression Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (N/mm) 
Bone -0.081 ± 0.005 -205 ± 3 0.00 ± 0.01 -0.116 ± 0.006 2531 ± 193 
SawBone -0.090 ± 0.005 -204 ± 3 0.00 ± 0.01 -0.047 ± 0.005 2278 ± 160 
SawCyl -0.078 ± 0.005 -205 ± 3 0.00 ± 0.01 -0.008 ± 0.006 2628 ± 207 
Torsion +7 Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (Nm/deg) 
Bone -0.027 ± 0.005 -1 ± 3 4.10 ± 0.03 7.07 ± 0.04 1.72 ± 0.02 
SawBone -0.023 ± 0.005 -1 ± 3 4.21 ± 0.03 7.07 ± 0.04 1.68 ± 0.02 
SawCyl 0.017 ± 0.005 -3 ± 3 4.65 ± 0.05 7.06 ±0.04 1.52 ± 0.03 
Torsion -7 Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (Nm/deg) 
Bone 0.036 ± 0.005 1 ± 3 -4.19 ± 0.04 -7.06 ± 0.04 1.69 ± 0.03 
SawBone 0.035 ± 0.005 1 ± 3 -4.23 ± 0.04 -7.08 ± 0.04 1.67 ± 0.03 
SawCyl 0.003 ± 0.005 -3 ± 3 -4.78 ± 0.04 -7.06 ± 0.04 1.48 ± 0.02 
Table 4.5 Instron load cell data from the plated specimens with calculated stiffness. Values are 
mean ± error of the load cell, values in italics are the standard deviation of the cycle values. 
As with the intact samples, the JR3 load cell was also used to record the 
resultant forces and moments throughout each test. Table 4.6 shows the 
mean ± error data from the Compression test, while the internal and external 
rotation test results are shown in Table 4.7 and Table 4.8.  
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Compression Bone SawBone SawCyl 
Fx (N) 14 ± 5 -1 ± 5 -8 ± 5 
Fy (N) 18 ± 5 6 ± 5 2 ± 5 
Fz (N) -195 ± 10 -191 ± 10 -183 ± 10 
Mx (Nm) -2 ± 1 -2 ± 1 -1 ± 1 
My (Nm) -1 ± 1 -4 ± 1 -3 ± 1 
Mz (Nm) 0 ± 1 0 ± 1 0 ± 1 
 
Table 4.6 JR3 resultant forces and moments from the plated sample compression testing in the 
direct loading rig. Values are mean ± error of the load cell. 
 
 
 
Torsion -7 Bone SawBone SawCyl 
Fx (N) -26 ± 5 36 ± 5 10 ± 5 
Fy (N) 71 ± 5 80 ± 5 82 ± 5 
Fz (N) -17 ± 10 4 ± 10 -6 ± 10 
Mx (Nm) -13 ± 1 -12 ± 1 -14 ± 1 
My (Nm) -8 ± 1 2 ± 1 -3 ± 1 
Mz (Nm) -7 ± 1 -7 ± 1 -7 ± 1 
Table 4.8 JR3 resultant forces and moments from the plated sample external rotation torsion 
testing in the direct loading rig. Values are mean ± error of the load cell. 
4.3.1.3 Intact vs Plated in the Direct testing rig 
Instron data for the intact and plated samples differ in the calculated stiffness 
values as would be expected (Plots can be found in Appendix 4). Plated 
stiffness values are up to 60% lower than their intact counterparts. Variability 
between the three constructs also drops as the stiffness response becomes 
more reliant on the plate than the sample geometry. 
Differences between the resultant forces and moments (JR3) recorded 
between the intact samples and the plated samples are shown below in 
Figure 4.7 for compression testing and Figure 4.8 and Figure 4.9 for torsion. 
Torsion +7 Bone  SawBone SawCyl 
Fx (N) 25 ± 5 -30 ± 5 -1 ± 5 
Fy (N) -75 ± 5 -85 ± 5 -84 ± 5 
Fz (N) 12 ± 10 -6 ± 10 4 ± 10 
Mx (Nm) 14 ± 1 13 ± 1 14 ± 1 
My (Nm) 8 ± 1 -1 ± 1 4 ± 1 
Mz (Nm) 7 ± 1 7 ± 1 7 ± 1 
 
Table 4.7 JR3 resultant forces and moments from the plated sample internal rotation torsion 
testing in the direct loading rig. Values are mean ± error of the load cell. 
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Figure 4.7 Comparison of JR3 resultant forces and moments from direct compression testing of 
the intact samples (Blue) and the plated samples (red). Error bars show the accuracy of the 
load cell. Fz has been removed from the force plot to prevent obscuring the values of Fx and 
Fy. 
Values from the compression testing show a marginal increase in out of 
plane forces - FX and FY, though the largest value seen is still quite small at 
18N in the Bone sample FY. The resultant moments on the other hand do 
start to get quite high in the plated samples with the SawCyl and SawBone 
samples having MY values of 3Nm and 4Nm respectively – more than half of 
the torque applied in the internal and external rotation tests. 
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Figure 4.8 Comparison of JR3 resultant forces and moments from direct +7Nm torque (Bone 
internal rotation) testing of the intact samples (blue) and the plated samples (red). Error bars 
show the accuracy of the load cell. 
While the compression samples showed marginal differences between the 
intact and plated constructs resultant forces and moments, the torsion tests 
showed substantial differences, most notably in FY and MX. FY forces reach 
more than 80N in some samples, nearly half that applied in the compression 
tests. The MX moment in the plated samples (which is related to the FY) 
reaches 14Nm, twice the 7Nm of torque applied. 
Again these large out of plane forces and moments are in part caused by the 
geometry of the samples, but to a greater extent are the results of constraints 
placed on the samples during loading. This is discussed in Chapter 7. 
Chapter 4 Force  52 
 
 
Figure 4.9 Comparison of JR3 resultant forces and moments from direct -7Nm torque (Bone 
external rotation) testing of the intact samples (blue) and the plated samples (red). Error bars 
show the accuracy of the load cell. 
Whether these resultant forces and moments are replicated in an FE model 
of the SawCyl plated construct is explored in Chapter 8 and Chapter 14. 
4.3.2 Berlin rig load application 
4.3.2.1 Intact samples 
Samples were tested in their intact state in the Berlin rig in compression 
(confined) and torsion in both directions. Instron recorded values can be 
found in Table 4.9, with the calculated stiffness. A much larger amount of 
movement is seen in the intact sample in the Berlin rig as opposed to the 
direct testing rig, this is also evident in the calculated stiffness values.  A full 
comparison of the differences between the direct and Berlin test rigs can be 
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found for the intact samples in section 4.3.3 and the plated samples in 
section 4.3.4. 
 
Compression Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (N/mm) 
Bone -0.083 ± 0.005 -205 ± 3 0.02 ± 0.01 -0.05 ± 0.005 2470 ± 185 
SawBone -0.093 ± 0.005 -205 ± 3 0.00 ± 0.01 -0.04 ± 0.011 2204 ± 151 
SawCyl -0.061 ± 0.005 -205 ± 3 0.00 ± 0.01 0.00 ± 0.019 3361 ± 325 
Torsion +7 Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (Nm/deg) 
Bone -0.035 ± 0.005 0 ± 3 2.40 ± 0.03 7.07 ± 0.04 2.95 ± 0.05 
SawBone -0.021 ± 0.005 0 ± 3 3.73 ± 0.03 7.06 ± 0.04 1.89 ± 0.03 
SawCyl 0.003 ± 0.005 0 ± 3 2.67 ± 0.03 7.05 ± 0.04 2.64 ± 0.04 
Torsion -7 Position (mm) Load (N) Rotation (deg) Torque(N·m) Stiffness (Nm/deg) 
Bone -0.013 ± 0.005 0 ± 3 -5.29 ± 0.04 -7.06 ± 0.04 1.33 ± 0.02 
SawBone 0.024 ± 0.005 0 ± 3 -4.44 ± 0.04 -7.06 ± 0.04 1.59 ± 0.02 
SawCyl 0.059 ± 0.005 0 ± 3 -5.57 ± 0.05 -7.05 ± 0.04 1.27 ± 0.02 
Table 4.9 Instron recorded values from the intact samples tested in the Berlin rig. Values are 
mean ± error of the load cell, except for values in italics which are the standard deviation of the 
cycle values 
Some large differences are seen between the constructs and very large 
differences between the two torsional directions. In the compression test the 
SawCyl sample is seen to be much stiffer than either the Bone or the 
SawBone samples, with a deformation 0.022mm (27%) lower than the Bone 
sample. 
Rotationally dramatic differences are seen in the two torsional directions. In 
the bone sample the rotational movement was 2.2 times greater under the 
negative rotation (Bone external rotation) than under the positive rotation 
(Bone internal rotation), with both other samples exhibiting a similar if less 
extreme pattern. It is also interesting to note the comparatively high values of 
positional (z-axis) deformation in the torsion tests. During the torsion test the 
Instron was programmed to maintain zero load, this means that the cross 
head is free to move as required in the z direction in order to maintain the 
zero load condition. Interestingly in the +7Nm torsion the SawCyl sample 
required virtually no movement to maintain zero load, however with the 
torsion applied in the opposite direction 0.059mm of movement occurs, 
which is only fractionally less than movement generated by the compressive 
load. 
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Three of the JR3 data files recorded during the intact testing in the Berlin rig 
were corrupted at some point either during or immediately after testing. As 
such there is no information for these samples in these particular tests: 
SawCyl - compression, SawBone - compression and Bone - negative torsion 
(Bone external rotation). Values in the tables below are reported as the mean 
of each of the cycle values ± error of the JR3 (6.2.2). 
 
Compression Bone  SawBone SawCyl 
Fx (N) 11 ± 5 - - 
Fy (N) 21 ± 5 - - 
Fz (N) -198 ± 10 - - 
Mx (Nm) -3 ± 1 - - 
My (Nm) 1 ± 1 - - 
Mz (Nm) 0 ± 1 - - 
Table 4.10 JR3 resultant forces and moments from the intact sample compression testing in the 
Berlin loading rig. Values are mean ± error of the load cell. 
 
 
Torsion +7 Bone  SawBone SawCyl 
Fx (N) 14 ± 5 0 ± 5 14 ± 5 
Fy (N) 11 ± 5 -2 ± 5 -1 ± 5 
Fz (N) 1 ± 10 -2 ± 10 6 ± 10 
Mx (Nm) -1 ± 1 0 ± 1 1 ± 1 
My (Nm) 2 ± 1 0 ± 1 2 ± 1 
Mz (Nm) 7 ± 1 7 ± 1 7 ± 1 
Table 4.11 JR3 resultant forces and moments from the intact sample internal rotation torsion 
testing in the Berlin loading rig. Values are mean ± error of the load cell. 
 
 
Torsion -7 Bone  SawBone SawCyl 
Fx (N) - 0 ± 5 12 ± 5 
Fy (N) - 1 ± 5 4 ± 5 
Fz (N) - 4 ± 10 14 ± 10 
Mx (Nm) - 0 ± 1 0 ± 1 
My (Nm) - 0 ± 1 2 ± 1 
Mz (Nm) - -7 ± 1 -7 ± 1 
Table 4.12 JR3 resultant forces and moments from the intact sample external rotation torsion 
testing in the Berlin loading rig. Values are mean ± error of the load cell. 
The loss of the three data files from the JR3 makes it somewhat difficult to 
compare the results to the Instron data. In the torsion tests the moment 
applied is transferred intact to the JR3 as the Mz, this is as expected as the 
sample is intact. Out of plane moments are seen, though they and their 
accompanying forces are quite low. Interestingly though the Instron was 
maintaining zero load throughout the torsion test, resultant values of Fz are 
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still seen in some of the samples, these values are within the control limits of 
the Instron. 
4.3.2.2 Plated samples 
Table 4.13 shows the Instron results from the plated sample tested in the 
Berlin rig in compression and torsion. The shear and bending results then 
follow in Table 4.14 and Table 4.16. 
4.3.2.2.1 Instron – Compression and Torsion 
 
Compression 
- Confined Position (mm) Load (N) Rotation (deg) Torque(N·m) 
Stiffness 
(N/mm) 
Bone -0.213 ± 0.006 -212 ± 3 -0.01 ± 0.01 -0.22 ± 0.02 995 ± 42 
SawBone -0.132 ± 0.006 -205 ± 3 0.02 ± 0.01 0.00 ± 0.005 1553 ± 93 
SawCyl -0.162 ± 0.006 -207 ± 3 0.00 ± 0.01 0.00 ± 0.009 1278 ± 66 
Compression 
- Unconfined Position (mm) Load (N) Rotation (deg) Torque(N·m) 
Stiffness 
(N/mm) 
Bone -0.324  ± 0.007 -205 ± 3 0.00 ± 0.01 -0.12 ± 0.006 633 ± 23 
SawBone -0.268 ± 0.006 -205 ± 3 -0.01 ± 0.01 -0.02 ± 0.02 765 ± 28 
SawCyl -0.294 ± 0.006 -206 ± 3 0.00 ± 0.01 -0.01 ± 0.01 701 ± 25 
Torsion +7 Position (mm) Load (N) Rotation (deg) Torque(N·m) 
Stiffness 
(Nm/deg) 
Bone -0.025 ± 0.005 -4 ± 3 5.82 ± 0.04 7.01 ± 0.04 1.20 ± 0.02 
SawBone 0.021 ± 0.005 19 ± 3 6.06 ± 0.04 7.00 ± 0.04 1.16 ± 0.01 
SawCyl 0.069 ± 0.005 2 ± 3 6.62 ± 0.06 7.08 ± 0.04 1.07 ± 0.02 
Torsion -7 Position (mm) Load (N) Rotation (deg) Torque(N·m) 
Stiffness 
(Nm/deg) 
Bone 0.108 ± 0.006 1 ± 3 -7.22 ± 0.05 -7.07 ± 0.04 0.98 ± 0.01 
SawBone 0.069 ± 0.005 0 ± 3 -6.78 ± 0.09 -7.06 ± 0.04 1.04 ± 0.02 
SawCyl 0.129 ± 0.006 1 ± 3 -7.35 ± 0.07 -7.08 ± 0.04 0.96 ± 0.01 
Table 4.13 Instron recorded values from the plated samples tested in the Berlin rig for the 
compression testing in both confined and semi-unconfined methods, and from the internal (+7) 
and external (-7) rotation torsion tests. Values are mean ± error of the load cell, except for 
values in italics which are the standard deviation of the cycle values 
As with the intact results from the Berlin rig there is a large variation between 
samples, particularly in the deformations under compression loads, resulting 
in the stiffness values for the SawBone sample being more than one and a 
half times that of the Bone sample in the confined compression. The 
deformation in the unconfined mode was more consistent across the 
samples than the confined, though the variation was still larger than that 
seen in the direct testing.  
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4.3.2.2.2 Instron - Shear 
Instron results for the shear tests required further processing. Examination of 
the rotation data over the course of the shear testing showed that all of the 
samples experienced a slip in the rotation during the first cycle to load (i.e. a 
sudden large change in rotation for a small change in torque). This can be 
seen below in the rotation – time plot (Figure 4.10) at ~10sec, and again in 
the torque – rotation plot (Figure 4.11) at ~15Nm.  
 
Figure 4.10 Rotation of the Bone sample under anterior-posterior shear loading. The rotation of 
the sample is seen to slip at around 10sec 
This sudden rotation is likely caused by a lateral slip in the testing rig. The 
shear loading is applied in the Berlin rig with the sample off to the side and a 
top sliding joint theoretically free to allow the top of the sample to move 
laterally as desired while rotating. The two components of the slider are both 
made of stainless steel, as such they have a tendency to stick-slip behaviour 
under this kind of load. The slider sits in its initial position until the torque is of 
a high enough value to overcome the friction between the two surfaces, it 
then slips laterally, freeing the Instron to suddenly rotate under the constantly 
increasing torque, before sticking in its new location for the remainder of the 
test. Because of this behaviour the initial values of the position and rotation 
would over estimate the movement of the sample. Instead the change in 
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values between the loaded peaks and the return to zero torque immediately 
following it were used.  
 
Figure 4.11 Torque – rotation plot for five cycles of torsional load applying AP Shear to the 
Bone sample. The slip in rotation is clearly seen at around 15Nm. 
In the case of the shear test the stiffness of the whole construct (sample with 
plate + Berlin rig) can be calculated. However it is evident from the torque – 
rotation plot that this behaviour is not linear even after removal of the 
rotational slip from analysis. Instead a lower value of the slope is seen 
initially up to around 3-5Nm before the construct increases in stiffness for the 
remainder of the test to 20Nm. Because of this the overall stiffness of the 
combined sample – test rig construct was calculated as the slope of the line 
between 5 and 20Nm.  
While the stiffness calculation doesn’t give the true shear stiffness of the 
sample as other factors are contributing to it (such as the rig), differences are 
still evident between the three samples and between the two directions. The 
pattern in stiffness change between the three samples is similar in both 
directions of shear. 
 
 
Chapter 4 Force  58 
 
 
ML Shear Rotation (deg) Torque(N·m) Slippage (deg) 
Stiffness (Nm/deg) 
(slope 5-20Nm)  R2 
Bone 4.79 ± 0.05 20.10 ± 0.1 2.37 ± 0.03 5.14 ± 0.08 0.99 
SawBone 6.08 ± 0.11 20.11 ± 0.1 5.13 ± 0.04 3.52 ± 0.08 0.99 
SawCyl 5.16 ± 0.07 20.10 ± 0.1 0.83 ± 0.02 4.45 ± 0.08 0.99 
AP Shear Rotation (deg) Torque(N·m) Slippage (deg) 
Stiffness (Nm/deg) 
(slope 5-20Nm)  R2 
Bone 4.06 ± 0.04 20.13 ± 0.1 3.8 ± 0.3 5.99 ± 0.09 0.99 
SawBone 4.81 ± 0.17 20.12 ± 0.1 1.33 ± 0.02 4.63 ± 0.19 0.99 
SawCyl 4.31 ± 0.06 20.10 ± 0.1 2.31 ± 0.03 5.37 ± 0.10 0.99 
Table 4.14 Shear results from the Instron load cell. Rotation values are the difference between 
successive peaks of 0 and 20Nm of torque. Slippage was calculated as the difference between 
the initial rotation starting point and the average rotation at zero torque for successive cycles. 
The stiffness of the combined sample – Berlin test rig was calculated as the slope of the torque 
– rotation plot between the values of 5 and 20Nm. Errors are the calculated error of the load cell 
or the standard deviation of the cycles – reported in italics when higher. 
This stiffness is based on the torque and rotation; standard shear stiffness 
would be a load/displacement calculation. The torque rotation data can be 
converted to the load experienced at the top of the cup and the y axis 
movement using the offset distance from the applied torque to the 
attachment point of the cup – 100mm. This is not exact as the sample is free 
to slide. In the next chapter the shear stiffness of the samples is calculated 
using the Optotrak data so these values can be calculated for comparison 
(Table 4.15). 
 
  
ML Shear Stiffness 
(N/mm) 
AP Shear Stiffness 
(N/mm) 
Bone 24 28 
SawBone 19 24 
SawCyl 22 27 
Table 4.15 Calculated approximate values for the shear stiffness in the anterior- posterior 
directions and the medial-lateral directions of the samples. Force and displacement data were 
derived from torque and rotation data using the approximate 100mm offset distance. 
4.3.2.2.3 Instron - Bending 
The bending load configurations proved difficult for the Instron to control. 
However while the loading was somewhat erratic looking, the same pattern 
of loading was repeated quite closely between the three constructs. This 
erratic loading pattern is evident in the high standard deviation values 
reported in Table 4.16 which were much higher than the associated errors in 
the measurement.  
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MLBend Position (mm) Load (N) Rotation (deg) Torque(N·m) 
Stiffness 
(N/mm) 
Bone -16.8 ± 0.6 -120 ± 5 0.01 ± 0.01 -0.01 ± 0.01 7.2 ± 0.6 
SawBone -18 ± 2 -124 ±27 -0.18 ± 0.01 0.2 ± 0.1 7 ± 2 
SawCyl -20 ± 3 -137 ± 37 0.02 ± 0.01 0.07 ± 0.06 7 ± 3 
APBend Position (mm) Load (N) Rotation (deg) Torque(N·m) 
Stiffness 
(N/mm) 
Bone -9.25 ± 0.05 -240 ±20 -0.18 ± 0.02 0.33 ± 0.08 26 ± 2 
SawBone -6.83 ± 0.04 -233 ± 3 0.00 ± 0.2 -0.34 ± 0.04 34.1 ± 0.6 
SawCyl -8.21 ± 0.05 -210 ± 11 0.00 ± 0.013 -0.01 ± 0.05 26 ± 1 
Table 4.16 Instron load cell values for the medial-lateral and anterior-posterior bending tests in 
the Berlin rig for each construct with the calculated overall stiffness. Values are mean ± error of 
the load cell, except for values in italics which are the standard deviation of the cycle values. 
4.3.2.2.4 JR3 Results 
The resultant loads recorded by the JR3 during the confined and unconfined 
compression tests show a range of out of plane forces and moments 
generated in the samples. 
 
Compression - 
Confined Bone  SawBone SawCyl 
Fx (N) 10 ± 5 11 ± 5 9 ± 5 
Fy (N) 8 ± 5 1 ± 5 4 ± 5 
Fz (N) -189 ± 10 -184 ± 10 -204 ± 10 
Mx (Nm) -3 ± 1 -1 ± 1 -2 ± 1 
My (Nm) 0 ± 1 -1 ± 1 0 ± 1 
Mz (Nm) 0 ± 1 0 ± 1 0 ± 1 
Compression - 
Unconfined Bone  SawBone SawCyl 
Fx (N) -5 ± 5 -19 ± 5 -13 ± 5 
Fy (N) 13 ± 5 -6 ± 5 3 ± 5 
Fz (N) -201 ± 10 -203 ± 10 -215 ± 10 
Mx (Nm) -5 ± 1 -1 ± 1 -3 ± 1 
My (Nm) -3 ± 1 -7 ± 1 -5 ± 1 
Mz (Nm) -1 ± 1 0 ± 1 0 ± 1 
Table 4.17 JR3 data for the plated sample in the Berlin rig, tested in both confined and semi-
unconfined compression. Values are mean ± error of the load cell. 
In each case the load applied was between 205 and 212N so the resultant FZ 
is within the error margin of the applied load. Figure 4.12 shows the 
transverse forces and moments generated in the confined and unconfined 
compression tests. The key differences appear to be in the magnitude and 
direction of FX and MY. While the magnitudes of the forces are reasonably 
low (less than 20N) the moments generated are somewhat high. MY, which is 
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the anterior-posterior bending direction, is much larger in the unconfined test 
at up to 7Nm, equivalent to the torsion test. The MX on the other hand, which 
is the medial – lateral bending, i.e. the closing of the fracture gap away from 
the plate, remains largely the same between the confined and unconfined 
tests.  
 
Figure 4.12  Difference in JR3 resultant forces between the confined and semi-unconfined 
compression tests on the plated constructs in the Berlin rig. Error bars show the calculated 
error of the load cell. Fz has been omitted from the force plot for clarity, values are shown in 
the table above (Table 4.17) 
It seems therefore that by allowing the top cup to rotate freely (translation still 
constrained) the constructs are able to bend in a perhaps more physiological 
manner with the addition of an anterior - posterior bend, this bending 
however generates large moments in the fixed lower section of each of the 
constructs. 
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It is odd to note however that the generated MY is in the same direction for 
both the Bone and SawBone samples, as the Bone is a right tibia and the 
SawBone a left tibia. With the medially plated side to the front in each case 
the two tibias were facing in opposite directions. The unconfined 
compression therefore generated an anterior bend in the Bone sample and a 
posterior bend in the SawBone sample. While the two tibias are 
geometrically different – one being an ovine bone and the other a human, it 
is still expected that under a natural compressive load, the curvature of the 
bone would generate an anterior and medial bend. 
While the natural curvature of the bone may be a plausible though contrary 
explanation for the observed loading in the case of the Bone and SawBone 
samples, the reasoning behind the presence of a comparatively large MY in 
the SawCyl sample is not obvious. Care was taken when initially positioning 
the cylindrical sample for cementing to ensure that is was located as 
centrally as possible within the mounting cups, and as close to vertical as 
possible (within 0.1deg as measured with a digital protractor). The plate was 
then applied to the front of the sample – designated the medial side, as it 
was for the other constructs. The cylinder however has no geometric reason 
for this out of plane bending moment to be generated under compression. A 
large MX would be expected – closing the fracture gap, but not a large MY. 
The above geometric reasoning for the generation of this moment would 
yield a –MY for the Bone, a +MY for the SawBone and 0MY for the SawCyl. 
That the recorded values for MY are all negative and all quite large suggests 
that perhaps the generated moment has more to do with the behaviour of the 
test rig than it does with the constructs behaving in a ‘more natural’ manner 
as the unconfined compression was designed to do. 
The effects of these load cases and their constraint on the behaviour of the 
constructs is discussed more fully in Chapter 7. 
The torsional load applied to the constructs was transferred through each of 
the samples to the JR3 completely as an MZ. Out of plane moments were 
larger in the positive torsion direction (Bone Internal rotation) with 4Nm 
generated in MX in all constructs, which is a rotation towards the plate. Out of 
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plane forces are also larger in this direction, particularly FZ and FY, though 
the FZ are matched by the Instron recorded load (SawBone, torsion +7, 
Instron load = 19 ± 3N, JR3 load = 24 ± 10). Again, the effects of these load 
cases and their constraint on the behaviour of the constructs is discussed 
more fully in Chapter 7. 
 
Torsion +7 Bone  SawBone SawCyl 
Fx (N) 3 ± 5 -2 ± 5 -7 ± 5 
Fy (N) -13 ± 5 -18 ± 5 -19 ± 5 
Fz (N) 2 ± 10 24 ± 10 -4 ± 10 
Mx (Nm) 4 ± 1 4 ± 1 4 ± 1 
My (Nm) 2 ± 1 2 ± 1 0 ± 1 
Mz (Nm) 7 ± 1 7 ± 1 7 ± 1 
Torsion -7 Bone  SawBone SawCyl 
Fx (N) 13 ± 5 6 ± 5 -4 ± 5 
Fy (N) 9 ± 5 7 ± 5 3 ± 5 
Fz (N) 11 ± 10 5 ± 10 4 ± 10 
Mx (Nm) -2 ± 1 -1 ± 1 0 ± 1 
My (Nm) -2 ± 1 0 ± 1 -1 ± 1 
Mz (Nm) -7 ± 1 -7 ± 1 -7 ± 1 
Table 4.18 JR3 values from torsion tests for the plated samples in the Berlin rig. Values are 
mean ± error of the load cell. 
Bending and shear results are reported below (Table 4.19 and Table 4.20) in 
their initial (JR3) directions, however it is important to note that samples were 
rotated 90deg for one of the each of the shear and bending load cases. The 
anterior-posterior direction is aligned with the following axis in each case; ML 
Shear – x, AP Shear – y; ML Bend – y, AP Shear – x. 
However, that the values are so similar in their initial directions suggests that 
the test method and the rig have a much larger effect on the resultant loads 
than does the orientation or type of sample. Particularly in shear with 
extremely large Mx and My values for the applied Mz (Instron 20Nm applied 
vs JR3 measured 21Nm). 
These extremely large out of plane forces and moments in shear also 
suggest that the test rig does not function in the way it is intended to. The 
intent of the rig is that shear loading is applied to the offset sample by 
applying torque to the centre of the cross beam. The offset distance would 
then convert this to lateral force FY at the top of the sample, which is 
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theoretically free to slide in the x direction converting any z rotation into x and 
y translations. Both components of this sliding system however are made out 
of stainless steel. What is likely happening is a stick-slip behaviour in which 
there is some sliding but then grabbing of the two components preventing 
further sliding. The large moments also suggest that the sample is not 
undergoing shear loading but rather a complex bending load. 
 
ML Shear Bone  SawBone SawCyl 
Fx (N) -227 ± 6 -220 ± 5 -213 ± 5 
Fy (N) 108 ± 6 48 ± 5 128 ± 6 
Fz (N) -260 ± 5 -204 ± 10 -192 ± 10 
Mx (Nm) -58 ± 1 -40 ± 1 -56 ± 1 
My (Nm) -44 ± 1 -47 ± 1 -46 ± 1 
Mz (Nm) 21 ± 1 21 ± 1 21 ± 1 
AP Shear Bone  SawBone SawCyl 
Fx (N) -203 ± 5 -206 ± 5 -213 ± 5 
Fy (N) 110 ± 5 87 ± 5 110 ± 5 
Fz (N) -229 ± 20 -192 ± 10 -209 ± 14 
Mx (Nm) -54 ± 3 -54 ± 1 -56 ± 2 
My (Nm) -36 ± 1 -46 ± 1 -43 ± 1 
Mz (Nm) 21 ± 1 21 ± 1 21 ± 1 
Table 4.19 JR3 values from the shear tests for the plated samples in the Berlin rig, in the 
medial-lateral direction (ML) and anterior-posterior direction (AP). Values are mean ± error of 
the load cell, except for values in italics which are the standard deviation of the cycle values. 
 
 
ML Bending Bone  SawBone SawCyl 
Fx (N) -1 ± 5 -26 ± 5 13 ± 5 
Fy (N) -4 ± 5 18 ± 5 3 ± 5 
Fz (N) -110 ± 11 -150 ± 28 -132 ± 40 
Mx (Nm) 0 ± 1 -10 ± 1 -3 ± 1 
My (Nm) 0 ± 1 -10 ± 1 -4 ± 1 
Mz (Nm) 0 ± 1 0 ± 1 0 ± 1 
AP Bending Bone  SawBone SawCyl 
Fx (N) 11 ± 5 -1 ± 5 -8 ± 5 
Fy (N) 0 ± 5 -4 ± 5 -1 ± 5 
Fz (N) -250 ± 30 -247 ± 10 -215 ± 35 
Mx (Nm) -3 ± 1 0 ± 1 -2 ± 1 
My (Nm) -4 ± 1 0 ± 1 -3 ± 1 
Mz (Nm) 0 ± 1 0 ± 1 0 ± 1 
Table 4.20 JR3 values from the bending tests for the plated samples in the Berlin rig, in the 
medial-lateral direction (ML) and anterior-posterior direction (AP). Values are mean ± error of 
the load cell, except for values in italics which are the standard deviation of the cycle values. 
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The bending load cases in contrast have relatively small out of plane forces 
and moments. The bending load case is generated by applying the FZ to the 
offset sample. The only notable exceptions are the 10Nm of MX and MY 
generated in the SawBone sample under medial-lateral bending. The cause 
of these moments in this particular case and none of the others is unknown. 
It is possible that the fracture gap has closed and created a rigid contact 
between the upper and lower fragments, however this would create a rapid 
spike in the loading which is not evident.  
4.3.2.3 Intact vs Plated Berlin rig 
Instron data for the intact and plated samples in the Berlin rig again differ in 
the calculated stiffness values, with plated samples being more compliant as 
would be expected (Plots in Appendix 4). Plated stiffness values are up to 
60% lower than their intact counterparts though there is a larger range of 
difference than in the direct rig due to the larger differences in stiffness 
values between constructs in the Berlin rig. Variability between the three 
constructs also drops as the stiffness response becomes more reliant on the 
plate than the sample geometry. 
Differences between the resultant forces and moments (JR3) recorded 
between the intact samples and the plated samples in the Berlin rig can be 
found in Appendix 4. No real differences are evident between the intact 
sample and the plated sample in the confined compression test, the 
unconfined sample does exhibit a few minor differences with a change in the 
direction of FX and an increase in the magnitude of MY up to 7Nm. Torsion 
testing also demonstrated very little difference between the intact and plated 
samples. Only a marginal increase in FY and MX were seen in the +7Nm test 
(Internal rotation of Bone). 
4.3.3 Intact Testing - Direct vs Berlin rig 
Each of the three constructs were tested in their intact state in both the direct 
setup and in the more complex Berlin rig. Figure 4.13 shows the difference in 
stiffness for the compression test of each construct under direct loading and 
in the Berlin rig. The stiffness values were calculated from the Instron 
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recorded load and displacement data. Under a compressive load of 200N the 
recorded displacements were up to 2.46 times greater in the Berlin rig.  
 
Figure 4.13 Comparison of compression results of intact samples under Direct and Berlin rig 
tests. Error bars show the calculated error of the measurements. 
The corresponding torsion results are shown in Figure 4.14. Again the 
stiffness of the direct testing system is much greater than that of the Berlin 
system. Rotations recorded by the Instron were between 1.19 and 3.17 times 
greater in the Berlin rig where rotations of up to 5.51° were reported for a 
torque of -7Nm.  
While the values for both directions of rotation are almost identical in the 
direct testing (differing by less than 0.01Nm/deg) the Berlin rig shows clear 
directional differences. A lack of repeatability is also suggested by the 
varying trends in the data between constructs. 
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There were no consistent differences in the resultant forces or moments 
between the direct and Berlin loading rigs in the intact samples (Plots can be 
found in Appendix 4). Magnitudes remained approximately the same size in 
each test though directionality changed randomly between samples and test 
rigs. 
4.3.4 Plated Testing – Direct vs. Berlin Rig 
As with the intact sample comparison the plated samples showed a marked 
decrease in stiffness response in the Berlin rig. In compression (Figure 4.15), 
calculated values were up to 60% lower in the confined compression, 
increasing to 75% lower in the unconfined compression. The change in 
response was also not consistent across the three constructs, again 
suggesting a lack of repeatability or consistency in the Berlin rigs behaviour. 
 
Figure 4.14 Comparison of torsion results on intact samples under Direct and Berlin rig tests. 
Error bars show the calculated error of the measurements 
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Figure 4.15 Comparison of compression stiffness of the three constructs tested in the direct 
loading rig and the Berlin rig in confined and unconfined compression. Error bars indicate the 
calculated error of the measurements 
Torsional testing showed a smaller decrease in calculated stiffness of the 
constructs than the compression, at around a 30% drop in the positive torque 
direction and up to 42% drop in the negative direction. The torsional results 
were also somewhat more consistent between samples, though a directional 
difference was still evident in the Berlin rig. 
 
Figure 4.16 Comparison of torsional stiffness of the three constructs tested in the direct and 
Berlin rig in both directions. Error bars indicate the calculated error of the measurements 
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In terms of the recorded resultant forces, in compression testing there was 
no consistent difference between the direct and Berlin rig tests (Plots can be 
found in Appendix 4). In fact the unconfined compression was quite similar to 
the direct loading, with both having quite large moments about the y-axis up 
to 7Nm and 4Nm respectively. 
Large differences were seen in the torsional resultant forces (Figure 4.17). 
As mentioned earlier the direct loading rig in torsion produces large forces in 
the y direction (80N) and large moments in the x direction (14Nm). These 
reactions are a factor of the loading constraints placed on the constructs in 
this load case (Chapter 7).  
 
Figure 4.17 JR3 measure forces and moments for the plated samples tested in torsion in the 
negative direction in the Direct loading rig and the Berlin loading rig. . Error bars indicate the 
calculated error of the measurements 
These out of plane forces and moments are not evident in the Berlin rig tests. 
The lower stiffness values in the Berlin rig are generated by larger movement 
of the sample, perhaps this greater compliance in the test rig contributes to 
the reduction in out of place forces and moments by allowing the constructs 
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greater freedom to move, though the direction, location and amplitude of any 
movement occurring is unknown. This will be explored further in the Chapter 
5 using optical position tracking of the constructs. 
4.3.4.1 Plate torsion testing 
For comparison purposes and for validation of the plate component of the FE 
model in Chapter 8 and Chapter 14, mechanical testing was conducted on 
the LCP. Full details of the testing can be found in Appendix 5. Of relevance 
here are the torsion results, torsional stiffness was calculated at three 
working lengths, 55, 74 and 91mm corresponding to rigid fixation of one, one 
and a half and two holes on either end of the plate. This resulted in stiffness 
values of 2.14, 1.66 and 1.36 Nm/deg respectively. While it was not possible 
to test at the minimal working length being used in the construct testing this 
point can be extrapolated from the other three points to be a stiffness of 
2.60Nm/deg for a working length of 40mm, this is a rotation of 2.69deg for 
7Nm of torque.  
This testing fully constrains one end of the plate while applying the torsion to 
the other end of the plate, the working length of the plate is therefore only the 
free length in between the constraints. Extrapolating this data to the case of 
three screw holes constrained for comparison to the mechanical testing of 
the constructs assumes rigid body motion of the upper and lower fragments. 
This is not strictly the case as will be discussed in Section 5.5.1.2. So while 
the working length of the plate will be the location of most of the deformation, 
there will also be some deformation in the regions between the screws which 
cannot be measured independently. This will result in a stiffness somewhat 
less than the extrapolated 2.60Nm/deg. 
In a study on intramedullary nails Augat (43) explained their constructs 
torsional response as being the sum of the torsional response of the nail 
itself plus any additional rotation or relative motion of the locking screws. For 
a torsional load of 5Nm, their construct exhibited 15degs of rotation and their 
nail alone 10deg, thereby attributing 5deg of motion to the interfaces 
between the nail, the locking screws and the bone. 
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The plated Bone sample has the highest torsional stiffness of the constructs 
tested at 1.72Nm/deg in the positive direction in the direct loading rig. This is 
a rotation of 4.10deg. By Augat’s method 2.69deg or 66% of this rotation can 
be directly attributed to the central working length of the plate. The remaining 
1.41deg is therefore attributable to deformations within the screwed sections 
of the plate and bone.  Some of this will be further deformation of the plate in 
this region and the rest as Augat described as rotation and relative motion at 
the screw-bone interfaces. This method however, does not take into account 
any rotational compliance of the test rig, which will also be a component of 
the remaining rotation. 
 
4.4  Discussion 
A number of elements of the mechanical testing warrant further discussion, 
discrepancies in the number of loading cycles and the viscoelastic effects of 
the loading regime are discussed below. The effects of the different loading 
rigs on the recorded out of plane behaviour is then also discussed. An error 
analysis of these measurements can be found in Chapter 6 and an 
assessment of the effects of the loads and constraints on all out of plane 
behaviours (force/moment and movements) can be found in Chapter 7. 
4.4.1 Number of loading cycles 
Unintentionally the samples were subjected to a different number of cycles of 
loading dependant on the load case being applied. The load controlled tests 
(i.e. compression and bending) underwent four cycles of loading and 
unloading before returning to load for the hold period. The torsion controlled 
tests (positive and negative torsion, shear) underwent five cycles of torsional 
loading and unloading before returning to the maximum value for the hold 
period.  This discrepancy in the loading patterns came about as the hold 
period was added into existing test methods which contained simply five 
cycles of loading and unloading. When the hold period was added, in the 
compression test profiles the hold replaced the fifth cycled, in the torsion test 
it was added after the fifth cycle. This difference was not noticed until 
analysing the data after testing. 
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There is however very little difference in the data from cycle two onwards, i.e. 
only cycle one is substantially different from the others, hence this 
discrepancy is not likely to have had a large effect on the calculated results. 
This is assessed as part of the viscoelastic effects in section 4.4.3 and can 
be seen in Figure 4.21 and Figure 4.22. 
4.4.2 Instron and JR3 correspondence 
Data captured by the Instron and JR3 load cells were not synchronised in 
any way during the testing. It could therefore be questioned as to how well 
the two signals correspond. While the time stamp of the Instron data is 
exported with the load signal, for the JR3 the corresponding time series was 
calculated based on the frequency of data output. Figure 4.18 below shows 
the load applied by the Instron load cell in a direct application of compression 
in the intact SawCyl sample, compared with the load of the time matched 
JR3 FZ data. 
 
Figure 4.18 Correspondence between the Instron and JR3 load cells. The plot shown is from 
Direct Compression test of the Intact SawCyl sample. 
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4.4.3 Viscoelastic effects 
Bone is a viscoelastic material which exhibits behaviours that are both solid-
like and liquid-like, i.e. its stiffness is strain rate dependant. Compressive 
loads in this project were applied to samples at a reasonably slow rate of 
20N/sec, in the intact samples this corresponded to a rate of approximately 
0.003mm/sec and around 0.007mm/sec for the plated samples. This loading 
rate can be considered quasi-static. 
The viscoelastic properties of the bone are seen in two aspects of the test. 
Firstly during the hold period, load relaxation behaviour is seen.  The hold 
lasts for 5 seconds.  During this time a drop in load of around 10N is seen in 
the plated bone sample under compression (Figure 4.19). For this reason the 
loading behaviour was not extracted during this component of the test, rather 
data from the cyclic loading component was used. In the plot below (Figure 
4.19) the disparity in sampling rates between the Instron and JR3 is also 
evident, the JR3 recorded data at a rate of 10Hz, where the Instron records 
at a rate of 1000Hz. 
 
Figure 4.19 Load hold behaviour recorded by the Instron and JR3 load cells in the intact Bone 
direct compression test 
The second place the viscoelastic behaviour of the bone is evident is in the 
load-deformation plots. A single cycle of loading for the intact Bone sample in 
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direct compression is shown below (Figure 4.20), with the loading and 
unloading phases differentiated by colour.  
 
Figure 4.20 Loading vs unloading behaviour with hysteresis from a single loading cycle 
(number 4) in the intact bone direct compression test 
The hysteresis in the plot (i.e. the difference between the loading and unload 
arms) can be attributed to the energy dissipation or viscoelastic energy. The 
area between the two curves was calculated for each of the constructs in 
both their intact and plated states, for successive loading cycles. Figure 4.21 
shows the calculated viscoelastic energy in mili-joules (mJ) for each of the 
four compressive load cycles on the intact and plated bone sample. A 
dramatic difference is seen between cycles one and two, however after that 
the curve is quite flat indicating very little difference in behaviour between the 
later cycles. 
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Figure 4.21 Viscoelastic energy dissipation in successive cycles of compressive loading from 
the intact and plated Bone sample in direct loading 
In torsional loading a similar pattern is evident though the values are much 
higher. 
.  
Figure 4.22 Viscoelastic energy dissipation in successive torsional loading cycles from the 
Bone samples in intact and plated states 
While the torsional values seem much higher than the compressive values, 
when compared to the elastic energy of the constructs – i.e. the area under 
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the unloading curve, the compressive values are in fact much larger than the 
torsional values (Figure 4.23). 
 
Figure 4.23 Viscoelastic energy as a proportion of elastic energy in the intact and plated Bone 
sample in compressive and torsional loads 
4.4.4 Effect of loading rig on out of plane behaviours 
Vast differences were seen in the behaviour under load in the two test rigs. 
In the intact samples the deformation in the Berlin rig was 2-2.5 times higher 
than that of the direct test rig for the same load. 
All components involved in a test setup contribute to the load and 
deformation measurements. Each component and each interface is 
compliant (deforms under load) and will transfer the load in an unknown and 
often unmeasurable way. When looking simply at the global experimental 
test results this manifests as higher than expected deformations, resultant 
forces and moments in directions other than applied. 
In the Berlin rig setup there are 16 joints, the direct loading setup in contrast 
has ten joints As such the direct loading environment is much more rigid than 
the Berlin rig and had a much lower compliance. The high compliance of the 
Berlin rig however acts to reduce the recorded out of plane forces and 
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moments as it allows greater movement through greater compliance. The 
nature of this movement – its location, direction and magnitude are unknown. 
Forces however must not be uncoupled from movements (or torques from 
rotations) as the energy in each case is the same, merely the output 
changes. The out of plane forces are low in the Berlin rig because the out of 
plane movements are high (as will be seen in Chapter 5), in other words the 
stiffness of the rig (out of plane) is low. The direct rig, has high forces 
because the movements are low, it has a very high stiffness. 
The FE modelling based on standard literature practices in Chapter 8 
assumes that all of these joints behave ideally and so can be ignored. The 
recorded out of plane forces and moments, and the difference in behaviour 
between the two loading rigs however suggest that some of these 
assumptions are unreasonable. When conducting mechanical testing for the 
purposes of FE model validation all joints must be tracked until the 
experimental error has been determined to be low enough to assume ideal 
conditions. 
4.5 Conclusions 
The purpose of the mechanical testing conducted in this project was to 
gather the data necessary to create and validate an FE model of bone-
implant construct for assessment of stiffness. The previously standard 
comparison parameter of global load/deformation behaviour was expanded 
upon in this chapter to include recording of the resultant forces and moments 
at the base of the test rig. 
The loading characteristics of three constructs were examined – an ovine 
tibia (Bone), a synthetic human tibia (SawBone) and a synthetic bone 
analogue cylinder (SawCyl). Each of these constructs were tested in their 
intact and plated states, in a direct load application rig and a complex loading 
rig from the literature (Berlin rig). Tests were conducted in compression – 
confined and unconfined, and torsion in both directions as well as shear and 
bending in two planes. Load, displacement, torque and rotation data were 
recorded from the Instron as well as forces and moments in three directions 
each from the JR3. 
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The creation of an osteotomy and application of a plate fixation reduced the 
stiffness of the constructs in both compression and torsion. The resultant 
loads measured by the JR3 load cell also changed dramatically as the path 
of load transmission through the samples became non-linear.  
Transverse forces and moments were particularly large in the direct testing 
method as the samples were more strictly constrained. The direct loading 
environment is much stiffer than the Berlin rig. The high compliance of the 
Berlin rig acts to reduce the recorded out of plane forces and moments as it 
allows greater movement through greater compliance. 
The resultant forces and moments generated in the testing of bone-implant 
constructs have not previously been reported in the literature. When 
mechanical testing such as this is to be used as the basis for creation of FE 
models, it is highly important that the model reflects the complete resultant 
loading environment not just the applied loads. 
The data captured in this chapter is used for creation and comparison with 
the FE model of the SawCyl construct in Chapter 8 and Chapter 14. 
4.6 What is novel? 
This chapter provides a novel insight into the complete mechanisms of 
loading involved when a simple load is applied to a complex and constrained 
structure. Understanding the entire load case is highly important if the 
mechanical testing is to be replicated by an FE model.  
Out of plane forces and moments are evident in all experimental loading and must 
be quantified before they can be replicated in an FE model. 
 
When conducting mechanical testing for the purposes of FE model validation all 
joints must be tracked until the experimental error has been determined to be low 
enough to assume ideal conditions. 
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Figure 5.1 Schematic of the mechanical testing setups, sample configurations and 
measurements to be taken and modelling to be conducted. Chapter 5 details the recording of 
interfragmentary motion in the constructs with the Optotrak optical tracking system. 
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5.1 Introduction 
The previous chapters have detailed the digitisation of the position and 
orientation of the sample at the start of testing with the FARO arm, and the 
recording of both the applied and resultant loads with the Instron and JR3 
load cells. This information details where the sample starts and what loading 
it experiences but fails to tell us much about how the fragments respond to 
loading, a primary comparison parameter between the experimental results 
and the FE model. This chapter therefore focuses on the movement of the 
samples during testing. 
The mechanical testing conducted consisted of samples in two states – intact 
and plated (constructs comprised of the sample, an LCP plate and six 
screws). Movement of an intact sample can be adequately described by the 
Instron crosshead as either a z-axis deformation or gamma rotation. The 
plated samples however undergo a more complex system of movements. 
The out of plane forces and moments recorded in the previous chapter 
suggest a more complex loading environment than expected. These out of 
plane forces and moments will be coupled with out of plane translations and 
rotations. The proportion of these translations and rotations that occur as 
movement within the fracture gap, as opposed to compliance of the test rig, 
is yet to be determined.  
The purpose of this experimental work is the creation and validation of an FE 
model for determining stiffness. Stiffness can be calculated globally using the 
applied load and the global deformation (Instron data in the previous 
chapter). Increasingly though the stiffness of constructs is calculated using 
the Interfragmentary motion or IFM (16, 23, 32, 34, 49, 65, 66, 150, 152). 
This parameter describes the motion occurring at the centre of the fracture 
gap under load.  
IFM is also of particular interest clinically in how it relates to 
mechanobiological theories of fracture healing ((13, 87, 92, 97, 107, 109, 
115–117, 154, 155)). If the fixation is too compliant (low stiffness), too great 
a movement may occur within the fracture gap and healing will fail or be 
delayed. If the fixation is too stiff, too little movement may occur within the 
Chapter 5 Movement  80 
fracture gap and healing may also be delayed or fail. Whether the IFM alone 
adequately describes the motion within the fracture gap or if more detailed 
measurements are required is determined in the following chapter. 
The Optotrak (Northern Digital Inc., Waterloo, Ontario, Canada) infrared 
optical tracking system was used throughout the testing of the plated 
constructs to record the movements of both the upper and lower fragments 
independently. Matrix algebra was then used to calculate the IFM as well as 
the movements of points on the upper and lower surfaces of the fracture gap, 
from the Optotrak data. 
5.2 Materials and Methods 
The Optotrak infrared optical tracking system was used throughout each test. 
The system consists of a series of three cameras, which track the movement 
of infrared active markers in three-dimensional space. As mentioned in 
section 2.2.5, the coordinate system of the Optotrak is specified by the user 
during its setup, and was created to be contiguous with the FARO arm 
coordinate system. Within the testing coordinate system four spine research 
pins (Northern Digital Inc., Waterloo, Ontario, Canada) - commercially made 
rigid bodies (RB), were tracked throughout the tests. A RB consists of at 
least three markers rigidly mounted on a frame of known geometry. The 
spine research pins (Figure 5.2) have three markers with a 50mm nail like 
attachment pin, for hammering into soft bone.  
 
Figure 5.2 NDI Optotrak spine research pin, three marker rigid body 
The four RB’s were attached to the test specimen by first predrilling a ø3mm 
hole for each pin and hammering them into place to ensure a secure fit. RB’s 
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were attached to the upper and lower cement cups to measure the total 
movement in the system and to the upper and lower segments of bone close 
to the fracture gap (Figure 5.3). 
A baseline 10sec measurement of the position of the RB’s prior to loading 
was recorded. Tracking of the position of each RB was recorded throughout 
each test and for a period of approximately 5 seconds pre and post loading. 
5.2.1 Movement of the Optotrak RB’s 
As the constructs were rotated 90° for the AP Shear and ML Bend load 
cases the positions of the Optotrak RB’s needed to be adjusted. The RB’s 
attached to the upper and lower cement were simply rotated in place to face 
the camera.  The RB’s on the upper and lower segments of the sample were 
rearranged as necessary.  New mounting holes were drilled into the samples 
as required.  
 
Figure 5.3 Positioning of the four spine reach pin Optotrak rigid bodies in the SawCyl plated 
sample 
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5.2.2 Data processing 
Positional data captured by the Optotrak system was processed in Excel 
(Microsoft, Redmond, Washington, USA) and Matlab.  A custom written 
Matlab code was developed to calculate the movements of the rigid bodies 
and so the movement of the bone fragments and the rig.  This was then used 
to calculate the Interfragmentary motion (IFM) as well as the movement of 
four designated points on the upper and lower surfaces of the fracture gap 
(as captured with the FARO arm in Chapter 3).  The RB’s attached to the 
cement mounting cups were used to calculate the movement applied to the 
system overall, the z movement and rotation of which was expected to match 
the Instron load cell positions and rotations. 
5.3  Calculations and Matlab coding 
Matlab code was created using matrix algebra to calculate the required 
parameters from the raw Optotrak data. Each Optotrak markers (x, y, z) 
coordinates were recorded throughout the tests. Two periods of interest were 
identified in the file corresponding to the baseline and loaded periods. The 
baseline period was generally taken as prior to the first loading ramp, and the 
load period taken during the hold after cycling. During this time the Instron 
was maintaining a position hold so all components would be still. 
5.3.1 Establishing local coordinate systems 
The benefit of monitoring three markers positioned on a RB rather than 
individually is that their orientation with respect to each other remains 
constant. As such a local coordinate system can be created on each RB and 
changes in its position and orientation calculated at any time during the 
testing. To calculate the local coordinate system the three markers are 
designated A, B and C. The origin of the coordinate system was located at 
marker A. Vector mathematics was then used to create a right-handed 
orthogonal coordinate system approximately aligned with the testing 
coordinate system. An example is shown below with markers A, B and C 
identified. In this case the coordinate system is calculated by: 
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Figure 5.4 Optotrak rigid body marker with local coordinate system and marker labels  
   k = B – A / norm (B – A) 
   j = (C - A) cross (B - A) / norm ((C - A) cross (B - A)) 
i = j cross k 
LCS = [i, j, k] 
Where: cross denotes the cross product of the two vectors and norm is the 
vector normal, LCS is the local coordinate system, capital letters describe 
markers and bold lower case vectors. Dividing by the normal turns the 
calculated vector into a unit vector. 
A coordinate system of this type was created for the RB’s attached to the 
upper and lower fragments of the sample during the baseline period. 
5.3.2 Vectors to points of interest 
FARO arm data recorded from the maximum and minimum x, y and z 
coordinates of the fracture gap (cortex points) were used to calculate the 
centre of the fracture gap (FG). Vectors were calculated from the upper LCS 
to the upper max and min x and y points, and from the lower LCS to the 
lower max and min x and y points (Figure 5.5). Vectors from both upper and 
lower LCS were calculated to the FG. In each case the vector was from the 
origin of the LCS at marker A. 
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Figure 5.5 Schematic of the vectors from the ULCS to the upper cortex points and FG, and from 
the LCS to the lower cortex points and FG 
Each of these vectors at this point were defined only in the global testing 
coordinate system. If instead the vectors are redefined in one of the LCSs 
the relationship can be used to recalculate their position at a later time.  
Both the upper and lower RB’s were attached to the sample as close as 
possible to the fracture gap, between the lowest screw and the end of the 
bone. It was assumed that this part of the sample is behaving as a RB – this 
assumption and its possible effect on the results will be discussed in section 
5.5.1.2. 
With the vectors to the points of interest defined in the LCSs and the 
assumption that the region between these points and the Optotrak RB 
behaves entirely as a rigid body, the movement of the Optotrak markers is 
therefore directly connected to the movement of the points of interest.  
To define the vectors in the LCSs the rotation matrix between the global 
testing coordinate system and each LCS was calculated and then applied to 
the vector. 
5.3.3 Under load 
At the second time point of interest the position of the markers on each RB 
were used to recalculate the upper and lower LCSs. The vectors to the 
points of interest defined locally will not have changed. The rotation matrix 
from the new LCS to the global testing coordinate system was then 
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calculated. Applying this to the locally defined vectors to the points of interest 
then shifts them back into the global coordinate system, at which point they 
were then repositioned by adding the vector to the new location of marker A. 
These calculations give the coordinates of each of the points of interest in 
the global testing coordinate system under load. 
5.3.4 IFM 
The interfragmentary motion then requires one further set of calculations. As 
the point FG was defined from both the upper and lower LCS, at time two 
there are two locations for this point – dependant on the independent 
movements of the upper and lower fragments. The IFM is reported as three 
translations and three rotations. The three translations are calculated as the 
vector between the two new locations of the FG point – the upper defined 
point minus the lower defined point (Figure 5.6). Alpha, beta and gamma 
rotations were calculated from the local coordinate systems located at each 
of the RB’s. Using matrix algebra the orientation of one coordinate system 
with respect to the other was calculated in their initial orientation and then 
again in the final orientation and the difference ascertained. The three 
rotations can then be extracted from this rotation matrix, as the Euler angles 
using the XYZ convention. 
 
Figure 5.6 Calculation of IFM. At time one on the left, two vectors point towards the centre of 
the fracture gap. At time two in the centre, the two vectors move with their rigid bodies and now 
point to two separate locations.  The vector between these two new locations is the IFM vector, 
expressed as an (x, y, z) motion (green arrow), this is enlarged for clarity on the far right. 
Chapter 5 Movement  86 
5.3.5 Further calculations 
Using the original and final coordinates of the cortex points additional 
movements were calculated to describe the movement occurring within the 
fracture gap. Movements of four points on each of the upper and lower 
surface of the fracture gap were tracked throughout each test. The difference 
in translation of these points can then be used to describe the motion within 
the fracture gap. In compression for instance the z deformation at the near 
and far cortex (in relation to the plate) is of primary interest, though out of 
plane translations and rotations of these surfaces are also calculated to fully 
characterise the movement under load. Rotations of the two surfaces were 
calculated by creating LCSs on the upper and lower fracture surfaces from 
the cortex points. The individual rotations of the surfaces from the baseline to 
the loaded period were then calculated in the same way as the IFM rotations 
and reported as alpha, beta and gamma rotations. 
 
5.4  Results 
Motion within the fracture gap under load was calculated from the raw 
Optotrak data as both the IFM and the expanded movement of the eight 
cortex points. 
5.4.1 IFM 
Interfragmentary motion was calculated for each of the plated constructs 
under all loading conditions. The IFM is comprised of three translations (x, y, 
z) and three rotations (alpha, beta and gamma). The translations correspond 
to the vector between the centre of the fracture gap as seen by the upper 
fragment and the as seen by the lower fragment, with the direction indicating 
the location of the upper with respect to the lower (Figure 5.6). The rotational 
component is calculated from the LCS on the Optotrak rigid bodies, as the 
orientation of the upper with respect to the lower and as the difference in this 
rotation from the baseline time period to the loaded time period. Table 5.1 
shows the calculated IFM values for the direct testing method, and Table 5.2 
for the compression and torsion testing in the Berlin rig. 
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Compression x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone 0.01 0.00 -0.05 0.15 0.12 -0.03 
SawBone 0.00 0.02 -0.09 0.25 0.04 -0.02 
SawCyl 0.01 0.11 -0.07 0.26 -0.02 -0.08 
Torsion +7 x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone -0.28 -0.75 -0.04 0.09 0.37 2.92 
SawBone -0.65 -0.68 0.01 0.45 0.27 2.83 
SawCyl -0.42 -1.25 -0.01 -0.10 -0.32 3.21 
Torsion -7 x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone 0.34 0.73 0.05 -0.14 -0.33 -2.90 
SawBone 0.70 0.64 0.06 -0.45 -0.32 -2.79 
SawCyl 0.54 2.08 0.07 0.78 -0.12 -3.55 
Table 5.1 Optotrak calculated Interfragmentary motion of the plated samples under direct 
loading 
Comparing these values to those from the Instron in the previous chapter 
(Table 4.5), demonstrates how the applied deformations and rotations 
propagate into the movements at the fracture gap. While the z deformations 
are quite similar to those of the Instron, the gamma rotations under torsion 
are much smaller. 
Comparatively large alpha and beta rotations were seen in all of the samples 
in the torsional loading and in the alpha rotation in compression (an alpha is 
a medial-lateral rotation in the plane of the fixation). 
 
Compression 
- Confined x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone 0.00 -0.09 -0.12 0.30 0.05 -0.03 
SawBone -0.03 -0.02 -0.11 0.29 0.04 0.06 
SawCyl 0.01 0.03 -0.09 0.33 -0.24 -0.07 
Compression 
- Unconfined x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone 0.02 -0.05 -0.09 0.48 0.09 -0.05 
SawBone 0.02 0.01 -0.18 0.36 0.06 -0.04 
SawCyl 0.01 0.02 -0.14 0.33 -0.24 -0.09 
Torsion +7 x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone -0.49 -0.57 0.02 0.19 -0.71 3.00 
SawBone -0.86 -0.83 0.02 0.49 0.11 2.94 
SawCyl -0.56 -0.85 0.09 0.11 0.12 3.29 
Torsion -7 x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone 0.53 0.46 0.01 -0.35 0.73 -3.01 
SawBone 0.95 0.74 -0.02 -0.38 -0.18 -2.96 
SawCyl 0.63 0.86 -0.03 -0.34 -0.04 -3.30 
Table 5.2 Optotrak calculated Interfragmentary motion of the plated samples tested in the Berlin 
rig in compression and torsion 
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The correlation between the Instron and IFM values does not hold for the 
testing conducted in the Berlin rig. The IFM values recorded in the Berlin rig 
and the direct testing rig are similar to each other however. Only minor 
differences are evident in any of the load cases. Suggesting that the test rig 
and its particular methods of constraint and compliance has very little to do 
with the IFM behaviour of the constructs. This is in direct opposition to the 
previous chapter in which the two test rigs resulted in very different levels of 
deformation and resultant forces for the same loads.  
The shear and bending IFM values are reported in Table 5.3 in the testing 
coordinate system (i.e. the results for ML Bending and AP Shear have not 
been rotated to match the sample orientation). The shear loading method in 
the Berlin rig applies a torque which is ideally converted into a force in the y 
direction, this should result in a translation in the y component of the IFM. 
Instead the applied torque is evident in the IFM as a large gamma rotation, 
suggesting that the sample is not loaded as the rig intends. While a 
reasonably large y translation is evident, translations in the x direction are 
often of a similar magnitude. Rotations in the alpha and beta directions are 
also often not insignificant, though there is little consistency between 
constructs. 
 
ML Shear x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone -0.47 -0.69 -0.03 0.07 -0.66 2.84 
SawBone -1.08 -1.03 0.03 0.56 -0.10 3.55 
SawCyl -0.36 -0.63 0.11 -0.07 -0.12 1.80 
AP Shear x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone 0.04 0.19 -0.08 -0.45 1.07 1.97 
SawBone -0.45 0.18 -0.03 -0.02 -0.19 2.22 
SawCyl -0.10 -0.18 -0.05 0.22 -0.29 2.10 
ML Bend x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone -0.12 -0.13 -0.60 -2.17 3.74 -0.44 
SawBone 0.11 -0.73 -1.35 2.76 -3.77 -1.03 
SawCyl 0.24 0.00 -0.33 4.03 -2.80 -0.85 
AP Bend x (mm) y (mm) z (mm) alpha (deg) beta (deg) gamma (deg) 
Bone 0.17 0.18 0.09 0.68 -1.22 -1.54 
SawBone 0.05 0.15 0.65 -0.83 -1.60 -0.04 
SawCyl 0.07 0.10 0.31 -0.96 -1.56 0.05 
Table 5.3 Optotrak calculated Interfragmentary motion of the plated samples tested in the Berlin 
rig in shear and bending 
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Bending loads result in large beta rotations, as would be expected. However 
large rotations (sometimes larger than beta) are also seen in the other 
directions. 
IFM is used to calculate the stiffness of the construct. The table below gives 
the calculated stiffness results from the Berlin rig experiments, for later 
comparison to the literature (6.4.4). A negative stiffness indicates that the 
generated movement is in the opposite direction to the applied load. These 
values bear no similarity to those calculated from the Instron results earlier 
(Table 4.13, Table 4.14 and Table 4.16). 
 
Stiffness 
Compression 
– Confined 
(N/mm) 
Torsion +7 
(Nm/deg) 
MLShear 
(N/mm) 
APShear 
(N/mm) 
MLBend 
(Nm/deg) 
APBend 
(Nm/deg) 
Bone 1795 2.34 293 1080 -3 20 
SawBone 1918 2.38 194 1117 3 14 
SawCyl 2216 2.15 322 -1103 5 13 
Table 5.4 Calculated stiffness values from the Berlin rig IFM values.  
5.4.2 Cortex points 
Tracking of the cortex points allows the movements of the fracture surfaces 
to be assessed in three dimensional space, both in terms of their translations 
and their rotations. This is a more detailed version of the IFM as it allows 
calculations of deformations at specific points of interest, for instance the 
points closest to (near cortex), and furthest from (far cortex) the plate under 
compression, or the maximum and minimum points along the shear axis. 
These translations and rotations also allow the movements of the fracture 
planes to be more readily visualised and understood in 3D (Figure 5.8, 
Figure 5.9, Figure 5.10 and Figure 5.11). These movements are used in 
section 7.1.1 to elucidate the effects of the different loads and constraints. 
Tables of specific relevant values are shown for selected load cases below, 
however the full movement of the surfaces may be more easily understood 
from the plots that follow, showing the position of each fracture plane as 
observed from the xy, yz and xz planes. Of particular relevance in the 
compression tests are the translations of the near and far cortex points 
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(Table 5.5). From these the difference in z deformation between the regions 
closest to and furthest away from the plate can be seen. 
 
 
Near cortex points Far cortex points IFM 
Direct  
Compression x (mm) y (mm) z (mm) x (mm) y (mm) z (mm) z (mm) 
Bone 0.01 0.00 -0.03 0.01 0.00 -0.07 -0.05 
SawBone 0.00 0.01 -0.05 0.00 0.01 -0.13 -0.09 
SawCyl 0.00 0.11 -0.02 0.02 0.11 -0.11 -0.07 
Berlin Confined 
Compression x (mm) y (mm) z (mm) x (mm) y (mm) z (mm) 
 
z (mm) 
Bone -0.01 -0.09 -0.08 0.00 -0.09 -0.16 -0.12 
SawBone -0.02 -0.02 -0.06 -0.04 -0.02 -0.15 -0.11 
SawCyl 0.00 0.03 -0.02 0.01 0.03 -0.17 -0.09 
Berlin Unconfined 
Compression x (mm) y (mm) z (mm) x (mm) y (mm) z (mm) 
 
z (mm) 
Bone 0.01 -0.06 -0.03 0.02 -0.06 -0.16 -0.09 
SawBone 0.02 0.01 -0.12 0.03 0.01 -0.23 -0.18 
SawCyl 0.01 0.02 -0.07 0.02 0.02 -0.21 -0.14 
Table 5.5 Optotrak calculated movements of the near and far cortex points under compression. 
Calculated as the difference between the upper and lower points. The IFM z values from the 
same experiments are also included for reference. 
The values given in the table represent the vector between the upper and 
lower surfaces at the near and far cortex. It can be seen that the z 
deformation on the far cortex is much larger than that of the near cortex. It 
can also be seen that the IFM z value is the midpoint between the two 
deformations. The problem with the IFM value is therefore not its magnitude 
but the lack of any further information on what the spread of the deformation 
is. In these tests the range of z deformations was IFM ± 0.02mm to IFM ± 
0.08mm. 
For the torsion tests the rotation of the upper and lower surfaces is of 
particular interest. The values in the table below (Table 5.6) are the 
calculated rotations of the upper and lower surfaces under load.  
The IFM calculated rotations are the difference between the rotation of the 
upper and lower surfaces (though calculated remotely, section 5.5.1.1). This 
calculation therefore ignores the common rotation of the two surfaces. While 
the difference in rotation between the two surfaces describes the deformation 
in the fracture gap, the absolute rotations (and their difference from the base 
and applied) describe the deformation of the fragments. 
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Upper fracture surface Lower fracture surface IFM 
Direct 
Torsion+7 
alpha 
(deg) 
beta 
(deg) 
gamma 
(deg) 
alpha 
(deg) 
beta 
(deg) 
gamma 
(deg) 
gamma 
(deg) 
Bone 0.06 0.08 3.73 -0.18 0.21 0.80 2.92 
SawBone -0.05 0.14 3.66 -0.06 0.16 0.82 2.83 
SawCyl -0.04 0.22 3.84 -0.48 0.18 0.64 3.21 
Direct 
Torsion -7 
alpha 
(deg) 
beta 
(deg) 
gamma 
(deg) 
alpha 
(deg) 
beta 
(deg) 
gamma 
(deg) 
gamma 
(deg) 
Bone -0.01 -0.09 -3.76 0.15 -0.18 -0.84 -2.90 
SawBone 0.06 -0.15 -3.67 0.04 -0.21 -0.86 -2.79 
SawCyl 0.02 -0.19 -3.88 1.31 -0.32 -0.46 -3.55 
Berlin 
Torsion+7 
alpha 
(deg) 
beta 
(deg) 
gamma 
(deg) 
alpha 
(deg) 
beta 
(deg) 
gamma 
(deg) 
gamma 
(deg) 
Bone 0.12 0.05 4.32 -0.02 0.18 1.25 3.00 
SawBone -0.03 0.10 3.85 -0.04 0.12 0.95 2.94 
SawCyl 0.14 0.18 4.99 -0.09 0.10 1.71 3.29 
Berlin 
Torsion+7 
alpha 
(deg) 
beta 
(deg) 
gamma 
(deg) 
alpha 
(deg) 
beta 
(deg) 
gamma 
(deg) 
gamma 
(deg) 
Bone -0.08 -0.08 -3.98 -0.08 -0.18 -0.88 -3.01 
SawBone -0.07 -0.09 -3.96 0.04 -0.14 -1.04 -2.96 
SawCyl -0.04 -0.14 -4.74 -0.06 -0.13 -1.41 -3.30 
Table 5.6 Optotrak calculated rotations of the upper and lower surfaces in torsion. Calculated 
as the difference between the upper and lower LCSs. The IFM gamma values from the same 
experiments are also included for reference. 
Calculation of cortex point translations allow the planes of the fracture 
surfaces and their movements to be visualised in 3D space. In the following 
plots are the 2D projections of the final positions of the upper and lower 
surfaces under load, the surface points used are shown schematically in 
Figure 5.7. For reference the approximate position of the plate is included in 
each view and the initial position of the surfaces in the xz and yz planes. As 
the surfaces are initially ~3mm apart in the z axis, the upper surface has 
been shifted in the z direction to enable the two surfaces to be viewed on the 
same axis, with the exception of the bending load case in Figure 5.11, in 
which the two surfaces are in their correct initial and final positions.  
 
Figure 5.7 Schematic showing the positions of the cortex points being depicted in Figure 5.8 
through Figure 5.11 
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Figure 5.8 Three views of the movement of the fracture planes under direct compression of the 
SawCyl (Left plots) and Bone (Right plots) constructs. The grey lines indicate the initial 
position of the surfaces prior to loading. The black line indicates the approximate location of 
the centre of the plate in each view. For both constructs the z axis values of the upper surfaces 
have been edited to place them within viewing range of the lower surfaces (equal offsets were 
applied to the initial and final positions). Plots correspond to gamma, alpha and beta rotations 
from top to bottom. 
Under compression (Figure 5.8) the upper surface is seen to vertically 
translate as would be expected, the lower surface however rotates under the 
load such that the far cortex regions are higher than they initially started at 
and the near cortex regions lower. 
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Figure 5.9 Three views of the movement of the fracture planes under direct torsion (+7) of the 
SawCyl (Left plots) and Bone (Right plots) constructs. The grey lines indicate the initial 
position of the surfaces prior to loading. The black line indicates the approximate location of 
the centre of the plate in each view. For both constructs the z axis values of the upper surfaces 
have been edited to place them within viewing range of the lower surfaces (equal offsets were 
applied to the initial and final positions). Plots correspond to gamma, alpha and beta rotations 
from top to bottom. 
A number of interesting things can be seen in torsion (Figure 5.9), firstly the 
relative gamma rotations in the upper x-y plot, in which the surfaces rotate 
about a point outside the region of the construct and to the right, at the 
coordinates (137.96, 14.31) for the SawCyl sample. The coordinates of this 
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point interestingly are quite consistent across each of the three constructs, 
and between both directions of torsion. The out-of-plane rotations are also 
evident, particularly of the lower surface with rotations in the SawCyl sample 
larger in the alpha direction than in the applied gamma direction. These 
rotations are produced by the loads and constraints placed on the constructs, 
which is discussed in section 7.1.1. 
While these plots appear somewhat extreme in some of the relative rotations 
of the surfaces it is important to realise that the upper surface is around 3mm 
displaced from the lower surface, the data for the upper points in each case 
have been modified to be able to display the two surfaces on the same axes. 
The following collection of plots (Figure 5.10) shows the shear response in 
both directions on a single construct. To achieve the two directions of shear 
(and bending shown in Figure 5.11) the construct itself is rotated within the 
test rig. For clarity the approximate initial position and orientation of the plate 
is given in each plot, along with the direction of the applied shear force. What 
is clear from these plots is that the behaviour is largely independent of the 
orientation of the sample. While some lateral shear is evident, the out of 
plane translations and rotations are significant. Looking at the yz plane plots 
in each orientation of loading, both the upper and lower surfaces show 
extreme alpha rotations: ML Shear upper = 1.51°, lower = 1.26°, AP Shear 
upper = 1.42°, lower = 1.63°. As both surfaces rotate in the same direction 
however the IFM alpha for ML Shear = 0.07° and AP Shear = 0.45°. The z 
axis translations of the cortex points in AP Shear are also quite large at both 
surfaces, ranging from 0.15mm to 0.66mm, compared with an IFM z 
translation of only 0.08mm. 
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Figure 5.10 Three views of the movement of the fracture planes under shear loads of the Bone 
construct in the Berlin rig, plots on the left are medial-lateral shear, plots on the right are 
anterior-posterior shear. The grey lines indicate the initial position of the surfaces prior to 
loading. The black line indicates the approximate location of the centre of the plate in each 
view. The red arrows indicate the direction of the shear loading. The z axis values of the upper 
surfaces have been edited to place them within viewing range of the lower surfaces (equal 
offsets were applied to the initial and final positions). Plots correspond to gamma, alpha and 
beta rotations from top to bottom.  
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Figure 5.11 Three views of the movement of the fracture planes under bending loads of the 
Bone construct in the Berlin rig, plots on the left are anterior-posterior bending, plots on the 
right are medial-lateral bending. The grey lines indicate the initial position of the surfaces prior 
to loading. The black line indicates the approximate location of the centre of the plate in each 
view. The red arrows indicate the direction of the bending load. Plots correspond to gamma, 
alpha and beta rotations from top to bottom.  
The response of the constructs to the two bending loads is also shown for 
the same construct (Figure 5.11). One important thing to note when 
examining the bending results is that the lower cross-beam of the Berlin test 
rig is free to tilt about a pivot joint in the centre of the rig during bending 
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(Figure 4.3 and Figure 4.4). This allows the whole construct to translate in z 
as required while tilting to generate the bending moment. As such, the 
apparently extreme z-offsets between the initial and final positions are largely 
just a factor of the deformation of the test rig, rather than the sample. Z-axis 
values in this case are the real values, without alteration, and the plate 
position relates to the initial position not the final.  
Again there is little difference between the two directions with both 
experiencing extreme x translations of both surfaces (raw ML Bend: 10.54 – 
10.72mm, relative 0.09 – 0.18mm; raw AP Bend: 7.96 - 8.14mm, relative 
0.03-0.33mm), though the IFM for this is only 0.12mm (the average change 
in the relative position of the surfaces). The only real difference between the 
two directions is the larger beta values (xz plot) in the ML Bend test; 1.92° on 
the upper and -2.41° on the lower surface compared with AP Bend 1.02° on 
the upper and -0.56° on the lower surface.  
 
5.5  Discussion 
The Optotrak 6D motion tracking system provides the possibility of 
increasing the complexity of data captured during mechanical testing of 
bone-implant constructs. The experimental work conducted here was 
designed with the purpose of validating an FE model of a bone-implant 
construct for the determination of stiffness. The Optotrak system enables 
calculation of a number of parameters which could be used for these and 
other purposes. 
IFM is discussed in the following section in detail, examining its uses and 
drawbacks, as well as its method of calculation. The assumption of rigid body 
motion is necessary for the calculation of values based on remotely attached 
marker frames, but is it valid or flawed? The previous chapters’ (Chapter 4) 
assessment of load and displacement discrepancies between the two testing 
rigs is revisited now in terms of the differences in IFM and cortex movements 
between the two rigs. The differences between the IFM and the cortex 
movements and rotations are further expanded on below, discussing the 
effects of this simplification in regards to the uses to which IFM is put. 
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The calculation of translations and rotations of the fracture planes raises the 
prospect of calculating other parameters from this information and gaining 
insight into what is actually occurring within the fracture gap under load.  
To use the parameters calculated from the Optotrak data for the validation of 
FE models requires similar parameters to be calculated within the model. 
The creation and comparison of mechanical testing data and FE model data 
in this way is also discussed. 
The validity of these parameters is determined by their level of accuracy. To 
determine this, an error analysis is conducted in section 6.3, addressing both 
the systematic and random errors in the system as well as how they 
propagate through the vector and matrix operations needed to calculate 
values such as the IFM or cortex movements. The effect of these errors on 
the calculation of stiffness is then also addressed in section 6.4. 
5.5.1 IFM 
The motion occurring within the fracture gap has been measured by many 
authors (16, 26, 32, 34, 43, 53, 54, 57, 59, 65, 66, 70, 75, 150–152), using a 
variety of methods. IFM has been used for purposes ranging from a simple 
description of motion, to fixator stiffness characterisation and comparison, 
and as an implant failure criterion, both in in vivo and in vitro experiments.  
The IFM values determined in mechanical experimentation could also be 
used in validation of an FE model. 
5.5.1.1 Potential problems with IFM 
The IFM is comprised of two sets of values, three translations and three 
rotations, which are calculated in very different ways. The translations form 
the vector between the new location of the centre of the fracture gap as seen 
by the upper and the lower fragments. As such it is approximately equal to 
the average relative translation of the surfaces in the direction of interest. As 
noted earlier in the results, what it therefore doesn’t contain is any 
information on the range of translations experienced. It is suggested that 
cortex point data are used as well as the IFM to report a range of values e.g. 
IFM = 0.09 ± 0.08mm. 
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The rotations reported in the IFM on the other hand are not calculated at the 
fracture gap. The rotations are the difference in orientation between the 
upper and lower LCS. While the assumption of rigid body motion between 
the LCS and the point of interest holds true, it does not automatically follow 
that the rotations of the two points will be the same with respect to their initial 
starting point. For this reason the cortex points were used to generate their 
own local coordinate systems on the upper and lower fracture surfaces, and 
the change in orientation between these LCSs at time one and time two 
calculated. 
The idea that the cortex points and the Optotrak RB’s, while behaving 
together as a rigid body do not undergo the same rotation is somewhat 
counterintuitive. An example of a cut down version of the full code is given in 
Appendix 7 to calculate the rotation of the LCSs on the Optotrak RB’s, the 
rotation of the LCSs on the bone surface, their under load and the IFM 
rotations. The results from this code using data from the Bone in medial-
lateral bending are given below. 
 
 
alpha beta gamma 
Initial_Bone_to_Optotrak_upper 5.70 -6.01 -28.76 
Final_Bone_to_Optotrak_upper 5.70 -6.01 -28.76 
Initial_Bone_to_Optotrak_lower -13.73 2.07 -28.02 
Final_Bone_to_Optotrak_lower -13.73 2.07 -28.02 
Table 5.7 Alpha, Beta and Gamma rotations between the local coordinate system located on the 
bone fracture surface and its corresponding local coordinate system on the Optotrak rigid 
body. Not that the angular relationship remains the same from the initial to final positions 
Table 5.7 shows the angular relationship between a local coordinate system 
created on the fracture surface of the bone and that of the local coordinate 
system located on the Optotrak rigid body. While there is a random 
difference in the orientation, this difference is maintained precisely from the 
initial to final positions. The relationship is in fact the same by definition as 
the relationship between the two LCSs at time one is used in the original 
Matlab code to calculate the position of the points at time two. 
While the relationship between the bone and Optotrak LCSs remains the 
same, the relative rotation of each the LCSs independently over time is not 
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the same (Table 5.8). In other words the rotation of the fracture surface is not 
the same as the rotation of the Optotrak rigid body attached to it. 
 
 
alpha beta gamma 
Bone_to_Bone_upper -0.03 1.92 0.17 
Bone_to_Bone_lower 0.13 -2.41 -0.14 
Optotrak_to_Optotrak_upper -0.93 -1.69 -0.09 
Optotrak_to_Optotrak_lower -1.24 2.06 0.30 
Table 5.8 Relative rotations of the individual local coordinate systems from the initial position 
to the final position i.e. upper Bone LCS at time 2 – upper Bone LCS at time 1. 
IFM rotations are calculated as the change in the relative rotations of the 
Optotrak LCSs over time (Table 5.9). But as has just been shown, the 
rotations of the Optotrak LCSs are not the same as the rotations of the 
fracture surfaces. Perhaps the IFM would be better calculated as the change 
in the relative rotations of the bone LCSs over time. This gives IFM_Bone 
rotational values of (-0.15, 4.34, 0.30), looking back at Figure 5.11, these 
values seem more realistic, particularly the alpha value as shown on the yz 
plot. 
 
 
alpha beta gamma 
IFM_time1 -8.09 -4.00 0.22 
IFM_time2 -10.26 -0.26 -0.22 
IFM -2.17 3.74 -0.44 
Table 5.9 The calculated IFM rotations – the relative orientation of the Optotrak LCS on the 
upper fragment to the Optotrak LCS on the lower fragment, calculated at the initial period 
(time1) and the final period (time2). The reported IFM is the difference between these two. 
This process was also checked against the other load cases, looking at the 
SawCyl direct torsion +7 load case as shown in Figure 5.9. The original IFM 
values describe the rotations as (-0.10, -0.32, 3.21), the IFM_Bone values 
however calculate to (0.43, 0.01, 3.20), comparing with the figure again the 
alpha and beta results from the bone fragment coordinate systems are more 
realistic results than the traditionally calculated IFM rotations. 
Within the literature, most authors calculated IFM rotations through remotely 
measured devices. Meleddu (66) on the other hand uses an optical marker 
system located within the fracture gap of the sample which would alleviate 
this type of potential error. 
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5.5.1.2 Assumption of Rigid Body Motion 
The vector and matrix mathematics applied to calculate the values of IFM 
and cortex movements rely on the assumption that the geometric relationship 
between the point of interest and the LCS (constructed on the Optotrak rigid 
body) is maintained throughout the testing, i.e. that it undergoes rigid body 
motion. In the discussion of load cases in section 7.1.1 it will be suggested 
that the constraints placed on the constructs cause deformation of the 
fragments along their length as well as deformation of the plate, i.e. that the 
fragments do not undergo rigid body motion. Can the assumption of 
geometric integrity therefore be validly applied?  
Within the constructs the load is transferred from the Instron into the upper 
fragment, then through the three screws into the plate, back through the 
lower three screws and into the lower fragment and the base. It therefore 
stands to reason that the samples will deform along the loaded regions, from 
the cement cups to the most central screw. However, as no load is 
transmitted through the upper fragments lowest screw and the surface of the 
fracture gap there will be no further relative deformation of this section. This 
is equally true for the lower fragment and the region above its upper most 
screw. 
For this reason the Optotrak rigid bodies were attached to the samples within 
this unloaded region. Because of the loading conditions in this region, it is 
reasonable to assume that this particular area of the construct and its 
attachment to the markers does not deform and undergoes rigid body 
motion. 
5.5.2 Cortex points 
5.5.2.1 Cortex points as an addition to or substitution for IFM 
The expansion of the IFM data into the cortex points provides the ability to 
calculate and visualise several additional parameters from that of the IFM. 
The translations reported in the IFM are the midpoint translations seen in the 
gap. The cortex points on the other hand contain both the maximum and 
minimum values (within a plane). In terms of simplicity of reporting, these 
values could be used instead of the IFM as the range of translations seen in 
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a direction, or incorporated into the IFM such that it contains the range of 
values i.e. 0.08 – 0.16mm or IFM = 0.12 ± 0.04mm.  
As discussed above, in terms of rotations the IFM values do not describe the 
rotations within the fracture gap, but rather the rotations of the remotely 
located Optotrak rigid bodies. The cortex points should therefore be used to 
create LCSs on the ends of the bones, such that the relative (or absolute) 
rotation within the fracture gap is known. 
The description of the translations and rotations in three directions of multiple 
points on the fracture surfaces has not previously been reported. Uhl et al. 
(75) used LVDT’s to track changes in height of their fracture gap under load, 
they were placed at 90° and 160° from the fixator. Axial translations at the 
near and far cortex are reported by Bottlang et al. (23, 49), though other 
directions are not specified. Meleddu et al. (66) in describing a method to 
calculate the 6D compliance of a fixator used a technique in which their 
optical tracking systems are located on the fracture surfaces, this gives a 
better calculation of the rotations than a remote method, though their 
translations are still between two points only. 
5.5.2.2 Other potential parameters for analysis 
Additional to the IFM, translations and rotations of the fracture surfaces, 
other parameters which can now be calculated and may be of some interest 
to quantify the behaviour within the gap include the volumetric strain, and the 
change in the volume location. 
The volumetric strain is the sum of the strains in the three orthogonal 
directions. This measure therefore takes into account, not just the 
deformation in the direction of the load but the out of plane deformations as 
well.  
Calculating the volume contained within the upper and lower cortex points at 
baseline and at load allows the volumetric strain to be determined. Under a 
compressive load, volumetric strains of 1.65% (Bone) to 2.79% (SawBone) 
were recorded. These values were similar in torsion with -1.56% (an increase 
in volume in the SawBone) to 1.35% (Bone). In torsion, while the volume 
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change between unloaded and loaded was generally somewhat smaller than 
in compression, the location of this volume changed. The loaded volume was 
only seen to overlap the unloaded by 96%, with 4% of the volume now 
located external to the original volume.  
This type of parameter should be further explored. 
5.5.3 Using relative measures rather than absolute 
To some extent the IFM relative rotation of the two surfaces is arguably a 
sufficient parameter, after all the tissue between the two surfaces will only 
experience deformation/shear based on the difference in movement not the 
absolute movement.  But is this true - does the absolute rotation of the lower 
surface not matter? And is this true at all time points throughout healing? 
Under torsional loading the lower surface experiences a gamma rotation of 
up to 1.7°. How does this rotation effect the tissues in the immediate area of 
the bone surface, both between the surfaces and surrounding the outer 
edges of the bone?  
In the very early stages of fracture healing the material in contact with the 
fractured surface is comprised of a heamatoma with a variety of additional 
cells. This conglomerate will behave at least initially as a fluid, with 
increasing viscosity with time. If this fluid is considered to be stationary while 
under no load, the application of a load or torque will cause the boundaries of 
the fluid to move, generating a velocity and so a shear profile across the 
length of the gap. As the gap is large in comparison to the movements it is 
possible that the boundary layer thicknesses (the thickness of fluid between 
maximum and zero velocity) from either side of the gap will not meet – and 
that therefore while in its fluid state the total deformation of the gap (relative 
deformation of the surfaces) will be irrelevant to the local strain experienced 
by the material contained within it. 
Another question is how the movement of one side of the fracture gap affects 
the material forming around the outside of it. Cartilage and soft callus form 
externally to the cortical bone, and frequently bridging of the fracture occurs 
in this region. Surely this region, which is clearly important for the overall 
healing of the fracture, is affected by the individual movements of the 
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fragments – perhaps relative to the surrounding soft tissue, as well as the 
relative movements within the fracture gap? 
While this study was quite simplistic in the expansion of 3D tracking to 
include the fracture surfaces, this technique could in the future be expanded 
into further analysis of the behaviour of the material within the fracture gap at 
different time points. 
5.5.4 Direct vs. Berlin 
In the previous chapters’ (Chapter 4) investigation of loads and global 
displacements vast differences between the two testing rigs were 
discovered. The compliance of the Berlin rig was found to be much larger 
than that of the direct testing. Comparison of the IFM shows differences in 
some directions but not others. In compression for example the primary 
direction of interest is the z translation; values from the Berlin rig are 
somewhat larger but not significantly so. Larger differences are seen in the 
out of plane translations and in the rotations, particularly the alpha rotation 
which is twice as large in the Berlin rig. Under torsion the values from the 
Berlin rig are again larger but not consistently so, and not by particularly 
large amounts. Gamma values are increased by around 8-17% which has a 
flow on effect of having larger x, and y translations. Again it is the out of 
plane rotations that are particularly larger with both alpha and beta angles up 
to 1° (42%) larger in the Berlin rig. The larger values of translations and 
rotations seen in the Berlin rig are consistent with the determination that the 
Berlin rig has a lower stiffness than the direct loading. The magnitudes of the 
differences within the fracture gap however do not account for all of the 
movement differences between the two test rigs. 
Looking at the cortex points for further information, it seems some of the 
samples are more susceptible to the differences in the test rigs. The SawCyl 
construct experiences some of the more dramatic differences between the 
rigs. In torsional testing in either direction the lower surface experiences 
more than 1.1° of extra gamma rotation in the Berlin rig, not all of which is 
also experienced by the upper surface (i.e. relative rotation is also 
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increased). The differences in this parameter are not seen in the other 
constructs, where the difference between the rigs is between 0.04 – 0.45°. 
While differences in the calculated interfragmentary parameters are evident 
between the two rigs, they are not consistent in direction or magnitude and 
are largely very small.  
5.5.5 Potential FE model comparison  
Each of the parameters calculated above from the mechanical testing 
Optotrak data were replicated within the FE model of the SawCyl construct in 
Chapter 8 and Chapter 14. Tracking of the cortex points in the FE model is 
much simpler than experimentally as the (x, y, z) coordinates of each point of 
interest can be tracked throughout the analysis. IFM calculation and rotation 
of the surfaces required slightly more effort but was simply achieved. In the 
same way that three markers attached to each fragment were tracked in the 
mechanical testing and a LCS established on them, three points were 
chosen on the FE model of the construct and their coordinates used in a 
modified version of the Matlab code to calculate the relevant values. As 
noted earlier in terms of the deformation and rigid body behaviour of the 
fragments, the points selected were within the region of the inner most 
screws. For simplicity, three of the four cortex points being tracked, were 
also used for creation of the LCS. Calculation of the centre of the FG was 
done in a similar manner as experimentally, simply taking the midpoint 
between the cortex points. 
The error analysis of the Optotrak generated data (6.3) should be taken into 
account in comparison to an FE model of the system, in which the solution is 
ideal and without noise or other external sources of error (other than those 
created by the user). 
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5.6  Conclusion 
The Optotrak system provides a convenient method of tracking the three-
dimensional movements of construct components throughout mechanical 
testing. Using the mathematical procedures described, the translations and 
rotations of individual points within the system were determined. Calculation 
of the IFM in this way has previously been reported (16, 23, 32, 34, 49, 65, 
66, 150, 152) and the resultant data used to quantify the stiffness of the 
applied fixator.  
Calculation of the movement of four points on the upper and lower surface of 
the fracture gap expands upon the information described by the IFM. 
Translations of the cortex points have the benefit of describing the full range 
of translations experienced, not just the mid value as in the IFM. For 
simplicity this could be reported either as a range of values (min-max) or as 
an IFM ± range. Out of plane translations and rotations are elucidated where 
these translations were previously obscured in IFM. This type of data is also 
much more easily visualised in 3D or 2D plots enabling better understanding 
of the response to load within the fracture gap. 
Further work using this type of quantification and visualisation of the fracture 
surfaces has potential for better characterisation of the material within the 
fracture gap, its behaviour and differentiation through mechanobiological 
processes. 
 
5.7  What is novel? 
IFM has been calculated in the past by many authors and used to examine 
the stiffness of implant constructs (16, 23, 32, 34, 49, 65, 66, 150, 152). This 
work expanded on the IFM by also calculating the translations and rotations 
of multiple points on the upper and lower fracture surfaces. With these 
calculations the range of translations and rotations experienced across the 
fracture gap are quantified, and the overall behaviour can be better 
understood. Directions of particular interest can now be more fully examined 
such as closing of the near and far cortex under compression, and lateral 
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translations of the anterior and posterior points under shear loads. Out of 
plane translations and rotations are also more fully quantified and can be 
easily visualised for a better understanding of the response to load. 
 
The rotational component of the IFM is traditionally calculated at remote 
points. Despite rigid body relationships between these points and the centre 
of the FG, the rotations they experience over time are not the same. It is 
therefore suggested that for better understanding of the rotations actually 
occurring within the fracture gap, coordinate systems located on the ends of 
the bone fragments are used for the calculation of interfragmentary rotations. 
 
 
 
 
 
 
 
Tracking of cortex points enables: 
- reporting of full range of translations not just midpoint: 
min-max or IFM ± range 
- calculation of surface rotations directly for increased accuracy 
- 2D and 3D visualisation of fracture gap deformation 
- reporting of absolute behaviours as well as relative 
- determination of absolute out of plane behaviour 
- calculation of volumetric parameters e.g. volumetric strain within the fracture 
gap 
- increased outputs for comparison and validation of FE models 
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Chapter 6 Error Analysis 
A thorough error analysis was conducted on each aspect of the mechanical 
testing. Errors of individual measurements were calculated and importantly 
the propagation of errors through further calculations was assessed. The 
propagation of errors into the calculated values of stiffness is of particular 
relevance as the creation of an FE model for the assessment of stiffness is 
the aim of the project.  
6.1 Position FARO arm 
In Chapter 3, the FARO arm was used to digitise the position and orientation 
of each component of the experimental constructs. This data is used to 
create the FE model of the SawCyl constructs in Chapter 8 and Chapter 14 
such that they accurately replicate the experimental setup. 
Using the FARO arm records both the position and orientation of the surface 
of the sample, with each point captured with an accuracy of ± 0.3mm. As this 
error is random in nature, the individual errors of each point will not 
compound but will largely cancel each other out when a large number of 
points are digitised.  The protocol used specified the recording of surface 
patches from a number of locations on the bone surface.  
Systematic errors in the system could have a number of different effects 
depending on their nature. An offset in the definition of the tip of the digitiser 
will have a consistent effect tending to either generally inflate or deflate the 
size of the surface. This type of error will be minimised by the registration 
procedure (of the 3D solid model of the bone, to the experimentally digitised 
surface), which finds the smallest distance between the two surfaces – using 
all of the digitised regions.  
If there is a systematic error in which the recorded coordinates are shifted in 
one direction a translational error will be transferred into the model.  This 
type of error will have no effect on the FE model itself or the locations of 
loads or boundary conditions as all points were recorded with the FARO arm 
and would have the same error.  This error will however play a role when the 
recorded points interact with data recorded by another instrument, such as 
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the Optotrak. The development of coherent testing coordinate systems 
between devices aimed to minimise this type of error. 
It is assumed that both the Optotrak and the FARO arm record data in an 
identical ‘testing coordinate system’ as this was the intent of its creation.  In 
reality though there are a number of errors that could come into play 
invalidating this assumption. These errors primarily being: systematic errors 
in the digitisation of points in either system, and errors in coordinate system 
point selections. In the case of the Optotrak data the positions of the rigid 
bodies are tracked throughout the testing, points on the surface of the 
fracture gap however were digitised at the commencement of testing with the 
FARO arm. It is these points that are used to calculate the centre of the 
fracture gap and describe the movement of the near and far cortex and the 
upper and lower surfaces of the fracture gap (Chapter 5).  
What effect would a systematic translation in one of the coordinate systems 
have on the results determined from this data? The method of calculation of 
the movement of these points assumes rigid body motion between the 
Optotrak markers and the point of interest. This will be true irrespective of the 
accuracy of the points used. The amplitude of movement varies across each 
of the fractured surfaces however due to rotations in each plane with variable 
centres of rotation. A translation offset in the position of a point therefore will 
give a value different to the value that would be calculated at the ‘true’ 
location of this point. The magnitude of the difference will be dependent on 
the amount of movement occurring. Examination of this from the results of 
the SawCyl plated direct compression test however showed that there was 
no significant difference (to 3 significant figures, which is beyond the stated 
accuracy of either system) in the calculated IFM or cortex movements for 
differences of up to 1.0mm (systematic difference i.e. applied to all points) in 
the FARO arm determined coordinates of the cortex points. Errors in the 
Optotrak system may have a greater effect and will be assessed in section 
6.3. The coherence of the two testing coordinate systems was not examined 
in any detail during the experimental work. 
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As the FE models are registered purely based on the FARO arm data, they 
exist solely in the FARO arm version of the testing coordinate system.  Thus 
the FE models created will not suffer from any errors created by differences 
in coordinate systems or systematic errors of the FARO arm. Differences 
between the experimental Optotrak calculated data and the FE model 
Optotrak replicated data would however include systematic errors inherent in 
either system. 
 
6.2 Force – applied (Instron), resultant (JR3), and effect of test rigs 
The load/deformation behaviour and resultant forces and moments from 
each experiment were described in Chapter 4. Errors in these systems result 
from the accuracy of the Instron in its applied load and measured 
deformation, as well as the accuracy of the JR3 load cell in measuring the 
resultant forces and moments. The compliance of the two test rigs plays a 
part in both the transformation of the applied load into the resultant loads, 
and in the measured deformations. 
6.2.1 Instron 
The Instron load cell has independently reported accuracies for each 
channel. For the Load it is stated as being the larger of ±0.5% of the 
indicated load or ±0.005% of the load cell capacity. As the load cell capacity 
is 25kN or 25000N, 0.005% of this is equal to 1.25N. In the compression 
testing loads of around 200N are reached, 0.5% of this is 0.1N. The accuracy 
of the load channel can therefore be considered to be ±1.25N. 
The Torque channel has the same percentage accuracy criteria. The full 
scale of the cell in torsion is 100Nm, 0.005% of which is 0.005Nm. The 
torsion tests are conducted to 7Nm, 0.5% of which is 0.035Nm. The shear 
tests are conducted to around 20Nm, 0.5% of which is 0.1Nm. In this case 
the 0.5% of the measured value is larger than the 0.005% of full scale. 
Position accuracy in both axial and rotary directions is reported as being 
±0.5% of total travel. In the compression testing this is around 0.03mm for 
the intact samples and 0.08mm for the plate samples. 0.5% of which 
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calculates to 0.00015mm for the intact samples and 0.0004mm for the plated 
samples. In torsion testing the intact samples rotate up to 2.3° and the plated 
samples up to 4.7°. 0.5% of these rotations calculate to 0.0115° in the intact 
sample and 0.0235° in the plated samples. These values seem unrealistic. 
Besides the accuracy of each channel however there is also the noise level 
to consider. This is reported as being ±0.005% of full scale for each channel. 
As both the noise and the accuracy are random in nature (rather than 
systematic) their effect on the unknown quantity of the signal is additive. The 
error on the load channels is therefore the larger of ±0.01% (±0.005% + 
±0.005%) of full scale or ±0.5% of the measured value plus 0.005% of the full 
scale. This changes the above calculated values to: 
 Load full scale value  = 25000*0.01% = 2.5N 
     = 3N 
 Load measured value  = 200*0.5% + 25000*0.005%  
= 0.1 + 1.25 =1.35N 
= 1N (Compression) 
Of which the full scale calculated value is still larger. For torsion, 
 Torsion full scale value  = 100*0.01% = 0.01Nm 
 Torsion measured value = 7*0.5% + 100*0.005% 
= 0.035 + 0.005 = 0.04Nm (Torsion) 
Or Torsion measured value = 20*0.5% + 100*0.005% 
= 0.1 + 0.005 = 0.105Nm 
= 0.1Nm (Shear load) 
Of which the measure value calculation is also still the larger 
For the position and rotation measurements the error calculation will become 
±0.5% of total travel plus 0.005% of full scale. 
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 Position full scale value = 100*0.005% = 0.005mm 
Position total error  = 0.03*0.5% + 100*0.005% 
= 0.00015 + 0.005 = 0.00515mm  
= 0.005mm (intact sample) 
   Or = 0.08*0.5% + 100*0.005% 
= 0.0004 + 0.005 = 0.0054mm  
= 0.005mm (plated sample) 
 Rotation full scale value = 270*0.005% = 0.0135° 
 Rotation total error  = 2.3*0.5% + 270*0.005% 
    = 0.0115 + 0.0135 = 0.025°  
    = 0.03° (intact sample) 
   Or = 4.7*0.5% +270*0.005% 
    = 0.0235 + 0.0135 = 0.037° 
= 0.04° (plated sample) 
From these calculations it is determined that the error in the load readings 
from these tests will always be ±3N. All of the other channels will have an 
error that is the sum of (measured value * 0.5%) + (full scale value * 
0.005%). The calculations above give an idea of typical values of this error 
for samples in their intact and plated states in different loading scenarios. 
The errors were rounded to one significant figure. Instron results and their 
standard deviations were then examined with respect to this error level. In 
most cases in the compression and torsion testing the standard deviation of 
the recorded value was lower than the calculated error level. This is not 
entirely surprising as the Instron claims a higher level of repeatability than 
accuracy. In the torsional testing the standard deviation of the recorded 
values of torque and rotation are equal to or in a small number of cases 
exceed the calculated errors though this is only by very small amounts (e.g. 
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0.01°). Where the standard deviation was larger than the calculated error it 
was reported (e.g. in results tables) in italics. 
This was not the case in the shear and bending tests carried out on the 
plated samples in the Berlin rig. The standard deviations in this case were 
often much larger than the calculated errors of the load cell. This variation 
can in large part still be attributed to the Instron, though to its control 
mechanisms rather than the load cell itself. The plated constructs and the 
Berlin rig methods of applying shear and bending in combination lead to a 
construct with a very low and possibly non-linear stiffness. Testing of 
constructs of this type is very difficult for the test machine to adequately 
control. In the regions of low stiffness the rate of movement accelerates, 
such that when the stiffness dramatically increases the load overshoots the 
desired amount then tries to correct. Hence the large standard deviations 
eventuate because each of the cycles reaches a different load. Examining 
the stiffness of the entire construct (plated sample + test rig) is much more 
consistent however and the standard deviation again drops below the 
calculated errors.  
 
6.2.2 JR3 
The accuracy of the JR3 is listed as being 0.25% of full scale.  This 
calculates to being 10N in the Z direction and 5N in the x and y directions, 
and 1Nm for all moments. 
All standard deviations for compression and torsion testing (both intact and 
plated, in the direct and Berlin rigs) were less than the reported accuracy of 
the load cell so the accuracy is listed as the error component. In the shear 
and bending tests on the plated samples in the Berlin rig, some of the 
standard deviations were larger than these calculated errors. Where the 
standard deviation was larger than the calculated error it was reported (e.g. 
in results tables) in italics. 
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6.2.3 Test rigs 
Error in measurements of this type has two sources, firstly as described 
above there will be error inherent in the measuring tool – the measured 
displacement of the sample was -0.036 ± 0.005mm; a second source of error 
though is also in effect as a component of the measured value. The 
compression of the intact SawCyl sample under direct loading was measured 
as 0.036mm, for which we know the error of the Instron load cell position 
measurement is ± 0.005mm. The value of 0.036mm however contains not 
just the compression of the SawCyl sample but is the cumulative deformation 
of the sample, the test rig and all other components involved.  
Errors inherent in the testing rigs are likely to have at least two sources, 
firstly the compliance of the rig and mounting bolts; and secondly from any 
user introduced error in variation of tightening these bolts. Care was taken in 
assembling the rig to ensure all bolts were correctly tightened, using a torque 
wrench where possible. For those attached to the load cell the torque 
generated during tightening was observed, though this wasn’t done for those 
on the base it was ensured that they were each tightened, using a torque 
wrench where possible. 
Minimising errors introduced by the user then leaves the compliance of the 
system as a source of error. While it is possible to measure the compliance 
of some parts of the test systems without a sample in place this 
measurement would not include all of the interfaces and would change 
others because of the lack of a sample. It is also technically challenging to 
conduct a compliance test in load cases other than compression. As the 
direct testing rig is less complex than the Berlin rig (fewer components and 
fewer joints) it is likely that its compliance will be lower. 
The intact samples of each construct were tested in compression and torsion 
in both test rigs. As the samples were in their intact states the only 
differences between the tests were the test rigs themselves. The component 
of the measured deformation attributable to the sample itself will be the same 
in each of these tests. Any difference between the results can be attributed 
to the additional compliance of one of the rigs. 
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The table below shows calculated equivalent deformations at 200N and 
rotations at ± 7Nm (calculated from the stiffness) for each of the intact 
samples.  
 
Compression Bone SawBone SawCyl 
Direct 0.034 0.037 0.031 
Berlin 0.081 0.091 0.060 
Torsion +7 Bone SawBone SawCyl 
Direct 1.66 1.87 2.22 
Berlin 2.37 3.70 2.65 
Torsion -7 Bone SawBone SawCyl 
Direct 1.66 1.87 2.22 
Berlin 5.26 4.40 5.51 
Table 6.1 Deformation of the intact samples in the direct and Berlin test rigs at 200N of 
compression and ± 7Nm torsion. 
From the above values it is clear that the Berlin rig behaves very differently 
to the direct testing and has a much higher, though inconsistent compliance. 
The direct testing values are equal to the true deformation of the sample plus 
some unknown compliance error.  
True value = Direct measurement – Compliance of direct rig 
The Berlin rig values however are equal to the true deformation of the 
sample plus the same unknown compliance error plus a known compliance 
error equal to the difference in recorded value between the Berlin rig and 
Direct rig test results, or: 
True value = Berlin measurement – (Direct measurement - Compliance of 
direct rig) 
This is shown graphically in Figure 6.1, as a potential example of the intact 
compression results for which the unknown direct rig compliance was 
assumed to be a constant 0.010mm. The error bars for the measurement 
error of the Instron are also shown which is illustrative of the contribution of 
the error inherent in the Berlin rig and the potential error of the direct rig on 
the measured values.  
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Figure 6.1 Comparison between the contribution of the potential true value of deformation and 
the compliance of the two testing systems on the measured value. Values shown are for the 
intact samples with an assumed direct test rig compliance of 0.010mm. Error bars show the 
error in the Instron position measurement in each case. 
6.3 Movement - Optotrak 
The movement within the fracture gap of each of the constructs was tracked 
throughout each experiment using Optotrak markers arranged on rigid 
bodies. The positional information from each of these markers were then 
used to calculate the translations and rotations of the centre of the fracture 
gap (IFM) and of four points positioned on each of the upper and lower 
fracture surfaces. The calculation of these translations and rotations required 
the use of vector and matrix algebra. The error of the original position 
measurements is assessed below followed by its propagation through the 
calculation of translations and rotations. 
The Optotrak system has a reported accuracy of 0.1mm within the 
measurement volume. Though not explicitly stated, it is understood that this 
is the magnitude of the error vector of each point, not the potential error in x, 
y and z, though the maximum error in any single direction would be 0.1mm. 
As the individual markers are arranged on defined rigid bodies the system 
also conducts a number of further checks on the marker positions to 
calculate the rigid body position, i.e. the geometric relationship between the 
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markers must be maintained. Maintaining this relationship would therefore 
act to reduce the error of the independent markers rather than increase it. 
This error would however be difficult to assess. 
Instead the movements of the Optotrak markers were calibrated against the 
known (with a certain degree of error) movements of the Instron cross head. 
In all of the tests rigid bodies were attached to both the upper and lower 
segments of the sample, as well as to the cement in the upper and lower 
cups, essentially measuring the applied deformation. The information 
recorded on the z axis displacement of the upper rigid body was correlated to 
the z axis displacement of the Instron. As the two files are not synchronised, 
the time delay in the Optotrak file was determined to be the time at which the 
peaks and troughs of the loading most closely aligned with the Instron data. 
After self referencing the files to the initial hold period, the data from the 
second loading ramp was taken from both the Instron and the Optotrak files. 
As a different number of data points were recorded from each machine the 
Instron file was interpolated in Matlab to obtain data points at matched time 
intervals to those of the Optotrak. A linear regression was then performed 
and the spread of the residuals examined (Figure 6.2 and Figure 6.3). 
 
Figure 6.2 Correlation between the Instron z axis displacement and the z displacement 
recorded by the Optotrak markers located in the cement of the top cup. Data is from the 
compression test in the direct test rig of the Bone sample. 
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This process was carried out for a number of the compression files. The 
slope of the regression curve was found to be between 1.20 and 1.53. This 
can be interpreted as a systematic error in the data of between 20-53%. 
While this seems large, at full load this converts to a maximum error of 
0.028mm. It is not evident from this comparison whether the error is from the 
Instron or the Optotrak data, or likely a combination of the two. 
The residual plot showed a noise related error in the two signals which was 
random in nature with a magnitude not larger than ± 0.01mm.  
 
Figure 6.3 The residuals of the linear regression between the Instron and Optotrak z 
displacement data. 
This error calculation is only applicable to the transverse plane of the 
Optotrak’s viewable area (the xz plane). Movements into and out of the plane 
(y axis) will be of lower accuracy. This is evidenced by the increase in noise 
in the signal in this direction. The standard deviation of the signals during the 
hold period were assessed and found to be 0.004mm in the x and z 
directions and 0.014mm in the y-direction. This is in keeping with the residual 
plot above and suggests that in the y direction this error would be up to 
around ± 0.03mm. 
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Both systematic errors and random errors are inherent in the Optotrak signal. 
The nature of the vector and matrix operations conducted on the data makes 
it difficult to mathematically calculate the propagation of the errors through to 
the final calculated values. Instead a number of case studies were conducted 
to assess the effect of both systematic and random errors on the calculated 
values of IFM, cortex translations and rotations (Examples and results in 
Appendix 6). 
Using the SawCyl sample in the direct compression loading as the baseline, 
systematic errors were introduced of up to ± 0.1mm, and were applied to 
multiple markers on both rigid bodies in various directions. The largest error 
that could be generated with this type of systematic difference was 0.002mm 
in both IFM and cortex translations, and 0.001° also in both the IFM and the 
cortex rotations. This suggests that even errors much larger than those 
recorded in the Instron-Optotrak comparison; result in very small errors in the 
calculated values if they are systematic in nature.  
The random noise type errors however had a larger effect on the calculated 
values. Errors of 0.01mm were examined in the z direction in a pseudo 
random manner, in which two markers on one rigid body had a difference of 
0.01mm applied in the z direction in alternate directions, and two markers on 
the other rigid body also had alternate z errors applied. This resulted in 
maximum errors of 0.06mm and 0.02°.  
The error in the y-direction of 0.03mm was also examined in a similar pseudo 
random manner; this resulted in larger errors again of 0.20mm and 0.34°. As 
it is not possible to calculate the specific random error in any particular load 
case, the errors calculated above will be used as a guide to the potential 
magnitude of errors rather than calculating the error of each individual 
measurement. 
It is clear from this assessment that the random noise generated errors in the 
signals have a larger effect on the calculated outputs than do the systematic 
type of errors. The pseudo random manner in which the random errors were 
applied is likely to be slightly inflating the calculated differences. Changes in 
the data were applied to only one direction in each marker and at the same 
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magnitude but opposite direction to another marker on the same rigid body. 
This opposing directionality would result in rotation of the rigid body, and 
would therefore have components in at least one other direction because of 
the constrained geometric relationship of the markers. 
The random noise type of error can also be largely ignored as the periods of 
time being analysed are during holds i.e. when the constructs and markers 
are stationary. The mean value of this time period is then used for 
calculations. The noise during this time is normally distributed about the 
mean value with small standard deviations i.e. there is a high confidence 
level that the true value of the position of the marker is at the mean. 
The importance of these error levels will depend on the purpose of the 
testing and should be assessed with this in mind. For the purposes of 
comparison to an FE model of this system, this level of error may be 
acceptable. For assessing the stiffness characteristics of individual fixators, 
as discussed in the following section (6.4) this level of error in the 
deformation measurement would be unacceptable and may result in very 
large errors in the stiffness calculation. 
6.4 Stiffness 
Stiffness is frequently a primary outcome measure in mechanical testing of 
bone-implant constructs as it describes the amount of movement occurring 
under load. This movement can then be correlated to tissue differentiation 
through mechanobiological healing theories ((13, 87, 92, 97, 107, 109, 115–
117, 154, 155)). The purpose of the FE model created in this project is to 
characterise stiffness, hence mechanical testing focused on stiffness 
determination methods. 
An important consideration when calculating values from measured 
parameters is how the error in the initial measurement propagates through 
the calculation into the final value.  
Stiffness can be calculated on a global scale using for example the Instron 
load and displacement data, or as is increasingly commonly done in the 
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literature the IFM data is used for the calculation (16, 23, 32, 34, 49, 65, 66, 
150, 152). 
6.4.1 Stiffness calculation from Instron data 
Errors in stiffness calculations were calculated by adding the relative errors 
of the individual measurements. For example, in the Bone direct loading 
plated compression test the measurements were (Table 4.5): 
Position  = -0.081 ± 0.005mm 
  = 0.005/0.081 = 0.062 (= 6.2%) 
Load   = -205 ± 3N 
  = 3/205 = 0.014 (= 1.4%) 
Total error  = 0.062 + 0.014 = 0.076 (= 7.6%) 
Stiffness = 205/0.081 = 2531 N/mm 
Stiffness error = 2531*0.076 = 193 N/mm 
 Stiffness = 2531 ± 193 N/mm 
This error calculation however does not take into account other potential 
errors in the data, and is only the error of the measurement. The factors 
identified in the errors in each of the test rigs also need to be taken into 
account. This is particularly true as the larger the measured deformation the 
lower the relative error in the position measurement becomes. The example 
shown is for the direct test rig. The plated Bone sample tested in the Berlin 
rig underwent -0.213 ± 0.006mm of deformation, making the relative position 
error only 0.028 or 2.8% compared to the 6.2% in the direct rig, despite the 
magnitude of the direct error being larger. This then results in the stiffness 
error being only 42N/mm in the Berlin rig compared with the calculated 
193N/mm in the direct rig. 
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6.4.2 Stiffness calculation from IFM 
In the literature the IFM is often used to calculate the stiffness of the 
construct (16, 23, 32, 34, 49, 65, 66, 150, 152). As this is generally 
calculated directly from the applied load and determined IFM (some authors 
use a stiffness or compliance matrix) the accuracy of the deformation 
measurements is of critical importance. In the error analysis conducted on 
the Optotrak measurements (6.3) it was found that the random noise in the 
system had the largest effect on the calculated values of IFM (and those of 
the cortex translations and rotations). A random error in the marker positions 
of 0.01mm in the z axis generated discrepancies in the calculated IFM values 
of 0.06mm. This error will then propagate into any calculated stiffness 
values. Taking the compression tests as an example the recorded z 
component of the IFM is between 0.05mm and 0.18mm. If an error of ± 
0.06mm (33-120%) is added to this measurement the value of stiffness 
becomes largely meaningless. 
 
6.4.3 Stiffness and the 1/x relationship 
Stiffness is related to load and deformation by the relationship: 
                    
 
 
 
Where: F = force 
    = deformation 
    = stiffness 
such that the stiffness of a sample or construct is calculated as the applied 
force divided by the resultant deformation. The first expression indicates a 
linear relationship, the second however does not. Rather the second 
expression says that for a constant force the stiffness has a 1/   relationship 
to the deformation.  This is depicted graphically for a range of forces in 
Figure 6.4.  
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An alternative method of calculating the error propagation through a 
mathematical operation is to look at the ‘worst case’ scenarios. These will 
give upper and lower bounds to the calculated value. As the stiffness-
deformation relationship is a 1/   curve, the upper and lower limits are not 
equal in size, though their average value is equal to that of the proportional 
method of error propagation described in section 6.4.1. 
 
Figure 6.4 Stiffness vs. deformation for a range of applied loads, showing the 1/x relationship. 
The region enclosed by the square is enlarged for clarity in Figure 6.5Error! Reference source not 
found. below. 
For the Bone sample in its plated state undergoing 205 ± 3N of compression 
in the direct loading rig a deformation of 0.081 ± 0.005mm is recorded. While 
these errors seem quite small, their effect on the stiffness calculation can be 
seen on the plot. The measured values are in blue at a force of 205N a 
deformation of 0.081mm was recorded. The error in the load measurement 
of ± 3N is indicated by the red and purple upper and lower bounds. The error 
in the deformation measurement of ± 0.005mm is indicated by the green and 
orange upper and lower limits. The horizontal black lines indicate the 
calculated stiffness value of the sample (2530 N/mm), with its upper and 
lower ‘worst case scenario’ error limits of 2736N/mm (-182) and 2348N/mm 
(+206). 
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Figure 6.5 Plated Bone compression test data from the direct testing. The measured values are 
in blue at a force of 205N a deformation of 0.081mm was recorded. The error in the load 
measurement of ± 3N is indicated by the red and purple upper and lower bounds. The error in 
the deformation measurement of ± 0.005mm is indicated by the green and orange upper and 
lower limits. The horizontal black lines indicate the calculated stiffness value of the sample 
(2530 N/mm), with its upper and lower ‘worst case scenario’ error limits of 2348 N/mm and  
2736N/mm. 
The 1/   nature of this plot emphasises the need for greater accuracy in 
stiffer constructs. If the same plot is created for the intact Bone sample 
tested under direct loading, a more extreme case is evident. The same 
absolute error is present in both the deformation and load measurements; 
however the stiffer construct results in a decreased deformation to 0.035 ± 
0.005mm. 
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Figure 6.6 Intact Bone compression test data from the direct testing. The measured values are 
in blue at a force of 205N a deformation of 0.035mm was recorded. The error in the load 
measurement of ± 3N is indicated by the red and purple upper and lower bounds. The error in 
the deformation measurement of ± 0.005mm is indicated by the green and orange upper and 
lower limits. Note that these errors are the same magnitude as they were in the plated sample in 
Figure 6.5. The horizontal black lines indicate the calculated stiffness value of the sample (5857 
N/mm), with its upper and lower ‘worst case scenario’ error limits of 5050 N/mm and 6933 
N/mm. 
These plots suggest that the greater the stiffness of the construct either: the 
greater the load must be and its resultant deformation; or the greater the 
accuracy of the position measurement must be; in order to have an accurate 
assessment of the stiffness. The two plots above demonstrate the achievable 
levels of accuracy of stiffness calculations in this kind of testing. Comparing 
these to literature values for constructs, it can be seen that most authors 
overstate the accuracy of their calculated stiffness values, a few select 
papers are discussed below. 
 
6.4.4 Literature stiffness comparison 
Calculation of the stiffness of the three constructs in each of the load cases 
enables comparison to values for other fixation systems in the literature. As 
the error analysis and its effect on stiffness above point out though the error 
involved in the stiffness needs to be reported along with the calculated value.  
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Most studies in the literature on the stiffness of fixation constructs however 
do not report the errors involved, and in fact report stiffness values with an 
accuracy level that is likely not representative of their testing system. Some 
key papers are examined below to first estimate the level of error in their 
measurements and reported stiffness values such that a comparison of 
construct stiffness can be appropriately made. 
As mentioned in the introductory sections of this chapter, the Berlin test rig 
used was adapted from a test rig used in a number of published studies from 
the group at the Charité in Berlin. Epari et al., following on from the work of 
Kassi et al. (16, 65), conducted testing using the Berlin rig on external 
fixators and intramedullary nails. Both of these papers report stiffness values 
to one decimal place in all directions. While the specific details needed to 
calculate the error of these measurements are not included in either of the 
manuscripts some assumptions can be made to estimate it. 
Testing was conducted on a Zwick 1445 machine, which has a 10kN load 
cell, assuming a similar accuracy to the Instron test machine of ±0.01%, this 
gives a load accuracy of ±1N. Epari et al. explicitly states that the stiffness 
was calculated from the interfragmentary motion recorded using an optical 
tracking system, though the specific system is not mentioned in either paper. 
The optical tracking system used in this series of experiments (Optotrak) is 
described fully in Chapter 5 it has a reported accuracy of ±0.1mm. Assuming 
the system used in these papers is of a similar accuracy this will have a very 
large effect on the reported stiffness values. As an example, Epari et al.’s 
Medially mounted monolateral external fixator, has a reported axial 
compressive stiffness of 2539.7 N/mm. From the stiffness matrix reported by 
Kassi et al., (the methods of which were replicated by Epari et al.) the axial 
compressive force used was 250N. This gives a measured deformation of 
0.098436mm, and is a median value so requires this level of accuracy to 
have been used in order to achieve the value of 2539.7 N/mm. Given the 
potential accuracy level of the optical measurement system however this 
deformation can only be reported to the value of 0.10 ± 0.06mm, combined 
with the load of 250 ±1N the stiffness result should have been reported as 
2500 ± 1677 N/mm. Had they used the position measurement of their testing 
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machine, this would likely have had a similar accuracy to the Instron at 
0.005mm, in which case their deformation could be reported as 0.098 ± 
0.005mm, giving a stiffness value of 2551 ± 140 N/mm.  
Epari et al. suggest that the compressive and shear stiffness of the construct 
combined reflect the healing potential and provide a plot with regions of 
excellent, good and poor healing. With the above error calculation included 
however their constructs fall into two groups, three of the constructs have a 
stiffness value of ~2500 ± 1677 N/mm and the other three with a slightly 
higher deformation at ~1480 ± 540 N/mm.  
Despite these problems with error calculation and reporting, the stiffness 
values in this study were calculated from the IFM (Table 5.4) for comparison 
to those of the Berlin group. As this is an internal fixator the calculated values 
are expected to be somewhat different. In terms of compressive stiffness, the 
three constructs above are within the range of the six fixators examined by 
Epari et al. (16), given the above critique of the accuracy of this type of 
system though, this is not surprising. The only large differences appear to be 
in the shear stiffness directions, in which the LCP examined here is much 
stiffer than any of the other fixators at over 1000N/mm.  This is likely 
predominantly a function of the positioning of an internal fixator so close to 
the bone, as compared to the extended distance to the external fixator rods. 
The shear testing was seen to create a large amount of rotation of the 
fracture surfaces, and very little lateral translation as a shear test intends. 
Whether this is the effect of the test rig or actually a function of the plates 
proximity to the bone is unknown. 
In the work of Duda et al. (53) a similar level of experiment error is expected 
(testing external fixators). A 3D goniometer system is used with a reported 
accuracy of 0.1mm, and a similar testing machine. Yet their stiffness is again 
reported to one decimal place with no error margin. For a load of 500N they 
give a reported stiffness of 425.5 N/mm. Their method of calculating stiffness 
uses a stiffness matrix and its inverse, the accuracy of their position 
measurement system would still propagate through these calculations, such 
that 425.5N/mm from 500N would have to have a measured deformation of 
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1.175mm, rather than the 1.2 ± 0.1mm actually recordable by their system. 
The stiffness should perhaps have been reported as 416 ± 35 N/mm. 
Snow et. al. (70) tested LCP and DCP plates in synthetic bone material on 
an Instron system to a load of 450N, and report stiffness to a reasonable 
level of accuracy. Looking at the compression test, again assuming similar 
error rates to the Instron used in this testing their load would be 450 ± 3N, for 
a deformation of 2.789 ± 0.005mm (interpreted from the given load-
displacement plot) gives a stiffness of 161 ± 1 N/mm, which they report as 
0.164 Nm-2. The osteoporotic nature of their samples resulted in very large 
deformations, making the relative error components very small. 
In Uhl et al.’s (75) work on LCP, DCP and LC-DCP plates their calculated 
stiffness values are reported with an error range, though while not 
specifically stated anywhere this is likely the standard deviation of four 
samples. The accuracy of the given values matches the accuracy of the 
reported standard deviation. Their stiffness values for compressive loads 
with an LCP were 497 ± 76 N/mm in low-density cylinders, and 664 ± 85 
N/mm in high-density cylinders. 
The studies examined above used stiffness as a primary comparison 
parameter between different experimental constructs, including conducting 
statistical analyses based on the calculated values. Without a thorough 
understanding of the errors inherent in their calculation methods however 
these statistical differences are meaningless. Studies involving low stiffness 
constructs, which achieved large deformations or were measured with 
greater accuracy, have lower error margins in the calculated stiffness values. 
The lower the error margin in the stiffness calculation the greater the ability 
to differentiate between constructs or construct configurations. 
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6.5 Discussion and Conclusions 
A thorough error analysis was conducted on all of the measurement 
techniques used in the experimental work. Optical tracking methods were 
found to propagate high levels of error into the calculation of movements 
within the fracture gap. 
The cumulative effect of these errors on the calculation of stiffness values 
was then also addressed. It was noted that for increased accuracy in 
stiffness measurements on constructs with high stiffness values, either the 
accuracy of deformation measurements must be increased or the applied 
load must be increased until the resultant deformation shifts towards the 
flatter regions of the stiffness curve. 
IFM and calculated movements within the fracture gap are not suitable for 
use in calculating stiffness as the propagated errors are too large. 
The 1/   relationship between measured deformations and stiffness 
highlights the need for a thorough understanding of the errors involved in 
each measurement and their effect on the accuracy of stiffness that can be 
validly reported. It is clear from a review of the literature in this area that this 
understanding is lacking.   
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6.6 What is Novel? 
While error analysis in itself is not new, its application to this field appears to 
be novel. The cumulative effect of relative errors in the 1/   stiffness 
relationship is vitally important when – as is done in the literature – different 
implant constructs are compared, or theories about the relationships 
between stiffness and healing potential are suggested.   
For increased accuracy in stiffness calculation, either: 
 the accuracy of deformation measurements must be increased,  
Or the applied load must be increased,  
Until the resultant deformation shifts towards the flatter regions of the stiffness vs 
deformation curves. 
 
IFM and other fracture gap movements as currently calculated are not suitable for 
the calculation of stiffness. 
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Chapter 7 Part 1 Discussion and Conclusion 
7.1 Discussion 
Part 1 of this thesis (Chapter 2 - Chapter 7) described the mechanical testing 
conducted on three implant constructs for the purposes of construction and 
validation of an FE model of the SawCyl construct (Chapter 8 and Chapter 
14) and for future use in models of the Bone and SawBone constructs. The 
overall purpose of the FE model is to characterise the stiffness of internal 
fixators. Because of this the measurements taken and parameters calculated 
were tailored to stiffness determination. 
In Chapter 2 the three constructs – an Ovine tibia, a bone analogue material 
human tibia and a bone analogue cylinder, were described and their 
preparation for testing detailed. Each of the samples were tested in their 
intact state before having a 3mm osteotomy created in the mid shaft region 
and an LCP fixator applied. Testing was conducted in a direct fashion – with 
minimal adaptors and interfaces between the sample and the test machine to 
minimise compliance and the introduction of unknown errors. Each of the 
samples were then also tested in a more complex test rig from the literature 
(16, 65) – the Berlin rig; which allowed testing in compression, torsion, 
bending and shear load cases. 
Chapter 3 addressed the determination of the position and orientation of 
each sample in three dimensional space. The method described allows 
computational 3D solid models to be aligned with each specific mechanical 
experiment. In this way the loads and constraints generated in the 
experimental procedure can be applied directly to the FE model without need 
for translation or conversion. The outputs from the model can then also be 
directly compared with all of the mechanical testing results – global 
deformations and rotations, resultant forces and interfragmentary translations 
and rotations. The improvements in an FE model from using this technique 
cannot be quantified directly. Validation of the model will however become a 
greatly simplified process, and the potential for user errors in angle 
conversions and placements of loads etc will be greatly reduced. 
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The loading conditions of the constructs were addressed in Chapter 4. The 
applied loads were measured as well as the resultant forces and moments at 
the base of the samples. The resultant forces and moments generated at the 
base of the two test rigs showed large differences between the two, and the 
way in which they applied the loads to the samples. The direct testing rig was 
found to be stiffer and so generated greater out of plane forces and 
moments, while the Berlin rig was more compliant. 
Detailed position movement was addressed in Chapter 5 through the use of 
the Optotrak infrared optical tracking system. Calculation of a traditional IFM 
was examined. This was then further expanded upon to include the 
calculation of translations of four points each on the upper and lower 
surfaces of the fracture gap, and the rotation of the fracture surfaces 
themselves rather than the rotation of the remote markers. Such a detailed 
level of information on the movement within the fracture gap allowed better 
understanding and visualisation of the deformation of the constructs under 
load.  
A detailed error analysis was conducted on each of the measured 
parameters and its effect on reported values addressed in Chapter 6. An 
error analysis of the Optotrak measurements and their propagation through 
the calculations required to determine interfragmentary motions, coupled with 
the assessment of the sensitivity of the stiffness calculation to positional 
errors led to the determination that IFM should not be used for calculating the 
stiffness of a construct. 
Further to this a discussion of the effect of the various load case constraints 
is needed. The resultant forces and moments from Chapter 4 and the 
translations and rotations within the fracture gap from Chapter 5 combined 
can be used to elucidate the differences between the two loading rigs and 
the complex loading environments created by their compliance and 
constraints. 
7.1.1 Load case constraints 
To achieve the various load cases that were desired, a number of constraints 
were placed on the samples. For example, to achieve torsional loading, the 
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lower cup was fully constrained from moving while a torque was applied to 
the upper cup which was free to rotate with the torque and free to displace in 
the z direction (such that zero load in z was maintained), however because 
of the nature of the testing machine there were no lateral degrees of freedom 
at either the top or the bottom. 
The effects of each of these constraints on the effective loading and 
behaviour of the sample are examined below. 
7.1.1.1 Torsion 
Torsional loading is often applied to intact bones and objects through which 
the neutral axis is continuous. In these tests the neutral axis is often aligned 
to the axis of load application, one end is fixed in place and the torque or 
rotation applied to the other end. In this case the resultant deformation is 
predictable and continuous along the length of the object, from zero at the 
fixed end to maximum at the point of load application. Translations in the 
transverse planes may be constrained or free, but will be negligible if the 
neutral axis is aligned with the test. 
In the case of the bone-plate constructs however the existence of the 
fracture gap and the plate change the path of the neutral axis. If a torsional 
load were applied to this construct in a free and unconstrained manner the 
resultant deformation would be a twist along the length of the plate. One 
fragment would rotate with respect to the other around the plate as the 
centre of rotation, with no deformation of the fragments themselves. 
The torsion tests conducted however were constrained by the nature of the 
Instron load cell, which is free to rotate about and translate in the z direction 
only. This in itself is not a problem, as in the typical intact state as described 
above, the sample would be mounted to be closely aligned with this axis. 
However in combination with the mounting cups and the incoherent 
geometry of the sample, a simple torsion test is transformed into a rather 
more complex load case. 
Each of the samples were positioned in the mounting cups such that their 
long axes (in their intact state) were aligned as closely as possible with the 
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axis of compressive loading. For the Bone and SawBone samples this 
positioning was further constrained by the size of the tibial plateau and its 
ability to fit into the mounting cups. The fracture gap was then created and 
the plate applied. Mounted in either test rig the base was fully constrained 
and the torque/rotation applied to the top cup, which is offset from the neutral 
axis of the plate, while also being constrained from doing anything other than 
rotating in place. The loading experienced by the constructs in this test setup 
is rather more complex than a simple torsion test.  
The complexity of the loading can be seen in the change in JR3 resultant 
forces between the intact and plated samples (Figure 4.8 and Figure 4.9). In 
the direct loading scenario, moments of up to 14Nm and loads of up to 80N 
are seen in the transverse directions under torsional loading in the plated 
samples, compared with negligible out of plane forces and moments in the 
intact samples. Further insight into the effect of the constraints and the 
position of the plate on the torsional loading can be gained using the 
Optotrak data. The relative movement of the cortex points can be used to 
describe the effect of loading on the constructs. 
The four points tracked lie on each of the upper and lower surface at the 
maximum and minimum x and y coordinates (Section 5.4.2). The translations 
of these points under the torsional load were calculated. Using the 
translations the finite centre of rotation (gamma rotation) was calculated 
using code adapted from McCane et al. (156). 
The finite centres of rotation were quite similar between the two torsional 
directions. In the positive torsion direction for the plated SawCyl sample 
under direct loading, the centre of rotation for the upper surface was located 
just over 11.6mm in x and 7.7mm in y from the near cortex point (minimum 
y).  This point is on the edge of the sample, very close to the maximum x 
cortex point (Figure 7.1).  The lower surface behaves quite differently. The 
deformation of the plate acts to pull the entire lower surface in the x direction 
while only rotating it slightly.  This shifts the centre of rotation for the lower 
surface to well behind the sample at -40.7 mm in x and 35mm in y from the 
near cortex point (Figure 7.1). 
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Figure 7.1 Calculated finite centres of rotation of the upper and lower fracture surfaces from the 
SawCyl construct under +7Nm of torsion in the direct loading rig 
The gamma rotations of the upper and lower surfaces are also illustrative of 
the difference in behaviour between the two surfaces. Under direct torsional 
loading, the SawCyl sample experiences 3.84° of rotation of the upper 
surface, compared with only 0.64° rotation of the lower (Section 5.4.2 and 
Table 5.6). 
The Optotrak data also gives the rotation of the upper and lower fracture gap 
surfaces in alpha (x) and beta (y) directions (Section 5.4.2 and Table 5.6). 
These alpha and beta rotations at the fracture gap are a direct result of the 
constraint on the upper cup preventing it from translating in x and y.  The 
torsional load applied to the constructs in such a constrained manner forces 
the sample to bend in these out of plane directions.  Rotations of up to 0.32° 
are seen in the beta direction (about y).  
 
Figure 7.2 Alpha (yz plot) and beta (xz plot) rotations of the SawCyl construct under +7Nm of 
torsion 
Chapter 7 Part 1 Discussion and Conclusion  136 
 
Rotations in the alpha direction show an interesting difference between the 
sample types. The alpha rotation about the x-axis, is the rotation towards and 
away from the plate, and can be considered to be opening and closing the 
fracture gap in a similar manner to the compression test.  In the SawCyl 
sample in the positive direction of torque the near cortex is seen to close, 
while the far cortex opens, with the lower surface undergoing 0.48° of alpha 
rotation. A large amount of transverse motion is also seen, with the near 
cortex point experiencing a movement of (0.54, -0.76, 0.02) (mm) and the far 
cortex point (-0.80, -0.81, 0.01) on the upper surface and (0.39, 0.46, 0.11) 
for the near cortex and (0.17, 0.45, -0.06) for the far cortex points on the 
lower surface. These movements combined total over 1.25mm (far cortex, 
1.21mm near cortex) of shearing movement in the y direction, i.e. towards 
and away from the plate. These values are even higher in the negative 
torsion experiment at up to 2.05mm for an alpha rotation of the lower surface 
of 1.32°. 
7.1.1.2 Compression 
The offset nature of the construct’s neutral axis will also affect the loading 
under compression. In the direct confined compression the lower mounting 
cup again is fully constrained, while the upper cup where the load is applied 
is free only to translate along the z-axis of the load application. Anecdotally it 
has been suggested that as was determined above with the constrained 
torsion load, a constrained compression load forces the construct to behave 
in ways it would not naturally do so. In the case of axial compression on a 
bone or other object of non-uniform geometry, unless the axis of the load is 
precisely aligned with the neutral axis, the compression load will be 
converted into a bending load - following the natural curvature of the bone. 
The argument against a fully constrained compression test therefore is that 
this natural bending response is suppressed. 
The plated sample has the added complexities of the fracture gap and the 
position of the plate in relation to the axis of the load.  As discussed in the 
torsion section above the axis of the plate was not collinear with the axis of 
the load cell. This in itself will create a bending moment when a compressive 
Chapter 7 Part 1 Discussion and Conclusion  137 
 
load is applied. Contrary to the intentional anterior-posterior and medial-
lateral bending tests carried out in the Berlin rig using these principles – in 
which the lower mounting cup can tilt in the plane of the load and the upper 
cup is free to tilt in any direction; the mounting cups in the compression test 
are fully constrained.  
Figure 7.3 shows a schematic representation of various compressive load 
cases and the effect of their constraints on the behaviour of the samples.  
For the intact case the response matches that of the buckling of a column 
with various end conditions. In the plated sample the behaviour of the plate 
and fracture gap will be similar, however the deformation of the upper and 
lower fragments will alter, which will in turn affect the magnitude of 
deformation of the plate and fracture gap. 
 
Figure 7.3 Schematic representation of compressive loads with various end constraints in an 
intact sample and their effect on deformation pattern and effective length. Reproduced from 
Riley et. al. (157) 
It is important to note from this examination of the load cases that the upper 
and lower fragments do not in fact behave as rigid bodies as might be 
supposed. This is particularly not the case in the confined compression 
modes in which the bending of the plate necessitates the deformation of both 
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fragments. In the semi-unconfined compression the top segment is free to 
rotate but not to translate, while this would act to decrease the deformation of 
the top fragment, it may in fact increase deformation of the lower fragment, 
or shift the deformation to another location.  
The difference between the two load cases (confined and semi-unconfined) 
is evident in the JR3 resultant forces from the Berlin rig experiments (Figure 
4.12). The unconfined compression is seen to have larger resultant forces in 
the transverse directions and much larger moments at up to 7Nm in the MY 
direction – rotation in the anterior-posterior plane. This resultant force in the 
unconfined case correlates to the natural curvature of the bone. So while the 
freedom to rotate at the top cup in the unconfined compression appears to 
create a possibly more natural bending motion, with bending occurring in 
both the medial and anterior directions, the forces and moments generated in 
the sample are much larger, while the stiffness values of the overall construct 
are in fact much lower at half to two-thirds that of the confined compression 
values. 
What is strange to note in these out of plane movements is that all of the 
constructs experience large moments in the same direction – negative MY. In 
the Bone sample this correlates to an anterior bending, while the SawBone 
sample is a left tibia so this correlates to a posterior bending. The SawCyl 
construct on the other hand should have no geometric tendency to bend in 
either direction. Perhaps then this large MY is an artefact of the testing rig. 
Examination of the rotations of the fracture surfaces from the Optotrak data 
(Chapter 5) under each of the compressive loads (Figure 7.4) show 
comparatively large alphas on both the upper and lower surfaces, though in 
opposite directions and larger in magnitude in both of the Berlin rig 
compressions. Interestingly the key difference between the confined and 
unconfined compression in the Berlin rig is the z translations of both the 
upper and lower surfaces, with the confined having a much higher translation 
than the unconfined, though both are higher than the direct loading.  
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Figure 7.4 Alpha (yz plot) and beta (xz plot) from the compression tests on the SawCyl sample, 
from top to bottom in the direct rig, the Berlin rig confined compression and the Berlin rig 
unconfined compression 
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7.1.2 Use of single samples 
In the mechanical testing component of this project a single sample each of 
an Ovine tibia, a Sawbones tibia, and a Sawbones cylinder were utilised.  
There were a number of factors that contributed to this decision, rather than 
the use of multiple samples of each type. 
Natural bone samples exhibit variations in geometry and material properties 
leading to a range of responses under load. The two primary sources of this 
variability – geometry and material property differences; can be mitigated by 
using artificial bone substitutes or analogues such as the Sawbones material. 
The sawbones samples, both the tibia and the cylinder are produced to have 
uniform mechanical properties and a high level of anatomic detail (158). 
Multiple samples of the SawBone and SawCyl samples were therefore 
considered likely to have a high degree of correspondence in their response 
to load.  
The creation of a finite element model of the Bone – plate construct was 
originally an aim of the project. This model was to be subject specific – 
meaning the geometry and material properties of the specific bone being 
tested would be represented in the model. Creation of a subject specific 
model requires only the testing of that specific bone sample. Once this model 
has been created and adequately validated, further samples should also be 
mechanically tested and modelled to validate the ‘subject specific model 
creation procedure’.  
In the following chapter (Chapter 8) a finite element model of the SawCyl 
sample was created as initial starting point for the creation of the Bone 
model. As is described and discussed in the remainder of this thesis the 
current modelling techniques were not able to replicate the mechanical 
behaviour seen. Mechanical testing of further samples of each construct was 
therefore put on hold until a FE model is created capable of replicating the 
behaviours seen. 
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7.1.3 Literature comparisons 
One of the primary aims of the project was to determine the stiffness and 
interfagmentary behaviour of an LCP fixation system. This information would 
then allow it to be positioned on a plot of healing potential such as that 
constructed for external fixators by Epari et al. (16) reproduced below (Figure 
7.5).  
 
Figure 7.5 A plot of the healing potential of external fixators (RIGID, SEMI, MMEF, AMEF) and 
intramedullary nails (UTN, ASTN), as a function of axial and shear stiffness. Epari et al. (16) 
The testing rig used by Epari et al. was reproduced to conduct this testing as 
the Berlin rig. Their stiffness values were then calculated using the IFM 
values calculated from an optical tracking system. As such the values 
calculated in section 5.4.1, repeated below in Table 7.1 are directly 
comparable. 
 
Stiffness 
Compression 
– Confined 
(N/mm) 
Torsion +7 
(Nm/deg) 
MLShear 
(N/mm) 
APShear 
(N/mm) 
MLBend 
(Nm/deg) 
APBend 
(Nm/deg) 
Bone 1795 2.34 293 1080 -3 20 
SawBone 1918 2.38 194 1117 3 14 
SawCyl 2216 2.15 322 -1103 5 13 
Table 7.1 Calculated stiffness values from the Berlin rig IFM values.  
The compressive stiffness of the constructs places them around the centre of 
the horizontal axis. The shear stiffness reported by Epari et al. is a resultant 
shear, it is unclear how this corresponds to a ML or AP shear. Were we to 
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take our ML Shear values, the plot would suggest poor healing, our AP 
Shear values however are well off the top of the plot so it is unclear what this 
might potentially mean for healing. 
However, the testing conducted in the previous chapters and the error 
analysis highlighted a number of issues with the Berlin rig, optical tracking 
systems, the calculation of IFM and its use for calculating stiffness. The 
Berlin rig was seen to be highly compliant but in an unpredictable manner. 
The high compliance acts to increase movement in general, while having an 
unpredictable effect on IFM. The errors associated with the measurement 
techniques used by Epari et al. were assessed in section 6.4.4. These errors 
have a dramatic effect on the healing potential plot. A graphic representation 
of the errors for the measurement of the MMEF (Medially mounted external 
fixator) and the RIGID (Rigidly mounted external fixator) configurations are 
shown by the red rings on the reproduced plot below Figure 7.6 
 
Figure 7.6 The errors (red rings) associated with the measurement techniques used to calculate 
the healing potential of the MMEF and RIGID external fixators from Epari et al. (16) 
So while the measurements necessary to position the LCP on this plot have 
been conducted. They have also been determined to be inaccurate to the 
point of invalidity.  
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7.2 Conclusions 
Mechanical testing was conducted on three constructs of varying complexity 
for the purposes of validation of an FE model of the system for determination 
of construct stiffness. A model of the SawCyl construct is created and 
assessed in Chapter 8 and Chapter 14. The range of parameters available 
for comparison with the model was expanded on with several novel values 
determined. 
The importance of quantifying and understanding the propagation of errors 
was stressed as this is an area that is lacking in literature reporting of 
mechanical testing in this field.  
7.3 What is Novel? 
There were several novel developments in this part of the thesis.  
Firstly the use of a digitisation tool to capture position and orientation data for 
use in the registration of an FE or other solid model to experimental data has 
not been previously reported.  
 
The resultant forces and moments generated in mechanical testing of fixation 
constructs have not been previously reported. This allows both an expansion 
on the parameters available for validation of FE models of the system, as 
well as allowing better quantification of the load transmission through the 
sample and the consequences of test rig choices on the behaviour of the 
constructs under load. 
3D surface capture techniques can be used to accurately position and orient solid 
models to replicate experimental setups 
Out of plane forces and moments are evident in all experimental loading and must 
be quantified before they can be replicated in an FE model. 
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While basic IFM of a single point in the centre of the fracture gap has been 
reported many times in the literature, this work expanded greatly upon the 
understanding of interfragmentary motion by quantifying the movement at 
four points on the upper and lower surface of the fracture gap. This allows 
the translations and rotations of the fracture surfaces to be quantified 
directly. The ranges of translations experienced across the fracture were 
determined, and it is suggested that they are reported either instead of the 
single IFM value in each direction or incorporated into the IFM value and 
reported as the upper and lower limits. These fracture gap translations and 
rotations are also very useful parameters for validation of FE models, 
particularly those that will be used to asses movements within the fracture 
gap, such as those with iterative healing algorithms dependant on 
mechanobiological strain theories of tissue differentiation. 
When conducting mechanical testing for the purposes of FE model validation all 
joints must be tracked until the experimental error has been determined to be low 
enough to assume ideal conditions. 
Tracking of cortex points enables: 
- reporting of full range of translations not just midpoint: 
min-max or IFM ± range 
- calculation of surface rotations directly for increased accuracy 
- 2D and 3D visualisation of fracture gap deformation 
- reporting of absolute behaviours as well as relative 
- determination of absolute out of plane behaviour 
- calculation of volumetric parameters e.g. volumetric strain within the fracture 
gap 
- increased outputs for comparison and validation of FE models 
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The adequate use of error analysis in this field was found to be lacking in the 
literature. The errors in each measurement technique were quantified and 
their propagation through calculations determined. 
This error analysis highlighted the extreme sensitivity of stiffness calculations 
to errors in the measurement of deformation. The 1/   relationship between 
stiffness and deformation results in extremely large errors in stiffness for 
seemingly small errors in deformation. This behaviour is exacerbated with 
smaller deformations. It is therefore recommended that IFM not be used to 
calculate stiffness. Extreme care must be taken in the use of position 
measurements for this calculation and errors in stiffness should be reported 
appropriately based on the error in the position measurement.  
 
For increased accuracy in stiffness calculation, either: 
 the accuracy of deformation measurements must be increased,  
Or the applied load must be increased,  
Until the resultant deformation shifts towards the flatter regions of the stiffness vs. 
deformation curve. 
 
IFM and other fracture gap movements as currently calculated are not suitable for 
the calculation of stiffness. 
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Chapter 8 FE modelling of SawCyl construct 
 
 
Figure 8.1 Schematic of the mechanical testing setups, sample configurations and 
measurements to be taken and modelling to be conducted. Chapter 8 examines the creation of 
a FE model of the SawCyl construct mechanically tested in part 1. 
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8.1 Introduction 
The aim of this project is to create a validated model of a bone analogue – 
fixation plate construct. To create a model the individual components 
geometry and material properties are needed as well as their position and 
orientation with respect to each other, the definition of interface behaviours 
between components and the loads and boundary conditions to be applied. 
The SawCyl construct tested in the previous chapters is used to assess the 
current literature modelling techniques in a compression and torsion model. 
The use of the bone analogue cylinder removes the potentially confounding 
factors of the material property and geometry definition of a biological bone, 
allowing focus to be placed on all of the other modelling parameters. 
The position and orientation of the components was recorded during the 
mechanical testing, interfaces will be defined as bonded and the loads and 
boundary conditions will be representative of the confined compression and 
torsion load cases from the direct testing. This is consistent with current 
literature modelling techniques (12, 13, 49, 50, 54, 62, 63, 69, 73, 78, 82, 83, 
85–142). 
8.2 Model creation 
8.2.1 Geometry 
The detailed geometry of the SawCyl construct was largely captured using 
the FARO arm as described in Chapter 3. The basic geometry of the cylinder 
was measured including its length and diameter. The positions of the 
cylinder, the bone cement cups attached to either end, and the locations of 
the screws, fracture gap and the plate were all digitised with the FARO arm 
and used to assemble the solid model in Solidworks. 
8.2.2 Properties 
Material property data for the Sawbones cylinder and the stainless steel 
screws and plate were applied as described in Chapter 11. The elastic 
modulus of the PMMA bone cement used in the support cups was 
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determined experimentally (Appendix 1) to be E = 1.5GPa and a Poisson’s 
ratio of ν = 0.3 was assigned. 
8.2.3 Mesh 
The solid model was meshed in Ansys with a uniform element size of 1.5mm. 
A level one mesh refinement was then performed on all of the interfaces 
between the bone, screws and plate and on the central region of the plate 
between the inner most two screws. This process increases the mesh 
density in these areas, thereby improving the contact behaviour and reducing 
the strain energy density. This size of mesh was found to have converged in 
both compression and torsion, while the level of mesh refinement enabled it 
to be possible to actually solve the models, with around one million elements. 
Mesh convergence is discussed in section 8.4.1. 
8.2.4  Interfaces, loads and boundary conditions 
Firstly compression loading was tested, in which the lower bone cement 
support was fully constrained; load was applied to the upper bone cement 
cup while it was also constrained from translating in the x and y directions or 
rotating in any direction (i.e. free only to translate along the z axis of load 
application). Load was applied to match that of the mechanical testing in 
Chapter 4 i.e. 205N max, applied in four steps of ~50N from 50 – 205N. 
The torsional loading was applied by similarly constraining the bottom 
cement cup from any movement, and constraining the centre point of the 
upper cup from translating, while leaving it free to rotate about z as the 
torsion was applied. To apply the torsional load itself a remote point was 
created in the centre of the upper cup and attached to the entire upper 
surface. A remote point allows a torque to be applied to the model rather 
than a rotation. A torque of 7.14Nm (matched to the maximum in the 
experiment) was applied in two equal steps. 
All interfaces between components were defined as being fully bonded. 
8.2.5 Outputs for comparison 
The experimental construct had numerous measurements taken (Chapter 4 
and Chapter 5) during the compression and torsion testing, each of these 
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parameters were replicated for comparison in the FE model. The most basic 
comparison is with the movement of the Instron cross head as either the z – 
translation (compression test) or the gamma rotation (torsion test). The 
reaction forces generated at the base of the sample can be easily extracted 
from the models for comparison to the JR3 data from each test.  
Calculation of cortex movements required the generation of points of interest 
on the fracture surface to match those recorded by the Optotrak in Chapter 
5. The compression of the near and far cortex, as well as the out of plane 
motions of these points can then be compared in the compression test. 
Rotation of these surfaces was also calculated for comparison to the 
rotations calculated on the upper and lower surfaces in the experiment. 
8.3 Results – comparison with experiments 
Comparison can be made between the model results and the experimental 
results in terms of the global load/deformation or torque/rotation, as well as 
the translations and rotations of the fracture surfaces and the 
resultant/reaction forces and moments generated at the base of the 
construct. 
8.3.1 Compression test 
The compression model and experiment showed good correlation in global 
terms (Figure 8.2). The calculated stiffness (2562 N/mm) is well within that of 
the experimental error range (2583 ± 207). 
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Figure 8.2 Experimental and FE model load deformation behaviour of the SawCyl construct in 
compression. 
When looking at the translations of the cortex points, the most relevant 
position to a compression test are the points closest to and furthest away 
from the plate, or the near and far cortex. The relative (upper – lower) 
translations of these points are shown in each direction in Figure 8.3. 
 
Figure 8.3 Relative translations of the near and far cortex in the experiment and in the model of 
the SawCyl construct in compression 
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The z direction is that in which the load is applied and so is the direction of 
most interest and often the only direction of deformation reported. When the 
results are examined only in their relative form, as in Figure 8.3, the model is 
quite representative of the experiment in the z direction with only slightly 
lower deformations at each side. What is concerning however is the total lack 
of replication of the out of plane movement in the y direction. Note that both 
the near and far cortex regions move in the same direction and by 
approximately the same amount, i.e. the entire upper surface translated by 
0.11mm in the y direction relative to the lower surface.  This movement is of 
the same magnitude as the z direction movement on the far cortex yet it is 
not evident in the model at all. 
The results and the difference between the experimental and the FE model 
become more interesting and more apparent when the absolute values of the 
translations are examined as they were in the experimental work in section 
5.4.2. Figure 8.4 shows the (x, y, z) translations of the individual near and far 
cortex points on the upper and lower surfaces from both the experiment and 
the FE model. Looking at these plots it can be seen that again the z direction 
movements are quite similar between the experiment and model, but large 
differences are evident in the other directions. 
From the relative measure above the FE model did not appear to move in the 
y direction at all. Looking at the absolute values however shows both the 
upper and lower surfaces move 0.15mm, hence the difference between them 
is 0 mm. In the experiment the relative difference of 0.11mm is caused not by 
the upper surface moving in the positive y direction, but rather both surfaces 
moving in the negative y direction with the upper moving less distance, 
hence the positive relative vector. The FE model movement is in fact close to 
the midpoint between the experimental upper and lower surfaces. That the 
upper and lower surfaces in the model move by the same amount however, 
means that they fail to replicate the shear movement evident in the 
experiment. It is also interesting to note that the translations in the y direction 
are much larger than those in the z direction of the applied load. As noted in 
the Optotrak movement analysis section (5.4.2) this would not be seen when 
looking only at the IFM or relative measures. 
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Looking in the x direction the absolute plots also give more information than 
the relative plots. While relatively both the experiment and the model have 
translations close to 0mm, in absolute terms the whole experiment is moving 
~ 0.05mm in x, where the FE model does not move at all in x. 
  
 
 
Figure 8.4 Translations of the upper and lower, near and far cortex points in the experiment as 
compared with the FE model under compression. 
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The resultant forces recorded by the JR3 in the experiment were compared 
with reaction forces generated at the base of the model (Table 8.1). As the 
experimental values are resultant forces and the model values are reaction 
forces they should have the same magnitude but opposite directionality. In 
the model it is evident that the entirety of the applied load is transferred to 
the base (205N), while out of plane behaviour is severely limited, with small 
though experimentally matched values in Fy and Mx. In the experiment 
however the applied load is not transferred in full to the base, even within the 
bounds of the error of the measurement there are still significant losses and 
translations into transverse loads and moments, with the larger values being 
in the Fx and My directions which are not replicated by the model at all. 
 
 
Fx Fy Fz Mx My Mz 
Experiment -8 ± 5 2 ± 5 -183 ± 10 -1 ± 1 -3 ± 1 0 ± 1 
Bonded 0 2 205 -2 0 0 
Table 8.1 Reaction forces at the base of the lower cup in the FE models and the JR3 resultant 
forces from the experiment, though their directionality is opposite. Values of force are in N, and 
moment in Nm. 
8.3.2 Torsion test 
The torsional modelling was less successful than the compression model. 
The torque rotation plot below (Figure 8.5) shows quite a large difference in 
the final rotations and so the stiffness values. The model has a calculated 
stiffness of 2.37Nm/deg, far higher than the experimental 1.60 ± 0.03 
Nm/deg. 
 
Figure 8.5 Experimental and FE model torque rotation behaviour of the SawCyl construct in 
torsion. 
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The rotations of the upper and lower fracture surfaces, and the global 
rotations allow the experiment and the model to be compared in detail to 
determine where the disparity lies (Figure 8.6). This plot shows the 
cumulative rotation of the lower segment, the rotation across the fracture gap 
and the rotation of the upper segment. The model appears to be somewhat 
representative of the experimental rotation in both the lower segment and the 
upper segment (lower: model = 0.43°, experiment = 0.64°; upper: model = 
0.50°, experiment = 0.70°), though there is a consistent difference of ~0.20° 
which is around 30%.  
While the difference across the fracture gap appears to be much larger 
(model = 2.08°, experiment = 3.20°) it is a difference of 35%, so only 
fractionally worse than the upper and lower segments. The rotational 
difference in the fracture gap is a factor of the rotation of the plate between 
the two inner most screws. That the model has a lower rotation in this region 
suggests that the plate model itself is too stiff. However the plate model was 
independently validated in torsion (Appendix 5) and found to be marginally 
less stiff than the experiment over a working length such as this. This 
suggests that some factor related to the plate in the creation of the construct 
increases its overall stiffness. This increase in stiffness would likely therefore 
come about because of the addition of the screws into the plate and the bone 
and the interfaces between the screw head and the plate and the screw and 
the bone. 
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Figure 8.6 Calculated gamma (z) rotations of the lower fracture surface, upper fracture surface 
and global (torque application point) from the experimental and FE model of torsion. 
The lack of out of plane forces and moments is more evident in the torsion 
model than it was in the compression model. The resultant and reaction 
forces are given in the table below (Table 8.2). In the experimental work the 
direct torsion test produced some of the highest magnitude out of plane 
forces and moments at up to 84 ± 5 N in Fy and 14 ± 1 Nm in Mx. The FE 
model on the other hand has very little in the way of out of plane behaviour 
again that which is present is in the alternate directions to the experiment.  
 
 
Fx Fy Fz Mx My Mz 
Experiment -1 ± 5 -84 ± 5 4 ± 10 14 ± 1 4 ± 1 7 ± 1 
Bonded -8 0 0 0 -2 -7 
Table 8.2 Reaction forces at the base of the lower cup in the FE models and the JR3 resultant 
forces from the experiment, though their directionality is opposite. 
 
8.4 Discussion 
8.4.1 Model convergence 
Convergence of the full construct models was assessed in both compression 
and torsion. Initially in compression (Figure 8.7) a 1.5mm mesh was chosen 
with level 1 mesh refinement at the interfaces between the bone – screws 
and plate. Examination of the torsion convergence however (Figure 8.8) 
showed high strain energy density in the central region of the plate. A further 
mesh refinement was then included in this region of the plate, designated 
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1.5–1–1, and was found to have converged sufficiently at this point. It was 
therefore decided to use this model for both series of FE models. 
 
Figure 8.7 Convergence plot of the stiffness values in compression in the full construct SawCyl 
model with mesh element sizes of 4mm, 3mm, 2mm and 1.5mm, with mesh refinement levels of 
1, 2 and 3. 
 
Figure 8.8 Convergence plot of the stiffness values in torsion in the full construct SawCyl 
model with mesh element sizes of 4mm, 3mm, 2mm and 1.5mm, with mesh refinement levels of 
1, 2 and 3. Further refinement of the central plate region was also included – designated 1.5-1-1 
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An example of the mesh refinement is given below (Figure 8.9) for a 2mm 
mesh, with level 1, 2 and 3 refinements at the interfaces as well as at the 
fracture gap (fracture gap mesh refinement was not included in the final 
model, refinement of the central plate region was). 
 
Figure 8.9 An example of mesh refinement in the plate model. The base mesh size is 2mm, 
refinement level 1, 2 and 3 are shown from top to bottom. Fracture gap mesh refinement was 
not included in the final model, refinement of the central plate region was. 
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8.4.2 Torsional stiffness 
The torsional stiffness of the model was much greater than that of the 
experimental construct. From the analysis of the three rotational surfaces 
being tracked (upper and lower fracture surface and the top of the upper 
cement cup where the torque was applied) this stiffness and therefore lack of 
rotation was traced to the plates’ rotation across the fracture gap. The 
behaviour of the plate increases in stiffness with the addition of the screws 
and bone construct. As the geometry and material properties of each of 
these components are well defined the interfaces between them are the best 
candidate for this source of error.  
8.4.3 Out of plane behaviour 
It is evident from the results above that the out of plane behaviours found to 
be so strongly evident in the experimental constructs are not adequately 
replicated in the FE models. In compression the behaviour of the upper and 
lower surfaces of the model fails to create the y shear seen in the 
experiment. The lack of other forces, moments and movements is most likely 
a factor of the simplification of the loads and boundary conditions from their 
complex and unknown (or at least largely unquantified) experimental value to 
the idealisations applied to the models. This is discussed in more detail in the 
following section 8.4.4. 
8.4.4 Modelling inputs 
The mechanical testing conducted in Part 1 informed a number of aspects of 
the FE model. As is seen in Figure 8.10, the data from the FARO arm 
determined the position and orientation of the sample, the Instron data was 
used as the applied loads and the JR3 resultant forces and Optotrak 
movements were used as results for comparison. There are a number of 
other parameters however which are required to create an FE model.  
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Figure 8.10 Partial schematic of the mechanical testing setups, sample configurations and 
measurements to be taken and modelling to be conducted, and how they relate to modelling 
components. The lower portion of the plot indicates how the mechanical testing relates to the 
specific inputs to the FE model.  
The geometry and material properties of each component are needed. In this 
model the geometry of the plate and screws were simplified (e.g. screws as 
cylinders with no thread) from drawings provided by the manufacturer, while 
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the cylinder of Sawbones material was created as a geometric cylinder 
matched to the measured outer and inner diameter of the sample. The 
material properties of the Sawbones material were taken from the 
manufacturer, the properties of the PMMA mounting cement were 
determined experimentally (Appendix 1) and standard properties used for the 
stainless steel implants. It is therefore unlikely – though still possible, that 
errors in the creation of the geometry and assignment of the material 
properties in the model led to the above noted inaccuracies. 
The boundary conditions in the model describe the manner in which the 
sample is constrained, defining how (translation or rotation, in which 
directions) and where (lower surface, upper surface, contact points, load 
points etc) each object is able to move. In the literature of FE models 
compared with mechanical testing (50, 62, 63, 78, 90, 101, 114, 119, 129, 
132–134, 136, 137, 141, 142) the boundary conditions applied to a model 
are not often specifically stated, or only briefly mentioned. When they are 
described they consist of the rigid fixation of regions of the model to replicate 
a fixed base or contact point in a mechanical test. While at a cursory glance 
this may seem reasonable, from the analysis conducted in Part 1 it was seen 
that the behaviour of the two rigs were very different when examined 
physically (Chapter 4 and Chapter 5). The direct rig had lower compliance 
and higher forces while the Berlin rig had higher compliance for lower forces. 
The difference in compliance of the test rig equates to a difference in 
movement of the components of the test rig. Yet both of these test rigs would 
be described as having a rigidly fixed base and so would be modelled with 
the same boundary conditions. With the more detailed assessment of the 
loading rigs conducted here it can be seen that the application of simplified 
boundary conditions to an FE model is likely to be a source of error, though 
the magnitude of this error is unknown. 
For the model to be truly representative of the experimental situation the 
loads and boundary conditions applied must result in the same reaction 
forces and moments. This is challenging in an FE model. The resultant 
forces and moments cannot just be applied to the model. Instead the 
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boundary conditions must be manipulated to induce the correct magnitude of 
forces. 
The inclusion of more of the test rig components may assist with 
generating/converting these forces and moments. Again the geometry and 
material properties of these components will play a role in the out of plane 
behaviour, though correct definition of the interfaces is likely to have a 
greater effect despite being more challenging. The use of intact simple 
samples as the experimental basis for developing modelling techniques to 
generate out of plane behaviour would be a good starting point. 
Determination of a method of replicating the out of plane behaviour of the 
experiment in the models falls outside the scope of this thesis and so will not 
be examined. 
The other parameter which needs to be defined in any FE model involving 
multiple components is the interface contact behaviour. This describes the 
behaviour of the two surfaces in contact under load. This area has not been 
thoroughly examined in the literature. As noted in the introductory literature 
review (pages 1 - 14) the majority of models involving bones (or analogues) 
and implants assume that the interfaces between them are rigidly bonded 
together (49, 73, 76, 95, 103, 104, 115). A few computationally small and 
geometrically accurate (inclusion of screw thread geometry) models have 
defined the interfaces as being frictional rather than bonded (95, 103, 104), 
though no validation of this or any other interface definition has been 
conducted. The interface definition is therefore a potential candidate for 
changing the behaviour of the FE model, particularly the stiffness, which was 
a problem in torsion. The validation of interface contact definitions is 
explored further in Part 2 of this thesis (Chapter 9 to Chapter 15), with both 
mechanical testing and FE modelling conducted to determine the most 
appropriate definition to replicate the physical behaviour. 
  
Chapter 8 FE modelling of SawCyl construct  162 
 
8.5 Conclusions 
In this chapter the SawCyl construct tested experimentally in part 1 was 
modelled in compression and torsion using standard literature modelling 
techniques. These techniques were found to be lacking in a number of 
aspects. Torsional behaviour was not replicated by the model well at all, 
while compression was good in the plane of loading but lacking important out 
of plane behaviours. 
The problems with the torsional model were attributed to two possible 
causes. The definition of the interfaces between the components was 
thought to be the cause of the overly high stiffness, particularly across the 
fracture gap. The lack of out of plane movements, forces and moments in 
both the torsion and compression models were attributed to the 
oversimplification of the loads and boundary conditions in the model. 
The next part of this thesis will first determine what the behaviour is at the 
interfaces between components under load before then examining the effect 
of altering the interface conditions to replicate this behaviour in a half 
construct model and then returning to the full construct SawCyl model to 
reassess the compression and torsion models in comparison with the 
experiment. 
Determination of a method of replicating the out of plane behaviour of the 
experiment in the models falls outside the scope of this thesis and so will not 
be examined. 
 
  
FE models must be validated for all load cases in which they are going to be used. 
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8.6 What is novel? 
The novel measurements captured in Chapter 4 and Chapter 5 were used for 
comparison of the FE models to the experimental results. The Optotrak 
cortex translations showed the compression models ability to reproduce 
primary loads and displacements. Examination of the absolute translations 
showed that while the model was seen to move in the y direction it failed to 
produce the shear movement of the experimental. This shear movement is 
critical for incorporation of healing algorithms. 
In the torsion models the detailed rotations of the upper and lower fracture 
surfaces enabled better understanding of the behaviour of the FE model and 
where exactly it differs from the experimental. The JR3 resultant forces were 
well matched in the compression model, but again highlighted the lack of 
generated out of plane forces and moments in the torsion model. 
 
Current modelling techniques do not adequately replicate the out of plane 
behaviours seen in experimental work. 
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Chapter 9 Part 2: What is the behaviour at the interfaces and 
how should this be modelled? 
In the previous chapter the standard literature modelling techniques were 
used to attempt to replicate the SawCyl experimental construct. Several 
problems were detected with these techniques. Through the elimination of 
the other modelling parameters such as geometry and material properties 
the interfaces were deemed a likely candidate for further investigation.  
 
Figure 9.1 Schematic of the interface contact regions of interest. Both the bone – screw 
interface and the screw – plate interface will be investigated in the following chapters. 
9.1 Background and literature review 
The interfacial behaviour between the components has not previously been 
characterised in the literature. FE models often assume a bonded 
relationship between the surfaces (49, 73, 76, 95, 103, 104, 115), though in 
limited models a contact interface is defined (95, 103, 104). The behaviour of 
the physical interfaces however has not been quantified so the suitability of 
either method is unknown. 
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9.1.1 Physical system 
The system of interest is an LCP – locked compression plate, which has 
combination holes allowing either angle stable or compression screw 
application. In this case we are particularly interested in its application as a 
bridging plate with angle stable locked screws. The screws used for this 
function have a threaded body to engage with the bone as well as a threaded 
head section to engage with the threaded plate hole (Figure 9.2).  
 
Figure 9.2 4.5mm locking screw for use with the LCP plating system (Synthes) as a bridging 
plate. 
The screws are notably described as being 4.5mm screws. This 
measurement relates to the maximum thread diameter on the shaft section, 
the minimum diameter in this region is 4.4mm, making for a thread height of 
only 0.05mm in each direction. This is a very low profile thread. In 
comparison a standard (ISO) metric coarse screw with a nominal diameter of 
4.5mm would have a thread height of 0.46mm. A magnified image is shown 
below of the surgical screw on the left and a standard metric screw thread on 
the right Figure 9.3. 
 
Figure 9.3 On the left an enlarged view of the thread of the 4.5mm locking screw, on the right an 
enlarged view of a standard metric coarse thread with the same nominal diameter. The 
difference in thread profile, height and base diameter is evident. 
Chapter 9 Part 2: What is the behaviour at the interfaces and how should this be 
modelled?  166 
 
 
The enlarged image of the screw thread highlights the differences in many 
aspects of the thread shape. The surgical screw has large spaces between 
threads which are not evident in the metric standard screw. Instead the 
profile more closely resembles that of a wood screw, though is not tapered, 
and the thread height is still much smaller in the surgical screw Figure 9.4. 
Wood screws in fact may have been the design motivation for surgical 
screws as bone and wood are both inhomogeneous organic materials. 
 
Figure 9.4 A typical wood screw, inserted into a block of wood. The thread profile is similar to 
that of the surgical screw. Image copyright Phil Degginger/Mira.com 
The tapping drill size recommended for the metric standard screw is also 
much smaller at 3.8mm, in comparison to the supplied 4.3mm surgical drill 
(not tapped). A larger initial hole means less compression of the surrounding 
material upon insertion of the screw. In bone this is likely to be beneficial for 
the health of the surrounding bone if not mechanically. 
Both the ISO standard screws and wood screws (for which there is no 
standard) have been in use for an extended period of time (hundreds of 
years, thousands in various forms) and their holding power and behaviours 
are well understood. The cortical bone screw however is comparatively new. 
An ASTM standard is in place for the specification and testing of metallic 
medical bone screws (42), with specifications for screws with a number of 
different thread profiles. This particular screw however does not appear to 
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conform to any of the listed varieties, though the standard appears to be 
focused on screws used independently rather than those inserted into plates. 
The standard does specify a number of mechanical test to which a screw 
must be compliant, however these focus on pull out strength and torsional 
properties. Again this is likely a feature of the standard being based around 
isolated screw insertions. In a plated situation however the screw is most 
commonly loaded transversely, rather than in a strict pullout type situation. 
As well as not being a loading situation covered by the standard this is a 
loading situation which has not been explored by the literature, where pull 
out studies in a variety of situations are highly prevalent (80, 104, 159–166). 
The standard also does not cover any specifications for the locking thread on 
the head of the cortical bone screw. This thread engages with the threaded 
section of the LCP hole to achieve a ‘rigid’ attachment. This thread is tapered 
as it is on a conical/sloped surface and has a much finer pitch than the shaft 
of the screw, and appears to be of a more standard thread form such as the 
ISO standard Figure 9.5.  
 
Figure 9.5 On the left an enlarged view of the threaded screw head, on the right a view of the 
combination plate hole in the LCP (Image from Synthes) showing the threaded hole in the plate. 
Another issue with the insertion of these cortical bone screws is the amount 
of purchase in the bone. The screws used in this study are inserted as 
bicortical screws – meaning they penetrate both the near and far cortex of 
the bone, as opposed to unicortical screws which only penetrate the near 
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cortex. By anchoring in both cortices the working length of the screw is 
dramatically increased (Figure 9.6), though as is shown for the unicortical 
screw, the thickness of the cortex will still play a role in the anchoring of the 
screw.  
 
Figure 9.6 Comparative working length of unicortical screws in varying cortex thickness and a 
bicortical screw, reproduced from (15)  
The cortex thickness (3mm for the SawCyl sample), in combination with the 
relatively large thread pitch (~1mm), means that at most only three threads 
are actually engaged in either cortex. This length of engagement is much 
smaller than for most typical screw applications, in which to counteract a 
short engagement length, the pitch of the screw is decreased or the thread 
height increased to ensure better purchase. 
The application of bicortical screws also impacts the location of any 
movement. In Figure 9.7 reproduced from Perren et al. (10) the type of 
movement a bicortical screw undergoes and the long term effect this has on 
the bone are depicted. This is a cyclic relationship, with greater movement, 
creating greater bone loss, creating greater movement etc. While in the 
current study the immediate movement of the screw is of more interested 
than the long term pattern of bone resorption, the nature of the movement 
remains the same with the far cortex anchor effectively acting as a pivot 
point. For this type of movement the amplitude is therefore expected to be 
larger on the near cortex than it is on the far cortex. 
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Figure 9.7 The movement of a screw under transverse loading and its long term effect on the 
bone in immediate proximity. Reproduced from Perren et al. (10) 
Another parameter which cannot be ignored in this situation is the effect of 
the bone on the movement of the screw. Bone is a heterogenouse material in 
which structure and function (strength in this case) are intimately related. As 
noted in the introduction cortical bone is composed of concentric lamellae 
arranged in osteons, surrounded by interstitial lamellae. Long bones get their 
strength from the arrangement of these osteons parallel to the primary axis 
of load application. A lamellar unit is around 3-5 μm thick, with an osteon 
itself averaging 200-250 μm. There are therefore approximately 4 osteons 
per milimeter of cortical thickness. With a screw pitch of 1mm there are 
therefore ~ 4 osteons between each thread. The screw also has thread 
height of 0.05mm and 0.05mm undersized predrilling occurring, up to 1mm of 
tissue is being compressed out into the surrounding tissue. 
Problems then also arise with the use of the surgical drill bits which are 
exceedingly long (220mm). The length of the drill bit, while necessary for 
minimally invasive surgical technique, allows the tip of the drill bit to ‘wobble’ 
quite significantly even with the use of drill guides. This leads to the cutting of 
a larger than intended hole – particularly on the far cortex, and potentially to 
increased damage to surrounding tissues. 
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Not only can the drilling process physically damage the surrounding tissue 
but the excess heat generated by the drilling process if it exceeds 47°C will 
cause thermal osteonecrosis (167). This can effect a large area surrounding 
the drill hole, dependant on a number of factors including drill speed, 
geometry and bone thickness. 
All of the factors discussed above highlight the differences between the 
behaviour of these cortical bone screws and other more typical applications 
and designs of screws. Closer examination of the behaviour of the interfaces 
under load, particularly the screw – bone interface, is therefore warranted. 
 
9.1.2 FE modelling 
Finite element modelling of the interfaces between the components of plate 
fixators has only been investigated in a limited fashion. As noted earlier, 
most models assumed a fully bonded or rigid interface between components 
(49, 73, 76, 95, 115), while only a few have examined the use of other 
contact definitions (95, 103, 104). 
For the FE models conducted in this work the geometry of the screw and 
hole in the bone were simplified to be simple cylinders with matching 
diameters (except were stated otherwise, some Chapter 11 interface 
models). 
In a finite element model defining an interface or contact region as being fully 
bonded eliminates the possibility of any movement between the surfaces. In 
the case of the cylindrical screw in a cylindrical hole in the bone loaded 
transversely, the effect this has is to fix both the upper and lower surfaces of 
the screw to the bone. Under load the screw should act to compress the 
bone immediately supporting it; however the bonded constraint means that 
the upper surface of the screw is not free to separate from the bone. This 
lack of separation greatly reduces the movement which occurs as the bone 
underneath is compressed and the bone above stretched under tensile 
loads. This is now how the physical system behaves, there is no ‘glue’ 
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forcing an attachment between the screw and the bone. The use of a bonded 
interface in the model is therefore questionable and must be investigated. 
Frictional contact has been used in very few models. Ferguson et al. (95) in 
their model of a plated system, defined contact which allowed compressive 
load transmission perpendicular to the interface while allowing limited 
resistance to tangential sliding. By adjusting the shear modulus of the 
elements friction can be simulated. The model was created to apply this 
frictional constrain between the plate and the outer surface of their cylindrical 
bone analogue. 
Two papers have been published with FE models of screw – bone contact. 
Hou et al. (103) and Hsu et al. (104) both created models of the shaft section 
of the screw in an isolated cylinder of bone (Figure 9.8). Surface-to-surface 
contact was defined in each case between the screw and the bone, though 
the frictional force in each case was set to zero. This has the effect of making 
the interface behaviour dependant only on the geometry of the screw and the 
bone.   
 
Figure 9.8 FE model of screw thread in bone from Hou et al. (103) 
The free interface contact definition used in these models with screw threads 
would not be suitable for a model with simplified cylindrical screw geometry. 
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Full threaded geometry would be required, dramatically increasing the 
computational size of the model. 
Using friction on simplified screw geometry for the screw-bone interface has 
therefore not been explored in the literature. A frictional interface however 
cannot simply be applied to both the near and far cortex of the screw-bone 
interface. Defining both of these interfaces as frictional would lead to the 
screw being pulled out of the bone in the simulation. Instead as Figure 9.7 
above suggested on the movement of bicortical screws, the far cortex acts 
as an anchor about which the screw is inclined to rotated. A frictional 
interface could therefore be applied to the near cortex, with a bonded 
interface on the far cortex. Applying friction on the near cortex removes the 
issue of the upper surface of the screw sticking to the bone as is seen in a 
bonded interface, while leaving the screw and supporting bone free to 
deform as necessary. 
While friction is one of the more obvious options for altering the behaviour of 
the interface in the FE model, other options are also available to simulate the 
potential damage of the surrounding bone. As well as modifying the 
interface, modifications to the geometry and material properties of the 
components may also be able to simulate the physical behaviour. 
In the basic model examined in Chapter 8 the simplified screw and the hole 
cut in the bone had the same diameter, simulating a perfect fit. In the 
examination of the physical system above however it was highlighted how 
this interface may not be geometrically perfect, and may have been 
damaged during the insertion process. The damage to the bone could be 
simulated in an FE model by creating an oversize hole in the bone, thereby 
generating a gap surrounding the screw. Alternately the material properties 
surrounding the screw could be reduced.  
While the interface between the screw and the plate is likely to be of a higher 
quality than that between the bone and the screw, it is none the less a 
potential source of error in the FE modelling through its assumed behaviour 
as a bonded interface. In the basic model from Chapter 8, the geometry of 
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this interface was also simplified such that both the screw head and the plate 
hole had matching conical surfaces. It is not possible to define this interface 
as being frictional however as the sloped surface would result in the plate 
simply slipping off the head of the screw. Again there are other possibilities 
to alter this interface with the most likely candidate being modification to the 
geometry. The stiffness of this interface is directly related to its contact area. 
It can therefore be modified by altering the contact area. A decrease in area 
would result in a decrease in stiffness. 
There appears to have been no investigation in the literature into how these 
interfaces should be defined, though this is not surprising given that the 
behaviour at the interfaces has not been quantified. 
 
9.2 Structure of Part 2 
Part 1 of the project focused on the mechanical testing of three constructs, 
Part 2 will focus on the SawCyl construct. While an FE model of the Bone 
construct is the ultimate goal of the project, this construct is complex and 
contains many potentially confounding factors. The SawCyl construct 
however possesses material properties that are similar to that of an organic 
bone but with simplified geometry, as such it will play a primary role in this 
part as a simplified system for determining and modelling the behaviour at 
the interfaces.  
In an LCP – Bone construct there are two interface types: between the bone 
and the screws, and between the screws and the plate. Chapter 10 will begin 
by assessing the movement at these interfaces through mechanical testing, 
first on the bone-screw interface and then the combined effect of the bone-
screw and screw-plate interfaces. 
With the movement under load quantified, FE modelling techniques needed 
to achieve the desired behaviour will be explored. Initial modelling will 
replicate the testing of the screw-bone interface with a single screw (Chapter 
11), before increasing complexity to a bone-screw-plate model with a single 
screw (Chapter 12). Additional screws will then be added to assess their 
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effect and determine if the same relationships that apply to a single screw 
hold for multiple screws (Chapter 12 and Chapter 13).  
Up to this point the models will only be half construct models, the techniques 
developed will then be expanded into a full construct model representative of 
the SawCyl construct tested in Part 1 (Chapter 14). 
The contact definitions at the interfaces of the model have not previously 
been specifically examined in the literature. These interfaces are often 
modelled as being bonded or rigidly fixed, or it is assumed that they are as it 
is not explicitly stated (49, 73, 76, 115). A few studies, primarily involving 
partial models of sections of a screw, model the interface with a frictional 
coefficient or equivalent (95, 103, 104). This section aims to identify if these 
assumptions are reasonable by determining what the actual mechanical 
behaviour is under load. 
While both of these interface types are essentially thread in tapped holes, 
they differ in a number of ways.  Firstly while the materials in the screw-plate 
interface are both stainless steel - having the same mechanical properties 
and a tendency to bond together under frictional loads; the bone and the 
screw on the other hand have vastly different mechanical properties.  This 
discrepancy in material properties at the interface will change the way it 
behaves under load. Secondly the screw-plate interface consists of two 
surfaces with matched thread created to a high tolerance; the bone on the 
other hand is predrilled with a smaller pilot hole and then tapped with the 
screw itself.  While this makes for a ‘perfect’ fit, the material around the 
threads of the screw has been cut and compressed to fit.  This process while 
fractionally increasing the density of material around the threads of the screw 
destroys the structural integrity of the bone at a tissue level, from which it 
derives a lot of its strength and rigidity (168). 
For these reasons focus was primarily placed on the screw-bone interface as 
it was thought that this interface would be the more likely of the two to 
behave in a non-bonded manner. A variety of different definitions of the 
interface and the contact on the surfaces were examined. Parameters that 
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were examined included the definitions of each cortex independently (near 
and far) as bonded or frictional and the coefficient of friction used, the size of 
the hole created in the bone model on the near cortex and the material 
properties of the bone immediately surrounding the screw.  
The screw-plate interface was then also examined though not in as great a 
detail.  Changes to the definition of this interface are somewhat limited, 
because of the conical shape of the interface a frictional definition cannot be 
used and the interface must remain bonded.  An element of the interface, 
which can be manipulated in the model however, is the contact area. 
Reducing the contact area will reduce the stiffness of the interface. The 
contact area of the screw-plate interface was reduced by approximately half 
and the effect on the model outputs determined.  This was then combined 
with a number of the different bone – screw interface modifications. 
The modelling intent is shown graphically in Figure 9.9, examining first the 
bone – screw interface, then the screw – plate interface. 
For the sake of simplicity and to prevent confusion the cylindrical bone 
substitute material being used in the testing and modelling will be referred to 
simply as the bone i.e. the bone-screw interface. The full construct model of 
the SawCyl sample tested in Part 1 will be referred to as SawCyl unless 
describing the interfaces e.g. the bone-screw interface. 
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Figure 9.9 Modelling intent for the examination of the interface conditions, with emphasis 
placed first on the bone - screw interface and then on the screw - plate interface in combination 
with changes to the bone – screw interface 
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Chapter 10 Quantify the interface behaviour through 
mechanical testing 
 
10.1  Introduction 
Before it can be determined if the interfaces in the bone-implant construct 
are being modelled appropriately or if new techniques are needed, the actual 
behaviour itself must be quantified. To do this a simplified construct was 
created and tested with increasing complexity. A cylinder of bone analogue 
material was used, in combination with a single 4.5mm bicortical screw. An 
LCP was then added, before increasing the number of screws in the 
construct to two and then three. 
A full construct (plated cylinder with osteotomy and six screws) was not 
tested independently; rather the data from the SawCyl sample tested in Part 
1 of this document was used as the basis for the full construct models. 
While the pull out (and push out) behaviour of bone screws has been 
examined extensively in the literature (80, 104, 159–166), the transverse 
loading effects have not been previously reported. 
10.2  Materials and Methods 
10.2.1 Sample preparation 
A cylinder of bone analogue material, identical to that used as the SawCyl 
sample in the previous section was cut to a length of 90mm (half length 
cylinder). This is slightly less than half of the height of the full SawCyl 
construct, while being long enough to incorporate the three screws required 
in a half construct. 
One end of the cylinder was potted in a large square block of PMMA cement 
measuring approximately 100 x 100mm.  Small holes were drilled in the end 
of the cylinder prior to casting the cement to ensure penetration of the 
cement and a rigid final construct. The cylinder was held in a vice and 
adjusted to be vertical (± 0.01°) using a digital protractor. It was then 
positioned to be in the centre of and close to one edge of the mould. The 
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base of the mould into which the cement was cast was a sheet of Perspex, 
5mm thick. Cement was poured into the mould in three batches each 
resulting in a layer approximately 7mm thick, resulting in a final thickness of 
21mm. 
The position of each screw was then marked on the cylinder and the hole for 
the first screw created.  This was done using the surgical drill bit (4.3mm) 
supplied with the LCP plating system and a drill press.  The sample was 
mounted in a vice in the drill press to ensure the screw was inserted 
perpendicular and aligned to the long axis of the cylinder. 
Once the hole for the screw had been drilled the screw was inserted using 
the surgical torque driver. The depth of the screw was measured from the 
widest point on the head of the screw to the widest point on the outer surface 
of the cylinder. Depths of 5 and 6mm were tested in both the single screw 
configuration and in all of the plated configurations corresponding to a plate 
offset distance of 2 and 3mm respectively. 
10.2.2 Mechanical Testing 
The sample was then positioned in an Instron screw-driven testing machine 
(load frame 5567, Instron Pty Ltd, Norwood, MA, USA).  The sample was 
placed on an aluminium shim and positioned such that load could be applied 
to the head of the screw with a small flat platen without making contact with 
the cylinder.  The PMMA base was clamped to the testing machine base 
plate using three finger clamps (Bessey, Germany). 
A 5kN load cell was used to apply a load to the head of the screw. The test 
profile consisted of 5 cycles of ramp to 340N and return to 100N. The zero 
extension point was set with a load of 5N on the sample. Load-displacement 
data were captured by the Instron throughout the testing. 
After testing to the two specified screw depths the screw was removed from 
the sample and the plate added into the construct. Again the screw was 
inserted to a depth of approximately 5mm and then 6mm.  In this case the 
offset distance between the cylinder and the plate was measured, the offset 
distances given in Table 10.1 are the equivalent screw head offset distances. 
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The screw-plate interface was tightened to 4Nm using a surgical torque 
driver. 
Testing was then repeated using the same test profile, except that now the 
load was applied to the top of the plate.  The plate used has flat surfaces on 
the top and bottom ends which allowed this loading. 
Once testing at both offsets was completed a second screw was added to 
the construct.  This screw was inserted using the drill guides and surgical drill 
from the LCP kit. Care was taken to align the long axis of the plate with the 
long axis of the cylinder, keeping the screws centrally positioned. Again the 
screw was tightened using the torque driver. 
Testing was repeated again at the two offset distances and by applying the 
load to the top of the plate. A third screw was then included and the process 
repeated. A photo of the test set up with three screws is shown below (Figure 
Figure 10.1). 
The list of all tests undertaken and their parameter are shown in Table 10.1. 
 
Sample No of Screws Plate (Y/N) Offset (mm) 
Half length cylinder 1 N 5 
Half length cylinder 1 N 6 
Half length cylinder 1 Y 4.89 
Half length cylinder 1 Y 6.05 
Half length cylinder 2 Y 5.21 
Half length cylinder 2 Y 6.05 
Half length cylinder 3 Y 5.21 
Half length cylinder 3 Y 6.16 
 
Table 10.1 Samples tested in the half construct interface testing 
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Figure 10.1 Experimental setup of the three-screw half construct. The pink bone cement is 
being clamped to the base using finger clamps, while the load is applied to the top surface of 
the plate using a small platen. 
 
10.3 Results 
Results were taken from the final ramp to load in each test. The load – 
displacement behaviour from each construct is shown in Figure 10.2 for the 
~5mm load offset tests and in Figure 10.3 for the ~6mm offset tests. 
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Figure 10.2 Load-displacement data captured by the Instron from cycle 5 of the screw-bone 
interface testing with load offset of ~5mm 
The slopes of the load-displacement plots are seen to change slightly with 
the addition of the plate and further screws, the intercept of the curves is also 
seen to change. 
 
Figure 10.3 Load-displacement data captured by the Instron from cycle 5 of the screw-bone 
interface testing with load offset of ~6mm 
The stiffness of the construct is described by the slope of the load-
displacement plot. This was calculated for each configuration and is shown 
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below in Figure 10.4. The error bars shown indicate the combined relative 
error of the load and displacement measurements. With these errors in mind 
there is very little difference between the calculated stiffness values, though 
a trend towards an increase in stiffness is seen with increasing number of 
screws. The error limits place the stiffness at anywhere between ~3000 to 
~5000 N/mm.  
An increase in plate offset distance of ~1mm in each configuration results in 
a decreased stiffness, though the decrease itself becomes smaller and less 
significant with increasing number of screws. With a single screw the 
difference due to the offset change of 1mm is 8.2%, with the plate included 
this drops slightly to 7.3%/mm. Once multiple screws are included however 
the difference drops to a 4.1%/mm decrease with 2 screws and 3.7%/mm 
difference with three screws. Should this pattern continue with the addition of 
all six screws, the stiffness of the construct would be largely independent of 
minor changes in plate offset distance. 
More noticeable than these stiffness changes perhaps are the change in the 
intercept of each curve. The value of the y-intercept being the load at which 
there is zero deformation. This extrapolation in itself is not particularly useful 
and seems counterintuitive.  If the x-intercept however is examined a more 
 
Figure 10.4 Calculated stiffness values for each of the screw-bone interface tests with and 
without the plate. Error bars show the cumulative effect of the error in the load and 
displacement measurements 
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immediately useful value is obtained, the x-intercept is the amount of 
deformation, which occurs in the sample for zero load – in reality this is seen 
as a very low stiffness first cycle in a load-displacement plot rather than 
displacement at ‘zero’ load. This intercept is seen to drop quite dramatically 
with the addition of the plate and then lower further with the inclusion of more 
screws. The large offset of the sample without the plate may have been 
caused by the uncertain loading region on the threaded head of the screw 
compared with the rigid and flat surface on to which the plate was loaded. 
 
Figure 10.5 X-axis intercept of the load-displacement plot i.e. the deformation which occurs at 
zero load 
When considering the error in the deformation measurement of ±0.02mm, it 
can be seen that once the plate is added into the construct this offset 
becomes largely irrelevant, as the values will fall somewhere between zero 
and ~ 0.03mm. 
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10.4  Discussion 
10.4.1 Error analysis 
The Instron screw driven load frame lists the following accuracy levels (Table 
10.2). 
 
Position accuracy Under no load conditions, equal to or less than ± 0.02 mm (0.0008 
in) or ± 0.05% of displayed reading, whichever is greater. 
Position repeatability ± 0.015 mm 
Load measurement 
accuracy 
± 0.4% of reading down to 1/100 of load cell capacity. 
  ± 0.5% of reading down to 1/250 of load cell capacity 
Table 10.2 Accuracy specifications for the Instron screw driven load frame as supplied by 
Instron  
For the position accuracy, as the maximum deformation recorded in any of 
the tests was 0.14mm and 0.05% of this is much smaller than ± 0.02mm. 
The error of the position measurements is therefore considered to be ± 
0.02mm. 
The accuracy of the load is listed as being ± 0.4% of the reading down to 
1/100th of the load cell capacity. The load cell capacity in this case is 5000N, 
1/100th of which is 50N.  Each of the tests was conducted to 300N so the 
tests are within this range. The accuracy is therefore 0.4% of the reading. 
For 300N this is ±1.2N. 
A number of other potential sources of error occur in the preparation of the 
sample. Attempts were made to minimise each of these. 
The flatness of the base will play a role in the deformation by allowing the 
sample to tilt or deform. The base was determined to be within 0.0013° of 
flat.  
The angle of the cylinder may play a role in the angle of load transmission 
through the screws. The angle of the cylinder was measured to be within 
0.01° of vertical. 
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The positioning of the first screw in relation to the cylinder may also have an 
effect. The cylinder was mounted in a drill press in order to drill the first hole, 
and measurements made to ensure that the hole was positioned such that 
the screw passed through the centre of the circular cross-section. 
Measurement of the screw head offset proved problematic. While 
measurements were made with digital callipers, identifying the location of the 
points to measure was difficult to standardise. Once the plate was included, 
measurement was made from the outside of the plate to the opposite side of 
the cylinder and the cylinder thickness and distance from the plate surface to 
the max screw head diameter subtracted. This method is more robust than 
that used for the single screw offset. The problems with this measurement 
mean that there will be some discrepancy between the length of the screw in 
the mechanical test and that in the FE model. The change in stiffness at 
different plate offsets was seen to reduce with increasing number of screws, 
so the effect of any error in measurement will decrease with the increasing 
complexity of the model. 
10.4.2 Combined effect of the Bone – Screw and Screw – Plate interfaces 
The experiments conducted began with the simplest possible setup using 
material of a known geometry and homogeneous material properties and a 
single screw.  In an FE model of this system the only unknown is the 
behaviour of the interface, both of the solids (the Sawbone cylinder and the 
screw) will behave in the model largely as expected for materials of their 
known geometry and properties. Once the complexity of the test was 
increased to incorporate the plate there became two unknowns as both of 
the questionable interfaces came into play.  The outcomes of the test 
involving the plate and screws therefore represent the combined effect of 
these two interfaces, though their interaction and the constraint that one 
places on the other means that the total effect is not equal to the sum of its 
parts, as they would be measured independently.  
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10.4.3  Effect of plate offset 
The offset distance between the bone and plate was seen to have a 
decreasing effect on stiffness with increasing number of screws. Should this 
trend continue, in a construct with six screws minor differences in plate offset 
distance will have a negligible difference on the behaviour of the interfaces. 
10.4.4 Direction of loading 
In this series of experiments the screw head and plate were only tested with 
an axial compressive type of load. The effect of torsional or shear loading 
was not examined.  The deformation of the bone-screw interface is likely to 
be influenced by its immediately surrounding area, as the diameter of the 
screw, and therefore the diameter of the region of effect, is small with respect 
to the diameter of the bone, the geometric differences in the loading direction 
are not likely to have a large effect. 
10.4.5 FE modelling parameters 
The testing yielded two parameters of interest for the FE modelling of this 
interface, the stiffness of the interface and the x-intercept of the load-
displacement plot.  To accurately represent this system in an FE model both 
the stiffness and the intercept must be reproduced. Producing only the 
stiffness creates an error in the displacement predictions equal to that of the 
intercept. An FE model of this system with the same geometry and material 
properties however will produce a load-displacement plot, which passes 
through zero irrespective of the contact properties of the interface - an 
idealised situation. To create the intercept another factor in the model must 
be adjusted – the geometry of the hole or perhaps the material properties 
surrounding the screw. Both of these were explored as potential methods of 
replicating this behaviour in the following Chapter (Chapter 11). 
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10.5  Conclusions 
This chapter aimed to determine the mechanical behaviour at the screw – 
bone interface and the combined effect of the bone – screw – plate 
interfaces under load. Testing was conducted on a number of configurations 
of increasing complexity. A bone substitute material was used (Sawbones) to 
remove inconsistencies in material properties and geometry which would be 
present in a natural bone sample. 
The bone – screw interface behaviour was quantified first independently at 
two loading distances. In this configuration the sample behaves as a 
cantilever bending type scenario. A large amount of displacement was seen 
in the samples in the first cycle of the loading, creating an offset in the load-
displacement behaviour of later cycles. This was likely created by the 
interface between the load platen and the threaded tapered head of the 
screw. 
Including the plate in the testing construct acted to decrease the stiffness 
fractionally, but dramatically reduced the offset of the stiffness curve. 
Increasing the number of screws in the construct fractionally increased the 
stiffness while having no further effect on the offset of the curve. The addition 
of the plate also changes the loading environment from a cantilever bend, to 
a double shear situation in which the head of the screw is constrained from 
bending by the plate, and the body of the screw is constrained – though 
somewhat more elastically by the double support of the bone cortices. The 
addition of further screws acts to further constrain this by ensuring the angle 
stable nature of the screws is maintained. 
The difference in stiffness between the two loading distances ~5mm and 
~6mm decreased with increasing number of screws included in the construct. 
This suggests that in a six screw construct the exact offset distance between 
the plate and the bone has very little effect on the behaviour at the interfaces 
between the components – though it will still play a role in the overall 
construct behaviour. This is important to note, as the measurement of this 
distance in the experiments above was problematic and likely had a relatively 
high error. 
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10.6  What is novel? 
While screw pull out behaviour has been thoroughly investigated in the 
literature, the transverse loading behaviours have not been examined. This 
study aimed to quantify the behaviour of the bone – screw interface, and the 
combined effect of the bone – screw, screw – plate interfaces under axial 
loading. This novel quantification of behaviour will then be used to determine 
if current FE modelling techniques are appropriate. 
Load-deformation behaviour of the bone-screw and screw-plate interfaces were 
quantified under transverse loads 
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Chapter 11 Bone-Screw interface modelling 
 
 
Figure 11.1 Schematic of modelling parameters examined in Chapter 11 
 
11.1 Introduction 
As with the mechanical testing, the FE modelling was started with the 
simplest scenario and complexity increased. This chapter therefore 
examines the definition of the bone – screw interface. Once an appropriate 
modelling technique is defined for this interface it can be transferred over 
and refined in the case of modelling both the bone – screw and the screw – 
plate interfaces in Chapter 12. 
To model the bone – screw interface the basic geometry of the construct 
components were taken from the mechanical testing. Interface definitions of 
fully bonded and friction on the near cortex were examined on the original 
geometry. Modifications were then made to two aspects of the geometry in 
order to simulate the large x-intercept noted in the mechanical testing of the 
construct. In series 2 of the models, an oversized hole was created around 
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the near cortex portion of the screw, gap sizes of diameter 0.01mm to 
0.04mm were examined, this was paired with a frictional definition at this 
interface once contact was made. In the third series of tests the near cortex 
was again modified, this time by modifying the material properties in a region 
either 0.1mm or 1.0mm in diameter greater than the screw diameter, and 
again was paired with a frictional interface. The final series of models (4) in 
this chapter, took the best performing model and examined the effects of 
different coefficients of friction. 
11.2 Model creation 
Solid models were created in Solidworks and transferred to Ansys 
workbench v13 (ANSYS INC, Canonsburg, Pennsylvania, USA) for meshing 
and analysis. 
11.2.1 Geometry 
The basic geometry of the construct was derived from measurements made 
in the mechanical testing. A cylinder with dimensions matching those of the 
Sawbones cylinder was created with a length equal to that of the height of 
the cylinder above the bone cement base. The height of the first screw 
inserted was measured and a hole created in the model equal to the base 
diameter of the screw – 4.4 mm. A simplified model of the screw was then 
created as a cylinder with diameter equal to the base diameter of the screw 
used in the testing (again 4.4mm). The head of the screw was fashioned as a 
cone with the same maximum diameter as the head of the experimental 
screw, and approximately the same slope. The model screw was then 
positioned in the cylinder hole, such that the maximum diameter portion of 
the head was located 5mm from the outer edge of the cylinder. 
Alternative solid models were then created for the second and third series of 
FE models. For the second series the hole on the near cortex (that which 
would be closest to the plate) was enlarged to be 4.41, 4.42 or 4.44mm. The 
third series models had cuts made at the near cortex that were either 4.5 or 
5.4mm in diameter, the material that was cut however was not removed but 
was left in place. This creates a third solid surrounding the screw of 0.1mm 
or 1.0mm in thickness. 
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In total six geometrically unique solid models were made for FE analysis. 
11.2.2 Properties 
The properties of the Sawbones cylinder are given by the manufacturer to be 
E = 16.7GPa, with a poisons ratio of ν = 0.3. The screw was given the 
properties of stainless steel at E = 200GPa, and ν = 0.3. 
For the third series of models, reduced material properties were required for 
the screw surrounding regions. The elastic modulus of this region was set to 
E = 8.0GPa, E = 10.0GPa and 12.0GPa as listed in Table 11.1. 
11.2.3 Mesh 
A convergence test on one of the models determined a global element size 
of 0.5mm to be appropriate. The bodies were meshed with tetrahedral 
elements. For the models in series three with filled sections, smaller element 
sizes were used in this region. 
11.2.4 Loads and Boundary conditions 
In all models the base of the cylinder was fully constrained. Load was applied 
as a point load to the top of the widest portion of the head of the screw. Load 
was applied in 50N increments from 100N – 300N. 
For comparison to the mechanical testing the deformation at the head of the 
screw was measured in each model. 
11.2.5 Interface Configurations 
Four series of models were run to investigate the best method of defining the 
bone – screw interface.  
Series 1: Standard configuration with bonded interfaces vs. friction on the 
near cortex (NCF), coefficient 0.2 
Series 2: Oversized hole on the near cortex of increasing size with 
frictional interface once in contact, coefficient of 0.2 
Series 3: Region surrounding the screw with reduced material properties, 
either 0.1mm or 1.0mm, variety of lower material properties, 
near cortex friction coefficient 0.2 
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Series 4: Best performing oversize hole definition with two different 
coefficients of friction upon contact 
The full descriptions of all relevant parameters for each model in each series 
are given below in Table 11.1. 
 
Series Plate 
(y/n) 
Number 
of 
screws 
Screw 
size 
(mm) 
Hole 
size 
(mm) 
Empty 
or 
Filled 
Head 
offset 
(mm) 
Interface 
contact 
definition 
Material 
properties 
(GPa) 
1 n 1 4.40 4.40  5 Bonded 16.7 
 n 1 4.40 4.40  5 NCF 0.2 16.7 
2 n 1 4.40 4.40  5 NCF 0.2 16.7 
 n 1 4.40 4.41 Empty 5 NCF 0.2 16.7 
 n 1 4.40 4.42 Empty 5 NCF 0.2 16.7 
 n 1 4.40 4.44 Empty 5 NCF 0.2 16.7 
3 n 1 4.40 4.50 Filled 5 NCF 0.2 16.7, 10.0 
 n 1 4.40 4.50 Filled 5 NCF 0.2 16.7 , 8.0 
 n 1 4.40 5.40 Filled 5 NCF 0.2 16.7, 12.0 
 n 1 4.40 5.40 Filled 5 NCF 0,2 16.7, 4.0 
 n 1 4.40 5.40 Filled 5 NCF 0,2 16.7, 1.0 
4 n 1 4.40 4.44 Empty 5 NCF 0.2 16.7 
 n 1 4.40 4.44 Empty 5 NCF 0.5 16.7 
Table 11.1 Parameters of the FE models run to examine the behaviour of the bone – screw 
interface 
11.3 Results – comparison with experiments 
The experimental results for comparison with these models are those of the 
single screw in the Sawbones cylinder; with a head offset distance of 5mm. 
This particular test had a stiffness of 3985 ± 658N/mm, and an x-intercept of 
0.04 ± 0.02mm. The experimental data is included in each of the plots and 
tables below for reference. 
11.3.1 Series One – Bonded vs. Friction 
The first series of FE models tested the current practice of using fully bonded 
interfaces, and an initial attempt at reducing the stiffness of the construct and 
enabling a possibly more realistic behaviour by having a frictional definition 
at the near cortex of the screw (NCF). Figure 11.2 shows the load 
deformation data from the FE models and the experimental data. 
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Figure 11.2 Load – Displacement plot of the FE models in Series 1. Models had original 
geometry with altered interface conditions, either fully bonded or with friction on the near 
cortex (NCF). Matched experimental data is included for reference. 
As was anticipated there is a large discrepancy between the models and the 
experimental results. This discrepancy is largely in the x-intercept rather than 
the stiffness, the calculated values of which are seen below in Table 11.2. In 
terms of the stiffness the bonded interface definition is actually closer to the 
experimental results than the NCF definition. Both of the FE models however 
pass through zero as they are perfect definitions of the behaviour, unlike the 
experimental conditions. As such the experimental x-intercept offset of 
0.036mm is not replicated in the models at all. 
 
 Stiffness (N/mm) x-intercept (mm) 
Experiment 3985 ± 658 0.04 ± 0.02 
Bonded 4137 (+4%) 0.00 
NCF 0.2 3676 (-8%) 0.00 
Table 11.2 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 1.  
11.3.2 Series Two – Gap closure 
Series two of the FE modelling aimed to replicate this x-intercept offset 
behaviour by creating a region immediately surrounding the screw which had 
no contact. The screw would then deform freely until it made contact, at 
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which time the stiffness would likely be similar to that of the previous tests. A 
range of different gap sizes were trialled between 0.01-0.04mm in diameter.  
 
Figure 11.3 Load – Displacement plot of the FE model results from Series 2. Experimental 
results are shown for reference. 
Figure 11.3 above, shows the load – displacement data from each of the FE 
models with the experimental data and original geometry NCF model 
(4.40mm) for comparison. It can be seen that the models have performed as 
was anticipated, maintaining the stiffness of the original NCF model but 
adding in a region of deformation at low load to generate the x-intercept 
offset of the experimental results. The 4.44mm model comes quite close to 
the experimental data. 
 
 Stiffness (N/mm) x-intercept (mm) 
Experiment 3985 ± 658 0.04 ± 0.02 
4.40 mm 3676 (-8%) 0.00 
4.41 mm 3652 (-8%) 0.01 
4.42 mm 3615 (-9%) 0.02 
4.44 mm 3561 (-11%) 0.03 
Table 11.3 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 2. 
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It can be seen from the calculated values of stiffness and intercept in Table 
11.3 that the stiffness is largely unaltered between each of the models, and 
so is still somewhat lower than that of the experimental results. However the 
x-intercept values increase with increasing gap size, such that a 0.04mm 
diameter gap (0.02mm in each direction), produces an offset slightly larger 
than its size of 0.03mm. This combined with the slightly reduced stiffness of 
this model creates a reasonably good fit over this range of loads.  If the data 
were extrapolated out to higher loads the fit would get progressively worse. 
11.3.3 Series Three – Reduced material properties 
The third series of FE models then examined an alternative method of 
achieving the low load deformation by having a region surrounding the screw 
which had a lower elastic modulus. This would simulate the damage to the 
bone tissue created by the drilling, tapping and insertion of the screw. A 
small region equivalent to the thread height of the screw (0.1mm) was initially 
examined with modulus values of E = 8GPa and E= 10GPa. A further set of 
models were then tested with a much larger region of 1mm diameter with 
properties of E = 12GPa, E=4GPa and E=1GPa. 
 
Figure 11.4 Load – Displacement plot of the FE model results from Series 3. Experimental 
results are shown for reference. 
As the plot above shows (Figure 11.4), there is no significant difference 
between any of the models examined in this series. For the models with only 
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0.1mm diameter lower property sections this may be a function of element 
size, however the larger 1.0mm diameter lower property models showed no 
significant difference from the original geometry model in intercept behaviour, 
but did reduce the overall stiffness. The stiffness and intercept values in the 
table below (Table 11.4) also reflect this. 
11.3.4 Series Four – Frictional coefficients 
The fourth series of models examined with the single screw geometry 
examined the effects of the coefficient of friction chosen. The model which 
had performed most similarly to the experiment (Series 2, 4.44mm gap 
model) was used for analysis. The currently used coefficient of friction of ν = 
0.2 was examined against a higher value of ν = 0.5. 
 
Figure 11.5 Load – Displacement plot of the FE model results from Series 4. Experimental 
results are shown for reference. 
 Stiffness (N/mm) x-intercept (mm) 
Experiment 3985 ± 658 0.04 ± 0.02 
4.5mm  8GPa 3704 (-7%) 0.00 
4.5mm 10GPa 3705 (-7%) 0.00 
5.4mm 12GPa 3656 (-8%) 0.00 
5.4mm 4GPa 3386 (-15%) 0.00 
5.4mm 1GPa 2826 (-29%) 0.00 
 
Table 11.4 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 3. 
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There was no significant difference seen between either of the two models. 
Increasing the coefficient of friction was only seen to increase the stiffness of 
the model by 17 N/mm, an insignificant amount, and no change was seen in 
the intercept (Table 11.5). 
 
 Stiffness (N/mm) x-intercept (mm) 
Experiment 3985 ± 658 0.04 ± 0.02 
4.44mm NCF 0.2 3561 (-11%) 0.029 
4.44mm NCF 0.5 3578 (-10%) 0.029 
Table 11.5 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 4. 
11.4 Discussion 
11.4.1 Convergence 
Convergence of the model was examined at mesh sizes of 1.0, 0.5, and 
0.4mm. A change in stiffness of 0.1% was seen between these mesh sizes 
so the model was considered to have converged and a mesh size of 0.5mm 
was used in all models. 
11.4.2 Bonded vs. Friction in the gap models 
In the first series of models the bonded interface was seen to be a closer 
match to the stiffness of the experimental situation than the frictional 
interface, though was still marginally too stiff. In the second series of models 
a gap was created between the screw and the bone. Once this gap had 
closed a frictional interface was used. Judging by the results of the first 
series of models however a bonded interface may have been more suitable. 
A limitation of the contact definition of the Ansys program is in the way it 
treats a bonded interface. If an interface with an initial gap is defined as 
being bonded, the gap between the two surfaces is maintained despite the 
applied loading. This then means that the gap does not close and result in 
the displacement offset that was desired, making bonded an unsuitable 
definition for the desired behaviour in these models, despite its marginally 
better stiffness characteristics. 
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11.5 Conclusion 
The aim of this chapter was to create an FE model which accurately 
represented the behaviour of the single screw loading in the cylindrical bone 
analogue. Four series of FE models were developed to examine a number of 
potential methods of achieving the desired stiffness and displacement offset. 
While the bonded interface had a closer stiffness match to the experimental 
data, it was unable to be applied in such a way that generated the 
displacement offset desired. A frictional interface was therefore applied with 
an oversize screw hole as a gap closure model.  This method was 
particularly effective with a gap size of 0.04mm diameter. No differences 
were seen with variation of the coefficient of friction or with the introduction of 
a lower elastic modulus material surrounding the screw. 
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11.6  What is novel? 
This series of models produced an accurate method of modelling both the 
stiffness and deformation behaviour of the experimental situation using a 
combination of interface contact definition and geometry modification. 
 
Modifications to interface contact definitions and geometry can be used in FE 
modelling to accurately represent the behaviour of the bone – screw interface 
 
 
 
Figure 11.6 Aspects of the FE interface modelling completed in Chapter 11 
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Chapter 12 Bone-Screw-Plate interface modelling: Bone-Screw 
interface manipulation 
 
 
Figure 12.1 Schematic of modelling parameters examined in Chapter 12 
12.1 Introduction 
Now that a suitable modelling technique has been established for the case of 
loading of a single screw in the bone, the model must now be increased in 
complexity to include the LCP plate as was done in the experimental work. 
This chapter therefore aims to expand upon the developed techniques to 
model the experimental case of the loading of a single screw in the plate, at 
a plate – bone offset distance of 2mm (equivalent to a screw head offset 
distance of 5mm). 
This will then be expanded upon again to include the cases of two and three 
screws included in the models. 
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12.2 Model creation 
12.2.1 Geometry, properties, mesh, loads and boundary conditions 
Each of the FE models in this chapter were created in the same manner as 
for the previous chapter. Dimensions were set to match the experimental 
construct. The offset distance of the underside of the plate was used to 
position both the plate and the screws in the models. The position of the first 
screw was measured experimentally and reproduced in the model, the 
remaining screws were then added in based on the position of the screw 
holes in the plate. Models with oversize screw holes were created in the 
same manner as was done in the previous chapter, with gap sizes of 0.01 – 
0.04mm in diameter. 
The models were meshed in the same manner and identical constraints 
used. As these models now include the plate, load was applied to the flat 
upper surface of the plate. 
The plate model itself was generated from the manufacturers’ drawings and 
independently validated against mechanical testing results. The full details of 
this testing and model validation can be found in Appendix 5. 
12.2.2 Interface Configurations 
The FE models in this chapter contain two types of interfaces, those between 
the bone and the screw shaft and those between the head of the screw and 
the plate. In this chapter the interface between the head of the screw and the 
plate was always considered to be a fully bonded interface.  This definition is 
explored further in Chapter 13. 
The interface between the bone and the screw was examined in a number of 
different ways. As the experimental work showed a drop in the displacement 
offset with the inclusion of the plate, the bonded and frictional interface 
definition in the original geometry are revisited, both with a single screw and 
then with both two and three screws. The gap closure technique used in 
Chapter 11 is also revisited, though it is anticipated that the required gap size 
will decrease. 
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Four further series of FE models were created and compared to the 
experimental results 
Series 5: Standard configuration with bonded interfaces vs. friction on the 
near cortex (NCF), models of a single screw with plate. 
Series 6: Oversized hole on the near cortex of increasing size with 
frictional interface once in contact, models of a single screw 
with plate 
Series 7: Standard configuration of two and three screws with the plate, 
bonded interfaces vs. frictional 
Series 8: Best performing oversize gap model from Series 6, with two 
and three screws with plate 
The full descriptions of all relevant parameters for each model in each series 
are given below in Table 12.1. 
 
 
Series Plate 
(y/n) 
Number 
of 
screws 
Screw 
size 
(mm) 
Hole 
size 
(mm) 
Empty 
or 
Filled 
Head 
offset 
(mm) 
Interface 
contact 
definition 
Material 
properties 
(GPa) 
5 Y 1 4.40 4.40  5 Bonded 16.7 
 Y 1 4.40 4.40  5 NCF 0.2 16.7 
6 Y 1 4.40 4.40  5 NCF 0.2 16.7 
 Y 1 4.40 4.41 Empty 5 NCF 0.2 16.7 
 Y 1 4.40 4.42 Empty 5 NCF 0.2 16.7 
 Y 1 4.40 4.44 Empty 5 NCF 0.2 16.7 
7 Y 2 4.40 4.40  5 Bonded 16.7 
 Y 2 4.40 4.40  5 NCF 0.2 16.7 
 Y 3 4.40 4.40  5 Bonded 16.7 
 Y 3 4.40 4.40  5 NCF 0.2 16.7 
8 Y 2 4.40 4.42 Empty 5 NCF 0.2 16.7 
 Y 3 4.40 4.42 Empty 5 NCF 0.2 16.7 
Table 12.1 Parameters of the FE models run to examine the behaviour of the bone – screw – 
plate interface 
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12.3 Results – comparison with experiments 
12.3.1 Series Five – Single screw with plate, bonded vs. friction 
The fifth modelling series took the experimental configuration of a single 
screw with the LCP. The original geometry of the sample was replicated in 
the model and definitions of bonded and frictional interfaces on the near 
cortex were defined between the bone and the screw. 
 
Figure 12.2 Load – Displacement plot of the FE model results from Series 5. Experimental 
results are shown for reference. 
The results of this modelling are very similar in appearance to those of the 
single screw without the plate (Figure 11.2). The displacement offset of the 
experimental data is still much higher than either of the idealised models. 
While the stiffness of the experimental construct has decreased somewhat 
with the addition of the plate, both FE models increased in stiffness and are 
now both stiffer than the experimental situation (Table 12.2). The frictional 
model is now closer in absolute stiffness to the experimental situation than 
the bonded definition. Neither of these models are particularly good at 
representing the experimental behaviour. 
 
 
Stiffness (N/mm) x-intercept (mm) 
Experiment 3516 ± 663 0.01 ± 0.02 
Bonded 4417 (+26%) 0.00 
NCF 0.2 3864 (+10%) 0.00 
Table 12.2 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 5.  
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12.3.2 Series Six – Single screw, gap closure 
As the oversized hole, gap closure models performed well in the model of the 
single screw system, they were re-examined in the single screw model with 
the plate incorporated. All three gap sizes were reproduced, with the original 
size hole and the experimental data shown for comparison in Figure 12.3. 
 
Figure 12.3 Load – Displacement plot of the FE model results from Series 6. Experimental 
results are shown for reference. 
Contrary to the single screw model, each of the different gap size models 
has varying stiffness behaviour as well as varying intercept behaviour (Table 
12.3). The 4.42mm diameter hole model however has become a very good 
model of this system, over the load range investigated. 
 
 Stiffness (N/mm) x-intercept (mm) 
Experiment 3516 ± 663 0.01 ± 0.02 
4.40 mm 3864 (+10%) 0.00 
4.41 mm 4343 (+24%) 0.01 
4.42 mm 3735 (+6%) 0.01 
4.44 mm 4188 (+19%) 0.03 
Table 12.3 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 6.  
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12.3.3 Series Seven – Multiple screws, bonded vs. friction 
The modelling techniques determined to be best suited to the single screw 
model have been shown to hold for the addition of the plate to the construct. 
The addition of further screws however is likely to have a greater effect on 
the stiffness. The original geometry was therefore re-examined with the 
addition of first one and then a second addition screw (3 total) and the 
bonded and near cortex friction interface definitions assessed. 
 
Figure 12.4 Load – Displacement plot of the FE model results from Series 7. Experimental 
results are shown for reference. 
The offset in the displacement intercept between the experiment and the FE 
models becomes less obvious with the addition of each screw (Figure 12.4). 
The difference in stiffness however becomes more marked with each screw. 
While a small increase in stiffness is seen experimentally between two and 
three screws in the construct, the increases in the FE models are far greater 
(Table 12.4). 
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 Stiffness (N/mm) x-intercept (mm) 
2 screws Experiment 3761 ± 771 0.01 ± 0.02 
2 Screws Bonded 6183 (+64%) 0.00 
2 Screws NCF 5967 (+59%) 0.00 
3 screws Experiment 4323 ± 1007 0.01 ± 0.02 
3 Screws Bonded 8430 (+95%) 0.00 
3 Screws NCF 8102 (+87%) 0.00 
Table 12.4 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 7.  
12.3.4 Series Eight – Multiple screws, gap closure 
Modelling of the single screw with the plate was most successful with a gap 
size of 0.02mm diameter. This gap size was replicated in the FE models with 
two and three screws and its suitability assessed. 
 
Figure 12.5 Load – Displacement plot of the FE model results from Series 8. Experimental 
results are shown for reference. 
Unlike the models in series six however, a gap size of 0.02mm does not 
model the experimental situation particularly well when expanded to multiple 
screws. Again the stiffness of the FE models increases at a greater rate than 
the experimental configurations did.  
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 Stiffness (N/mm) x-intercept (mm) 
2 screws Experiment 3761 ± 771 0.01 ± 0.02 
2 screws 4.42mm 5634 (+50%) 0.01 
3 screws Experiment 4323 ± 1007 0.01 ± 0.02 
3 screws 4.42mm 7275 (+68%) 0.01 
Table 12.5 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 8.  
 
12.4 Discussion 
12.4.1 Model stiffness increases 
It was noted in series 7 and 8 of the FE modelling that the stiffness of the 
models increases at a much greater rate with each additional screw than the 
experimental data. The extent of this problem can be seen clearly in Figure 
12.6. With only a single screw, either with or without the plate all three of the 
modelling techniques shown have a reasonably similar stiffness to the 
experiment.  
 
Figure 12.6 Stiffness of the experimental and FE model construct in different configurations 
and with different interface definitions 
Once the second and third screws were added, the models diverge rapidly 
from the experiment, with comparatively small intra-model differences. 
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1 screw no plate 1screw 2screws 3 screws 
Experiment 3985 ± 658 3516 ± 663 3761 ± 771 4323 ± 1007 
Bonded 4137 (+4%) 4417 (+26%) 6183 (+65%) 8430 (+95%) 
NCF 0.2 3676 (-8%) 3864 (+10%) 5967 (+59%) 8102 (+87%) 
4.42mm NCF 3615 (-9%) 3735 (+6%) 5634 (+50%) 7275 (+68%) 
Table 12.6 Calculated stiffness values (N/mm) for the experimental configurations and the FE 
model configurations with different interface conditions 
If these trends are extrapolated out to the situation with six screws, the 
models reach stiffness values of the order of 12600 N/mm (4.42mm NCF) – 
14400 N/mm (NCF), compared with only 5500 N/mm for the extrapolated 
experiment. Of course this is not what happens to the constructs as the 
fracture gap is created reducing the stiffness to 2628 ± 207 N/mm for the 
Direct compression of the SawCyl construct. Though if the contribution to the 
overall construct stiffness from the bone – screw interface is potentially so 
high, the behaviour of a FE model of this construct cannot be truly 
representative of the behaviour of an equivalent mechanical construct. It 
seems likely therefore that if an FE model of a fixation plate such as this 
behaves similarly to an experimental construct on a global scale (as most 
models are measured) then it is at least partly from the coincidental over-
representation of stiffness in one area and under-representation in another 
area. 
12.5 Conclusion 
Finite element modelling techniques for the bone – screw interface in bone – 
screw – plate constructs were examined in this chapter. It was found that 
current techniques of assuming a bonded interface do not adequately 
represent the stiffness of these constructs once more than a single screw is 
used. In fact all modelling techniques used – including those that were highly 
suitable for single screw models, were far stiffer than the experimental 
results, with a rate of increase in stiffness that was many times larger as well. 
From this it can be determined that the bone – screw interface definition may 
play an important role in models of single screw systems and must be 
considered carefully. It was also determined that modification of the 
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modelling techniques used at the bone – screw interface is insufficient in 
reducing the stiffness of the FE models to that of their experimental 
counterparts. 
 
12.6 What is novel? 
Following on from Chapter 11, it was confirmed that a gap closure type 
model was appropriate for modelling single screw systems both with and 
without a plate attached. While the gap size required modification with the 
addition of the plate, the technique was highly suitable. 
It was also determined that none of the FE modelling technique tested at the 
bone – screw interface were appropriate for modelling systems with two or 
more screws. The FE models were all too stiff and the rate of change of 
stiffness was insurmountable through modification of this interface. 
Modifications to interface contact definitions and geometry can be used in FE 
modelling to accurately represent the behaviour of the bone – screw interface only 
when a single screw is present 
 
None of the current or novel bone – screw interface modelling techniques 
adequately represents the behaviour of the bone – screw – plate half construct 
when more than one screw is present. 
All generated FE models are too stiff. 
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Figure 12.7 Aspects of the FE interface modelling completed in Chapter 12 
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Figure 13.1 Schematic of modelling parameters examined in Chapter 13 
 
13.1 Introduction 
As the previous chapter determined that modification of the bone – screw 
interface alone was insufficient to correct the divergent stiffness behaviour 
this chapter will therefore examine modification of the screw – plate interface. 
Unlike the bone – screw interface, the screw – plate interface cannot be 
modified through conversion of the interface contact behaviour to a frictional 
interface. As both the head of the screw and the screw hole in the plate are 
conical, a frictional interface would simply result in the plate sliding back off 
the head of the screw to rest on the screw shaft. For this reason the interface 
must remain bonded. An alternative method was therefore devised to reduce 
the stiffness of the interface. 
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Modifying the contact area of the two surfaces should result in a decrease in 
stiffness of the interface. Whether this will have a flow on effect to modifying 
the total stiffness of the construct is unknown. To test this, the geometry of 
the screw head was modified to reduce the contact area to approximately 
half what it was previously. 
This new geometry was then combined with both the fully bonded bone – 
screw interface and the near cortex friction bone – screw interface.  
13.2 Model creation 
13.2.1 Geometry 
In order to reduce the contact area of the screw – plate interface the 
geometry of the head of the screw was modified. As can be seen in Figure 
13.2, the conical head of the screw was truncated, reducing the size of the 
interface by around 50%. 
This was the only geometry modification made to the models, all other 
parameters were kept the same as in the previous chapters. An oversize 
hole / gap model was not used in this chapter. 
 
 
Figure 13.2 Modification of the screw head geometry to reduce the contact area of the screw – 
plate interface 
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13.2.2 Properties, mesh, loads and boundary conditions 
The models were meshed in the same manner and identical constraints used 
as those of the previous chapters. Again the load was applied to the flat 
upper surface of the plate. 
13.2.3 Interface Configurations 
Two series of models were created to examine the effect of modification of 
the screw – plate interface independently and in combination with 
modification of the bone – screw interface. 
Series 9: Half contact area on screw – plate interface, fully bonded bone 
– screw interface 
Series 10: Half contact area on screw – plate interface, near cortex friction 
on the bone – screw interface 
13.3 Results – comparison with experiments 
13.3.1 Series Nine – Half contact, bonded 
The ninth series of FE models investigated the effect of reducing the contact 
area of the screw – plate interface in isolation from any other modifications 
i.e. with the standard bonded interface contact at the bone – screw interface. 
 
Figure 13.3 Load – Displacement plot of the FE model results from Series 9. Experimental 
results are shown for reference. 
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As with the modifications to the bone – screw interface, the above modelling 
techniques (Figure 13.3) remain much stiffer than their experimental 
counterparts. While the discrepancy is moderately low in the single screw 
model, the differences increase with the number of screws (Table 13.1). 
 
 Stiffness 
(N/mm) 
x-intercept (mm) 
 1 screw Experiment 3516 ± 663 0.01 ± 0.02 
 1 Screw Half Contact Bonded 4226 (+20%) 0.00 
 2 screws Experiment 3761 ± 771 0.01 ± 0.02 
 2 Screws Half Contact Bonded 5895 (+57%) 0.00 
 3 screws Experiment 4323 ± 1007 0.01 ± 0.02 
 3 Screws Half Contact Bonded 7942 (+84%) 0.00 
Table 13.1 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 9.  
13.3.2 Series Ten – Half contact, NCF 
Series ten then went on to examine the effect of reduced contact area at the 
screw – plate interface, in combination with modification of the bone – screw 
contact definition to friction on the near cortex. 
 
Figure 13.4 Load – Displacement plot of the FE model results from Series 10. Experimental 
results are shown for reference. 
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Again the models of the systems with two and three screws are much stiffer 
than those of the mechanical test (Figure 13.4). The one screw model is 
reasonably similar in terms of its stiffness, but lacks the displacement offset 
which was modelled well with the gap model. The same pattern of greater 
increases in stiffness per screw in the FE models continues (Table 13.2). 
 
 Stiffness 
(N/mm) 
x-intercept (mm) 
 1 screw Experiment 3516 ± 663 0.01 ± 0.02 
 1 Screw Half Contact NCF 3658 (+4%) -0.003 
 2 screws Experiment 3761 ± 771 0.01 ± 0.02 
 2 Screws Half Contact NCF 5738 (+53%) -0.001 
 3 screws Experiment 4323 ± 1007 0.01 ± 0.02 
 3 Screws Half Contact NCF 7721 (+79%) 0.000 
Table 13.2 Calculated stiffness and x-intercept values from the experiment and the FE models 
in Series 10.  
13.4 Discussion 
13.4.1 Comparison to bone – screw interface models 
Modification of the contact area at the screw – plate interface appears to 
have made little if any difference to the FE model behaviour under load 
(Figure 13.5). The differences between each of the models are far 
outweighed by the difference between any of the models and the 
experimental data. The only model to show any significant point of difference 
is the gap closure model, which has the increased displacement offset, but 
retains the stiffness of all the other models. 
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Figure 13.5 Load – Displacement plot of all FE models for the construct with three screws, 
experimental data is given for comparison. 
13.4.2 Model stiffness increases 
The plot above (Figure 13.5) suggests that the trend towards excessive 
increases in stiffness with each additional screw, which was seen in the bone 
– screw interface modification models, continues unchecked in these screw – 
plate interface modification models. Adding the two new model types into the 
previous plot of stiffness in each configuration, demonstrates no significant 
change in the trend (Figure 13.6, Table 13.3). 
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Figure 13.6 Stiffness of the experimental and FE model construct in different configurations 
and with different interface definitions, updated from Figure 12.6 to include the half contact 
models. 
  
 
 
1 screw no plate 1screw 2screws 3 screws 
Experiment 3985 ± 658 3516 ± 663 3761 ± 771 4323 ± 1007 
Bonded 4137 (+4%) 4417 (+26%) 6183 (+65%) 8430 (+95%) 
NCF 0.2 3676 (-8%) 3864 (+10%) 5967 (+59%) 8102 (+87%) 
4.42mm NCF 3615 (-9%) 3735 (+6%) 5634 (+50%) 7275 (+68%) 
Half Contact Bonded - 4226 (+20%) 5895 (+57%) 7942 (+84%) 
Half Contact NCF - 3658 (+4%) 5738 (+53%) 7721 (+79%) 
Table 13.3 Calculated stiffness values (N/mm) for the experimental configurations and the FE 
model configurations with different interface conditions 
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13.5 Conclusion 
This chapter examined the definition of the screw – plate interface in FE 
models of bone – screw – plate constructs. A novel technique for 
modification of the stiffness of this interface was proposed and examined 
independently and in combination with modifications to the bone – screw 
interface definition. 
This technique did not prove any more suitable to the case of modelling bone 
– screw – plate constructs with multiple screws. The problem identified in the 
previous chapter of the rate of increase of FE model stiffness compared with 
that of the experimental situation persisted with the new modelling 
techniques. 
An effective method of modelling such a construct has not been found. 
 
13.6 What is novel? 
A novel method of modifying the stiffness of the screw – plate interface was 
proposed and tested. It was not found to have a significant effect on the 
stiffness of the construct when compared with the experimental data. A drop 
in stiffness between the models with full and half contact definitions at this 
interface was seen, so potential exists for this to be a suitable technique for 
reducing the stiffness of interfaces in other situations. 
 
None of the current or novel screw – plate interface modelling techniques 
adequately represents the behaviour of the bone – screw – plate half construct 
when more than one screw is present. 
All generated FE models are too stiff. 
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Figure 13.7 Aspects of the FE interface modelling completed in Chapter 13 
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Chapter 14 Interface modelling in a full construct 
 
 
Figure 14.1 Schematic of modelling parameters examined in Chapter 14 
 
14.1 Introduction 
The compression and torsion models created in Chapter 8 were adapted to 
include the new interfaces conditions developed. It will then be seen what 
effect the interface definitions have on the problems highlighted with the 
results of the current modelling techniques. The fully bonded interface 
definition is replicated in this chapter for ease of comparison. 
14.2 Model creation 
14.2.1 Geometry, material properties, position, orientation, loads 
boundary conditions and out puts 
All aspects of the model other than the interface definitions (and 
accompanying geometry changes) were identical to those used in Chapter 8. 
Identical outputs were generated from each of the models for comparison to 
the experimental results and those of the bonded models. 
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14.2.2 Interface Configurations 
Two series of FE models were examined in the full sawbones construct. 
Models were created with each of the interface conditions tested in Chapter 
12 and Chapter 13: Bone – screw interface only modifications: bonded, near 
cortex friction and near cortex friction in the 4.42mm gap model; then 
modifications to the screw – plate interface with the bone – screw interface 
defined as either bonded or near cortex friction. Each of these models were 
tested in two load cases. 
Series 11: Compression load. Bone – screw interface: Bonded, NCF, 
4.42mm NCF; Screw – plate interface half contact with bone – 
screw bonded and NCF 
Series 12: Torsional load. Bone – screw interface: Bonded, NCF, 4.42mm 
NCF; Screw – plate interface half contact with bone – screw 
bonded and NCF 
14.3 Results – comparison with experiments 
14.3.1 Series Eleven – Compression test 
The eleventh series of FE models examined the full SawCyl construct which 
was mechanically tested in Chapter 3, Chapter 4 and Chapter 5. An axial 
compression load was applied and the interface conditions examined in 
Chapter 12 and Chapter 13 applied. Comparison to the experimental results 
includes the global response as captured by the Instron (Chapter 4), the 
fracture gap response as captured by the Optotrak (Chapter 5) and the 
resultant/reaction forces captured by the JR3 (Chapter 4). 
14.3.1.1 Global behaviour 
Comparison with the experimental results was conducted on a global scale 
by examining the deformation of the top surface where the load was applied. 
This should correspond to the load – deformation behaviour recorded by the 
Instron cross head. 
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Figure 14.2 Load – Displacement plot of the FE model results from Series 11. Experimental 
results from the Instron are shown for reference (note the black line for the experiment is 
situated immediately underneath the majority of the FE models). 
The load – displacement behaviour of most FE models (Figure 14.2) show 
amazingly good correlation to the experimental results. Only the gap closure 
model is offset from the experimental results. Examining the stiffness of the 
constructs it can be seen that again most of the FE models (not the 4.42mm 
NCF) are within the error range of the experimental results (Figure 14.3). 
 
Figure 14.3 Stiffness values of the FE models from Series 11. Experimental results calculated 
from the Instron data are shown for reference, with the corresponding error margin. 
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Despite the slight variability in stiffness results, the resultant deformation at 
maximum load is highly consistent and within the quite small error margins of 
the mechanical testing for all but the 4.42mm NCF gap closure model (Figure 
14.4). 
 
Figure 14.4 Global deformation of the FE models from Series 11. Experimental results from the 
Instron are shown for reference with error range. 
14.3.1.2 Interfragmentary movements 
In Chapter 5, the most relevant measurement of movement within the 
fracture gap under compression was determined to be the z-axis translation 
at the near and far cortex – calculated as the difference between the upper 
and lower surfaces at this point.  
Figure 14.5 shows the absolute values of z-axis deformation at the near and 
far cortex in the experiment and in each of the FE models. Very little 
difference is seen between the models, though the 4.42mm NCF model is 
seen to have a higher translation of the upper surface in z, which with all 
other parameters the same accounts for the differences seen in the global 
rotations and stiffness. A slight difference is seen in the half contact models 
translation in the y direct, which is lower on both the upper and lower 
surfaces than the other models, though the differences in the y direction 
between the experiment and the models remain. 
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Figure 14.5 Translations of the upper and lower, near and far cortex points in the experiment 
and each of the FE models 
14.3.1.3 Reaction/Resultant forces 
In the experimental testing the JR3 load cell was positioned under the test 
sample and so measured the forces and moments transferred through the 
sample to the base. In the FE models the reaction forces are able to be 
measured on the base. These reaction forces should be of the same 
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magnitude but opposite direction to the resultant forces measured in the 
experiment.  
Table 14.1 shows that for this series of compression tests the relationship is 
reasonably good. Slight differences are seen in the Fx which is a little low in 
the models and the Fz which is a little high in the models. The Fz recorded in 
each of the models (205N) is precisely equal to the load which was applied 
(matched to the ~205N of peak load recorded in the mechanical testing of 
this construct). As would be expected in a model the forces transfer perfectly 
because of idealised behaviour.  Only a slight Fy and coupled Mx are seen in 
the model, which correspond to the closing of the fracture gap. In the 
experiment however loads are not transferred through the sample perfectly, 
resulting in out of plane forces and moments and a reduction in the applied z 
force. 
 
 
Experiment Bonded NCF 
4.42mm 
NCF 
Half 
Contact 
Bonded 
Half 
Contact 
NCF 
Fx (N) -8 ± 5 0 0 0 0 0 
Fy (N) 2 ± 5 2 2 2 2 2 
Fz (N) -183 ± 10 205 205 205 205 205 
Mx (Nm) -1 ± 1 -2 -2 -2 -3 -3 
My (Nm) -3 ± 1 0 0 0 0 0 
Mz (Nm) 0 ± 1 0 0 0 0 0 
Table 14.1 Reaction forces at the base of the lower cup in the FE models from Series 11. The 
JR3 resultant forces from the experiment are shown for reference, though their directionality is 
opposite. 
 
14.3.2 Series Twelve – Torsion test 
Series twelve of the FE models examined the full SawCyl construct under 
torsional loads. Again each of the modelling techniques was examined. 
Similar outputs were compared to the experimental results as used in the 
compression series above, though the rotation of the upper and lower 
fracture surfaces were used rather than the translations of the near and far 
cortex points. 
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14.3.2.1 Global behaviour 
The torque – rotation behaviour of the experimental construct was captured 
by the Instron during the test (Chapter 4). The applied torque and measured 
rotation of the top cup was also extracted from the FE models for 
comparison. Unlike the compression tests in Series Eleven of the models, in 
the case of torsion none of the FE models suitably mimic the behaviour of 
the experimental construct (Figure 14.6). All of the models had a 
substantially higher stiffness than the experiment. This is particularly evident 
when compared to the error range of the experimental stiffness. 
 
Figure 14.6 Stiffness values of the FE models from Series 12. Experimental results calculated 
from the Instron data are shown for reference, with the corresponding error margin. 
This overestimation of the stiffness of the construct leads to a large underestimation 
of the final rotation of the sample (Figure 14.7).  
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Figure 14.7 Global rotation of the FE models from Series 12. Experimental results from the 
Instron are shown for reference with error range. 
 
14.3.2.2 Interfragmentary movements 
As with the literature standard model in Chapter 8 the global rotations and 
the rotations from the Instron can be used to calculate the component 
rotations of the lower and upper segments and the fracture gap. These are 
shown as a cumulative plot in Figure 14.8. While none of the models achieve 
the same total rotation as the experiment the difference in some parameters 
shrinks dramatically. The behaviour of the upper and lower segments remain 
approximately the same throughout all of the models, with errors in the range 
of 28-34%. The rotation across the fracture gap however progressively 
increases with changes to the interface conditions from 35% difference in the 
bonded model to only 15% in the Half Contact NCF model. This increased 
rotation across the fracture gap is the primary contributor to the decrease in 
global stiffness, reducing the global error from 0.34% in the bonded to 20% 
in the Half Contact NCF model. 
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Figure 14.8 Rotations of the upper and lower segments of the construct and the rotation across 
the fracture gap of the FE models from Series 12. Experimental results calculated from the 
Optotrak data are shown for reference. 
14.3.2.3 Reaction/Resultant forces 
As mentioned in the compression series of models, the resultant forces were 
measured in the experiment, and the reaction forces are able to be 
determined from the FE models, these forces and moments should be equal 
in magnitude, but opposite in direction. 
 
 
Experiment Bonded NCF 
4.42mm 
NCF 
Half 
Contact 
Bonded 
Half 
Contact 
NCF 
Fx (N) -1 ± 5 -8 -8 -8 -9 -9 
Fy (N) -84 ± 5 0 0 0 0 0 
Fz (N) 4 ± 10 0 0 0 0 0 
Mx (Nm) 14 ± 1 0 0 0 0 0 
My (Nm) 4 ± 1 -2 -2 -2 -2 -2 
Mz (Nm) 7 ± 1 -7 -7 -7 -7 -7 
Table 14.2 Reaction forces at the base of the lower cup in the FE models from Series 12. The 
JR3 resultant forces from the experiment are shown for reference, though their directionality is 
opposite. 
However as Table 14.2 shows, the applied torsion is perfectly transferred 
through the model, but very little occurs in the models in terms of out of plane 
forces and moments. In particular the very large Fy and Mx are not seen. 
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14.4 Discussion 
14.4.1 Comparison of 4.42mm NCF models to the literature 
The FE model with the oversize hole on the near cortex showed consistently 
larger movements under the compressive load. In terms of interfragmentary 
motions the z deformation on the near and far cortex both show at least 
0.02mm of movement more than any of the other FE models. The oversized 
hole did not have a significant effect on the torsional behaviour compared to 
that of the other FE models. 
A number of papers (23, 24, 49, 60, 61) have recently been published 
suggesting the use of near cortex slots or far cortical locking screws to 
reduce the stiffness of fixation plate constructs. Gardner et. al.’s papers 
showed a dramatic reduction in stiffness with the use of four or more slots 
under compression and a significant drop in torsional stiffness for three or 
more slots. The slots were 1mm larger than the diameter of the screw, so 
significantly larger than those of the gap model used in these FE models. 
Bottlang et al., on the other hand used far cortical locking screws with a gap 
around the near cortex and a reduced stiffness in the screw shaft region. 
Again they showed a dramatic reduction in axial stiffness in these constructs 
and their FE models. 
Under compression the gap model was seen to have a stiffness value 7% 
lower than the near cortex friction model, and in torsion 1% lower than the 
NCF model. Considered superficially this is actually reasonably similar to 
Gardner et. al.’s results, as their slot was 10 times larger than the gap in the 
FE model (considering one direction of movement) and their decreases in 
stiffness were also approximately 10 times larger than those of the model in 
both compression and torsion. Whether the decrease in stiffness would be 
linearly related to the size of the gap is debatable given the 1/x relationship 
of stiffness to deformation. 
What the FE model does show as well as the decrease in the overall 
stiffness is the change in the deformation at both the near and far cortex, 
while the difference between the two edges remains the same i.e. the 
difference across the gap is consistent across all the models and experiment 
Chapter 14 Interface modelling in a full construct  230 
 
at ~0.08mm. The 4.42mm NCF model however experiences a further 
0.02mm of movement across the entire upper surface (examination of the 
individual movements of the upper surface points), not just the near cortex. 
This would also be reflected in an higher IFM in the z direction. 
That the gap size in one direction (0.01mm) was doubled in movement at the 
fracture gap (without movement of the lower surface at all) is an important 
consideration when examining potential modifications to plating techniques 
involving slots, especially those of such large magnitudes as tested by 
Gardner et al.. 
14.4.2 FE models of Compression 
The FE models developed in this chapter were all (with the exception of the 
gap model) very good at globally representing the compression load case in 
the SawCyl sample. The global stiffness and deformation were well 
replicated as were the z direction near and far cortex movements and the 
reaction forces. The only area of particular concern was the discrepancies in 
the out of plane translations in the fracture gap.  Whether this is a problem is 
dependent on the purpose of the models creation.  
In this case the purpose of the model relates superficially to the stiffness of 
the overall construct – which was modelled well. The secondary intent of the 
model however would be to characterise the motion within the fracture gap 
under different fixation stiffness’s. If this were to be coupled with a 
mechanoregulatory tissue differentiation algorithm in the fracture gap, then 
the discrepancies in these out of plane translations may cause a problem. In 
the experiment there was 0.11mm of transverse shear in the y direction 
caused by both surfaces translating in the negative y direction but to a 
different extent. The FE models on the other hand experienced y translations 
which were equal on the upper and lower surfaces. Though the magnitude of 
the model translations was approximately the average y translation of the 
experiment the models fail to replicate the shearing this movement would 
cause. Mechanoregulatory theories all agree that shear is a highly 
detrimental load on cells and forming tissues. If the FE models fail to 
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replicate the shear components of the interfragmentary motion, their 
predictions of healing potential will out strip the reality of the physical system. 
It is also somewhat concerning to see the seeming perfection of these 
models after seeing their vast imperfection in a half construct model (Figure 
13.6). If the interfaces between the components are so much stiffer in the FE 
models then they are experimentally, how then does the stiffness of the full 
construct match that of the experiment so well? 
14.4.3 FE models of Torsion 
Unlike the compression FE models, the torsion models were inadequate at 
modelling the experimental situation. The standard definition of fully bonded 
interfaces was the furthest from the experimental in all parameters 
measured. Modification of the bone – screw interface to be frictional on the 
near cortex showed slight improvement, and when coupled with the half 
head screw contact was the closest to the experimental. Differences were 
still large however between the half contact NCF model and the experiment: 
stiffness 25%, global rotation 20%, upper segment rotation 34%, lower 
segment rotation 33%, fracture gap rotation 15%. Each model iteration got 
sequentially closer to the experimental data, yet none managed to replicate it 
adequately.  
Changing the interface definition had a significant effect on the rotation seen 
across the fracture gap, while having no effect on the rotation of either the 
upper or lower segments for which the error remained at ~33%. This error 
equates to ~ 0.20° which must therefore be accounted for in some other 
component of the modelling, perhaps the boundary conditions? 
14.5 Conclusion 
This chapter examined the application of the interface definitions developed 
in Chapter 12 and Chapter 13, to the full SawCyl construct which was 
mechanically tested in Part 1, expanding on the models created in Chapter 8 
in which the interfaces were fully bonded. Chapter 3 provided the detailed 
positional information on the construct required to create the FE model. 
Chapter 4 and Chapter 5 then provided a range of parameters for 
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comparison, including the load-deformation and torque-rotation behaviour, 
the movement within the fracture gap and the resultant forces. 
The FE models of the constructs were created in the original geometry, as 
well as models with oversize screw holes on the near cortex (4.42mm NCF 
model) and models with half screw head contact with the plate (Half contact 
bonded and Half contact NCF). The models were tested in compression in 
Series eleven and in torsion in series twelve of the modelling. 
All bar one of the models were representative of the compression loading of 
the construct when considered globally. The stiffness was well within the 
error range of the mechanical test, and over the range of loads applied there 
were no significant differences. Examination of the movement within the 
fracture gap showed very good correlation on the near cortex and 
reasonable correlation on the far cortex when looking in the z direction only. 
Out of plane movements were evident in the y direction (towards the plate) 
but were equal on the upper and lower surfaces, so failed to replicate the 
shearing of the experiment. Movements in the x direction were not replicated 
at all. This is of concern if the movements in the fracture gap of the model 
were to be used for further calculations such as the determination of tissue 
differentiation. 
Torsional models in contrast were not at all appropriate for representing the 
experimental behaviour, though improvements were seen from the traditional 
literature bonded interface definitions. The stiffness of the models were too 
high and so the resulting rotations too low. Errors in the rotation across the 
fracture gap decreased with modification to the bone – screw and screw – 
plate interfaces. 
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14.6 What is novel? 
This Chapter applied the novel interface modelling techniques to a full bone 
– implant construct. Under compression the modifications were largely 
irrelevant, there was little difference in results between current and proposed 
modelling techniques. In torsion however all of the models proved 
inappropriate. 
Modifications to interface modelling techniques had no effect on compression 
models; out of plane behaviours were not replicated. 
 
Modifications to the screw – plate interface modelling techniques reduced the model 
torsional stiffness but were unable to replicate experimental behaviour; out of plane 
behaviours were not replicated. 
Chapter 15 Part 2: Discussion and conclusions Page 234 
 
Chapter 15 Part 2: Discussion and conclusions 
15.1 Discussion 
This series of FE models raised a number of questions about the modelling 
of constructs. How could the compression model be so similar to the 
experimental behaviour of the full construct, when the half construct could 
not be adequately modelled at all? If the stiffness of the half construct model 
is so much higher – and increasing at a greater rate than the experimental 
half construct, what is it about the full construct model that is balancing this? 
As the screws are angle stable, it can only be the fracture gap. But how can 
the effect of the fracture gap on the FE model be so much greater than the 
effect of the fracture gap on the experiment? 
The half construct models likely suffer from the same problem as the full 
construct model in the definition of the boundary conditions in the model not 
adequately representing those of the experiment. While the model of the 
plate used in the half construct was not constrained in any way at the top 
where the load was applied, it was also constructed from a perfectly flat 
plate, situated vertically and with the force applied normal to the flat upper 
surface. In the experimental construct, the plate is likely not perfectly flat, nor 
applied perfectly vertically. The load was applied to the top of the plate using 
a flat platen, leaving it free to both translate and rotate on this surface. This 
lack of end constraint experimentally allows the plate to bend freely reducing 
the overall stiffness of the construct. In the model however the perfect 
geometry would reduce the tendency of the plate to bend, making the 
construct stiffer than experimentally.  
Neither the compression nor the torsion models adequately represented the 
out of plane forces, moments and movements described in the mechanical 
testing. As the FE models behave exactly as they are told to behave, this is 
obviously a problem generated by the definition of loads and boundary 
conditions in the model not matching those of the experimental system (or 
potentially geometry and material properties, though less likely given the 
methods used to generate the models), perhaps because the experimental 
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system is not completely understood as was suggested in section 7.1.1 in 
the examination of the load cases and when looking at the resultant forces. 
Perhaps some coupling needs to occur in the model of the applied 
loads/torques and the recorded resultant forces at the base of the system. Or 
perhaps less rigid boundary conditions should be applied, recognising the 
compliance of the test rigs and deformability of the load cell and everything 
between it and the sample and the base – out of plane forces and 
movements are being generated along the entire length of the experimental 
setup. Everything; the ram, every adaptor, interface, and the test rig through 
to the second load cell at the base, is experiencing the load and deforming to 
some extent. The FE model takes the applied load as if applied in isolation to 
the sample, then defines boundary conditions as absolutes – rigidly fixed 
with zero movement in any direction or zero movement in x and y but free in 
z. These types of boundary conditions are the ideal and do not reflect what is 
actually occurring in the experiment, though they have previously been 
assumed to be ‘good enough’. 
The torsion model, unmistakably demonstrated that a FE model ‘validated’ in 
one load case cannot be used to accurately model other load cases. The 
construct model could not replicate the experimental results. Each of the 
rotations examined in the FE model for torsion differed from the experimental 
by 30-35%. Rotation across the fracture gap was improved through interface 
modifications though the error could only be reduced to 15%. The model 
remained too stiff. The plate model itself however was not as stiff as the real 
plate so improving the accuracy of the plate model would not act to improve 
the construct models overall stiffness. 
The compression and torsion models are therefore behaving contrarily. The 
components of the compression model (essentially two half constructs and 
the plate in between) are too stiff, but when combined with a fracture gap the 
stiffness decreases. The plate in the torsional model is not stiff enough 
independently, but once combined with the other components is too stiff.     
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15.2 What does this mean for the models in the Literature? 
A number of models of bones and implant constructs have been previously 
published in the literature, many of which have been compared to 
mechanical testing in order to validate them. These models however are all 
of intact bones, or bone implant systems in which the implant is rigidly 
attached to the bone e.g. hip stem and tibial plateau. These models have 
been validated against global mechanical testing measures – 
load/displacement behaviour recorded by the load cell; and surface strain 
measurements. Good correlation in fact has been found between surface 
strain gauge measurements and the surface strains generated in intact bone 
models (129, 137). 
The observation of significant out of plane behaviours in the mechanical 
testing and the inability of the FE models to replicate these behaviours, are 
predominantly a factor of the introduction of the fracture gap and do not 
therefore necessarily invalidate any of the models validated in the literature. 
The introduction of the fracture gap into the construct has a dramatic effect 
on its mechanical behaviour. Previously simple load cases are changed to 
create complex loading and deformations. 
The fracture gap creates a discontinuity in the load transmission through the 
construct; this then exacerbates the vast differences in the stiffness of the 
bone and the implant components. Our ability to accurately model a 
construct such as this is questionable. The assumptions made as to what are 
appropriate simplifications in other fields of FE modelling, even in other 
orthopaedic models; need to be reassessed with respect to these constructs. 
 
15.3 Conclusion 
Part 2 of the thesis has addressed the second research question: What is the 
behaviour at the interfaces and how should this be modelled? This question 
was addressed by first quantifying the movement through mechanical tests in 
Chapter 10. This experimental work examined the behaviour of the bone – 
screw interface independently and then in combination with the screw – plate 
interface through incorporation of the plate and increasing number of screws 
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up to a three screw half construct. This testing was conducted in a cylinder of 
bone analogue material, identical to the SawCyl construct material used in 
mechanical testing in Part 1. The bone – screw behaviour was then modelled 
in Chapter 11 where several novel modelling techniques were tested 
including modification to the interface contact definition and alteration to the 
geometry and material properties of the sample. A good model of this system 
was achieved with a 0.04mm diameter oversize hole / gap closure situation 
on the near cortex, coupled with friction at this interface once contact had 
been made. 
The method of modelling the combined effect of the bone –screw and screw 
– plate interfaces was examined first through modification of the bone – 
screw interface alone in Chapter 12. The models created in this chapter were 
initially comprised of a single screw in the plate. Later series of models then 
increased the number of screws to determine if the same modelling 
technique was still legitimate. In the single screw with plate model, the gap 
closure type scenario again proved highly effective at modelling the 
experimental behaviour, though with the increase in stiffness provided by the 
plate the gap size decreased to 0.02mm in diameter.  
Once further screws were added into the construct however none of the 
modelling techniques could match the stiffness of the experimental construct 
– all were far too stiff. The rate of increase in stiffness in the models also far 
outstripped that of the experiment, making the models worse with each 
additional screw. It was therefore determined that modification of the bone – 
screw interface alone would never be sufficient to reduce the stiffness of the 
models to that of the experiment. 
The fourth chapter in this part (Chapter 13) then looked at a potential 
modification to the screw – plate interface, which could be deployed in a 
model either in isolation or in combination with modification to the bone – 
screw interface. As the shape of the interface prevented alteration of the 
contact definition, it was decided instead to decrease the contact area, in 
order to decrease the stiffness. This modification was examined with and 
without the previous modifications on models with up to three screws. Again 
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the stiffness of all of the models was far superior to that of the mechanical 
test. 
Despite the inability to adequately model the stiffness of a half construct it 
was decided to test the modelling techniques in a full construct in Chapter 
14. Following on from the model created in Chapter 8, the SawCyl construct 
was used as the basis for this model. The positional measurements captured 
in Chapter 3 were used to create the model, the outputs from the mechanical 
testing in Chapter 4 and Chapter 5 were used as comparisons to the model 
outputs. All of the previously tested modelling techniques were examined in 
the full construct model under a compressive and a torsional load. 
The compression models in general showed very good correlation to the 
stiffness and deformation of the experimental construct within the range of 
loads examined. Only one of the models was less than ideal, the gap closure 
model. All of the models however lacked the out of plane movements within 
the fracture gap that were evident in the experiment. 
Under torsion however, none of the modelling techniques were appropriate, 
failing to reproduce the stiffness or rotation of the experiment both on a 
global scale and within the fracture gap, as well as being lacking in any of the 
out of plane forces and moments which were so prominent in the experiment. 
Of all the models, the half head screw contact paired with friction on the near 
cortex was the closest. 
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15.4 What is Novel? 
Part 2 of this thesis quantified the bone – screw interface and combined 
bone – screw and screw - plate interface behaviour under a compressive 
load. These interfaces had not previously been examined in the literature so 
no information was available to validate the currently used modelling 
techniques.  
Load-deformation behaviour of the bone-screw and screw-plate interfaces were 
quantified under transverse loads 
 
The captured information was then used to critically examine the current 
modelling techniques and test three proposed novel methods. From the 
experimental data it was determined that the traditional modelling techniques 
– bonded and friction, were insufficient in models of a single screw, a single 
screw with a plate, and up to three screws with the plate. 
One of the novel modelling techniques (oversize hole on the near cortex) 
was very suitable for the case of a single screw either with or without the 
plate. The other bone – screw interface modification (altered material 
properties surrounding the screw) was not significantly different from the 
traditional techniques.  
Modifications to interface contact definitions and geometry can be used in FE 
modelling to accurately represent the behaviour of the bone – screw interface only 
when a single screw is present 
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None of the current or novel bone – screw interface modelling techniques 
adequately represents the behaviour of the bone – screw – plate half construct 
when more than one screw is present. 
All generated FE models are too stiff. 
 
A third novel modification was to reduce the contact area at the screw – plate 
interface. This also had no significant effect on the behaviour in a half 
construct. All of the models of the half construct with two or three screws 
however were far stiffer than the experimental behaviour. The experimental 
construct could not be modelled appropriately. 
None of the current or novel screw – plate interface modelling techniques 
adequately represents the behaviour of the bone – screw – plate half construct 
when more than one screw is present. 
All generated FE models are too stiff. 
 
The novel outputs developed in the mechanical testing in Part 1 were then 
used to create and test the interface modelling techniques on a full construct. 
With the added information about the fracture gap movements it was seen 
that the FE models do not replicate the out of plane behaviours of the 
experimental constructs. Excluding the out of plane discrepancies it was 
determined that in compression any model other than the oversize near 
cortex hole model was equally good at replicating the behaviour and that the 
differences from modifying the interfaces were negligible. 
Modifications to interface modelling techniques had no effect on compression 
models of the full construct; out of plane behaviours were not replicated. 
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In the torsional loading however none of the models were suitable. All 
models were much stiffer than the experimental construct. There was a 
noticeable trend in stiffness reduction with the inclusion of modifications to 
the bone – screw interfaces and then with the inclusion of modification to the 
screw – plate interface. The model which came closest to replicating the 
experimental situation was the half head screw contact model with friction on 
the near cortex of the screw. 
Modifications to the screw – plate interface modelling techniques reduced the model 
torsional stiffness but were unable to replicate experimental behaviour in models 
of the full construct; out of plane behaviours were not replicated. 
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Chapter 16 General Discussion 
This project emphasised two components of the FE modelling process, firstly 
the mechanical testing, then the validity of current modelling techniques. The 
mechanical testing conducted in the literature for purposes of model 
validation lacked depth in both applied load cases and measured outcomes. 
General mechanical testing conducted on bone – implant constructs in the 
literature, involved a range of testing and outputs, with more consideration of 
physiological behaviours. In depth analysis of the reported results and their 
validity when employed in model comparisons however highlighted a number 
of problems. The generation and use of data from mechanical testing by both 
those conducting FE modelling and those conducting general mechanical 
testing requires caution when used as most systems are over constrained 
with minimal accuracy of reported measurements. 
The propagation of small errors and assumptions in measurements into the 
calculation of stiffness values is of particular concern. Stiffness is often used 
in the literature as a key comparison parameter between different devices or 
configurations of a device. It can be calculated either globally, or often from 
the interfragmentary motion or IFM. As it relates the relative movement with 
respect to load, stiffness is a useful single parameter for comparison. The 
stiffness value however does not have a linear relationship to deformation. 
For a given load, stiffness has a 1/x relationship to deformation. The error in 
the deformation measurement is therefore absolutely crucial. Both the intact 
and plated samples tested in this work had deformations which fell in the 
vertical asymptotic region of the curve where microscopic differences in 
deformation have enormous effects on stiffness. The error in the position 
measurement was five microns (± 0.005mm), yet it resulted in a stiffness 
error of ± 7.8% (± 207N/mm) in the plated SawCyl sample. This is the error 
in the most accurate version of the stiffness calculation – using the global 
Instron measurement of deformation. Some authors use calculated IFM 
measurements to calculate the construct stiffness. In the optical 
displacement method used in this study the propagated errors in IFM 
translations were up to 60μm in the plane of the measurements and up to 
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200μm out of the plane. This translates to a stiffness error under 
compression of ± 87% (± 2552 N/mm SawCyl).  
The errors involved in our measurements would be of a similar order of 
magnitude or better due to advances in technology than most studies in the 
literature. In the review of the literature conducted it was seen that repeatedly 
the error in the stiffness measurement was not considered when using it to 
compare different test groups, leading to questions of the validity of noted 
differences. 
While the IFM may be a more clinically relevant measure of deformation than 
the global deformation it cannot be used in its current state to calculate 
stiffness with any degree of accuracy. Even the calculation of stiffness from 
global measures could be considered questionable and must be reported 
with its error range. 
The 1/   plot of stiffness does provide a potential solution to reduce the error 
range. The higher the deformation for a given load the flatter the stiffness 
curve is. Assuming that the stiffness of the construct remains reasonably 
constant, the load applied can be increased until the deformation falls in a 
flatter region. This means applying higher loads to stiffer constructs in order 
to achieve the required higher deformations. As an example, a construct with 
a stiffness of 2500N/mm at a load of 200N experiences a deformation of 
0.080mm, an error of ± 0.005mm therefore results in a stiffness error of 
±7.7% (± 193N/mm), if the stiffness remains at 2500N/mm, at a load of 
500N, a deformation of 0.200mm will result. The errors in the load and 
position will remain the same, but their relative effect will diminish. The 
stiffness error will therefore become only ± 3% (± 77N/mm) an improvement 
of 4.7%. 
To determine the appropriate load to reduce the error to an acceptable level, 
the approximate stiffness of the sample must first be known or estimated. If it 
is not known or cannot be analytically calculated it is warranted that pilot 
tests be run to determine an approximate value. This can then be compared 
to the stiffness deformation plot (Figure 16.1) (not the load vs. deformation 
plot) for a range of loads and with the known accuracy level of the 
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deformation measuring equipment an assessment can then be made about 
what is an acceptable level of accuracy in the stiffness calculation and 
therefore what load is required to achieve it. 
 
Figure 16.1 Stiffness – deformation plot for a range of applied loads. The load should be 
selected based on the expected stiffness to shift the deformation into the flatter region of the 
curves 
There is however an obvious limit to this technique in the failure load or 
plastic deformation and mechanical damage limit of the sample. If the load 
required to reduce the stiffness error to a tolerable level, is higher than that 
desired to remain within safe limits for the integrity of the sample, the only 
solution is to increase the accuracy of the deformation measurement. 
Load magnitude and deformation measurement techniques must be selected 
appropriately to reduce errors in stiffness calculation. 
The errors noted above for the stiffness, load and deformation are also best 
case scenarios. Another important problem noted in the mechanical testing 
relates to the choice of test rig and the associated problems of out of plane 
behaviours. Vast differences were seen in the behaviour under load in the 
two test rigs. In the intact samples the deformation in the Berlin rig was 2-2.5 
times higher than that of the direct test rig for the same load. 
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All components involved in a test setup contribute to the load and 
deformation measurements. Each component and each interface is 
compliant (deforms under load) and will transfer the load in an unknown and 
often unmeasurable way. When looking simply at the global experimental 
test results this manifests as higher than expected deformations, resultant 
forces and moments in directions other than applied. When this situation is 
computationally modelled all of this ‘other’ behaviour is ignored or assumed 
to be negligible. The sample is taken out of context and the loads and 
boundary conditions simplified and idealised generating results that are 
incorrect.  
For reference an experimental load setup with the Berlin rig is shown (Figure 
16.2).  Not included in this photo are the components above the load cell at 
the top of the rig, which is positioned at the end of an extendable ram 
(controlled by the test machine) that is ~50-100mm long depending on the 
setup. In this current setup there are 16 joints which are not included in the 
FE model of the system, these include a ball joint currently in its ‘closed’ 
position and a large pin joint also locked off (allows bending at the base), two 
slider joints which lock in place with a single pin, four other double pined 
joints and eight bolted interfaces. These are just the joints that are able to be 
manipulated by the user, the test rig itself then includes a number of (>8) 
other joints between components e.g. the slider to the ball joint, which are 
supposed to be rigidly fixed but have been known to gradually loosen over 
time and so require maintenance. Of these the ball joint, the large pin joint, 
and the length of the ram are the most concerning in terms of compliance 
and conversion of loads into out of plane forces and moments, both of the 
joints will convert the applied forces into forces and moments in other 
directions while the length of the ram makes it susceptible to large amounts 
of bending/deflection as a result of the sample constraint and deflection.  
The direct loading setup in contrast has ten joints, all but two of which are 
bolted interfaces between plates. As such the direct loading environment is 
much more rigid than the Berlin rig and had a much lower compliance. 
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Figure 16.2 Experimental setup from base plate to load cell with the Berlin rig and SawCyl 
sample, containing 16 adjustable joints all of which are excluded from the FE modelling 
The high compliance of the Berlin rig however acts to reduce the recorded 
out of plane forces and moments as it allows greater movement through 
greater compliance. The nature of this movement – its location, direction and 
magnitude are unknown and therefore impossible to simulate. 
Care must be taken when examining the resultant forces recorded and 
comparing them to reaction forces generated in a model. Looking only at the 
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resultant forces and moments the Berlin rig appears to be the better of the 
two with low magnitudes of forces and moments. If a model was created of 
this situation as normal i.e. ignoring all of the other components in the test, 
the reaction forces would likely be reasonably similar to the resultant forces 
in the test. This model would therefore likely be considered a good model of 
the experimental situation even with the added comparison of 
resultant/reaction forces. 
Forces however must not be uncoupled from movements (or torques from 
rotations). The out of plane forces are low in the Berlin rig because the out of 
plane movements are high, in other words the stiffness of the rig (out of 
plane) is low. The direct rig, has high forces because the movements are 
low, it has a very high stiffness. Looking at only one aspect – either the 
forces or the movements, models of either situation may be considered 
acceptable when they are not. 
All joints must be tracked until the experimental error has been determined to be low 
enough. 
This discrepancy between experiment and model can be addressed in two 
ways. 
Either the out of plane behaviour must somehow be incorporated into the model, or 
it must be minimised in the experimental work to the extent where it is reasonable to 
ignore it in the model.  
Whichever method is opted for both the forces and the movements in all 
directions must be quantified. 
Spatial displacement and multiaxis force measurement is a technically 
challenging task. It is difficult to measure the experimental effects of each 
component in the test setup. The addition of the load cell at the base of the 
test setup tells us only what is happening at a point removed from the 
sample, not what the sample itself actually experiences or what the effects of 
each adaptor and joint are. The translations and rotations of each component 
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are also somewhat difficult to measure, in terms of the volume of data and 
the accuracy of measurement if nothing else. 
To minimise both the out of plane forces and movements would require very 
careful selection of the test sample and rig as well as its setup. Consider the 
case of a simple cylindrical sample, in a compression test if the neutral axis 
of the cylinder is aligned with the axis of load there is no reason why 
significant out of plane behaviour would be generated. If an osteotomy is 
then created and a plate applied however, the neutral axis is no longer 
aligned with the load. In this case the sample will bend under a compressive 
load. How much it bends will depend on the way in which it is constrained by 
the test rig. If both ends are fully constrained as in the confined compression 
then the bending of the sample is limited. However the reaction forces and 
moments generated by the constraint of the sample effect the whole test 
setup, not just the sample itself. In the direct setup this results in a large 
moment recorded at the base only partially offset (by an unknown amount) 
by deformations of the rig components dependant on their stiffness. In the 
Berlin rig the increased compliance of the components and joints allows 
more movement of the rig and so more movement of the sample, generating 
lower resultant forces at the base.  
The generation of either these out of plane forces or movements could 
perhaps be minimised by determining where best to place the sample such 
that its neutral axis is as closely aligned with the load axis as possible. The 
neutral axis will however be different for each load case such that the sample 
will need to be repositioned between tests. This is the case for a simple 
cylinder, the addition of complex bone geometry will only act to exacerbate 
these problems.  
The use of partially unconfined compression test is increasing in the 
literature  (23, 24, 43, 48, 57, 58, 64, 73, 75, 82), perhaps from the idea that 
confined compression tests are too stiff and not representative of natural 
compressive behaviours of bone. They have therefore found a number of 
methods of generating so called unconfined compression through ball joints, 
x-y tables etc. In theory these setups are more representative of the natural 
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behaviour than a confined compression and so are more clinically relevant. 
These setups however are only partially unconfined, Bottlang et al. (23, 49) 
for example uses a ball joint on the top to which load is applied, while the 
lower portion of the sample is rigidly confined. In this case the upper portion 
may behave more ‘naturally’ and is free to bend, as the top rotates but is not 
free to translate, while the lower portion is still confined. This will result in a 
mixed behaviour; the upper portion of the rig has a low rotational stiffness 
allowing large rotations but a large out of plane translational stiffness 
restricting movements, while the lower portion has a high out of plane 
translational and rotational stiffness allowing only small movements. While 
their paper includes FE models of the situation, from the images shown it 
appears that these end constraints have either not been properly described 
in the paper or not properly translated into the model (though the images are 
simplified so the error may be in their generation rather than the model itself). 
Bottlang’s control samples of a standard locked plate, experience 
asymmetric gap closure as the compressive load is translated into a bending 
load by the asymmetric sample geometry and the position of the neutral axis 
as discussed earlier. Whether the partially unconfined test method has 
reduced or increased this bending or even if it is closer to the physiologically 
expected value is unknown. The test samples however use a technique 
called far cortical locking, which frees the screw on the near cortex. By 
eliminating one of the interfaces on the side of the plate the stiffness on 
either side of the construct becomes more evenly distributed. This then 
causes a more parallel closure of the fracture gap. What this modification 
has actually done is to shift the neutral axis of the sample back into closer 
alignment with the load application. In the case of the far cortical locking 
sample as with the intact cylinder discussed earlier there would be little to 
cause out of plane forces or movements and so the model generated is likely 
closer to being representative of the physical system. 
In choosing a test method with a ball joint at one end however, they selected 
boundary conditions to which their control was particularly susceptible 
(making it perform worse) in a way that their test group was not (making it 
perform better). This will accentuate the differences recorded between the 
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two groups by a greater extent than a fully confined compression would 
have. Whether the load case is more physiological or not, the difference in 
the effect on one group of samples as opposed to the other needs to be 
considered. 
While the Berlin rig as noted previously had very high compliance and 
allowed large out of plane movements to occur and so was not used for 
modelling, an unconfined compression test similar to Bottlang et. al.’s was 
conducted with the ball joint at the top free to rotate but not translate. 
Interestingly this rotational freedom at the top caused greater out of plane 
resultant forces and moments, while simultaneously allowing greater in plane 
translation reducing the calculated stiffness as compared with the confined 
compression in the same rig. Partially freeing a sample does not therefore 
seem likely to reduce the occurrence of out of plane behaviour.  In fact the 
rotational freedom is likely to be exacerbating the stiffness difference 
between the two sides of the construct, shifting the neutral axis further away 
from the axis of load and increasing the bending, thereby increasing the 
generated out of plane behaviours. So while so called unconfined 
compression tests may behave in what is considered to be a more 
physiological manner, this does not alleviate the problem of generating out of 
plane behaviours in FE models. 
Creating three degrees of freedom (three rotations) in a sample while not 
specifying anything else about the position or orientation of the sample does 
not create a physiological load or even just a ‘more’ physiologically relevant 
load. When is a bone ever rigidly fixed at one end, while being free to rotate 
at the other but not translate? Under normal (healthy) circumstances with a 
static load application, the limb where possible will be repositioned to bear 
the load in the most beneficial way, using muscle forces to minimise strains 
on bones and in doing so repositioning the whole limb, not an isolated bone. 
Translation and rotation will occur at all joints to create this alignment. As the 
load increases, the muscles and bones will continue to be realigned as 
required to bear the load. If the load application is small enough to not 
require any further adjustment then perhaps considering the ends of each 
bone rigidly fixed is a valid simplification. 
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In an in vitro environment it is not possible to test a bone with completely free 
end constraints. To test ‘more’ physiologically consideration should be put 
towards the position and orientation of the bone such that it is loaded in the 
way the body would have it loaded – for example as in a femur single leg 
stance test, where the angle of the bone (in three planes) is specified and the 
location, angle and magnitude of the applied force is specified. The amount, 
type and location of further realignment of the bone that should be allowed 
(i.e. degrees of freedom) should be selected to match that which would occur 
physiologically, or none allowed if the loading is not expected to be larger 
than what the animal would bear statically. 
When tests are created to apply ‘pure’ loads (compression or torsion), these 
loads are not physiological in nature and nor are most of the current test rigs 
and alignments, particularly in regards to tibia testing. Adding a degree of 
freedom does not make the load more physiologically relevant, aligning the 
bone as it would be naturally and applying combined loading does. 
When using physiological alignments and loads however there becomes no 
such thing as ‘out of plane’ behaviour, all directions of translations and 
rotations are equally relevant and expected. 
As for most samples tested in non physiological setups the out of plane 
behaviour won’t be able to be minimised through positioning or test rig 
modification, focus must be placed on measuring and quantifying both the 
force/moment and translation/rotation behaviours at as many points in the 
test setup as relevant and possible, without further impinging on the 
behaviour. 
Modelling the recorded behaviour is no easier than quantifying it or trying to 
remove it from the experimental work. The recorded forces and moments 
cannot be simply applied to the model.  
New techniques of modelling the boundary conditions must be developed such that 
the behaviours recorded experimentally are reproduced in the model. 
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16.1 Mechanical testing considerations 
The following points should be considered when conducted mechanical 
testing of bone-implant constructs (or many other types of mechanical 
testing) either for comparison of groups or for creation of FE models. 
16.1.1 If stiffness is a parameter of interest: 
- Determine the appropriate load level 
o The approximate stiffness value of the construct should be 
compared to stiffness-deformation plot for a range of loads 
 pilot test if necessary to determine this value 
o An acceptable level of error in the stiffness should be decided 
upon; for example ±5%, ±10%, ±15%. This should be 
compared with the anticipated stiffness differences between 
groups and the statistically required sample size. 
o using the error of the position measurement in particular (load 
errors should also be considered) an appropriate load should 
be chosen to produce sufficient deformation to achieve the 
desired stiffness error level (x = F/k) 
o If the required load is higher than desired for sample integrity or 
because of load cell limitations then the accuracy of 
deformation must be increased to achieve the desired error 
level. 
- If non-direct methods are being used to calculate deformations (e.g. 
remote tracking of markers to calculate IFM) then the propagation of 
errors through the calculations must be assessed. The error of the 
final deformation value used for calculating stiffness must be known to 
calculate the error of the stiffness value. 
- As a general rule the IFM value is not sufficiently accurate to be used 
for calculating stiffness, except when very low stiffness constructs are 
being tested or very high loads applied such that high deformations 
are achieved,  
 Chapter 16 General Discussion Page 253 
 
16.1.2 Loads and constraints of non physiological loads - test rig selection 
for out of plane behaviours 
Test rigs should be chosen to achieve the desired loading while considering 
the limitations of measuring equipment available, the geometry of the sample 
and the purpose of the test. 
The following should be considered: 
- High stiffness rigs will produce small out of plane translations and 
rotations but high out of plane forces and moments 
- Low stiffness rigs will produce large out of plane translations and 
rotations but small out of plane forces and moments 
- Sample geometry (e.g. asymmetric stiffness) will cause out of plane 
behaviours if the neutral axis is not aligned with the axis of load or 
changes during testing 
If possible the sample should be created or positioned such that its neutral 
axis is aligned with the load axes, however this is rarely possible. Samples 
will invariably have an asymmetric stiffness, geometry constraints may 
restrict positioning or the test may have been chosen to represent a specific 
physiological load. In these cases out of plane behaviour cannot be removed 
and so must be quantified. 
Ultimately both the forces/moments and the translations/rotations should be 
measured. If it is not possible to measure both then care should be taken to 
select a test setup which minimises that which cannot be quantified. For 
example if out of plane translations and rotations can be measured at each 
of the points of interest but generated forces and moments cannot then a low 
stiffness test rig should be selected to minimise forces. 
The loads and constraints applied to the sample should also be carefully 
considered in their full context. The full effects of the loads and constraints 
must be examined to ensure that the intended load case is actually what is 
applied and to fully understand the effects of the load case on the sample. 
This is particularly important if the setup is to be modelled.  
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16.2 Good practices in the literature 
While the lack of the above considerations is evident in the literature many 
authors exhibit good experimental procedures in other aspects of their 
studies. Gray et al. (62) agreed with the importance of being able to 
accurately represent the experimental position and orientation of the sample 
and measurement points in their FE model. They also conducted multiple 
load cases including axial compression, torsion and bending for validation of 
their model. 
Meleddu et al. (66) while using an optical marker system to determine 
interfragmentary motion, located their markers within the fracture gap of the 
sample. This positioning would alleviate any errors in measurement of offset 
distances between the markers and the fracture gap, while also meaning that 
the rotations will be calculated directly at the fracture gap, removing the 
errors associate with remote rotation calculations noted in section 5.5.1.1. 
The importance of quantifying the 3D stiffness of a fixator, not just the 
stiffness in the plane of the load, was highlighted by  Duda et al. (53). A 
stiffness matrix was developed through experimental work in six independent 
load cases, which described the complete stiffness of their fixator. The stated 
need for 3D stiffness implies the knowledge of out of plane behaviours. Their 
method however uses optical tracking and so is open to the large errors 
determined earlier in the measurement of IFM, and their further propagation 
into values calculated using the stiffness matrix.  
The accuracy level of experimental measurements and error ranges are not 
completely ignored, both Snow et al. (70) and Uhl et al.’s (75) report data to 
reasonable levels of accuracy and includes an error range. 
Gardner et al. (169) have recently published a good review of biomechanical 
testing practices addressing aspects such as sample choice and mode of 
testing. A number of recommendations are made as to the suitability of 
testing methods and measurements including highlighting the 
appropriateness of measurements for stiffness characterisations. They stress 
the importance of clinical relevance in experimental work, while minimising 
approximations, errors and over simplifications. 
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The use of good experimental and reporting procedures needs to be 
encouraged in the field of orthopaedics where often the acknowledgement of 
interdisciplinary teams and backgrounds acts to reduce the expected 
standards rather than enhance them. 
16.3 In an ideal world... (Future Work) 
This thesis has discussed a number of the problems with the current 
methods of mechanical testing and has now suggested some of the 
important considerations in designing experiments. Knowing all of this, the 
question still remains as to how best to test these types of constructs.  
When determining the best method for testing anything the question must 
then always come back to ‘What do you want to know? What question do 
you want to answer?’ 
In the case of a bone-fixator construct, the ultimate question is always ‘How 
does it influence the healing of the fracture?’ The healing of the fracture is 
directly related to the strain in the fracture gap. This is the reasoning behind 
the measurement of IFM and the calculation of construct stiffness, however 
as discussed previously the current methods are flawed or do not posses 
sufficient accuracy or resolution. 
New methods are therefore needed to characterise the strain in the fracture 
gap. A number of technologies exist which could greatly expand upon the 
quantification of interfragmentary movements and strains. The use of 
photostress (170, 171), laser and electronic speckle pattern interferometry 
(172, 173), x-ray fluoroscopy and high resolution CT and MRI technologies 
(174–177), have been used in similar applications and could be adapted to 
fracture gap measurements. Each of these offer high resolution 3D 
measurements, some could be applied across the fracture gap such as the 
photostress polymer. Others would need to have very low stiffness materials 
inserted into the gap which could be tracked and measured. The use of a 
material in the gap has the added benefit of being able to experimentally 
model different time periods in the healing process by modifying the 
mechanical properties of the material. Alternatively volumetric measures 
could be explored as discussed earlier (5.5.2.2). 
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As for the most applicable load case, most of the current methods have flaws 
– being too stiff or ‘over constrained’. A physiological load case for the tibia is 
hard to define. Internal plate fixators will always have asymmetric stiffness 
characteristics. The lack of symmetry will act to convert most loads into 
bending to close the fracture gap. Perhaps bending is then the most relevant 
test? A four point bend applies an even bending moment across the region 
between the two load points, which could be setup to encompass the entire 
plated region of a sample. The bending load could then be applied in multiple 
planes. This setup still has limitations in the support and loading of the 
sample, with a bone having both non-uniform geometry and a 
slippery/uneven surface. 
If a compressive load case is desired the standard column buckling images 
(previously in Figure 7.3 and below in Figure 16.3) are illustrative of the 
deformation mode along the length of an intact sample. In a plated sample 
with a fracture gap in the centre of its length the use of symmetrical 
constraints is desirable, creating even bending moments on both fragments. 
This would necessitate either the use of pivot joints/round ends, or 
completely fixed ends for both the upper and lower supports. Having both 
ends fixed creates large deformations near the attachment points which are 
not desirable. The preferred method of compression therefore would be to 
have free rotation at both ends. This load case then matches the deformation 
mode of a four point bend test. 
If the experimental system is to be modelled and a compressive load is being 
applied then the resultant forces and moments should be measured at the 
base with a 6 axis load cell. For full quantification a second 6 axis load cell 
could also be used to apply the loads. The measurement of resultant 
moments at the base in a setup with pivot ends would also allow the 
calculation of the direction of the minimum bending moment and so the 
direction of the bending. This parameter could then be used to assess 
changes in behaviour with modifications to the construct, or to optimise plate 
positioning. 
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Measurement of the resultant forces is not feasible in a four point bending 
scenario. Instead the 3D movements must be quantified at as many locations 
as possible not just the fracture gap, including in the vicinity of the supports 
and load points. 
 
Figure 16.3 Schematic representation of compressive loads with various end constraints in an 
intact sample and their effect on deformation pattern and effective length. Reproduced from 
Riley et. al. (157) 
 
Many questions are still unanswered in terms of the ‘best’ way to test these 
devices and debate will always continue on this front. In the mean time ‘best 
practice’ should be to quantify as much of what we do as possible.  
 
 
In the words of Galileo Galilei (1564-1642): 
“Measure what is measurable, and make measurable 
what is not so.” 
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16.4 Intended publications 
While this work has not currently been published in a peer reviewed format, a 
number of papers are planned following thesis submission. 
 Determination of an ovine elasticity – density relationship 
 Stiffness calculation and error analysis in mechanical testing of bone-
implant constructs – Technical Note 
 Measurement of resultant forces and moments in common bone-
implant in vitro load cases 
 Movement of the fracture surfaces, expansion of the IFM technique in 
bone-implant constructs 
 Mechanical testing and modelling of the interfaces in a bone-plate 
construct 
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Chapter 17 Conclusion 
 A number of important conclusions can be taken from both the experimental 
work and the FE modelling conducted. 
In the experimental work it was determined that out of plane forces and 
moments are evident in all experimental loading and must be quantified 
before they can be replicated in an FE model. When conducting mechanical 
testing for the purposes of FE model validation all joints must be tracked until 
the experimental error has been determined to be low enough to assume 
ideal conditions. 
The expansion of the traditional IFM to include the tracking of multiple cortex 
points on the upper and lower surfaces of the fracture gap enables expanded 
reporting of the full range of translations experienced in the fracture gap not 
just the midpoint. These translations can be reported as either the range of 
values (min to max) or incorporated into the IFM as IFM ± range. The cortex 
points also allow the rotation of the fracture surfaces to be calculated directly 
rather than remotely, increasing their accuracy.  
Cortex point translations make 2D and 3D visualisation of fracture gap 
deformations simple and intuitive. Reporting of absolute (as well as relative) 
and out of plane behaviours greatly expands on the information present in a 
traditional IFM and provides important data for validation of FE models. 
Error analysis highlighted the susceptibility of stiffness calculations to 
deformation measurement accuracy. Suggestions for the planning of 
mechanical testing were given whereby either the accuracy of deformation 
measurements must be increased or the applied load must be increased until 
the resultant deformation shifts towards the flatter regions of the stiffness vs. 
deformation curve. 
It was determined that IFM and other fracture gap movements as currently 
calculated are not suitable for the calculation of stiffness. 
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Modelling of the SawCyl construct using current techniques eloquently 
demonstrated that FE models must be validated for all load cases in which 
they are going to be used and that current modelling techniques do not 
replicate the out of plane behaviours seen in experimental work. 
It was suggested that perhaps the interface definitions in the model would 
play a part in producing better replication of the experimental behaviours, 
particularly in torsion. The load-deformation behaviour of the bone-screw and 
screw-plate interfaces were then quantified experimentally in a half construct 
model, such that the interface modelling techniques could be explored. 
Modifications to interface contact definitions and geometry in the FE model 
were able to accurately represent the behaviour of the bone – screw 
interface only when a single screw was present. None of the current or novel 
bone – screw or screw – plate interface modelling techniques adequately 
represented the behaviour of the bone – screw – plate half construct when 
more than one screw was present. All generated FE models were too stiff. 
The modifications to the interface definitions were explored in the full SawCyl 
construct model. No effect was seen in the compression models; out of plane 
behaviours were still not replicated. Modification to the screw – plate 
interface modelling techniques reduced the models torsional stiffness but 
was unable to replicate the experimental behaviour; again out of plane 
behaviours were not replicated. 
From the mechanical testing and FE modelling conducted it is clear that 
current techniques are not capable of replicating experimental behaviours. 
As the out of plane behaviours – both forces/moments and 
translations/rotations had not previously been measured experimentally it is 
not surprising that their lack in FE models had not been noted. In most 
circumstances it will not be possible to reduce the out of plane behaviours 
experimentally. New techniques for applying loads and boundary conditions 
to FE models must be developed which will replicate the out of plane 
behaviours of the testing rigs and experimental constructs. 
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Appendix 1 Material properties of bone cement 
 
The elastic modulus of PMMA had previously been determined in our lab. 
Two samples of the current batch of cement were made and mechanically 
tested to determine if they matched the previously determined properties. 
Using a ø6mm cylindrical mould, two samples ~15mm in height were made 
from the PMMA used to pot one of the constructs. The cement was mixed at 
a ratio of 50g:30mL as recommended by the manufacturer and mixed at a 
rate of 1Hz for a period of 1min prior to pouring into the mould. 
Samples were left to cure for several days as convenient for testing. The 
cylinders were then cut to 12mm in length with a precision saw and their final 
dimensions measured. 
Testing was conducted in the Instron screw driven load frame at a rate of 
20mm/min to failure. The elastic modulus was calculated for each sample. 
From the previous study the elastic modulus was found to be 1536.67 MPa, 
with a standard deviation of 154.94MPa. Both samples were within one 
standard deviation of the mean. 
For the purposes of FE modelling the elastic modulus of the PMMA was set 
to 1.5GPa. 
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Appendix 2 Bone Model creation 
This appendix contains literature and other information necessary for the 
creation of a solid model of a bone from CT scan. A model was made in this 
way of the Bone sample tested in Part 1 and was registered to the positional 
information captured in Chapter 3. 
Background on Computed Tomography scans 
Like X-Ray images, CT determines the radiographic density (RD) of an 
object, which rather than being a true density is the relative attenuation of x-
rays by the tissue.  As the prevalence of CT scanners increased it became 
evident that because of their very nature the output from one scanner could 
not be directly compared with that of another scanner.  The Hounsfield scale 
(named after one of CT’s founders) was developed to alleviate this problem.  
By taking the RD of Air and Water and assigning them values of -1000HU 
and 0HU respectively.  Images from different scanners could then be directly 
compared. 
The true density of the object being scanned however was still unknown. By 
scanning an object of a known density of a similar material (Phantom) 
alongside the object of interest a relationship could be established and a 
density value determined.  Phantoms were developed with several chambers 
of known density for this purpose.   
The original phantoms created for use with CT scanners were liquid filled 
chambers of varying dilutions of potassium phosphate (K2HPO4) solution.  
This gave repeatable measures of bone density in units of mLK2HPO4/cm
3.  
While still not the true density of bone it was sufficient for clinicians to use for 
basic bone density measurements.   
Over time it was noted that these liquid phantoms were not ideal, long-term 
stability problems were identified with formation of air bubbles creating 
calibration errors [1].   International bodies expressed great concern about 
this lack of standardisation and in 1989 the European Community (EC) 
provided funding to research a solution.  This resulted in the development of 
the European Spine phantom in 1992 [2] and the European Forearm 
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phantom in 1993 [3]. These phantoms were created using solid polyethylene-
based and epoxy-resin based plastics with water-equivalent and bone-
equivalent scanning properties.  The bone-equivalent plastics contained 
calcium Hydroxyapatite within a range of 0-800mg HA/cm3. These solid 
phantoms could be mass produced and did not degrade over time like the 
liquid phantoms.  
The European Forearm phantom (QRM GmbH, Möhrendorf, Germany) 
(Figure 1) has four chambers of lower density representative of trabecular 
bone, surrounded by a higher density layer more representative of cortical 
bone.  This phantom will be used in our scanning procedure, however as 
bone density measurements tend to be more focused on trabecular rather 
than cortical bone the density values used are somewhat lower than ideal for 
our application. 
Figure A2.1 European Forearm phantom 
(QRM GmbH, Möhrendorf, Germany), 
contains chambers with equivalent 
densities of: 50,100, 200 and 800 
mgHA/cm3. 
 
 
The introduction of a new phantom however created problems for clinicians 
and researchers alike.  Data from subjects initially measured with a liquid 
phantom could not be directly compared with data using the new solid 
phantom.  To assist in the conversion from liquid to solid phantom and 
comparison of results Faulkner et al. [4] published a conversion equation 
between the two (i).   
                             (i) 
The density value that is actually being measured by these phantoms is also 
a matter of contention at least in its terminology, with authors reporting it 
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varyingly as Bone Mineral Density (BMD)[4], equivalent density [5–10] or an 
apparent density [11–14].  In all correctness this density should probably be 
reported as the equivalent density of the phantom material and in the units of 
the phantom material either ρHA in mgHA/cm
3 or ρK2HPO4 in mLK2HPO4/cm
3. 
For simplicity though it can be considered to be an apparent density as this is 
how it is used.   
Selected Bone Density Definitions 
Bone density can be defined in many ways. Many different types of bone 
density are used in different circumstances, with relations between them 
rarely given.  Some of the more commonly used terms are defined below 
[15]. 
Apparent Density:   Wet weight per unit structural volume 
including bone (such as trabeculae) and 
marrow space, not including marrow 
Material Density:  Wet weight per unit material volume 
Bone Mineral Density (BMD): Bone mineral mass/unit volume, or 
named “ash density” if an ashing (or burning) 
method is used 
Bone Mineral Content (BMC): The ratio of unit weight of the 
mineral portion to dry bone unit weight 
(frequently expressed as a percentage) 
 
Of these the ash density (ρASH) and apparent density (ρapp) are two of the 
more commonly used densities when considering the material properties of 
bone.  The determination of these two values from the CT HU values 
requires some simple conversion.  By scanning with a phantom a linear 
regression can be performed to determine the ρapp (i).  This relationship will 
be different for each scan and needs to be determined each time.  The ρASH 
conversion (ii) is a little more complex; as the only conversion equation found 
in the literature is from a liquid phantom we must first convert between the 
two phantoms [4] and then into an ash density [10].  The values for these 
density equations will be in mg/cm3.  Examples of these equations are given 
below for one of the tibial CT scans conducted. 
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                        (ii) 
                                    (iii) 
Young’s modulus as a function of density 
Much research has been done on relating various forms of density to the 
Young’s modulus for trabecular and cortical bone.  From Carter and Hayes’ 
early work in 1977 [16] continuing through to recent papers by the likes of 
Cody et al. [11–13], Keyak et al. [5], [6] and Rho et al. [17–19] many 
elasticity-density relationships have been derived. All of these use either the 
ash density (ρASH) or the apparent density (ρapp) of the bone to determine the 
Young’s modulus. 
Yosibash et al. [8] provide us with a nice summary of some of the more 
popular equations in use, four of which were applied to their FE model of a 
human femur and compared with experimental results of displacements and 
from strain gauges placed on the surface of the bone [5], [11], [16], [20].  
Two of the formulae use the ρASH and two use ρapp of the bone. They 
deduced that the equations of Keyak and Falkinstein [5] produced the closest 
values to their mechanical testing results. 
The elasticity-density relationships from Keller [20] as tested by Yosibash et 
al. were also used by Taddei et al. [21][21–23] in the development of the 
Bonemat software – an automated model development programme. They 
then went on to use these equations to examine the accuracy of several 
methods of mapping the Young’s modulus onto the FE model. 
Most of the relationships seen in the literature and in fact all of the formulae 
tested by Yoshibash et al. are power relationships (eg Keyak – ECort = 10200 
ρash
2.01) alternatively Rho et al.[17–19] used a linear form for their density 
conversion.  While not explicitly stated, the conversion appears to use the 
ρapp of the bone. Rho’s relationships have subsequently been used in a 
validated FE model of a human tibia by Gray et al.[24] with good results. 
Another review article of the elasticity-density relationships of bone published 
in the literature was conducted by Helgason et al. [25].  This paper looked at 
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the vast number of different relationships that have been published and tried 
to reason out their differences and similarities.  They do not conclude which 
of the relationships is best or most accurate but rather point out that the 
variations in testing protocol make most of the studies incomparable.  More 
will be discussed on this paper in the materials testing section below, though 
it is worth noting here that the differences between studies highlighted by the 
author make it all the more important that a relevant elasticity-density 
relationship is used when constructing an FE model of a bone.  
The majority of the relationships in the literature come from the mechanical 
testing of human bone.  Spatz et al. [26] demonstrated through materials 
testing that relationships for human bone are not appropriate for ovine bone.  
They determined the relationships between Young’s modulus and 
percentage mineral content for bone samples from cattle, horse, sheep, 
chicken, ostrich, turkey and deer antler.  The sheep samples tested had a 
mineral content of around 70% with a Young’s modulus of approximately 26-
32GPa.  This is much higher than the typical range of human cortical bone 
values 14-22GPa as reported by some authors [6].  Making it unlikely that 
any of the elasticity-density relationships previously published will be entirely 
appropriate for use in the FE modelling in this project. 
The human bone derived equations do however provide a starting point for 
the model development.  It may be the case that while the relationships were 
derived for a lower range of Young’s moduli they may still hold for the higher 
densities of sheep bone and give values within the expected range.  
Alternatively the relationships may need to be modified to achieve values 
within this range.    
To determine the most appropriate equation for determining the Young’s 
modulus, three relationships from the literature will be tested in our FE model 
and compared to some preliminary mechanical testing results.  Rho’s linear 
equations as used by Gray et al. (using ρapp), as well as Keyak’s (using ρASH) 
and Cody’s (using ρapp) equations as used by Yoshibash et al. will be tested 
on the model. 
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While Rho’s linear equation is used for the entire range of bone densities, 
Keyak and Cody both gave separate formulae for cortical and trabecular 
bone.  The threshold values assigned by these authors in their work will be 
incorporated into the model with their respective equations. 
These equations, either in their original form or modified to fit the expected 
range of values will be used in the interim stages of modelling until a more 
suitable elasticity-density relationship can be derived through material testing 
Geometry and Model Creation  
As mentioned in the previous section the HU values of the voxels are 
sufficient for the extraction of the 3D geometry of the sample. The stack of 
CT images (a scan of a tibia generates a stack of around 500 slices) were 
read into the software package Amira.  Using a thresholding technique only 
those regions of a high enough HU value to be considered bone are selected 
(≥1000HU). Manual editing of the selected region was then performed in 
areas of poor bone density to smooth the geometry and reduce the 
complexity of the generated surfaces.  This was particularly done on the tibial 
plateau and at the distal end of the bone. 
Once the surface of the bone had been defined as a shell in Amira it was 
transferred to the 3D rendering package Rapidform.  Here the shells were 
converted into surfaces and the surfaces into solids. Prior to their conversion 
into solids however the surfaces of the bone were aligned to the FARO arm 
test data in a registration procedure. 
The FARO arm data streamed from the surface of the bone in each test 
setup was imported into Rapidform as a point cloud.  From this point cloud a 
surface was generated.  Manual correction of the normal of the surfaces and 
smoothing was performed prior to the registration.  Rapidform then conducts 
a semi-automated registration procedure.  The surface of the bone digitised 
in the testing was designated as the final position and the CT generated 
surface shifted to it.  Three corresponding points were selected in the same 
approximate area on each surface (FARO arm and Bone).  Rapidform then 
performs the registration shifting the surfaces to their most aligned position – 
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i.e. the position in which there is the minimum distance between them in any 
direction. The result of this registration is shown in Figure 2 in which the CT 
surface is shown in yellow and the FARO arm test surfaces in red. 
 
Figure A2.2 Rapidform registration of the FARO arm generated surface (red) and the Bone 
surface (yellow) 
 
After registration the surfaces of the bone were converted to solids and 
exported to Solidworks.  Assembly of the construct was then performed.  In 
the case of the intact samples this involved the addition of the upper and 
lower cement cups, the position of which was recorded with the FARO arm 
during the testing. For the plated constructs the FARO arm data was used to 
position the fracture gap, determine the orientation of the screws and the 
height of one of the screws.  The distance between the underside of the plate 
and the bone surface was then used to position the plate in the model.  
Aligning the appropriate plate hole with the determined screw position 
vertically aligns the plate with the test.  Holes were cut through the bone by 
extruding from the under surface of the plate, and screws inserted aligned 
with these holes and mated with the surface of the plate. 
The solid model of the intact bone and the bone-plate construct were then 
exported for use in FE modelling packages. 
The models of the Bone and SawBone samples were created in this way.  
The SawCyl sample was created directly in Solidworks using only 
measurements taken during testing of the position of the cylinder and testing 
rigs. A registration was not performed, as the solid model of the cylinder 
would have to have been converted into surfaces then back into a solid, 
reducing its geometric integrity.  
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Appendix 3 JR3 calibration data 
The raw JR3 data is not output in N and Nm as desired for comparison with 
the Instron data. To convert into N and Nm a number of load cases were 
examined to calculate the appropriate conversion parameters. 
To test compressive loads the same setup was used as in Part 1. Torsional 
loads were applied using a set of hydraulic jaws attached to the Instron load 
cell. Each component attached to the JR3 was weighed and its z force 
assessed. 
Loads were applied in 100N increments to 500N and torques in 2Nm 
increments to 10Nm in both directions. Combinations of loads and torques 
were then also applied to assess cross talk. 
 
Applied Measured slope 
N Nm Fz Mz Fz Mz 
-100 0 -815.02 18.40 0.272 0.000 
-200 0 -1179.65 17.83 
  -300 0 -1548.56 18.63 
  -400 0 -1919.06 18.96 
  -500 0 -2282.06 18.73 
  0 2 -453.00 84.58 0.000 0.027 
0 4 -461.92 159.06 
  0 6 -464.81 232.54 
  0 8 -468.29 306.46 
  0 10 -476.25 381.54 
  0 -2 -441.29 -58.90 0.000 0.027 
0 -4 -439.13 -134.12 
  0 -6 -430.23 -208.73 
  0 -8 -422.77 -283.67 
  0 -10 -412.59 -358.29 
  -200 4 -1196.41 152.73 0.269 0.027 
-500 4 -2294.81 154.77 
  -200 10 -1203.58 378.06 
  -500 10 -2306.33 380.37 
  -200 -4 -1163.42 -133.06 0.272 0.027 
-500 -4 -2267.19 -133.79 
  -200 -10 -1150.27 -356.29 
  -500 -10 -2249.98 -357.73 
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Appendix 4 Extra results 
a. Direct rig, intact vs plated, Instron 
b. Berlin, intact vs plated, Instron 
c. Berlin, intact vs plated, JR3 
d. Intact, direct vs Berlin, JR3 
e. Plated, direct vs Berlin, JR3 
Direct rig, intact vs. plated, Instron 
 
Figure A4.1 Intact vs. Plated, Instron stiffness results in the Direct testing rig, compression and 
torsion in both directions.  
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Berlin rig, intact vs. plated, Instron 
 
 
Figure A4.2 Intact vs. Plated, Instron stiffness results in the Berlin testing rig, compression and 
torsion in both directions. 
 
 
 
 
Berlin rig, intact vs. plated, JR3 
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Compression 
 
Figure A4.3 Compression testing data for the intact and plated sample in the Berlin rig. The 
plated sample underwent confined and semi-unconfined compression tests. Values are the 
mean of the cycle peaks, error bars are the calculated error of the load cell. Data from the intact 
SawCyl and SawBone samples was corrupted during testing. 
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Torsion -7Nm 
 
 
Figure A4.5 Comparison of JR3 resultant forces and moments from torque - external rotation 
testing of the intact samples (Blue) and the plated samples (red) in the Berlin rig. Error bars 
show the accuracy of the load cell. 
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Torsion +7Nm 
 
.
 
Figure A4.4 Comparison of JR3 resultant forces and moments from torque - internal rotation 
testing of the intact samples (Blue) and the plated samples (red) in the Berlin rig. Error bars 
show the accuracy of the load cell. 
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Intact, direct vs. Berlin, JR3 
Compression 
 
Figure A4.6 Intact samples compression testing - Direct vs Berlin rig 
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Torsion -7Nm 
 
 
Figure A4.7 Intact samples torsion -7Nm testing - Direct vs. Berlin rig 
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Torsion +7Nm 
 
 
Figure A4.8 Intact samples torsion +7Nm testing - Direct vs. Berlin rig 
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Plated, Direct vs. Berlin, JR3 
Compression 
 
 
Figure A4.9 Plated samples compression testing - Direct vs. Berlin rig 
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Torsion +7Nm 
 
 
Figure A4.9 Plated samples torsion +7Nm testing - Direct vs. Berlin rig 
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Appendix 5 Plate mechanical testing and modelling 
In order to create an FE model of the full construct a model of the LCP plate 
was required. Mechanical testing was conducted in bending and torsion for 
validation. 
Mechanical testing 
Three-point bend testing was conducted in an Instron screw driven test 
machine (model 5567), using an Instron three-point bending rig.  The lower 
supports were placed between the two outer most holes on the plate at each 
end (i.e. between holes 1 and 2 and between holes 6 and 7). The load was 
then applied to the middle of the central hole (Figure A5.1). A load of 100N 
was applied in five cycles and the resultant deformation recorded.  
 
Figure A5.1 Schematic of the three-point bend testing of the 7 hole LCP plate in the Instron test 
rig 
Torsion testing was conducted in an Instron bi-axial testing machine (model 
8874) using hydraulic wedge grips. A pressure of 1600kpa was used to grip 
both the upper and lower regions of the plate, using knurled jaw faces.  A 
torque of 7Nm was applied in 5 cycles and the resultant rotation recorded.  
The testing was conducted on the plate with three different working lengths. 
Firstly with two holes covered at each ends (working length 55m), then one 
and a half holes covered at each ends (working length = 74mm) and finally 
one hole covered at each end (working length 91mm). A photo of the torsion 
test setup with two holes covered at each end of the plate is shown in Figure 
A5.2. 
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Figure A5.2 Seven hole LCP plate positioned in the hydraulic grips for torsion testing. The plate 
is shown with two of the screw holes covered by the grips at each end for a central working 
length of 55mm. 
Results 
The load-extension data from the final cycle of the three-point bend test is 
shown in Figure A5.3. The calculated bending stiffness from this test was 
412N/mm. 
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Figure A5.3 Load-extension plot of the final cycle of three-point bend testing of the 7 hole LCP 
plate 
Torsion testing was conducted at three working lengths, 55mm, 74mm and 
91mm. Torque-rotation plots from the final cycle of each test are shown in 
Figure A5.4. The stiffness of the plate is seen to decrease with increased 
working length as would be expected; the calculated torsional stiffness 
values were 2.14Nm/deg for 55mm working length, 1.66Nm/deg for the 
74mm working length and 1.36Nm/deg at 91mm working length. 
 
Extrapolating to find stiffness at working length of 3 holes covered using  
y = 0.0002x2 - 0.0503x + 4.3081 R2=1 
gives 40mm = 2.60 Nm/deg. 
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Figure A5.4 Torque-rotation results for the 7 hole LCP plate with various working lengths 
FE Model creation 
The solid model of the LCP plate was constructed in Solidworks using 
drawings from the manufacture. The hole geometry on the plate was created 
as specified in the drawing with the exception of the threaded region into 
which the head of the screw locks, which was simplified to a smooth surface, 
this can be seen in Figure A5.6.  
A solid model was generated for each of the load cases with splits in the 
model corresponding to load points and supports. These splits create points 
and edges in the model at which loads and boundary conditions can be 
applied to match the experimental setup. For the three-point bending model 
a central split was created for the load, while two splits were created for the 
supports 90mm apart centred on the load. These splits can be seen in Figure 
A5.5 as the position of the constraints and load marked A, B and C.  
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For the torsion model splits were created to allow loading and constraint of the 
model for each of the three torsion cases – working length 55m, 74mm and 91mm. 
Figure A5.6 shows the loads and constraints applied to the model with a working 
length of 74mm. The blue region on the left hand side was designated as a fixed 
support that was constrained from all movement.  The red area on the right hand 
end had a moment applied equal to that in the experiment (Mx = 7032Nmm). An 
additional point marked ‘C’ in the centre of the right hand end of the plate was also 
constrained from moving in the z and y directions. This will allow rotation of the plate 
while preventing any translation as was the case in the experiment. 
 
Figure A5.5 Loading and constraint of the three-point bending FE model, the left hand end is 
fully constrained along edge A. The right hand end is constrained along edge C in the y and z 
directions, while still free to move in x, allowing deflection of the plate. 
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Figure A5.6 Loading and constraint of the torsion FE model. The surfaces on the left hand end 
in blue are fully constrained while a moment is applied to red surfaces on the right hand end, a 
point in the centre of the top of the plate (vertical surface on the right hand end, marked B) is 
also constrained from movement in the x and y directions. The model shown is for one and a 
half holes covered at each end. 
FE modelling was conducted in Ansys workbench v13. Material properties of 
the plate were set as standard for Stainless steel at E=210GPa and ν=0.3. 
Element sizes of 2, 1 and 0.5mm were examined for each of the models to 
determine convergence. 
 
Results  
Both bending and torsional models were found to have converged at 0.5mm 
element size.  The bending model achieved only a 0.18% change in stiffness 
values for a 662% increase in number of elements between mesh sizes of 
1mm and 0.5mm, while the torsional model saw a 0.23% change in stiffness 
for a 552% increase in number of elements when decreasing to 0.5mm 
elements. A plot of convergence is shown in Figure A5.7 from the three-point 
bending model. 
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Figure A5.7 Mesh size convergence in the three-point bending plate model with element sizes 
of 2mm, 1mm and 0.5mm 
Extension results and the calculated stiffness values for the three-point 
bending experiment and model are shown in Table A5.1. Under 100N of 
centrally applied load an extension of 0.24mm was recorded in the 
experiment, the FE model was only slightly stiffer than this recording a 
deformation in the direction of the load of 0.23mm, a difference of 0.01mm or 
4.2%.  This correlates to a stiffness difference of 19N/mm or 4.5%. 
 
 Load (N) Extension (mm) Stiffness (N/mm) 
Experiment 100 0.24 416 
FE Model 100 0.23 435 
 
 
Table A5.1 Extension and calculated stiffness results from the three-point bending experiment 
and FE model of the LCP plate 
Results from the three torsion models were also very similar to the 
experimental results. Figure A5.8 shows the rotation of the plate under ~7Nm 
of torque (model torque matched to specific experimental torque). The 
shortest working length model (55mm) had a rotation 0.19° higher than the 
experiment. Both of the longer working length models rotated slightly less 
than their corresponding experimental result at 0.14° and 0.39° respectively.  
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Figure A5.8 Experimental and FE model rotations for each of the three torsion scenarios 
The corresponding calculated stiffness values are shown in Figure A5.9. In 
this case the model differed from the experimental results by -0.12Nm/deg, 
0.06Nm/deg and 0.11Nm/deg in order of increasing working length. 
 
Figure A5.9 Model stiffness vs. experimental stiffness for each of the three torsion scenarios 
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Conclusions 
No significant differences were seen between the mechanical testing and the 
FE modelling of the plate in either the torsion or three-point bending 
scenarios. This model is therefore suitable for inclusion in the bone-plate 
construct model.  
While the extracted data shown in the results section were obtained from the 
models with 0.5mm elements there was very little difference in results 
between these and the models with 1.0mm elements – at most 0.23%. 
Because of the overall complexity of the construct models and the 
processing time that is likely to be required any reduction in complexity of the 
components is desirable. The plate component of the construct model will 
therefore use a 1mm mesh density to reduce computational expense with 
only a marginal effect on accuracy. 
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Appendix 6 Optotrak error test case results 
To quantify the propagation of errors in measurement through the Matlab 
code for calculating IFM and cortex movements a number of case studies 
were tested. Each of these took the original data from the SawCyl plated 
direct compression test and applied modifications based on the noise signal 
in different directions and its possible interactions. The original data is 
included at the top, and then the results of applying each case and the 
difference from original calculated. The changes in each case are described 
in the left hand column. The largest differences are highlighted in red. In 
each group of three rows of data, the top is the IFM and the lower two are 
the near and far cortex points in the x, y, z data, and the upper and lower 
surfaces for the three rotations. 
 
x y z alpha beta gamma 
Compression 0.008 0.1144 -0.0663 0.2577 -0.0162 -0.0793 
 
-0.0024 0.1130 -0.0231 0.1128 0.0022 -0.0197 
 
0.0178 0.1130 -0.1096 -0.139 -0.0476 0.0641 
       1x +0.1 0.008 0.1146 -0.0664 0.2579 -0.0163 -0.0794 
 
-0.0024 0.1131 -0.0232 0.1128 0.0022 -0.0197 
 
0.0178 0.1132 -0.1096 -0.1391 -0.0476 0.0635 
       Difference 0.0000 -0.0002 0.0001 -0.0002 0.0001 0.0001 
 
0.0000 -0.0001 0.0001 0.0000 0.0000 0.0000 
 
0.0000 -0.0002 0.0000 0.0001 0.0000 0.0006 
       1y +0.1 0.0081 0.1144 -0.0656 0.2577 -0.0162 -0.0795 
 
-0.0023 0.1130 -0.0224 0.1128 0.0022 -0.0197 
 
0.0179 0.1131 -0.1089 -0.1388 -0.048 0.0639 
       Difference -0.0001 0.0000 -0.0007 0.0000 0.0000 0.0002 
 
-0.0001 0.0000 -0.0007 0.0000 0.0000 0.0000 
 
-0.0001 -0.0001 -0.0007 -0.0002 0.0004 0.0002 
       1z +0.1 0.0079 0.1138 -0.0667 0.2584 -0.0163 -0.0789 
 
-0.0024 0.1124 -0.0234 0.1128 0.0022 -0.0197 
 
0.0176 0.1125 -0.1101 -0.1397 -0.0479 0.0637 
       Difference 0.0001 0.0006 0.0004 -0.0007 0.0001 -0.0004 
 
0.0000 0.0006 0.0003 0.0000 0.0000 0.0000 
 
0.0002 0.0005 0.0005 0.0007 0.0003 0.0004 
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       123x +0.1 0.008 0.1145 -0.0664 0.2577 -0.0162 -0.0793 
 
-0.0024 0.1130 -0.0232 0.1128 0.0022 -0.0197 
 
0.0178 0.1131 -0.1097 -0.139 -0.0476 0.0641 
       Difference 0.0000 -0.0001 0.0001 0.0000 0.0000 0.0000 
 
0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 
 
0.0000 -0.0001 0.0001 0.0000 0.0000 0.0000 
       123y +0.1 0.0079 0.1144 -0.066 0.2577 -0.0162 -0.0793 
 
-0.0025 0.1130 -0.0229 0.1128 0.0022 -0.0197 
 
0.0177 0.1130 -0.1093 -0.139 -0.0476 0.0641 
       Difference 0.0001 0.0000 -0.0003 0.0000 0.0000 0.0000 
 
0.0001 0.0000 -0.0002 0.0000 0.0000 0.0000 
 
0.0001 0.0000 -0.0003 0.0000 0.0000 0.0000 
       123z +0.1 0.0081 0.1142 -0.0663 0.2577 -0.0162 -0.0793 
 
-0.0023 0.1127 -0.0231 0.1128 0.0022 -0.0197 
 
0.0178 0.1128 -0.1096 -0.139 -0.0476 0.0641 
       Difference -0.0001 0.0002 0.0000 0.0000 0.0000 0.0000 
 
-0.0001 0.0003 0.0000 0.0000 0.0000 0.0000 
 
0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 
       2+y 3-y 0.0079 0.1147 -0.0667 0.2577 -0.0163 -0.0795 
 
-0.0026 0.1133 -0.0235 0.1128 0.0022 -0.0197 
 
0.0176 0.1133 -0.1100 -0.1386 -0.0488 0.0645 
       Difference 0.0001 -0.0003 0.0004 0.0000 0.0001 0.0002 
 
0.0002 -0.0003 0.0004 0.0000 0.0000 0.0000 
 
0.0002 -0.0003 0.0004 -0.0004 0.0012 -0.0004 
       2+y 3-z 0.0077 0.1134 -0.0668 0.2577 -0.0163 -0.0785 
 
-0.0026 0.1120 -0.0236 0.1128 0.0022 -0.0197 
 
0.0173 0.1121 -0.1101 -0.1389 -0.0481 0.0635 
       Difference 0.0003 0.0010 0.0005 0.0000 0.0001 -0.0008 
 
0.0002 0.0010 0.0005 0.0000 0.0000 0.0000 
 
0.0005 0.0009 0.0005 -0.0001 0.0005 0.0006 
       1+z8-z 0.0076 0.1142 -0.0666 0.2579 -0.0164 -0.0785 
 
-0.0026 0.1128 -0.0233 0.1123 0.0022 -0.0193 
 
0.0173 0.1128 -0.1099 -0.1397 -0.0479 0.0637 
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Difference 0.0004 0.0002 0.0003 -0.0002 0.0002 -0.0008 
 
0.0002 0.0002 0.0002 0.0005 0.0000 -0.0004 
 
0.0005 0.0002 0.0003 0.0007 0.0003 0.0004 
       1x2y3z8-z9-
x10-y 0.0077 0.1163 -0.0666 0.2574 -0.0158 -0.0797 
 
-0.0029 0.1148 -0.0234 0.1123 0.0025 -0.0192 
 
0.0175 0.1149 -0.1098 -0.1391 -0.048 0.0646 
       Difference 0.0003 -0.0019 0.0003 0.0003 -0.0004 0.0004 
 
0.0005 -0.0018 0.0003 0.0005 -0.0003 -0.0005 
 
0.0003 -0.0019 0.0002 0.0001 0.0004 -0.0005 
       Max values 0.0004 -0.0019 0.0005 0.0003 -0.0004 -0.0008 
Systematic 0.0005 -0.0018 -0.0007 0.0005 -0.0003 -0.0005 
 
0.0005 -0.0019 -0.0007 0.0007 0.0012 -0.0005 
       1+y then 1-y 0.0648 0.5718 0.0238 -0.2439 0.2543 -0.4218 
 
-0.0192 0.5848 -0.0228 0.1128 0.0022 -0.0197 
 
0.1461 0.5859 0.0702 0.4305 -0.0578 0.3935 
       Difference -0.0568 -0.4574 -0.0901 0.5016 -0.2705 0.3425 
 
0.0168 -0.4718 -0.0003 0 0 0 
 
-0.1283 -0.4729 -0.1798 -0.5695 0.0102 -0.3294 
       1+-y 2-+y 8+-z 0.0212 -0.0491 -0.106 -0.7562 0.5632 -0.1006 
 
-0.0221 -0.02 -0.2653 0.1018 0.0423 -0.0133 
 
0.0618 -0.017 0.0527 1.0004 -0.0656 0.0726 
       Difference -0.0132 0.1635 0.0397 1.0139 -0.5794 0.0213 
 
0.0197 0.133 0.2422 0.011 -0.0401 -0.0064 
 
-0.044 0.13 -0.1623 -1.1394 0.018 -0.0085 
       2y3z9x10y 
mixed +- 0.2628 0.567 -0.0765 0.7515 -0.2319 -0.7587 
 
0.1455 0.5470 0.0786 0.1128 0.0025 -0.334 
 
0.3764 0.5488 -0.2319 -0.7088 -0.0362 0.4466 
       Difference -0.2548 -0.4526 0.0102 -0.4938 0.2157 0.6794 
 
-0.1479 -0.434 -0.1017 0 -0.0003 0.3143 
 
-0.3586 -0.4358 0.1223 0.5698 -0.0114 -0.3825 
       
12y89y 
alternating +- 
at baseline and 
load and 1 to 2 
-0.5439 0.7812 0.4375 -1.2335 0.6395 0.8012 
-0.4372 0.7944 0.1738 -0.3961 0.2778 0.86 
-0.6487 0.7944 0.7005 1.0004 -0.0656 0.0726 
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and 8 to 9 and 
1 to 8 
Difference 0.5519 -0.6668 -0.5038 1.4912 -0.6557 -0.8805 
 
0.4348 -0.6814 -0.1969 0.5089 -0.2756 -0.8797 
 
0.6665 -0.6814 -0.8101 -1.1394 0.018 -0.0085 
       12z78z 
alternating +- 
0.01 
0.0182 0.1092 -0.011 0.2421 -0.0349 -0.0813 
0.0074 0.1083 0.0314 0.115 -0.0058 -0.0197 
0.0276 0.1083 -0.0534 -0.1282 -0.0299 0.0641 
       Difference -0.0102 0.0052 -0.0553 0.0156 0.0187 0.002 
 
-0.0098 0.0047 -0.0545 -0.0022 0.008 0 
 
-0.0098 0.0047 -0.0562 -0.0108 -0.0177 0 
       12y89y 
alternating +- 
at baseline and 
load and 1 to 2 
and 8 to 9 and 
1 to 8 
0.0023 0.0476 -0.2647 0.2626 -0.0149 -0.1189 
-0.0150 0.0664 -0.2198 0.4195 -0.1614 -0.021 
0.0189 0.0660 -0.3097 0.2028 -0.053 0.0667 
      Difference 0.0057 0.0668 0.1984 -0.0049 -0.0013 0.0396 
 
0.0126 0.0466 0.1967 -0.3067 0.1636 0.0013 
 
-0.0011 0.047 0.2001 -0.3418 0.0054 -0.0026 
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Appendix 7 Code 
Matlab code for the calculation of the relative rotations of the Optotrak LCSs, 
the bone LCSs, their relationship at times 1 and 2, to each other and 
themselves, is given below. IFM rotations are calculated traditionally and 
using the bone LCS. This is a cut down version of the full Matlab code used 
in Chapter 5. Results of the code using data from Bone ML Bend are also 
given. 
The vector mathematics for the calculation of coordinate systems, rotation 
matrices etc can be found in Hamil et al. (178) 
 
%using data from Bone biaxial MLBend 
  
%initial cortex points 
UX0 =[20    18.05   161.95]; 
UX1 =[34.95 18.05   161.95]; 
UY0 =[27.475    10  161.95]; 
UY1 =[27.475    26.1    161.95]; 
  
  
LX0 =[20    18.05   158.9]; 
LX1 =[34.95 18.05   158.9]; 
LY0 =[27.475    10  158.9]; 
LY1 =[27.475    26.1    158.9]; 
  
  
%initial marker points 
UA = [83.2116  -21.4523  186.2098]; 
UB = [85.9577  -20.7223  166.6709]; 
UC = [99.6504  -29.3617  178.2949]; 
  
LA = [89.6124  -18.9192  125.6978]; 
LB = [86.7464  -22.7996  145.2161]; 
LC = [103.5595  -29.0147  135.9810]; 
  
%coordinate system on bone ends 
UBVI = (UX1 - UX0)/norm(UX1 - UX0); 
UBVK = cross(UY0 - UX0, UX1 - UX0)/norm(cross(UY0 - UX0, UX1 - 
UX0)); 
UBVJ = cross(UBVK,UBVI); 
UBLCS0 = [UBVI', UBVJ', UBVK']; 
  
LBVI = (LX1 - LX0)/norm(LX1 - LX0); 
LBVK = cross(LY0 - LX0, LX1 - LX0)/norm(cross(LY0 - LX0, LX1 - 
LX0)); 
LBVJ = cross(LBVK,LBVI); 
LBLCS0 = [LBVI', LBVJ', LBVK']; 
  
%coordinate systems on the RB's 
UVK = (UB - UA)/norm(UB - UA); 
UVJ = cross(UB - UA, UC - UA)/norm(cross(UB - UA, UC - UA)); 
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UVI = cross(UVJ,UVK); 
ULCS0 = [UVI', UVJ', UVK']; 
% URTM = GCS' *ULCS0; %rotation matrix from global to local 
% ULCS = ULCS0; 
  
%Determine LCS located at LA 
LVK = (LB - LA)/norm(LB - LA); 
LVJ = cross(LC - LA, LB - LA)/norm(cross(LC - LA, LB - LA)); 
LVI = cross(LVJ,LVK); 
LLCS0 = [LVI', LVJ', LVK']; 
% LRTM = GCS'*LLCS0; %rotation matrix from global to local 
% LLCS = LLCS0; 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%AT TIME 2 
%final cortex points 
UX02 =[ 9.3014  17.7118 155.7533]; 
UY02=[  16.7966 9.6844  155.5064]; 
UX12=[  24.2429 17.757  155.2515]; 
UY12=[  16.7477 25.7844 155.4984]; 
  
  
LX02=[  9.4401  17.8852 152.7438]; 
LY02=[  16.89   9.8174  153.0399]; 
LX12=[  24.3768 17.8495 153.3736]; 
LY12=[  16.9269 25.9173 153.0775]; 
  
  
%final marker points 
UA2 = [73.4114  -21.5847  177.8976]; 
UB2 = [75.4984  -20.8579  158.2733]; 
UC2 = [89.5936  -29.4470  169.4498]; 
  
LA2 = [80.3045  -19.1756  122.4170]; 
LB2 = [76.6090  -23.0940  141.7939]; 
LC2 = [93.7918  -29.3304  133.2502]; 
  
%coordinate system on bone ends 
UB2VI = (UX12 - UX02)/norm(UX12 - UX02); 
UB2VK = cross(UY02 - UX02, UX12 - UX02)/norm(cross(UY02 - UX02, UX12 
- UX02)); 
UB2VJ = cross(UB2VK,UB2VI); 
UBLCS = [UB2VI', UB2VJ', UB2VK']; 
  
LB2VI = (LX12 - LX02)/norm(LX12 - LX02); 
LB2VK = cross(LY02 - LX02, LX12 - LX02)/norm(cross(LY02 - LX02, LX12 
- LX02)); 
LB2VJ = cross(LB2VK,LB2VI); 
LBLCS = [LB2VI', LB2VJ', LB2VK']; 
  
%coordinate systems on the RB's 
U2VK = (UB2 - UA2)/norm(UB2 - UA2); 
U2VJ = cross(UB2 - UA2, UC2 - UA2)/norm(cross(UB2 - UA2, UC2 - 
UA2)); 
U2VI = cross(U2VJ,U2VK); 
ULCS = [U2VI', U2VJ', U2VK']; 
  
%Determine LCS located at LA 
L2VK = (LB2 - LA2)/norm(LB2 - LA2); 
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L2VJ = cross(LC2 - LA2, LB2 - LA2)/norm(cross(LC2 - LA2, LB2 - 
LA2)); 
L2VI = cross(L2VJ,L2VK); 
LLCS = [L2VI', L2VJ', L2VK']; 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Initial orientations 
UB2O = UBLCS0' * ULCS0; 
LB2O = LBLCS0' * LLCS0; 
  
%Final orientations 
UB2O2 = UBLCS' * ULCS; 
LB2O2 = LBLCS' * LLCS; 
  
%Bone to Bone 
UB2B = UBLCS0' * UBLCS; 
LB2B = LBLCS0' * LBLCS; 
  
%Optotrak to Optotrak 
UO2O = ULCS0' * ULCS; 
LO2O = LLCS0' * LLCS; 
  
%IFM 
IFM1 = LLCS0' * ULCS0; 
IFM2 = LLCS' * ULCS; 
  
%IFM_Bone 
IFM_B1 = LBLCS0' * UBLCS0; 
IFM_B2 = LBLCS' * UBLCS; 
%%%%%%%%%%%%%%%%%%%%%%% 
  
%UB2O upper bone to optotrak at time 1 
%Calculate angles 
UB2O_BETA  = asin(-UB2O(3,1)); 
UB2O_ALPHA = atan(UB2O(3,2)/UB2O(3,3)); 
UB2O_GAMMA = atan(UB2O(2,1)/UB2O(1,1)); 
  
%Convert Angles in Radians to Degrees 
UB2O_ALPHA = UB2O_ALPHA *360/(2*pi); 
UB2O_BETA  = UB2O_BETA  *360/(2*pi); 
UB2O_GAMMA = UB2O_GAMMA *360/(2*pi); 
  
%LB2O upper bone to optotrak at time 1 
%Calculate angles 
LB2O_BETA  = asin(-LB2O(3,1)); 
LB2O_ALPHA = atan(LB2O(3,2)/LB2O(3,3)); 
LB2O_GAMMA = atan(LB2O(2,1)/LB2O(1,1)); 
  
%Convert Angles in Radians to Degrees 
LB2O_ALPHA = LB2O_ALPHA *360/(2*pi); 
LB2O_BETA  = LB2O_BETA  *360/(2*pi); 
LB2O_GAMMA = LB2O_GAMMA *360/(2*pi); 
  
%UB2O upper bone to optotrak at time 2 
%Calculate angles 
UB2O2_BETA  = asin(-UB2O2(3,1)); 
UB2O2_ALPHA = atan(UB2O2(3,2)/UB2O2(3,3)); 
UB2O2_GAMMA = atan(UB2O2(2,1)/UB2O2(1,1)); 
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%Convert Angles in Radians to Degrees 
UB2O2_ALPHA = UB2O2_ALPHA *360/(2*pi); 
UB2O2_BETA  = UB2O2_BETA  *360/(2*pi); 
UB2O2_GAMMA = UB2O2_GAMMA *360/(2*pi); 
  
%LB2O upper bone to optotrak at time 2 
%Calculate angles 
LB2O2_BETA  = asin(-LB2O2(3,1)); 
LB2O2_ALPHA = atan(LB2O2(3,2)/LB2O2(3,3)); 
LB2O2_GAMMA = atan(LB2O2(2,1)/LB2O2(1,1)); 
  
%Convert Angles in Radians to Degrees 
LB2O2_ALPHA = LB2O2_ALPHA *360/(2*pi); 
LB2O2_BETA  = LB2O2_BETA  *360/(2*pi); 
LB2O2_GAMMA = LB2O2_GAMMA *360/(2*pi); 
  
%UB2B upper bone time 1 to upper bone time 2 
%Calculate angles 
UB2B_BETA  = asin(-UB2B(3,1)); 
UB2B_ALPHA = atan(UB2B(3,2)/UB2B(3,3)); 
UB2B_GAMMA = atan(UB2B(2,1)/UB2B(1,1)); 
  
%Convert Angles in Radians to Degrees 
UB2B_ALPHA = UB2B_ALPHA *360/(2*pi); 
UB2B_BETA  = UB2B_BETA  *360/(2*pi); 
UB2B_GAMMA = UB2B_GAMMA *360/(2*pi); 
  
%LB2B lower bone time 1 to lower bone time 2 
%Calculate angles 
LB2B_BETA  = asin(-LB2B(3,1)); 
LB2B_ALPHA = atan(LB2B(3,2)/LB2B(3,3)); 
LB2B_GAMMA = atan(LB2B(2,1)/LB2B(1,1)); 
  
%Convert Angles in Radians to Degrees 
LB2B_ALPHA = LB2B_ALPHA *360/(2*pi); 
LB2B_BETA  = LB2B_BETA  *360/(2*pi); 
LB2B_GAMMA = LB2B_GAMMA *360/(2*pi); 
  
%UO2O upper optotrak time 1 to upper optotrak time 2 
%Calculate angles 
UO2O_BETA  = asin(-UO2O(3,1)); 
UO2O_ALPHA = atan(UO2O(3,2)/UO2O(3,3)); 
UO2O_GAMMA = atan(UO2O(2,1)/UO2O(1,1)); 
  
%Convert Angles in Radians to Degrees 
UO2O_ALPHA = UO2O_ALPHA *360/(2*pi); 
UO2O_BETA  = UO2O_BETA  *360/(2*pi); 
UO2O_GAMMA = UO2O_GAMMA *360/(2*pi); 
  
%LO2O lower optotrak time 1 to lower optotrak time 2 
%Calculate angles 
LO2O_BETA  = asin(-LO2O(3,1)); 
LO2O_ALPHA = atan(LO2O(3,2)/LO2O(3,3)); 
LO2O_GAMMA = atan(LO2O(2,1)/LO2O(1,1)); 
  
%Convert Angles in Radians to Degrees 
LO2O_ALPHA = LO2O_ALPHA *360/(2*pi); 
LO2O_BETA  = LO2O_BETA  *360/(2*pi); 
LO2O_GAMMA = LO2O_GAMMA *360/(2*pi); 
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%IFM1 lower optotrak upper optotrak time 1 
%Calculate angles 
IFM1_BETA  = asin(-IFM1(3,1)); 
IFM1_ALPHA = atan(IFM1(3,2)/IFM1(3,3)); 
IFM1_GAMMA = atan(IFM1(2,1)/IFM1(1,1)); 
  
%Convert Angles in Radians to Degrees 
IFM1_ALPHA = IFM1_ALPHA *360/(2*pi); 
IFM1_BETA  = IFM1_BETA  *360/(2*pi); 
IFM1_GAMMA = IFM1_GAMMA *360/(2*pi); 
  
%IFM1 lower optotrak upper optotrak time 2 
%Calculate angles 
IFM2_BETA  = asin(-IFM2(3,1)); 
IFM2_ALPHA = atan(IFM2(3,2)/IFM2(3,3)); 
IFM2_GAMMA = atan(IFM2(2,1)/IFM2(1,1)); 
  
%Convert Angles in Radians to Degrees 
IFM2_ALPHA = IFM2_ALPHA *360/(2*pi); 
IFM2_BETA  = IFM2_BETA  *360/(2*pi); 
IFM2_GAMMA = IFM2_GAMMA *360/(2*pi); 
  
%IFM1 lower optotrak upper optotrak time 1 
%Calculate angles 
IFM_B1_BETA  = asin(-IFM_B1(3,1)); 
IFM_B1_ALPHA = atan(IFM_B1(3,2)/IFM_B1(3,3)); 
IFM_B1_GAMMA = atan(IFM_B1(2,1)/IFM_B1(1,1)); 
  
%Convert Angles in Radians to Degrees 
IFM_B1_ALPHA = IFM_B1_ALPHA *360/(2*pi); 
IFM_B1_BETA  = IFM_B1_BETA  *360/(2*pi); 
IFM_B1_GAMMA = IFM_B1_GAMMA *360/(2*pi); 
  
%IFM1 lower optotrak upper optotrak time 2 
%Calculate angles 
IFM_B2_BETA  = asin(-IFM_B2(3,1)); 
IFM_B2_ALPHA = atan(IFM_B2(3,2)/IFM_B2(3,3)); 
IFM_B2_GAMMA = atan(IFM_B2(2,1)/IFM_B2(1,1)); 
  
%Convert Angles in Radians to Degrees 
IFM_B2_ALPHA = IFM_B2_ALPHA *360/(2*pi); 
IFM_B2_BETA  = IFM_B2_BETA  *360/(2*pi); 
IFM_B2_GAMMA = IFM_B2_GAMMA *360/(2*pi); 
  
%%%%%%%%%%%%%%%%%%%%%%% 
%Output rotations 
Initial_Bone_to_Optotrak_upper = [UB2O_ALPHA UB2O_BETA UB2O_GAMMA] 
Initial_Bone_to_Optotrak_lower = [LB2O_ALPHA LB2O_BETA LB2O_GAMMA] 
  
Final_Bone_to_Optotrak_upper = [UB2O2_ALPHA UB2O2_BETA UB2O2_GAMMA] 
Final_Bone_to_Optotrak_lower = [LB2O2_ALPHA LB2O2_BETA LB2O2_GAMMA] 
  
Bone_to_Bone_upper = [UB2B_ALPHA UB2B_BETA UB2B_GAMMA] 
Bone_to_Bone_lower = [LB2B_ALPHA LB2B_BETA LB2B_GAMMA] 
  
Optotrak_to_Optotrak_upper = [UO2O_ALPHA UO2O_BETA UO2O_GAMMA] 
Optotrak_to_Optotrak_lower = [LO2O_ALPHA LO2O_BETA LO2O_GAMMA] 
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IFM_time1 = [IFM1_ALPHA IFM1_BETA IFM1_GAMMA] 
IFM_time2 = [IFM2_ALPHA IFM2_BETA IFM2_GAMMA] 
  
IFM = IFM_time2 - IFM_time1 
  
IFM_Bone_time1 = [IFM_B1_ALPHA IFM_B1_BETA IFM_B1_GAMMA] 
IFM_Bone_time2 = [IFM_B2_ALPHA IFM_B2_BETA IFM_B2_GAMMA] 
  
IFM_Bone = IFM_Bone_time2 - IFM_Bone_time1 
 
Results 
 
alpha beta gamma 
Initial_Bone_to_Optotrak_upper 5.70 -6.01 -28.76 
Final_Bone_to_Optotrak_upper 5.70 -6.01 -28.76 
Initial_Bone_to_Optotrak_lower -13.73 2.07 -28.02 
Final_Bone_to_Optotrak_lower -13.73 2.07 -28.02 
 
alpha beta gamma 
Bone_to_Bone_upper -0.03 1.92 0.17 
Bone_to_Bone_lower 0.13 -2.41 -0.14 
Optotrak_to_Optotrak_upper -0.93 -1.69 -0.09 
Optotrak_to_Optotrak_lower -1.24 2.06 0.30 
 
alpha beta gamma 
IFM_time1 -8.09 -4.00 0.22 
IFM_time2 -10.26 -0.26 -0.22 
IFM -2.17 3.74 -0.44 
 
alpha beta gamma 
IFM_Bone_time1 = 0.00 0.00 0.00 
IFM_Bone_time2 = -0.15 4.34 0.30 
IFM_Bone = -0.15 4.34 0.30 
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