Abstract. -We prove the existence of non-positively curved Kähler-Einstein metrics with cone singularities along a given simple normal crossing divisor of a compact Kähler manifold, under a technical condition on the cone angles, and we also discuss the case of positively-curved Kähler-Einstein metrics with cone singularities. As an application we extend to this setting classical results of Lichnerowicz and Kobayashi on the parallelism and vanishing of appropriate holomorphic tensor fields.
Introduction
Let X be a n-dimensional compact Kähler manifold, and let D = a i D i be an effective R-divisor with strictly normal crossing support, such that for all i, 0 < a i < 1. In the terminology of the Minimal Model Program, the pair (X, D) is called a log-smooth klt pair ; following [Cam09] , [Cam10] , we may also call it a smooth geometric orbifold.
One may define for such a pair the notion of cone metric, or also metric with cone singularities along D: it corresponds to an equivalence class (up to quasi-isometry) of (Kähler) metrics ω cone on X 0 = X \ Supp(D) having the following property: there exists C > 0 such that for every point p ∈ Supp(D) such that in Supp(D) ∩ Ω = (z 1 · · · z d = 0), where we denote by Ω a coordinate neighborhood of p, we have:
where
is the standard cone metric on C n \ Supp(D) with respect to the divisor
In the context of geometric orbifolds the notion of holomorphic tensors was first formulated in [Cam09] , [Cam10] ; as we will see here, it corresponds to holomorphic tensors on X 0 = X \ Supp(D) (in the usual sense) which are bounded with respect to one cone metric along D. Roughly speaking, the results of this paper consist in constructing cone metrics with prescribed Ricci curvature by means of Monge-Ampère equations, and use them to show the vanishing or parallelism of some holomorphic tensors on (X, D) according to the sign of the adjoint bundle K X + D.
We offer next a more extensive presentation of the main theorems obtained in this article. In the following, we fix a log-smooth klt pair (X, D) where we choose to write D in the form
for some smooth hypersurfaces Y j having strictly normal intersections, and some real numbers 0 < τ j < 1. The numbers τ j (or more precisely 2πτ j ) have a geometric interpretation in terms of the cone angles. As we said, our goal is to construct a Kähler metric ω ∞ on X 0 := X \ (∪Y j ) whose Ricci curvature is given according to the sign of the R-divisor K X + D, with prescribed asymptotic along D. For example, let us consider the case where K X + D is ample. Then we want ω ∞ to satisfy the two following properties:
• ω ∞ is Kähler-Einstein on X 0 : −Ric (ω ∞ ) = ω ∞ on X 0
• ω ∞ has cone singularities along D.
This problem, in a more general form not involving positivity on the adjoint bundle K X + D, can be restated in the Monge-Ampère setting. Namely, given a Kähler form ω on X, we want to solve the following equation (in ϕ):
(MA) (ω + dd c ϕ) n = e f +λϕ µ D for λ ∈ {0, 1}, f ∈ C ∞ (X), and where µ D is the volume form on X given by µ D = ω n j∈J |s j | 2(1−τj ) for sections s j of (L j , h j ) defining Y j ; moreover, if λ = 0, one assumes that X e f µ D = X ω n . Here d = ∂ + ∂ and d c = 1 2iπ (∂ − ∂).
When λ = 1, using an elementary regularization argument, one can construct a (unique) continuous solution ϕ of equation (MA), cf. section 5.1. The case where λ = 0 is deeper: as µ D as L p density for some p > 1 (this is an important place where the klt condition is used), a theorem of S. Ko lodziej [Ko l98] shows that this equation has a unique (normalized) solution ϕ ∞ , which is continuous on X. By [EGZ09, Theorem B] (see also [Pȃu08] ), ϕ ∞ is known to be smooth outside Supp(D).
The metric ω ∞ = ω + dd c ϕ ∞ on X 0 = X \ (∪Y j ) satisfies the condition stated in the first item. Unfortunately, the theorem of S. Ko lodziej or their generalizations don't give us order 2 information on ϕ ∞ near Supp(D), which is exactly what the condition in the second item ("cone singularities") requires.
Our first main result is the following:
Theorem A (Main Theorem). -We assume that the coefficients of D satisfy the inequalities 0 < τ j 1 2 .
Then the Kähler metric ω ∞ solution to the following equation This problem has already been studied in many important particular cases. Indeed, in the standard orbifold case, corresponding to coefficients τ j = 1 m j for some natural numbers m j 2, G. Tian and S.-T. Yau have established in [TY87] the existence of such a Kähler-Einstein metric compatible with the (standard) orbifold structure, in the case where K X +D is ample. R. Mazzeo ([Maz99] ) annonced the existence of Kähler-Einstein metrics with cone singularities when D is smooth and irreducible (assuming K X + D ample) while T. Jeffres ([Jef00] ) studied the uniqueness under the same assumptions. Moreover the recent article by S. Donaldson (cf. [Don10] and the references therein) is very much connected with the result above; even more recently, we refer to the papers by S. Brendle (cf. [Bre11] ) and R. Berman (cf. [Ber11a] ) for the complete analysis of the Ricci-flat (resp. positive Ricci curvature) case under the assumption that D had only one smooth component. After the first version of this article appeared, T. Jeffres, R. Mazzeo and Y. Rubinstein gave in [JMR11] a complete treatment of the Kähler-Einstein problem for metrics with cone singularities along one smooth divisor.
We note that the assumption τ j 1 2 is automatically satisfied in the orbifold case, and that it is also appears in a crucial way in [Bre11] so as to bound the holomorphic bisectional curvature of the cone metric outside the aforesaid hypersurface.
We discuss now briefly our approach to the proof of this result. The strategy is to regularize the equation (MA) and to obtain uniform estimates; then ω ∞ will be obtain as a limit point of solutions of the regularized equations. In order to achieve this goal, we will proceed as follows. We first approximate the standard cone metric ω o (or better say, its global version) with a sequence of smooth Kähler metrics (ω ε ) ε>0 on X.
The approximations are constructed such that ω ε := ω + dd c ψ ε belongs to a fixed cohomology class [ω] for some metric ω on X. The explicit expression of ψ ε is given in section 3. Our candidate for the sequence converging to the metric ω ∞ we seek will be
where ϕ ε is the solution to the following Monge-Ampère equation, which may be seen as a regularization of equation (MA):
Here we have λ ∈ {0, 1}, f ∈ C ∞ (X) (this function will be given by the geometric context in the second part of this article), and the s j 's are sections of hermitian line bundles (L j , h j ) such that Y j = (s j = 0). If λ = 0, we impose moreover the normalization X ϕ ε dV ω = 0.
First we remark that if ε > 0, then we can solve the equation (⋆ ε ) and obtain a solution ϕ ε ∈ C ∞ (X) thanks to the fundamental theorem of Yau in [Yau78] . Indeed, this can be done since ω ε is a genuine metric, i.e. it is smooth. Of course, the main part of our work is to analyze the uniformity properties of the family of functions
as ε → 0. To this end, we mimic the steps of the "closedness" part of the method of continuity in [Yau78] , as follows.
-Using the results of [Ko l98], we already obtain C 0 estimates; this combined with standard results in the theory of Monge-Ampère equations gives us interior C 2,α estimates provided that global C 2 estimates have been already established. If we fulfill this program, than we can extract from (ω ϕε ) ε>0 a subsequence converging to the desired solution ω ∞ , which will henceforth be smooth outside the support of D.
-As we mentioned earlier, we aim to compare ω ∞ and ω o , and to this end we need global C 2 estimates on ϕ ε , i.e. to compare ω ϕε and ω ε in an uniform manner. The key observation, though rather simple, is that in our situation, we only need to obtain a uniform lower bound on the holomorphic curvature of ω ε so as to get the estimates. In the next section, we detail the preceding observation, providing a general context under which one may obtain such C 2 estimates.
In conclusion, we do not have to deal directly with the singular metric ω o since we are using its regularization family (ω ε ) ε>0 : it is thanks to this simple approach that we can avoid the "openness" part of the continuity method, and it enables us to treat the case where D is not necessarily irreducible, compare with [Don10] , [Bre11] , [Ber11a] and the references therein (especially [Kob84] , [BK90] ).
We study then equation (MA) in the case where λ = −1. We know that this equation (even when the volume form is smooth) does not necessarily admit a solution, so that we can't use the same techniques as previously. Therefore, we will only consider the cases where we already know that (MA) admits a solution. More generally, we prove the following result:
Theorem B. -Let X be a compact Kähler manifold and D = (1−τ j )Y j a divisor with simple normal crossings such that its coefficients satisfy 0 < τ j 1/2. Let µ D = dV / j |s j | 2(1−τj ) be a volume form with cone singularities along D, ψ a bounded quasi-psh function, and ω a Kähler form on X. Then any (bounded) solution ϕ of
is Hölder-continuous and the metric ω + dd c ϕ has cone singularities along D.
We may notice that we only need to assume the existence of a solution ϕ belonging to the space E(X, ω) ⊃ P SH(X, ω) ∩ L ∞ (X); we refer to section 6 for the details. Now, to get back to our initial equation (MA) with λ = −1, we apply Theorem B to ψ = ϕ. This shows in particular that any Kähler-Einstein metric (in a sense to be defined) on a log-Fano manifold (X, D) has cone singularities along D, as soon as the coefficients of D are greater than 1/2. In particular, using the recent results of Berman [Ber11a, Theorem 1.5], we see that a Fano manifold X carrying a smooth anticanonical divisor D ∈ | − K X | admits a conic Kähler-Einstein metric ω τ for any τ sufficiently small -in the sense that
This enables to start the continuity method in the program proposed by Donaldson [Don10] .
In the second part of this article we will establish a few results concerning the holomorphic tensors on geometric orbifolds; our theorem gives a positive answer to a question raised by the first named author in [Cam09] , where these objects were introduced. The (orbifold) tensor bundles which are r-contravariant and s-covariant are denoted by T r s (X|D). They are the locally free O X -modules whose (local) sections are the usual holomorphic tensors (outside Supp(D)) which are bounded with respect to any metric having cone singularities along D. We will explain this definition and give some of the basic properties of T r s (X|D) in section 8.
We have the following result.
Theorem C. -Let (X, D) be a log-smooth klt pair; in addition, we assume that for all j ∈ J, we have 0 < τ j 1/2. Then the following assertions hold true. (ii) If −c 1 (K X + D) contains a Kähler metric, then we have
for any s 1.
(iii) If c 1 (K X + D) contains a smooth, semi-positive (resp. semi-negative) representative, then the holomorphic sections of the bundle T r (X|D) (resp. T s (X|D)) are parallel.
Thus Theorem C is a generalization of the classical results by S. Kobayashi and A. Lichnerowicz (cf. [Kob80] , [Kob81] , [Lic67] , [Lic71] ) in the setting of pairs. The meaning of the word "parallel" in the part (iii) of the theorem above will become clear in the section 9; we just mention here that this implies the fact that the sections of the bundle T r (X|D) vanishing a point of X 0 are identically zero, if c 1 (K X + D) contains a smooth, semi-positive representative.
We explain next the outline of our proof. Basically, we follow the differential-geometric arguments in the articles quoted above (in the same spirit as in [DPS] , [Dem95, Theorem 14.1]): the fundamental difference is that the metrics we are dealing with here are singular, and as usual this creates important difficulties.
We discuss next Theorem C e.g. the case K X + D > 0; as we mentioned before, under this hypothesis we are able to construct a metric ω ∞ which is smooth on
on X 0 and whose eigenvalues are comparable with the ones of the "standard" cone metric associated to (X, D) (see section 3).
An r-contravariant and s-covariant tensor u which is only defined on X 0 will be called bounded if the supremum of its norm with respect to ω ∞ on X 0 is bounded. We consider the (musical) contraction operator # :
between the spaces of bounded tensors; a simple verification consists in showing that # is welldefined. This class of tensors is important for us because of the following reason: a holomorphic tensor u is bounded, and so is #u (cf. 8.2). We use this remark in the following way. Let
be a holomorphic tensor field; by the Bochner formula, the difference
is given by an operator of order zero, involving the eigenvalues of Ric (ω ∞ ) with respect to ω ∞ . Here we denote by θ ε a truncation function (which is needed because ω ∞ is a genuine metric only on X 0 ); by equation (1), the eigenvalues of Ric (ω ∞ ) are strictly negative, and if we choose the truncation function carefully enough, we can show that the L 2 norm of the error term u ⊗ ∂θ ε converges to zero, as ε → 0. Along the whole procedure the fact that ω ∞ is comparable with the cone metric is absolutely crucial, since it enables us to apply the Bochner method with a good control with respect to ε.
Laplacian estimates revisited
Let (X, ω ε ) be a n-dimensional compact complex manifold, endowed with a sequence of Kähler metrics. For each ε > 0, we assume that we have
for some smooth function ψ ε . We consider the following equation:
where λ ∈ {−1, 0, 1}. If λ = 0, then we normalize the solution ϕ ε by X ϕ ε dV ω = 0. We remark that the equation (3) is modeled after (⋆ ε ), because the factor 1 d j=1 (ε 2 + |s j | 2 ) 1−τj will be absorbed by ω n ε , by an appropriate choice of ψ ε .
Our goal in this section is to derive a geometric context under which we can obtain a priori uniform C 2 estimates for ϕ ε in equation (3). This is the content of the following result, crucial in our approach, which is based on two observations: at first, we notice that once we have C 0 estimates, then one only needs to bound from below the holomorphic bisectional curvature of ω ε so as to obtain a priori C 2 estimates (cf. lemma 2.2). The second observation is that one may allow a rhs in the form e ψ1−ψ2 with ψ 1 , ψ 2 quasi psh. This borrowed from [BBE + ], which itself could be seen as an effective version of results appearing during the proof of the main theorem of [Pȃu08] .
Proposition 2.1. -Let ω be a Kähler form on X, ψ 1 , ψ 2 smooth functions and ϕ a smooth ω-psh function such that
Assume given a constant C > 0 such that
Then there exists a constant A depending only on n and C such that
For the computations to follow, it may be useful to translate the (intrinsic) conditions of the previous proposition, especially (iv), in local coordinates. Namely, the inequality in (iv) amounts to saying that the following inequality holds: 
and the corresponding components of the curvature tensor are
The proof of Proposition 2.1 is based on the following key lemma:
Lemma 2.2. -Let ω ′ = ω + dd c ϕ two cohomologous Kähler forms on X, and let f be defined by ω ′ n = e f ω n . Then there exists a constant B > 0 depending only on a lower bound for the holomorphic bisectional curvature of ω such that
where ∆ (resp. ∆ ′ ) is the Laplace operator attached to ω (resp. ω ′ ).
Proof. -Our starting point is the following result, extracted from [Siu87, (3.2) p. 99]. Gathering terms coming (with different signs) from the scalar and the Ricci curvature together, we will obtain a similar inequality involving only a lower bound for the holomorphic bisectional curvature.
Proposition 2.3. -We have the following inequality
where we use the Einstein convention.
The notations above are as follows:
-In local coordinates, we have
-The components of the tensor R ji kl are obtained from R jikl by contraction with the metric ω, and
are the coefficients of the Ricci curvature of ω in the (z)-coordinates.
The right hand side of the inequality (5) is independent of the coordinates in which we choose to express the metrics and the corresponding curvature tensors.
Let p ∈ X be an arbitrary point; we consider a coordinate system
on a small open set containing p, such that ω is orthonormal and such that ω ′ is diagonal at p when expressed in the w-coordinates.
We rewrite the rhs term of the inequality (5) in the w-coordinates; we have
as well as (7) i,j,k,l
The curvature tensor has the following symmetry property
hence by (6), (7) and (8) combined with the inequality (5) we obtain
We choose a lower bound B > 0 for the holomorphic bisectional curvature:
so that we obtain successively:
which is exactly the content of the lemma. Now we may end the proof of Proposition 2.1.
Proof of Proposition 2.1. -We use lemma 2.2, which gives:
and ∆ ′ is the laplacian associated to ω ′ . Let us observe the both following inequalities:
with C 2 = n(C 1 + 1). Now, at the point p ∈ X where log tr ω ω ′ + ψ 2 − (C 1 + 1)ϕ attains its maximum, we have
Moreover, from the inequality
and therefore we may find a constant A > 0 depending only on n and C such that
which concludes the proof.
During the following paragraphs, we will construct the sequence of metrics (ω ε ) ε>0 satisfying equation (3) with λ ∈ {0, 1} and we will verify that it has the properties required in Proposition 2.1 (applied to ψ 1 = F ε + λ(ϕ ε + ψ ε ) and ψ 2 = 0); this will conclude the proof of the Main Theorem, by passing to the limit when ε → 0. More precisely, we need to show the following uniform estimates:
Indeed, if these estimates are established, then the only missing point in order to apply Proposition 2.1 is the lower bound for ∆ ωε (ϕ ε +ψ ε ). But as ω ε +dd c ϕ ε is a Kähler form and
Finally, the case where λ = −1 will be studied in section 6, where Proposition 2.1 will be used in its general form, in contrary to the previous cases λ ∈ {0, 1} where we took ψ 2 = 0.
The sequence of metrics
We consider the function χ such that for any t 0,
and let s be a holomorphic section of some hermitian line bundle (L, h); we have
We apply the ∂-operator to the preceding inequality and we obtain
where Θ is the curvature form of (L, h). By formula (12), we obtain
Hence we get
We indicate next the construction of a sequence of smooth Kähler metrics (ω ε ) ε 0 , which is a regularization of the cone metric (cf. e.g. [Cla08] ).
For each j ∈ J, let χ j = χ j,ε : [ε 2 , ∞[→ R be the function defined as follows:
for any t 0; we denote by ε 0 a real number. There exists a constant C > 0 independent of j, ε such that
provided that t belongs to a bounded interval. Also, for each ε > 0 the function defined in (14) is smooth.
Let (L j , h j ) j∈J be a set of hermitian line bundles, such that for each j there exists a holomorphic section s j ∈ H 0 (X, L j ) whose zero set is precisely Y j i.e.
For each j we denote by h j a smooth hermitian metric on the bundle L j . The choice of the function χ j as above is motivated by the following equality, derived from (13):
where we denote by |s j | the norm of the section s j measured with respect to the metric h j , by D ′ the (1, 0) part of the Chern connection associated to (L j , h j ), and by Θ hj (L j ) the curvature form of (L j , h j ).
Let ω be any Kähler metric on X; we consider the (1, 1)-form
on X, so that we have
It is a Kähler metric for each ε > 0 provided that "N " above is positive enough constant, given equality (16). If ε = 0, then we will denote the metric above by ω o . Setting
and we remark that for each ε > 0, the metric ω ε is smooth. For ε = 0, the metric ω o has precisely the cone singularities induced by the pair (X, D). In conclusion, the family (ω ε ) ε>0 can be seen as regularization of the metric ω o .
Bounding the curvature from below
To understand better the curvature estimate we have to prove, we consider a small open set Ω centered at p ∈ X, and p ∈ ∩(s j = 0) for j = 1, . . . , d (these sets are assumed to have strictly normal intersections). We define the (z)-coordinates by the local expression of s j , completed in an arbitrary manner. Then we notice that we have
where the constant C above is independent of ε.
Next, we perform the computation of the components of the curvature tensor; the point is that only the "diagonal" components R εpppp (z) blow up as ε ≪ 1, and they do it in the right direction, so that (4) will be satisfed. In order to reduce the complexity of the evaluation of R εpqrs (z), we will use the coordinate systems which are constructed in the following paragraph.
4.
1. An appropriate coordinate system. -We have the following elementary result.
be a set of hermitian line bundles, and for each index j = 1, . . . , d, let s j be a section of L j ; we assume that the hypersurfaces
are smooth, and that they have strictly normal intersections. Let p 0 ∈ ∩Y j ; then there exist a constant C > 0 and an open set Ω ⊂ X centered at p 0 , such that for any point p ∈ Ω there exists a coordinate system z = (z 1 , . . . , z n ) and a trivialization θ j for L j such that:
(ii) With respect to the trivialization θ j , the metric h j has the weight ϕ j , such that
for some constant C α,β depending only on the multi indexes α, β.
Proof. -It is completely standard, but we will nevertheless provide a detailed argument, for the sake of completeness. Let U ⊂ X be a coordinate open set, such that p 0 ∈ U . We consider the trivialization
and let w 1 , . . . , w d be the expression of s 1 , . . . , s d with respect to the trivializations above. By the "simple normal crossing" hypothesis, we can complete the w ′ s to a coordinate system at p 0 . For each j, let µ j be the weight of the smooth metric h j when restricted to U .
If p = p 0 , then we consider the Taylor expansion of µ j at p 0 , as follows
w i a ij + higher order terms and we define θ j by composing µ j with the map
With respect to the new trivialization θ j , the section s j corresponds to w j e −lj,0(w) , and the weight ϕ j of h j vanish at p 0 , together with its differential.
We define z j := w j e −lj,0(w) for j = 1, . . . , d and z j := w j for j d + 1; then there exists Ω ⊂ U such that z = (z j ) is a coordinate system on Ω, and thus the lemma is established for p = p 0 .
To prove the result in full generality, we consider the Taylor expansion of µ j at the point p
and then we define θ j by composing µ j with the map
The important observation is that l j − l j,0 ≪ 1 provided that p − p 0 ≪ 1 is small enough, so that for a well-chosen open set Ω ⊂ U containing p 0 , the functions z j := w j e −lj(w) for j = 1, . . . , d and z j := w j for j d + 1 will still form a coordinate system, for any p ∈ Ω. The lemma is therefore completely proved, since the constant C α,β in (20) can be taken to be an upper bound for the coefficients of all the derivatives of µ j of order |α| + |β|, with respect to the (z)-coordinates (see the definition of z as a function of w above).
Of course that the coordinates z = (z j ) we are constructing here are strongly dependent on the point p; nevertheless, what will be important in the following computations is the uniformity of the constant "C". 
In particular, we have the following explicit expression of the coefficients (g pq ) of the metric ω ε constructed in section 3:
The expressions of α, β above are functions of the partial derivatives of ϕ; in particular, α is vanishing at the given point p at order at least 1, and the order of vanishing of β at p is at least 2 (this helps a lot in the computations to follow...).
Before we begin to estimate the curvature of ω ε , let us give an estimate for the coefficients of (g pq ):
Lemma 4.2. -In our setting, and for ε 2 + |z| 2 sufficiently small, we have at the previously chosen point p:
(ii) For every k, l ∈ {1, . . . , d} such that p = q,
the O being with respect to ε 2 + |z| 2 going to zero.
Proof. -Let us set M (z) = (g kl ) kl , and put it in the form:
where B and C are bounded matrices (when ε 2 + |z| 2 goes to 0), and
where all a ij 's are bounded at z = p, uniformly in p and ε.
If we denote by M ij the (n − 1, n − 1) matrix obtained from M by removing the i-th line and the j-th column, we can write, for k ∈ {1, . . . , d}:
where A I (z) is (uniformly) bounded at z = p. But as ε 2 + |z| 2 goes to 0, it is clear that
and therefore:
This shows (i) by taking the inverse of the previous relation. The second point is very similar, because
To be rigorous, we must note that if a kl = 0, the preceding relation might not hold, but we just have to replace the symbol ∼ by O, which does not affect the final result.
4.3. Computation of the curvature: the non-diagonal case. -In this subsection and the following one, we want to check that condition (4) is fulfilled. To this end, we first show that there exists a constant C > 0, independent of ε, such that
here we denote e.g. by θ i,k the z k -partial derivative of the function θ i (which is the (p,q)-component of the curvature form Θ i of (L i , h i ) in the chosen coordinates). The previous relation holds modulo terms whose vanishing order at p is at least 2. Next, we apply the operator ∂ ∂zs to the equality above, and we evaluate the result at p; we obtain the following result:
When multiplied with the factor
the only unbounded term (as ε → 0) in the expression (23) is the following
as one can see by a tedious but not difficult straightforward computation. The remaining diagonal case will be treated later.
Estimating
where (bd) means "bounded terms". Now we have to multiply with
1−τs 2 g ut having in mind, thanks to lemma 4.2 that
whenever u = t, and
Again, a straightforward computation (which will not be detailed here) shows then that each of those terms becomes bounded, except in the case p = u = r = t = q = s with the term
We may observe that we need the hypothesis τ i 1/2 for all i in this computation.
This finishes to prove that the non-diagonal terms of the curvature of ω ε are uniformly bounded.
4.4. Computation of the curvature: the diagonal case. -By the considerations and computations of the previous section, we only have to show that the following expression is bounded from below when ε goes to zero:
ã whenever p = q = r = s. But this term equals:
But by lemma 4.2, we know that
which is bounded from below since τ p 1/2.
In conclusion, this shows that we have
ωε R εpppp −C for any vectors v and w of ω ε -norm equal to 1, hence the relation (4) is established. 4.5. Estimating ∆ ωε F ε . -Let us fist fix some notations. X is endowed with some Kähler form ω, and for each ε > 0 small enough, we defined in (17) the Kähler form ω ε = ω + dd c ψ ε where ψ ε = 1 N j χ j,ε (ε 2 + |s j | 2 ). As we saw in the introduction, we want to solve the following Monge-Ampère equation:
for some function f ∈ C ∞ (X), and λ ∈ {0, 1}. Having in mind Proposition 2.1, we may rewrite the last equation under the following form:
and, according to the inequality (iv) occuring in the assumptions of Proposition 2.1, we need to show that ∆ ωε F ε −C for some constant C > 0 independent of ε.
First of all, we shall treat the term ∆ ωε f . Indeed, from equality (18), we easily deduce the existence of a constant γ ∈]0, 1[ independent of ε such that (24) ω ε γω
Moreover, there exists C > 0 such that dd c f −Cω so that
and thus −Cγ
which shows that ∆ ωε f = tr ωε (dd c f ) is uniformly bounded.
Furthermore, it is rather easy to see that the term inside the logarithm, say u ε may be written (in the previously chosen (z)-coordinates):
where C(z) and A I (z) are sums of terms in the form
where B(z) is smooth independant of ε, α k is smooth and zero at p, β l is smooth and vanishes at order at least 2 at p, and where λ k ∈ {0, 1/2}. Indeed, the terms in the metric of the form
may appear once or squared in the summands of the determinant ω n ε , but then we simplify them with the term
1−τi which is always possible, because the term (ε 2 + |z k | 2 ) −(1−τ k ) can't appear in those summands according to the alternating properties of the determinant.
So as to compute the laplacian of (the log of) this term, we do it pointwise, so that the first thing to do is using the normal coordinates (w) in which ω ε is tangent at order 1 to the flat metric. Indeed, in these coordinates, and at our point, we have for every f > 0 and any real function g, h:
and ∆ ωε (gh) = g∆ ωε h + h∆ ωε g + ∇g, ∇h ωε where ∇f (w) = ∂f ∂w i w i is the usual (euclidian) gradient.
By lemma 4.2, we see that u ε (p) admits a positive lower bound independent of ε and in particular, as u ε is clearly uniformly upper bounded, we obtain a constant C > 0 independent of ε such that:
The uniform minoration of u ε (p) shows that it is enough to check that the functions appearing in the products have bounded ω ε -laplacian and that their gradient's norm |∇| 2 ωε is bounded too. Of course, we need the (z)-coordinates now, so we use the following rules:
having still in mind that there exists some constant C > 0 such that:
Let us finally make the computations:
and as τ k 1/2, our initial terms become bounded after being multiplied by
Now we have to investigate the laplacians and gradient of
is always bounded, so that the vanishing of α k at p guarantees that the gradient of our term is bounded. As for the second derivative, a computation leads to:
As we already observed, the last term on the right is bounded, and as for the other one, we may multiply it with (ε 2 + |z k | 2 ) (1−τ k ) , so that they clearly become bounded, too.
To finish the computation, we have to deal with
. As β l vanishes up to order 2 at least, the gradient at p is zero, and the second derivatives are equal to
This finishes the proof of the existence of a constant C > 0 independent of ε such that |∆ ωε F ε | C.
We may now notice that inequalities (15), (24) and (25) show that the sought estimates (ii) of Proposition 2.1 are satisfied. Therefore, according to this proposition, we are left to obtain C 0 estimates for ϕ ε in order to get the Laplacian estimates.
5. From C 0 to C 2,α estimates: proof of the Main Theorem 5.1. C 0 estimates. -We denote ω ′ ε = ω ε + dd c ϕ ε the metric obtained by solving (in ϕ ε ) the Monge-Ampère equation
where λ ∈ {0, 1}. If λ = 0, we choose ϕ ε to be the solution of the previous equation which satisfies
We are first wishing to get C 0 estimates for ϕ ε .
In the case where λ = 1, we may follow e.g. [Yau78] , [Siu87] ; we will briefly recall next the argument. We choose a point x 0 where ϕ ε atteins its maximum, so that det(ω ε +dd c ϕ ε ) det(ω ε ) and thus (F ε + ψ ε )(x 0 ) + ϕ ε (x 0 ) 0 and therefore sup X ϕ ε sup X (|F ε | + |ψ ε |) M , where M > 0 is a constant which does not depend of ε as we already mentioned in (15) and (25). Moreover, we can apply the same argument with inf X ϕ ε , and we thus have our a priori C 0 estimates.
In the case where λ = 0, we need a slightly more involved result coming from pluripotential theory. This is the following theorem basically due to S. Ko lodziej [Ko l98 ] (see also [EGZ09] , [Zha06] , [ST08] , [B lo11], [Tos09] , [Tos10] for substantial improvements and interesting applications of this result):
Theorem 5.1. -Let (X, ω) be a compact Kähler manifold, and let (F ε ) ε>0 be a family of smooth functions, such that X e Fε ω n = X ω n and such that there exists two constants δ 0 > 0 and C 0 > 0 for which we have
for any ε > 0. Then any solution ρ ε to the Monge-Ampère equation
where C > 0 depends only on (X, ω) and on (δ 0 , C 0 ) above.
We want to apply this result to the pair (X, ω); we remark that the equation (⋆ ε ) can be written as
where ρ ε := ψ ε + ϕ ε . By adjusting ψ ε with a constant (whose variation with respect to ε is bounded), we can assume that
By the previous theorem, we infer that
where C 0 > 0 is a constant independent on ε. Therefore we deduce our C 0 estimate:
given the expression of ψ ε in 3.
5.2. Laplacian estimates. -All we have to do is to combine the results of subsections 4.3, 4.4, 4.5 with Proposition 2.1; actually, this proves the Main Theorem. For the sake of completeness, we shall explain in the next subsection why the solution ω ∞ to our equation (MA) (or equivalently (⋆ 0 )) is smooth outside the support of D. As we already mentioned in the introduction, this result is already known.
5.3. C 2,α estimates. -Remember that we wish to extract from the sequence of smooth metrics ω ε + dd c ϕ ε some subsequence converging to a smooth metric on X 0 = X \ (∪ j∈J Y j ). In order to do this, we need to have a priori C k estimates for all k. The usual bootstrapping argument for the Monge-Ampère equation allows us to deduce those estimates from the C 2,α ones for some α ∈]0, 1[. The crucial fact here is that we have at our disposal the following local result, taken from [GT77] (see also [Siu87] , [B lo11, Theorem 5.1]), which gives interior estimates. 
In our case, we choose some point p outside the support of the divisor D, and consider two coordinate open sets Ω ′ ⊂ Ω containing p, but not intersecting Supp(D). In that case, we may find a smooth Kähler metric ω p on Ω, and a constant M > 0 such that for every ε > 0, we have M −1 ω p ω ε|Ω M ω p . Then one may take u = ϕ ε in the previous theorem, and one can easily check that there are common upper bounds (i.e. independent of ε) for all the quantities involved in the statement. This finishes to show the existence of uniform a priori C 2,α (Ω ′ ) estimates for ϕ ε .
As we mentioned earlier, the ellipticity of the Monge-Ampère operator automatically gives us local a priori C k estimates for ϕ ε , which ends to provide a smooth function ϕ on X 0 (extracted from the sequence (ϕ ε ) ε ) such that ω ∞ = ω + dd c ϕ defines a smooth metric outside Supp(D) satisfying
Moreover, the strategy explained at the end of section 2 and set up all along the section shows that this metric ϕ has cone singularities along D, so this finishes the proof of the main theorem up to some detail.
Indeed, we have showed that on can extract a subsequence of (ϕ ε ) converging locally uniformly on X \Supp(D) to a bounded function ϕ having cone singularities along D. We still need to make sure that ϕ is the solution of the Monge-Ampère equation (MA) we started from. Actually, this is a consequence of Ko lodziej's stability theorem as the Monge-Ampère measures ω n ϕε converge in L p norm (for some p > 1) to e f +λϕ µ D . We could also have used the following elementary argument: on X \ Supp(D), the local uniform convergence of (ϕ ε ) to ϕ ensures that ω n ϕ = e f +λϕ µ D on that set. Moreover, as ϕ is globally bounded on X, its Monge-Ampère does not charge any pluripolar set hence ϕ satisfies (MA) on the whole X, which concludes.
Kähler-Einstein metrics on log-Fano manifolds
In this paragraph, we finish the program initiated in the previous sections showing that, roughly speaking, every Kähler-Einstein on a (log-smooth klt) pair (X, D) (in an appropriate meaning) has cone singularities along D. We proved it when K X + D ample or flat, and we will show it when K X + D is anti-ample (that is −(K X + D) ample). So we have in mind the following equation:
with the same notations as in the introduction. This volume form (or any equivalent volume form) will be called a cone volume form, D being understood.
As is well-known, we cannot simply regularize this equation as in the previous sections and use 2.1 so as to obtain our solution, because there need not to be C 0 estimates anymore. Even in the smooth case, the equation (ω + dd c ϕ) n = e f −ϕ ω n may not have solutions, else there would always exist positively curved Kähler-Einstein metrics on Fano varieties, which is not the case. Therefore we will restrict ourselves to show that whenever a solution of the former MongeAmpère equation exists, then it has cone singularities along the divisor.
Before we go any further, let us recall the definition of the class E(X, ω), which is composed of ω-psh functions ϕ such that their non-pluripolar Monge-Ampère (ω + dd c ϕ) n has full mass X ω n (cf. [GZ07] , [BEGZ] ). The main result of this section is the following:
Theorem 6.1. -Let X be a compact Kähler manifold and D = (1 − τ j )D j a divisor with simple normal crossings satisfying 0 < τ j 1/2, let µ D be a cone volume form, ψ a bounded quasi-psh function, and ω a Kähler form on X. Then any solution ϕ ∈ E(X, ω) of
Proof. -We already know that ϕ is Hölder continuous: indeed as the rhs is in L p (dV ω ) for some p > 1, there exists a Hölder-continuous solution by Ko lodziej's theorem (cf. [Ko l98, Ko l08]). But this equation admits a unique solution in E(X, ω) up to normalization, thanks to [GZ07, Theorem 3.3], so that ϕ is necessarily Hölder continuous.
To control the singularities of the solution, one needs to write it as a limit of the regularized Monge-Ampère equations, which we will control thanks to the previous estimate 2.1. So we start by using Demailly's regularization theorem to approximate ψ by a sequence (ψ ε ) ε of bounded 2ω-psh functions, and we consider the following equation (26) (ω + dd c ϕ ε ) n = e −ψε−Gε ω n where G ε = j a j log(|s j | 2 + ε 2 ) (up to an additive normalizing constant guaranteeing that the previous equation has a solution; this constant is easily seen to be bounded when ε → 0), and ϕ ε is the normalized solution given by Aubin-Yau's theorem. To study the asymptotic of ω + dd c ϕ ε , one needs to compare this metric with the regularized cone metric ω ε = ω + dd c χ ε given in section 3 (we changed the notations a bit). Therefore we rewrite equation (26) in the form:
Using the results of section 4.5, we see that F ε is smooth and uniformly bounded so as its ω ε -laplacian. Now we want to apply Proposition 2.1 with ψ 1 = F ε and ψ 2 = ψ ε and the Kähler form ω ε , whose holomorphic bisectional curvature is known (thanks to section 4) to admit a uniform lower bound. As ω ε γ −1 ω for some γ > 0, ψ ε is 2γω ε -psh and thus ∆ ωε ψ ε −2nγ. Therefore, it only remains to get C 0 estimates on ϕ ε , for which are going to use Ko lodziej's results. To this end, we use the form (26) of our equation (else, the estimates we would obtain by Ko lodziej's theorem could depend on (X, ω ε ) and not just on a lower bound for the holomorphic bisectional curvature of ω ε ). Of course, equations (27) and (26) are the same equation, but in (26), the reference metric ω is fixed, and it is clear that f ε := e −ψε−Gε satisfies ||f ε || L p (dVω ) M for some p > 1 and M > 0 not depending on ε. We may now apply Ko lodziej's result to obtain C > 0 satisfying sup X |ϕ ε | C. As χ ε is uniformly bounded, then ϕ ε − χ ε is uniformly bounded, so that we have the desired C 0 estimates for the solutions of (27).
Therefore, we may now apply Proposition 2.1, and we get a constant A > 0 independent of ε such that
By Evans-Krylov theory (cf. theorem 5.2), we then get interior (this means here local and outside Supp(D)) estimates at any order. Therefore we may extract from ϕ ε a subsequence converging weakly to ϕ ∞ on X, such that ϕ ∞ is smooth outside D, and satisfies
where ω 0 is a metric with cone singularities. As ϕ ∞ is bounded thanks to the C 0 estimates, ϕ ∈ E(X, ω) and
n so the uniqueness theorem of Guedj-Zeriahi [GZ07, Theorem 3.3] allows us to conclude that ϕ ∞ − ϕ is constant. This finishes to prove that ω + dd c ϕ has cone singularities along D.
Let X be a smooth complex projective variety, D = (1 − τ j )D j an effective R-divisor with simple normal crossing support and such that for all j, τ j ∈]0, 1[. We choose sections s j of hermitian line bundles ( • Ric ω = ω ;
• There exists C > 0, and µ D a cone volume form on X 0 such that: Proposition 6.3. -Let (X, D) be a log-Fano manifold. We choose a Kähler metric ω 0 ∈ −c 1 (K X + D). Then any Kähler-Einstein metric ω for (X, D) extends to a Kähler current ω = ω 0 + dd c ϕ on X where ϕ ∈ P SH(X, ω 0 ) ∩ L ∞ (X) is a solution of
Proof. -For the convenience of the reader, we give the proof of the proposition in terms of ω-psh functions. Let us define a smooth function ψ on X 0 by:
is the curvature of (L i , h i ). By assumption, ψ is bounded on X 0 , and we know that on this set,
As it is upper bounded, it extends to a (unique) M ω 0 -psh function on the whole X, which we will also denote by ψ. Let now f be a smooth potential on X of Ric ω Proof. -Indeed, by the previous proposition, such a metric extends to a current ω = ω 0 + dd c ϕ on X where ϕ ∈ P SH(X, ω 0 ) ∩ L ∞ (X) is a solution of
Therefore, applying theorem 6.1 to ψ = ϕ and µ D = e −ϕD ω n 0 , we are done.
Let now X be a Fano manifold, and D ∈ | − K X | a smooth divisor. By computing the α-invariant of the pair (X, (1 − τ )D), Berman has showed in [Ber11a, Theorem 5.1] that the pair (X, (1 − τ )D) admits a (weak) Kähler-Einstein cone metric ω τ (along D) as soon as the angle τ is small enough. Therefore, applying the last corollary, we deduce that those metrics have actually cone singularities along D. This is the first step of the program initiated by Donaldson [Don10] to solve the so called Yau-Tian-Donaldson conjecture.
Metrics with prescribed Ricci curvature on geometric orbifolds
We consider a function f ∈ C ∞ (X) and λ ∈ {0, 1}. For each ε > 0, we denote by ω ε the metric constructed in section 3, and we consider the following Monge-Ampère equation
It has a unique solution ϕ ε ∈ C ∞ (X) if λ = 1, and it has a unique solution ϕ ε ∈ C ∞ (X) such that
We are going to apply Theorem A, by choosing the data in (⋆ ε ) according to the hypothesis of Theorem C. At first we assume that we have
for some Kähler metric ω on X; as above, λ is equal to zero or 1. Then there exists a function f ∈ C ∞ (X) such that
as a consequence of the relation (28). Equality (⋆ 0 ) shows that we have
on X 0 , and by Theorem C, we also know the behaviour of ω ∞ near the support of the divisor D.
We assume next that there exists a closed, semi-positive definite form α on X such that
where λ ′ ∈ {−1, 1}. Then we consider a function f ∈ C ∞ (X) such that
which we plug in the family of equations (⋆ ε ) together with λ = 0. The metric ω ∞ given by Theorem A satisfies
In conclusion, under the hypothesis of Theorem C, we can construct a Kähler metric ω ∞ on X 0 , such that:
1. The Ricci curvature of ω ∞ satisfies equality (29) if c 1 (K X + D) is strictly positive or zero.
2. The Ricci curvature of ω ∞ satisfies equality (31) if the Chern class c 1 (K X + D) is semipositive or semi-negative.
3. In both cases above, there exists a positive constant C such that
at each point of X 0 , and where ω o is a metric with cone singularities along D. We remark that the notion above is independent of the choice of the metric g, provided that the aforesaid metric satisfies the relation (33).
With respect to any coordinate system z = (z 1 , . . . , z n ) we can write locally
and then u can be expressed as follows
the condition (34) becomes
In inequality (35) above, we use the notations
and (g pq ) is the inverse of the matrix (g αβ ).
The following result explains the link between the global sections of the bundle T Proof. -The direct implication is immediate: let z be a coordinate system adapted to (X, D) at some point; we assume that its components are defined on some open set Ω ⊂ X. We remark that by relation (33) the following inequalities
as well as
hold pointwise on Ω, where C > 0 is a constant.
Let u be a holomorphic section of the bundle T 
The last expression is clearly bounded (as ⌈a⌉ a for any real number a), and since ∂u = 0 on X 0 , our direct implication is established.
We consider next a bounded, holomorphic section u of the bundle T r s (X 0 ). The "bounded" hypothesis combined with the above relations (36)-(39) shows in particular that we have
hence we infer the inequality
Then the holomorphic function u
2 -integrable, so it extends across the support of the divisor D, hence the lemma is proved. We remark that this kind of arguments are very useful in the orbifold context, see [Cam10] for other applications. . . , z n ) be a system of local coordinates, such that
the vector v can be expressed as
and then we have
In a similar fashion one can see that the #-operator (or rather its inverse) acts on T 0 1 (X 0 ) as follows: if ρ = i ρ i dz i is a local section of the bundle above, then we have
We extend the definition of # to any element of T r s (X 0 ) as indicated here 
Bochner formula and cut-off procedure
We consider here a Kähler metric g on X 0 , satisfying condition (33); in other words, g has the same order zero asymptotic as the cone metric ω o near the divisor D.
Let x ∈ X 0 be an arbitrary point. Since g is a Kähler metric, there exists a geodesic coordinate system z = (z 1 , . . . , z n ) centered at x, such that if we write
then the coefficients in the expression (43) above have the following expansion up to order 3:
We recall here the following Bochner type formula; see [BY53] , [Dem95, Lemma 14.2].
Lemma 9.1. -Let u be a tensor of (r, s)-type on X 0 , with compact support in X 0 . Then we have
for any pair of indexes (I, J), hence we obtain
On the other hand, we have
and it follows that
when evaluated at p, the first term of the right hand side of the preceding equality is precisely #∂ ⋆ ∂u; as for the second one, it is equal to #R(u).
In conclusion, we obtain
at p. We consider the scalar product with #u, and we use the fact that # is an isometry, together with the fact that u has compact support (this enables us to perform the integration by parts); the lemma is proved.
We start now the proof of Theorem C; we first discuss the point (i), so let u ∈ H 0 X, T r s (X|D) be a holomorphic tensor field, where r 1 + s. As mentioned in the introduction, we will have to use a cut-off function to the following purposes:
1. We intend to show that u = 0 by using the Bochner technique (Lemma 8.3), but the formula only applies to the compactly supported tensors.
2. We want the error term induced by the truncation procedure to converge to zero. We assume from the beginning that we have with respect to ω ∞ is bounded from above by a constant; again, we use the fact that the metric ω ∞ is assumed to have the properties at the end of section 8.
Let ε > 0 be a real number; we consider the tensor u ε := θ ε u.
It has compact support, hence by Lemma 9.1 we infer
The Kähler-Einstein condition reads as
and therefore the linear term R(u ε ), u ε becomes simply (s − r)|u ε | 2 . We show next that the term X0 |∂u ε | 2 dV ω∞ tends to zero as ε → 0. Since u is holomorphic, we have ∂u ε = u ⊗ ∂θ ε ;
we recall now that u is a bounded tensor, in the sense given in section 8, so we have for some constant C > 0 independent of ε; here we denote by ω a smooth hermitian metric on X. We remark that the support of the function Ξ We also notice that for each index p we have and the last integral is convergent, given that the hypersurfaces (Y j ) have strictly normal intersections.
We combine the inequalities (52)-(53), and we get As we can see, the relation (54) combined with the fact that R(u ε ), u ε = (s − r)|u| 2 will give a contradiction if u is not identically zero (we recall that by hypothesis we have r s+1).
The point (ii) of Theorem C is treated in a similar manner, except that X 0 may not admit a Kähler-Einstein metric. Nevertheless for any compact set K ⊂ X 0 , the Ricci curvature of ω ∞ is greater than a small, positive multiple of ω ∞ on K (cf. equality (31)), hence we get the result.
We explain next our arguments for the point (iii) of Theorem C; we only discuss the case
The term (55) X0 R(u ε ), u ε dV ω∞ is negative or zero, for any ε > 0 (here u is a holomorphic tensor of type (r, 0) θ ε |∂(#u)| 2 dV ω∞ → 0 as ε → 0. But this means that the tensor #u is holomorphic on X 0 ; in other words, we have D ′ u = 0 at each point of X 0 . By Lemma 8.2, we equally infer that we have #u ∈ H 0 X, T r (X|D) .
In conclusion, the function x → |u(x)| 2 ω∞ is constant, henceforth u is parallel with respect to ω ∞ . The proof of Theorem C is finished.
Remark 9.2. -If we are trying to implement the cut-off procedure described here by considering the "standard" function ε 4 and the above quantity integrated against the measure 1 |s| 2(1−τ ) dV ω is bounded, but it does not converges to zero as ε → 0.
Further comments
A question which seems to be very interesting to us -at least from the point of view of the analysis which is required-would be to formulate and prove an analog result in the log-canonical case, i.e. prove Theorem A for a divisor D having the following shape
where as always the hypersurfaces (Y j ) are smooth, and have strictly normal intersections.
Another problem would be to consider the case where the representative of the class c 1 (K X +D) is singular. For example, we assume that (X, D) is klt, and that K X +D is big. Then the analogue of the Kähler-Einstein metric in this context is constructed e.g. in [BEGZ] , but it is not clear how this object can be used in order to obtain some geometric consequences as in Theorem A.
