ABSTRACT Visual saliency (VS) is an important mechanism for defining which areas of an image will attract more attention of the HVS. Thus, VS can be employed to weight the just noticeable difference (JND) with different attention levels. Some VS-based JND profiles have been proposed in the DCT domain, which used the bottom-up features, such as luminance and texture only. Recently, the research about saliency detection has shown that a better saliency model considering both bottom-up features and top-down features will lead to a significant improvement for the overall saliency detection performance. In this paper, we propose a novel two-layer VS-induced JND profile, which is composed of the bottom-up features and the top-down feature extracted from DCT blocks in the transformed domain. In this model, the luminance and texture features are adapted to calculate the bottom-up features maps, while the top-down feature of focus is used to guide the generation of final salient regions since the camerapersons are used to facilitate the attention regions in focus. The proposed two-layer saliency-induced JND model is further applied to modulate the quantization step in the watermarking framework, which can make full use of its individual merits to achieve a better tradeoff between fidelity and robustness. The experimental results show that the proposed scheme has superior performance than the previous watermarking schemes.
I. INTRODUCTION
The last decade has witnessed a significant growth in using digital image watermarking as a means of multimedia copyright protection, data authentication, fingerprinting, multimedia indexing, and so on [1] - [3] . In the current digital image watermarking framework, the secret bits are embedded into a cover image, and later enable the intended user to extract the embedded bits from the watermarked image for various purposes.
Image signals, however, are subject to the visual distortions due to pixel changes such as watermark embedding. The watermarked image content perceived by the human visual system (HVS) differs in image quality depending on thresholds in pixels [5] or subbands [6] , [7] . Its modeling is widely used for visual redundancy estimation in image coding and transmission [8] , visual quality assessment [9] , and so on. Recently, JND-based image watermarking applications have been conducted to obtain maximum performance in terms of robustness while maintaining the fidelity constraint [10] , [11] . Basically, most of these works seeks to employ the JND model to restrict the modified magnitude of DCT coefficients. For instance, Podilchuk and Zeng [10] first proposed an image-adaptive watermarking scheme. Based on Watson's JND model [12] , an energy-modulated watermarking algorithm [13] was designed. Moreover, a combined JND model was incorporated into an energy difference-based watermarking scheme [14] . Evidently, the JND model is helpful to eliminate the watermarking strength. With the goal to achieve better robustness of the watermark-embedding mechanism, Cox et al. initially introduced Watson's perceptual model within the framework of spread transform dither modulation (STDM) [15] , which can provide a computational efficient watermarking algorithm with high data capacity. More recently, two newly JND models, one was formulated with a piece-wise linear function [7] and the other was proposed by employing not only background luminance and contrast masking, but also the spatial frequency [16] , [17] , were introduced into the STDM watermarking framework [11] .
Nevertheless, perceptual JND models with the validity of measuring the visual visibility for image distortion are still insufficient to effectively handle the images with different attention level. In general, distortion occurring in an area that attracts the viewers' attention is more annoying than that in other areas [18] , [19] . Visual saliency (VS) is another important mechanism for defining which areas of an image will attract more attention of the HVS. Therefore, VS can be employed to weight the JND model with different attention level. Further, the visual saliency-induced JND profile is used to enhance image watermarking performance. Accordingly, several works have been made in the literature. For example, Niu et al. [20] proposed a discrete cosine transform (DCT) based watermarking scheme where a saliency modulated JND profile regulates the watermark strength. The work followed the spectral residual [21] to estimate the saliency map. Moreover, Wan et al. [22] utilized the luminance and texture features to obtain the saliency, which can be associated with the Watson's JND model. The obtained saliency-induced JND model was then used to adjust the watermarking quantization step. In addition, Agarwal et al. [23] employed a saliencymodulated JND profile where the JND threshold modulates the scheme energy and a saliency map is used to preserve relevant areas of the image.
The robust performance of the image watermarking has been improved with the emerging visual saliency-induced JND models. Nevertheless, there are still two key issues to be addressed: one is how to improve the overall saliency detection performance. The works in [20] and [22] employed the bottom-up features of luminance and texture only. However, it is too simple to achieve more accurate visual saliency.
Treisman highly influential Feature Integration Theory (FIT) [24] provides a two-stage architecture for human vision: the bottom-up, data driven stage and the top-down, goal driven, attentive stage. Hence, it is desirable to design the top-down feature whereby humans brain will highlight the specific salient regions among those features obtained from the bottom-up mechanism. The other issue is that the full saliency-induced JND computations operate in the uncompressed domain. It has a limitation that the obtained perceptual slacks can not robust to the watermark embedding. So it is crucial to design the efficient saliency detection and JND profile algorithms in the compressed domain.
To this end, this paper will address the above two issues so that the robustness of image watermarking can be further enhanced. For the first issue, some preliminary studies [25] , [26] have explored top-down features (e.g., location, semantic, emotion stimuli, or peoples) for saliency detection. In general, it is computation-consuming and time-consuming to learn these specific top-down features for a computation model. Accordingly, we shall extract the focus feature, as the camerapersons are used to facilitate the attention regions in focus and the human knowledge is well accepted as top-down basis. Consequently, we will have two-layer features for visual saliency detection: 1) bottom-up features and 2) topdown features based on the different perspectives and extraction methods. For the other issue, we will design a visual saliency-induced JND profile in the transformed domain. As discrete cosine transform (DCT) is used in STDM watermarking framework at 8×8 block level, the DCT coefficients are used to extract luminance, texture, and focus features for each 8 × 8 block for saliency detection. Hereinafter, the visual saliency obtained using block-based luminance feature, block-based texture feature and focus feature. Further, the first two are simply defined as bottom-up layer, whereas the latter one is top-down layer. In summary, the contribution of our work is mainly threefold as follows: 1) We propose a two-layer visual saliency model in the transformed domain. The bottom-up layer features are extracted from the DCT coefficients, and the focus map, defined as the top-down feature, is also determined based on DCT blocks in the transformed domain. 2) A novel visual saliency-induced JND profile is presented based on the spatial frequency, luminance adaption and contrast masking with saliency's modulatory aftereffects. Compared to the existing models, the proposed model is robust to the operation within the crossdomain and can be better correlated with the real visual perception characteristics of HVS. 3) A newly designed robust image watermarking framework which employs two-layer saliency-induced JND model can make fully use of its individual merits to achieve better tradeoff between fidelity and robustness. Experiments demonstrate that the proposed watermarking scheme has a superior performance against common attacks. The rest of the paper is structured as follows: Section II introduces the framework of the proposed two-layer saliency optimization. In Section III, the saliency-based image adaptation scheme and dynamic browsing strategy are presented. Section IV shows experiment results and analysis. Conclusions and future work are presented in Section V.
II. PROPOSED VISUAL SALIENCY MODEL
Three techniques serve as the ground work while developing our proposed scheme. The works in [20] and [22] employed the bottom-up features of luminance and texture only. The basic luminance and texture features lead to acceptable accuracy in VS model, however, it is too simple to achieve more accurate visual saliency. In the human visual system, attention can be focused volitionally by top-down signals determined by the current task, and automatically by bottom-up signals associated with unexpected, novel or salient stimuli. In this section, a novel top-down feature within image is presented combined with two basic bottom-up features in the detection process of saliency map. As shown in Figure 1 , the proposed model employs two bottom-up features and proposed topdown feature to capture the visual saliency information based on the DCT coefficients. The image saliency model will be presented in the following subsections. First, II-A presents the bottom-up feature maps implemented within the design and II-B describes the proposed top-down feature map. Finally, the integration saliency map combined bottom-up feature maps with top-down feature map is presented in II-C.
A. BOTTOM-UP FEATURE MAP
Two simultaneous mechanism occur in human visual attention (HVA). The bottom up (BU) mechanism responds to small changes within a visual scene, and directs attention towards salient regions which is significantly distinct from the surrounding environment. In this section, we extract luminance component and texture information to generate bottom-up feature map by using the DCT coefficients from compressed images. The DCT coefficients are divided into DC coefficient and AC coefficients. The value of DC is 1/N times of the average intensity of the block, so it can be used to represent the luminance component L. The AC coefficients include the detailed frequency information for each image block, and previous studies have shown that the texture information of the block can be measured by AC coefficients [27] , [28] . The low-frequency (LF) components of AC coefficients capture much of the detailed information, while the high-frequency (HF) components include less information. For the two-dimensional DCT of images, the block size N is usually chosen as 8. Here, we use the AC coefficients to extract the texture feature for each 8 × 8 sized block as followed
where subscripts refer to the order of AC coefficient in Figure 2 with pale blue background. Generally speaking, each block will be affected by adjacent blocks. The closer the distance is, the greater the impact will be. Based on the FIT, the center-surround differences of DCT blocks are used to detect the significant region of image [24] . Existing studies have shown that HVS is more sensitive to the center-surround differences of blocks that are closer together. The Gaussian model was adopted to simulate this mechanism for weighting the center-surround differences for block i and block j. The Gaussian distribution function α ij is used to measure the impact of adjacent blocks on the center block. Thus, the feature map is given by
where α ij is Gaussian distribution function, D k ij denotes the differences of block i and block j with respect to k-th feature, k ∈ { L, T } . σ 1 is a parameter of the Gaussian distribution, and d ij is the Euclidean distance between DCT blocks i and j.
The final bottom-up feature map S i is calculated as a linear combination of feature maps from the luminance and texture features with the same weight as
where N is a normalization operator,and the feature map S k will be normalized to the range [0,1], θ ∈ S k .
B. TOP-DOWN FEATURE MAP
Top-down (TD) mechanism is slow task-driven mechanism that focus attention on target associated with task. This mechanism is the dominator factor in controlling gaze and shifting it towards the target during a high-level task [29] . In the process of taking photograph, the objects that attract human attention are usually placed in focus position, and the redundant information is blurred due to being placed out of focus. Thus, the focus of a single image is a common and major topdown feature. First, the focus coefficient of each basic region in the image is measured, and is normalized to the range [0,1]. Then, the focus region in the image is distinguished according to the focus coefficient, and the relative focus region is obtained by weighting combination of focus amount in the original image. The detailed steps of focus map estimation are demonstrated as follows.
In [30] , a robust and efficient focus measure, namely reduced energy-ratio (RER), is expressed as the ratio of the lowest order five AC components and DC component. For each DCT block, the focus feature map is measured by
where (x, y) is the position of block. k 1 represents five low frequency coefficients shown in Figure 2 with blue background.
The focus value of all blocks are calculated by (4) . For block (x, y), FM (x, y) will be normalized to the range [0,1]. Assuming that the value of FM (x, y) is less than a certain threshold T 1 , then the block (x, y) is out-of-focus region. Otherwise, the block (x, y) belongs to focus region. In this paper, to obtain the focus region in an image, the threshold T 1 is empirically set as 0.2.
We define F r , the relative focus feature of basic region r, as a weighted combination of focus amount F at focus region in the original image
where (x, y) is the position of focus region in image I ; the Gaussian weight w x, y, x p r , y p r is set as
where σ 2 is used to control the sensitivity of the distance between the basic region r and focus region (x, y). The σ 2 is empirically set as 8. p r is the position of basic region r in the image. The region-wise focus map F r will be normalized to the range [0,1].
C. FOCUS FEATURE MAP
The HVS perception has the highest spatial resolution and sensitivity at the point of fixation (fovea area) and the resolution/sensitivity decreases dramatically with increasing eccentricity. The fovea technique is adopted to map the visual attention map to the weighted map which will be used to modulate with the bottom-up feature map [31] , [32] 
where
where ξ is the foveation depth parameter to control the amount of foveation. CT 0 , α and e 0 are model parameters (CT 0 = 1 64 , α = 0.106 and e 0 = 2.3 o ). V is viewing distance. (x, y) is the fixation region which meets the following requirement
where S r (x, y) is the value at position (x, y) in the bottom-up feature map, where T 2 is a threshold and, is set as 0.9. As shown in Figure 3 (f), by considering the spatial contrast sensitivity, the saliency value of basic region r in the modulated bottom-up feature map can be expressed as
The goal driven stage of FIT can effectively fuse the bottom-up feature maps, highlight targets and suppress distractors. As the objects in focus more attention than those out of focus, the proposed fusion method will use the depthfrom-focus to filter out redundancy visual information of background and high light salient objects in focus, as shown in Figure 3 (h), the final saliency value S s (x, y) of basic region r is defined as
III. SALIENCY-BASED WATERMARKING SCHEME
In this section, a novel visual saliency-induced JND profile is presented based on the spatial frequency, luminance adaptation and contrast masking with saliency's modulatory aftereffects, which is employed to tradeoff between fidelity and robustness within the watermarking framework.
A. TWO-LAYER VISUAL SALIENCY-INDUCED JND PROFILE
A high-precision perceptual JND profile is not only perceive various changes which includes the spatial contrast sensitivity function (CSF), luminance adaptation (LA) effect and the contrast masking effect, but also sensitive to the visual saliency features which attracts attention to specific region [24] . The visual sensitivity is enhanced on salient spatial locations , so the JND profile needs to be optimized inside and outside the salient region in an image. A perceptual JND profile that incorporates the visual saliency factor can more effectively reflect the subjective initiative of the HVS in capturing image information. In this section, a novel visual saliency-induced JND profile is proposed to evaluate the visual redundancies, which takes into account the bottom-up features and top-down feature of an image. We focus on the JND profile for the fixed-size 8×8 DCT block. For the n'th block in the DCT domain, the JND threshold T jnd (n, i, j) of the position (i, j) is expressed as
where w = w · f w , T base is the base JND threshold from the CSF, F la is the modulation factor from the luminance adaptation, F cm is another modulation factor from the contrast masking. The parameters T base , F la and F cm will be described in detail later. F s and f w are the modulation functions using (13), (14)
where S vs can be calculated as
HVS has a band-pass property, and is more sensitive to the noise injected in the DCT basic function along the horizontal and vertical directions than the diagonal direction in spatial frequency [17] . T base reflects the spatial CSF and is only variant to spatial frequencies. So the T base is fitted to measure JND thresholds for each spatial frequency w ij [33] . T base is calculated as
where ϕ ij is the direction angle and can be represented as (17) , φ i and φ j are the normalization factors and are calculated as (18)
where w ij is the cycles per degree in spatial frequency for the position of (i, j) DCT coefficient and is calculated by
where N is the dimension of DCT block and is set as 8 in this paper, θ h θ v is the horizontal/vertical angles of a pixel.
2) LUMINANCE ADAPTATION EFFECT
The luminance masking threshold usually depends on the background brightness of a local region; the brighter the 39830 VOLUME 7, 2019 background is, the higher the masking value is [7] . By incorporating the gamma correction formula with the luminance adaptation effect, the modulation factor F la is calculated as
where u p is the average pixel intensity of the DCT block.
3) CONTRAST MASKING EFFECT
Contrast masking (CM) effect is an important phenomenon in the HVS perception, which can be described as a reduction in the visibility of one visual component in the presence of another. The CM modulation factor is closely related to the edge pixel density. We use the AC coefficients of each block shown in Figure 2 with pale blue background [34] to measure the edge strength of a block along horizontal, vertical and diagonal directions. The edge strength of a block (x, y) is defined as
where (x, y) is the position of the block. The edge density u edge can be given as
where δ is empirically set as 0.47. The u edge can be used for block classification, which is employed to measure the texture complexity. Thus, the block type is determined by
Finally, by incorporating with the human visual sensitivity to the spatial frequency, the CM factor for each block type can be given by 
B. WATERMARKING SCHEME BASED ON PROPOSED TWO-LAYER VS-INDUCED JND PROFILE
The proposed VS-induced JND profile is applied to modulate quantization step in the spread transform dither modulation (STDM) watermarking scheme. The framework of the proposed watermarking scheme is shown in Figure 4 .
1) WATERMARK EMBEDDING PROCEDURE
The watermark embedding process is described as Algorithm 1. We will divide the original image of size M ×N into 8 × 8 non-overlapping blocks and perform the DCT transform. The DCT coefficients are scanned by zigzag Step 1: The host image I is divided into 8 × 8 non-overlapping blocks;
Step 2: Each blocks is converted into frequencies using DCT, and DCT coefficients are converted into a vector x by using zig-zag order as shown in Figure 2 with green bacground;
Step 3: Perceptual redundancy vector s is obtained by the proposed JND profile;
Step 4: The host vector x and the perceptual redundancy vector s are mapped onto the given projection vector µ to generate projections x µ and s µ ;
Step 5: The quantization step is calculated from s µ ;
Step 6: One bit of binary watermark m is embedded into the projections x µ , according to the rules as follows:
Step 7: The value of vector y are set into the two-dimensional matrix in Figure2;
Step 8: The inverse DCT on each block is performed, and then the watermarked image is obtained; Return Watermarked image I ; arrangement shown in Figure 2 , and a part of coefficients are selected from the DCT sequence to form a host vector.
The purpose of using perception model is to control the distortion caused by watermarking embedding within the range that human eyes can perceive. Therefore, the proposed JND model by Eq. 12 can be used as a slack vector s to guide the watermarking embedding. Generally speaking, the distortion caused by watermark embedding often leads to extract the watermarking information incorrectly. We must ensure the independence between the quantization compensation and the original signal in the watermarking process. To this end, VOLUME 7, 2019 the adaptive is defined as
where K s is the mean value in Eq. (21) of all blocks and κ is used as a secret key which can be obtained with the following suggested function, κ < K s |x|. µ is the random projection vector. Thus, the coefficients with embedding and the quantization step calculated can ensure stability. Here, x and s are mapped on the given projection vector u to generate the projections x u and s u , and the quantization step is obtained according to the projection s u . In this paper, we use a binary watermark with the size M 8 × N 8 pixels. One bit of watermark is embedded into a DCT block using the technique given in step 6, where d m is the dither signal corresponding to the message bit m. The modified DCT coefficients are set into the dimensional matrix in Figure 2 , and the inverse DCT on each block is performed to reconstruct the watermarked image.
Algorithm 2 Watermark Extraction Input: Watermarked image (I ) Output: Watermark message (m ) Begin
Step 1: The watermarked image I is divided into 8 × 8 non-overlapping blocks;
Step 3: Perceptual redundancy vector s is obtained bu the proposed JND profile;
Step 6: Use the DM detector to extract the watermark m , according to the rules as follows:
end Return Watermark message m ;
2) WATERMARK EXTRACTION PROCEDURE
The process of watermark extraction is described in Algorithm 2.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To verify the effectiveness of the proposed two-layer visual saliency-based JND model and the performance of the proposed JND-induced watermarking scheme, a quality assessment experiment and robustness test were designed, and comparison experiments were performed in this section. 
A. EVALUATION OF THE PROPOSED VISUAL SALIENCY MODEL
In this part, experimental results are reported to validate the proposed saliency estimation model. First, we compare our method with three state-of-the-art methods, which are Murray's model [40] , Erdem's model [41] and Tavakoli's model [42] , on one public datasets (MSRA-B [43] ). The MSRA-B datasets contains 5000 images and is widely used for salient object detection. Most of the images contain only one salient object. Figure 5 shows the saliency maps generated by our method and three other methods. We visualize four results from MSRA-B. Specially, Erdem's model can only locate the salient object in the image, and can not detect the whole object accurately. In addition, for the other two models, Murray's model and Tavakoli's model, we can see that the two models can be specifically detected from both the position of the object and the whole. However, no significant objects were detected in the first two images. More precisely, the complexity of image background will seriously affect the Murray's model. For another Tavakoli's model, the complexity of image background has a low impact, but according to the results of the second image, the results of saliency detection are still affected. In all the testing images shown in Figure 5 , it is obvious that our methods are able to successfully highlight entire salient objects, yielding saliency map closest to the ground truth.
B. EVALUATION OF THE PROPOSED VA-BASED JND MODEL 1) VISUAL DISTORTION EVALUATION
A better JND model can tolerate more noise in the DCT coefficients of the image at the same perceptual quality. Therefore, we verify the effectiveness of the proposed JND model by injecting noise into the DCT coefficients based on the corresponding JND value
where C (n, i, j) indicates the (i, j)-th DCT coefficient of n-th block; f takes random value of +1 or −1; JND (n, i, j)
represents the JND value obtained from [12] (Watson's model), [16] (Kim's model), [7] (Ngan's model), [11] and the proposed two layer VS-based JND model, respectively. In this experiment, eight standard images from the USC-SIPI image database [44] were used as test images shown in Figure 6 . The structural similarity index measurement (SSIM) was adopted to measure the similarity between the original image and the distorted image obtained by injecting noise as (26) . The SSIM index is calculated on the blocks x and y of an image [35] SSIM (x, y) = (2u x u y + c 1 )(2σ xy + c 2 )
with: u x , u y are the mean of x and y, respectively; σ 2 x , σ 2 y are the variance of x and y, respectively; σ xy is the variance of x and y; c 1 2 are two variables to stabilize the division with weak denominator; L is the dynamic range of the pixel values, k 1 = 0.01 and k 2 = 0.03 by default. A better JND model will yield lower SSIM value at a same perceived quality. The results of the JND comparison are presented in Figures 7 and 8 . In Table 7 , the average SSIM value of [12] , [7] , [16] , [11] and the proposed model are 0.7527, 0.6938, 0.5534, 0.6900, 0.6725, respectively. The proposed model can tolerate more distortion than other models except for [16] . The proposed model yield average SSIM values of 0.1191 higher than [16] , because the AC coefficients AC 01 , AC 10 and AC 11 are used to measure the edge energy in the proposed model. However, though the method [16] gets the lower toleration than our method, it is inevitable that there may be a bad visual quality. Thus, the visual quality of distorted image by four JND models are showed in Figure 8 within two image quality evaluation method. It is normally think that the distortion can not be observed when the PSNR is larger than 36dB. The tested images in Figure 8 are first restrained with the same PSNR=42, and the VSI values are compared. It can be known that our modulated JND model has larger VSI value than the other JND models. This is to say, although the proposed model can distribute more noise in the non-saliency area and less noise in the salient area, in general, compared to the other JND model, the significant modulation in the JND under estimation, the image can add more noise energy with a better visual quality.
with: V S m (x) = max (V S 1 (x) , V S 2 (x)); V S 1 , V S 2 represent the VS map extracted from images I and I ; S (x) is the local similarity of I (x) and I (x), as described in [36] ; means the whole spatial domain.
2) EVALUATION OF DIFFERENT JND MODELS FOR STDM WATERMARKING ALGORITHMS
This experiment is used to compare the performance of different JND models used in the same STDM watermarking framework [7] , [11] , [12] , [16] . Testing images are standard image with dimension of 256 × 256 as shown in Figure 6 . A binary watermark "SDNU" of length 1024 bits is used to embedded into the cover images as shown in Figure 9 .
The VSI is utilized to measure the similarity between the VOLUME 7, 2019 FIGURE 9. Watermark image.
original image I and the watermarked image I [36] . To test the robustness of various models, the bit error rate (BER) was computed for comparison, when the VSI value between the original image and the watermarked image is 0.9920. To compare the performance of the proposed and the other popular JND models within the uniform STDM watermarking framework, different kinds of attacks such as Gaussian noise with mean zero and different variance, Salt&Pepper noise, JPEG compression, where the JPEG quality factor varies from 20 to 100, and Volumetric scaling attacks that can reduce the image intensities as scaling factor varies from 0.1 to 1.5 were used to verify the robustness of the proposed JND model.
In Table 1 , it is clearly demonstrated that the proposed JND model outperforms other models in robustness against noise and JPEG compression. It is worth noting that the proposed model has better performance compared with [11] . This is mainly due to the fact that visual saliency is employed to weight the JND values in the proposed JND model. When the watermarked image is under volumetric scaling attack with different scaling factors, the BER values of five JND models are presented in Table 1 . Clearly, the proposed model has lower BER values except Volumetric scaling with factor 1.3. The proposed model and [11] have similar performance in resisting Volumetric scaling attacks with scaling factor 1.3, and Watson's model show the best performance and its BER values is 2.46%. The BER of the proposed model only 0.47% higher than Watson's model. In general, the proposed scheme successfully obtains a better tradeoff between the fidelity of the watermarked image and robustness of the scheme.
C. EVALUATION OF THE PROPOSED MODEL-BASED STDM WATERMARKING SCHEMES
To further proved that the proposed image watermarking scheme has better performance, we conducted some experiments to demonstrate the results of the proposed scheme for different image attacks, and the proposed scheme was compared with the popular STDM watermarking schemes, referring to [3] , [11] , [37] - [39] .
1) IMPERCEPTIBILITY TEST
As mentioned in the previous section, a mature watermark method should get a better tradeoff performance between robustness and imperceptibility. The watermarked image's quality can be controlled by the embedding strength δ. Figure 10 shows the better embedding strength δ of 'Lena' image for the proposed method. It can be noted that the quality of watermarked image decreases gradually with the increase of embedding strength δ after JPEG compression with compression quality is 50. There are two intersections in the graph, which represent the optimal embedding strength δ obtained by two different evaluation criteria. In Table 2 , we show the quality of the watermarked image and normalized correlation (NC) between original and extracted watermark with the better embedding strength at the intersection of VSI and NC. Obviously, [3] gets the best visual quality after watermark embedding and, the proposed method can get a good image quality and the robustness than other four methods. The superior performance of [3] , however, is achieved at the expense of embedding watermarking capacity. The amount of embedding capacity of the proposed method is twice as much as that of [3] .
where W * is the extracted watermark and the W is the original watermark. M and N is the size of original image.
2) ROBUST TEST Table 3 lists the average BERs obtained from different watermarked images using the five schemes after Gaussian noise, Salt&Pepper noise, JPEG compression and Volumetric scaling attacks. Compared with the existing STDM schemes, the proposed scheme has always the lowest BER for different noise intensities. This indicates that the proposed scheme is most robust in resisting Gaussian noise and Salt&Pepper noise attack. As for JPEG compression, it is clearly demonstrated that the proposed scheme outperforms other schemes. All BER values obtained using the proposed scheme are below 3.13%, with the exception of JPEG compression with a quality factor of 20. The [39] achieved results similar to those of [11] , and the implementation of [37] performed significantly worse. The performance of the proposed scheme is better than that of other schemes except Volumetric scaling attacks with scaling factor 1.3. For Volumetric scaling attacks with different scaling factor, the average BER of [38] , [37] , [39] , and [11] and our proposed scheme are 2.54%, 3.66%, 2.46%, 2.42% and 2.36%. Interestingly, the proposed scheme demonstrated the best performance against Gaussian noise and JPEG compression noise. What's more, Table 4 Hereinto, [38] gets the best performance and the worst BER is obtained by [37] . Nonetheless, our method can obtain the best BER performance than others about 0.2% on total. As for Row and Column image cropping, there is a limitation performance than others, yet the BER value do not exceed 11%, a good visual quality can be guaranteed for the restored watermark image. Besides image cropping attacks, our method gets the best robustness performance for image Rotation and JPEG2000 compression attacks. Meanwhile, there is still an unexpected BER results for Histogram equalization attack. Table 3 and Table 4 list the robustness performance after single image attacks. Nevertheless, in practice, the watermarked image will be contaminated by multiple attacks. Here, we further compared the robustness results after various combined attacks by common image processing in Table 5 . On total, our proposed method obtains the best robustness performance under various combined attacks. Particularly, our method will gets a stable robustness for combined image cropping with other attacks, than single image cropping attack in Table 4 . Table 6 presents the images of 'Lena' with the corresponding BERs as well as the watermarks extracted after various attacks. Clearly, [38] exhibits the worst performance in all resisting attacks except Volumetric scaling with factor = 1.5 and Gaussian filter, even if it is not attacked, it cannot accurately extract the watermark. However, the BER of [38] is 5.86%, which is lower than others scheme. Reference [37] proved more effective than [38] in resisting both noise attacks including Gaussian and Salt&Peppers noise, JPEG compression attacks and Gaussian filter attacks. However, [37] has worse performance than [38] in resisting volumetric scaling attacks with factor = 1.5 and Median filter. Reference [39] is more robust than RW in resisting various attacks from the third column to tenth column, but the BER values of [39] scheme is close to 27% after median filter. Reference [11] outperformed the above schemes, but it does not show the best performance in resisting Volumetric scaling attacks from the eleventh column to twelfth column and noise attack. The proposed STDM scheme enabled the extraction of the entire watermarked image with a BER value of less than 6.4%, except in the case of Median filter. Nevertheless, compared with the existing STDM schemes, the proposed scheme still has the lowest BER in resisting the Median filter attack. Table 7 demonstrates the comparison BER values between our scheme and [3] for different image processing methods for three different images lena, boat, barbara and couple with a fixed image quality, SSIM = 0.9830. It is obvious that our scheme outperforms [3] especially under Gaussian noise and Salt&Pepper noise in term of robustness for both test images. And for JPEG Compression, it can be checked that our technique also produces a great improvement in term of robustness while the quality factor is larger than 20. Unfortunately, by using standard image compression with a quality factor smaller than 20, our scheme produces significant bit error rate than [3] except image couple which obtain a the best robustness under common image compression. Furthermore, although the optimal robustness of image couple is not guaranteed when the Volumetric scaling attack is 1.5, it is only 0.5% different from [3] , which has a small visual difference in the recovered watermark image. Incidentally, compared to our scheme, the fixed human visual threshold adopted in [3] cannot objectively reflect the difference in the perception of images by human eyes. What's more, our algorithm can ensure the maximum visual fidelity and embedding more bits of watermarking information through processed each block with proposed VS-based JND model.
The rest image attacks such as image Cropping, Rotation, JPEG2000 compression, Gaussian filter, Median filter and Histogram equalization were tested in Table 8 . Intuitively, the significant robustness is obtained by our method for image Rotation, JPEG2000 compression and Gaussian filter. Definitely, for rotation, the value of BER obtained by our method do not exceed 4% when the rotation angle is 5 • , 15 • [3] , and unexpected performance are showed for Row and Column cropping. Unfortunately, our method has a weak robustness performance than [3] for Median filter and Histogram equalization attacks. Similarly, we further compared some combined attacks same as Table 9 with [3] with a same VSI = 0.9920. Six common image attacks were combined randomly in Table 9 . It can be noted that our method still shows the best robustness performance than [3] after combined image attacks on total, which means that our method can achieve the best image copyright protection in practical applications.
V. CONCLUSION
In this paper, a new two-layer visual saliency model is presented based on the spatial frequency, luminance adaptation and contrast masking with saliency's modulatory aftereffects. First, the bottom-up features and top-down feature are extracted from the DCT coefficients. Then fovea technique is adopted to map the visual attention map the visual saliency map to the weighted map which is used to modulate with the bottom-up feature map. Finally, the depth-from-focus of an image, which is a significant top-down feature for visual attention, is employed to filter out redundancy visual information of background and high light salient objects in focus. The two-layer saliency-induced JND model, which can be better correlated with the real visual perception characteristics of HVS, is applied to modulate the quantization step within the STDM framework. Experimental results show that the proposed watermarking scheme has a superior performance against common attacks.
In the proposed scheme, the up-down visual feature of image is an important factor to establish the proposed visual saliency model. Though the proposed demonstrates a significant improvement performance for saliency object than the methods only considered low-level features. However, such hand-crafted up-down features may be not universally appropriate for different types of images. It's still very hard for these models to mine high-level information. Therefore, for an image, the measurement of complexity up-down features is an urgent problem to be solved, which is the focus of future research and can be solved combined with deep learning method. He has authored over 160 journal and conference papers and holds nine invention patents. His current research interests include machine learning, pattern recognition, evolutionary computation, cross-media retrieval, and Web information processing. VOLUME 7, 2019 
