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ABSTRACT
Kentucky’s Public High School graduation rates vary widely across the rural and
urban regions in the state. In addition to their graduation rates, each of these schools have
their own unique demographics, funding, teacher-student ratio, etc. that define said
school’s identity. This research aims to analyze the aforementioned variables, as well as
other variables listed on each school state report card, in order to create a model to
predict any school’s graduation rate.
In order to create this model, data was taken on all public high schools in
Kentucky from the Kentucky Department of Education’s School Report Card. Data were
then narrowed down to only schools that had data available for all categories in the
research. This left only 223 schools of the original 1477 to study. Regression analysis
was then performed in Microsoft Excel and the statistical program R in order to make a
model to predict the schools’ graduation rates.
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INTRODUCTION
The goals of education are to learn, grow, and ultimately start a career. An
important part of that process is graduation – but what affects a student’s ability to
graduate? The combination of all students’ success in graduating when looking at one
particular school is defined as a graduation rate. Does a Variable that affects one school’s
graduation rate affect another’s just the same? Kentucky’s Public High School graduation
rates vary across regions of the state (e.g., urban, suburban, and rural), provoking the
question: can variables that make up a school’s identity help predict what its graduation
rate will be? The purpose of this study was to determine, via regression analysis, if
different variables that make up a school’s identity are able to significantly predict said
school’s graduation rate.
A school’s graduation rate is important because it indicates not only what
percentage of the students graduate in four years, but it also incites further exploration
into a school’s inner workings. Take for example if a school has a very high graduation
rate; i.e., 95 percent or above. It would be beneficial to other schools with a lower
graduation rate to understand exactly what the school with the higher rate is doing so that
they can apply those initiatives to their own schools. In this study, different variables
were analyzed to predict the graduation rates of schools. The variables that are able to
accurately predict a school’s graduation rate show us that this is something to investigate
further in the school, as it has a significant effect on students’ success in graduating.
The goal of this study was to analyze multiple variables in order to create an
equation to predict any Kentucky high school’s graduation rate based on said variables.
1

In addition to finding equations to predict graduation rates, this research aimed to find
which of the combinations of variables has the best predictive ability for graduation rates.
The null hypothesis of this study was that when all of the variables chosen are combined,
there is no relationship with graduation rate to be a significant predictor. The research
hypothesis of the study was that when all of the variables are taken into account, that
combination will be the most accurate predictor of graduation rate, and that it will be a
significant predictor. In this paper, there is a discussion on the variables that were chosen
and why they were chosen over any others. Further, there is a discussion of the process of
data organization, analysis, and a discussion of what the results of the study mean.

DATA COLLECTION AND ORGANIZATION
In order to begin this study, a reliable source of data for all schools in Kentucky
needed to be found. Data for this study were taken from the Kentucky School Report
Cards that are available on the Kentucky Department of Education (KDE)’s website [1].
These report cards were chosen because they are statistical documents that are required to
be completed by every Kentucky school that receives state funding. This ensured that no
public school would be overlooked in this study. The report cards contain information on
a school’s demographics, financials, rating in relation to other schools, etc. All of the data
for any given Variable on a report card across all schools is available in the format of a
downloadable spreadsheet.
Variables. On KDE’s website there are 50 variables on the school report cards
from which to choose to look at and analyze for each school. Appendix A shows all of
these variables broken down into the categories in which they are listed on the website.
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For the next step in this study, the variables to analyze needed to be determined.
Analyzing all 50 variables would overcomplicate and slow down this study, therefore
criteria were created to determine which of the variables would be used in the study.
The first criterion chosen was that the data provided must vary greatly from
school to school in different regions of the state. For example, a school in urban
Louisville may have a low student teacher ratio and a high non-white student population,
while a school in rural eastern Kentucky may have exactly the opposite. To determine
this variation across regions, a school from each of the following regions, urban
Louisville, Eastern Kentucky, and suburban Bullitt County, were chosen as
representatives of their areas to check if the data points for selected variables varied
widely across these three regions. The variation for the variable chosen was checked by
pulling the data for the three representative schools, and so long as each school varied
from both of the two others by one standard deviation, then it was determined that the
data was varied greatly enough from region to region.
The second criterion was that each needed to have data available for every public
school. Some of the variables listed on KDE’s website did not have data for certain
schools and, therefore, could not be used in this study. The third criterion was that all of
the variables chosen needed to have quantitative data, that is, numbers for their data
rather than words, which is qualitative/categorical data. This is because on KDE’s
website, qualitative/categorical data were limited, and therefore there was more choice
for variables when looking at quantitative data.
Lastly, the final criterion was that they represented different areas of a school’s
identity (i.e., no two variables would represent the same aspect of a school’s identity).
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For example, the number of gifted and talented students and the number of students in
advanced coursework would not both be chosen because they represent a similar group of
students. This selection of criteria is a small limitation to the study, which can be easily
expanded for future endeavors. Future analysis can consider more variables from KDE’s
website with appropriate statistical analyses.
After all of these criteria were taken into account, five variables remained for the
study. These variables were a school’s student-teacher ratio (STR), the number of
students on free and reduced lunch in a school (FRL), the total population of a school
(TP), the total number of non-white students in a school (NW), and the spending per
student of a school (SPS). All of these variables met the first two criteria above and were
also determined by the researcher to be different enough from one another to analyze.
The student-teacher ratio of a school is telling of the number of teachers in the school, the
number of students on free and reduced lunch is telling of the economic status of the
students in the school, the total population is telling of the size of the school, the number
of non-white students is telling of the diversity of the school, and the spending per
student is telling of the funding of the school.
The schools. After these five variables were chosen along with graduation rate, as
this is the main focus of the study, the number of public schools was then examined. On
the original data sheets taken from KDE’s website, there were 1,477 schools listed. When
the list of schools was examined, it was discovered that many did not have data listed for
one or more of the five variables chosen or did not have a graduation rate listed (i.e.,
criterion 2 was not met). After schools were deleted for not having data available, there
were 223 schools left to analyze. The primary reason that the list was reduced as much as
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it was is because many of the schools deleted were not actual high schools. Many were
technical schools, elementary/middle schools, juvenile detention centers, etc. These are
places where students can attend school but cannot graduate.
Data organization. All of the variables chosen originally had data on individual
spreadsheets downloaded from KDE’s website. In order to simplify this analysis, all five
of these sheets were compiled into one spreadsheet, which can be found in Appendix B.
This spreadsheet was then used for all further analyses. In addition to this sheet
containing the data for all six variables (the predictor/explanatory variables along with
the response variable), additional sheets were created to hold each of the different
variable combination regressions that would later occur. Each of these sheets were
labeled with initials for their variables and a “vs. GR” for graduation rate. There are a
total of 27 of these sheets for the 27 total combinations of the variables in groups of one,
two, three, four, and all five variables against graduation rate. All of these sheets can be
found in Appendix C.

DATA ANALYSIS
All data analyses for this study were conducted in Microsoft Excel.
Linear regression. The next step in the process of the data analysis for this study
was to determine exactly what type of analysis needed to be run. The purpose of this
study was to find a set of equations that could predict graduation rate based on given
variables. For any equation, one needs a predictor/explanatory variable(s), coefficient(s)
for these variable(s), and a response variable. The goal of this study was to find the
graduation rate of a school, so this rate would be the response variable in the equations.
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The predictor/explanatory variables would then be the variables mentioned earlier in this
paper, such as student-teacher ratio and total population. Now that the variables were set,
a mathematical process needed to be chosen to find the coefficients for these variables.
Simple linear regression is a mathematical model that takes a set of data, and
through using a least squares regression, creates a linear model using the data set’s 𝑋variable to determine what the 𝑌-variable is predicted to be [2]. This technique was
beneficial for this study’s analysis as that was exactly what the study aimed to do: create
an equation that could predict graduation rate based upon given 𝑋-variables. Simple
linear regression, however, only allows for one variable to predict the 𝑌-variable. While
this study did run each of the five variables individually against graduation rate,
combinations of two, three, four and five variables also needed to analyze graduation
rate, so a more advanced analysis technique than simple linear regression was needed.
Multiple linear regression. An expansion on simple linear regression called
multiple-linear regression was then examined to determine if it could be used. Multiple
linear regression expands on a simple linear regression in the sense that it allows the user
to run an analysis with one or more variables at a time to determine the 𝑌-value rather
than limiting it to one variable as simple linear regression does. This is the mathematical
process that was needed to run an analysis with the variables chosen for the study to
result in a predicted graduation rate.
In its basic form, multiple-linear regression results in the following equation [3]:

𝑌 = 𝛽% + 𝛽' 𝑋' + 𝛽( 𝑋( +. . . +𝛽* 𝑋* + 𝜀.
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In this equation, 𝑌, is the resulting variable that the user wants to predict. In this
study, the 𝑌,-variable produced would be the predicted graduation rate based upon the
variables chosen in that particular regression. In the equation, all of the 𝛽’s represent
different coefficients. The 𝛽% is the intercept of the equation, or in simpler terms, what
the baseline graduation rate would be if all of the variables given in the rest of the
equation had a value of 0. Baseline graduation rate means that each regression equation
uses different variable combinations which result in unique equations. The rest of the
terms in the regression equation are what change the value for an individual school based
upon the data in the variables given.
The terms 𝛽' , 𝛽( , etc. represent the coefficients determined by the regression
analysis that correspond to the given variables. The 𝑋’s represent different variables used
in the regression. Because this is a multiple-linear regression, there are multiple 𝑋’s listed
to represent the different variables chosen. The 𝛽* 𝑋* variable listed at the end of the
general form of the equation above represents the last Variable listed for a regression
equation. Lastly, the ε represents any error in the equation. This estimated error is
determined through analysis and given in the ANOVA table provided from the
regression. For this study which is a multiple linear regression with five variables, this
equation would have 𝛽% − 𝛽. and 𝑋' − 𝑋. where each subscript pair are adjacent to one
another in the given equation. It would be of the form:

𝑌 = 𝛽% + 𝛽' 𝑋' + 𝛽( 𝑋( + 𝛽0 𝑋0 + 𝛽1 𝑋1 + 𝛽. 𝑋. + 𝜀.
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This is the general form of the equation where all five variables are used. In the
instance where all five are used, Table 1 provides what each element of the equation
represents.

Table 1. Five-Variable Explanatory Table.
𝑌

Represents what the equation is equal to, in this study that is
the school’s graduation rate

𝛽%
𝛽' − 𝛽.

The intercept, or “baseline” graduation rate
Represent the coefficients taken from the regression table for
the variables they are attached to

𝑋'

Student-teacher ratio for a school

𝑋(

Number of students in a school on free and reduced lunch

𝑋0

Total population of a school

𝑋1

Total non-white student population of a school

𝑋.

Spending-per-student of a school

ε

Error term

The descriptions given in the table are just for the given example using all five
variables. In a two-variable regression equation, 𝑋( may not always represent the total
number of students on free and reduced lunch, but rather the second variable being
considered, so it is important to always look at what the equation represents. The
variables will always be in order of what was mentioned first and second on the equation
description.
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In Microsoft Excel there is a tool called Data Analysis that was used for this
study. This tool allows the user to run either a simple linear regression or a multiplelinear regression on data in a spreadsheet. Because the data for this study was already in
the format of a spreadsheet, this tool was used to conduct all multiple-linear regressions
for this study.
Part of the results from a regression are residuals. Residuals are the resulting
difference from the predicted value given by the regression from the original data point
[4]. Although residuals were not used in this study, they were calculated for every
regression in this study in order to have the data available should any further analysis be
conducted after this study on any individual school.
Once all the data are entered and the residuals are turned on, the “regression
analysis” tool within Excel then outputs a list of tables. An example of the output table
will be discussed in the results. The output tables contain a lot of information about the
data and what the regression analysis found; however, there are a few things that were
specifically focused on for this study. The main feature focused on from the resulting
table after a regression was run is the column that is labeled “coefficients”. An example
of a “coefficients” table is shown in Figure 1.

Figure 1. Coefficients Output.
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In the coefficients table shown, there are five 𝑋-variables. In this table, 𝑋variables represent the same variables as these same variables do in Table 1. As
mentioned, the coefficients are the 𝐵-values in the general form of the equation for a
multiple-linear regression. This part of the resulting table is valuable because it provides
the equation for this particular regression. Using the general form of the regression
equation and the data provided above, we can now determine that the predictive equation
using all of the variables in this study is approximately

𝑌, = 93.807 + 0.171𝑋' − 0.010𝑋( + 0.005𝑋0 − 0.006𝑋1 − (6.845 × 10>. )𝑋.

While this is an example for just one regression, all resulting regression equations were
determined in this manner. All regression equations for all combinations of variables can
be found in Appendix D under “regression equation” for any combination.
Significance and predictability of the models. After the regression equation for
all combinations of variables were found, it then had to be determined if these equations
were significant in predicting the graduation rate of a school, or if they should not be
used at all. In order to determine if an equation should be used or not, three elements
given by the regression table were used: the p-values, the adjusted R2 value, and the
significance 𝐹 statistic of a model (which was used to find the p-values).
A p-value is a statistical result that helps determine if a null hypothesis should be
rejected or not based upon its statistical significance. According to
simplypsychology.org, “The level of statistical significance is often expressed as a pvalue between 0 and 1. The smaller the p-value, the stronger the evidence that you should
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reject the null hypothesis” [5]. The cutoff for significance with a p-value is 0.05, meaning
that if a p-value is above 0.05 that it is determined to not be statistically significant and
therefore one should not reject the null hypothesis. For this study, if a p-value is above
0.05 this means that the combination of variables it is associated with does not
significantly contribute to the regression equation. However, if a p-value is at or below
0.05, this means that it is statistically significant and one can reject the null hypothesis.
This means that in the combination of variables, at least one of the said variables
contributes significantly to the prediction of the response variable. In all regressions run
for all variables, each variable has its own individual p-value. This is notable because it is
possible that within the same regression, one variable may be significant while another is
not.
Another important element given by the regression table for analysis is the 𝑅(
value. According to people.duke.edu, “𝑅( is the ‘percent of variance explained’ by the
model. That is, 𝑅( is the fraction by which the variance of the errors is less than the
variance of the dependent variable” [6]. An 𝑅( value is a number between 0-1 that ideally
would be as close to 1 as possible to show the least variance in error in the data set.
However, for this study, an adjusted 𝑅( value was used. This is because an adjusted 𝑅(
value accounts for not only the variance of the data, but also the number of variables
used.
After the p-values and 𝑅( value of a regression are analyzed, a deeper look into
the regression equation can occur. As previously mentioned, if a variable has a low pvalue (below 0.05), this means that it is statistically significant to the model. Also
mentioned is the fact that a low R2 value (lower than 0.5) means that the data has high
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variance in relation to the given equation. If the provided significance 𝑝-value from the
regression table for any given equation is below 0.05, then it was determined that the data
is significant and therefore, the regression equation is significant. This however does not
mean that the low 𝑅( value should be ignored; but rather that the equation calculated is
the best predictor available for the given data.
In addition to this, it is worth noting that coefficients can have positive or
negative values. In this study, assuming all other variables stayed constant, a negative
coefficient means that the variable lowered the graduation rate of a school in that specific
model. Similarly, a positive coefficient was interpreted as the variable raising the
graduation rate of a school. For example, if the total population of a school and the
spending per student of the school were used run in a regression together, and the total
population had a positive coefficient, but the spending per student had a negative
coefficient, this would be interpreted to mean that in this particular regression, the higher
the total population of a school, the more the graduation rate raises while the greater the
spending per student, the lower the graduation rate, when the other variables is held
constant. In the next section, the results from the analyses are discussed.

RESULTS
In this study, a full regression analysis was run for each combination of variables
which resulted in an equation, p-value and a 𝑅( value. These results can be found in
Appendix D. The purpose of this study was to find a model via regression analysis that is
a significant predictor of a school’s graduation rate based on the variables and data
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provided. Based on these criteria to have a significant regression, the significant
combinations of variables are all listed under Appendix D indicated by a highlighted
value. Of all 27 regressions run, 15 meet the criteria to be determined as significant.
Recall, the null hypothesis of this study was that when all of the variables chosen
for the study are combined into one regression, it will be determined that the combination
of variables in the regression equation is not a significant predictor of graduation rate.
The alternative hypothesis of this study was that when all of the variables are combined
into one regression, it will be a significant predictor of graduation rate. Below in Figure 2
is the regression output when all variables were used.

Figure 2. Regression Output for all Variables.
As seen in Figure 2, when all five variables are used for the regression, the
adjusted 𝑅( value is 0.267, a very low result. The F-statistic indicates that the equation is
significant. When we look at p-values, 𝑋-variables 2, 3 and 4 are significant, however, 1
and 5 are not. Therefore, while the regression equation for all five variables is significant,
some of the variables are not. Because of this, we cannot reject the null hypothesis
13

because certain other regression equations are significant and all variables combined is
not. But this leads to further analysis: which combination of variables is the best predictor
of graduation rate?
Appendix D contains the list of all the regression combinations which were
determined to be significant. Because the regression which is the best predictor of
graduation rate must have a significant equation, only combinations from this list were
considered. Because p-value was previously analyzed in order to be on this list, the
adjusted 𝑅( value was the deciding variable for which regression was the best predictor.
Ideally, for a regression equation to be a good predictor of graduation rate, the adjusted
𝑅( value should be as close to 1 as possible, however, in this study none of the
regressions had an adjusted 𝑅( value above 0.3. This is not a good adjusted 𝑅( value,
meaning that this study cannot conclude that any of the predicted values will be exact or
precise predictions. Despite this fact, the variable combination with the highest adjusted
𝑅( value was determined, and its regression output is shown below.

Figure 3. Results of FRL and TP and NW vs. GR Regression
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As seen in Figure 3, it was determined that the regression with the highest
adjusted 𝑅( value while also having all significant p-values under 0.05 was the
combination of the number of students on free and reduced lunch, the total population of
a school, and the number of non-white students. In this regression table, 𝑋-variable 1
represents the number of students on free and reduced lunch, 𝑋-variable 2 represents the
total population of a school, and 𝑋-variable 3 represents the number of non-white
students. The regression table also provides coefficients for these variables, allowing us
to create an equation for this predictive model. The equation is

𝑌, = 95.245 − 0.010𝑋' + 0.006𝑋( − 0.007𝑋0 .

This equation can be interpreted as follows. The number 95.245 represents the
baseline graduation rate. This means that when these three variables are considered, the
estimated graduation rate when 𝑋' = 𝑋( = 𝑋0 = 0 is about 95.245%. Both the variables
representing the number of students on free and reduced lunch and the number of nonwhite students have negative coefficients. This can be interpreted as when FRL and NW
are taken into account in the regression, overall, the higher the rates for these variables in
a school, the lower the graduation rate will be when all other variables are held constant.
Alternatively, the variable representing total population has a positive coefficient. This
means that as the TP of a school gets higher, the graduation rate will rise assuming that
the free and reduced lunch variable and the non-white student variable are held constant.
As seen in Figure 3, the F-statistic and p-values for all of the variables in this
regression combination are well below the 0.05 cutoff for significance, therefore, it can
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be determined that this regression equation is significant. The next value in the regression
table to look at is the adjusted 𝑅( value. Ideally, the adjusted 𝑅( value for a regression
equation would be as close to 1 as possible, however, as mentioned earlier in the analysis
of this study, none of the adjusted 𝑅( values for the regressions in this study were above
0.3. The value of 0.261 for this combination as seen in Figure 3 was the highest of any
regressions with a significant equation, therefore, making FRL and TP and NW vs. GR
the best predicative equation given by this study. This combination of variables as the
most significant predictor of graduation rate makes sense when the combination of all
variables is analyzed. The reason that the combination of all variables is not on the list of
significant regressions is because the p-values for student teacher ratio and spending per
student are not below the 0.05 cutoff for significance and therefore, because not every
variable in the equation was significant it was not included. When you remove these two
variables from the combination, you are left with the three listed above, which is the
reason that this particular combination appears to hold true to being the most significant
predictor of graduation rate.
As mentioned earlier, although this study has a combination of variables that is
more statistically significant than the rest, in the grand scheme of the study, it appeared
that none of the variable combinations are significant predictors of graduation rate
although they are still statistically significant. In order to test this assumption, a test for
practical significance was conducted. According to statisticshowto.com, “Practical
significance relates to whether a result from a statistical hypothesis test is useful in real
life. It is a way to address some of the limitations with traditional testing and answers the
question: Do your results have real life applications and meaning?”[8]. Overall, practical
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significance allows the researcher to determine if their results are a good predictor for the
application of their results, in this case, if this regression combination is a practical
predictor of graduation rate. In order to determine if the most significant variable
combination from this study has practical significance, an effect size test was conducted.
An effect size test determines if the combination of variables has practical
significance. Note that in order for an effect size test to be conducted, the regression must
first have statistical significance determined by the p-value of the variables [8]. The first
component of an effect size test is determining the pooled standard deviation, or the
standard deviation across all variables in the regression. The formula for this is

(𝑛' − 1)(𝑠' ( ) + (𝑛( − 1)(𝑠( ( ) + ⋯ + (𝑛J − 1)(𝑠J ( )
𝑆E = F
.
𝑛' + 𝑛( + ⋯ + 𝑛J − 𝑚

In the formula above, 𝑆E is the pooled standard deviation that we are looking for,
𝑛' … 𝑛J represent the number of data points in each variable in the regressions’ set,
𝑠' … 𝑠J represent the sample standard deviations of each of the variable’s data sets, and
𝑚 represents the number of variables considered in regression. When the data for the
variable combination FRL and TP and NW vs. GR was placed into this equation, the
results were as follows

(223 − 1)(249.125( ) + (223 − 1)(476.516( ) + (223 − 1)(255.492( )
𝑆E = F
223 + 223 + 223 − 3
= 208.048.
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After the pooled standard deviation is found, the next step in determining the
effect size is to find Cohen’s d-value. This is the value that will later help determine if the
data is practically significant or not. The formula to find this value is

𝑑=

𝑋N' − 𝑋N( − ⋯ − 𝑋N*
.
𝑠E

In this formula, 𝑋N' − 𝑋N* are the sample means of the variables in the regression
combination from largest to smallest. The resulting d-value for the regression
combination FRL and TP and NW vs. GR is

𝑑=

867 − 478 − 187
= 0.971.
208.048

Now that the d-value has been obtained, it can be analyzed by comparing it to the
values in Table 2.
Table 2. Cohen’s d-value Interpretation [2].
Cohen’s d-value

Interpretation

0-0.2

Little to no effect

0.21-0.5

Small effect size

0.51-0.8

Medium effect size

0.81 or more

Large effect size
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As seen above, the d-value for the regression combination was 0.971. This means
the d-value in the large effect size category, meaning that not only is it statistically
significant, but also practically significant. This means that this regression combination
can be used to predict a school’s graduation rate.
In addition to this, in order for a combination of variables to be a good predictor
of graduation rate, the p-value should be lower than the 0.05 cutoff for significance as
well as have an adjusted R2 value above 0.5 (ideally as close to 1 as possible). However,
none of the regressions in this study meet this criteria having both a low p-value and a
high adjusted 𝑅( value. Because equations were determined to be significant through the
p-value and have practical significance, the adjusted 𝑅( value indicates that the equation
for the regression is a good predictor of graduation rate, but due to the high variance in
the data given for the study, the data points do not relate well with these significant
equations.
Although the Variable combinations in this study were not great predictors of
graduation rate, the data still revealed important information. This study revealed that
spending per student and student teacher ratio are not necessarily relevant in determining
a schools graduation rate, while the total population, number of non-white students, and
number of students on free and reduced lunch can be. If this study were to ever be
expanded, of the five variables chosen, the three that were determined to be more
significant should be used moving forward.
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CONCLUSION
Before this study was conducted, it was predicted that the combination of all five
variables chosen: student teacher ratio, the number of students on free and reduced lunch,
total population, number of non-white students, and spending per student, would be the
best predictors of graduation rate for any given Kentucky public high school. However,
through the process of this study, it was found that none of the combinations of variables
were good predictors of graduation rate; however, of the variables, the combination of
free and reduced lunch, total population, and the number of non-white students was the
most significant predictor. This was based on the fact that the p-values for this
combination were all significant, and this combination held the highest adjusted 𝑅( value
of any combination of variables.
As seen in the results section analysis of this equation, the regression equation for
this Variable combination has two negative coefficients and one positive. Because the
coefficients for the variables of the number of students on free and reduced lunch and the
number of non-white students were negative, it was determined that based on this
regression, these two variables have a negative relationship with a schools’ graduation
rate, i.e., the more students on free and reduced lunch in a school and the more non-white
students, the lower the overall graduation rate of the school. Conversely, the variable of
total population had a positive coefficient, meaning that it has a positive relationship with
a schools’ graduation rate, i.e., the larger the total population of a school the higher the
graduation rate overall. This analysis is very telling because should any further analyses
be conducted on variables effect on graduation rate.
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Although it was found that none of the combinations of variables were good
predictors of graduation rate, the information from this study is still valuable. If this study
were to ever be expanded upon, the three variables given as the most significant
predictors could be used in further analysis while the other two could likely be excluded
from further analysis. As mentioned before in this paper, the variables chosen for this
study were only five of 50 total variables available on KDE’s website. If this study were
to be expanded upon in the future, the three variables of the number of students on free
and reduced lunch, the total population, and the number of non-white students should be
included in further analysis along with other new variables which were not included in
this study. This study could also be expanded beyond just five variables to include more
combinations and regressions that may yield more detailed results as the combinations of
variables become larger. There are many different ways that this study could be expanded
upon using the same process described in this analysis in order to find a combination of
variables that yields the most significant predictor of graduation rate for public high
schools in the state of Kentucky.

21

REFERENCES
[1]: Kentucky Department of Education. (2019). School Report Card Data Sets.
Retrieved from Kentucky Department of Education:
https://openhouse.education.ky.gov/Home/SRCData
[2]: Penn State Statistics Department. (2020). STAT 462. Retrieved from Penn State:
https://online.stat.psu.edu/stat462/node/91/
[3]: ReliaWiki. (2020). Multiple Linear Regression Analysis. Retrieved from
ReliaWiki.com:
http://reliawiki.org/index.php/Multiple_Linear_Regression_Analysis
[4]: StatisticsHowTo.com. (2020). Residual Values. Retrieved from statisticshowto.com:
https://www.statisticshowto.com/residual/
[5]: SimplyPsychology.com. (2020). What a p-value tells you about statistical
significance. Retrieved from SimplyPsychology.com:
https://www.simplypsychology.org/p-value.html
[6]: Duke University. (2018). What's a good value for R squared? Retrieved from
people.duke.edu: https://people.duke.edu/~rnau/rsquared.htm
[7]: StatisticsHowTo.com. (2019). F statistic/ F Value: Simple Definition and

22

Interpretation. Retrieved from statisticshowto.com:
https://www.statisticshowto.com/probability-and-statistics/f-statistic-valuetest/#:~:text=If%20you%20get%20a%20large,of%20all%20the%20variables%20
together.
[8]: StatisticsHowTo.com. (2020). Practical Significance. Retrieved from
statisticshowto.com: https://www.statisticshowto.com/practical-significance/

23

APPENDICES
Appendix A
https://docs.google.com/document/d/1UI_HBXxwn_PW5vXk83dWdj7t5OIKkQvD8hdo4szMOM/edit?usp=sharing

Appendix B
https://docs.google.com/document/d/1ICIrrM0tGyMv2bYBY86xM8pg6ExZyfDGPHKL1r_QY
Mw/edit?usp=sharing

Appendix C
https://drive.google.com/file/d/1go_DuSO3T-J031lY2l_w_3t48FS3rOJc/view?usp=sharing

Appendix D
https://docs.google.com/document/d/1qUmO-QlIvzzBLGeqiZyyRRpdhFv0YXsRj7E5E7WIz8/edit?usp=sharing

24

