This paper presents a novel two-phase method for audio representation: Discriminative and Compact Audio Representation (DCAR). In the first phase, each audio track is modeled using a Gaussian mixture model (GMM) that includes several components to capture the variability within that track. The second phase takes into account both global structure and local structure. In this phase, the components are rendered more discriminative and compact by formulating an optimization problem on Grassmannian manifolds, which we found represents the structure of audio effectively. Experimental results on the YLI-MED dataset show that the proposed DCAR representation consistently outperforms state-of-the-art audio representations: i-vector, mv-vector, and GMM.
INTRODUCTION
With the rapid increase in the number of user-generated videos shared on the Internet, it is becoming increasingly advantageous to explore new ways of retrieving them-for example, by automatically detecting events occurring in them.
Approaches to the event detection task have largely focused on visual-based methods-but audio content ofPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ten provides complementary information. Multimodal approaches that use both visual and audio cues have recently gained traction. However, there has not been much in-depth exploration of how to best leverage audio information, especially unfiltered user-generated audio-though the focus is changing. For example, sound event detection was included in the 2013 DCASE challenge at IEEE AASP [18] .
Major aspects of audio-based event detection include audio data representation and learning methodologies. In this work, we focus on the first aspect, audio data representation, which aims to extract specific features that can refine raw audio into higher-level information. These include low-level features (e.g., energy, cepstral, and harmonic features) and intermediate-level features [3] . The most popular low-level features are Mel-frequency cepstral coefficients (MFCCs) [7] , as well as first-order statistics [9] and second-order statistics [15] (e.g., mv-vector [16] ) derived from the MFCC features.
Another exciting recent approach is i-vectors, which use latent factor analysis to compensate for foreground and background variability [5, 6, 8] . Though these representation methods have shown promising performance, they have some limitations with regard to event detection. For example, most audio representations are derived unsupervised, i.e., they do not make use of existing label informationthough label information is very useful in tasks such as image classification [11] and text classification [12] . In addition, these methods risk losing information about geometric structure within the data [17] , and they do not capture signal variance within tracks, nor explicitly consider the local structure between Gaussian components, which may be useful for distinguishing events.
In this paper, we address these issues by introducing a Discriminative and Compact Audio Representation (DCAR) to model audio information. This method is implemented in two phases. First, each audio track is modeled using a Gaussian mixture model (GMM) with several components, to capture within-track variability and reduce storage space. Second, by integrating the labels for the audio tracks and the local structure among the Gaussian components, we identify an embedding to reduce the dimensionality of the mixture components and render them more discriminative. Consequently, the discriminative mixture components of the training data can be represented with low dimensionality. 
denote a set of n labeled audio files; each file is segmented into mi frames. Each frame is modeled via a vector with d-dimension MFCC features (d = 60), i.e., x i j ∈ R 60 (including the first 20 MFCC features and their first-order and second-order derivatives). Previous work has demonstrated that second-order statistics are much more appropriate for describing complicated multimedia data [5] . Therefore, we train a GMM with P components for each audio file (P can be tuned via cross-validation in experiments), and a set of components G={gi} N i=1 (N=nP ) can be obtained from n training audio files. Each component has its weight wi, mean µi, and covariance matrix Σi, i.e., gi = {wi, µi, Σi}.
Identifying a Discriminative Embedding
The audio file can be represented using these mixture components, but this ignores the global structure of the data (e.g., label information) and the local structure among the components (e.g., nearest neighbors). Meanwhile, the original feature representation is usually large (since there are 60 MFCC features, each mean vector has 60 elements, and each covariance matrix contains 60 × 60 elements), which may be time-consuming in later processing. Therefore we propose a new method for generating a discriminative and compact representation from the high-dimensional mixture components. The DCAR method is summarized in Fig. 1 .
Our main goal is to learn an embedding W ∈ R d×r (r < d, here d is number MFCC features, r is embedding space size) based on N components generated from all labeled audio tracks, belonging to L event classes (i.e., G = {gi, i} N i=1 , where i is the label for component gi, based on the label of the corresponding audio file from which gi was generated, and L = |{ i} N i=1 |). Therefore, the resulting low-dimensional GMM components should preserve the important structure of the original GMM components as much as possible. We introduce an embedding W and define new GMM components with meanμ
and covariance matrixΣ
The covariance matrix Σ can easily be transformed to a symmetric positive definite matrix by adding a small constant to its diagonal elements. To maintain this property, the embedding W is constrained to be full rank. A simple way of enforcing this requirement is to impose orthonormality constraints on W (i.e., W T W = Ir), so that the embedding can be identified by solving an optimization problem on the Grassmannian manifold.
For event detection, each training file has label information, which we also assign to its GMM components. This The left side shows the original d-dim GMM components (i.e., µ ∈ R d and Σ ∈ R d×d ); the right side shows the DCAR representation with r-dim (r < d) mixture components (i.e.,μ ∈ R r andΣ ∈ R r×r ).
valuable information can be interpreted as global structure for those components. There is also intrinsic internal structure among the components, such as the affinity between each pair. When reducing the dimensionality of GMM components, it is necessary to maintain these two types of structure. Motivated by the idea of linear discriminative analysis [14] and the Maximum Margin Criterion [13] , DCAR aims to minimize intra-class distance while maximizing inter-class distance, by solving the optimization problem in (3):
The first term indicates the euclidean distance between mean vectors, and the second term is the distance between two covariance matrices measured by the Log-Euclidean Metric (LEM) [2] . The tunable trade-off parameter λ balances the effects of the two terms. The affinity matrix A is defined by building an intra-(within)-class similarity graph and an inter-(between)-class similarity graph.
Sw and S b are two binary matrices describing the intra-class and inter-class similarity graphs respectively, formulated as:
where NNw(gi) contains the nw nearest neighbors of component gi drawn from G that share the same label as i, and NN b (gi) is the set of n b nearest neighbors of gi that have different labels. Here, the nearest neighbors of each component can be identified via their similarity. We use heat kernel weight with a self-tuning technique (for parameters σµ and σΣ) to measure the similarity between components:
where λ is a trade-off parameter, δµ is the euclidean metric and δΣ is the LEM metric. This matrix A serves to effectively combine local structure (nearest neighbors) and global structure (label information). The problem in (3) is a typical optimization problem with orthogonality constraints; it can therefore be formulated as a unconstrained optimization problem on Grassmannian manifolds [1] . Given that the objective function F(W) has the property that for any rotation matrix R ∈ SO(r) (i.e.,
Here, the geodesic is the shortest path between two points on the manifold. For each point on the manifold G, its tangent space is a vector space that contains the tangent vectors of all possible curves passing through that point. On the manifold, the tangent vectors must parallel transport along the geodesics. Optimizing F(W) results in a situation where the low-dimensional components are close if their corresponding original high-dimensional components are event-aware neighbors; otherwise, they will be as far apart as possible.
Detecting Events Using DCAR
To make use of the manifold structure, we adopted the Kernel Ridge Regression (KRR) method [17] to build the event classifiers. LetĜ = {ĝi} N i=1 andĝi = {μi,Σi} be the learned low-dimensional components. Y ∈ R N ×L is the label information (where Yij=1 ifĝi belongs to the j th event; otherwise Yij=0). The KRR method aims to train a classifier by solving the following optimization problem:
where the kernel function can be written as K = φ(Ĝ) T φ(Ĝ). Since each componentĝi has a meanμi and a covariance matrixΣi, we adopt the similarity (7) as the kernel function, i.e., K(ĝi,ĝj) = S(ĝi,ĝj). The problem in (8) , as a quadratic convex problem, can be optimized by setting its derivative with respect to H to zero, and then computing H in closed form:
Given a new test audio track, the P mixture components {gp} P p=1 = {wp, µp, Σp} P p=1 can be obtained. Then the corresponding discriminative, low-dimension mixture components {ĝp} P p=1 can be generated, as in (1) forμp = W T µp, and as in (2) forΣp = W T ΣpW , where the embedding W is learned from the training data. The class membership matrix M = {Mp} P p=1 (where Mp ∈ R 1×L is the event membership of the p-th component) can be calculated:
, indicating the similarity between gp and all of the training mixture components inĜ. We can then make a final event prediction for the new audio track with P components using an average voting scheme
where wp is the weight of the p th component.
EXPERIMENTAL RESULTS

Dataset and Methodology
Our experiments used YLI-MED [4] , a recently released public video corpus with ten events, based on the YFCC100M [19] . Table 1 describes YLI-MED; the variation in track length makes event detection more challenging.
We compared the proposed DCAR with the state-of-theart audio representations used for event detection: mvvector [16] , i-vector [6] , and GMM. By "GMM", we mean the base GMMs extracting the GMM components from each audio file, but without discriminative dimensional reduction. For each method, we tuned the parameters using crossvalidation on the training data to obtain the best result.
We describe results using the same classification method, KRR, with all representations.
1 For the l-th event in t testing tracks, we compared the prediction result to the ground truth to determine the number of true positives (T P l ), false positives (F P l ), true negatives (T N l ), and false negatives (F N l ). We evaluated event detection performance using four common metrics, Accuracy, F Score, F alseAlarmRate (F AR), and M issRate. Higher Accuracy and F Score and lower F AR and M issRate indicate better performance.
Results and Discussion
We evaluated DCAR and the three baseline representations on a ten-event detection task. Table 2 shows detection performance for each event and the average over the ten events, in terms of F Score and M issRate. Combined Accuracy for mv-vector, i-vector, GMM, and DCAR is 0.3907, 0.4640, 0.4923, and 0.5321, respectively (p=0.01 for DCAR vs. each baseline [McNemar's two-tailed]), and the average F AR scores are 0.0674, 0.0593, 0.0570, and 0.0523.
For each individual event and on average, DCAR achieves superior or competitive performance. In particular, DCAR consistently performs best for all four metrics on the average or combined scores (an average of more than 8% gain on all metrics relative to the second-best representation).
To explore DCAR's performance under different difficulty levels, we extracted two subsets (based on results from other tasks). Events in EC5 ("EasyCase") (Ev101, Ev104, Ev105, Ev108, and Ev109) are easy to distinguish from (most of) the others; those in HC4 ("HardCase") (Ev103, Ev106, Ev107, and Ev110) are more difficult. For both subsets, DCAR achieved the best results on each evaluation metric, for example, F Scores of 0.7067 on EC5 and 0.5283 on HC4 for DCAR, as opposed to 0.4773, 0.6415, and 0.6670 on EC5 and 0.4278, 0.2795, and 0.4821 on HC4 for mv-vector, i-vector, and GMM respectively. Interestingly, i-vector performs better than mv-vector on EC5, but worse on HC4.
We can make a number of observations about these results. First, it seems that modeling GMM components for each audio track (as in GMM, mv-vector, and DCAR) is more effective than modeling a GMM on all the training audio tracks together (as in i-vector) when the events are closely related, as in HC4. We believe this is because, in real-world applications (e.g., with user-generated content), each track may have a large variance. The set of strategies that model each track via GMM capture the hidden structure within each audio track, while the i-vector strategy may smooth away that structure (even between events), leading to a less useful representation. Second, GMM and DCAR perform better than mv-vector on both subsets, which indicates that one mixture component (as in mv-vector) may not sufficiently capture the full structure of the audio; in addition, vectorizing the mean and variance inevitably distorts the intrinsic geometrical structure among the data. Third, DCAR outperforms the base GMM, because DCAR takes into account the label information and the intrinsic nearest neighbor structure among the audio files when modeling the training data, and outputs a mapping function to effectively represent the test data. This result confirms that discriminative dimensionality reduction is beneficial for characterizing the distinguishing information for each audio file, leading to a better representation and significantly improving event detection performance.
CONCLUSIONS AND FUTURE WORK
We have presented a new audio representation, DCAR, and demonstrated its use in event detection. 2 The DCAR 2 Further details about how DCAR is built and additional experimental results can be found in Jing et al. 2016 [10] .
method stands out in its ability to capture the variability within each audio file. In addition, it achieves better discriminativity by integrating label information and the graph of the components' nearest neighbors among the audio files. In experiments, representing audio using the proposed DCAR notably improves performance on event detection. In a nutshell, the novelty of DCAR lies in its being a compact representation of an audio signal that captures variability and has better discriminative ability than other representations. Videos are of course multimodal; visual content, captions, and other metadata can provide valuable information. We therefore plan to use these to extend the current model, along with complex information about temporal evolution [3] . We may also explore modeling only the most information-rich audio segments. Within audio, we also hope to evaluate the use of DCAR for other related tasks, such as audio scene classification (for example, testing it with the DCASE acoustic scenes dataset [18] ).
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