Singular perturbation of nonlinear systems with regular singularity by Conti, William R. P. & Marchetti, Domingos H. U.
ar
X
iv
:1
20
7.
42
12
v1
  [
ma
th.
CV
]  
17
 Ju
l 2
01
2
Singular perturbation of nonlinear systems with
regular singularity
William R. P. Conti∗ and Domingos H. U. Marchetti†
Abstract
We extend Balser-Kostov method of studying summability properties of a sin-
gularly perturbed inhomogeneous linear system with regular singularity at origin
to nonlinear systems of the form
εzf ′ = F (ε, z, f)
with F a Cν–valued function, holomorphic in a polydisc D¯ρ × D¯ρ × D¯νρ . We
show that its unique formal solution in power series of ε, whose coefficients are
holomorphic functions of z, is 1–summable under a Siegal–type condition on the
eigenvalues of Ff (0, 0, 0). The estimates employed resemble the ones used in KAM
theorem. A simple Lemma is developed to tame convolutions that appears in the
power series expansion of nonlinear equations.
MSC: 13F25; 34M30; 34M60; 40C15; 33C10
Keywords: summability, nonlinear systems, singular perturbation
1 Introduction
Balser and Kostov[BK] have studied singularly perturbed linear system with regular
singularity at z = 0 of the form
εzf ′ = Af − b (1.1)
f ′ means derivative of f w.r.t. z; A = A(ε, z) and b = b(ε, z) are, respectively, a ν × ν
matrix and a ν–vector whose entries are holomorphic in the polydisc DR×DR, R > 0.1
∗Address: Instituto de F´ısica, Universidade de Sa˜o Paulo, Caixa Postal 66318, 05314-970 Sa˜o Paulo,
SP, Brasil. Supported by FAPESP under grant #07/59739− 4. E-mail: wrpconti@if.usp.br
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1Here, Dρ(z0) = {z ∈ C : |z − z0| < ρ} denotes an open disc of radius ρ > 0, centered at z0, D¯ρ(z0)
denotes its closure and Dρ = Dρ(0).
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A is, in addition, such that A(0, 0)−1 exists. For such a system, there exists a unique
formal solution in the ring O(r)[[ε]]1 of formal power series
fˆ(ε, z) =
∞∑
i=0
ai(z) ε
i (1.2)
in ε with coefficients ai(z) in the ring O(r) of holomorphic functions on Dr, continuous
in its closure, satisfying
max
|z−z0|≤r
|ai(z)| ≤ Cµii! , i = 0, 1, 2, . . . (1.3)
for some positive constants C, µ and 0 < r < R. The authors have shown (see Theorem
1 and 2 of [BK]) that fˆ(ε, z) is the 1–Gevrey asymptotic expansion of a holomorphic
function f(ε, z) in S(θ, γ;E)× Dr, as ε tends to 0, if the closed sector S¯(θ, γ;E) does
not contain any ray on the direction of the eigenvalues λj of A(0, 0):
|arg λj − θ| > γ/2 , j = 1, . . . , n . (1.4)
The formal series fˆ(ε, z) is thus 1–summable in the direction θ provided the eigenvalues
of A(0, 0) satisfy a Siegel–type condition, i.e. the λj satisfy (1.4) for some γ ≥ π.
A nonlinear version of (1.1) appears as follows. Let f(ε, z) be the unique extension
in S(0, γ;E)×Dr, with ε = 2/N , of the meromorphic function
φε(z) =
i
2
√
z
JN/2(i
√
zN)
JN/2−1(i
√
zN)
(1.5)
where Jκ(x) is the Bessel function of order κ. This function is related with the Fourier-
Stieltjes transform σˆN (x) of a uniform measure σN on the N–dimensional sphere of
radius
√
N and we refer to [MC] and [MCG] for the motivations for its study. The N
dependence in the argument is chosen in such way that φε(z) attains, as ε goes to 0, a
limit function
φ0(z) =
−1
1 +
√
1 + 4z
(1.6)
(see Proposition 2.1 of [MCG]). φε satisfies an ordinary (Riccati) differential equation
εzφ′ε + φε − 2zφ2ε +
1
2
= 0 (1.7)
which, despite of being nonlinear, can be dealt by Balser–Kostov’s method. It has been
shown by the present authors (see Lemmas 3.2, 3.3 and 3.4 of [MC]) (a) existence of a
unique formal solution φˆε(z) in the form of (1.2), satisfying (1.3); (b) φˆε(z) is the 1–
Gevrey asymptotic expansion of the holomorphic solution f(ε, z) of (1.7) in S(0, γ;E)×
Dr, as ε goes to 0 in S(0, γ;E); (c) choosing the sector S(θ, γ;E) of opening angle γ > π
away from the negative real axis, φˆε(z) is, in addition, 1– summable in θ direction and
its sum is equal to f(ε, z).
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In the present article statements (a)–(c), together with the 1-summability, will be
extended for more general ordinary differential equations of the form
εzf ′ = F (ε, z, f) , (1.8)
with f = (f 1, . . . , f ν) and F = (F 1, . . . , F ν) ν–vector functions, F i holomorphic in a
polydisc, say D¯ρ × D¯ρ1 × D¯νρ , for some ρ1 > ρ > 0. As in ([BK]), the ν × ν matrix
A0,1(0) = Ff(0, 0, 0) is assumed to be invertible, a condition that makes (1.8) to possess
a regular singularity at z = 0, and every eigenvalue of A0,1(0) satisfies condition (1.4).
Equation (1.7) is of the form (1.8) with ν = 1 and2
F (ε, z, f) = −β(ε)
2
− f + 2zf 2 (1.9)
Balser–Kostov summability proof in [BK] of the formal series fˆ solution does not
follow the usual route: the (formal) Borel transform Bˆfˆ of fˆ is analytically continued
along some sector of infinite radius (see e.g. [Ba]). Their proof establishes instead
Grevrey asymptotic expansion directly from the equation (1.1), making resource of
an auxiliary Lemma regarding an infinite system of linear equation of the same type.
Although (1.8) is nonlinear, the system of infinitely many equations obtained by taking
derivatives of (1.8) with respect to ε is linear, indeed of the type stated in Lemma 3 of
[BK], and Balser–Kostov’s method carries over to equation of the form (1.8).
The layout of this paper is as follows. In Section 2 we prove existence of a unique
solution of (1.8) in power series of z. In Section 3 we show that the formal power series
solution of (1.8) is Gevrey of order 1. In Section 4 Gevrey asymptotics are established.
Our main result, the 1–summability of the formal solution of (1.8), is stated in Section
5 and proved using Propositions 2.2-4.1 of the previous sections. The main ingredient
(Lemma 2.3), is employed to tame arbitrarily large number of convolutions arised in the
expansion of F in power series of f .
2 Power series in z
Under the hypothesis on F , the series
F (ε, z, f) =
∞∑
n,m=0:
n+m6=0
An,m(ε)z
nfm (2.1)
converges (in norm) absolutely in D¯ρ1 × D¯νρ , uniformly in ε ∈ D¯ρ, with the coefficients
2Statements (a)–(c) hold with 1/2 in (1.7) replaced by β(ε)/2 for any 1–summable β(ε) =
∑
n≥0
βnε
n
formal series in θ direction. In this case the limit function (1.6) is replaced by φ0 = −β0/(1+
√
1 + 4β0z).
3
An,m(ε) regarded as a multilinear operator,
fm ∈ Cν × · · · × Cν︸ ︷︷ ︸
m copies
7−→ An,m(ε)fm ∈ Cν
(An,m(ε)f
m)i =
ν∑
i1,...,im=1
Ai,i1,...,imn,m (ε)f
i1 · · · f im , (2.2)
endowed with an operator norm induced by the Euclidean space Cν :
‖An,m(ε)‖ = sup
(v1,...,vm)∈Cmν
‖An,m(ε)v1 · · · vm‖
‖v1‖ · · · ‖vm‖ ,
holomorphic in Dρ as a function of ε.
In (2.2) and from now on, f = (f 1, . . . , f ν) denotes a ν–vector with i–th component
f i and Euclidean norm ‖f‖2 = f · f =
ν∑
i=1
f¯ if i. Without loss of generality, we assume
A00(ε) ≡ 0 and since the l.h.s. of (1.8) vanishes for z = 0, its solution in power series
reads
f(ε, z) =
∞∑
k=1
fk(ε)z
k . (2.3)
(by hypothesis f(ε, 0) ≡ 0). For F given by the example (1.9), A0,0(ε) = β(ε)/2 does
not vanishes and we may replace f and (1.9) by f˜ = f + β/2 and
F˜ = (1− 2βz) f˜ + β
2
2
z + 2zf˜ 2
which satisfy f˜(ε, 0) = 0 and A˜0,0(ε) = 0. The general case differs very little from this
particular example.
Substituting the power series (2.3) into (2.1) together with (1.8), we are led to a
system of equations
(εjI − A0,1(ε)) fj = gj(ε; f1, . . . , fj−1) (2.4)
with gj = (g
1
j , . . . , g
ν
j ) given by
gi1(ε) = A
i
1,0(ε)
and
gij(ε; f1, . . . , fj−1) =
∑
n,m:
2≤n+m≤j
ν∑
i1,...,im=1
Ai,i1,...,imn,m (ε)
(
f i1 ∗ · · · ∗ f im)
j−n
(2.5)
for j ≥ 2; for any two sequences α = (αk)k≥1 and β = (βk)k≥1, their convolution product
α ∗ β = ((α ∗ β)k)k≥1 is a sequence defined by (α ∗ β)1 = 0 and
(α ∗ β)k =
k−1∑
l=1
αlβk−l , k ≥ 2 . (2.6)
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The restriction n+m ≤ j in (2.5) results from the fact that our sequence f i = (f ik)k≥1
starts with k = 1 and a convolution involving m sequences cannot have nonvanishing
component j − n if j > n+m.
Consequently, for any k ∈ N arbitrary, (2.4) for 1 ≤ j ≤ k forms a closed system
of ν · k equations, involving ν · k unknown functions which can be solved by iteration
starting from
f1(ε) = (εI − A0,1(ε))−1A1,0(ε) . (2.7)
If equation (2.4) for 1 ≤ j ≤ k − 1 and k ≥ 2 have been solved, then
fk(ε) = (εkI −A0,1(ε))−1 gk(ε; f1, . . . , fk−1) . (2.8)
Regarding the inverse matrix (εkI − A0,1(ε))−1, we have the following
Lemma 2.1 (Lemma 1 of [BK]) Suppose (1.4) holds with θ = 0 and λj, j = 1, . . . , ν,
eigenvalues of A0,1(0) = Ff(0, 0, 0). One can always find E > 0 such that, if k |ε| ≥
c
c− 1 sup|ε|≤E ‖A0,1(ε)‖ for some c > 1, the inverse matrix in (2.8), given by
(εkI − A0,1(ε))−1 =
∞∑
n=0
1
(εk)n+1
(A0,1(ε))
n
is bounded and satisfies
∥∥(εkI − A0,1(ε))−1∥∥ ≤ c, uniformly in S (0, γ;E). If k |ε| <
c
c− 1 sup|ε|≤E ‖A0,1(ε)‖, let λj(ε), j = 1, . . . , n, the eigenvalues of A0,1(ε), be so that
their distances from every ray η = reiτ intercepting S (0, γ;E) are bounded from below
by a constant a > 0:
a = inf
{∣∣λj(ε)− reiτ ∣∣ : 0 ≤ r <∞ , |τ | ≤ γ , j = 1, . . . , n and ε ∈ S (0, γ;E)} .
(2.9)
Then,
|det (εkI −A0,1(ε))| =
ν∏
j=1
|εk − λj(ε)| ≥ aν > 0
together with the formula A−1 = Adj(A)/ detA for inverse of a matrix A, where Adj(A)
is the transposed of the cofactors matrix of A, (see e.g. [La]) and with the boundedness
in S (0, γ;E) of all cofactors of A0,1(ε), give∥∥(εkI − A0,1(ε))−1∥∥ ≤ c , (2.10)
uniformly in S (0, γ;E) for every k ∈ N.
Proposition 2.2 Let F be given by (2.1) with the eigenvalues of A0,1(0) obeying hy-
pothesis (1.4). There exist γ, E and σ such that (1.8) has a solution f(ε, z) holomorphic
in S(0, γ;E)×Dσ. The solution f(ε, z) converges, as ε→ 0 in the sector S(0, γ;E), to
the unique solution f ∗(z) of F (0, z, f) = 0 in Dσ satisfying f(0) = 0.
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Proof Since (2.3) solves (1.8), its coefficients fk(ε) satisfy the formal relations (2.4)
whose solution depends on the existence of inverse matrix (εkI − A0,1(ε))−1 for every
k ∈ N and ε ∈ S (0, γ, E). Assuming (1.4) holds for every eigenvalues of A0,1(0), let γ
and E be such that (2.9), and consequently (2.10), holds. Hence, fk(ε) given by (2.8)
is bounded uniformly in S (0, γ;E), uniquely defined for every k ∈ N and, in view of
these, holomorphic in S (0, γ;E).
Let φl and αn,m be the supremum in S(0, γ;E) of ‖fl(ε)‖ and ‖An,m(ε)‖, respectively:
φl = sup
ε∈S(0,γ;E)
‖fl(ε)‖
αn,m = sup
ε∈S(0,γ;E)
‖An,m(ε)‖ . (2.11)
By Cauchy formula
1
n!m!
F (0,n,m)(ε, 0, 0)
(
f
‖f‖
)m
=
1
(2πi)2
∮ ∮
F (ε, ζ, φf/ ‖f‖)
ζn+1φm+1
dζdφ
and there exists C <∞ (= supS¯(0,γ;E)×D¯ρ1×D¯νρ ‖F (ε, z, f)‖, E ≤ ρ) such that
αn,m ≤ C
ρn1ρ
m
. (2.12)
Now, we prove that the majorant series
∞∑
l=1
φlσ
l converges and is bounded by ρ for some
0 < σ < ρ. For this, the following lemma will be stated more generally than it is needed
for this section.
Lemma 2.3 Let λ ≥ 0 be given and let A = (1 + π2/3)−1 /2 = 0.1165536 . . .. Consider
the sequence (Cl)
∞
l=0 with C0 = A or C0 = 0 and
3
Cl =
Al!λ
l2
, ∀ l ≥ 1 .
Then
m∑
l=0
Cl Cm−l ≤ Cm (2.13)
holds for every m ≥ 0.
Proof Since
(
m
l
)
≥ 1,
1
l
+
1
m− l =
m
l(m− l)
3The sequence (Cl) of this Section has C0 = 0. Lemma 2.3 has been stated with C0 = A to be used
elsewhere in another Section.
6
and 0 ≤ (a− b)2 = 2(a2 + b2)− (a+ b)2 holds for any real numbers a and b, we have
1
Cm
m∑
l=0
Cl Cm−l ≤ A
(
2 +
m−1∑
l=1
m2
l2(m− l)2
)
≤ 2A
(
1 +
m−1∑
l=1
(
1
l2
+
1
(m− l)2
))
≤ 2A
(
1 +
π2
3
)
= 1 .

It thus follows from (2.13) with C0 = 0 that∑
l1,...,lk≥1:
l1+···+lk=m
Cl1 · · ·Clk ≤ Cm (2.14)
holds for any 1 ≤ k ≤ m.
Let us assume that (2.12) can be written as (see Remark 3.1)
αn,m ≤ α
c
Cn
1
ρn+m
(2.15)
and suppose
φl ≤ αCl 1
κl
holds for l ≥ 1, with (Cl)l≥1 the sequence in Lemma 2.3 with λ = 0, for some α and
κ < ρ. Hence, by (2.7) together with (2.10) and (2.11), we have
φ1 ≤ cα1,0 ≤ αA1
κ
(2.16)
and, by (2.8) and (2.5) together with (2.10),
‖fk(ε)‖ ≤ c
∑
n,m:
2≤n+m≤k
‖An,m(ε)‖ (‖f(ε)‖ ∗ · · · ∗ ‖f(ε)‖)k−n
with ‖f(ε)‖ denoting the sequence (‖fj(ε)‖)j≥1. Taking the supremum over ε ∈ S(0, γ;E)
in both sides together with (2.11), (2.12) and (2.14),
φk ≤ c

αk,0 + ∑
n,m≥1:
2≤n+m≤k
αn,m

φ ∗ · · · ∗ φ︸ ︷︷ ︸
m


k−n


≤ αCk 1
ρk
+ α
1
κk
∑
1≤n≤k−1
Cn
(
κ
ρ
)n
Ck−n
∑
1≤m≤k−n
(
α
ρ
)m
≤ α
(
κk
ρk
+
α
ρ− α
)
Ck
1
κk
≤ αCk 1
κk
,
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holds for k ≥ 2 provided α < ρ/2 and
κ = ρ
√
1− α
ρ− α (2.17)
With α and κ satisfying these conditions, we conclude
φl = sup
ε∈S(0,γ;E)
‖fl(ε)‖ ≤ αA
l2
1
κl
, ∀ l ≥ 1 (2.18)
and
(
fl(ε) z
l
)
l≥1
is a sequence of holomorphic functions, uniformly bounded in S(0, γ;E)×
Dσ by
(
φl σ
l
)
l≥1
, whose sum f(ε, z) =
∞∑
l=1
fl(ε) z
l is bounded (in norm) by
∞∑
l=1
φl σ
l =
αAκ
κ− σ = ρ (2.19)
provided σ < κ satisfies σ = κ(ρ − αA)/ρ = (ρ − αA)
√
1− α/(ρ− α), by (2.17).
Under this choice of σ, F (ε, z,Dνρ) ⊂ Dνσ uniformly in S(0, γ;E)×Dσ and the solution
we have obtained by the formal expansion (2.4) and (2.5) acquires sense. The power
series solution (2.3) of (1.8) thus converges to a unique analytic function f(ε, z) in
S(0, γ;E)×Dσ. The proof of uniqueness will be omitted.
From the uniform convergence of (2.3) we conclude that, for any fixed z ∈ Dσ, the
solution f(ε, z) tends to
f(0, z) = lim
S(0,γ;E)∋ε→0
∞∑
l=0
fl(ε) z
l =
∞∑
l=0
lim
S(0,γ;E)∋ε→0
fl(ε) z
l = f ∗(z)
where f ∗(z) is the unique solution of equation
F (0, z, f) = 0
for f , by the analytic implicit function theorem (see e.g. Section 2.3 of [Be] or the next
section, for an alternative solution). Note that the solution f ∗(z) is regular at z = 0
since, by (2.3), it must satisfy f(0) = 0 and this concludes the proof of Proposition 2.2.

3 Formal power series in ε
As in (2.1), the double series
F (ε, z, f) =
∑
n,m
Bn,m(z)ε
nfm (3.1)
8
converges (in norm) absolutely in D¯ρ × D¯νρ , uniformly in z ∈ D¯ρ1 , with the coefficients
Bn,m(ε) regarded as a multilinear operator f
m ∈ Cmν 7−→ Bn,m(z)fm ∈ Cν
(Bn,m(z)f
m)i =
ν∑
i1,...,im=1
Bi,i1,...,imn,m (z)f
i1 · · · f im .
By consistency, B00(0) = 0 but B00(z) may not be identically zero. Before we go through
the power series in ε, we study the solution f ∗(z) of
0 =
∞∑
m=0
B0,m(z)a
m
0 (z) , (3.2)
in power series of z:
a0(z) =
∞∑
j=1
a0,jz
j . (3.3)
Note that f ∗(z) = a0(z), by Proposition 2.2, so a0(0) = 0. Replacing (3.3) into (3.2),
and taking into account
B0,m(z) =
∞∑
n=0
An,m(0)z
n
equation (3.2) can be written as (omitting the argument ε = 0 of An,m(0), for simplicity)
0 = Aj,0 +
∑
1≤m≤j
(A·,m ∗ a0 ∗ · · · ∗ a0)j .
For j = 1,
A1,0 + A0,1a0,1 = 0 =⇒ a0,1 = −A−10,1A1,0 .
Now, supposing a0,1, . . . , a0,k−1 have already been determined, then
a0,k = −A−10,1
(
Ak,0 +
k−1∑
j=1
Aj,1a0,k−j +
∑
2≤m≤k
(A·,m ∗ a0 ∗ · · · ∗ a0)k
)
. (3.4)
If one takes the norm of (3.4), together with
∥∥A−10,1∥∥ ≤ c, (2.12), (2.14) and (2.18), that
holds also for ε = 0,
‖a0,k‖ ≤ cC
(
1
ρk1
+
k−1∑
j=1
(
1
ρ1
)j ∑
1≤m≤k−j
(
1
ρ
)m
(‖a0,·‖ ∗ · · · ∗ ‖a0,·‖)k−j
)
≤ αCk 1
κk
(3.5)
provided we fix α and κ as in the previous section, which is consistent with the domain
in which f(ε, z) is holomorphic. This shows that f ∗(z) is holomorphic in Dνσ and proves
the existence of a unique solution of F (0, z, f) = 0 in the same domain.
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Remark 3.1 Regarding the radius of convergence of the power series of f ∗(z) one can
estimate it a little better using the Cauchy majorant method as in Section 3.2 of [Be]
(see also [BK], Section 1, for the linear equation). Multiplying (3.5) by zk, summing
over k and replacing the inequality by equality, yields
φ(z) = cC
z/ρ1
1− z/ρ1
1
1− φ(z)/ρ
for a majorant φ(z) of f ∗(z), whose solution
φ(z) =
ρ
2
(
1−
√
1− z/σ1
1− z/ρ1
)
is holomorphic in a disc Dσ1 with σ1 = ρ1ρ/(ρ + 4cC) < ρ1, proportional to ρ1. In
Section 2, we have chosen ρ1 so large that (2.12) can be written as (2.15) and the radius
of convergence σ, obtained applying Lemma 2.3 to convolutions, is proportional to ρ
instead (see expression after (2.19)). Despite of this loss, the method introduced there
is undeniably practical, more adaptable to diverse situations and, for these reasons, we
shall apply it here and in further sections.
Proposition 3.2 Suppose the formal power series (1.2) satisfies equation (1.8), for-
mally, with F = F (ε, z, f) obeying the hypotheses stated after (1.8). Then, the coeffi-
cients (ai(z))i≥0 of (1.2) are analytic functions of z in the open disc Dκ and there exist
positive constants C and µ such that
‖ai(z)‖ ≤ Ci!µi (3.6)
holds for all i ≥ 0 and z ∈ D¯σ, with σ < κ < ρ. In other words, the formal power series
is of Gevrey order 1, i.e., fˆ(ε, z) ∈ O(σ)[[ε]]1.
Proof Substituting the power series (1.2) into (3.1), we are thus led to a system of
equations
0 =
∞∑
m=0
B0,m(z)a
m
0 (z) ,
which has already been solved for a0(z), and for i ≥ 1
za′i−1(z) =
∞∑
m=1
mB0,m(z)a
m−1
0 (z)ai(z) +
i∑
n=1
∞∑
m=1
Bn,m

a(z) ∗ · · · ∗ a(z)︸ ︷︷ ︸
m


i−n
. (3.7)
We observe that the sum over m has no limit as the sequence a(z) = (ak(z))k≥0 starts
from k = 0 and the convolution product of any two sequences α = (αk)k≥0 and β =
(βk)k≥0 is now defined by
(α ∗ β)k =
k∑
l=0
αlβk−l , k ≥ 0 . (3.8)
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To isolate ai, the largest index term in (3.7), we have to show that the matrix (recall
B0,1(0) = A0,1(0))
T0(z) = B0,1(z) +
∞∑
m=2
mB0,m(z)a
m−1
0
= A01(0)
(
I + A01(0)
−1
(
B0,1(z)− B0,1(0) +
∞∑
m=2
mB0,m(z)a
m−1
0
))
(3.9)
is invertible for every z ∈ Dκ for some κ ≤ ρ. For this, we take κ so small that
c sup
z∈Dκ(0)
(
‖B0,1(z)− B0,1(0)‖+
∞∑
m=2
m ‖B0,m(z)‖ ‖a0‖m−1
)
≤ b < 1
and, consequently, ‖T0(z)−1‖ ≤ c/(1− b) holds uniformly in Dκ(0).
It follows from (3.7) and (3.9) that
ai(z) = T0(z)
−1

za′i−1(z)− i∑
n=1
∞∑
m=1
Bn,m

a(z) ∗ · · · ∗ a(z)︸ ︷︷ ︸
m


i−n

 (3.10)
and this relation determines uniquely ai(z) in terms of earlier coefficients. Note that
ai(z) is holomorphic in Dκ and, by (3.5) and (2.19)
sup
z∈Dκ(0)
|a0(z)| ≤ δA , (3.11)
by letting κ small enough, for any δ > 0. Now, to obtain an estimate on the growth
rate of |ai(z)|, let ϕi denote the i-th Nagumo norm
‖ai‖i := sup
z∈Dκ(0)
(dκ(z))
i ‖ai(z)‖ , where dκ(z) = κ− |z|. (3.12)
of ai(z) and let βn,m the supremum in Dκ of ‖Bn,m(z)‖. The properties we shall use on
Nagumo’s norms is proved in ([BK]) and references therein and are sumarized by
1. ‖f + g‖k ≤ ‖f‖k + ‖g‖k;
2. ‖fg‖k+l ≤ ‖f‖k ‖g‖l;
3. ‖f ′‖k+1 ≤ e(k + 1)‖f‖k;
4. ‖f‖k ≤ κ‖f‖k−1,
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for any two functions f and g holomorphic in Dκ and nonnegative integers k, l.
Let us assume that
ϕl ≤ δCl 1
νl
(3.13)
holds for l = 1, 2, . . . , i − 1with Cl = Al!/l2, for some positive constants δ and ν to be
determined. Similarly to (2.12) and (2.15),
βn,m = ‖B‖0 ≤
C1
ρn1ρ
m
≤ δ(1− b)
c
δCn
ρn+m
(3.14)
holds for some C1 < ∞ and ρ1 large enough. Then, it follows by (3.10), (3.14), (2.14)
and the properties of Nagumo norms
ϕi ≤ c
1− b

‖z‖0 ‖a′i−1‖i + i∑
n=1
∞∑
m=1
βn,mκ
n
∑
i1,...,im≥0:
i1+···+im=i−n
ϕi1 · · ·ϕim


≤ c
1− beκiϕi−1 + δ
1
νi
i∑
n=1
∞∑
m=1
Ci−n
(
κ
ρ
)n
Cn
(
δ
ρ
)m
≤
(
2c
1− beκν +
δ
ρ− δ
)
δCi
1
νi
≤ δCi 1
νi
, (3.15)
where the last inequality holds provided δ < ρ/2 and
ν ≤ 1− b
2ceκ
(
1− δ
ρ− δ
)
(3.16)
and this completes the induction:
sup
z∈Dκ(0)
(dκ(z))
l |al(z)| ≡ ‖al‖l ≤ δAl!
l2
1
νl
∀ l ≥ 1. (3.17)
with δ and ν fixed so that (3.11) and (3.16) hold.
By definition (3.12) of Nagumo norm,
‖ai(z)‖ ≤ 1
(κ− σ)i‖ai‖i ≤ Ci!µ
i
holds for all i ≥ 1 uniformly in D¯σ(0) for some σ < κ, with C = δA and µ−1 = ν(κ−σ),
which concludes the proof of Proposition 3.2.

12
4 Gevrey asymptotics
In order to set up an equation involving derivatives of f with respect to ε, we write
φi(ε, z) =
1
i!
∂if
∂εi
(ε, z)
φ′i(ε, z) =
∂φi
∂z
(ε, z)
and φ(ε, z) = (φi(ε, z))i≥0 for the sequence of those functions defined on S(0, γ;E) ×
Dκ(0); analogously to (2.1) and (3.1), we write
F (ε, z, f) =
∞∑
m=0
Cm(ε, z)f
m
F [i,0,0](ε, z, f) =
∞∑
m=0
C [i,0]m (ε, z)f
m
for the i–th derivative of h with respect to the first argument divided by i!. The i-th
total derivative of F with respect to ε can thus be written as
Gi(ε, z, φ0, . . . , φi) =
1
i!
di
dεi
F (ε, z, f)
=
∑
m

C [·,0]m (ε, z) ∗ φ(ε, z) ∗ · · · ∗ φ(ε, z)︸ ︷︷ ︸
m


i
= T (ε, z)φi + G˜i(ε, z, φ0, . . . , φi−1) (4.1)
where
T (ε, z) =
∞∑
n=0
∞∑
m=1
mAn,m(ε)z
nφ0(ε, z)
m−1 (4.2)
and G˜i(ε, z, φ0, . . . , φi−1) depends only on derivatives of f with respect to ε of order
lower than i.
Differentiating equation (1.8) i times with respect to ε, dividing by i!, we have
εzφ′i − T (ε, z)φi = Hi(ε, z) (4.3)
for i ≥ 1, where
Hi(ε, z) = G˜i(ε, z, φ0, . . . , φi−1)− zφ′i−1 , (4.4)
may be think as inhomogeneous holomorphic function of (ε, z) in S(0, γ;E) × Dσ(0),
and for i = 0 simply (1.8):
εzφ′0 = F (ε, z, φ0) .
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Proposition 4.1 Let f(ε, z) be the unique holomorphic solution of (1.8) on S(0, γ;E)×
Dσ(0) with σ, γ and E as in Proposition 2.2. There exist 0 < σ1 ≤ σ, 0 < E1 ≤ E and
positive constants C and µ such that
‖φi(ε, z)‖ ≤ Ci!µi
holds for all i ≥ 0 and every point (ε, z) in S(0, γ;E1)× D¯σ1(0).
Proof The case i = 0 follows straightforwardly from Proposition 2.2. (4.3) is a linear
singular perturbation equation with regular singularity which can be dealt with the
following auxiliary result due to Balser-Kostov [BK] (see Lemma 3 therein). For this,
we drop temporarily all subindices i in (4.3).
Let
T (ε, z)− t0(ε) =
∞∑
n=1
tn(ε) z
n = S(ε, z) (4.5)
and consider a sequence (ψk(ε, z))k≥0 satisfying the system{
εzψ′0(ε, z)− t0(ε)ψ0(ε, z) = H(ε, z)
εzψ′k(ε, z)− t0(ε)ψk(ε, z) = S(ε, z)ψk−1(ε, z) , k = 1, 2, . . .
. (4.6)
By (4.5) and linearity, the sum over all equations in (4.6) yields an equation of the
form (4.3) satisfying by the sum ψ(ε, z) =
∞∑
k=0
ψk(ε, z). We assume that H(ε, z) admits
an expansion
H(ε, z) =
∞∑
n=0
hn(ε) z
n (4.7)
absolutely convergent for |z| ≤ σ, uniformly in S(0, γ;E). For H given by (4.1) and
(4.4) this will actually be proven by induction when we resume the proof of Proposition
4.1. We write, in addition, f(z) ≪ F (z) if f(z) = ∑∞k=0 ckzk is majorized by F (z) =∑∞
k=0Ckz
k , i. e., if |ck| ≤ Ck holds for all k. If f is a ν-vector or a ν × ν matrix
f(z)≪ F (z) means majorized relation for each component.
Lemma 4.2 There exist unique functions (ψk(ε, z))k≥0, holomorphic in S(0, γ;E1) ×
D¯σ(0), satisfying (4.6). Each ψk(ε, z) has a zero of order k at z = 0: ψ
(0,k)
k (ε, 0) = 0,
and satisfies
ψ(ε, z) =
∞∑
k=0
ψk(ε, z)≪ a
I − aΓ(z) Ω(z) (4.8)
where
Ω(z) =
∞∑
n=0
sup
ε∈S(0,γ;E)
|hn(ε)| zn (4.9)
Γ(z) =
∞∑
n=0
sup
ε∈S(0,γ;E)
|tn(ε)| zn . (4.10)
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holds for some a < ∞ provided σ1 is small enough. ψ(ε, z) is, in addition, the unique
analytic solution in S(0, γ;E1)×Dσ(0) of
εzψ′(ε, z)− T (ε, z)ψ(ε, z) = H(ε, z) (4.11)
with ψ(ε, 0) = 0.
Proof Plugging
ψk(ε, z) =
∞∑
n=k
̟n,k(ε) z
n
into (4.6), yields
(εnI + t0(ε))̟n,0(ε) = hn(ε) , n ≥ 0
(εnI + t0(ε))̟n,k(ε) =
n−1∑
m=k−1
tn−m(ε)̟m,k−1(ε) ,
for 1 ≤ k ≤ n and n ≥ 1. Observe that, by (4.2) and (4.5), together with the fact that
φ0(ε, 0) =
∑
j≥1
aj(0)ε
j (recall a0(0) = 0),
εnI + t0(ε) = (εnI + A0,1(ε))
(
I + (εnI + A0,1(ε))
−1
∑
m≥1
mA0,m(ε)φ0(ε, 0)
m−1
)
is invertible for every ε ∈ DE1(0) if we take E1 ≤ E so small that
c sup
ε∈D¯E1(0)
∞∑
m=2
m ‖A0,m(ε)‖ ‖φ0(ε, 0)‖m−1 ≤ d < 1
and
∥∥(εnI + t0(ε))−1∥∥ ≤ c/(1− d) ≡ a <∞ holds uniformly in DE1(0).
From these relations, we have
ψ0(ε, z) =
∞∑
n=0
1
εnI + t0(ε)
hn(ε) z
n,
and
ψk(ε, z) =
∞∑
n=k
1
εnI + t0(ε)
n−1∑
m=k−1
tn−m(ε)̟m,k−1(ε) z
n
=
n−1∑
m=k−1
(
∞∑
l=1
1
ε(m+ l)I + t0(ε)
tl(ε) z
l
)
̟m,k−1(ε) z
m .
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Defining
Ψk(z) =
∞∑
n=k
sup
ε∈S(0,γ;E1)
|̟n,k(ε)| zn,
it follows, by (2.10), (4.9) and (4.10) that
Ψ0(|z|) ≤ aΩ(|z|)
Ψk(|z|) ≤ aΓ(|z|)Ψk−1(|z|)
for k ≥ 1. Since ψk(ε, z) ≪ Ψk(z) for k ≥ 1 and ψ0(ε, z) ≪ aΩ(z) for k = 0 hold
for all (ε, z) ∈ S(0, γ;E1) × D¯σ(0), we conclude (4.8) provided the geometric series∑
k≥1 a
k ‖Γ(σ1)‖k converges. By (4.5) and (4.2)
‖Γ(σ1)‖ =
∞∑
n=1
sup
ε∈S(0,γ;E1)
‖tn−1(ε)‖ σn < 1
a
if σ is small enough and thence,
∞∑
k=0
ψk(ε,z) = ψ(ε, z) is a uniformly convergent series
of analytic functions in S(0, γ;E1)×Dσ(0) which solves (4.11). Since no other solution
of (4.11), regular at z = 0, exists, the proof of Lemma 4.2 is concluded.

We continue the proof of Proposition 4.1. It remains to show that the series (4.7)
is uniformly convergent in S(0, γ;E1) × Dσ(0). This follows by induction. Clearly,
h0(ε, z) is holomorphic in S(0, γ;E1)×Dσ(0). Suppose that φj(ε, z) is holomorphic in
S(0, γ;E1) × Dσ(0) for each 1 ≤ j < i. Then, by (4.4), hi(ε, z), is holomorphic in the
same domain. By Lemma 4.2, φi(ε, z) is holomorphic in S(0, γ;E1) × Dσ(0) and, by
(4.4), we conclude it also holds for hi+1(ε, z), justifying its representation as a convergent
series (4.7), uniformly in S(0, γ;E1) × Dσ(0). By induction, φi(ε, z) is holomorphic in
S(0, γ;E1)×Dσ(0) for each i ≥ 1 and
φi(ε, z)≪ a
I − aΓ(z)Ωi(z)≪
a
I − aΓ(σ1)Ωi(z) . (4.12)
where Γi depends on the φj(ε, z) with j < i. For i = 0, by (4.9),
|f(ε, z)| = |φ0(ε, z)| ≤ a
I − aΓ(σ1)Ω0(|z|) ≤ e0 (4.13)
holds for all ε ∈ S(0, γ;E1) and z ∈ Dσ(0). For i ≥ 1, we consider the modification of
Nagumo norms:
‖f‖j = sup
z∈Dσ(0)
(dσ1(z))
j
∞∑
n=0
sup
ε∈S(0,γ;E)
1
n!
∥∥∥∥∂nf∂zn (ε, 0)
∥∥∥∥ |z|n,
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with dσ(z) = σ − |z|. It follows from (4.12) that
‖φi‖i ≤ a
I − aΓ(σ1)‖Hi‖i, (4.14)
where, by (4.1),
‖H1‖1 ≤
∑
m
∥∥C [1,0]m ∥∥1 ‖φ‖m0 ≤ C ‖φ‖0ρ− ‖φ‖0
and, together with the properties of Nagumo norms, for i ≥ 2
‖Hi‖i ≤ ‖z‖0 ‖φ′i−1‖i +
∑
m
∑
i0,...im≥0:
i0+···+im=1
∥∥C [i0,0]m ∥∥i0 ‖φi1‖i1 · · · ‖φim‖im . (4.15)
From these, together with (4.14), a recursive relation of the same type studied in Section
3 may be derived for the ‖φl‖l (see (3.13)-(3.17)) and one may conclude that4
‖φl‖l−1 ≤ ∆Al!
l2
ωl (4.16)
holds for all l ≥ 1 and some suitable constants ∆ and ω. Picking σ1 < σ together with
the property of Nagumo norms, yields
|φi(ε, z)| ≤ σ
(σ − σ1)i‖φi‖i−1 ≤ Ci!µ
i
for all i ≥ 1 uniformly in S(0, γ;E1)× D¯σ1(0), with C = σ∆A and µ = ω/(σ− σ1). We
choose C = max(e0, σ1∆A) in order to include the i = 0 case. This concludes the proof
of Proposition 4.1.

5 Summability
Theorem 5.1 Let (1.8) be considered with F given by (2.1) where the eigenvalues of
A0,1(0) obey hypothesis (1.4) for (ε, z) in a domain S(0, γ;E) × Dσ(0) with γ > π.
Then, there exist a radius σ > 0 such that for z ∈ D¯σ(0) the formal solution fˆ(ε, z) is
1-summable in θ = 0 direction.
Proof By Taylor’s Theorem
rI(ε, z) = ε
−I
(
f(ε, z)−
I−1∑
i=0
fi(z) ε
i
)
=
I
εI
∫ ε
0
fI(ζ, z) (ε− ζ)I−1 dζ,
4The details for this estimate are left to the reader.
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where the integral is along a path from 0 to ε inside S(0, γ;E). This, together with
Proposition 4.1, implies
|rI(ε, z)| ≤ CI!s′µI
for every I and (ε, z) ∈ S ′ × D¯σ(0), with S ′ any proper subsector of S(0, γ;E). In
addition, Proposition 3.2 states that fˆ(ε, z), a formal solution of (1.8), is an element of
O(σ)[[ε]]1; therefore is an element of O(σ)[[ε]]1 for any σ1 < σ. Take now σ1 and E1
suffciently small. Hence, by definition (see Section 1.5 of [Ba]), fˆ(ε, z) is an asymptotic
expansion of order 1, as ε→ 0 in the sector S(0, γ;E1), of f(ε, z), which by Proposition
2.2 is an analytic solution of (1.8) in the domain S(0, γ;E1)× D¯σ1(0). Then, as γ > π,
by hypothesis, f(ε, z) is the only Gevrey order 1 asymptotic expandable function in
S(0, γ;E1) which has fˆ(ε, z) as its asymptotic expansion, and fˆ(ε, z) is 1-summable in
θ = 0 direction (see e.g. Section 3.2 of [Ba]).

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