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Abstract
Counterfactual explanations can be obtained by identifying the smallest change
made to a feature vector to qualitatively influence a prediction; for example, from
’loan rejected’ to ’awarded’ or from ’high risk of cardiovascular disease’ to ’low
risk’. Previous approaches often emphasized that counterfactuals should be eas-
ily interpretable to humans, motivating sparse solutions with few changes to the
feature vectors. However, these approaches would not ensure that the produced
counterfactuals be proximate (i.e., not local outliers) and connected to regions
with substantial data density (i.e., close to correctly classified observations), two
requirements known as counterfactual faithfulness. These requirements are fun-
damental when making suggestions to individuals that are indeed attainable. Our
contribution is twofold. On one hand, we suggest to complement the catalogue
of counterfactual quality measures [1] using a criterion to quantify the degree of
difficulty for a certain counterfactual suggestion. On the other hand, drawing ideas
from the manifold learning literature, we develop a framework that generates at-
tainable counterfactuals. We suggest the counterfactual conditional heterogeneous
variational autoencoder (C-CHVAE) to identify attainable counterfactuals that lie
within regions of high data density.
1 Current challenges for the generation of counterfactuals
Machine learning models are increasingly being deployed to support, illuminate and automate high-
stake decisions in financial, employment, medical and public services. As individuals are increasingly
being affected by such decisions, it is natural to ask how those affected can be empowered to receive
desired results in the future. To this end, [2] suggests using counterfactual explanations. In this
context, a counterfactual is defined as a small change made to the feature vector to change a given
classifier’s decision. Informally, [2] formulated the desideratum that counterfactuals should come
from a ‘possible world’ which is ‘close’ to the user’s current state.
The authors in [1] formalized the close world desideratum and split it into two measurable criteria,
proximity and connectedness. Proximity describes how close a counterfactual is to the current state
and connectedness quantifies the reachability of the counterfactual from the current state. We shortly
review both criteria in section 2.3. To these two criteria, we add a third one based on percentile shifts
of the cumulative distribution function (CDF), as a measure for the degree of difficulty. Intuitively,
all criteria help quantify how attainable the suggested counterfactuals are. Ideally, counterfactuals
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should not be outliers, and they should be close to observations from ground-truth data from the same
class, that is, they should be faithful to ground-truth data.
Additionally, in contexts, where such empowerment tools could find useful applications, we often
face continuous, ordinal and nominal features concurrently, also known as heterogeneous data.
For this type of data, it can sometimes be difficult to measure distance in a meaningful way (e.
g. measuring distance between different occupations). Furthermore, existing methods leave the
elicitation of appropriate distance (or cost functions) up to expert opinions [2, 3, 4, 5, 6], which can
vary considerably across individuals [7]. Therefore, we suggest measuring similarity between the
input feature xi and a potential counterfactual x˜i via a latent space representation zi.
To summarize, we make two suggestions to advance the current literature. First, we introduce a
high-level description of a general-purpose framework, C-CHVAE, that allows finding (multiple)
counterfactual feature sets while generating counterfactuals that lie on the data manifold, a funda-
mental requirement ensuring that counterfactuals are faithful to the data and indeed attainable. Our
framework does not require access to a distance function in input space and works for any pretrained
classifier. Second, we argue in favour of three well known measures to evaluate whether the generated
counterfactuals stand a good chance to be attained in the future. In a realistic real-world experiment
using the “Give me some credit” data set, we show the favourable performance of the C-CHVAE
by directly comparing it to state-of-the-art approaches based on integer programming (AR) [6],
generative modelling techniques (GS) [4] and a maximum distance approach based on support vector
machines (SVM) called HCLS [5].
2 A step towards user empowerment
2.1 Problem statement and notation
In the remainder of this work, we denote the D dimensional feature space as X = RD and the feature
vector for observation i by x ∈ X and its class by y ∈ Y = {0, 1}. We split the feature space into
two disjoint feature subspaces of immutable/protected and free features denoted by Xp = RDp and
Xf = RDf respectively such that w.l.o.g X = Xp ×Xf and x = (xp,xf ). Let z ∈ Z = Rk denote
the latent space representation of x. We also assume access to a pretrained classifier f : X −→ {0, 1}.
Further, we introduce the following sets: H− = {x ∈ X : f(x) = 0}, H+ = {x ∈ X : f(x) =
1}, D+ = {x ∈ X : y = 1}. In this work, we present a method to generate counterfactuals and
evaluate whether they are likely to be attained in the future. First, at test time, given individuals with
features x ∈ H−test, we aim to find an explainer E : X −→ X , generating counterfactuals E(x) = x˜,
such that f(x) 6= f(E(x)) (section 2.2). Second, we suggest to evaluate the quality of generated
counterfactuals, i.e. whether the generated counterfactuals are likely to be attainable, using common
notions of difficulty [6] (section 2.3).
2.2 Intuition behind the C-CHVAE
Proximate and connected counterfactuals We suggest embedding counterfactual search into a
variational autoencoder (VAE) [8]. The idea is to use the VAE as a search device to find counterfactuals
that are proximate and connected to the data distribution. The intuition of this approach becomes
apparent by considering each part of the VAE in turn. As opposed to classical generative model
contexts, the encoder part is not discarded at test time/generation time. Indeed, it is the trained
encoder that plays a crucial role: given the original heterogeneous data, the encoder specifies a
lower dimensional, homogeneous representation of that data, z. Therefore, it is the encoder which
determines which low-dimensional homogeneous neighbourhood we should look at for potential
counterfactuals. Next, we perturb the low dimensional representation, z + δ, and feed the perturbed
representation into the decoder. For small perturbations the decoder gives a potential counterfactual
by reconstructing the input data from the perturbed representation. This counterfactual is likely to
occur. After that, the potential counterfactual is passed to the pretrained classifier, which we ask
whether the prediction was altered. Figure 1 represents this mechanism.
Conditionally consistent search for heterogeneous data. When relying on a VAE framework,
an additional difficulty is posed by heterogeneous data. Hence, it is vital to elicit an appropriate
VAE architecture. [9] suggests the heterogeneous variational autoendocer (HVAE), which has the
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Figure 1: Counterfactual search. The
learned encoder, mθˆ, maps heteroge-
neous protected and free features, xp
and xf , and latent mixture components,
cˆ, into a latent representation, zˆ. The
learned decoder, gφˆ, reconstructs the
free inputs xf from the perturbed repre-
sentation, providing a potential counter-
factual, x˜ = (xp, x˜f ). The counterfac-
tual acts like a typical observation from
the data distribution. Next, we feed the
potential counterfactual x˜ to the classi-
fier, f . We stop the search, if the EC
condition is met.
capacity to approximate heterogeneous data densities. Extending the simple model to a conditional
HVAE (CHVAE) captures further (minimal) requirements. While we aim to avoid altering immutable
features, such as age or education, it is reasonable to believe that the immutable features can have
an impact on what is attainable to the individual. Thus, the immutable features should influence the
search neighbourhood for counterfactuals. For example, certain drugs can have different treatment
effects, depending on whether a patient is male or female [10]. In other words, we wish to generate
counterfactuals that are conditionally consistent with the data. Formally, for a given trained encoder
mθˆ(x
f ;xp) = zˆ and decoder gφˆ(·), we optimize the following objective:
min
δ
∑
i
‖xfi − gφˆ(zˆi + δi;xpi )‖ s.t. f(gφˆ(zˆi + δi;xpi ),xpi ) 6= f(xfi ,xpi ) ∀i.
Again, consider figure 1 for an intuition of counterfactual search in the presence of immutable
features, xp. Unlike in vanilla conditional VAEs [11], we assume a Gaussian mixture prior on
the latent variables where each mixture component is also estimated by the immutable features.
This helps cluster the latent space and has the advantage that we look for counterfactuals among
semantically similar alternatives.
2.3 Measuring attainability of counterfactuals
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Figure 2: Faithfulness rela-
tive to x ∈ H+ ∩D+
Proximity and connectedness. To reach a better understanding of
what attainability means to us, let us imagine a bank loan setting, in
which a bank employs a counterfactual empowerment tool. Suppose
the tool is unrestricted with respect to the counterfactuals it can suggest.
Under these circumstances, we focus on one problematic aspect: the
tool could make suggestions that ’lie outside of a user’s wheelhouse’,
that is to say, it is less reasonable to suggest counterfactuals that (1)
one would typically not observe in the data, (2) are not typical for a
subpopulation (3) and would require large percentile shifts for certain
free features and large total percentile shifts for all free features.
For points (1) and (2), the authors in [4] suggest two measures. First,
a version of the local outlier factor score [12] measures the extent
to which local outliers exist among the generated counterfactuals, x˜,
relative to ground-truth data x ∈ H+ ∩ D+. Second, they suggest
to evaluate the connectedness of counterfactuals to the data manifold,
using a binary connectedness score for every counterfactual which
is motivated by the DBSCAN clsutering algorithm [13]. The idea
is to find counterfactuals that resemble existing, correctly classified,
observations x ∈ H+ ∩D+.
Complementary connectedness measures. Complementary to [1],
we suggest to measure connectedness of counterfactuals in terms of
the percentiles of xfd and x˜
f∗
d : Qd(x˜
f∗
d ) and Qd(x
f
d) where Qd(·) is the cumulative density function
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Figure 3: Total per-
centile shift vs. max.
percentile shift. In
parenthesis: classifier f .
SVM uses the Gaussian
kernel. Ideally, observa-
tions lie in the bottom
left corner.
of xfd and x˜
f∗ denotes the optimal counterfactual found by a method. As an example, a cost of p
suggests changing a free feature by at least p percentiles to receive a desired result.
More particularly, the two measures suggested in [1] and shortly described above measure proximity
and connectedness of counterfactuals, but do not indicate the degree of difficulty for the individual to
attain a certain counterfactual given the current state. We suggest complementing their suggestion,
using the 3 following measures which should help evaluate the quality of counterfactuals:
cost1(x˜
f∗;xf ) =
∑
d
|(Qj(x˜f∗d )−Qd(xfd)|, (1)
cost2(x˜
f∗;xf ) = max
d
|Qd(x˜f∗d )−Qd(xfd)|, (2)
cost3(x˜
f∗;xf ) =
∑
d
| log
(
1−Qd(x˜f∗)
1−Qd(xfd)
)
|. (3)
The total percentile shift in (1) can be thought of as a baseline measure for how attainable a certain
counterfactual suggestion might be. The maximum percentile shift (MS) in (2) across all free features
reflects the maximum difficulty across all features that are subject to change. As an example, an
easily interpretable counterfactual can be of little help in case it suggests a 95 percentile shift to only
one feature. Finally, the total log percentile shift (TLS) in (3) reflects two assumptions: first, going
back in percentiles is easier and second going from the 90th to 95th percentile is more difficult than
going from the 50th to 55th percentile. Note that the authors in [6] first used the measures in (2) and
(3) to devise the AR algorithm.
Evaluating counterfactuals. Figures 2a and 2b show the percent of predicted local outliers among
the counterfactuals and the percent of connected counterfactuals relative to the training data x ∈
H+ ∩D+ for different parameter choices. Note that AR only works with a linear model, which is
why we report most of the results using a l2-regularized logistic regression model (RLR). AR and GS
perform similarly across both faithfulness measures. In terms of proximity, for small parameters k,
HCLS performs particularly bad. The C-CHVAE gives the best results in terms of both measures.
Note that HCLS is the only method with access to a nonlinear prediction model. With respect to
proximity, the C-CHVAE begins outperforming all other method for  ≥ 10.
Next, figure 3 shows 2-dimensional histograms plotting total percentile shift against max. percentile
shift for different methods. Ideally, observations lie in the bottom left corner. HCLS tends to generate
both many (low MS, low TS)-pairs and (high MS, high TS)-pairs. While the former is very desirable,
the latter is not. AR and GS tend to generate very competitive (MS, TS)-pairs. The C-CHVAE tends
to give values in the bottom left corner. This experiment suggests that faithful counterfactuals come
at the cost of higher degrees of difficulty.
3 Conclusion and future work
We have introduced a framework for generating attainable counterfactuals; in particular, the fact that
our method works well without the specification of distance or cost functions in input space allows
practitioners and researchers to adapt this work to a wide variety of applications. Additionally, we have
demonstrated how counterfactuals can be evaluated across a variety of methods using the suggested
catalogue of quality measures. We envision that future lines of work use these quality measures – for
example a convex combination of them – when evaluating new counterfactual generation methods.
4
References
[1] Thibault Laugel, Marie-Jeanne Lesot, Christophe Marsala, and Marcin Detyniecki. Issues with
post-hoc counterfactual explanations: a discussion. ICML Workshop on Human in the Loop
Learning, 2019.
[2] Sandra Wachter, Brent Mittelstadt, and Chris Russell. Counterfactual explanations without
opening the black box: automated decisions and the gdpr. Harvard Journal of Law & Technology,
31(2):2018, 2017.
[3] Rory Mc Grath, Luca Costabello, Chan Le Van, Paul Sweeney, Farbod Kamiab, Zhao Shen,
and Freddy Lecue. Interpretable credit application predictions with counterfactual explanations.
NeurIPS workshop: Challenges and Opportunities for AI in Financial Services: the Impact of
Fairness, Explainability, Accuracy, and Privacy, 2018.
[4] Thibault Laugel, Marie-Jeanne Lesot, Christophe Marsala, Xavier Renard, and Marcin De-
tyniecki. Inverse classification for comparison-based interpretability in machine learning. arXiv
preprint arXiv:1712.08443, 2017.
[5] Michael T Lash, Qihang Lin, Nick Street, Jennifer G Robinson, and Jeffrey Ohlmann. General-
ized inverse classification. In Proceedings of the 2017 SIAM International Conference on Data
Mining, pages 162–170. SIAM, 2017.
[6] Berk Ustun, Alexander Spangher, and Yang Liu. Actionable recourse in linear classification. In
Proceedings of the Conference on Fairness, Accountability, and Transparency, pages 10–19.
ACM, 2019.
[7] Nina Grgic-Hlaca, Elissa M Redmiles, Krishna P Gummadi, and Adrian Weller. Human
perceptions of fairness in algorithmic decision making: A case study of criminal risk prediction.
In Proceedings of the 2018 World Wide Web Conference, pages 903–912. International World
Wide Web Conferences Steering Committee, 2018.
[8] Diederik P Kingma and Max Welling. Auto-encoding variational bayes. Proceedings of the 2nd
International Conference on Learning Representations (ICLR), 2013.
[9] Alfredo Nazabal, Pablo M Olmos, Zoubin Ghahramani, and Isabel Valera. Handling incomplete
heterogeneous data using vaes. arXiv preprint arXiv:1807.03653, 2018.
[10] Vera Regitz-Zagrosek. Sex and gender differences in health. EMBO reports, 13(7):596–603,
2012.
[11] Kihyuk Sohn, Honglak Lee, and Xinchen Yan. Learning structured output representation using
deep conditional generative models. In C. Cortes, N. D. Lawrence, D. D. Lee, M. Sugiyama, and
R. Garnett, editors, Advances in Neural Information Processing Systems 28, pages 3483–3491.
Curran Associates, Inc., 2015.
[12] Markus M Breunig, Hans-Peter Kriegel, Raymond T Ng, and Jörg Sander. Lof: identifying
density-based local outliers. In ACM sigmod record, volume 29, pages 93–104. ACM, 2000.
[13] Martin Ester, Hans-Peter Kriegel, Jörg Sander, Xiaowei Xu, et al. A density-based algorithm for
discovering clusters in large spatial databases with noise. In Kdd, volume 96, pages 226–231,
1996.
5
A Experimental setup: “Give Me Some Credit”
For our experiments we choose the processed version of the “Give me some credit” data set.1
The target variable records whether individuals experience financial distress within a period of two
years. The data set contains D = 10 features of which 8 are related to an individual’s financial history.
We assume that these features are free and their types are count and positive continuous, respectively.
The remaining 2 features, age and # dependencies, are treated as protected/immutable. The data set
holds 150000 observations.
Feature name Free Model (C-CHVAE) Dir. (HCLS)
Revolving Utilization Of Unsecured Lines Y log Normal ↓
Age N Poisson
Number Of Times 30-59 Days Past Due Not Worse Y Poisson ↓
Debt Ratio Y log Normal ↓
Monthly Income Y log Normal ↑
Number Open Credit Lines And Loans Y Poisson ↓
Number Of Times 90 days Late Y Poisson indirect
Number Real Estate Loans Or Lines Y Poisson ↓
Number Of Times 60-89 Days Past Due Not Worse Y Poisson ↓
Number Of Dependents N Poisson
Table 1: “Give Me Some Credit”: State of features (protected vs. free), used likelihood models
for the C-CHVAE and directions in which features may be altered in “Dir.(HCLS)”. For HCLS, this
needs to be specified.
In the following, we list the specified pretrained classification models as well as the parameter
specification used for each method. We use 80 percent of the data as our training set and the
remaining part is used as the holdout test set. Additionally, we allow f access to all features, i.e.
f(xf ,xp). The state of features can be found in table 1.
AR [6]. The AR algorithm requires to choose both an action set and free and immutable features.
The implementation can be found here: https://github.com/ustunb/actionable-recourse.
We specify that the DebtRatio feature can only move downward [6]. The AR implementation has a
default decision boundary at 0 and therefore one needs to shift the boundary. We choose pAR = 0.50,
adjusting the boundary appropriately. Finally, we set the linear programming optimizer to cbc, which
is based on an open-access python implementation. As f , we choose the l2-regularized logistic
regression model.
GS [4]. For GS, we have to choose appropriate step sizes to generate new observations from the
sphere around x. We choose a step size of 0.1. As f , we choose the l2-regularized logistic regression
model.
HCLS [5]. In our experiment we used their baseline MATLAB implementation, which can be found
here: github.com/michael-lash/BCIC. HCLS requires us to choose a budget, which we set to
10. It also requires to choose a cost associated with changing each feature. We set it equal to 1
for all features. As f , we choose SVM with the Gaussian kernel, which delivered good results in
reasonable time. Initially, we tried to choose the linear kernel, but after training for several hours
with no convergence, we decided against it. We also experimented with different standardization
forms (minmax standardization, z-score standardization), which did not help. For the evaluation
metric, we choose accuracy and we used a balance option that weighs each individual sample
inversely proportional to class frequencies in the training data. We had to specify an indirectly
changeable feature, which we set to NumberOfTimes90daysLate. Finally, we had to choose the
direction (Dir.(HCLS) in table 1) in which every free feature is allowed to move.
C-CHVAE (ours). For our algorithm we made the following choices. We set the latent space
dimension of both s and z to 5 and 6, respectively. For training, we used 50 epochs. Table 1 gives
1https://www.kaggle.com/brycecf/give-me-some-credit-dataset.
6
details about the chosen likelihood model for each feature. For count features, we use the Poisson
likelihood model, while for features with a support on the positive part of the real line we choose log
normal distributions. As f , we choose the l2-regularized logistic regression model.
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