In this paper, we examine the two plane camera calibration model in terms of perspective mapping, and present a new effective camera calibration method by taking the advantage of the conventional method and modifying it based on the exact perspective imaging.
present a new effective camera calibration method by taking the advantage of the conventional method and modifying it based on the exact perspective imaging.
It also takes the advantage that each of intrinsic and extrinsic camera parameters can be obtained by solving linear equations only. So that the solutions will be provided uniquely and stably under some conditions, and which can be definitely specified.
In our method a priori knowledge on camera intrinsic parameters is only physical pixel sizes. Exact focal length of the lens, the position of image center or optical center, and the camera pose are unknown and to be calibrated. This is a practical assumption for common commercial TV camera systems.
For the cases where non-linear lens distortions must be taken into account, our method can be extended
Introduction
Martins et al. 1) proposed an effective camera calibration method named "Two plane method", and
Gremban et al.2) improved it.
The authors of both papers claimed that their methods were effective under some nonlinear lens distortions because they did not employ the exact pin-hole camera model. However, it has been pointed out for this method that "since the formulas for the transformation between image and object coordinates is empirically based, it is not clear what kind of approximation is assumed"3).
Actually, as is shown later, their model which their techniques based on does not exactly hold physically.
Moreover, their method is based on interpolation concept, so that it makes the error analysis difficult, and reliability of the methods is uncertain. In this paper, we examine the two plane calibration model in terms of perspective mapping, and present a new effective method by taking the advantage of the two plane method and modifying it based on the exact perspective imaging.
In the new method, our a priori knowledge on camera intrinsic parameters is only physical pixel sizes.
They are given by design specification data of CCD LSI and image digitizer. Exact focal length of the lens and the position of image center or optical center are unknown and to be calibrated. This is a practial assumption for common commercial TV camera.
In this method, two parallel calibration planes are prepared and a set of calibration points is collected in each plane (Fig. 1) . At least four points on one of the planes, whose positions on the plane are exactly known, and at least two points on the other plane are needed, respectively.
This setup of calibration points may be realized by firstly setting the calibration plane at the first position * Faculty of Engineering, University of Tokyo, 7-3-1, Hongo, Bunkyo-ku, Tokyo, Japan (Received June 24, 1992) (Revised March 5, 1993) and taking its first image, then, shifting it to the second position keeping it parallel to the plane at the first position, and taking its second image. Or, it may be effective to prepare a block-like object which has two parallel plane surfaces each of which contains at least four and two known points. It should be also noted that the positions of these calibration points in 3D space are given with sufficient accuracies practically required for individual systems. The extrinsic parameters of the camera are determined with respect to the coordinates based on these objects.
The total minimum number of calibration points required for our new algorithm is six, which is the same as the conventional method. It should be noted that any additional conditions are not needed for the improvement of the algorithm.
In the followings, in the Section 2, we review briefly the conventional two plane method, and point out the reason why the conventional method cannot achieve higher accuracies. Then, in the Section 3 and after, we present the new model, its geometric implication, and total camera calibration procedures. Finally, experimental results will be shown.
Conventional Two-Plane Models
Firstly, we summerize the conventional two plane method provided in 1) and 2). Their method did not assume a unique lens center. Their basic assumption is that, given an image point, two points in the 3D space, each of which is in each of two calibration planes, respectively, and both of which make their image at the given point in the image plane, are calculated. These two points define a line of sight of the given image point in the 3D space as shown in For the determination of a line of sight of a given image point q, which has a homogeneous representation of (r,c,1)t of image coordinates, n calibration points are selected in the first calibration plane G1 whose images are located around q in the image plane. And also for the second calibration plane G2, n The details of these procedures are skipped here and will be described later, because these stages are effective for our new algorithm.
There is a total of 18 coefficients in the matrices Ai (nine for each i) to be determined.
In the case where the planes are parallel to the x-y plane so that the third row of the two matrices is known to be (0,0,di), It is also known6)7) that a perspective transforma- Because c31 in (13) is never equal to zero, setting c31 =1, we have equations for the variable {a1, a2, a31, b1, b2, b31, c1, c2}, If we have at least four points in G1, and if any three of which are not co-linear, we can solve (15) and obtain the coefficients {a1,a2,a31,b1,b2,b31,c1,c2}
to transform G1 to the image plane.
Then, the remaining unknown parameters {a32,b32, c32) for G2 are obtained by substituting above obtained coefficients into (14) and reformulating it as -a32+u2c32=a1X2+a2Y2-u2(c1X2+c2Y2) -b32+v2c32=b1X2+b2Y2-v2(c1X2+c2Y2)
At least two calibration points in G2 and their image points are needed to obtain {a32,b32,c32}.
Therefore, at least six points, four of which are in one plane and two in the other plane, are required to determine the transformation from the object planes to the image. If more points are available, the least square solution can be employed to reduce the errors.
After the coefficients of transformation of "projection" into the image plane are determined, we can "back-project" a given image point (u,v) into the planes G1 or G2 by using the next relation derived from (13) and (14); where i=1,2 and A1i=c3ib2-b3ic2, A2i=a3ic2-c3ia2
The 3D coordinates (X1,Y1,Z1) and (X2,Y2,Z2) given by (17) are the corresponding back-projected points on G1 and G2, respectively.
Camera Calibration by Two Plane Back Projection

Optical Center
For a given image point, we just provided the corresponding back-projected points in G1 and G2. Let those points be denoted as u1(X1,Y1,Z1) and u2(X2, Y2,Z2), respectively. The line passing those points u1 and u2 in 3D space means the line of sight of the image point (u,v).
The optical center Oi of the imaging system is defined to be the point where all the lines of sight pass Therefore, the (fx,fy,fz) t will be given by f=H-1h
Optical Axis and Pose of Image Plane
The optical axis and the pose of the image plane are given as to fit the image points to the points at which the corresponding lines of sight across the image plane (Fig. 6) . However, the actual available algorithm to determine it has not been presented yet in 1)-5). Here, we present a new scheme for it.
In this subsection, all 3D coordinate vectors are defined based on the object coordinate system spatial sizes and directions of of one pixel in the image plane in u and v directions, respectively.
These are shown in Fig. 7 .
The unit directional vector of the line of sight for a point p is given as
On the other hand, P' is given as P'=f+Fg+(u-u0)r+(v-v0)c P does not necessarily coincident with P'. Then, we denote the difference between P and P' on the image
(where r'=r/|r|, and c'=c/|c|).
Because g, r' and c' make up an orthonormal coordinate system and |l|=1, sum of their squared differences be Dp, that is, letting Then, using (u0,v0), the focal length can be obtained as
Lens Distortion Models
Our imaging model of (10), (11) and (12) However, our two plane camera calibration method can be carried out using only linear solutions while considering all lens distortions.
If there exist lens distortions, the left hand sides of the perspective imaging of (11) must be replaced as those distortions.
For well designed and manufactured lenses, it was reported and verified to be sufficient to take account the following components8),9): radial decentering thin prism radial decentering thin prism as the back-projection transformation.
Equations (40) and (41) With these transformation coefficients we can also map each image point onto the two calibration planes G1 and G2 to get two corresponding object points.
Connecting those two points will result in the line of sight for the given image point. This computation does not involve any nonlinear operation while considering nonlinear lens distortions.
Experimental Results
Two experimental results will be shown in this section. One is for synthesized images of experimental simulation, and the other is for actual images taken with a commerical CCD camera. We solved the calibration problem with non-lensdistortion model given in Section 3 and 4, and also with lens distortion model given in Section 5. The performance tests under large lens distortions are also next problem. Table 1 Camera calibration results from images of Fig. 9 . Focal lengths with (non-dist.) were by no-lens-distortion model, and those with (distortion) were by lens-distortion model
