With the successful development of artificial intelligence using deep learning, there has been growing interest in its deployment. The mobile environment is the closest hardware platform to real life, and it has become an important platform for the success or failure of artificial intelligence. Memory-augmented neural networks (MANNs) are neural networks proposed to efficiently handle question-and-answer (Q&A) tasks, well-suited for mobile devices. As a MANN requires various types of operations and recurrent data paths, it is difficult to accelerate the inference in the structure designed for other conventional neural network models, which is one of the biggest obstacles to deploying MANNs in mobile environments. To address the aforementioned issues, we propose Streaming MANN. This is the first attempt to implement and demonstrate the architecture for energy-efficient inference of MANNs with the concept of streaming processing. To achieve the full potential of the streaming process, we propose a novel approach, called inference thresholding, using Bayesian approach considering the characteristics of natural language processing (NLP) tasks. To evaluate our proposed approaches, we implemented the architecture and method in a field-programmable gate array (FPGA) which is suitable for streaming processing. We measured the execution time and power consumption of the inference for the bAbI dataset. The experimental results showed that the performance efficiency per energy (FLOPS/kJ) of the Streaming MANN increased by a factor of up to about 126 compared to the results of NVIDIA TITAN V, and up to 140 if inference thresholding is applied.
Introduction
The use of deep learning applications has been expanding into mobile environments. Because of the demand for extensive computing and storage resources which overwhelms the capacity of mobile devices, conventional implementations often take advantage of servers to train and infer the deep learning models. This suggests several problems: 1) expensive and frequent network communications, 2) network-dependent performance, and 3) high maintenance expenditure of service providers. Thus, extensive studies for on-device inference have been suggested [1] [2] [3] [4] [5] [6] [7] .
In order to develop efficient inference methods for mobile devices with low latency and energy consumption, it is beneficial to utilize the concept of streaming processing, as in a dataflow architecture (DFA). In DFAs, data flows through processing elements (PEs), which can reduce the amount of memory access which is a major cause of energy consumption [8] . In addition, DFAs can exploit fine-grained parallelism, which enables the efficient implementation of layer-wise parallelization and recurrent paths. Hence, there are a number of studies applying the features of DFAs for efficient inference in resource-and energy-restrictive mobile environments [6, [9] [10] [11] [12] [13] [14] [15] .
Memory-augmented neural networks (MANNs), including Neural Turing Machine [16] , Memory Networks [17] , and Differential Neural Computer [18] , are neural network models based on recurrent neural networks (RNNs) with external memories. The external memory increases the learning capacity of the models. Unlike other artificial neural networks (ANNs), MANNs require both recurrent and memory operations, such as addressing, read, and write, in each layer. In addition, because the amount of external memory used is dynamically determined, parallel computation is difficult in the memory operations. Due to the recurrent path and dynamically determined memory usage, the inference of MANNs is difficult to optimize for both CPU and GPU.
In this paper, we propose Streaming MANN that is based on DFA for the energy-efficient inference. The proposed architecture utilizes the characteristics of natural language processing (NLP) task which is one of the major applications for MANNs. Furthermore, we propose inference thresholding with an efficient index order. By applying this approach to Streaming MANN, we can reduce the operation time of the output layer which can cause a serious performance degradation, especially in large-class tasks.
A field programmable gate array (FPGA) is an appropriate hardware platform for Streaming MANN because of its streaming, synchronous, and static nature. Hence, we implemented the proposed architecture with the inference thresholding in FPGA, to evaluate our approaches for energy-efficient inference by measuring the actual inference time and power consumption. In comparison, Streaming MANN outperforms the GPU in energy efficiency (FLOPS/kJ) by a factor of up to 126 on the bAbI dataset [19] and approximately 140 with the inference thresholding. The contributions of this paper are as follows:
• Streaming-based architecture for MANNs We propose Streaming MANN which is a streamingbased inference architecture. This work is the first attempt towards energy-efficient inference for MANNs.
• Fast inference method using Bayesian approach We suggest inference thresholding to reduce the inference time in the proposed architecture.
• Implementation and validation We implemented the proposed approaches in FPGA. To validate the energy efficiency, we measured the inference time and power consumption.
2 Related Work
Memory-Augmented Neural Networks (MANNs)
MANNs were proposed to efficiently perform intriguing tasks, such as question and answer (Q&A) and algorithms, by increasing the storage capability of RNNs [16] [17] [18] . A MANN consists of the external memory and its controller; it learns how to read and write information in the memory through data. Although most studies have only focused on improving the performance of MANNs across various tasks, only a few studies have been conducted on an architectural exploration of MANNs in search of efficient operation.
The only relevant research to date is from [2] which applied quantization to MANNs and also presented a novel memory addressing method that is robust to the quantization error. Although a quantization method can reduce the energy consumption substantially in both training and inference, their approach was focused mainly on the efficient training of a quantized MANN. Moreover, the analysis of the energy consumption was based on calculations, rather than actual measurements. Thus, there is still a need for improvement in the inference efficiency. 
Controlflow vs. Dataflow Architecture
As depicted in Fig. 1 , modern computer architecture can be divided into controlflow and dataflow architecture. Controlflow architecture (CFA) controls the operation of PEs through instructions while using shared memory to hold instructions and data. There are two main architectures of CFA: CPUs and GPUs as depicted in Fig. 1 -(a) and -(b), respectively. The GPUs, which offer a high degree of parallelism, are well-suited for deep learning training, where the matrix multiplications account for most of the operations. Hence, deep learning frameworks, such as Tensorflow [21] and Caffe [22] , provide GPU implementations of different ANN models in order to speed up the training process.
Although GPUs are a perfect fit for training deep learning models, they are inefficient in inference when compared to DFA. This inefficiency becomes clear in MANNs, wherein each layer requires different types of computations. In such a case, PE utilization becomes lower, as shown in Fig. 1-(b) . The data movement between the HOST and GPU is inevitable but results in huge performance degradation, especially in the inference process, where the data is used only once. Thus, DFA-based architectures are well-suited for the inference in a MANN, as shown in 1-(c).
The DFA offers several advantages to be applied to the inference in MANNs: 1) It can support streaming-based processing which can transfer data between layers without memory access.
2) It allows the efficient implementation of recurrent connections.
3) It provides fine-grained parallelism, which can enable efficient computing in the case where each layer requires various kinds of computations [20, 23] .
Efficient Inference Methods for Deep Neural Networks
Efficient inference methods of deep neural networks for restrictive environments, such as mobile devices and embedded hardware platforms, have been covered extensively in the literature [2, 6, [9] [10] [11] [12] [13] [14] [15] [24] [25] [26] . These studies focused primarily on energy-efficient inference from the both algorithmic and architectural perspectives.
Algorithmic approaches to efficient inference mainly aimed to reduce the model size and the complexity of computation by sparsity or bit-width optimization [2, 24, 25] . On the other hand, DFA-based architectures have been proposed to improve the efficiency of inference. Several studies [6, [10] [11] [12] proposed architectures that could efficiently perform matrix multiplications to accelerate the inference speed in CNN models. Furthermore, [6, 9, [13] [14] [15] presented efficient inference architectures that considered RNN models, such as LSTM [27] and GRU [28] . However, there are few studies on the efficient inference of MANNs. Quantized MANN [2] was proposed in order to reduce the model size and computations, but there is no additional consideration on the energy-efficient inference.
In a large-class problem (e.g., NLP), parallelism can be troublesome as the output layer demands a significant amount of hardware resources [29] . To overcome such limitations, [30] [31] [32] [33] aimed to reduce the amount of computation at the output layer. These studies have tended to focus on Figure 2 : Architecture of Streaming MANN approximating softmax operations through sampling and hierarchical structures. Shim et al. [34] claimed to improve the inference speed by applying singular vector decomposition in the output layer. However, it required the memory access for reading all of the weight indices, and this raised serious concerns about the memory-access time and energy consumption.
3 Proposed Approach
Streaming Memory-Augmented Neural Networks
In this paper, we propose a DFA-based architecture for energy-efficient inference of MANNs, called Streaming MANN. The details of the proposed architecture and the data flow are depicted in Fig. 2 . The operations in the inference of the MANN include the INPUT, WRITE, MEM, READ, and OUTPUT module, and each module requires different types of arithmetic operations (Supp. C). First, Streaming MANN receives inference data and trained models (W emb , W r , W o ) from the HOST in the form of streams via a FIFO. The received data and the pre-trained model are passed to each module through the specified datapath, as shown in Fig. 2 . The HOST controls the operations of the proposed architecture through the data. For example, in a Q&A task, the data is passed along the write path, as sentences (S) that are the context of Q&A task and a question (q) are transferred in the stream format. When the input data stream is finished, the READ module generates a read key (k t ), and the MEM module uses this key to read a vector (r t ) from the content memory. The READ and OUTPUT modules can read the content memory recurrently from the MEM module because they are composed of RNNs. After several read operations, the OUTPUT module sends an answer for the question to the HOST though the FIFO.
In an NLP task, which is one of the main applications of a MANN, discrete and sparse word vectors (e.g., bag-of-words) are converted into dense embedded vectors through the embedding layer. Thus, if we use the word vectors as the input of the proposed architecture, the efficiency of the embedding operations in the INPUT and WRITE modules can be improved, as in [6] . The embedding operation using the properties of the input vector can be described as follows:
where S is the input vector, S E is the embedded vector, Embed is the embedding layer, W emb is the embedding weight, idx is an index of word in the sentence, and e idx is a basis vector of the index. Using Eq. 1, we only need to read the columns of the embedding weight corresponding to the indices in the embedding weight. This leads to a reduction in the amount of memory access for reading the embedding weights and multiplication for calculating embedding vector. Thus, the embedding layer (Embed) can be implemented with low energy consumption, if a stream of word indices is used as the input of the proposed architecture based on DFA.
The MEM module consists of the address memory that supports content-based addressing and the content memory that generate a read vector (r t ) by soft-addressing based on the attention (a i ) from the address memory. Since the MEM module requires the operations that demand considerable hardware 
Step 3: Set the efficient index order for i in 1 : I do Si ← Silhouette of {HGmax i , HGnon-max i } end A ← sorted indices by Si in descending order
Step 4: Apply inference thresholding for (xs,ỹs) inD do Do forward pass M (xs) until output layer for i in 1 : I do ifHi > θi then returnŷ ← i end end returnŷ ← arg max iH i end cost such as softmax, it is not suitable for exploit sufficient parallelism. Thus, we implemented the MEM module with element-wise sequential operations exploiting fine-grained parallelism.
The READ and OUTPUT modules consist of RNNs. The READ module generates a read key value (k t ) to calculate the attention (a t ) in the MEM module and receives a read vector (r t ) as an input. As highlighted in the read path (blue line) of Fig. 2 , such recurrent path can be implemented efficiently. The OUTPUT module calculates the hypothesis (H) based on the read vector. The hypothesis can be obtained by matrix multiplication of the input vector (x t ) and the weight of the output layer (W o ). The matrix multiplication can be implemented as a series of dot products because the parallelism of the operation is hard to exploit with the large dimensions in a limited-resource environment. Thus, in the OUTPUT module of the proposed architecture, each index's hypothesis is sequentially calculated, which takes a considerable part of the total inference time.
Inference Thresholding
If a MANN is implemented based on DFA, we can efficiently exploit the fine-grained parallelism of each layer. However, in the case of a NLP task where the dimension of output (I) is much larger than that of embedding (E), it is hard to parallelize the operations at the output layer [29] . Thus, when calculating the hypothesis vector (H) in the output layer, we must sequentially calculate each index's hypothesis (H i ), as shown in Fig. 3-(a) . In this case, the hypotheses (H i ) of all the indices (i) are obtained by sequentially calculating the dot product of the input (X) and the weight vector corresponding to the index (W i ). Because the operation time of the output layer is O(I), the total inference time increases when I gets larger.
In this paper, we propose a method to shorten the inference time by applying inference thresholding based on Bayesian approach when calculating the output layer sequentially. The inference thresholding was motivated from our observations on the hypothesis distribution of the trained model. After finishing the training, the hypothesis (H i ) was observed to be fitted to the mixture models, as shown by the histograms in Fig. 3-(b) (Supp. B) . To predict if the hypothesis (H i ) was the maximum value in the hypothesis vector (H) of the inference, we assumed that there were two different distributions: one in which hypothesis was the maximum value among hypothesis vector of the inference and the other in which hypothesis (H i ) was not. From this assumption, we could estimate conditional probability density functions (PDFs), p(H i |max i ), by using kernel density estimation (Algo. 1, Step 1). The PDFs obtained from the training dataset can be approximated as those of the inference dataset. Applying Bayesian approach to the approximated PDFs, we can infer the posteriors of the hypothesis for the inference dataset as follows:
where P (max i ) is the probability that the hypothesis of the index (i) is the maximum value among the hypothesis vector (H) and H andH are the hypothesis vectors of the training and inference dataset, respectively. From Eq. 2, we can estimate the probability that the hypothesis (H i ) is a maximum value of the hypothesis vector (H) in the inference.
In order to reduce the inference time by applying the estimated value to the inference process of the output layer, the computational overhead required for the estimation should be sufficiently small. Thus, we set the threshold as a hypothesis value in which the estimated posterior probability is larger than a certain probability, as follows:
where ρ is a thresholding constant (Algo. 1, Step 2). With this straightforward operation that compares the hypothesis of inference with the pre-set threshold value from Eq. 3, we can approximately determine whether the hypothesis is the answer or not. Hence, we halted the sequential computation ofX · W i when the Eq. 3 is satisfied. This inference thresholding can reduce the amount of memory access and computation to shorten the operation time of the output layer ( Fig. 3-(b) ) without any degradation in the accuracy of the inference.
Efficient Index Order for Inference Thresholding
Inference thresholding is an inference method without sequential calculation of every element in the hypothesis. If we can sort indices in order of increasing thresholding effect, the benefit of inference thresholding will be substantially greater. Thus, we propose an efficient index order method for inference thresholding. The inference thresholding of each hypothesis can be regarded as a binary clustering problem, whether the hypothesis belongs to the class of max i or not. The inference thresholding will be more effective for indices whose inter-class distance is large and intra-class distance is small. Hence, we sorted the indices by a silhouette [35] values in descending order, so that we can achieve more reliable inference thresholding (Algo. 1, Step 3).
The proposed inference thresholding, combined with efficient index order, is illustrated in Fig. 3 and Algo. 1. Fig. 3 -(a) describes the conventional method that computes each hypothesis in the order of output index (i) when it is not possible to parallelize the matrix multiplication of the input vector (X) and weight matrix of the last layer (W ). In this case, we must calculate the entire hypotheses in order to find the index of the maximum hypothesis value. When I is large, this can cause a serious delay in inference. On the other hand, the proposed method speeds up the inference without any degradation of accuracy by using the efficient index order, as described in Fig. 3 -(b).
Experimental Results
We implemented the proposed structure and method in FPGA to evaluate its performance. The experiments were performed to measure the inference time and power consumption in HOST (CPU), HOST-GPU, and HOST-FPGA configurations, as shown in Fig. 1 . We implemented the optimized model for each configuration. The latest CPU (Intel Core i9-7900X) and GPU (NVIDIA TITAN V) were used for the experiments in order to fairly compare the inference efficiency of the proposed architecture implemented in FPGA (Xilinx Virtex UltraScale VCU108 board).
The inference time and power measurements contained all the parts consumed for the inference, including the transmission of the pre-trained model and inference data to the GPU and FPGA. For accurate measurements in each task, we calculated the average of the inference time for 100 repetitions and that of power for 5 min, respectively. We verified the performance of a MANN implemented in each configuration with the bAbI dataset [19] which is widely used in Q&A tasks. We implemented FPGA with various clock frequencies of 25, 50, 75, and 100 MHz to evaluate the effect of the HOST-FPGA interface and energy-efficient configuration. Please refer to the Supp. A for the measurements of inference time, power, and actual picture of implementation.
The inference time and power measured in each configuration with various tasks are shown in Fig. 4 . In most tasks, Streaming MANN implemented in FPGA showed the fastest performance, and the inference time was reduced further when inference thresholding was applied. The GPU showed similar inference times between tasks due to the large data-transfer overhead. Fig. 4-(b) shows that the GPU consumed more power than the other configurations. The efficiency of the inference was evaluated in terms of power and energy, and each value was normalized to that of the GPU (Fig. 4) . As depicted in the figure, Streaming MANN implemented in FPGA showed much higher inference efficiency than the models implemented in both CPU and GPU. For each configuration, the average values of the measurement results with all tasks are listed in Tab. 1. The proposed architecture implemented in FPGA was 5.211 times faster than that of the GPU at the lowest operating frequency (25 MHz) and 7.493 times faster at the fastest operating frequency (100 MHz). We applied inference thresholding to Streaming MANN to reduce the inference time without a loss of accuracy. When the inference thresholding was applied, there was a decrease of about 18 % in the inference time at the low operating frequency (25 MHz) and about 6 % in high operating frequency (100 MHz). Compared to the results of GPU, the inference speed was improved by a factor of up to about 8.
We measured the dynamic power consumption in each experiment to obtain the energy consumption of the inference. As a result of the measurement, the GPU showed the highest power consumption and the FPGA with low operating frequency (25 MHz) consumed the lowest power. The GPU had a shorter inference time than the CPU, but it consumed more energy. Thus, the CPU was 1.7 times more efficient than the GPU in terms of performance per energy (FLOPS/kJ). Streaming MANN could improve the performance per energy by more than 74 times compared to the GPU. Furthermore, we could achieve an energy efficiency up to 140 times that of the GPU by applying inference thresholding.
Discussion
The benefit of inference thresholding was emphasized at a low operating frequency. At a low operating frequency (25 MHz), the performance per energy increased by approximately 28% whereas 6% at a high operating frequency (100 MHz). This indicates that as the operating frequency increases, the inference time is bounded by the interface between HOST-FPGA. These findings suggest that higher interface speed can achieve better performance. According to our analysis, we can expect that proposed approach surpasses the GPU by 162 times in energy per performance efficiency, if the inference performance is not bounded by the interface speed. The inference thresholding did not have a significant effect on the inference time in the CPU or GPU environments. This is because, in the CPU, the output layer only occupies a small portion of the overall inference computation, whereas the GPU has the capability to parallel the output layer efficiently.
Conclusion
To the best of our knowledge, this work is the very first attempt to perform energy-efficient inference in MANNs. We proposed an architecture and formulated a novel algorithm, which are called Streaming MANN and inference thresholding, respectively. A proposed architecture based on DFA enables high levels of parallelism that can enhance the performance of models, such as MANNs, where different computations are required in each layer. In addition, we can efficiently speculate the index with the maximum hypothesis value by applying inference thresholding to the output layer which is difficult to parallelize. This enables energy-efficient inference by shortening the inference time while maintaining the accuracy with a small computational overhead. This work has revealed that complex tasks, such as Q&A, can be employed in a mobile device by adopting our proposed architecture.
Finally, the proposed inference thresholding method can be adopted to perform a large-class task without a significant computational overhead. Figure 6 : The for the actual power measurement of our hardware platform. It is combined with CPU, GPU and FPGA. 
Supplementary Material

A Experimental Results
A.1 Power Measurement Method
A.2 Power Measurement Results
W emb_if t = 1 h t−1 otherwise a t = Address_M emory(k t ) = C(M a , k t ) r t = Content_M emory(att r,t ) = M r w r,t r_c t = Read_Ctrl(k t ) = W r k t h t = r t + r_c t Output:
o t = sof tmax(W o h t )
