In previous work . Vision Research, 35, 2879-2888)] we showed that onedimensional (1D) speed gradients are sufficient to produce a compelling impression of surface slant. Summing a 1D vertical shearing gradient or, less intuitively, a 1D horizontal shearing gradient with a random field of horizontally translating dots produces perceived slant about a horizontal axis. Similarly, a 1D vertical or horizontal compression gradient produces perceived slant about a vertical axis. Appropriately combining orthogonal 1D shears or compressions produces a purely deforming flow pattern. Here we asked whether both the vertical and horizontal components in such a stimulus contribute to perceived slant. Using a matching technique we found that for surfaces inclined about a vertical axis, this was indeed the case and that horizontal and vertical compression gradients contributed roughly equally to perceived slant. Similarly, for surfaces inclined about a horizontal axis, both vertical and horizontal shearing gradients contributed to the perceived slant, though here the horizontal gradient was given less weight than the vertical. We conclude that under appropriate conditions, the human visual system combines orthogonal speed gradients prior to the computation of slant from retinal flow. © 1997 Elsevier Science Ltd.
INTRODUCTION
A moving observer experiences an optic flow pattern that potentially provides a rich source of information about the 3D layout of the environment (Gibson, 1950) . Much of this information can be understood intuitively in terms of simple 1-dimensional (1D) speed gradients. Consider, for example, the horizontal flow visible through the side window of a moving train or car. In this case, a planar surface such as the ground produces a vertical shearing gradient § because more distant points on the surface flow more slowly. Vertical surfaces such as the walls of However, this provides a horizontal shear. To avoid any confusion we refer, throughout this paper, to the direction of the speed gradient rather than to the resulting transform. For consistency, we adopt the same convention in describing compression gradients, even though they are not ambiguous [Fig. 2(a) ]. ¶The distinction between 1D compression and expansion is simply a difference in sign. For simplicity, we therefore refer to both of these types of 1D gradients as a compression.
buildings produce a horizontal compression ¶ gradient as the viewpoint changes between full frontal and edge on. Surfaces at intermediate angles produce a simple combination of these 1D shears and compressions so, by measuring and comparing these two types of 1D gradient, the observer can recover both the tilt (the direction of inclination) and the slant (the extent of inclination) of the surface (see, for example, Clocksin, 1980) . Not surprisingly, the human visual system seems equipped to exploit these simple relationships. Random-dot kinematograms depicting a 1D horizontal shearing gradient carried by a set of horizontally translating dots produce a compelling impression of a surface slanted about a horizontal axis (Braunstein, 1968; Rogers & Graham, 1979; Harris et al., 1992; Braunstein et al., 1993; Meese et al., 1995a,b) and, under the same conditions, a 1D horizontal compression gradient produces a compelling impression of a surface slanted about a vertical axis Meese et al., 1995b) .
Unfortunately, despite these simple relationships and demonstrations, it seems unlikely that the visual system could rely solely upon such a simple 1D analysis. Consider, for example, the flow visible as an observer approaches a brick wall head on. In this case, the flow consists of a simple 2-dimensional (2D) expansion. Such an expansion can be thought of as the sum of two 1D 2370 T.S. MEESE and M. G. HARRIS compression gradients, one vertical and one horizontal, so measurement only of the horizontal compression gradient would wrongly suggest a slanted surface. Similarly, rotation of the head or the eye about the line of sight produces a simple 2D rotational flow. Such a rotation can be thought of as the sum of two 1D shearing gradients*, one vertical and one horizontal so, again, measuring only the vertical shearing gradient would wrongly suggest a slanted surface.
Again not surprisingly, the human visual system does not make such elementary errors. Under the same viewing conditions in which 1D compression or shear are correctly seen as slanted surfaces, 2D expansions or rotations are, to a first approximation, correctly seen as unslanted surfaces (Meese et al., 1995b) , even though they include 1D gradients that match those in their 2D counterparts.
The above analysis and demonstrations suggest that the visual system measures not only the relevant 1D speed gradients but also takes into account what is happening at right angles to these gradients. In the cases considered so far, for example, surface slant is reliably signalled by an appropriate comparison of the horizontal and vertical 1D gradients. Rotation produces symmetrical shearing gradients in the vertical and horizontal directions (no difference in orthogonal gradients, no perceived slant) whereas a laterally translating surface tilted at 90 deg (see inset in Fig. 5 ) produces a 1D vertical shearing gradient, but no horizontal shearing gradient (large difference between orthogonal gradients; compelling impression of slant). Similarly, expansion produces symmetrical compression gradients in the vertical and horizontal directions (no difference in orthogonal gradients, no perceived slant) whereas a laterally translating surface tilted at 0 deg (see inset in Fig. 4 ) produces a horizontal compression gradient but no vertical compression gradient (large difference between orthogonal gradients; compelling impression of slant).
This intuitive account can be related to the more formal analysis of flow developed by Koenderink and his coworkers. Koenderink & van Doorn (1975 , 1976 demonstrated that optic flow can be completely described by local measures of translation, expansion, rotation and deformation. Deformation is a compression of opposite sign along orthogonal axes (i.e., a compression along one axis and an expansion along the other), resulting in a change in shape without change in area. It can be thought of as a vector, since it has both direction (e.g., the axis of compression) and quantity. Koenderink (1986) went on to explain how each of these measures can easily be related to the observer's movement and to the 3D layout of the world [see, for example, Harris (1994) for a summary]. Koenderink's measures--of which rotation, *This convention of sign is arbitrary. Here we find it convenient to refer to both the 1D shearing gradients shown in Fig. 3(a, b) as positive. It follows from this that rotation is the vector sum of these two flow fields and that deformation is the vector difference. This convention is opposite to that used previously by Meese et al. (1995b) .
expansion and deformation are the most important here--are all inherently 2D rather than 1D. However, they can be thought of as different combinations of simple 1D speed gradients. As mentioned above, expansion is just the sum of two orthogonal 1D compression gradients, and rotation is just the sum of two orthogonal 1D shearing gradients. Crucially, deformation can be thought of either as the difference between two orthogonal compression gradients or as the difference between two orthogonal shearing gradients (see Figs 2 and 3) . In effect, a measure of deformation would allow precisely the strategy outlined above, in which the visual system takes into account what is happening at right angles to the intuitively obvious speed gradients. Koenderink's analysis is not restricted to the special case of horizontal movement and the consequent simplification to horizontal and vertical gradients. Movement of the observer relative to any particular line of sight can be decomposed into two vectors, one representing movement along the line of sight and the other at right angles to this. Similarly, the 3D layout of a surface patch along the line of sight can be expressed as a vector giving the tilt (direction) and the slant (amount) of the surface patch relative to that line of sight. Koenderink's mathematics reveal that deformation is just the dot product of the surface layout vector and the movement vector at right angles to the line of sight. The direction in which the deformation compresses can be used in computations that recover surface tilt, while the amplitude of the deformation provides information about surface slant. In other words, providing the observer knows the speed and direction of movement, a measure of deformation is sufficient to recover the 3D layout of the world.
In summary, for a moving observer, each small region of the flow will tend to have a consistent direction. Slanted surfaces make their mark on this local flow as a combination of a 1D shearing gradient at right angles to the direction of flow and a 1D compression gradient in the same direction as the flow. However, in order to distinguish this information from expansion and rotation, the observer must also measure the ID shearing gradient in the same direction as the flow and the compression gradient at right angles to the flow. The difference between orthogonal shearing gradients and the difference between orthogonal compression gradients can be thought of as measures of deformation and can be used to recover the 3D layout of the world.
The demonstrations that we have already described suggest that the human vision system does perform a 2D, rather than a 1D analysis. Moreover, in previous work (Freeman et al., 1996) , we have shown that the perception of slant is well predicted by a simple model based on the measurement of deformation. However, perhaps the most compelling prediction from the above analysis is that speed gradients at right angles to those normally found (e.g., a horizontal shearing gradient [ (Meese et al., 1995b) they were found to appear essentially flat. (c), (d) Horizontal shearing gradient plus horizontal translation, and vertical compression gradient plus horizontal translation, respectively. In previous experiments, these stimuli appeared slanted about horizontal and vertical axes of inclination, respectively, yet they contain no speed gradients along their direction of tilt. In further unpublished experiments, we have confirmed these results using vertical translation instead of horizontal translation.
rise to an impression of perceived slant. Meese et al. (1995b) confirmed that this was indeed the case. However, our technique did not allow us to confirm that both orthogonal gradients contributed simultaneously to the impression of slant. Here we use a slant matching technique to measure the extent to which each of the orthogonal gradients in a deforming stimulus contributes to the impression of slant. Our main finding is that both orthogonal gradients do contribute simultaneously. Our second finding is that, in general, they do not always contribute equally.
METHODS

Equipment and stimuli
The stimuli were generated by a PC-type computer and displayed via a CED 1401-plus laboratory interface upon the screen of an oscilloscope (Hewlett Packard 1304, P31 phosphor) at a frame rate of 50 Hz. On each trial, the flow fields for the whole display were generated afresh from a set of 599 randomly positioned small dots and oscillated back and forth sinusoidally at i Hz. In Experiments 1 and 2, the dots moved behind two circular windows, each 9 deg in diameter with a spacing of 2 deg between them. In Experiment 3, the display contained a single circular window placed in the centre of the display and with a diameter of 12 deg. In Experiment 4, both types of display were used. For all experiments, viewing was monocular at a distance of 57 cm and used a chin rest. The display surround was black and although the room was darkened, furniture and equipment were dimly visible during experimentation.
All stimuli contained a horizontal translation component [ Fig. 2(d) ], which if presented alone, would have caused the dots to oscillate back and forth through a peakto-peak distance of 2.84 deg. The translation component was always vector summed with a linear speed gradient field. In Experiments 1 and 3, we used either a horizontal compression gradient [ Fig. 2 By definition, component velocities were proportional to their distance from the appropriate axis, where the origin is defined as the centre of the stimulus. In this paper, we express the magnitudes of our speed gradients in per cent (previously we have used proportions, e.g. Meese et al., 1995b) . For example, a shear stimulus with a magnitude of 5% would cause each dot to oscillate back and forth, through a peak-to-peak distance equal to 10% of the distance of that dot from the appropriate axis. Thus, although we report motion amplitudes, the positive and negative half-cycles of the sinusoidal modulation results in the dots travelling twice the distance reported. Stimuli with either positive or negative slant were created simply by changing the sign of the speed gradients--a surface with negative slant was identical to one with positive slant, but rotated around the z-axis through 180 deg. In Experiment 4, a stimulus with positive slant was created by summing leftward translation [ Fig. 3(d) ] with a horizontal shear gradient of opposite sign to that shown in Fig. 3(b) .
Procedure
In all experiments, the subject's task was to match the perceived slant of a translating 2D stimulus (deformation) with a translating 1D stimulus (vertical shearing gradient, horizontal compression gradient, or horizontal shearing gradient).
Experiments 1 and 2. In Experiments 1 and 2, the 1D and 2D stimuli were presented simultaneously in two spatial windows (see "Equipment and stimuli" section for details). Whether the 2D stimulus appeared in the left or right window was determined randomly. Each trial was initiated by a button press and subjects (the two authors) indicated after as many stimulus cycles as they pleased, which spatial interval contained the stimulus that appeared more slanted (i.e., the one inclined further from the plane of the display screen). Responses were made by pressing one of two mouse buttons, which drove a simple one-up, one-down staircase (Cornsweet, 1962; Meese, 1995) to converge on the point of subjective equality (PSE). Each session employed two randomly interleaved staircases, which selected stimulus sets that were placed 0.25% apart. Each staircase began with an initial step size of 2% which was reduced to 1% after the first reversal. After the second reversal the step size was further reduced to 0.5%, where it remained for ten further reversals. For each staircase, an estimate of the PSE was made by averaging the last ten reversals. Contrary to previous reports (Pentland, 1980; Lieberman & Pentland, 1982) , this method is a particularly efficient way of measuring a 50% point on a psychometric function (Meese, 1995) . The results for all experiments are the means of four staircase estimations (two sessions). Error bars, where shown, are 95% confidence intervals derived from linear regression. For some sessions, the speeds in the 1D stimulus were fixed and the staircase adjusted the level of the 2D stimulus to make the match, whereas for others, the 2D stimulus level was fixed and the dot speeds of the 1D stimulus were adjusted.
Experiments" 3, 4 and control. In Experiment 3, the stimulus pairs were presented sequentially instead of simultaneously. Here, one randomly chosen stimulus (e.g., the 1D stimulus) was presented for two stimulus cycles (2 sec). After an 800 msec pause, the other stimulus (e.g., the 2D stimulus) was presented, also for two cycles, and was also followed by an 800 msec pause (see "Equipment and stimuli" section for more details).
Subjects viewed as many of these sequences as they wished, and indicated which stimulus appeared more slanted by pressing a mouse button during the interval in which the chosen stimulus was being displayed. In Experiment 4, both spatial and temporal techniques were used.
In a control experiment, two spatial windows contained either a pair of 1D stimuli or a pair of 2D stimuli. Not surprisingly, matches were close to veridical (mean absolute error of 0.13% from four staircases). This served as a useful check that (i) subjects were able to perform the task; and (ii) the experimental software was performing correctly.
Design. We did not employ a fully counterbalanced design because: (i) differences between subjects were small; (ii) whether the test interval was spatial or Figure 4 shows the results for TSM (filled symbols) and MGH (open symbols) for matches between a 1D horizontal compression gradient [ Fig. 2(a) ] and a 2D deformation [ Fig. 2(c) ], both summed with a horizontal translation [ Fig. 2(d) ]. These stimuli appeared to be inclined about a vertical axis (see figure inset)*. The figure shows the magnitude of the horizontal compression gradient in both the 1D stimulus (abscissa) and the 2D deformation stimulus (ordinate) required for the two stimuli to appear equally slanted. The two solid lines in Fig. 4 show predictions made by two simple hypotheses. If perceived slant depends only upon the horizontal compression gradient, then the data would lie on the steeper of the two lines, labelled "gradient" (slope = 1). This represents the locus of points for which horizontal 1D compression is equal for the two stimuli. On the other hand, if perceived slant depends, as in a measure of deformation, upon the difference between the horizontal and vertical compression gradients, then the data would fall on the shallower of the two lines, labelled "def' (slope = 0.5). This represents the locus of points for which the "def" component is equal in the two stimuli. Intuitively, a slope of 0.5 means that the 2D deformation *Note that although in all of our figures, we use icons that illustrate fiat surfaces, we do not wish to imply that all of our stimuli necessarily appeared flat. For example, although the two surfaces were matched in perceived slant at the PSE, for shearing gradients (Fig. 5) , the 1D stimulus typically appeared planar, while the surface of the 2D stimulus typically appeared curved. For compression gradients (Fig. 4) , curvature was less apparent.
stimulus requires only half the magnitude of the horizontal compression gradient because the other half is provided by the vertical compression gradient. For both observers, the results fall close to the "def" prediction. Indeed, linear regression revealed a slope of 0.51 for TSM and 0.53 for MGH (see Table 1 ). Thus, for these stimuli, it appears that both vertical and horizontal speed gradients contribute to the perception of surface slant in a simple and predictable way. Table 1 ). The confidence intervals for TSM were comparable with those for MGH, but are not plotted for clarity. Table 1 ). The confidence intervals for MGH were smaller than the symbol size.
FIGURE 6. Slant matching results from Experiment 3. The stimuli were perceived as inclined about a horizontal axis (see inset). Data are for TSM, and for conditions where both the 1D and the 2D stimuli were varied by the staircase procedure. In all cases, the magnitude of the fixed stimulus was 4-3%. The solid lines show the results expected under two different hypotheses. See Experiment 1 for details. Error bars show 95% confidence intervals derived from linear regression (see Table 1 ). Figure 5 shows perceptual matches between a 1D vertical shearing gradient [ Fig. 3(a) ] and a 2D deformation [ Fig. 3(c) ], both summed with horizontal translation [ Fig. 3(d) ]. These stimuli appeared to be inclined about a horizontal axis. The figure axes and the predictions are equivalent to those for Fig. 4 (explained above) .
Experiment 2: vertical shearing gradients and spatial interval
Here the result is less straightforward. For both observers--and regardless of whether the 1D or the 2D stimulus was manipulated by the staircase--the results fall between the two predictions. Indeed, the average slope from linear regression was 0.74 (see Table 1 for details). It seems that although both vertical and horizontal gradients do contribute to the perception of slant, their contribution is not as predicted by a simple differencing operation, as required in the measurement of deformation. Before considering the implications further, we seek further evidence of this in Experiment 3.
Experiment 3: temporal interval
In Experiments 1 and 2, pairs of stimuli were presented simultaneously on the display screen. One limitation of this design is that the two stimuli may have interfered with each other perceptually. For example, this could happen if the receptive fields of the mechanisms responsible for processing these stimuli were larger than each of the stimulus windows. In Experiment 3 we overcame this problem by using a temporal interval instead of a spatial interval. This also allowed us to use a larger stimulus window (12 deg instead of 9 deg) and more dots for each surface (see Methods). Conditions were otherwise similar to Experiment 2.
Results are shown in Fig. 6 for TSM, for stimuli that were perceived as inclined about a horizontal axis (shearing gradients). The data are remarkably similar to those gathered using a spatial interval (Fig. 5) --the average slope of 0.75 found here compares closely with that of 0.74 found earlier (see Table 1 for details)---and can be taken as further support for the findings of Experiment 2.
In Fig. 7 , results are shown for both TSM (filled symbols) and MGH (open symbols) for stimuli perceived as inclined about a vertical axis (compression gradients). Again, the results are similar to those found when a spatial interval was used (Fig. 4) , though in this experiment, the data tend to hug the line with a slope of 0.5 less closely than before: linear regression revealed an average slope of 0.59 (see Table 1 for details). Nevertheless, it is clear from these results that the vertical compression gradient makes a substantial contribution to the perception of surface slant in a stimulus containing both vertical and horizontal compression gradients.
Experiment 4: vertical shearing gradients
Rationale. The results of Experiments 2 and 3 seem to imply that, although the horizontal shearing gradient in a deformation stimulus does indeed contribute to the perception of surface slant, it is given less weight than the vertical shearing gradient. However, an alternative hypothesis is that the outputs of mechanisms responsible for the independent extraction of orthogonal shear gradients are given equal weight prior to summation, but each is subject to an accelerating nonlinearity. To see that this could produce the results of Experiments 1 and 3, consider the following. Suppose that the nonlinearity is a power function with an exponent of (say) 2. The response to a 1D stimulus containing 1 arbitrary unit of horizontal shearing gradient would be 12= 1. This would be matched to a 2D stimulus with a magnitude of vertical and horizontal shear gradients given by m, where 2m 2 = 1. This rearranges to give m = l/v/-2 arbitrary units of shear. Thus, like the data in Figs 5 and 6, the magnitude of the shear gradient in the 2D stimulus is more than half of that in the 1D stimulus, but less than the magnitude of that in the 1D stimulus itself.
To investigate this alternative hypothesis we conducted one final experiment which in most respects was similar to Experiments 2 and 3. The main difference was that instead of using a vertical shearing gradient for the 1D stimulus, we used a horizontal shearing gradient.
Our reasoning was that if the nonlinearity hypothesis were correct, then the results should match those from Experiments 2 and 3, because in the present experiment, the visual system would treat the 1D horizontal shearing gradient just as it treated the vertical shearing gradient before (i.e., slope greater than 0.5). However, if the weight given to a horizontal shearing gradient is less than that given to a vertical shearing gradient, then we should need more horizontal shearing gradient to match the 2D Table 1 ), though they were larger than symbol size only for TSM in the "spatial" condition.
deformation because the slant of the 2D stimulus is determined partly by its more effective vertical shearing gradient. This would have the effect of making the data fall with a slope less than 0.5. Results and discussion. The results for TSM (filled symbols) and MGH (open symbols) are shown in Fig. 8 . If the nonlinearity hypothesis was the sole explanation for the results of Experiments 2 and 3, then, just as was found in those experiments, the data from this experiment would have fallen with a gradient steeper than 0.5. The line labelled "nonlinearity" has a slope of 0.71 and is a prediction of this hypothesis based on the mean regression slopes for comparable conditions in Experiments 2 and 3 (lines 4, 5 and 7 in Table 1 ). The data clearly fall shy of this prediction. Indeed, for all three data sets, linear regression produced slopes that were shallower than 0.5 (see Table 1 for details).
The line labelled "V-gradient bias" has a slope of 0.29 and is a prediction based on the hypothesis that horizontal and vertical shearing gradients contribute unequally to the computation of slant. This predicted slope is an estimate of the average contribution of the vertical shearing gradient in Experiments 2 and 3 derived by subtracting the average slope of 0.71 (see above) from unity. This slope provides a fair account of some of the data, though for MGH the contribution of the vertical shearing gradient is larger than predicted, suggesting some inconsistency across conditions. These results, taken together with those from Experiments 2 and 3, imply that vertical and horizontal shearing gradients are given different weights prior to the computation of surface slant. This conclusion is also supported by the results of Meese et al. (1995b) . In their experiments, a perspective projection of a wire-frame cube was used to match the perceived slant of horizontally translating random-dot kinematograms. Typically, for an equal magnitude of shear, vertical gradients appeared slightly more slanted than horizontal gradients.
GENERAL DISCUSSION
We have shown previously that, when carried by horizontal translation, both vertical and horizontal shearing gradients, and both vertical and horizontal compression gradients, can produce compelling impressions of surface slant (Meese et al., 1995b) . Here we have shown that when orthogonal components of either 1D shear or 1D compression are combined such that the deformation components sum, and the rotation (for shear) and expansion (for compression) components cancel (see Meese et al., 1995b) , both of the 1D components contribute simultaneously to the perception of slant. Thus, these results stand as further evidence against a strictly 1D interpretation of slant from optic flow: orthogonal speed gradients can be combined prior to the computation of slant.
Is the nature of this combination similar to that required for an estimate of deformation? This would require that the two orthogonal gradients contribute equally. Here the evidence is equivocal. For compressions it appears that both gradients do contribute approximately equally, whereas for shears it seems that the vertical shearing gradient contributes more than the horizontal shearing gradient. In this latter case, the more substantial contribution to perceived slant seems to come from the speed gradient consistent with the perspective projection of a laterally translating planar surface.
Deformation and perceived slant
For the reasons outlined in the Introduction, the application of a 2D solution (combination of orthogonal speed gradients) to what is generally a 2D problem of extracting surface slant from optic flow makes good sense computationally. It allows the visual system to distinguish the effects of movement relative to a slanted surface from those of forward locomotion (expansion of the flow) or eye/head rotation around the line of sight (rotation of the flow).
A measure of 2D deformation provides exactly the required combination, regardless of whether the slanted surface produces shear (Fig. 2) or compression (Fig. 3) . Our data for compression stimuli fit very well with the *In unpublished experiments, we increased the magnitude of translation added to an otherwise purely deforming pattern of random dots, and found the magnitude of perceived slant to decrease.
idea that the visual system does indeed make use of a strategy based on deformation. However, our data for shearing stimuli do not. There are several possible explanations of this anomaly. First, it may be that the visual system is attempting the analysis described above but simply gets it wrong. For example, assuming that the visual system's estimate of slant was not saturated (Freeman et al., 1996) , an overestimation of deformation would increase perceived slant, whereas an underestimation would decrease perceived slant (Meese et al., 1995b; Freeman et al., 1996) . Furthermore, the magnitude of perceived slant also scales with translation (Koenderink & van Doom, 1975 )*: if translation were underestimated then perceived slant would increase, and conversely, if it were overestimated, perceived slant would decrease. Such errors could underlie our results if their extent varied with the different types of stimuli used in our experiments.
Second, and more likely, our analysis is wrong or, at least, incomplete. The visual system may use more sophisticated strategies than we have considered, and some of those strategies may well be revealed by our artificial stimuli. A horizontally moving observer will frequently experience a vertical shearing gradient but a pure horizontal shearing gradient or a pure deformation will rarely, if ever, occur. Moreover, all of our stimuli would generally be accompanied by additional cues such as texture density gradients and stereoscopic and perspective cues. In general, the visual system must do more than simply assign local estimates of surface tilt and slant: it must also interpret surface curvature and movement trajectory, for example. Slanted surfaces are spontaneously assigned a perceived axis of description which remains consistent from moment to moment and, as shown in Fig. 9 , can be used to describe dynamic perturbations of the surface. This is much more economical and useful than describing such perturbations as dynamic changes in instanteous tilt and slant. We noticed that stimuli containing horizontal shearing gradients generally appeared to roll about their axis of description and thus to follow a curved trajectory (Fig. 9) . It may well be, then, that "anomalous" horizontal shearing gradients are less effective than predicted because they are ascribed partly to roll rather than to slant. Whilst the "anomalous" vertical compression gradient in our other stimulus cannot easily be ascribed to an equivalent roll [ Fig. 9(c) ], they could in principle, be interpreted as approach or recession of the surface. However, neither our perceptions nor our data suggest that this is the case. Perhaps, for the stimulus configurations used here, 1D shear is an effective cue for roll, whereas 1D compression is an ineffective cue to approach. Further experiments are needed to investigate these, and no doubt, other possibilities.
To clarify then, even though the contributions from orthogonal shear components are, in general, unequal (Experiments 2, 3 and 4), a measure of deformation may still underpin the visual system's computation of surface slant. If this were so, our results show that either (i) the estimation of deformation and/or translation is not perfect; or (ii) additional factors are used by human vision in computing slant.
Possible implementations of the computation of slant from optic flow
Finally, although our results do not address the nature of the mechanisms responsible for the computation of slant from optic flow, there are some relevant points that we can make.
One possibility is that the human visual system employs tuned mechanisms that are able to extract components of optic flow (Longuet-Higgins & Prazdny, 1980; Koenderink, 1986) . Such a scheme is attractive because only six different types of orthogonal mechanism are required (i.e., expansion, rotation, two orientations of deformation, and two orientations of translation). In such a scheme, the magnitude of a given flow component would be given by the magnitude of the associated mechanism's response. Thus, a crucial aspect of the *Zhang et al. (1993) concentrated their attention on rotation (curl) and expansion/contraction (div) type mechanisms, though their technique is readily extendable to deformation (def) and indeed, any combination of these components (e.g. spirals, vertical and horizontal shear, vertical and horizontal compression).
scheme is that each mechanism is blind to all components, other than the one to which it is tuned. With apparatus of this kind the visual system would perform a vector decomposition of the optic flow field into six orthogonal components. Assuming that local velocity can be extracted, then mechanisms with these properties are not difficult to construct (Poggio et al., 1991; Zhang et al., 1993) * and are biologically plausible. Furthermore, there is both psychophysical evidence (Regan & Beverley, 1978; Beverley & Regan, 1980; Sekuler, 1992; Morrone et al., 1995; Snowden & Milne, 1996; and neurophysiological evidence Duffy & Wurtz, 1991a,b; Graziano et al., 1994; Lagae et al., 1994) for mechanisms that are responsive to complex 2D motion patterns. For example, used a detection of signal in noise paradigm (Morrone et al., 1995) , and concluded that human vision contains 2D motion mechanisms capable of integrating each of expansion, rotation and deformation over space. However, the physiological mechanisms identified so far, mainly in MST, are not, in general, appropriate for the vector decomposition that is required by the scheme introduced above. For example, the response of a neuron tuned to rotation was found to decrease as expansion was added to the stimulus (Orban et al., 1992) . Furthermore, amongst those MST neurons that show selectivity to optic flow components, a preference for deformation is considerably less common than for expansion or rotation (Orban et al., 1992; Lagae et al., 1994) . Perhaps vector decomposition of the optic flow field and analysis of deformation are performed only by a small population of MST cells, or alternatively, outside of MST. For example, using positron emission tomography (PET) and human subjects, Orban et al. (1995) have recently claimed evidence for a cortical region in the right hemisphere sensitive to relative motion (motion borders). Another coding possibility is that the visual system may use mechanisms that are directly sensitive to 1D shearing or compression gradients. Indeed, just as for rotation, expansion and deformation, an appropriate set of such mechanisms could also encode any affine transform. Furthermore, there is some evidence for 1D mechanisms in macaque. Xiao et al. (1995) found that 32% of 86 direction-selective MT cells had a one-sided inhibitory region, suggesting that they could be usefully employed in computing 1D speed gradients or motion borders (e.g., Buracas & Albright, 1996) . Treue & Andersen (1996) found that 36% of their sample of 25 MT cells preferred a random dot stimulus with a 1D speed gradient to a similar stimulus with an optimal constant dot speed. In other words, these cells were selective for speed gradients.
On the other hand, if, as suggested by the results of Orban et al. (1992) , vision does not perform a vector decomposition of the optic flow field, then a scheme employing batteries of mechanisms responsive to a range of specific (1D and 2D) optic flow patterns could be usefully employed in the computation of surface slant. Such mechanisms would be characterized in part by their recruitment of input from tributary subunits with directional bandwidths that are narrower than a cosine function. Clearly, such a scheme could be costly because of the potentially large number of mechanisms required to code the optic flow: the narrower the directional bandwidths, the more specific become the mechanisms, and so the greater number of them are required. However, recent psychophysical experiments do not suggest such narrow tuning. Using a subthreshold summation technique, Meese & Harris (1996) inferred broad direction tuning for putative deformation mechanisms (see , and using an adaptation paradigm, Snowden & Milne (1996) revealed similarly broad tuning functions for rotation, expansion and spiral stimuli.
Yet another possibility is that higher-order visual mechanisms responsible for processing optic flow are not hard-wired, but are synthesized dynamically from direction-sensitive tributary subunits, perhaps in a similar way to that which has been suggested for spatial vision (Georgeson, 1992 (Georgeson, , 1994 
