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2. NOTATIONS AND FORMULATION
, $N=\{1,2, \ldots\}$ time space, $S$
state space (finite set) , $X_{t}$ time $t\in N$ state . $A$ action space (finite
set), $A(s)$ $s\in S$ action , At time $t\in N$ action . $Y_{t}$
$t\in N$ random immediate reward function ,H $>0$ , $0\leq Y_{t}\leq H$ . $Y_{t}$
$(X,, A_{t})$ , $(Xt+1, Yt)$ .
$p^{a}(s’, y|S)=P(x_{t+1}=s’, Y_{t}\leq y|X_{t}=s, At=a)$ .
$\rho$ : , $0<\rho<1$ .
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$S\cross R\text{ }$ a new state space, $R=(-\infty, \infty)$ . $H_{1}=S\cross R$ , $H_{t+\perp}=H_{t}\cross A\cross S\cross Y_{t},t\in N$ .
, $H_{t}$ $\mathrm{t}$ . $\mathrm{t}$ $\theta_{t}$ .
$\mathrm{t}$ decision rule $\delta_{t}$ , $h_{t}=(s_{1},\mathit{7}^{\cdot}, a_{1}, s2, y_{1}, \ldots, a_{t}-1, s_{t}, y_{t}-1)\in H_{t}$ ,
$\delta_{t}(a_{t}|h_{t})=P(A_{t}=a_{t}|\theta_{t}=h_{t})$ . , $h_{t}=(s_{1}, r, a_{1}, \ldots, S_{ty_{t-1}},)\in$
$H_{t}$ , $\delta_{t}(A_{t}\in A(s_{t})|h_{t})=1$ . , $\delta_{t}(a_{t}|\cdot)$ Ht , Lebesgue-Stieltjes
measurable function .
decision rule \Delta , policy $\pi$ decision rules $(\delta_{1}, \delta_{2}, \ldots, \delta_{t}, \ldots)$
. policy $C$ .
policy $\pi$
$Z_{0}=0$ , $Z_{rt}^{\pi}= \sum_{\perp t=}^{\gamma 1}\beta^{t\perp\pi}-Yt’ n\geq 1$ , $Z^{\pi}= \sum_{t=1}^{\infty}\beta t-1Y^{\pi}t$ .
. , $Y_{t}^{\pi}$ policy $\pi$ $\mathrm{t}$ . ,
$W_{t}=(W_{1}-zt_{-}1)/\beta^{t-1}$ , $t\geq 1$ ,
, $(X_{1}, W_{1,1}A, X2, W2, \ldots, At-1, x_{f}, Wt)$ , $h_{t}=(s_{1},$ $w_{1},$ $a_{1}$ ,
$s_{2},$ $\prime w_{2},$
$\ldots,$ $at-1,$ $s_{t,t}w)$ decision rule, policy
. $\triangle_{t}$ $(X_{t}, W_{t})=(s_{t}, w_{t})$ , Markov decision rule
Markov decision rule $\triangle_{M}$ . \mbox{\boldmath $\delta$}t\in \Delta M , $\delta_{t}(A_{t}=a_{t}|S_{t}, w_{t})=1$
$at\in At$ , deterministic decision rule . deterministic decision
rule $\triangle_{D}$ .
policy $\pi$ decision rule \Delta M , Markov policy , Markov policy
$C_{M}$ . , decision rule \Delta D \mbox{\boldmath $\delta$}t $=\delta_{t+1}$ , deterministic
Markov stationary policy , policy $C_{D}$ .
.
$F_{7\mathrm{t}}^{\pi}(n)(S, r)=P(Z_{n}^{\pi}\leq 7^{\cdot}|s)$, $F^{\pi}(s, r)=P(Z^{\pi}\leq r|s)$ .
, $P(Z^{\pi}\leq r|s)$ .
$F^{*}(s, r)= \inf_{\pi\in C_{M}}F^{\pi}(S, r)$
.
$S\cross R$ $R$
$\mathcal{F}=$ { $F$ : $S\cross Rarrow R|$ , $\forall s$ , $F(s\cdot,$ $r)=0(r<0),$ $F(s,$ $r)=1(r\geq H/1-\rho)$ }
, .
$T^{a}F(_{S}, r)= \int_{S\cross R}F(_{S’,(-}ry)/\rho)dp^{a}(_{S’}, y|s)$ ,
$T^{\delta}F(_{S}, r)= \sum_{a\in A(S)}TaF(s, r)\delta(a|(s, r))$ ,
$TF(S, r)= \inf_{\delta\in\Delta}T^{\delta}F(S, r)=\min_{a\in A(s)}T^{a}F(s, r)$ .
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, $(T)^{n}+1T=(\tau^{n}),$ $T^{1}=T$ .
$F,$ $G\in F$ , $(s, r)$ $F(s, r)\leq G(S, \mathcal{T})$ , $F\leq G$ .
3. NUMERICAL ENCLOSURE FOR AN OPTIMAL THRESHOLD
PROBABILITY
LEMMA 1 $F\in \mathcal{F}$ , $T^{a}F\in \mathcal{F},$ $TF\in \mathcal{F}$ .
LEMMA 2 $F,$ $G\in \mathcal{F},$ $F\leq G$ $TF\leq TG$ .
Lemma , $T$ .
1 . ,
.





,F0(s, $r$ ) $=0(r<0),$ $F_{0}(s, r)=1(r\geq 0)$ .
Proof. , $\mathrm{D}.\mathrm{J}$ White Theorem 2 .
THEOREM 2
$L_{0}=G_{0}$ , $F^{*}$ $G^{*}$ . ,
. .
$\lim_{r\iotaarrow\infty}(T)^{n_{G_{0}=G^{*}}}$ .
, $G_{0}(s, r)=0(r<H/(1-\rho)),$ $c_{\mathrm{o}(r)=}s,1(r\cdot\geq H/(1-\rho))$ .
Proof $(T)^{n}G_{0}(S, r)=F_{n}^{*}(S, r-e_{1} \frac{n_{H}}{-\rho})$ . $\mathrm{n}=1$
$T[G_{0}(S, r)]$ $=$ $\inf_{k\in \mathrm{A}s)},\int G_{0}(s’, \frac{r-y}{\rho})dp^{k}(sy|’,s)=\inf_{(k\in I\mathrm{c}’s)}./5^{}.\cross(-\infty,7^{\cdot}-\frac{H}{1-\rho}]dp.(_{S}k’, y|s)$
$=$ $\inf_{\pi\in C(M)}F^{\pi(}1(1)-s,$$r \frac{\rho H}{1-\rho})=F_{1}^{*}(s, \frac{\rho H}{1-\rho})$ .
$\mathrm{n}$ , $\mathrm{n}+1$
$F_{n+1}^{*}(s, r- \frac{\rho^{n+1}H}{1-\rho})$ $=$ $\inf_{\pi(n+1)}P(z^{\pi}n+1\leq r-\frac{\rho^{71.+\perp}H}{1-\rho}|s)$
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$=$ $\inf_{\pi(\iota+1)}P(\sum^{1}\rho Y^{\pi}7t=2|+t-2t\leq\frac{\gamma\cdot-Y_{1}^{\pi}}{\rho}-\frac{\rho^{n}H}{1-\rho}|s)$
$=$ $\inf_{k\in \mathrm{A}’\pi(7\iota)}J_{I}^{\cdot}P(.\sum 7t=|+12\rho^{t}-2Y^{\pi}t\leq\frac{r\cdot-y}{\rho}-\frac{\rho^{n}H}{1-\rho}|x_{2}=S’)dp^{k}(s^{J}, y|s)$
$=$ $\inf_{k\in \mathrm{A}’(S)}\int_{I\pi}\inf_{(n)}F^{\pi \mathrm{t}7\}})(7ls, \frac{r-y}{\rho}r\cdot-\frac{\rho^{n}H}{1-\rho})dp(ks’, y|s)$
$=$ $TF_{7}^{*}(|.rs, \cdot-\frac{\rho^{n}H}{1-\rho})$ .
,
$(T)^{n}G_{0}(s, r)=F^{*}n(_{S}, r- \frac{\rho^{7l}H}{1-\rho})$ .
Theorem 1 , $F_{7l}^{*}(s, r)arrow F^{*}(S, 7^{\cdot})$ ,
$\lim_{7larrow\infty}(\tau)^{?\}}G_{0}(s, r)=G^{*}(s, r\cdot)$ .





$n=l7n$ , $n,$ $l$ , m\in N( ).
$\lambda(7n)=(s,7^{\cdot})\in I,\pi\in CD(\tau\sup_{;)},[F\pi(7\gamma l)(_{S,r)(S.r}r\gamma 1-F7’\pi(_{7}\iota Y\iota)’-\frac{\rho^{7n}H}{1-\rho})]$
. , $F_{7r}^{\pi.(_{7\prime}.)}’(t\mathit{8}, r)$ : $\pi(rn_{\ovalbox{\tt\small REJECT}})$ .
, .
$||L_{71}-F^{*}|| \equiv\sup_{(S,7)\in l}.|L_{71}(s, r)-F*(.\mathrm{s}‘, r)|\leq\{\lambda(7n)\}^{l}$
Theorem 3 , apriori , $\lambda(m)$ ,
policy $\pi$ $(\mathrm{s},\mathrm{r})$ , policy $\pi$ ,
. , .
, , a






. $\leq F^{*}\leq L_{7\mathfrak{l}}$
. $\lambda(m)\equiv\sup_{\in(s,r)I,\pi\in c_{D}(7\prime\iota)}[F_{7}\pi.(r\gamma 1)(\gamma\iota s, r\cdot)-F_{7\prime}\pi,(7r’)(s, r-\frac{\rho^{7V}\cdot H\iota}{1-\rho})]$ ,
$||L_{n}-F*||\leq||L_{71}-L_{7\mathrm{t}}’||\leq 2\lambda(rn)^{\iota}$
.
$F_{0}(s, r)=0$ $(r<0)$ , 1 $(r\geq 0)$ , $G_{0}(6, \gamma\cdot)=0$ $(r< \frac{H}{1-\rho})$ , 1 $(r \cdot\geq\frac{H}{1-\rho})$ .
(proof)
$Go\leq F^{*}\leq F_{0}$ .
Lemma 2 ,
$(T)7’ G_{0}\leq(T)^{r\prime}F*\leq(T)^{n}F0$ .
$L_{r1}’\leq F^{*}\leq L_{\mathit{7}\mathfrak{l}}$ .
$||L_{7l}$. $-F^{*}||\leq||L_{r}|-L_{r1}’||$ .
$||L_{71}$. $-L’|r\iota|\leq||L_{71}$. $-F^{*}||+||F^{*}-L_{r1}/.||$ .
Theorem 3 , $||F^{*}-L_{\gamma}\prime 1.||\leq\{\lambda(7n)\}^{l}$
$||L_{71}$. $-F^{*}||\leq||L_{71}$. $-L_{r}’,$ $||\leq 2\{\lambda(rn)\}\iota$ .
4. ALGORITHM
$=\mathrm{L}^{-P}$ ,




Theorem 4 $F^{*}$ $L_{n}$ $L_{r\iota}’$ ,Lr\iota ’ $L_{r}’$,
. $L_{0}$ ,F0 $TF_{0}$
. ,L77., $L_{n}’$ $L_{n},$ $L_{n}’$
.
1. state
state $m,$ $(s_{1}, \cdots, s_{m})$ , action $n,$ $(a_{1}, \cdots, a_{n})$ , $p_{ij}^{k}$ , reward $w_{ij}^{k}$ ,
\rho . $1\leq i\leq m,$ $1\leq j\leq m,$ $1\leq k\leq n$




$F_{0}(s_{i}, 7^{\cdot})$ $(x, y)=(0,1)$ .
3. Ln
, $L_{n}\equiv F_{7l}$ .
(a)
$T^{a_{k}}F_{0}(s_{i}, r)= \sum_{j}p_{ij^{k}}^{a}F0(s_{j}, (r-w_{i}^{a}j^{k})/\rho)$ . 1 $\leq i\leq m,$ $1\leq k\leq n$
$F_{0}(S_{i}, r)$ , $p_{ij0}^{a_{k}}F(S_{j}, (r-w_{ij}^{a_{k}})/\rho)$ .
$j=1$ , $p_{i1}^{a_{k}}F\mathrm{o}(s1 , (r-w_{i1}^{a_{k}})/\rho)$ $(u, v)$ , $u$
$p_{ij}^{a_{k}}F\mathrm{o}(S_{j}, (r-w_{i}^{a_{k}})j/\rho)2\leq j\leq m$ $\mathrm{x}$
$\mathrm{y}$ $v$
. $j=2$ $m$ \Sigma .
(b) $F_{1}$ (si, $r\cdot$ ) $= \min_{k}TakF0(s_{i}, r)$ . $1\leq i\leq m$
$T^{a_{k}}F\mathrm{o}(Si, r)$ , $T^{a_{k}}F\mathrm{o}(s_{i}, r)1\leq k\leq n$ .
(c) $F_{t}(s_{i}, r\cdot)$ , (a) $F_{0}(S_{i}, r.)$ $F_{t}(s_{i}, r)$ , (a), (b)
$F_{t+1}$ (si, $r$ ) .
4. $L_{0}(S_{i}, r)=G_{0}(s_{i}, r)$
$G_{0}(S_{i}, r)$ $(x, y)=(H/(1-\rho), 1)$ .
, $H$ :reward $w_{ij}^{k}$ $1\leq i\leq 7n,$ $1\leq j\leq 7n,$ $1\leq k\leq n$
5. L’n
3 $F$ $G$ $(\mathrm{a}),(\mathrm{b}),(\mathrm{C})$ .
, $L_{n},$ $L_{r}’l$ , $L_{n},$ $L_{n}’$ Theorem 4
, . $||L_{71}-L_{\gamma 1}’||$ .
EXAMPLE
, ,
. , state 2, action 2
, . ,
$=_{-}-$ . state , action
, . ,state ,action 1 ,
10 . , ,
, .
, state 3, action 3 . ,
state , action
.
state $\mathrm{s}\mathrm{p}\mathrm{a}\mathrm{C}\mathrm{e}\{S_{1}, s_{2}, S_{3}\}$ , action space $\{a_{1}, a_{2}, a_{3}\}$ , \rho$=0.05$ ,











$L_{0}=F_{0}$ , $F_{0}(S, r)=0(r<0),$ $F(S, r)=1(r\cdot\geq H/(1-\rho))$ ,
$L_{8}$ , L , 10857 .




. , (e.g. $\mathrm{P}\mathrm{R}\mathrm{O}\mathrm{F}\mathrm{I}\mathrm{L}[2]$ )
.
1 $L_{8}(s_{1}, r)$ , 2 $L_{8}(s\perp, r)$ $L_{8}’(S_{1}, r)$ –
. $L_{8}(s_{1}, r)$ , $L_{8}’(s_{1}, r)$
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