Images captured by laparoscopic cameras, often suffer from glare due to specular reflections from surgical tools and some tissue surfaces that can disturb the attention of surgeon. In this paper, inspired by their form, the photometric distortions caused by specular reflections are modeled as the superposition of a smooth and a pulse shaped curve. Based on this model a new fast technique for the detection and removal of glare in gray scale laparoscopic images is proposed. The proposed technique, as well as other state of the art image inpainting algorithms are used in a number of experiments based on artificial and real laparoscopic data, and the proposed algorithm seems to outperform its rivals.
INTRODUCTION
Glare is a source of major problems for automated image analysis systems, as it destroys all information in affected pixels, a fact that can introduce artifacts in feature's extraction algorithms. Image inpainting is the process of reconstructing lost or deteriorated regions in an image (Bertalmio et al., 2000) . Many inpainting techniques have been applied in the field of the medical imaging in order to remove specular reflections. Image inpainting methods can be broadly divided into the following two categories:
• non-blind inpainting and
• blind inpainting.
In the non-blind inpainting, the regions that need to be filled-in are provided to the algorithm a priori, whereas in blind inpainting, no information about the locations of the corrupted pixels is given and consequently the algorithm must additionally identify the pixels that require inpainting. The state-of-theart non-blind inpainting algorithms can perform very well on removing text, doodle, or even very large objects (Bertalmio et al., 2000) . Some image denoising methods, after modification, can also be applied to non-blind image inpainting with state-of-the-art results (Mairal et al., 2008) .
Inpainting techniques tailored to repair the glare due to specular reflections in laparoscopic images follow. In (Lange, 2005) a feature based approach is used for the detection of the centers of regions that have been affected by the glare. In order to discover the total extent of glare's regions the use of morphological operators, adaptive thresholding techniques and the watershed transform is proposed. (Yang et al., 2010 ) use a bilateral filter, guided by the maximum diffuse chromaticity, as well as a technique for its fast estimation. In (Meslouhi et al., 2011) a method based on Dichromatic Reflection Model (Artusi et al., 2011) and multi-resolution (Ogden et al., 1985) inpainting techniques is presented. Two real time techniques based on the contrast weighting and intensity subtraction are proposed in (Xi and White, 2011). (Shabat and Averbuch, 2012) propose a matrix completion technique that uses as regularizers the nuclear or the spectral norm of the matrix. Finally, in (Marcinczak and Grigat, 2013 ) the limited accuracy that can be achieved by thresholding techniques is demonstrated and a hybrid scheme based on closed contours and thresholding is proposed.
Blind inpainting, however, is a much harder problem. Such a technique based on matrix completion technique using l 0 norm, is proposed in (Yan, 2013) . (Queiroz and Ren, 2014) in order to identify the glare's regions propose a segmentation method based on sparse and low rank matrix decomposition techniques using robust PCA.
In this paper, inspired by their form, the photometric distortions caused by specular reflections are modeled as the superposition of a smooth and a pulse shaped curve. Based on this model a new fast technique for the detection and removal of glare in gray scale laparoscopic images is proposed. 
SPECULAR REFLECTIONS AND GLARE
As it was already mentioned, specular reflections create strong photometric distortions in laparoscopic images. Their number, strength as well as shape, are strongly depended on biological surface angle, camera's light angle, viewing angle as well as the surgical tools when they are on the camera's field of view (see Figure 1 ). It is clear that all these photometrically distorted parts of laparoscopic images should be properly repaired in order to facilitate the tasks of the surgeon. To this end let us zoom into two lines of the glares shown in Figure 2 and 3 due to surgical tool and the biological tissue respectively. Based on these figures 1 we are going to adopt a simple model that can be used for the description for the aforementioned distortions. Let f (x) be an image line having K specular reflections of width W k = x k+1 − x k , k = 0, 1, · · · , K − 1 each. Then, the following model for the image profile is considered:
where f c (x) the continuous component of the image, α k , k = 0, 1, · · · , K − 1 the K positive heights of the specular reflections and u(x) the step function.
By taking into account the following weak equality u (1) (x) = δ(x) where δ(x) the distribution delta of Dirac, the following relation holds:
(2) Having defined the specular reflections model, our goal now is to develop an appropriate technique to solve the associated estimation problem.
Given the image line profile f (x), let us consider that the points x k , k = 0, 1, · · · , K − 1 have been detected and thus they are known. Then, for each pair (x k , x k+1 ), of the aforementioned points, the following equations must hold:
where x − , x + denotes that we are approaching the point x from left and right respectively. It is clear that if the derivative of f (x) is known and based on the continuity of its continuous counterpart it is an easy task to properly combine Eqs (3-8) to compute the desired unknown constant α k . However, the aforementioned derivative is unknown and in addition only a sequence f [n] resulting from the uniform sampling of the function f (x) is known. Thus, it is necessary to reformulate the problem at hand in a more properly stated form where the sequence f [n] instead of function f (x) is considered to be known. To this end image's line model (Eq. (1)) as well as its derivative (Eq. (2)) are re-expressed into the following discrete form: Having defined the discrete counterparts of Eq. (1) and (2), in the next section we define the discrete counterparts of Eqs (3-8).
THE PROPOSED APPROACH
The discrete counterpart of Eqs (3) and (6) can be easily defined. However, the discrete counterparts of the remaining ones are not so straight forward defined. Note that all remaining equations are related to the derivative of the image line f (x). The use of derivative-based filters in signal detection problems has been well documented in the relative literature. These filters have the ability to remove the non-stationary component of the signal, while at the same time preserve abrupt changes, which is highly desirable in problems of this nature. Note however that in the case of discrete time signals, there are three possible approximations of the signal derivative; namely the forward, the backward, and the forwardbackward first-order difference operators. Although the third one is the most commonly used in signal detection problems, in this work we propose the use of the first two, i.e. the forward and the backward difference operator. Specifically, we propose the use of the backward difference operator, i.e:
at the rising edge of the sequence, that is at the point n k , and the use of the f orward difference operator, i.e.:
at the falling one, that is at the point n k+1 . We must stress at this point that our choice is in complete accordance with Eqs (5) and (8) respectively. Concluding, given the pair of points n k , n k+1 the following relations must hold:
where
[.] 2 denote the backward and forward difference sequences of the sequence f c [.] respectively (a sequence, as it was already mentioned, resulting from the uniform sampling of continuous function f c (.)). Note that Eqs (13-14) can be expressed in the form of the following underdetermined linear system:
T with the elements of vector x c k being the quantities that should be specified. The above defined system is underdetermined, thus exhibiting an infinity of solutions, and the goal is to properly define the excess degrees of freedom. This can be achieved by using different cost functions for the specification of different optimum solutions in R 3 . For instance, the following constrained optimization problems can be defined:
and solved for the specification of candidate optimum solutions. In the next lemma the optimum solution of optimization problem (P 0 ) is specified. Lemma 1: Consider the optimization problem (P 0 ). Then, its sparsest l 0 optimum solution is the following:
or
Both solutions are optimal and their l 0 norms are equal to 2. Proof: The proof is easy and is omitted. In the next lemma the optimum solution of optimization problem (P 1 ) is specified. As we are going to see in this case the optimal solution is unique. Lemma 2: Consider the optimization problem (P 1 ). Then, it attains its l 1 minimum value, i.e.:
at:
, then, both solutions described from the branches of Eq. (19) are optimal. Proof: The proof is easy and is omitted.
Finally, the optimization problem (P 2 ) can be easily solved in the least squares sense thus finding the shortest candidate vector in the space R 3 . The optimum solution is given by the next lemma. Lemma 3: Consider the constrained optimization problem (P 2 ). Then, it attains its l 2 minimum value:
Proof: The proof is easy and is omitted. We must stress at this point that since by definition d f − [n k ], as the backward difference of the sequence defined in Eq. (11), is positive while d f + [n k+1 ], as its forward counterpart, is negative, all optimal solutions guaranty that the optimum value of α k is positive, as it should be. However, the minimization of either the l l , l = 0, 1, 2 norm does not seem to have any physical meaning. On the contrary, the l l , l = 0, 1, 2 minimization of the related elements with the differences of the smooth counterpart of the sequence, is both attractive and has physical meaning.
To this end, let us define the following vectors:
and rewrite the underdetermined system (15) as follows:
Our goal is now to specify the parameter α k of the underdetermined system (24) by solving the following constrained optimization problems:
It is evident that the optimum solutions of problems (P l ), l = 0, 1 coincide with that of (P l ), l = 0, 1. However, the solution of problem (P 2 ) does not coincide with the solution of (P 2 ). Specifically, the following lemma can be proved.
Lemma 4:
The optimum solution of the constrained optimization problem (P 2 ) is attained at:
with
This in turn, ensures the shortest Euclidean solution, that is:
Proof: The proof is easy. From Eq. (20) the following relation holds:
Fast Detection and Removal of Glare in Gray Scale Laparoscopic Images 209 where < y, z >, ||y|| 2 denotes the inner product of the vectors y and z and the euclidean length of the vector y respectively. The quadratic expressed by the right hand side of (25) achieves its minimum value for the value of α k of (24). This value is definitely positive since by definition d f − [n k ] as the backward difference of the sequence defined in Eq. (11) is positive while d f + [n k+1 ] as its forward counterpart, is negative. Thus, the quantity defined by (24) is positive and this concludes the proof of the lemma.
In the next section we evaluate the performance of the proposed technique.
EXPERIMENTAL RESULTS
In this section we are going to apply the proposed alignment technique by conducting a number of experiments. In addition, we will compare its performance in terms of the achieved alignment error, as well as its complexity against the methods proposed in (Shabat and Averbuch, 2012) .
Artificially Distorted 1-D Signals
In this experiment we are going to apply the proposed technique on artificially distorted 1-D signals. In Figure 4. (c) such a distorted signal, resulting from the superposition of the smooth signal (see Fig. 4.(a) ):
and the specular glare (see Fig. 4 .(b)):
respectively, is shown. In addition, its difference sequence d f [n] that can be used for the detection of glare's edges x 1 , x 2 , is shown in Figure 4 .
(d).
The repaired signals obtained from the application of Lemma 2 and 4 respectively, are shown in Fig. 4 .(e) and 4.(f) respectively. It is clear from this figure that the optimal solution of the optimization problem defined by Lemma 4 outperforms its rival resulting to a smoother reconstructed signal profile.
Real Laparoscopic Images
In this section we are going to apply the proposed technique in a large number of laparoscopic images and compare it against the techniques presented in (Shabat and Averbuch, 2012) . Both approaches belong to the non-blind inpainting techniques thus requiring the support where the intensity of the image is known to be given as input. More specifically, they constitute varieties of matrix completion technique regularized by the nuclear and the spectral norm of the matrix respectively. For a given matrix A the aforementioned norms are defined as:
where σ max (A) denotes the maximum singular value of matrix A.
To this end we apply the proposed technique as well as its rivals in 10K successive frames, each of size 360 × 640, of the cholecystectomy surgery video. The results we obtained from the application of the rivals to the specific image frame shown in Figure 5 . (a) are shown in Figures 6, 7 and 8 respectively. From these figures, and in particular from the zoomed in figures, seems that the proposed technique outperforms its rivals since it results in smother, although not perfectly, repaired images.That was the case in all the experiments we have conducted. The mean complexity of the proposed algorithm is 2.2 secs and is error free in the glare free regions of the image. The mean complexity of its rivals, as well as the achieved MSE in the known regions of the frames, for different values of Tolerance for the completion matrix based techniques, are contained in Tables 1 and 2 respectively. From the contents of these tables, it is clear that the proposed technique outperforms its rivals. Finally we must stress at this point that the code of the spectral norm based completion matrix technique, uses mex file and this is the reason why it is faster than the nuclear norm based one. 
CONCLUSIONS
The proposed technique was applied in a number of experiments and its superiority over other state of the art image alignment algorithms was indicated. However, the quality of the repaired images, even from the proposed method is not perfect, and this, as well as, its applicability to different kind of images is currently under investigation. This will make possible the comparison of the proposed technique against more re- cent based on deep learning image inpainting methods. Moreover, in order to ensure the applicability of the proposed algorithm in real time video processing, the reduction of its mean complexity constitutes a vital issue that is also under investigation.
