Abstract-Recently the one-dimensional time-discrete blind deconvolution problem was shown to be solvable uniquely, up to a global phase, by a semi-definite program for almost any signal, provided its autocorrelation is known. We will show in this work that under a sufficient zero separation of the corresponding signal in the z−domain, a stable reconstruction against additive noise is possible. Moreover, the stability constant depends on the signal dimension and on the signals magnitude of the first and last coefficients. We give an analytical expression for this constant by using spectral bounds of Vandermonde matrices.
INTRODUCTION
One-dimensional blind deconvolution problems occur in many signal processing applications, as in imaging and digital communication over wired or wireless channels, where the blurring kernel and the channel are modeled as linear time invariant (LTI) systems, which have to be blindly identified or estimated. Since the convolution is a product of two input signals in the frequency domain, it can be generated by uncountably many input signals. Therefore, the deconvolution problem is always ill-posed and hence additional constraints are necessary to eliminate such ambiguities, which to find are already a challenging task see for example [1] , [2] . If the receiver has some additional statistical knowledge of the LTI system, as given for example by second or higher order statistics, blind channel equalization and estimation techniques were already developed in the 90 s; see for example in [3]- [5] . In [6] a new blind channel identification for multi-channel finite impulse response (FIR) systems was proposed, which refers to a single input multi-output (SIMO) system where an N 1 dimensional input signal is sent via M FIR channels of dimension N 2 . The authors showed in Thm.2 that the property of no common zeros of the M channels is a necessary condition for unique identification.
If no statistical knowledge of the data and the channel is available, for example, for fast fading channels, one can still ask under what conditions on the data and the channel is blind identification possible. Necessary and sufficient conditions in a multi-channel setup where first derived in [6] , [7] and continuously further developed, for a nice summary see [8] . The big disadvantage of all these techniques lies in lack of efficiency, since the algorithms for identification are iterative. In the recent works [9] , [10] the authors formulated a semi-definite program (SDP) which solves, for almost all input signals, the deconvolution problem up to a global phase if additionally the signals in the z−domain are coprime polynomials and their autocorrelations are both known. The co-primeness of the signals was already shown in [6] to be a necessary condition for a unique blind deconvolution. To obtain a convex optimization the convolution and autocorrelations were lifted to a matrix recovery problem. This idea of combining in one linear measurement the (cross) correlation and autocorrelations was first used in a phase retrieval problem known as vectorial phase retrieval [11] .
In this work we prove stability of the SDP against additive noise in the real-case. The stability constant depends hereby only on the zero separation of the input signals z−transforms and on their first and last coefficients magnitude, which defines non-linear constraints in the time domain. Such a stability analysis for pure deterministic input signals is of tremendous interest for any practical application of deconvolution. Moreover, as soon as one of the inputs is randomly chosen such a zero separation holds with high probability, which therefore demonstrate the success of many randomized deconvolution results [12] - [16] .
A. Notation
We will use for F either the real R or complex C field. Although, we will formulate most of the results in the complex case we derive the stability constant only for the real case due to space of interest and postpone the complex case to an upcoming work. For an integer N , we will denote the first N non-negative integers by [N ] := {0, 1, . . . , N − 1}. Small letters denote scalars in F, bold small letters vectors in F N and bold capital letters denote N × M matrices in F N ×M . By I N we denote the N × N identity matrix and by 0 N the all zero matrix. We denote by x = Re x − i Im x the complexconjugate of x ∈ C and by (·) * = (·) T the complex-transpose of a vector or matrix. For a vector x ∈ F N we will denote its time-reversal (reflection) by x − given component-wise for
. The linear spaces are equipped with the scalar product, given by
We denote by λ k (A) the kth eigenvalue of a Hermitian matrix A ∈ F N ×N which we will order by increasing values, i.e.
Moreover, for an arbitrary matrix A ∈ F N ×M we will denote the singular values by [17] . We will use the
We use for the Hilbert norms a 2 = a resp.~A~2 =~Aã nd define for p = ∞
In this work we will only consider one-dimensional convolution, i.e., the convolution between two complex-valued vectors x 1 ∈ C N1 and x 2 ∈ C N2 , given component-wise by
. Then the correlation between x 1 and x 2 is given by
If x 2 = x 1 then we write a 1,1 = a 1 = x 1 * x 1 − which is called the autocorrelation of x 1 . The autocorrelation in the Fourier domain is given by the absolute-squares of the Fourier transform of x 1 , i.e., the phase information of the signal in the Fourier domain is missing. The recovery of the signal from its absolute-square Fourier measurements is known as the phase retrieval problem and therefore a special case of the deconvolution problem. However, the convolution and even autocorrelation obtains uncountably many ambiguities see [1] , [18] . To resolve the ambiguities and to formulate a well-posed deconvolution or phase retrieval problem we need additional constraints or measurements. For example, if we can measure the auto and the cross correlation separately, we can resolve all ambiguities up to a global phase. Moreover, the reconstruction can be performed by an SDP by lifting the measurements to the matrix domain, i.e., we express the measurements as linear mappings on positive-semidefinite rank−1 matrices [9] . Such lifting methods to relax to a convex problem can be used for phase retrieval [19] and arbitrary bi-or multi-linear measurements [20] , [21] . For this we stack both vectors x 1 and x 2 together to obtain the vector x = [x 1 , x 2 ] ∈ C N in N := N 1 + N 2 dimensions, which, if lifted to the matrix domain reveals a 2 × 2 block matrix structure
To define the linear measurement map A we have to introduce the N ×N shift or elementary Toeplitz matrix and the N ij ×N i embedding matrix with N ij = N i + N j for any i, j ∈ {1, 2} by
Then, the N i × N j rectangular shift matrices are defined as,
Then, the correlation (5) between the vectors x i and x j are given component-wise as
Embedding the translation matrices into N dimensions defines the linear map A :
where we used the notation T i = T i,i . By stacking the linear maps (11) in lexicographical order together we get the
Note, since the auto-correlations a i are conjugate-symmetric, i.e., a i − = a i , we would require only 2N − 5 complex-valued linear measurements of xx * . Hence, the blind deconvolution problem 1 from a 1,2 and the additional autocorrelations a 1 and a 2 is re-cast as a generalized phase retrieval problem from 4N − 3 Fourier magnitude measurements given by
where F N denotes the N × N unitary Fourier matrix. In fact, the Fourier measurements on x 1 and x 2 can be obtained by masked Fourier measurements of x, see [22] . To construct an explicit measurement ensemble of the smallest size, which was conjectured to be 4N − 4 in [23] , is a challenging and still open task for the generalized phase retrieval problem, see for example [24] , [25] . Note, that we demand in (13) also a co-prime structure on the separated parts x 1 and x 2 . To see that our correlation measurements give indeed access to the autocorrelation of x we split it in its single parts
1 If we set x = [x 1 , x 2 − ] the cross correlation becomes a cross convolution, i.e., a 1,2 = y whereas the auto-correlations are not changing due to the commutativity of the convolution.
As can be seen, for any choice of N 1 , N 2 , the crosscorrelations a 1,2 and a 2,1 are always separated in time by one time slot 2 , and can therefore exactly be obtained by subtracting the known auto-correlations a 1 and a 2 . Hence, the unitary Fourier transforms of the measurements in (13) are a, a 1 and a 2 which are equivalent to a 1,2 , a 1 and a 2 . Therefore, the following Theorem 1 can be seen as a unique reconstruction of x, up to a global phase, via an SDP from 4N − 3 masked Fourier magnitude measurements by only assuming that the z−transforms of x 1 and x 2 are co-prime. Here, the z−transform of x ∈ C N +1 is given by
and defines a polynomial in z −1 of order N if x 0 = 0. If ζ 1,k and ζ 2,k are the zeros of X 1 and X 2 , then we call them co-prime if ζ 1,k = ζ 2,l for all l, k (no common factor). Let us denote by
Then, [9, Thm.III.1] and extended to the purely deterministic case [1] , it holds the following theorem. 
which hasX = xx * as the unique solution.
Remark. From a singular value decomposition ofX one can identify up to a global phase x as the eigenvector corresponding to the largest eigenvalue. By knowing the dimensions N 1 and N 2 one can also identify x 1 and x 2 up to a common global phase.
STABILITY ANALYSIS OF THE SDP
The feasible SDP in Theorem 1 is in the noise-less case equivalent to the convex problem
for any b := A(xx * ). If the observations are disturbed by additive noise n ∈ C 4N −4 , such that
Then the denoised SDP (least-square minimization over a convex cone)
is robust against noise if the solutionX obeysX
where C > 0 is a constant independent of the chosen vectors x 1 , x 2 and only depends on the dimensions, see [26, Thm.2.2] and [27, Thm3] . For a general bilinear problem, such a stability constant C would at least depend on a rank−2 null-space property or restricted isometry property (RIP) of the linear map A, see [28] , [29] . However, to apply our proof technique in the noisy case with the construction of an (inexact) dual certificate, we only need the RIP to hold locally, i.e., around the ground truth xx * . For the quadratic case see [26] , [27] and for the non-quadratic case [12] , [ 
A. Local Stability on the Tangent Space
The crucial part for the proof of the injectivity and for the stability is the explicit construction of a dual certificate in [1] , [9] . The dual certificate is given by a linear combination of the measurement matrices (11) depending on the observed measurements (12) usually in a complex algebraic manner. Fortunately, for the correlation type map A the measurements are linked to the measurement matrices by banded Toeplitz matrices generated by unknown vectors x 1 and x 2 . Morepreciselcy, the linear convolution between x i ∈ C Ni , x j ∈ C Nj for any i, j ∈ {1, 2} is given by applying the
, where for the correlation we need also the N j × N j time-reversal matrix
where T N denotes the elementary Toeplitz matrix (7) . Hence the matrix form of the convolution and correlation is given by
Concatenating two such Toeplitz matrices defines the N × N Sylvester matrix
where we used the notation
This allows us to represent any convolution difference for y 1 ∈ C N1 and y 2 ∈ C N2 as a matrix equation
We will show in Appendix B, that the dual certificate for each ground truth signals x 1 ∈ C N1 and x 2 ∈ C N2 is given by
The injectivity of the convolution-type map A and the stability is then fully determined by the singular value properties of the Sylvester matrix, see Appendix A. Therefore we have to extend the dual certificate in [1, Lem.3] (injectivity) to a local stability of A on the tangent space
, for each ground truth signal x ∈ C N we have to show that there exists some
see also [26] , [27] .
Remark. Note, that each N 1 , N 2 specify a different linear map
. Therefore, γ depends on N 1 and N 2 and not only on their sum. Since T x is a linear space it holds Y −Ỹ ∈ T x for all Y,Ỹ ∈ T x . Moreover, T x does not include all rank−1 differences, i.e., not all rank−2 matrices and (28) therefore only obeys a local stability of A for rank−2 matrices around the ground truth xx * or a local rank−2 RIP, which is much less strict condition than a rank−2 RIP. In fact, a rank−2 RIP for convolutions can not hold since the difference of arbitrary convolutions can vanish. Even to control the norm of the convolution can be a challenging task for certain signals [30] .
Since the norms are absolutely homogeneous and A, T x are linear, we need to show (28) 
for F ∈ {C, R}. Let us assume from here that x =x. In fact, the tangent space T x of rank two matrices refers to a sum of two convolutions which is parameterized by two unknown as y = [y 1 , y 2 ] with same dimensions as x 1 and x 2 . The structure of convolution sums is given by Sylvester matrices. Hence, to exploit their structure we need to parameterize the matrices in T x by vectors in F N . Furthermore, we can easily represent the Schatten 2−norm of Y in y as
Then (28) is equivalent to
for all y ∈ F N . Unfortunately, for F = C we face two problems: First the left hand side of (31) can not be written as a quadratic form in y, due to the alternate complex-conjugation, and second the right hand side vanishes for some ρ ≥ 0 if y = ±iρx, since ( x, ±iρx ) 2 = −ρ 2 . In fact, ±iρx is a onedimensional real subspace of C N which parameterize Y = 0. Hence, these problems suggest to reformulate the complex case as a real-valued case. In the interest of space, we will in this work only consider the stability analysis for the real case and treat the complex case in a follow up paper.
REAL CASE
In the real case the scalar product in (30) is always real valued and so its product positive. Hence, the Schatten 2−norm of Y is for y = 1 bounded by Cauchy-Schwarz
Hence we can lower bound the stability constant in (28) by a smallest singular value problem
where we re parameterized y as
. Then indeed, there exists a linear mixing map M such that with (9) and (10) we get
where we used the time reversal matrix (23) and a
for which holds
Moreover, we can identify a Sylvester matrix without the zero row as
Hence, we can write (33) as a quadratic form by defining the positive semi-definite matrix
where the block diagonal matrix D and the Sylvester matrix product, given by
are positive semi-definite by construction. Note, we can add the zero row to the matrix in (36) to obtain the square Sylvester matrix in the product, see also (107). However, this Sylvester matrix is distinct to S in (24) by a time-reversal of x 2 and therefore denoted by S − . The time-reversal is hereby unavoidable, since the cross correlation sum in (34) involves all four vectors and induces a time-reversal either on x 1 or x 2 . This is in contrast to the injectivity result where we do not have to deal with a sum and hence not with an extra time-reversal [1] . The intertwining matrices generate in the diagonals
a sum of the autocorrelation Toeplitz matrix and the autoconvolution Hankel matrix. Here, the elementary Hankel matrix is given by H N = T N R N . The stability constant is then given, up to a constant scaling between (32) as the smallest eigenvalue problem
A. Local 2−RIP
We are now ready to proof the local restricted isometry property for rank−2 matrices in the tangent space.
where the lower bound satisfy
Proof. Since the optimization problem (41) for γ is only dependent on the normalized vectorsx we will omit the tilde notation over x, x 1 and x 2 . The eigenvalue problem is a simultaneous eigenvalue problem and bounds like the dual Weyl inequality [31, Thm.4.3.1]
are not sufficient, since they separate the autocorrelation and crosscorrelation measurements, which both can vanish separately but not simultaneously. However, we know much more about W − , in fact W − has rank N −1 if the polynomials x − 2 (z) and x 1 (z) are co-prime, see also (81), and its onedimensional nullspace is spanned by
Hence, we can project each normalized y ∈ R N to x − and its orthogonal normalized complement space W ⊥ := w ∈ R N w⊥x − , w 2 = 1 such that
Since
If we want to establish injectivity it would be enough to show that Dx − , x − > 0, but to derive a stability bound we need to show this for all y given by (46), i.e., 
Therefore we can lower bound the smallest eigenvalue by a kind of pinching argument to
Since D = D T and the scalar product is real valued we get
The first term can be lower bounded universally for all x
2 )
where the first inequality follows from the fact that
2 . Unfortunately, we can not derive such a lower estimation for Dw, w since arbitrary cross correlations are not invariant to time-reversal. To see this, choose w 1 = (1, 1) = x 2 and w 2 = (1, −1) = x 1 . Then x i ⊥w i and hence
If we omit the non-negative part β 2 Dw, w ≥ 0 we only have to lower bound the third term in (49). Since f α,β ≥ 0 this gives with (50) the non-zero lower bound
where the scalar product can be split with
such that by using Cauchy-Schwarz in both terms we get
and by applying the Young inequality
where the last steps follows since 
2 (S − ) ≤ 1 as shown in Lemma 2 since S − has rank N − 1, one can show by using Lagrange multiplier that M |β| = |α| with |β| 2 = 1/(1 + M 2 ) yields the minimum in (54) given by
By using M 2 + 1 ≤ (4N ) 2 this yields to the lower bound
B. Stability of the SDP
Since we have the exact dual certificate, we only have to exploit in the noisy case, that any solution produces a meansquare error which scales with the noise-power. We adapt the proof techniques in [27, Lem.4 ] to derive the stability result for the denoised SDP. 
with N = N 1 + N 2 and the stability constant
where W and W − are given in (27) and (39)
Proof. LetX 0 and A(X) − b ≤ n , i.e.,X is a solution of the noisy SDP (19) . For H :=X − xx * we get then for the residual
Similarly we get for the projection onto the exact dual certificate by using Cauchy-Schwarz and the fact that W = A * (ω), as shown in (115),
Since ω = [a
1 , −a 1,2 , −a 2,1 , a
2 ] in (115), we get with the Young inequality
This gives for the exact dual certificate projection (59) on
where W T = 0 and W T ⊥ = U T D λ U 0 since the diagonal matrix D λ contains the positive eigenvalues λ k of W T ⊥ which must be all larger than the smallest non-zero eigenvalue of W, i.e. λ 1 (W T ⊥ ) = λ 2 (W). Moreover, H T ⊥ =X T ⊥ is positive semi-definite sinceX is by definition. Hence the last inequality follows, see also Lemma 4. To upper bound the norm of H we therefore only need to upper bound the norm of H T , which is given by the local stability on T in Lemma 1,
Now, we need an upper bound of A(X) 1 for any Hermitian X, which is given by the Hölder inequality for the Schatten norms with p = 1 and q = ∞, see [32, Thm.2], and (11) as
where the last equality follows from the observatioñ
for all i, j, k, since the elementary Toeplitz matrices T (k) i,j generate diagonal matrices having k ones on the diagonal and the rest zero. Using (62) and (63) with X = H T ⊥ gives us
Using (64) and (61) with the triangle inequality yields the error
By using the bound (43) of Lemma 1 and 4
C. Universal Stability Bound via Zero Structure
To obtain a universal bound for the stability constant we need more constraints on the structure of the zeros of x 1 and x 2 . It follows, that a universal stability can be obtained if the zeros fulfill a minimal separation. Let us define the zero separation of x 1 and x 2 by 
see also [33, p.186 ]. Then we can proof the following. 
Remark. For N 1 = 1 or N 2 = 1 the polynomials have no zeros and hence the zero separation (66) is not defined.
Proof. Since the dual certificate
for any x 1 and x 2 is a matrix product of Sylvester matrices (24) for which we can control the smallest singular value Appendix 1.1 we also can control the smallest non-zero eigenvalue, since 
see Figure 1 . Since the lower part of the handle is zero the multiplication with its adjoint creates a zero matrix and the non-zero upper part of the handle creates a positive semidefinite rank−1 matrix
Obviously we have λ 1 (SS * ) = 0 and
Since both matrices are positive semi-definite we get by the dual Weyl inequality (44)
Similar, we get for
Inserting this in (57) gives
Using the bounds in Lemma 2 we get
and with σ − + 4 √ 2σ 2 ≤ 7 ≤ N 2 for N ≥ 4, this yields to
CONCLUSION
We have shown that blind deconvolution with additional autocorrelation measurements is stable over the reals against additive noise if the zeros of the corresponding input polynomials are well separated and the first and last coefficients are dominating. The last observation is well known in filter theory and signal processing. If for example the first coefficient contains more than half the energy of the vector, then the polynomial respectively z−transform corresponds to a minimum phase filter (System) having all its zeros inside the unit circle. Vice versa, if this holds for the last coefficient, this corresponds to maximum phase filter, having all its zeros outside the unit circle. Although, the stability bound decays exponentially in the dimension, it gives deeper and provable insight how a zero structure leads to good deconvolution or phase retrieval performance. Moreover, the algorithm is convex and with modern semi-definite programing algorithms sufficiently solvable. However, since the program proofs to obtains a unique (stable) solution up to a global phase, it is plausible that also non-convex relaxations, such as Wirtinger flow or the direct zero testing method (DiZeT), as introduced in [10] , [34] and [35] , might perform stable, as has been empirical observed.
where α k and β l denote the zeros of the polynomial a respectively b. Hence the zeros of the z−transform (15) equal the zeros of the polynomials. By commutativity we assume w.l.o.g. n ≤ m. Then the N × N Sylvester matrix of the polynomial a and b is with N = n + m given by If we append a zero to the vector a denoted by a 0 , see (25) , the corresponding polynomial a 0 (z) has order n
and the zeros α k of a are the non vanishing zeros of a 0 . We denote the vanishing zero by α 
Proof. Since δ > 0 the polynomials a and b are coprime. Hence the rank of S = S a,b is full and all singular values σ k > 0. It is known that the absolute value of the determinate S = S a,b is the product of its singular values
Hence we get for the smallest singular value by [38, Cor.3 ]
Since the Sylvester matrix is given by
we get for the Frobenius norm
Since S has full rank we get~S~2
and hence with (86) the upper bound for σ 1 . Furthermore, n + m − 1 is also an upper bound for σ 2 max . Moreover, we get with (84) the lower bound
Alternative bound for the smallest singular value of the Sylvester Matrix
If there is separate knowledge of the zero structure of x 1 and x 2 this can lead to tighter bounds.
where N = n + m, δ > 0 and
Proof. Let a ∈ C n+1 0 and b ∈ C m+1 0 for n, m ∈ N. Then it holds for the Sylvester matrix and any λ ∈ C
with N = n + m. Let us introduce the zero vector
where α k and β l are the zeros of a(z) respectively b(z) as in (77). Let us define the N × N Vandermonde matrix
generated by the node vector ζ. Hence, setting λ = ζ we get from the observation (89)
where D = D a(β),b(α) is a diagonal matrix generated by evaluating the polynomials at the other zeros and V α and V β are n × n resp. m × m Vandermonde matrices
Note, DV α,β is not Hermitian. Taking the determinant of both sides in (92) gives
By using the well-known determinant formula for Vandermonde matrices, see [39, Ch. IX, Exc.6], we have the equivalence
Where ∆ = 0 if and only if all zeros are simple and a and b are coprime. If this holds, we can resolve for the determinant
which proofs (79) if all zeros are simple. On the other hand we can compute directly from the relation (92) for any N × N matrices
where the first inequality holds by 3 [40, Probl.III.6.2] and the last by [41, Thm.9] if D and V α,β are booth non-singular. Since both are block diagonal matrices we get further
where we used min{|a 0 |, |b 0 |} ≥ |a 0 | · |b 0 | since |a 0 |, |b 0 | ≤ 1. For the lower bound of the smallest and largest singular values of Vandermonde matrices we can use bounds derived and referenced in [42] . Hence we get
where
(99)
We need lower and upper bounds for the smallest and largest zero in magnitude. Since the coefficient vectors are normalized we get
see for example [43, Thm.2] , and similar for b. Then we get
are less than 1/2. Hence we get
Remark. The singular value bounds of the Vandermonde matrices used in this proof are very weak since they include all worst cases. If there is more structure known about the zeros of x 1 and x 2 much tighter bounds are available, for example, if all nodes of α are lying uniform on the unit circle. Such insights also may lead to signal designs where deconvolution is guaranteed to be stable or unstable.
APPENDIX B DUAL CERTIFICATE
To show that
defines a dual certificate we need to show the following three properties
see also [1] , [9] , [22] . By definition W is already positive semi-definite and Wx = 0 by observing the commutative property of the convolution x 2 * x 1 − x 1 * x 2 = 0 in (26). The last property follows finally by the Sylvester Theorem due to the co-prime condition of x 1 and x 2 in (81). The missing injectivity property for the uniqueness result of Theorem 1 follows then from the local stability result Lemma 1.
The adjoint operator of A in (11) is the linear map
which is defined for every λ ∈ C M , X ∈ C N ×N as
where the matrices A m are given by A i,j,k in (12) in lexicographical order. Since this holds for all X ∈ C N ×N we get
To show that the Sylvester matrix product W in (27) corresponds to the dual certificate of our measurements, we need hence to find the corresponding vector λ. To see this, we have to represent W in terms of the measurements.
If we consider the product of the adjoint Sylvester matrix with itself we get by (27) and (24) 
Note, that T 2,1,a2,1 = T 2,1,a1,2 −. Note, that ω = a since we need a minus for the anti-diagonal and a 1 and a 2 are interchanged. More precisely we have
2 , −a 1,2 , −a 2,1 , a
1 ] where a i,k = 0 for k < 0 and k > 2N i − 2 and the sensing matrices A i,j,k in (11). 
APPENDIX C TRACE NORM INEQUALITIES
for any field F ∈ {C, R}, we get with x = e k e k , Ae
i.e., the entries are non-negative if the matrix is positive semidefinite and positive if the matrix is positive. Hence, the trace of a positive semi-definite matrix is nonnegative, and we can lower bound the trace by a non-negative constant. We diagonalize Y by an unitary matrix U such that tr(XUU * YUU * ) = tr(U * XUD λ )
where λ = λ(Y) are the eigenvalues written as a vector in increasing order and D λ is a diagonal matrix generated by the vector λ. We can hence write the trace as 
Hence we get for the global minimum 
which is achieved for x 1 2 = x 2 2 .
