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ABSTRACT
This work proposes convolutional-sparse-coded dynamic mode de-
composition (CSC-DMD) by unifying extended dynamic mode de-
composition (EDMD) and convolutional sparse coding. EDMD is a
data-driven method of analysis used to describe a nonlinear dynam-
ical system with a linear time-evolution equation. Compared with
existing EDMD methods, CSC-DMD has the advantage of reflect-
ing the spatial structure of a target. As an example, the proposed
method is applied to river bed shape estimation from the water sur-
face observation. This estimation problem is reduced to sparsity-
aware signal restoration with a hard constraint given by the CSC-
DMD prediction, where the algorithm is derived by the primal-dual
splitting method. A time series set of water surface and bed shape
measured through an experimental river setup is used to train and
test the system. From the result, the efficacy of the proposed method
is verified.
Index Terms— Extended dynamic mode decomposition, Con-
volutional sparse coding, Primal-dual splitting, NSOLT
1. INTRODUCTION
Recent developments in sensing, networking and computer tech-
nology have increased the appeal of modeling complex dynamical
phenomena. In particular, modeling of high-dimensional and non-
linear dynamical systems is required in many fields in engineering,
physics and biology. Even when analytical modeling is difficult, we
can obtain time evolution equation of a dynamical system by using
a data-driven approach with training data if some low-dimensional
spatiotemporal coherence structure dominates the phenomenon. Ex-
tended dynamic mode decomposition (EDMD) is one such data-
driven approaches and applied to various fields such as fluid dynam-
ics analysis [1–4]. The technique can be viewed as a finite dimen-
sional approximation of the Koopman mode decomposition (KMD),
which expresses a nonlinear dynamical system by a linear time evo-
lution in infinite dimensionality [5].
Many residential areas worldwide have suffered from river
flooding [6]. From this background, we try to measure river state
in high resolution with low cost [7]. The technology for achiev-
ing this requires a time-domain formula to allow the detection of
abnormal conditions and to control the flow path. Since the mathe-
matical model representing the river dynamics is high dimensional
and nonlinear, we adopt EDMD for its modeling. Existing EDMD
techniques, however, require an analysis dictionary, which implies
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significant challenges. Williams et al. proposed EDMD with ker-
nel [4] and Yeung et al. proposed EDMD with neural networks [8].
However, these EDMD methods are not necessarily intuitive to
incorporate spatial structures of the target phenomena due to their
analysis point of view. Such a feature may prevent EDMD from a
wide range of applications.
We therefore propose an approach to EDMD. To simplify the de-
scription of a spatial structure, we adopt convolutional sparse coding
(CSC) to constitute a synthesis dictionary [9–12]. Since spatial lo-
cal variations of river surface and bottom are closely related to each
other, it is expected to represent them sparsely with CSC. In addi-
tion, there is a merit that it is easy to reflect the domain knowledge
to the dictionary structure. The time-evolution formula is derived by
combining CSC and EDMD (CSC-DMD). The dictionary is trained
by a data set acquired through a river experimental setup, which we
refer to as a stream tomography (ST) system [13]. Assuming that the
shape of the water can be measured, we formulate the river bed esti-
mation task as a minimization problem of the data fidelity penalized
by the `1 norm under a hard constraint specified by the CSC-DMD
formula and give a solver through the primal-dual splitting (PDS)
method [14–16]. To verify the CSC-DMD outcome, we evaluate the
estimation performance by using test data acquired by ST and com-
pared with the results with normal DMD.
2. REVIEW OF EDMD
Let us review EDMD as preparation. This method approximates
KMD with a finite dimensional expression [4, 5] and decomposes
high-dimensional dynamics into multiple spatial modes with tem-
poral variations. It enables us to understand spatial structure and
temporal evolution of a given set of time-series data.
Let F : M→M be a nonlinear map that relates a pair of snap
shots in finite dimensional discrete time series data {xk ∈ M ⊆
RM}N−1k=0 such as xk = F
(
xk−1
)
, whereM denotes a state space.
If there is a function space1 F 3 ψ : M→ R, and exists an operator
K : F → F such that Kψ = ψ ◦ F, then, K is refered to as a the
Koopman operator of F .
In EDMD, a nonlinear map Ψ : M→ F˜ is introduced as
yk = Ψ
(
xk
)
(1)
for {xk}N−1k=0 , where F˜ ⊆ RL and M ≤ L. The time evolution of
yk is approximated by a matrix K : F˜ → F˜ as
yk ≈ KΨ
(
xk−1
)
= Kyk−1, (2)
1In [4], the function space F is referred to as observable space.
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where we refer to F˜ as feature space. F˜ can be interpreted as a
space of coefficient vectors which contain a finite number of scalers
multipled to eigen vectors of subspace of F to approximate ψ ∈ F
with linear combination.
To derive the matrix K, data matrix
Yk : ` ,
(
yk yk+1 · · · y`
) ∈ RL×(`−k+1) (3)
is defined by the coefficient vectors {yk ∈ F˜}N−1k=0 , where k ≤ ` ≤
N − 1. Then, K is approximately obtained by
K = Y1: N−1Y
+
0: N−2 (4)
as a solution of K ∈ arg minA ‖Y1: N−1 −AY0: N−2‖2F, where
‖ · ‖F represents the Frobenius norm and superscript + represents
the pseudo-inverse of Moore-Penrose.
Matrix K is decomposed by the following procedure [3,4]. First,
the singular value decompostion (SVD) is applied to Y0:N−2 to ob-
tain Ur ∈ CL×r , Σr ∈ Cr×r , Vr ∈ C(N−1)×r , where r ≤
rank(Y0: N−2). Let here Kˇ = U∗rY1: N−1VrΣ−1r , which is a
projection of K to Ur . Then, we obtain W ∈ Cr×r such that
KˇW = WΛ, where Λ ∈ Cr×r represents a diagonal matrix, su-
perscript ∗ means Hermitian transposition. Since K and Kˇ are sim-
ilar, Λ consists of eigenvalues of K. The dynamic mode Φ of K is
obtained as
Φ = Y1: N−1VrΣ
−1
r W. (5)
As a result, an approximation of time evolution equation is given by
yk ≈ ΦΛkb0, (6)
where b0 = Φ+y0. The temporal evolution formula of the original
time series data {xk}N−1k=0 is obtained by
xk ≈ VΛkb0, (7)
where V = D˜Φ, D˜ = arg minD ‖X0: N−1 − DY0: N−1‖2F
and Xk : ` ,
(
xk xk+1 · · · x`
) ∈ RM×(`−k+1). Note that
D˜ : F˜ →M has a role of a synthesis dictionary.
Let t be continuous time and4t be the sampling interval. Then,
the continuous version of the time evolution equation is given by
x(t) = VeΩtb0, (8)
where Ω = ln Λ/∆t. Ω and Λ are diagonal matrices, and ln(·)
takes a logarithm for each diagonal element.
For existing EDMD techniques, an appropriate selection of map
Ψ is crucial [4]. Although methods such as using kernels [4] and
neural networks [8] are proposed, how to incorporate structure suit-
able for spatial relations into the mapping is nontrivial. In the above
approach, there remains a problem how to incorporate spatial struc-
tures into map Ψ.
3. CONVOLUTIONAL-SPARSE-CODED DMD
In this section, we propose an EDMD with a synthesis-dictionary-
oriented approach to make appropriate model setting simpler. First,
a synthesis dictionary D is obtained, which satisfies X0: N−1 ≈
DY0: N−1, by using CSC instead of giving an analysis map Ψ as
in Sect. 2 [9–12]. Fig. 1 summarizes the basic idea. The problem
setting of CSC can be formulated as
{Dˆ, {yˆk}} = arg min
D,{yk}
J(D, {yk} | {xk}), (9)
J(D, {yk}|{xk}) ,
N−1∑
k=0
(
1
2
‖xk −Dyk‖22 + λρ(yk)
)
, (10)
Fig. 1. Basic concept of proposed CSC-DMD.
where J is a cost function, ρ : F˜ → [0,∞) is a regularization term
and λ ≥ 0 is a regularization parameter. Eq. (9) is a simultaneous
optimization problem of dictionary D and sparse coefficient vectors
{yk ∈ F˜}N−1k=0 . As typical dictionary learning, we alternately apply
a sparse approximation and dictionary update step until some stop-
ping criterion is satisfied. These steps are summarized as follows:
Sparse approximation step Fix a synthesis dictionary Dˆ and ob-
tain the sparse coefficients
yˆk = arg min
y∈RL
1
2
‖xk − Dˆy‖22 + λρ(y),
k = 0, 1, 2, · · · , N − 1. (11)
Dictionary update step Fix the set of sparse coefficient vectors
{yˆk}N−1k=0 and update the synthesis dictionary as
Dˆ = arg min
D∈RM×L
1
2
N−1∑
k=0
‖xk −Dyˆk‖22. (12)
We adopt a multidimensional filter bank with design parameters
as a convolutional synthesis dictionary D. In this case, (12) can be
rewritten as Dˆ = DΘˆ, Θˆ = arg minΘ
1
2
∑N−1
k=0 ‖xk −DΘyˆk‖22,
where Θ denotes a set of the design parameters. For example, a non-
separable oversampled lapped transform (NSOLT) can be used [17]
and yields a convolutional dictionary that simultaneously satisfies
the overlapping, redundant, symmetric, Parseval tightness and no-
DC leakage property.
Once we obtain a synthesis dictionary Dˆ, we can define a non-
linear map Ψ by the following sparse approximation:
Ψ(x) = arg min
y∈RL
1
2
‖x− Dˆy‖22 + λρ(y), (13)
and can follow the EDMD steps. When ρ(·) = ‖ · ‖1, the iterative
soft-thresholding algorithm (ISTA) can be used to solve (13) [18].
4. APPLICATION TO RIVER STATE ESTIMATION
In this section, we further propose a method to estimate invisible
river bed shape to follow temporal variation of the flow path on the
assumption that the river surface is visible. We formulate the prob-
lem as signal restoration with a hard constraint. Let us apply the
proposed CSC-DMD prediction to constrain the restoration result
and develop an algorithm for solving the problem through the PDS
method [14–16]. Fig. 2 shows a schematic diagram of the river bed
estimation system.
Fig. 2. Diagram of the proposed river bed estimation system
4.1. Problem setting of river bed estimation
Let us consider the problem of estimating an invisible bottom shape
xBk ∈ RmB from visible water surface shape xSk ∈ RmS , where
xSk and xBk are assumed to exist at a time instance t = k4t. Here,
we can define a state space vector xk as
xk ,
(
xSk
xBk
)
∈ RM , (14)
where M = mS + mB. Provided that time series data {xk}N−1k=0 is
given as training data, we can obtain a time evolution equation (8)
through CSC-DMD. In the followings, we discuss to construct an
estimator P˜Dˆ,Φ,Λ : RmB × RL → RL, which realizes the bottom
shape estimation as
xˆBk = QDˆyˆk (15)
yˆk = PDˆ,Φ,Λ(xSk, yˆk−1), (16)
where xˆBk and yˆk are estimates of river bed shape and feature vector
at time k, respectively, and Q is the matrix that extracts xBk from
vector xk defined by Q ,
(
O I
)
, where O and I are the zero
and identity matrices, respectively. By using bˆk = Φ+yˆk, we can
update the time evolution equation of river bed as
xˆB` = QVΛ
`−kbˆk, (17)
for ` ≥ k, that is,
xˆB(t) = QVe
Ω(t−k∆t)bˆk, (18)
for t ≥ k∆t.
4.2. Sparse signal restoration with CSC-DMD prediction
For the river bed estimation, we define a sparsity-aware signal
restoration model with a norm ball constraint determined by the
CSC-DMD prediction in (6). The constraint takes the distance be-
tween CSC-DMD prediction and current restoration into account.
Considering current observation and past estimation, we give the
estimator PDˆ,Φ,Λ(xSk, yˆk−1) as
yˆk = arg min
y∈RL
1
2
‖xSk −PDˆy‖22 + λρ(y),
s.t. ‖Dˆ(ΦΛΦ+yˆk−1 − y)‖22 ≤ ε2, (19)
where P ,
(
I O
)
and ε ∈ [0,∞) determines the tolerance of the
prediction error.
Algorithm 1 CSC-DMD predicted sparse signal restoration
Input: xS, y(0), q(0)
Output: xˆB, yˆ
1: n← 0
2: x(0) = Dˆy(0)
3: while A stopping criterion is not satisfied do
4: g← Dˆᵀ(Pᵀ(Px(n) − xS) + q(n))
5: y(n+1) = Gρ(y
(n) − γ1g,√γ1λ)
6: x(n+1) = Dˆy(n+1)
7: u← 2x(n+1) − x(n)
8: z← q(n) + γ2u
9: q(n+1) = z− γ2PC(γ2−1z)
10: n← n+ 1
11: end while
12: xˆB = Qx
(n)
13: yˆ = y(n)
4.3. River bed estimation algorithm
In order to solve the problem in (19), we adopt the PDS method
[14–16, 19]. Algorithm 1 shows the derived algorithm, where
Gρ(·, σ) : RL → RL is a Gauss denoiser with regularizer ρ
[16]. γ1 and γ2 are step size parameters, which are set to hold
γ−11 − γ2(σ1(Dˆ))2 ≥ β/2, where σ1(·) means the maximum sin-
gular value and β is the Lipschitz constant of the gradient of the
fidelity term, i.e., β = (σ1(PDˆ))2 [16]. Note that if the synthe-
sis dictionary Dˆ satisfies the Parseval tightness DˆDˆ
ᵀ
= I, then
σ1(Dˆ) = 1 and σ1(PDˆ) = 1 hold. Non-separable oversampled
lapped transform can guarantee this property [17].
The optimization problem in (19) is rewritten as
yˆ = arg min
y∈RL
fxS(PDˆy) + λρ(y) + ıC(Dˆy), (20)
where fv : RmS → [0,∞) is a data fidelity term, ρ : RL → [0,∞)
is a regularization term, ıC : RM → {0,∞} is an indicator function
of a constraint set C, and they have the following forms: fv(x) =
1
2
‖v − x‖22, ρ(y) = ‖y‖1 and C = {x ∈ RM | ‖c − x‖22 ≤ ε2},
where c = DˆΦΛΦ+yˆk−1 ∈ RM .
Since ρ(·) = ‖ · ‖1, the Gaussian denoiser Gρ(·, σ) is reduced
to the soft thresholding
G‖·‖1(x, σ) = sgn(x)max
(
abs(x)− σ21,0) , (21)
where sgn(·) and abs(·) return the sign and the absolute value for
each element, respectively, max(·, ·) returns the maximum value
element-wisely,  denotes the Hadamard product, 0 and 1 are vec-
tors of all zeros and all ones, respectively. The metric projection
PC(·) is given as
PC(x) =
{
x, x ∈ C,
c + ε‖x−c‖2 (x− c), otherwise
. (22)
5. PERFORMANCE EVALUATION
In this section, in order to show the significance of the proposed
method, we evaluate the estimation performance.
5.1. Experimental river setup
Hoshino et al. developed a river experimental setup to simultane-
ously measure the shape of water surface and bottom sediment to
(a)
(b)
Fig. 3. River state measured by ST at 440 minutes after the start of
water and sand inflow. (a) on the water surface, (b) on the river bed,
where the measurement is in magenta and the estimation is in green
(ε = 0.02). The number of points are 41×851.
Fig. 4. Convolutional kernels designed by Type-I NSOLT dictio-
nary learning, where decimation factor [My,Mx,Mz] = [2, 4, 2],
polyphase order [Ny, Nx, Nz] = [2, 2, 0], and the number of chan-
nels P = 20. Every filter kernel has symmetry and is of size
6×12×2. Parseval tightness is satisfied and there is no DC leakage.
Green and red means positive and negative value, respectively.
understand the sand transportation mechanism in river [13]. The ST
system scans flowing water and moving sand by using sheet laser
to detect motion from the light reflections. The experimental river
model is of length 12m and of width 0.45m, and the water path gra-
dient is 1/200 and the flow rate is 2.0`/sec. Fig. 3 (a) shows an ex-
ample of the measured water surface, and the corresponding bottom
shape is shown in Fig. 3 (b) in magenta.
As the training data for CSC-DMD, the ST measurement data
of water surface and bed shape from 100 to 250 minutes after the
start of inflow are used, where the interval is set to 10 minutes. In
addition, the measurement data from 260 to 440 minutes are used as
test data for evaluating the bottom shape estimation.
5.2. Result of CSC-DMD learning
Fig. 4 shows convolutional kernels trained for ST data, and Fig. 5
shows some of dynamic modes and placement of eigenvalues in
Ω learned by CSC-DMD. Type-I NSOLT is adopted to construct
a convolutional dictionary D [17]. The Parseval tightness and no-
DC leakage properties are set to hold. Every filter has symme-
try and is of size 6 × 12 × 2. Atom termination is applied to the
boundary [20, 21]. The sparse approximation in (11) and (13) used
ISTA [18]. In the dictionary update step (12), a stochastic gradi-
ent descent method with AdaGrad was adopted [22–24], where 128
patches of size 32 × 128 × 2 voxels were randomly extracted from
the ST training data.
(a)
(b)
(c)
(d)
(e) (f)
Fig. 5. Examples of dynamic modes in V and placement of the
eigenvalues of CSC-DMD. (a) constant mode 1, (b)(c) decay mode
2,9, (d)(e) vibration decay mode 3,4, where the upper and lower half
potion correspond to the water surface and bed shape, respectively,
and hue corresponds to the phase and red means real number. (f)
eigenvalues in Ω.
Fig. 6. Experimental result of river bed estimation
5.3. Experimental results of river bed estimation
Let us evaluate the river bed estimation performance of the pro-
posed method. We compare the results of the CSC-DMD-predicted
sparse signal restoration with those of the normal-DMD-predicted
one. The latter corresponds to the CSC-DMD with the identity dic-
tionary D = I. Fig. 6 shows the root mean squared error (RMSE)
results for the test data, where ε ∈ {0.02, 0.04, 0.08}, λ = 8 ×
10−3, γ1 = 1 × 10−3 and γ2 = 950. The CSC-DMD prediction
(green) performs better than the normal DMD (red), and the pro-
posed restoration method also performs better than the bare DMD
prediction (yellow) and the bare CSC-DMD prediction (blue).
6. CONCLUSIONS
In this work, we proposed applying CSC to EDMD. In order to
verify the significance of the proposed method, we tried to adopt
the method for estimating a time series of invisible river bed shape
from a sequence of visible river surface snapshots. The proposed
method was evaluated for data acquired by a river experimental
setup. Demonstrably, the proposed method performs better than the
DMD approach. Future work will investigate the tolerance to state
change, spatial transition and multi-scaleability.
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