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Аналiз способiв цифрового растрування зображення з мо-
дульованою частотою
М.В. Шовгенюк, Н.С. Писанчин, Л.А. Дiдух
Анотацiя. Проведено аналiз сучасних способiв цифрового растру-
вання зображень. Приведено способи одержання растрових зобра-
жень з амплiтудно-модульованими, частотно-модульованими та амп-
лiтудно-модульованими– частотно-модульованими структурами. Де-
тально описано спосiб растрування за принципом поширення похиб-
ки. Проведено порiвняльний аналiз найбiльш вiдомих алгоритмiв
цього класу з поелементним опрацюванням зображення. Описано ал-
горитм блокового поширення похибки, який забезпечує генерування
безмуарової растрової структури та приведенi результати раструван-
ня.
Analysis of the digital screening methods of the image with
modulate frequency
M.V. Shovgenyuk, N.S. Pysanchyn, L.A. Didukh
Abstract. The analysis of modern methods of the digital screen-
ing of images is carried out. The methods of obtaining the screen-
ing images with amplitude-modulated, frequency-modulated and am-
plitude-modulated–frequency-modulated structures are represented. The
method of screening on the principle of the distribution error is described
in details. The comparative analysis of the most popular algorithms of
this class with using the elementwise processing of the image is realized.
It is described the algorithm of the block distribution error, which pro-
vides the generating of the pattern free moir. The results of the screening
are represented.
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1. Вступ
Цифрове растрування зображень – це квантування пiвтонового зоб-
раження до вигляду 1 бiт/пiксел для вiдтворення i друкування йо-
го на бiнарних пристроях. Метою тонового растрування є iмiтацiя
градацiї тонiв за допомогою певного розташування бiнарних елемен-
тiв. Цифрове растрування можна класифiкувати за трьома катего-
рiями: амплiтудно-модульоване (АМ), частотно-модульоване (ЧМ)
та амплiтудно-частотно модульоване (АМ-ЧМ) або, iншими слова-
ми, гiбридне растрування елементiв. Для амплiтудно-модульованих
растрiв характерне вiдтворення градацiї шляхом змiни розмiрiв рас-
трових елементiв, тодi як вiдстань мiж ними або частота розташуван-
ня залишається постiйною. Традицiйно такi структури генеруються
шляхом “кластерного” впорядкованого растрування. ЧМ структури
мають сталий розмiр растрових елементiв, але вiдстань мiж ними
змiнюється вiдповiдно до змiни iнтенсивностi сiрого при вiдтвореннi
градацiї. Традицiйно такi структури отримують “дисперсним” впо-
рядкованим раструванням [1,2], або поширенням похибки [3]. В бiль-
шостi випадкiв розмiр растрового елемента в таких структурах вiд-
повiдає розмiру одного пiксела. В роботах Анастасiо (Anastasio) [4]
та Бернарда (Bernard) [5] було доведено, що поширення похибки є
двовимiрною дельта-сигма модуляцiєю.
На основi алгоритму Флойда-Стейнберга (Floyd-Steinberg) [3]
розроблено чимало алгоритмiв поширення похибки, спрямованих на
його удосконалення. Для полiпшення якостi бiнарного зображення
автори використовують рiзнi шляхи. Серед них:
• змiну напряму опрацювання зображення - “серпантин” замiсть
традицiйного злiва на право i зверху вниз [6], чи шляхом руху
вздовж фрактальної кривої [7–9];
• змiну коефiцiєнтiв матрицi поширення похибки [10–13];
• змiну критичного значення [14–16], де замiсть одного сталого
значення, яке рiвне 0.5, Ешбач та Кнокс (Eschbach, Knox) про-
понують обернено-пропорцiйну залежнiсть [17].
Експериментальнi дослiдження показують, що жоден iз згаданих
вище алгоритмiв не забезпечує повного уникнення характерних не-
долiкiв, в бiльшостi випадкiв змiнюється лише область градацiї, в
якiй виникають небажанi регулярнi утворення. Однак, алгоритми
поширення похибки забезпечують найкращi результати порiвняно з
iншими технiками бiнаризацiї [6, 18, 19].
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АМ-ЧМ растрування [20–26] дозволяє отримати гiбриднi струк-
тури, для яких властива змiна як розмiру, так i частоти розташу-
вання растрових елементiв.
Вiдомi алгоритми растрування за принципом поширення похиб-
ки, якi дозволяють керувати розмiром i формою растрового еле-
мента [27]. Досягнути цього дозволяють алгоритми блокового оп-
рацювання. Iдея використання блокiв i поширення похибки не но-
ва. Фен (Fan) [28] описує алгоритм, який поєднує традицiйне “клас-
терне” впорядковане растрування з блоковим поширенням похибки
для уникнення появи зайвих контурiв при вiдтвореннi деяких рiвнiв
тону. Ешбач (Eschbach) [29] пропонує принцип поширення похибки
для генерування амплiтудно-модульованих структур, використову-
ючи блокову модуляцiю “порогу” (матрицi критичних значень). Ал-
горитм, який дозволяє управляти формою растрового елемента в
межах зображення вiдповiдно до iнформацiйного сигналу теж має в
основi блоковий принцип поширення похибки [30].
Велика увага придiляється способам введення водяних знакiв в
растрове зображення [31–37]. Методи [31–33] не практикуються для
типових print-scan напрямiв. Метод [34] використовують для генеру-
вання деяких растрових структур подiбно до прямого (спрямовано-
го) двiйкового пошуку [38], однак, вiн дуже повiльний для застосу-
вання його для способiв друку “в реальному часi”. Методи в [35–37]
мають практичне застосування, i використовуються для iдентифi-
кацiї вiдбиткiв за невеликим вiдсотком iнформацiї. Для створення
високоякiсних водяних знакiв використовують метод скалярного по-
ширення похибки, який описаний в [39].
Метою даної роботи є аналiз сучасних способiв цифрового рас-
трування, дослiдження переваг та недолiкiв кожного з них та ви-
значення способу, який забезпечує оптимальне вiдтворення градацiї
зображення та вiдповiдає вимогам сучасних друкарських процесiв.
2. Алгоритм цифрового растрування
за критерiєм 0.5
Цифрове растрування можна представити як вирiшення проблеми
однобiтного квантування двовимiрного сигналу. Припустимо, що
X(i, j) масив чисел [0, 1] розмiром K × L, який вiдповiдає градацiї
сiрого вiд бiлого - 0 до чорного - 1. Необхiдно знайти вiдповiдний ма-
сив бiнарних значень (0 чи 1) B(i, j) такого ж розмiру таким чином,
щоб похибка:
E = X −B (1)
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була мiнiмальною.
Досягти такого результату дозволяє критерiй середньоквадра-
тичного вiдхилення. Тобто квантизацiя вiдбувається порiвнянням
введених значень з деяким сталим значенням, яке вiдповiдає сере-
динi масиву, в даному випадку 0.5:
B(i, j) =
{
1, коли x(i, j) > 0.5
0, коли x(i, j) < 0.5
. (2)
Квантування за одним пороговим значенням гарантує, що кожен еле-
мент матрицi похибок E(i, j) буде обмежений значенням 0.5 (за абсо-
лютною величиною). Такий алгоритм забезпечує мiнiмальну похибку
для кожного елемента i, вiдповiдно, дає мiнiмальне середньоквадра-
тичне вiдхилення. Це найпростiший з алгоритмiв, який не забезпечує
найкращих результатiв, оскiльки не дозволяє вiдтворити градацiю i
приводить до суттєвої втрати iнформацiї при вiдтвореннi пiвтоново-
го зображення (рис. 1) [40].
1 0.40.60.8 0.2 0 1 011 0 0
0.5
Рис. 1. Результати цифрового растрування за критерiєм 0.5
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3. Растрування з використанням матриць
критичних значень
Один з шляхiв вдосконалення описаного вище алгоритму – растру-
вання шляхом порiвняння пiвтонового зображення не з одним поро-




1, x(i, j) > m(i, j)
0, x(i, j) < m(i, j)
. (3)
Залежно вiд типу матрицi критичних значень можна отримати
впорядкованi АМ i ЧМ та стохастичнi ЧМ i АМ-ЧМ растровi струк-
тури.
3.1. Амплiтудно-модульованi (кластернi) структури
Як вiдомо, амплiтудна модуляцiя передбачає змiну розмiрiв раст-
рових елементiв, тому всi алгоритми, якi генерують АМ растровi
структури мають в основi матрицi, де близькi за значенням пороги
розташовуються якнайближче один до одного (рис. 2, рис. 3). Та-
ке розташування значень забезпечує збiльшення розмiру растрових
елементiв при зростаннi рiвня iнтенсивностi (0 - 255) зображення
(рис. 4). Растрування такого типу фактично є цифровим вирiшен-
ням традицiйного растра, який використовується в аналогових фо-
торепродукцiйних процесах. Для прикладу масив критичних значень
(рис. 3) застосовується для генерування елементiв з кутом повороту
растра 45◦.
В процесi кольорового друку – це, зазвичай, кут для чорної фар-
би. Для створення iнших кутiв повороту растра (105◦ для голубої
фарби, 75◦ для пурпурної та 90◦ для жовтої) потрiбно використа-
ти iншi пороговi масиви, створити якi досить складно, особливо для
кутiв з iррацiональними тангенсами (105◦ та 75◦) [41].
3.2. Впорядкованi ЧМ структури
Впорядкованi ЧМ-структури реалiзують iдею аналогових растрiв iз
змiнною лiнiатурою. Оскiльки критичнi значення впорядкованi так,
що близькi за значенням “пороги” знаходяться якомога далi один
вiд одного (3), це забезпечує одержання рiзних значень лiнiатури для
кожного поля градацiї, а кiлькiсть вiдтворюваних градацiй залежить
вiд розмiру матрицi критичних значень. Для прикладу матриця Ба-
уера (3) [42] дозволяє генерувати мiнiмальну градацiю з 4-х рiвнiв,
а iз збiльшенням матрицi вiдповiдно розширюється градацiя до 2n
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Рис. 3. Матриця критичних значень для генерування АМ структури
з кутом повороту растра 45◦
Рис. 4. Градацiйна шкала з АМ растровою структурою
рiвнiв. Тобто матриця розмiром 4×4 елементи забезпечує одержання
16-рiвневої градацiї (рис. 5):
Dn =
[
4Dn/2 + D2(1, 1)× Un/2 4Dn/2 + D2(1, 2)× Un/2
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Рис. 5. Градацiйна шкала, побудована за алгоритмом Бауера
3.3. Стохастичнi ЧМ структури
Впорядкованi ЧМ растри забезпечують полiпшене вiдтворення дрiб-
них деталей порiвняно з АМ раструванням, але не вирiшують проб-
леми виникнення муару. Для усунення цього недолiку багато авто-
рiв пропонують застосування стохастичних ЧМ растрiв. Цифровi
методи обробки зображень дозволили реалiзувати iдею створення
частотно-модульованого растру рiзними способами. За умови раст-
рування порiвнянням з матрицею критичних значень використову-
ють матрицi, створенi на основi генерування деяких видiв шумiв.
Хаотично та рiвномiрно розташованi чорнi i бiлi елементи час-
тотно-модульованого зображення створюють випадковий вiзерунок,
який прийнято називати “бiлим шумом”. Людське око, представляю-
чи собою нелiнiйний пристрiй, володiє рiзною чутливiстю до рiзних
зон спектра. Стосовно “бiлого шуму” око володiє характеристиками
високочастотного фiльтра, видiляючи з цього шуму “синю” складо-
ву, в результатi чого “бiлий шум” починає сприйматися як “рожевий”.
Для отримання бiнарних зображень доброї якостi з найбiльш сприят-
ливими характеристиками випадкової структури необхiдно дещо по-
силити “синю” складову “бiлого шуму” i послабити “рожеву”, оскiль-
ки вiзерунки синього шуму задовiльняють вимогам неперiодичностi,
утворюючи некорельовану структуру без низькочастотних складо-
вих цi вiзерунки аперiодичнi та радiально симетричнi.
Тому растрування з використанням “бiлого” [43] або “синього шу-
му” є досить поширеним напрямом розробок та дослiджень [44–46].
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Найбiльш вiдомий спосiб одержання вiзерунка “синього шуму” шля-
хом застосування так званої маски “синього шуму” [45]. Згiдно цьо-
го способу маска генерується попередньо i, зберiгаючись в пам’ятi
комп’ютера, представляє собою масив критичних значень. Методи
генерування маски “синього шуму” описанi в роботах [45–47]. В ре-
зультатi отримується растровий вiзерунок будь-якого рiвня сiрого,
спектр частот якого наближається до iдеального спектра “синього
шуму”.
Один з поширених методiв генерування маски “синього шуму” –
генерування точкового профiлю 50% сiрого p[i, j, 1/2]. Цей профiль
генерується з вiзерунка “бiлого шуму” через високочастотний радi-
ально симетричний фiльтр.
На основi точкового профiлю для сiрого g = 50% p[i, j, 1/2] буду-
ються точковi профiлi для всiх iнших рiвнiв: 1/2 + ∆g [46].
4. Алгоритм поширення похибки
Принципово iнший пiдхiд до одержання хаотичних ЧМ структур ре-
алiзує алгоритм поширення похибки (рис.6), за яким зображення оп-
рацьовується поелементно, а похибка e(i, j), одержана в результатi
порiвняння пiвтонового елемента x(i, j) з пороговим значенням (0.5),
певним чином додається до оточуючих неопрацьованих елементiв.
Рис. 6. Схема алгоритму поширення похибки
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4.1. Поширення похибки в одному напрямi
Зазвичай зображення опрацьовується злiва на право i зверху вниз.
При поширеннi похибки бiнаризацiї лише в одному напрямi її зна-
чення додається до елемента x(i + 1, j) [42]. За таким алгоритмом
похибка буде вiд’ємною, якщо значення пiвтонового елемента пере-
вищує критичне; додатньою, якщо навпаки, i дорiвнюватиме нулю




−e(i, j), x(i, j) > 0, 5
0, x(i, j) = 0, 5
+e(i, j), x(i, j) < 0, 5
. (5)
Таким чином, при вiдтвореннi тiней фактичне значення сусiднього
пiвтонового елемента зменшується, а в свiтах збiльшується. 50%-вий
тон вiдтворюється за рахунок похибки, одержаної при раструван-
нi попереднiх дiлянок. На вiдмiну вiд звичайного растрування за
критерiєм 0.5 (див. п. 1), поширення похибки забезпечує одержан-
ня градацii. Але при вiдтвореннi зображення, яке мiстить великi дi-
лянки суцiльного тону, поширення похибки лише в одному напрямi
приводить до формування вертикальних смуг (рис. 7) та утворення
небажаних вiзерункiв у виглядi “змiєподiбних” текстур у сюжетному
зображеннi (рис. 8).
Рис. 7. Градацiйна шкала, побудована способом поширення похибки
в одному напрямi
4.2. Алгоритм Флойда-Стейнберга
Вперше алгоритм бiнаризацiї за принципом поширення похибки в
кiлькох напрямах запропонували у 1976 р. Флойд та Стейнберг [3].
В процесi бiнаризацiї кожного елемента (пiксела) цифрового зобра-
ження беруть участь чотири сусiднiх елементи, похибка дiлиться на
16 частин i додається до сусiднiх пiкселiв за визначеним прiоритетом:
e(i, j) = X(i, j)−B(f(i, j));
X ′(i + 1, j) = X(i + 1, j) + (7/16)e(i, j);
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Рис. 8. Фрагмент сюжетного зображення, растрованого способом по-
ширення похибки в одному напрямi
X ′(i− 1, j − 1) = X(i− 1, j − 1) + (3/16)e(i, j); (6)
X ′(i, j + 1) = X(i, j + 1) + (5/16)e(i, j);
X ′(i + 1, j + 1) = X(i + 1, j + 1) + (1/16)e(i, j).
В одному циклi опрацювання пiвтонового зображення беруть
участь 4 сусiднiх елементи, тому сума частин похибки складає 16
(16=24). Як буде показано нижче, бiльшiсть фiльтрiв поширення по-
хибки мають в основi знаменник, що дорiвнює 2n, де n - кiлькiсть су-
сiднiх елементiв, якi приймають участь в бiнаризацiї елемента х(i, j).
Розклавши 16 на чотири близькi за значенням доданки, одержали
коефiцiєнти, значення яких зростають в арифметичнiй прогресiї i
визначають прiоритетнi напрями поширення похибки.
Саме такий вигляд матрицi прiоритетiв (рис. 9) зумовлений тим,
що напрям поширення похибки в значнiй мiрi впливає на характер
очiкуваної растрової структури. Зрозумiло, що при опрацюваннi еле-
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Рис. 9. Поширення похибки за алгоритмом Флойда-Стейнберга
мента х(i,j) злiва на право та зверху вниз, прiоритетнi напрями по-
ширення похибки – до пiкселiв з розташуванням (i+1, j) та (i, j +1).
Але поширення похибки тiльки в двох напрямах приводить до утво-
рення явно помiтних дiагональних структур в межах зображення
(рис. 10).
Залучивши до циклу опрацювання сусiднi пiксели х(i − 1, j − 1)
та х(i + 1, j + 1) з вiдповiдними значеннями частин похибки, Флойд
та Стейнберг досягли того, що в процесi опрацювання кожен пiксел
зображення, крiм тих, що розташованi по контуру, отримує в сумi 16
частин похибки. А рiвномiрний розподiл похибки за всiма напрямами
приводить до утворення бiльш рiвномiрної та хаотичної структури
(рис. 10).
Простота алгоритму в поєднаннi з високою якiстю вiдтворення
бiнарного зображення сприяли його широкому застосуванню у рiз-
них сферах цифрової обробки зображень.
Але дослiдження алгоритму показали, що, забезпечуючи одер-
жання в цiлому аперiодичної растрової структури, вiн продукує не-
бажанi регулярнi утворення в дiлянках 25%, 50%, 75% тону [48].
Особливо помiтним є шахоподiбний вiзерунок, який часто форму-
ється при вiдтвореннi дiлянки Sвiдн. = 50% (рис. 10ж).
Регулярнi структури, а також межi мiж регулярними та хаотич-
ними дiлянками зображення дуже помiтнi i викликають дискомфорт
при спогляданнi бiнарного зображення. Тому пошук оптимального
алгоритму, спрямований на покращення градацiйної шкали растро-
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Рис. 10. Фрагменти растрових полiв S 25%, S50%, генерованих за
рiзними алгоритмами
4.3. Удосконалення матрицi прiоритетiв
поширення похибки
Запропонована Феном (Fan) [49] невелика модифiкацiя матрицi Фло-
йда-Стейнберга (Floyd-Steinberg) за рахунок змiни “сусiда” х(i+1, j+
1) на х(i− 2, j− 1), майже не вплинула на характер растрової струк-
тури (11б). Лiпшi результати забезпечила матриця iз додатковим на-
прямом х(i−3, j−1) [50] та одночасною замiною значень прiоритетiв
поширення похибки (11в). Збiльшення “сусiдiв” в протилежному до
опрацювання напрямi [49] знову привело до утворення шахiвницi в
дiлянцi середнiх тонiв та iнших регулярних утворень в межах зоб-
раження (11г). Як видно з рис. 11, дворядковi симетричнi матри-
цi (д, е) забезпечують одержання бiльш рiвномiрної структури, а iз
збiльшенням напрямiв опрацювання (є - з) структура наближається
до чисто випадкової, причому змiна значень прiоритетiв поширення
похибки на структуру впливає не так суттєво, як при використаннi
дворядкових матриць.
Отже, збiльшення матрицi прiоритетiв поширення похибки забез-
печує вiдсутнiсть регулярних утворень, але разом з тим приводить
































Рис. 11. Градацiйнi шкали, генерованi способом поширення похибки
4.4. Вплив змiни напряму опрацювання зображення
на алгоритм поширення похибки
4.4.1. “Серпантин”
Традицiйно опрацювання зображення вiдбувається злiва на право i
зверху вниз (рис. 13а). Такий напрям опрацювання забезпечує доб-
рi результати, однак, має один недолiк поширення похибки, вiдомий
як направлений гiстерезис - похибка має тенденцiю поширюватися
до правої межi зображення. Такий недолiк дуже легко виправити,
застосувавши так званий серпантинний напрям опрацювання зобра-
ження (рис. 13б).
Тобто, традицiйний фiльтр Флойда-Стейнберга при опрацюваннi
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зображення за напрямом справа на лiво матиме вигляд
7 ∆
1 5 3 [6].
Змiна напряму опрацювання забезпечує уникнення вiзуальних недо-
лiкiв, характерних для алгоритму Флойда-Стейнберга, але разом з
тим регулярнi структури утворюються в межах iнших полiв градацiї.
4.4.2. Поширення похибки по фрактальнiй кривiй
Як альтернативу деякi автори пропонують використовувати для по-
ширення похибки шлях, описаний фрактальною кривою [7, 53, 54],
або, iншими словами, кривою просторового заповнення. Таку криву
вперше описав Д. Пеано у 1896 р. i означив її як неперервну криву,
що проходить через усi елементарнi дiлянки певної площини лише
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Рис. 13. Напрям опрацювання пiкселiв зображення: а – традицiйний,
б – “серпантин”
а б
Рис. 14. Фрактальнi кривi 2-го порядку: а – крива Пеано, б – крива
Гiлберта.
один раз. Фрактальна крива будується рекурсивним копiюванням її
елементарного фрагмента.
Розмiрнiсть фрактальної кривої можна виразити в контекстi ал-






де n – кiлькiсть копiй, f – масштабний коефiцiєнт послiдовних iте-
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(4n − 1)/(4n−1 − 1)
]
log [(2n − 1)/(2n−1 − 1)]
. (8)
Кривi Пеано (рис. 14а) та Гiлберта (рис. 14б) найбiльш часто
використовують в обробцi зображень. Як i при застосуваннi серпан-
тинного шляху, поширення похибки по фрактальнiй кривiй усуває
недолiки в одних дiлянках градацiї, але сприяє їх виникненню в iн-
ших.
4.5. Блокове поширення похибки
Вiдомi алгоритми поширення похибки, за якими опрацювання зоб-
раження вiдбувається не поелементно (рис. 15а), а за прямокутними




Рис. 15. а – Поелементне опрацювання зображення в процесi растру-
вання; б – Блокове опрацювання зображення в процесi растрування
В роботi [59] розглядається обробка векторновеличинної послi-
довностi за допомогою мультифiльтра. Векторновеличинна послi-
довнiсть створюється з груп пiкселiв пiвтонового зображення, якi
представляють собою блоки N ×M пiкселiв. Кожен блок розгляда-
ється як NM × 1 вектор, що дозволяє представити зображення як
множину векторiв.
Якщо х – векторне зображення, а кожен вектор має NM × 1












Для фiльтрування векторного зображення автори використовують
мультифiльтр. КхК мультифiльтр – послiдовнiсть, яку складають
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h˜(k1, k2)x(m1 − k1, m2 − k2), (11)
де представляє вихiдне зображення з NM×1 векторiв. В областi ви-
значення z матрично-векторна згортка стає лiнiйним перетворенням
шляхом MN ×MN перетворення:
Y(z1, z2) = H˜(z1, z2)X(z1, z2). (12)
Виходячи з вищевказаного, автори [59] розглядають кожен блок зоб-
раження як вектор MN елементiв, а растрування – як застосування




















де ui – значення кожного i-го пiксела в блоцi M ×N , а i змiнюється
вiд 1 до MN .
В роботах [57,59] закладена iдея обробки зображення за блоками
матрицi 2×2 сусiднiх елементiв. Це дозволяє проводити обробку зоб-
раження за критерiями 5-ти рiвнiв (рис. 16), що суттєво розширює
можливостi генерування рiзноманiтних растрових структур.
Результати дослiджень [56] показали, що використання блоково-
го принципу поширення похибки дозволяє полiпшити вiдтворення
градацiї. Особливо важливими перевагами блокового принципу по-
ширення похибки є те, що регулярнi утворення вiдсутнi навiть у 50%
полi, а матриця поширення похибки майже не впливає на характер
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Рис. 16. Конфiгурацiї растрових елементiв для рiзних рiвнiв iнтен-
сивностi
а б







растрової структури (рис.17), тодi як при поелементному опрацю-
ваннi матриця є вирiшальним фактором.
Проведений порiвняльний аналiз сучасних способiв цифрового
растрування зображень вказує на перспективнiсть використання
частотно-модульованого способу растрування. Основний принципом
одержання бiнарного зображення з модульованою частотою растро-
вих елементiв є спосiб вказання поширення похибки. Принципово
новi результати вiдтворення градацiї забезпечують способи блоко-
вого опрацювання зображення, якi дозволяють уникати утворення
регулярних структур, що пiдтверджується поданими в роботi зраз-
ками зображень, генерованими з допомогою розробленої авторами
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