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R E S U M E 
Ce memoire est consacre a l'analyse en composantes independantes. On considere des 
signaux aleatoires S de la forme 
v 
1 = 1 
ou les Vj € M.N sont des vecteurs inconnus et lineairement independants et les a* 
sont des variables aleatoires independantes de moyenne nulle, mais dont les lois de 
probability sont inconnues. Le probleme que nous etudions est l'estimation des Vj, 
appeles composantes independantes, a partir de realisations du signal S. Ce probleme 
a des applications en analyse des signaux ainsi que pour la synthese stochastique de 
signaux aleatoires. 
Le signal S appartient a l'espace E := span{V"i,..., Vp}, qui est de dimension p < N. 
Notre approche consiste a chercher des vecteurs X{ 6 E, i = 1, ..., p, tels que 
X% Vj = 0 si i 7̂  j , Xi Vj 7̂  0. Si les Xi sont connus, alors les p — 1 conditions 
d'orthogonalite XjVj = 0, i = 1, 2,..., j — 1, j + 1, ...,p permettent la determination 
des Vj € E car E est de dimension p. Pour estimer les Xi, nous exploitons 
l'independance des facteurs XfS, qui decoule de l'identite XfS = a, XjVi et de 
l'independance des a*. On demontre que l'independance des facteurs XfS and XjS 
pour i ^ j a deux consequences. D'une part, les conditions d'orthogonalite 
XjZn(Xj) = 0,i? j , Vn G N, 
oil Zn(X) :— E((X
TS)nS), sont satisfaites. D'autre part, ces conditions impliquent 
la colinearite des vecteurs de l'ensemble 
Z(Xi) := {Zn(Xi), n € N}. 
Vll 
Pour p — 2, nous avons developpe deux methodes d'estimation des V* basees sur la 
colinearites des vecteurs de Z(Xi). Pour p = 3, nous avons developpe une methode 
basee sur les conditions d'orthogonalite : on minimise une fonction objectif a l'aide 
d'une procedure de descente cyclique. La convergence de la descente vers une valeur 
minimale est demontree. 
Pour p = 2, nous avons compare la precision des Vj estimes obtenus avec nos 
methodes et avec la methode FastICA, en utilisant des signaux simules. Nos 
methodes s'averent nettement plus precises que la methode FastICA, avec des erreurs 
d'estimation au moins deux fois plus petites. 
vm 
A B S T R A C T 
This master 's thesis is devoted to independent component analysis. We consider 
random signals S of the form 
p 
i=i 
where the vectors V i € RN are unknown and the ajS are independent zero-mean 
random variables with unknown probability distributions. The problem that we 
consider is the estimation of the V4s, called independent components, given a set 
of realizations of the signals S. This problem has applications in signal analysis and 
for the synthesis of random signals. 
The signal S belongs to the p-dimensional space, (p < TV), E := span{Vi , . . . , Vp}. 
Our approach is to look for vectors Xi € E, i = 1, ..., p, such that XfVj = 0 if 
i 7̂  j , with Xt Vj 7̂  0. If the .X'jS are known, then the p — 1 orthogonality conditions 
Xx Vj = 0, i = 1,2,..., j — l,j + l,...,p allow the determination of Vj € E because E 
has dimension p. To estimate the XjS, we take advantage of the independence of the 
factors X{ S, which results from the identity XjS = a* XfVi and the independence 
of the a,s. We show that the independence of the factors XfS and XjS for i / j 
has two consequences. Firstly, the orthogonality conditions 
XjZn{X,) = 0, i± j , Vn G N, 
where Zn(X) := E((X
TS)nS), are satisfied. Secondly, these conditions imply the 
colinearity of the vector collection 
Z(Xi) := { Z n ( X s ) , n € N}. 
For p — 2, we developed two estimation methods based on the colinearity of the 
IX 
vectors in Z(Xi). For p = 3, we developed a method based on the orthogonality 
conditions. We minimise an objective function via a cyclic descent procedure. The 
convergence of this descent to a minimal value of the objective function is established. 
For p = 2, we compared the precision of the estimated ViS obtained with our methods 
and with the method FastICA, using synthetic signals. Our methods are significantly 
more accurate than FastICA, with estimation errors which are at least twice smaller. 
X 
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° ^ V||a2|| | |a2 | | / 
(*) et la methode FastICA (o), dans le cas ou U\(k) = k et 
U2(k) = k
2 70 
Figure 4.1 Graphe de /3(0), 9 G [0, n], dans span($2 , $3) 79 
Figure 4.2 Graphe de /3(0), 9 G [0, TT], dans span([CXl
1)]±) 80 
Figure 4.3 Graphe des composantes estimees avec notre methode (•) et 
les composantes independantes (o), ou Wy(j) = j,W2(j) = 
f, W3(j) =f,j = 0,...,N-letM = 500 81 
Figure 4.4 Graphe des composantes estimees avec notre methode (•) et 
les composantes independantes (o), ou W\{j) — j , W2O') = 
J2, W3(j) = log(i + 1), j = 0 , . . . , N - 1 et M = 5000 82 
Figure 4.5 Graphe des composantes estimees avec notre methode (•) et 
les composantes independantes (o), ou W\(j) = j,Wz(j) — 
j2,Ws(j)=f,j = 0,...,N-letM = 100 83 




Analyse en composantes independantes 
Ce memoire est consacre au probleme de l'analyse en composantes independantes, 
que nous definissons comme suit. Nous considerons des signaux de la forme 
v 
s = ̂ 2aivu (i) 
ou les ctj sont des variables aleatoires mutuellement independantes de moyenne nulle, 
et les V'i £ IR^ sont des vecteurs unitaires lineairement independants les uns des 
autres. On suppose que les a* et les V\ sont inconnus, mais que des realisations 
{S^1',..., S^M'} du signal S sont donnees. Le probleme est alors d'estimer les vecteurs 
Vi apartir des {5 ( 1 ) , . . . , S{M)}. 
Ce probleme peut etre considere comme une variante de l'analyse en composantes 
principales, qui consiste a decomposer un signal aleatoire S sous la forme 
p 
S = J> s* l ; (2) 
i= l 
ou les # j sont des vecteurs orthonormaux et les CCJ sont des variables aleatoires 
decorrelees qui ne sont pas necessairement independantes. Dans ce contexte, les 
vecteurs <£, sont appeles les composantes principales du signal S. Les composantes 
principales sont egales aux vecteurs propres de la matrice de correlation C := E(SST) 
du signal S. 
Soulignons tout d'abord les differences principales entre les decompositions (1) et (2). 
D'une part, les vecteurs Vj de l'analyse en composantes independantes (equation (1)) 
ne sont pas necessairement orthogonaux, alors qu'ils le sont toujours pour l'analyse 
2 
en composante principales (equation (2)). D'autre part, les variables aleatoires a, sont 
mutuellement independantes, alors que les aij sont mutuellement decorrelees. Notons 
que deux variables aleatoires peuvent etre decorrelees sans etre independantes. 
Une des applications possible de l'analyse en composantes independantes definie par 
(1) est la synthese de signaux stochastiques. En effet, si les composantes independantes 
Vi sont connues (ou estimees), alors on peut utiliser les signaux 
Vi pour calculer les coefficients a* et estimer leur loi de probability. On peut ensuite 
utiliser (1) directement comme methode de simulation. 
Le probleme de l'analyse en composante independantes a ete popularise par plusieurs 
auteurs, comme par exemple Hyvarinen et Oja (2000), Comon (1994), Jut ten et 
Herault (1988). Ces auteurs ont deflni le probleme de l'analyse en composantes 
independantes d 'une facon un peu differente de celle que nous utilisons ici. Nous 
allons d 'abord exposer la definition utilisee par ces auteurs, pour pouvoir ensuite la 
comparer avec la definition (1) utilisee dans ce memoire. 
Dans l'analyse en composantes independantes de Comon (1994), on suppose que 
plusieurs sources independantes generent des signaux independants s$, i = 1,...,NS. 
Les signaux sont regus par plusieurs microphones qui enregistrent des signaux denotes 
par Xi, i = 1, ...,NX. On construit une matrice s dont les lignes sont les signaux source 
Si, i.e. Sij = Si(j). De meme, on construit une matrice x dont les lignes sont les signaux 
regus Xi, i.e. x , j = Xi(j). On suppose alors que les signaux regus et les signaux sources 
sont relies par une relation lineaire de la forme 
x = A s , (3) 
ou A est une matrice (appelee mixing matrix) aux dimensions appropriees. Dans ce 
contexte, le probleme de l'analyse en composantes independantes est de determiner la 
matrice A et les signaux s a partir des signaux regus x, en supposant que les signaux 
3 
sources Sj sont mutuellement independants. 
Le modele (1) que nous etudions dans ce memoire peut aussi s'ecrire sous la forme 
matricielle (3) en procedant comme suit. On construit une matrice S dont chaque ligne 
est une realisation S^ du signal aleatoire S, i.e. S,j = S^(j). De meme, on construit 
une matrice V dont les lignes sont les vecteurs Vj, i.e. Vjj = Vi{j)- Finalement, on 
construit une matrice a dont la i-ieme ligne contient les coefficients a/ a2 ••• a/p de 
la i-ieme realisation du signal, i.e. aitj = a^(j). On constate alors que la relation (1) 
peut s'ecrire sous la forme equivalente 
S = a V. (4) 
En transposant (4), on obtient 
ST = V T aT. (5) 
En comparant (3) et (5), on constate que x correspond a S , A correspond a V T et 
que s correspond a aT. 
Une approche geometrique a l'estimation des composantes independantes 
Dans ce memoire, nous abordons le probleme de l'estimation de composantes 
independantes avec une approche geometrique tres differente de l'approche de 
Hyvarinen et Oja (2000), qui est fondee sur la minimisation de fonctionnelles mesurant 
le degre de gaussianite de certaines lois de probabilite. 
Pour comprendre le point de depart de notre approche, considerons le cas le plus 
simple ou p — 2, pour lequel S prend la forme 
S = a1V1 + a2V2. (6) 
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Le signal S appartient done a un espace E de dimension deux, i.e. un plan. 
Considerons deux vecteurs Xi et X2 dans ce plan et tels que 
X\V2 = 0 et X%Vi = 0. (7) 
On constate avec (6) et (7) que 
XTlS = alX\Vl et X^S = a2X^V2, (8) 
et done les facteurs Xx S et X2S sont independants puisque ax et a2 sont 
independantes. 
Si on pouvait trouver deux vecteurs X\ et X2 dans le plan E tels que les facteurs 
XXS et X2S soient independants, et si ces vecteurs satisfont effectivement les 
conditions d'orthogonalite (7), alors X\ et X2 permettraient de determiner Vi et 
V2 directement via (7). 
Si on suppose que les facteurs XjS et X^S sont independants, alors il s'ensuit que 
E ((XjS)(X^S)n) = E{(XlS))E{XlS)n) = 0 Vn € Z (9) 
car E(XlS) = XjE(S) = 0 puisque E(S) = 0 (on suppose £(a*) = 0 Vz). Par 
ailleurs, comme E ((XjS)(X^S)n) = X\ E((X^S)n S), alors on peut toujours 
ecrire (9) sous la forme equivalente 
XjZn(X2) = 0, Vn € Z, (10) 
ou on definit 
Zn(X):=E((X
TS)nS), (11) 
qui est un vecteur qui peut etre estime a partir des realisations du signal S. Par 
5 
symetrie, on obtient aussi 
XT2Zn{Xx) = 0, Vn e Z. (12) 
Les conditions d'orthogonalite (10) et (12) indiquent que X\ et X2 sont lies par des 
contraintes geometriques fortes. En particulier, si X\ est connu, alors X2 est connu 
grace a la condition d'orthogonalite (12) appliquee dans un plan. Reciproquement, si 
X2 est connu, alors X\ est connu grace a la condition d'orthogonalite (10). 
En resume, nous avons vu que Pindependance des facteurs X\S et X\S implique 
que les coefficients de correlations de X^S et (X^S)n sont nuls, ce qui se 
traduit par des contraintes geometriques liant X\ et X2, i-e. les conditions 
d'orthogonalite (10) et (12). L'objectif principal de ce memoire est d'examiner ces 
contraintes geometriques et de les exploiter pour en arriver a developper une methode 
d'estimation des composantes independantes. Nous comparerons aussi notre methode 
avec les methodes existantes. 
Revue de litterature 
L'analyse en composantes independantes est une nouvelle methode statistique 
d'analyse de donnees utilisee pour la separation des sources, plus precisement 
elle est utilisee pour la separation aveugle de source (de l'anglais "Blind Source 
Separation" (BSS)). Ce probleme a ete formule initialement par Herault et al. 
(1985), qui ont traite le probleme de l'analyse des messages composites issus d'un 
ensemble de capteurs sensibles a des melanges de sources multiples. L'analyse en 
composantes independantes est une extension de l'analyse en composantes principales 
ou on cherche a exprimer les donnees observees dans un sous-espace sur lequel les 
projections lineaires conservent le maximum de la variance. Dans le cas de l'analyse 
en composantes independantes, l'hypothese sous-jacente permettant la meilleure 
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representation des donnees est que les sources sont statistiquement independantes 
les unes des autres. Ju t ten et Herault (1988) ont alors adopte l'expression "analyse 
en composantes independantes". Ces deux chercheurs ont effectue d'autres travaux 
pour ameliorer l'algorithme qu'ils ont obtenu, on peut citer Ju t ten et Herault (1991) 
et Comon et al. (1991). Ce dernier article a ete fait en collaboration avec Pierre 
Comon qui a redefmi l'algorithme plus precisement Comon (1990b). Pierre Comon a 
effectue plusieurs travaux dans ce domaine. Parmi ses travaux on peut citer Comon 
(1990a), Comon (1992), Comon (1994), Cardoso et Comon (1996), Grellier et Comon 
(1998), De Lathauwer et al. (1999). On peut citer aussi les travaux de Hyvarinen, 
A. et Oja, E. qui ont developpe plusieurs algorithmes pour la determination des 
composantes independantes. On peut citer parmi leurs travaux dans ce domaine, 
Hyvarinen (1997), Hyvarinen et Oja (1996), Hyvarinen et Oja (1997), Hyvarinen 
et Oja (1998), Hyvarinen et Oja (2000), Bingham et Hyvarinen (2000), Hyvarinen 
(2001), Inki et Hyvarinen (2002). Ces travaux ont mene a l'algorithme "FastICA" qui 
est utilise par la plupart des applications de l'analyse en composantes independantes. 
Notons que jusqu'a present Hyvarinen et Oja (1997) a ete cite plus de 900 fois dans des 
articles de journaux et de conferences et Hyvarinen et Oja (2000) a ete cite plus de 800 
fois. On peut citer aussi plusieurs travaux des applications de l'analyse en composantes 
independantes dans le domaine du traitement des signaux et d'images ou en genie 
biomedical. Comme applications de l'analyse en composantes independantes on peut 
citer par exemple Kohno et al. (2007), Song-yun et al. (2007), Yang et Yi (2007), Yang 
et Yi (2007), Herrmann et Theis (2007), Zewail et al. (2007), Chaabouni-Chouayakh 
et Datcu (2007), Li et Wang (2007), Naik et al. (2007), Lai et al. (2007), Ou et al. 
(2007), An et al. (2007), Zhang et al. (2007). 
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CHAPITRE 1 
DEFINITION D U PROBLEME 
On considere des signaux S dans IRN . Nous supposons que ces signaux ont la forme 
p 
ou p < N. Les a,j sont des variables aleatoires non constantes, mutuellement 
independantes et de moyennes nulles. II s'ensuit que E{S} — 0. De plus on supposera 
que E[af\ < oo,Vj. Les Vj sont des vecteurs lineairement independants les uns 
des autres et de normes unite (ils ne sont pas necessairement orthogonaux). Tant 
la distribution des a,j,j = 1,2,... ,p, que les vecteurs V i , . . . , Vp nous sont inconnus. 
Pour que les vecteurs Vj soient dermis d'une fagon unique, nous supposerons qu'ils 
sont normes et qu'ils satisfont 
I max V,-(/c)| > I min V,(/c)| et max V,-(/c) > 0 , sinon V,- := - V , . (1.2) 
l<k<N J ~~ \<k<N J l<k<N J J J 
Etant donne un ensemble de M realisations du signal S, le probleme consiste a estimer 
les Vj. 
1.1 Representation du signal dans une base appropriee 
Les signaux S definis par (1.1) appartiennent au sous-espace de dimension p engendre 
par les vecteurs V1 ; V2, . . . , Vp, soit 
J 5 : = s p a n { V 1 , V 2 , . . . , V p } . 
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On definit la matrice d'autocorrelation C de S par 
C = E{SST} 
La matrice C est symetrique, done orthogonalement diagonalisable. Soit $1 , 
$2, • • •, &N les vecteurs propres de la matrice C, tries par ordre decroissant des 
valeurs propres correspondantes. En d'autres mots, si \t,i = 1 , . . . , N est la valeur 
propre associee a $i , alors Ai > A2 > . . . > XN > 0. 
Lemme 1 La matrice C possede exactement p valeurs propres non nulles, Ai > 
^2 > ••• > \ > 0, pour lesquelles les vecteurs propres associes engendrent E : 
E = s p a n { * i , # 2 , - - . , * p } -
Preuve Si U € Ex, alors CU = £f= 1
 E{a1}^i^Ju = °- A i n s i 0 est une valeur 
propre de C (car CU = 0U), et EL C V0, ou V0 denote le sous-espace des vecteurs 
propres de 0. Inversement, si U € V0, alors CU = 0, e'est-a-dire que 
J2 E{a]}(\J U)Vt = 0. 
Puisque Vi, V 2 , . . . , Vp sont lineairement independants, alors 
. = £{4>(VjU) = 0 
V l U = 0, 
£{a?}(VfU) = 
=> vf u = ... = 
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et done U € Ex. II s'ensuit que V0 C E
x, d'ou V0 = E
x (nous avons auparavant 
demontre que E1- C Vo). On a done 
dim(Vo) = dim(JB-
L) = N - p, 
et done il y a exactement p valeurs propres non nulles. Cela implique Vo = 
span{l>p+1,...,i> iv}, d'ou 
E = VQ = s p a n { * i , . . . , * p } . • 
Comme tous les signaux appartiennent au sous-espace E, alors on peut representer 
tous les vecteurs dans une base de E. On choisit la base 
B : = { * i , * 2 , . . . , * P } . 
Les coordonnees de S dans la base B seront denotees par S(i),i = l , . . . , p . Les 
vecteurs S = (5(1), 5 (2 ) , . . . , S(p))T et S sont relies par 
S = F T S , 
ou F est la matrice de dimension p x N dont les lignes sont les &J,i = 1 , . . . ,p. 
Comme les <&j forment une base orthonormale de E, alors 
ou Ip est la matrice identite de dimension p x p. II s'ensuit que 
S = FS. 
10 
Dans la base B, les vecteurs V, prennent aussi la forme 
Vi = FVi,i = l,...,p, 
Dans la base B, C devient 
C = FCFT , 


























Dans la suite, tous les vecteurs seront exprimes dans la base B. Dans cette base, le 
mo dele (1.1) prend la forme 
s = Ea^- (L3) 
3 = 1 
Lemme 2 { V i , . . . , Vp} forment une base de W. 
Preuve Puisque Vi, V 2 , . . . , Vp sont des vecteurs de E
p, il suffit de montrer qu'ils 
sont lineairement independants. Soient c i , . . . , cp € K, tels que CiVi + . . . + cpVp = 0. 
Alors F(c!Vi+. . -+cpVp) = 0. Done C1V1+. . .+cpVp est orthogonal a $ j , i = 1 , . . . ,p. 
Puisque E — span{$ i , . . . , <&p}, alors c{V\ + . . . + cpVp G E
L. De plus, puisque 
E — span{Vi , . . . , V p } , alors c{Vi + . . . + cpVp G E. Done c{Vi + ... + cpVp = 0, or 
V i , . . . , V p sont lineairement independants, alors c\ — ... = cp = 0. 
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L'independance lineaire des Vj, i = 1 , . . . ,p, suit. • 
1.2 Une approche basee sur les facteurs independants 
Considerons des combinaisons lineaires (aussi appelees facteurs dans la suite) de la 
forme XfS , i = 1,2, ...,p, ou les X$ € MP sont des vecteurs deterministes de norme 
unite qui satisfont la condition (1.2). En utilisant (1.3), ces combinaisons lineaires 
prennent la forme 
p 
XfS = ^ a J X f V „ z = 1,2,...,p. (1.4) 
i= i 
Cherchons des vecteurs X* qui sont tels que les facteurs Xf S soient statistiquement 
independants les uns des autres. Considerons les vecteurs non nuls Xx ,X 2 , . . . ,XP G 
IRP qui satisfont 
xjv^oyj^i. (i.5) 
On remarque que si (1.5) est satisfait, alors 
Xf S = ojXfVi 
pour chaque i et done chacun des Xf S est exprime en terme d'une seule variable 
aleatoire a*, et par consequent les XfS sont mutuellement independants. Notons 
qu'il existe peut-etre des vecteurs Xj^.^Xp, pour lesquels les facteurs XfS sont 
independants sans que la condition (1.5) soit satisfaite. 
Lemme 3 Les vecteurs Xi ,X.2 , . . . ,X p dermis par les conditions d'orthogonalites 
(1.5) sont lineairement independants et XfV; ^ 0 pour i = 1,2,... ,p. 
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Preuve Rappelons que { V i , . . . , Vp} forment une base de R
p par le lemme 2. Si 
Xj ^ 0 et que (1.5) tient, alors on doit necessairement avoir XfV* / 0, Vi = 1 , . . . ,p. 
Soient C\, c2, •. •, cp 6 E. Supposons que 
ciXi + c2X2 + . . . + cpXp = 0. 
Done pour j = 1, 2 , . . . , p 
0 = (ciXi + c2X2 + . . . + cpXp)
TV,- = C i X
T V i ; 
ou la seconde egalite decoule de (1.5). Puisque XjVj ^ 0, alors Cj — 0. 
L'independance lineaire des Xj, j = 1 , . . . ,p, suit. • 
Si les Xj satisfont les conditions d'orthogonalite (1.5) alors on peut determiner les Vj 
completement. Les Vj sont obtenus avec 
( n\ 
Vj E Ej := ker 
XI 
1fT ;i.6) 
V x ? J 
ou Ej est un sous-espace de dimension un par le lemme 3 et le fait que les 
XieW,i = 1,2,...,p. 
La question qui subsiste est alors la suivante : pouvons-nous trouver les p vecteurs X, 
qui font en sorte que les conditions d'orthogonalite (1.5) sont satisfaites, et ce malgre 
le fait que nous ne connaissions pas Vi , V 2 , . . . , Vp? En d'autre mots, pouvons-nous 
determiner Xi, X 2 , . . . , Xp en utilisant seulement le signal observe S? 
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1.3 Determination des facteurs independants 
Soit m le plus grand entier tel que £{|aj |m + 1} < oo pour i — 1,2,... ,p. Si tous les 
moments de tous les a, existent, alors on pose m = oo. Si XfS est independant de 
tous les X j S avec j ^ i, alors il s'ensuit que 
£ { ( X f S ) ( X j s n = 0 (i.T) 
pour tout j ^ z et pour n = 0,1, 2 , . . ., m. Le resultat (1.7) resulte de l'independance 
des deux facteurs et du fait que E{X[S} = Xf £{S} = 0, car E{S} = 0. 
Remarquons que la covariance (1.7) peut aussi s'ecrire sous la forme equivalente 
£{(XfS)(XjS) n } = Xj(E{(XjS)nS}), (1.8) 
ce qui nous amene a definir pour tout X € MP le vecteur 
Zn(X) = £{(X
T S)"S} . (1.9) 
Les conditions de correlation nulle (1.7) se traduisent done par les conditions 
d'orthogonalite suivantes : 
XfZ n (X i ) = 0 , V j ^ z , n = 0 , l , 2 , . . . , m , i,j = 1, 2, ...,p. (1.10) 
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Si on fixe j dans la condition d'orthogonalite (1.10), alors on obtient 
XfZn{Xj) = 0,i = 1,2,...,p,i^j 
/ Xf \ 
Zn(Xj-) € r\,- := ker XJ-i 
ri-iii 
pour n = 0, l , 2 , . . . , m . Si les p — 1 vecteurs X* E W,i ^ j sont lineairement 
independants, alors Zn(Xj),n = 0 , 1 , . . . , m, appartient a un espace de dimension 
un denote par Tj. Les vecteurs Zn(Xj), n = 0 ,1 ,2 , . . . , m sont done colineaires pour 
chaque j . 
Si on substitue (1.3) dans (1.9), alors on obtient 
= E?=1£{%(x
Tsnv,. 
Definissons l'ensemble de vecteurs de M.p 
(1.12) 
Z ( X ) : = { Z n ( X ) , n = l , 2 , . . . , m } . 
L'ensemble Z(X) ne peut done contenir qu'un maximum de p vecteurs lineairement 
independants, et ce pour tout X € W. De plus, si X f S , . . . , X j S sont independants, 
alors Z(~Ki),i = 1,2,... ,p, sont de dimension au plus 1. 
Si on compare (1.6) et (1.11), alors on voit que Ej — Tj si les condit ions 
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d'orthogonalite (1.5) sont satisfaites, auquel cas on peut affirmer que pour tout j 
Vj = en Zn(Xj), n = 0 ,1 ,2 , . . . , m, 
ou en est une constante reelle. 
Les resultats de cette section peuvent se resumer comme suit : 
XfVj = 0 V ^ j , 
= > les Xf S sont mutuellement independants. 
=> Xf ZnCKj) = 0,Vj' ± i,n = 0 , 1 , . . . ,m. 
=^> Pour chaque i, les vecteurs Zn(Xj), n = 0 , 1 , . . . , m, sont colineaires. (1.13) 
Conclusion 
Les Vj,j = 1,2, . . . , p , sont entierement determines si on trouve des vecteurs non 
nuls Xi, X 2 , . . . , Xp G 1R
P satisfaisant (1.5). Ces vecteurs recherches se trouvent parmi 
l'ensemble de tous les vecteurs X € W tels que Z(X) est contenu dans un sous-espace 
de dimension un. Notons qu'il est possible que ce critere fournisse plus de p candidats. 
L'avantage de rechercher des candidats X € MP parmi les vecteurs pour lesquels tous 
les vecteurs de Z(K) sont colineaires est que l'ensemble Z(K) est entierement defini 
en termes de X et du signal observable S. Ainsi, tous les vecteurs dans Z(X) peuvent 
etre estimes des que Ton observe M realisations du signal. De meme, il faut realiser 
qu'une fois les vecteurs V i , . . . , Vp £ MP identifies, ou du moins estimes, le travail 
n'est pas termine. II faut en effet utiliser la relation Vj = FT\j,j = 1 , . . . ,p, pour 
recouvrer les vecteurs V i , . . . , Vp £ 1 ^ , ce qui constitue notre objectif fondamental. 
Pour ce faire, la matrice F est requise. Or, cette matrice contient les vecteurs propres 
de la matrice C de correlation du signal observable S, et peuvent done etre estimes 
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facilement. 
Comme notre but est de determiner Vi, V 2 , . . . , Vp, il est raisonnable de chercher 
X i , . . . , Xp 7̂  0 tels que (1.5) est satisfait. 
Pour les vecteurs X i , . . . , X p ^ 0 recherches, (ceux qui satisfont (1.5)), on a que 
Z(Kj), est contenu dans un espace de dimension 1 pour tout j = I,...,p. Nous 
allons done chercher X i , . . . , Xp parmi l'ensemble des vecteurs X € W tels que Z(X.) 
est contenu dans un espace de dimension 1. 
Dans la prochaine section, nous verrons comment dans le cas p — 2 les candidats 
superflus peuvent etre elimines pour ne conserver que les vecteurs Xi et X2 6 M
2 
satisfaisant les conditions d'orthogonalite (1.5). 
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CHAPITRE 2 
CAS DE DEUX DIMENSIONS (p = 2) : DETERMINATION DES 
COMPOSANTES INDEPENDANTES EN UTILISANT LA 
COLINEARITE DES ELEMENTS DE Z(X) 
Ici E = span{Vi, V2} = span{3>i, <f>2}. Puisque la dimension de l'espace E est deux, 
Pensemble Z(X) contient un maximum de deux elements lineairement independants. 
2.1 La forme particuliere de Zn(X) 
Si on pose p = 2 et qu'on substitue (1.3) dans (1.12), alors on obtient par 
independance des a* et a, pour n = 0 , l , 2 , . . . , m : 
Zn(X) = E?=i JE{a,(X
T(a1V1 + aaVa))"}^-
= E?=i ^ { a ^ a i X ^ x + a2X
TV2)"}V j 

















= EL 0 a)(X
T V 1 )
f c (X r V 2 )«-
f c £;{a^ 1 }i?{ar f c }V 1 
+ ELoa) (X T V 1 )
f c (X r V 2 )«-
f c
J B{^}^{ar
, c + 1 }V 2 . 
Si les a,, en plus d'etre des variables aleatoires mutuellement independantes et 
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de moyennes nulles, sont de distributions symetriques, alors pour tout k impair, 
E{ak} = 0. Par consequent, on peut deduire de (2.1) que Zn(X) = 0, pour tout 
n pair. 
En general les a* ne sont pas forcement symetriquement distributes, mais elles sont 
de moyennes nulles, done les moments impairs de a* ont tendance a etre plus petits 
que les moments pairs. Comme les Zn(X) seront plus tard estimes, l'erreur relative 
sur Zn(X) sera plus grande pour n pair que pour n impair. Remarquons que pour 
n pair, les termes E{ak+l}E{a%~k) et E{a!{}E{a%~k+l} sont plutot petits pour tout 
k < n, puisque les termes k + 1 et n — k (respectivement k et n — k + 1) doivent 
etre l'un pair et l'autre impair lorsque n est pair. Tandis que si n est impair alors les 
termes k + 1 et n — k (respectivement k et n — k + 1) sont tous les deux pairs ou bien 
les deux impairs. Du a ces considerations, il est preferable de porter notre attention 
sur les Zn(X) avec n impair dans la suite. 
2.2 Analyse des conditions d 'or thogonali te 
Supposons que m > 4, e'est-a-dire que E{a\} < oo et E{a\] < oc. Puisqu'on 
considere Zn(X) pour n impair et qu'au maximum deux vecteurs lineairement 
independants se trouvent dans Z(X), seulement Z].(X) et Z3(X) seront consideres 
au sein de Z(X). D'apres les conditions d'orthogonalite (1.10), les vecteurs Xi et X2 
satisfont : 
' XfZj(X2) = 0 
X^Z3(X2) = 0 
< 1 K ' (2.2) 
X^Z1(X1) = 0 
^ X^Z3(X!) = 0 
D'apres (2.2) le vecteur Xi, qui appartient a l'espace E de dimension deux, doit 
etre orthogonal a deux vecteurs (Zi(X2) et Z3(X2)) appartenant au meme espace. Si 
Zi(X2) et Z3(X2) ne sont pas colineaires, alors le seul vecteur Xi qui est orthogonal 
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a ces deux vecteurs simultanement est le vecteur nul. Pour obtenir des solutions non-
nulles au probleme (2.2), nous chercherons done les vecteurs X qui sont tels que 
Z3(X) et Zi(X) sont colineaires, i.e. qui satisfont la condition 
Z3(X) = AZ1(X), (2.3) 
pour un certain A £ f, ce qui est un cas particulier du resultat (1.13). On sait qu'au 
moins deux solutions Xi et X2 de (2.3) existent. 
Si on pose n = 1 dans (2.1), alors on obtient 




2}(XTV2)V2 . (2.4) 











Comme Vi et V2 sont lineairement independants, la condition (2.3) implique : 
A E{a?}(X rV!) = 
(X r V 1 ) [ (X
r V 1 )
2 ^{a t} + ?,{XTV2fE{a\}E{al}] 
< 
A E{aj}(XT\2) = 




On peut voir directement que le systeme (2.6) est satisfait si 





ou bien si 
X T V 2 = 0 et A = ^
 i ; l l J . (2.8) 
Si (XTVi) ^ 0, alors la premiere ligne de (2.6) nous donne 
( X ^ ) 2 ^ } + 3(XTV2)
2E{al}E{al} 
E{a\) 
\ — y l> ^ ' •"' lJ T ^y^v v 2V ^ \ " 1 J - ^ \ " 2 J /Q n\ 
(2.10) 










Si (XTV2) ^ 0, alors (2.10) implique : 
(X rV1)
2E{al}[£?{at} - 3£{a2}2] = (XTV2)
2E{a\}[E{a*} - 3£{a2}2]. (2.11) 
On remarque que si les a, suivent une loi normale centree, alors E{af} — 3£{a2}2 = 
0,i = 1,2, et done Pequation (2.11) est verifiee pour tout X. Dorenavant, nous 
supposerons que les a* ont un coefficient d'aplatissement different de 3, e'est-a-dire 
fc:= 1 ^ - 3 ^ 0 , 1 = 1,2, (2.12) 
ce qui exclut le cas gaussien. 
Si kik2 < 0, e'est a dire que k\ et k2 sont de signes contraires, alors (2.11) n'a pas 
de solutions. Autrement, il y a exactement deux vecteurs lineairement independants 
satisfaisant (2.3) (correspondant a (2.7) et (2.8)) et ces deux vecteurs correspondent 
done aux deux vecteurs Xx et X2 recherches. Dans la suite, nous traiterons le cas 
kik2 > 0. 
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Si k\ki > 0, alors (2.11) peut s'ecrire sous la forme 
(xlv2y-(ax
lv1y = o, 
(2.13) 
oil a satisfait 
E{a*}-3E{a>}* 
2 EjJf} ki E{a\] 
a = >0. (2.14) 
Remarquons que a depend des coefficients d'applatissement ki des â , qui s'annulent 
si les a, sont des variables aleatoires gaussiennes. Sous la condition (2.12) on a a ^ 0. 




TV2 + a X
T V j ) = 0 (2.15) 
X T V 2 - a X
T V j = 0 
ou 
X T V 2 + a X
T V i = 0 
(2.16) 
XT(V 2 - aVi) = 0 
ou 
XT(V 2 + aVO = 0 
(2.17) 
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Selon les equations (2.7), (2.8) et (2.17), l'equation (2.3) est satisfaite si 






XT (V 2 - aVi) = 0 
ou 
^ XT (V 2 + aV1) = 0. 
Puisque X € R2 et que Vi, V2 € K2, chacune des quatre equations de (2.18) dennit 
sans ambiguite un candidat satisfaisant la condition de colinearite (2.3) et la condition 
(1.2), disons X i ,X 2 ,X3 ,X 4 e K
2, on a done 
Xf Vj = 0 
X^V, = 0 
X^(V2 - aVj) = 0 
Xj(V2 + aVi) = 0. 
(2.19) 
Lemme 4 Chaque paire de vecteurs parmi Vj , V2, V3 := V2—aVi,V4 := V2+aV1 
est lineairement independante. De plus, 
X?Vj?0,i?j,i,j = 1,2,3,4. 
Preuve Prenons ci, c2 € R et supposons que 
c{Vi + c2V3 = 0. 
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Alors c 1 V 1 +c 2 (V 2 -aV 1 ) = (ci— ac2)V1+c2V2 = 0. Comme Vi , V2 sont lineairement 
independants par hypothese, alors 
C\ — (XC2 = 0 , C2 = 0 =>" Ci = C2 = 0. 
Done Vi et V3 sont lineairement independants. On etablit le resultat similairement 
pour les autres paires. Par exemple, 
ci V 3 + c2V4 = 0 
= > C l(V2 - a V J + c2(V2 + aVi) = 0 
=*> a(c2 - ci)Vi + (c2 + ci)V2 = 0 
Puisque a 7̂  0 et que Vj et V2 sont lineairement independants, alors 
ci - c2 = ci + c2 = 0 ==> ci = c2 = 0. 
Le fait que Xf Vj ^ 0 si 1', ^ j decoule de l'independance lineaire entre Vj et Vj dans 
E2. • 
Le systeme (2.19) nous indique qu'on a trouve quatre solutions, alors qu'on en cherche 
deux. En fait, on sait que les vecteurs cherches Xj et Xj doivent etre tels que Xf S 
et X j S soient statistiquement independants. 
En utilisant S = 04 Vx + a2V2 et le resultat (2.19), les facteurs XfS, i = 1,2,3,4 
prennent la forme suivante : 
XjS = a1X(V1+a2XjV2 
= a2Xf V2 
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X^S = a1X?V1 + a2X^V2 2 
XJS = a ^ V x + a2X^V2 ^ 
= (ai + aa2)X^Vi 
XJS = 0 l XTVi + a 2X!V 2 
= (ax - aa 2 )XjVi 
Par le lemme 4, XfV 2 / 0, X^V : ^ 0, X ^ ^ 0, XjVy ^ 0. L'independance 
statistique entre les XfS , i — 1,2,3 et 4, est done equivalente a celle des quatre 
variables aleatoires a\, a2, a3 := (ai + aa2) et a4 := (a! — aa2) . Par hypothese, ax et 
a2 sont des variables aleatoires independantes, ce qui implique l'independance de Xf S 
et X^S, alors que les autres paires (a*, a.j) ne sont pas necessairement independantes. 
Approfondissons la structure de dependance des XfS . Puisque ax et a2 sont 
independantes, alors : 
£{<a™} = E{a1}E{al2}, \/k, I € {1, 2, 3, 4}. (2.24) 
On defmit Cij,i,j — 1,2,3,4 par 
Chj := £{(XfS)
2 (XjS) 2} - £{(XfS) 2}£{(XjS) 2}- (2.25) 
En utilisant les resultats (2.20) a (2.23), le calcul des Cij,i,j = 1,2,3,4, donne les 
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resultats suivants 
Cl,2 = 0 
Ci,3 = Ci,3Var(af) 






2) + a4Var(a,2) --4a2Var(ai)Var(a2)]. 
















2 . Comme a ^ 0, nous remarquons que 
Ci]3 7̂  0, Ci]4 7̂  0, C2>3 7̂  0, C2,4 7̂  0. Quant a C3)4) on trouve, en substituant (2.14) 
dans la derniere equation de (2.26), que C3)4 7̂  0 si et seulement si 
&2£{a2}2Var(a2) + fc2£{a2}2Var(a2) - 4/c1/fc2£{a
2}2£{a2}2 ^ 0. (2.27) 
Nous supposons dorenavant que (2.27) est verifiee. Par exemple, si a\ et a2 sont 
identiquement distributes, alors (2.27) se reduit a 
k{E{a\Y ^ 0, 
ce qui est necessairement vrai si k\ 7̂  0. 
2.2.1 Resume 
Les resultats de cette section peuvent se resumer comme suit : 
Supposons que p = 2 et que 0 < E{af} < 00, i = 1, 2. 
Si k\k2 = 0, alors la condition de colinearite (2.3) sera satisfaite pour tout X G l
2 , 
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Si kik2 < 0, alors la condition de colinearite (2.3) sera satisfaite seulement pour les 
deux vecteurs cherches, soient X.x et X2. 
Si kik2 > 0, alors la condition de colinearite (2.3) sera satisfaite pour quatre vecteurs 
qui sont Xi = X i , X 2 = X 2 ,X 3 ,X 4 € M.
2. Si nous supposons que la condition (2.27) 
est satisfaite, alors on peut distinguer les deux vecteurs recherches Xi et X2 des 
quatre vecteurs trouves Xi,X 2 ,X3,X4 en utilisant les coefficients de correlation C^. 
Les vecteurs cherches correspondent a X; et Xj , i , j = 1,2,3,4, tels que C^j = 0. 
2.2.2 Algorithme de calcul des composantes independantes 
Si nous supposons que M observations du signal S sont disponibles, alors notre 
algorithme d'estimation des Xj se resume comme suit : 
(1) Estimer la matrice de covariance C du signal avec 
1 M 
^ = MES ( f cW (%-),V ? , j€{l ,2 , . . . , iV} 
ou S^k'(i) designe la i-eme composante de la fc-ieme realisation de S. Calculer les 
valeurs propres et les vecteurs propres de C. Par le lemme 1, exactement deux valeurs 
propres devraient etre significativement differentes de zero. Posons E = span{$i, $ 2 } 
l'espace propre associe. 
(2) Remarquons que tout vecteur ~X.eE s'ecrit sous la forme X = s i $ i + x 2$ 2-
Comme ||X|| = 1 et $ f $ 2 — 0, car C
T = C, alors x\ + x\ — 1 et done on peut 
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toujours ecrire x\ et x2 sous la forme : 
Xi = cos(9) 
x2 = sin(0), 
oil 9 € [0, 2TT]. On cherche done X sous la forme 
X(0) = cos(fl) * i + sin(0) $ 2 , (2.28) 
pour 0 € [0,7r] pour eliminer l'ambiguite du signe. 
Posons f(9) := ||z3(X(0)) - z ^ X ^ I I , ou 
Z„(X) 
z„(X) := e 
|Zn(X)| |
! 
pour n = 1,3, ou e = ±1 est ajuste pour que zn(X) satisfasse la condition (1.2). 
Les vecteurs X qui verifient la condition (2.3) satisfont Z3(X) — Zi(X) = 0, d'ou 
| | z 3 ( X ) - z i ( X ) | | = 0. 
On definit 
/(6») = ||z3(X(6>))-z1(X(5))||> 
ou zn(X) := e -"; ' pour n — 1,3, e = ±1 est ajuste pour que zn(X) satisfasse la 
condition (1.2) et Zn(X) = ^ E£ii(X
TS ( f c ))nS ( f c ) . 
On recherche les zeros de la fonction f(9) sur [0,7r]. On peut trouver jusqu'a quatre 
zeros, disons #i,#2>#3,#4. Posons X(0j) — cos((9i)4>i + sin(#j)<i>2. 
(3) Si plus de deux vecteurs X(^) sont determines, estimer Cij au moyen de 
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Cu - h E^i (x(^)Ts(fc))2 (x&)W) a 
ou S ^ designe la fc-ieme realisation de S. Nous gardons le couple de vecteurs 
X(#i),X(0j) tel que |Ci,j| est minimal. Appelons XX et X2 les deux vecteurs retenus. 
(4) Estimer Vi et V2 comme etant les vecteurs de M
2 orthogonaux respectivement 
aX^f^^etX^f^^V 
^ sin(£2) J \ sinC^) J 
(5) Calculer Vx et V2 avec V; = F
TVi, i = 1,2. 
2.3 Experiences numeriques 
On considere les signaux Vi et V2 dans R
N(iV = 30), tels que : 
= | |Wi| | ' l = 1 > ^ > a v e c : 
Wi{i) = i,i = 0,l,2,...,N-l 
W2{i) = i
2,i = 0,l,2,...,N -I 
On genere M signaux (M = 30) de la forme 
S = aiVi + a2V2, 
ou ax et a2 sont deux variables aleatoires uniformes et independantes telles que : 
a% ~ £/[-2.5,2.5],i = 1,2. 
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Figure 2.1 Graphe de f(9) = ||z3(X(0) - zi(X(0)||. 
Les cinq premieres valeurs propres de C sont : 
{3.04615,0.0367635, -1.7698 x 10"16,1.57924 x 10~16,1.55897 x 10~16} 
On constate que seulement les deux premieres valeurs propres sont significativement 
differentes de zero, ce a quoi nous nous attendions. 
En tragant la courbe de f(9) en fonction de 6 pour 6 € [0,7r] (Figure 2.1), on peut voir 
clairement les quatre angles 9X = 0,107413,6*2 = 1,45173, <93 = 1, 57212,04 = 1,69588 
ou / s'annule. 
Pour estimer les quatre valeurs de 6, nous avons fixe un pas de A6 = 0.1 et 
nous avons echantillonne / dans [0, n] puis detecte les minimums apparents de la 
fonction echantillonnee, qui sont les valeurs 6Q de 9 telles que f(9Q) < f(90 — A9) 
et f(90) < f(9o + A9). Pour chaque 9Q, on cherche 6\, le minimum local de / dans 
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l'intervalle [60 - A6,90 + A9}. d\ est une ratine si f{6\) — 0. Puisque / admet un 
maximum de quatre racines dans [0,7r], si on detecte les quatre racines, l'algorithme 
s'arrete. Sinon, on divise le pas par cinq et on repete l'algorithme. L'algorithme 
s'arrete si on trouve les quatre racines, ou bien si A9 < 10 - 4 . Cet algorithme est 
rapide pour chercher des racines qui sont distantes l'une de l'autre. II est aussi capable 
de trouver les racines meme si elles sont tres proches l'une de l'autre, ce qui est le cas 
quand / a des pics en forme d'aiguilles (Figure 2.8). Dans ce cas, le calcul est plus 
long car l'algorithme fera plusieurs iterations avant de converger. 
Plus precisement, l'algorithme est le suivant : 
pas = 0 . 1 ; 
t e s t = 0; 




tant que [ xO <= Pi ] 
si [ ( f(x0) < f(xO-pas) ) et ( f(x0) < f(x0+pas) ) ] 
res=FindMinimum[f(x) , {x , xO-pas , x0+pas}]; 
f(xl) = res[[l]]; 
xl = x/.res[[2]]; 
si [ f (xl) <= 10--C-10} ] 
listex = Join [ listex, {xl}]; 
listef = Join [ listef, {f(xl)}]; 
x0=x0+pas; 
nbsol = Length [ listex ]; 
si [ nbsol == 4 ] 
test=l; 
31 
pas = pas /5 ; 
Figure 2.2 Les composantes estimees par notre methode et les composantes indepen-
dantes. 
La figure 2.2 nous montre les composantes independantes Vi et V2 ainsi que les 
quatre vecteurs Vi,V2,V3 et V4 estimes par notre methode. Deux de ces vecteurs 
sont elimines au moyen des |Cj,j|- Vi et V2 sont representes par des etoiles, tandis que 
Vj et V2 sont representes par des cercles. Les vecteurs V 3 et V4 , qui sont representes 
par des losanges, sont les vecteurs rejetes par notre methode. 
Nous avons voulu tester les limitations pratiques de notre algorithme. Nous avons 
effectue des tests sur deux parametres. Le premier parametre e controle la distance 
entre les deux composantes. Le deuxieme parametre n permet de faire tendre les lois 
de cti et 02 vers une loi Gaussienne centree reduite. 
Pour faire varier la distance entre les deux composantes, on a utilise les signaux 
Wi(i) =iet W2{i) = i + e,i = 0,...,iV - 1. 
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Les variables aleatoires a* sont definies par 
1 n 
ou les C/j sont des variables aleatoires i.i.d. telles que Uj ~ U[->/3, \/3] Vj. Comme 
E{Uj} — 0 et Var([/,•) = 1, alors E{ai} = 0 et Var(a;) = 1 et la loi de probability de 
a% tend vers la loi normale centree reduite quand n —> oo. 
Les figures 2.3, 2.4 et 2.5, nous montrent la variation de f{6) en fonction de n et les 
figures 2.6, 2.7 et 2.8 nous montrent la variation de la courbe f{6) en fonction de e. 
Dans les figures 2.3, 2.4 et 2.5, on remarque que lorsque n augmente, l'amplitude 
de la fonction f(9) diminue (i.e la fonction tend vers 0 pour tout 0) et certains pics 
deviennent plus fins. Avec l'algorithme propose, nous avons reussi a trouver les racines 
meme dans le cas ou n = 16. La figure 2.10 nous montre l'agrandissement de la courbe 
de f(9) representee en figure 2.5, on peut voir clairement les quatre racines de f{8). 
Dans les figures 2.6, 2.7 et 2.8, on constate que plus e est petit, plus les pics de 
la fonction f(6) sont rapproches les uns des autres. Avec Palgorithme propose, nous 
avons reussi a trouver les racines meme dans le cas ou e = 1 et n — 1 (Figure 2.8), mais 
le calcul est un peu long, parce qu'on fait plusieurs iterations pour que l'algorithme 
converge. La figure 2.9 represente un agrandissement de la courbe de la fonction f(9) 
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Figure 2.3 La courbe de f(9) avec e = 10 et n = 1. 
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Figure 2.9 Agrandissement de la figure 2.8. 
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Figure 2.12 La courbe de SNR en fonction de n, e = 10. 
37 
On definit le rapport signal-bruit (SNR) de nos vecteurs estimes Vi et V2 par 
SNR = S N R ^ S N R 2 ; 
ou, SNRj = Fl]} 
IIVi-ViH 
| | V i - V i | 
S N R 2 = - JX2H. 
I | V 2 - V 2 
_ 1 
!|v2-v2| 
Nous avons calcule le rapport signal bruit pour les differentes valeurs de e et de n. Dans 
la figure 2.11, nous avons fixe n = 1 et nous avons utilise e = 1,2, ...,10. Pour chaque 
valeur de e, nous avons fait 20 essais en generant les M signaux S (M = 30) pour 
chaque essai et nous avons calcule la mediane des SNR obtenus, qui est representee 
dans la figure 2.11. Dans la figure 2.12, nous avons fixe e = 10 et nous avons utilise 
n — 1,2,4, 8,16,32. Pour chaque valeur de n, nous avons fait 20 essais en generant les 
M signaux S pour chaque essai et nous avons calcule la mediane des SNR obtenus, 
qui est representee dans la figure 2.12. 
Dans la figure 2.11 nous remarquons que le SNR est peu sensible a la variation de 
e. Nous avons obtenus des valeurs de SNR qui sont generalement de l'ordre de 100, 
sauf pour e = 1, 2, 3, ou la precision accrue des estimes obtenus est possiblement liee 
a la grande finesse des pics de la fonction /(#). En general, les resultats obtenus sont 
satisfaisants, car nous avons effectue les essais avec une taille d'echantillon M = 30. 
Avec une taille d'echantillon plus grande on obtient des SNR plus eleves. La figure 2.13 
represente les vecteurs obtenus en utilisant e = 10 et n — 1, le SNR correspondant 
est SNR= 83 avec SNRi = 110.24 et SNR2 = 55.68. On peut voir clairement la 
superposition des vecteurs estimes avec les composantes independantes. 
Dans la figure 2.12, nous remarquons que lorsque n augmente, le SNR diminue. Nous 
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Figure 2.14 La courbe de f(8) avec e = 10 et n — 32. 
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les di,i = 1,2, sont presque gaussiennes (si les a,i,i = 1,2 sont gaussiennes, alors 
f(6) — O,V0). Si n est assez eleve, alors les variables ai;i = 1,2 tendent vers la loi 
gaussienne, et par suite les kt — E{aj} — 3E{af}
2, i = 1, 2 seront presque nulles. Dans 
certains cas, k\ et hi sont de signes differents et done la fonction f(6) a seulement 
deux racines (figure 2.14). 
Generalement, si nous avons une taille d'echantillon assez elevee i.e. M > 30, notre 
methode estime les composantes independantes avec un SNR > 100 dans plus que 
90% des cas. 
Rappelons que toutes les experiences faites etaient simulees en utilisant des variables 
aleatoires a,i,i = 1,2 de distribution uniforme, done &ifc2 > 0. Pour le deuxieme cas 
ou kyk2 < 0, nous avons genere M signaux (M = 100) de la forme 
S = a1V1 + a2V2, 
ou a\ et a2 sont des variables aleatoires independantes telles que a\ ~ U[—1,1] et 
a2 ~ T, ou T est la loi de Student avec 5 degres de liberte. Done k\ < 0 et k2 > 0. 
En tragant la courbe de f{9) en fonction de 9 pour 6 € [0,7r] (Figure 2.15), on 
peut voir clairement les deux angles 61,62 ou la courbe passe par zero. Nous avons 
estime les deux valeurs de 6 en utilisant l'algorithme decrit precedemment. Enfin nous 
avons estime Vi et V2 et on les a represents sur le meme graphique avec Vi et V2 
(Figure 2.16), ou Vi et V2 sont representes par des etoiles, tandis que Vi et V2 sont 
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LE CAS 2D : DETERMINATION DES COMPOSANTES 
INDEPENDANTES PAR LA MINIMISATION D'UNE FONCTION 
OBJECTIVE 
En deux dimensions, nous avons vu dans la premiere methode que l'estimation des 
composantes independantes exploitant la colinearite des Zn(X) n'etait pas toujours 
facile. D'une part, les quatre racines de la fonction f(9) := ||z3(X(0)) — Zi(X(0))|| 
peuvent etre difficiles a localiser dans le cas oil le graphe de la fonction / contient de 
fines aiguilles. D'autre part, nous avons vu que seules deux de ces racines sont utiles 
(on les determine a l'aide du coefficient de correlation Ci^), de sorte que les calculs 
effectues pour determiner deux des quatre racines sont faits inutilement. 
Pour eviter ces inconvenients, nous introduisons dans cette section une seconde me-
thode d'estimation des composantes independantes. Dans cette methode, l'estimateur 
des C.I. est defini comme etant le minimum d'une fonction qui tient compte a la fois 
des conditions d'orthogonalite XfZn(Xj) = 0,i ^ j , et des conditions de correlation 
nulle Ci,2 = 0. Nous verrons que les deux composantes independantes sont obtenues 
a partir des deux minima d'une fonction d'une seule variable, et que ces minima sont 
plus faciles a localiser qu'avec la premiere methode. 
La seconde methode consiste a trouver les racines de la fonction g(X1;X2) > 0 qui 
est definie par 





ou 7 > 0 est un coefficient de ponderation. Nous remarquons que si les facteurs X^S et 
X^S sont independants, alors </(Xi,X2) = 0. Remarquons aussi que nous n'utilisons 
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pas le terme X^z1(X1), parce que X^Zi(Xi) = E{(X^S)(XjS) = Xf Zi(X2) 
3.1 Definition de la methode II 
La deuxieme methode consiste a chercher les racines de la fonction g(Xi,X2) . Or 
g(Xi,X2) = 0 implique 
X f Z i ( X 2 ) = 0 
X f Z3(X2) = 0 
X2
rZ3(X1) = 0 
Ci,2 - 0. 
Nous denoterons par X x un vecteur norme orthogonal a X defini par 
v± , #(X) 
(3.2) 
i^(x)ir 
ou R represente une rotation de \ dans le plan ($1,^2) et le signe de e = ±1 est 
ajuste pour que X-1 satisfasse a la condition (1.2). 
Nous remarquons que la premiere ligne de (3.2) implique Xi := (Z1(X2))-
L, or 
Zi(X2) = CX2 . Si on definit la fonction g\ (X) par 
9l(X) := (CX)
J (3.3) 
et la fonction g2 (X) par 
g2(X) := g(9l(X),X) 
= (X r Z 3 ( 5 l (X))
2 + ( 9 l (X)
rZ 3 (X))
2 + 7 ( C ( X , 5 l ( X ) ) )
2 
(3.4) 
ou C(X, Y) := £{(X T S) 2 (Y r S) 2 } - £{(X T S) 2 }£{(Y T S) 2 }, alors notre methode se 
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reduit a chercher les racines de 52(X) = 0. Comme X est completement specifie par 
un seul angle 9, i.e. X = X(9), il suffit maintenant de trouver les zeros de g2(X(9)), 
qui est une fonction d'une seule variable. 
L'algorithme d'estimation des Xj se resume comme suit : 
(1) Estimer la matrice de covariance C du signal comme decrit dans la premiere 
methode et calculer les valeurs et les vecteurs propres de C. Posons E = 
span{* i , $ 2 } . 
(2) Rappelons que tout vecteur X £ £ s'ecrit sous la forme 
X(0) = cos(9)^l + sin(#)*2. 
On estime gi(X(9)) par 
ft(x(«0) = (cx(0))x. 
On definit 




Tz3(X(e)))* + >y(C1,2(X,g1(X)))\ 
ou z„(X) et C sont estimees comme dans la methode precedente. 
(3) Rechercher les zeros de la fonction f{9) sur [0,7r]. On cherche deux zeros, disons 
Q\ et 92. L'existence de ces deux solutions sera justifiee a la section suivante. Posons 
X(9l) = cos(0<)*i + sin(0<)*2, * = 1, 2. Appelons Xx = X(0i) et X2 = X(92). 
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(4) Estimer Vi et V2 comme etant les vecteurs de E orthogonaux respectivement 
a Xi et X2. 
(5) Calculer V t et V2 avec Vi = F
r Vj, i = 1,2. 
3.2 Analyse de la methode II 
Dans cette section, on utilise la fonction f{9) dont les trois premiers termes sont les 
memes qu'on a utilise a la premiere methode, mais on a ajoute un quatrieme terme 
C\;i qu'on a deja utilise pour identifier les deux composantes independantes parmi les 
quatre trouves en utilisant la colinearite de l'ensemble Z(X). Nous alons montrer que 
f(6) ne possede que deux racines qui correspondent a Xi et X2. 
Comme 
' xfz1(x2)^£;{(xfs)(x^s)} 




^ Cli2 = E{(XjS)
2(X^S)2} - E{(XJS)2}£{(Xp3)2}, 
alors (3.2) implique 
' £{(XfS)(X^S)} = 0 
£{(xfs)(x^s)3} = o 
£{(X^S)(XfS)3} = 0 
^ E{(XjS)2(X^S)2} - £{(Xf S)2}£{(X^S)2} = 0. 
Si on substitue (1.3) dans (3.5) et puisque a\ et a2 sont independants et que 
E{a{\ = E{a2} — 0, alors (3.5) implique 
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£{a?}(Xf ViXXlV!) + E{a*}(X?V2)(X%V2) = 0 
E{a\ }(Xf V ^ X f ^ ) 3 + 3J5{af l^ ia lKXfVOCX^VOlX^) 2 
+£K}(XfV2)(X^V2)
3 + 3E{a?}E{a2}(X[V2)(X^V2)(X^V1)




3 + 3£{a2}£{a2}(X^V2)(Xf V2)(Xf Vx)
2 = 0 
(Xf V1)
2(XjV1)







rV2) = 0. 
(3.6) 
On peut verifier que le systeme (3.6) est satisfait si 
Xf Vx = 0 
ou 
X ^ = 0 
et 
Xf V2 = 0 
ou 
L 2 V 2 X?  = 0 
(3.7) 
Puisque Vi et V2 sont lineairement independants, alors les solutions non nulles de 
(3.7) sont 
' XfVi = 0 f XfV2 = 0 
ou < 
\ X^Vi = 0, 
qui correspondent a Xi et X2. 
X^V2 = 0 
(3.8) 
Si on definit les variables x, y, z et t par 
x = X{ Vj 
y = xf v2 
z = XJV! 
^v2, t = x?V 
(3.9) 
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alors le systeme (3.6) peut s'ecrire sous la forme plus lisible 
E{aj}xz + E{a22}yt = 0 
E{a\ }xz3 + 3E{aj}E{a2}ytz2 
+E{a42}yt
3 + 3E{a2 }E{a2}xzt2 = 0 
E{a\}zx3 + 3E{a\}E{a22}tyx
2 
+E{a\}ty3 + 3E{a2}E{a2}zxy2 = 0 
x2z2{E{a\) - E{a\}2) 
+ yH2{E{a\}-E{a2}2) 










Si x ^ 0,y ^ 0, z ^ 0,t y£ 0 et qu'on multiplie la premiere equation de (3.10) par 
E{a\} ou E{a\], on montre facilement que 
xz E{a2}E{a2} = -E{a\}2-





En sommant (3.11) et (3.12), on obtient aussi 
E{a2}E{a2} ±E{a
2}2— - -E{a2}2^. 
2 X lS yt 2 X 2S xz 
(3.13) 
On peut faire apparaitre k\ et &2 dans (3.10) grace aux substitutions suivantes : on 
utilise (3.11) dans les lignes (2) et (4), (3.12) dans les lignes (3) et (5), et finalement 




2}2 = 0 
xz3hE{a2}2 + yt3k2E{a




2}2 = 0. 
On remarque que si les a,, i = 1,2, ont un coefficient d'aplatissement egal a 3, ce qui 
est le cas de la loi gaussienne, alors k\ = 0 et k2 = 0 et les trois dernieres equations 
du systeme (3.14) sont verifiees pour tout couple (X1 ,X2) € 
l. Le systeme 
(3.14) est done verifie pour tout couple (Xi,X2) € M
2 x R2 verifiant XfCX 2 = 0. Si 
k\k2 > 0, alors la quatrieme equation de (3.14) n'a pas de solutions non-nulles. Les 
seules solutions de g(X1 ,X2) = 0 sont done definies par (3.8) qui sont Xi et X2. 
Si k\k2 < 0, alors les trois dernieres lignes de (3.14) peuvent s'ecrire sous la forme 
xz*\kx\E{a

















xz3 x3z x2z2 ' 
d'ou on tire 
xt — yz. (3.18) 





qui n'a pas de solutions non-nulles. 
II n'y a done pas de solutions non-nulles si k\k2 < 0. 
Ces resultats peuvent se resumer comme suit : 
- Si k\k2 = 0, alors <?2(X) = 0 admet une infinite de solutions. 
- Si k\k2 7̂  0, alors g2(X) = 0 admet deux racines qui correspondent a Xi et X2. 
3.3 Experiences numeriques 
On considere les signaux Vi et V2 dans R
N(iV = 30), tels que 
W 
V' = ' 
IIWII' 
II v v i l I 
i = 1, 2, ou Wi(j) = j , W2(j) = f et j = 0,1, 2 , . . , N - I. 
On genere M signaux (M = 30) de la forme 
S = aiVi + a2V2, 
ou a\ et a2 sont deux variables aleatoires uniformes et independantes telles que 
at ~ U[—l, 1], z = 1,2. Comme ai et a2 sont identiquement distribuees, alors k\k2 > 0. 
Les cinq premieres valeurs propres de C sont : 
{0.660424,0.0113689,7.10271 x 10 -17,-4.60542 x 10"17,2.54675 x 10~17} 
On constate que seules les deux premieres valeurs propres sont significativement 
differentes de zero, ce a quoi nous nous attendions. 
Pour choisir la valeur de 7 apparaissant dans la fonction g (formule 3.1), nous avons 
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compare les valeurs des trois termes de la fonction / . Nous avons done effectue des 
essais avec des echantillons differents et des valeurs de 7 differentes et nous avons 
compare l'influence de chacun des termes dans la courbe de /(#),# € [0,7r]. Nous 
avons remarque que si on prend 7 < 10, alors le terme Ci]2 n'a pas d'influence et les 
autres termes dominent la courbe de la fonction / , tandis que si on prend 7 > 30, 
alors Ci>2 domine la courbe de / et les autres termes n'ont pas d'influence. Nous avons 
done choisi 7 = 20 pour que tous les termes aient une grandeur comparable. 
En tracant la courbe de f(9) en fonction de 9 pour 9 € [0,7r] pour deux echantillons 
differents (Figures 3.1 et 3.2), on peut voir que ces courbes admettent quatre 
minimums locaux, mais seulement deux de ces minimums representent des points 
ou / s'annule, soient 9\ et 92. 
Pour estimer 6\ et 92, nous avons fixe un pas de A9 = 0.01 et nous avons echantillonne 
/ dans [0, ir] puis detecte les minimums apparents de la fonction echantillonnee, qui 
sont les valeurs 90 de 9 telles que f(90) < f{90 - A9) et f(90) < f(90 + A9). Pour 
chaque 90, on cherche 9i} le minimum local de / dans l'intervalle [90 — A9, 90 + A9] 
en utilisant une methode numerique. Q\ est une racine si f(0\) = 0. Puisque / admet 
exactement deux racines dans [0,7r], on garde les deux valeurs de &i qui ont les valeurs 
minimales de f(9). 
Nous avons estime X : et X2 avec 
X, := cos(^)#i + sin(^)$2 , z = 1, 2. 
Enfin Vi = X2" et V2 = Xj
1 dans le sous-espace E. La figure 3.3 nous montre la 
superposition des vecteurs estimes par la deuxieme methode avec les composantes 
independantes. Vi et V2 sont representes par des cercles, tandis que Vi et V2 sont 
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Figure 3.3 Les composantes estimees par la deuxieme methode (o) et les composantes 









•'»» &i*w*Mmm.,+,w*m*m»w*im*mXm V .... J 
,/ 
t/, » • li^lHIBfTn'̂ T'l I « I » '•• I mil I • • 9 
0.5 1.0 1.5 2.0 2.5 3.0 









1.4 1.5 1.6 









© _ © 
,©' 



























• b i ^ H * _ L 
10 15 20 25 30 
Figure 3.6 Les composantes estimees par la deuxieme methode (o) et les composantes 
independantes (*), kik2 < 0. 
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Pour le deuxieme cas ou k\k2 < 0, nous avons genere M signaux S (M = 100) de la 
forme 
S = alV1 + a2V2, 
ou a\ et a2 sont des variables aleatoires independantes telles que a\ ~ U[—1,1] et 
a2 ~ T, oil T est la loi de Student avec 5 degres de liberte. II s'ensuit que k\ < 0 et 
k2 > 0 . 
En tragant la courbe de /(#) en fonction de 6 pour 0 € [0,7r] (Figure 3.4), on peut 
voir clairement les deux angles Q\ et 82 ou la courbe passe par zero (Figure 3.5). Nous 
avons estime les deux valeurs de 6 en utilisant l'algorithme decrit precedemment. 
Enfin nous avons estime Vi et V2 et on les a representes sur le meme graphique avec 
Vi et V2 (Figure 3.6), ou Vi et V2 sont representes par des etoiles, tandis que Vi 
et V2 sont representes par des cercles. 
3.4 Comparaison des deux methodes 
Comme nous avons explique au debut de cette section, avec la deuxieme methode les 
composantes independantes sont obtenues a partir des deux minima d'une fonction 
d'une variable, alors qu'avec la premiere methode on obtient quatre racines et on 
distingue les composantes independantes a l'aide de Cii2. Aussi la courbe de la fonction 
de la premiere methode dans certain cas contient de fines aiguilles de sorte que la 
localisation des quatre racines devient difficile, tandis que la courbe de la fonction de 
la deuxieme methode est generalement lisse autour des racines et meme pour le cas 
ou e = 1 (figure 3.7) les racines sont plus claires qu'avec la premiere methode (figure 
2.8). 
Pour la rapidite des algorithmes, nous avons constate que la premiere methode est 
generalement plus rapide parce qu'on estime seulement Zj(X), i = 1,3, alors que pour 
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Figure 3.7 Graphe de f(6) = g(gi(K(9)),X(61)) pour un cas oil e = 1. 
la deuxieme methode on estime X2 = (z1(X1))-
L, Z3(Xj), z3(X2) et C\^ pour chaque 
X. Nous pouvons done conclure que le calcul est plus long avec la deuxieme methode, 
sauf pour le cas ou nous avons de fines aiguilles qui necessitent l'utilisation d'un pas 
tres petit. En general le temps de calcul des deux methodes est comparable parce 
qu'on utilise generalement un pas plus petit avec la premiere methode. 
Nous avons voulu comparer la precision des deux methodes. Nous avons effectue des 
tests sur trois parametres. Le premier parametre e controle la distance entre les deux 
composantes. Le deuxieme parametre n permet de faire tendre les lois de a\ et a2 
vers une loi Gaussienne centree reduite. Le troisieme parametre M est le nombre de 
signaux generes. 
Pour faire varier la distance entre les deux composantes, on a utilise les signaux 
Vi(i) = i et V2(i) = i + e,i = 0,...,N-1, 
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avec N = 30. Les variables aleatoires o, sont defmies par 
1 n 
ai = —=y^Uj, 
v j = i 
ou les Uj sont des variables aleatoires i.i.d. telles que Uj ~ U[—V3, v3] Vj. Comme 
E{Uj} = 0 et Vax(Uj) = 1, alors -©{a,} = 0 et Var(aj) = 1 et la loi de probability de 
a{ tend vers la loi normale centree reduite quand n —• oo. 
On definit la moyenne des rapports signal bruit SNRnjoy par 
_ S N R 1 + SNR2 
et le minimum des rapports signal bruit par 
SNRmin = min{SNRi, SNR2}, 
ou SNRt = t
 x . ,i = 1,2. 
Nous avons calcule SNRmoy et SNRmjn pour les differentes valeurs de e, M et n et 
pour chacune des deux methodes. 
Dans les figures 3.8 et 3.9, nous avons fixe n — 1, M = 100 et nous avons utilise 
e = 1, 2 , . . . , 10,15, 20, 25. Pour chaque valeur de e, nous avons fait 20 essais en 
generant les M signaux S pour chaque essai et nous avons calcule les medianes des 
SNRmi„ et SNRmoy obtenus avec chaque methode, qui sont representes respectivement 
dans les figures 3.8 et 3.9. Les SNR de la premiere methode sont representes par des 
cercles, tandis que les SNR de la deuxieme methode sont representes par des etoiles. 
Dans les figures 3.10 et 3.11, nous avons fixe s = 10, M = 100 et nous avons utilise 
n = 1,2,4,8,16,32. Pour chaque valeur de n, nous avons fait 20 essais en generant 
les M signaux S pour chaque essai et nous avons calcule les medianes des SNRmin et 
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Figure 3.13 SNRmo!/ methode I (o) VS. methode II (•) en fonction de M , e = 10, 
1. 
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SNRmoy obtenus avec chaque methode, qui sont representes respectivement dans les 
figures 3.10 et 3.11. Les SNR de la premiere methode sont representes par des cercles, 
tandis que les SNR de la deuxieme methode sont representes par des etoiles. 
Dans les figures 3.12 et 3.13, nous avons fixe e = 10, n = 1 et nous avons utilise 
M = 10, 20 , . . . , 90,100,150, 200, 300, 400, 500. Pour chaque valeur de M, nous avons 
fait 20 essais en generant les M signaux S pour chaque essai et nous avons calcule les 
medianes des SNRTOjn et SNRm0!/ obtenus avec chaque methode, qui sont representes 
respectivement dans les figures 3.12 et 3.13. Les SNR de la premiere methode 
sont representes par des cercles, tandis que les SNR de la deuxieme methode sont 
representes par des etoiles. 
En examinant les figures 3.8, 3.9, 3.10, 3.11, 3.12 et 3.13, on constate que les deux 
methodes ont une precision comparable. 
3.5 Comparaison de la methode I avec la methode FastICA 
Nous avons voulu comparer nos methodes avec la methode FastICA de (Hyvarinen et 
Oja (2000)). 
Rappelons que le modele utilise pour la methode FastICA est de la forme suivante 
x(i)(t) = Af si(t) + Af s2(t),t = l,...,N*,i = l,...,M*, (3.19) 
ou les Sfc,z = 1,2, sont les signaux initiaux a estimer, tels que s\(t) et S2(t) sont 
statistiquement independants pour chaque instant t G {1,.. . ,N*} et les x ^ , i = 
1,. . ., N*, sont les signaux mesures a chaque instant t G {1,. .. ,N*}. 
Si on introduit les notations 
et 
s = 
S l ( l ) . . . Sl(N*) 
s2(l) . . . s2(N*) 
I 4 1 J 4 1 } N 
\ 4 M * } 4 M * } y 
/ ^ ( 1 ) . . . xw(N*) \ 
\ xlM>(l) r(M*)(lV* (N*) J 





x = A s. (3.23) 
Notons que notre modele peut s'ecrire sous la forme 
S(i)(t) = afVS) + a{^V2(t),t = 1 , . . . , N, i = 1 , . . . , M. (3.24) 
Si on introduit les notations 
V7 = 
Vi(l) . . . Vi(JV) 
V2{1) . . . V2(N) 








/ 5(^(1) ••• SM{N) \ 
s1 - (3.27) 
alors (3.24) peut s'ecrire sous la forme matricielle 
SL = aVT. >M (3.28) 
Dans notre modele, les a^ sont mutuellement independants. Dans le modele FastICA, 
ce sont les Sk qui sont mutuellement independants. II s'ensuit que s correspond a a 
dans notre modele. Or 
(3.28) = * S M = Va
T . (3.29) 
Pour utiliser l'algorithme FastICA pour estimer les composantes independantes avec 
nos donnees, il faut done utiliser les correspondances 
i 
x = SM 
A = V 
T 
s — a , 
(3.30) 
et done 
N* = M 
M* = N. 
Remarque : Dans le modele FastICA chaque instant t correspond a une realisation, 
alors que dans notre modele, chaque i, i = 1 , . . . , M, correspond a une realisation. 
Notons que l'algorithme de la methode FastICA estime si et S2, done nous devons 
estimer a! := (a[',...,a\ ')T et a2 := (<4 , . . . , <4 )
r . Puisque S = F T S , 
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V = F T V et F F r = I, alors le resultat (3.29) implique successivement 
F S M = F V a
T 
= > S M = V a
T . 
Notre methode estime V, on peut done estimer a a partir de S et V avec 
a = ( V - 1 S M )
T (3.31) 
Puisque Vi et V2 sont des vecteurs non-nuls, lineairement independants de dimen-
sions deux, alors V est une matrice inversible de dimension 2 x 2 . On estime done ax 
et a2 avec 
ai est la premiere ligne de a 
(3.32) 
a2 est la deuxieme ligne de a. 
Nous avons voulu comparer la precision de notre methode et de la methode 
"FastICA". On considere les signaux Vj et V2 dans R
N(N = 30), tels que 
v, u': 
liu, 
i = 1,2, ou Ui(k) = k, U2(k) = k + l,k = 0,1,...,N - 1. Nous avons genere M 
signaux (M = 30) de la forme 
S ^ a i ^ V j + a a ^ V a 
ou a, ~ U[—l, l],i = 1, 2. 
Nous avons utilise l'algorithme de FastICA pour estimer k\Fi et a2^/ et notre 
algorithme (methode I) pour estimer ai et a2. Pour comparer les signaux estimes 
avec a! et a2, nous avons utilise les vecteurs normalises r^-r-, et r^, i — 1, 2 parce que 
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Figure 3.14 Graphe de $^(*), [ |^ ( 0 ) e t ptf7j|(D)> d a n s l e c a s o u a« ~ u[~^ !]>* = 
1,2. 
La figure 3.14 nous montre les signaux rrht, U ^ et ,,^Ft,, et la figure 3.15 nous montre 
b & llaill' l|ai|| l|aiF/|| 6 
les signaux rrfJij, et &2FI Les figures 3.16 et 3.17, nous montrent les residus al—a. 11*211' ||a2|| "" | |a2 F / | 
pour les deux signaux en utilisant notre methode et la methode FastlCA. Avec notre 
methode, nous avons obtenu SNRx = 97.58 pour a\ et SNR2 = 38.08 pour a2. Avec 
la methode "FastlCA", nous avons obtenu SNRi = 15.81 pour ax et SNR2 = 13.54 
pour a2. 
Nous avons fait un deuxieme essai ou nous avons considere les signaux Vi et V2 dans 
RN(N = 30), tels que 
Vi = 
WAV 
i = 1,2, ou Ui(k) = k,U2(k) = k + l,k = 0 , 1 , . . . ,iV - 1. Nous avons genere M 
signaux (M = 30) de la forme 
S « = a1(i)V1 + a2(?)V2, 
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Figure 3.16 Graphe des residus CTTŜTT ~ ila1!]) orjtenus avec notre methode (•) et la 
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Figure 3.17 Graphe des residus {r^u — TJITTT) obtenus avec notre methode (*) et la 
methode FastICA (o), dans le cas ou a* ~ U[—l, 1], i — 1, 2. 
oil ai(i) = sin(^) et a2(i) = cos(|), i = 1 , . . . , M. 
On voit que ai et a2 ne sont pas des variables aleatoires independantes, puisqu'elles 
sont liees d'une fagon deterministe. Cependant, a\ et a2 satisfont 
•< M 1 M i
 M 
C(n, m) := - ] [ > W ) > 2 « )
m - ^ J > ( 0 ) " * ^ E ^ W ) m * 0 (3.33) 
i = l 
pour (n,m) G {(1,1), (1,3), (3,1)} et M ~ 4yrfc, ou k € N. Le resultat (3.33) peut 
s'etablir en evaluant les sommes numeriquement puis en posant M = 47rfc dans la 
formule resultante. Du point de vue des coefficients de correlation C(n,m), a\ et a2 
se comportent done comme des variables aleatoires independantes. 
Nous avons utilise Palgorithme FastICA pour estimer Q.\FI et §L2Fi et notre algorithme 
(methode I) pour estimer ai et a2. Pour comparer les signaux estimes avec a! et a2, 
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Figure 3.18 Graphe de Tjfhj(*), TT^TT(O) et 3 ^ , , ( D ) , dans le cas ou Ui(k) = k et 
U2{k) = k + 1. 
La figure 3.18 nous montre les signaux J^TT, TT̂ V, et „*lF'n et la figure 3.19 nous 
° ° llaill' llaill l|aiF/ll ° 
montre les signaux nf^, lyf2^ et M*8",,. Les figures 3.20 et 3.21, nous montrent les 
° 11*211' I|a2|| l|a2F/ll ° ' 
residus des deux signaux en utilisant notre methode et la methode de FastiCA. Avec 
notre methode, nous avons obtenu SNRi = 92.7 pour ax et SNR2 = 30.64 pour a2. 
Avec la methode FastICA, nous avons obtenu SNRi = 51.6 pour ai et SNR2 = 6.05 
pour a2. 
Nous avons fait un troisieme essai ou nous avons utilise les signaux Vi et V2 dans 




i = 1,2, ou U\{k) = k, U2(k) — k2, k — 0 , 1 , . . . , N — 1. Nous avons genere M signaux 
(M = 30) de la forme 
SW = a1( ?)V1+a2(z)V2 , 
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ad 
Figure 3.19 Graphe de TT^TTW, T]f̂ T|(0) e t [i^"|i(D), dans le cas ou U\(k) = k et 
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Figure 3.20 Graphe des residus (TT^^ — TT̂ ĴT) obtenus avec notre methode (*) et la 
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Figure 3.21 Graphe des residus (nf2]. — uf2]}) obtenus avec notre methode (•) et la 
methode FastICA (o), dans le cas ou U\(k) = k et Uzik) = k + 1. 
oii ci\{i) = sin(|) et a2(i) = cos(|),i = 1 , . . . , M. 
Les resultats obtenus sont representes par les figures 3.22, 3.23, 3.24 et 3.25. Avec notre 
methode, nous avons obtenu SNRx = 92.7 pour ax et SNR2 = 30.64 pour a2.Avec la 
methode FastICA, nous avons obtenu SNR4 = 5.65 pour ax et SNR2 = 31.25 pour 
a2. On peut voir que notre methode est plus precise. 
Nous avons fait d'autres essais en changeant chaque fois les parametres de generation 
des signaux, nous avons constate que notre methode estime generalement les 






























Figure 3.22 Graphe de p ^ ( * ) , ^ ( o ) et p ^ ( D ) , dans le cas ou Ux{k) 
U2(k) = k
2. 
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Figure 3.24 Graphe des residus (r^h; — T^TI) obtenus avec notre methode (*) et la 
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Figure 3.25 Graphe des residus (jjf2]! — [if2}]) obtenus avec notre methode (•) et la 
methode FastICA (o), dans le cas ou U\{k) — k et [^(fc) = A;2-
71 
CHAPITRE 4 
CAS DE TROIS COMPOSANTES (p = 3) 
Ici E — span{V!, V2, V3} = span{<&i, $>2, $3} = K
3. Puisque la dimension de 
l'espace E est trois, l'ensemble Z(X) contient un maximum de trois elements 
lineairement independants. 
La methode que nous allons utiliser est une extension de la methode II du modele 
a deux composantes. Les vecteurs Xj,z = 1,2,3, sont des racines de la fonction 
/ (Xi ,X2 ,X 3 ) > 0 definie par 
/ ( X 1 ; X 2 , X 3 ) := (XfZ l(X2))
2 + (XfZ l(X3))












2 + (X^z5(Xl)f 
+(X2
rz5(X3))





ou 7 > 0 est un coefficient de ponderation. On utilise les Zk(X),k — 1,3,5, 
qui sont de norme un, pour que les termes de la fonction / aient des grandeurs 
comparables. Remarquons que si les facteurs XfSjX^S et X^S sont independants, 
alors / (Xi ,X2 ,X 3 ) = 0. Soulignons aussi que la fonction / (X! ,X 2 ,X 3 ) reste 
invariante si on permute l'ordre des vecteurs X! ,X 2 ,X 3 . 
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4.1 Description de la methode 
Cette methode consiste a chercher les racines de la fonction / ( X i , X2, X3). Or 









rz 3(X 1 
X3
nz3(X2 
X f z 5 ( X 2 
X f z 5 ( X 3 
X^ZglX! 





C1>2 = 0 
Cl,2 = 0 
Cl,2 = 0. 
= 0 
= 0 
) = 0 
) = 0 
= 0 
) = 0 
) = 0 
) = 0 
) = 0 
) = 0 
) = 0 
) = 0 
) = 0 
) = 0 
) = 0 
(4.2) 
Puisque Zi(X) = e,,c^,,, ou le signe de e = ±1 est ajuste pour que Zi(X) satisfasse 
la condition (1.2), alors les trois premieres lignes de (4.2) impliquent 
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Xi est orthogonal a C X2 et C X 3 
X2 est orthogonal a CXX et C X 3 (4.3) 
X3 est orthogonal a C X i et CX 2 . 
Remarquons que si un des trois vecteurs X;,z = 1,2,3 est connu, alors l'estimation 
des deux autres vecteurs se reduit a un probleme a deux dimensions et une inconnue. 
Par exemple, si Xi est connu, alors X2 et X3 appartiennent au plan orthogonal a 
C X i et ils satisfont X 3CX 2 = 0 dans R
3. Si Xi et X2 sont donnes, alors 
X3 = [Z1(X1),Z1(X2)]
± =: X3(X!,X2) . (4.4) 
ou [Yi, Y 2 ]
± denote le vecteur normal au plan engendre par Yx et Y2 et qui satisfait 
la condition (1.2). On defmit 
/ 3 (X 1 ) X 2 ) := / (X 1 ,X 2 ,X 3 (X 1 ,X 2 ) ) . 
Par definition des composantes principales, la composante maximale des signaux S 
est celle de 3>i. Par consequent, la coordonnee maximale des V,, i = 1,2, 3, est aussi 
celle de 4>i. 
Puisque X, est orthogonal a la fois a Vj et V^, ou i,j, k = 1, 2, 3 et i 7̂  j , i ^ k et 
j ^ k, alors les Xj, i = 1, 2, 3, seront approximativement orthogonaux a $1 . II y aura 
done au moins un vecteur Xj, i = 1,2,3, qui sera approximativement contenu dans le 
plan engendre par 3>2 et «i>3. 
En premiere approximation, nous allons chercher Xi dans le plan engendre par <fr2 et 
$3. Puisque | |Xi| | = 1 et $ ^ $ 3 = 0, alors Xi peut s'ecrire sous la forme 
Xi(0) = cos(0)$2 + sin(#)$3,9 e [0,TT]. 
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A chaque valeur de 9 € [0,7r], nous associons un couple de vecteurs (Xi(#), X2(6>)) 
tels que 
' Xx{9) = cos(#)$2 + sin(fl)$3 
X2(0) = [z1(X1(^)),z3(X1^))]
± . 
Le couple (Xi(0), X2(#)) est completement specifie par un seul angle 9. II suffit done 
de trouver le minimum de fa(Xi(9),X2(9)), qui est une fonction d'une seule variable 
9. Soit 
0<1> = argimn/3(X1(6O,X2(0)). 
ee[o,7r] 
Le vecteur X\ :— Xi(9^) ainsi obtenu est une approximation d'un des vecteurs 
-^-•l i t — J. , - 6 , O . 
On veut trouver une meilleure approximation de ces vecteurs en minimisant fa avec 
une methode de descente qui s'appuie sur les conditions d'orthogonalite (4.3). Si X\ 
est une solution, alors le vecteur X2 appartient au plan [CX] J-
1, ou [Y]1- denote 
le plan dont la normale est le vecteur Y. Denotons par *&[ et \I/2 deux vecteurs 
orthonormaux qui engendrent [CX'1 'J1 . On cherche done le vecteur X2(9),9 6 [0,7r], 




On cherchera Tangle 9 G [0,7r] qui minimise fa(X[1},X2{9)), ou X2(0) est donne par 
(4.6). Soit 
0<2> = argmin fa(X^\x2(9)). 
6>€[0,7r] 
Le vecteur X f := X 2 ( ^ ) ainsi obtenu est aussi une approximation d'un des vecteurs 
Xi,i — 1,2,3. On cherchera done un nouveau vecteur Xi dans le plan [CXj ] x . 
Denotons par VÊ  et \I>2 deux vecteurs orthonormaux qui engendrent [CX2 }
x . On 
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cherche done le vecteur Xi(0), 9 € [0, 7r], SOUS la forme 
Xi(0) = cos(#)*[2] + sin(<9)*2
2). (4.7) 
On cherchera Tangle 9 G [0, ir] qui minimise /3(Xi(0),X2
2)), oil Xi(0) est donne par 
(4.7). Soit 
0<3> = argmin ^ ( X ^ X * 2 * ) , 
et 
X ^ - X ^ ) . 
Comme X2 CX^ = Xj CX2 = 0, alors X^ et Xf ' appartiennent tous les deux 
au plan [CX£2)]X- Or / 3 (Xf \ X<






On fixera ensuite X.[ et on cherchera un nouveau vecteur X2 , et on itere l'algorithme 







L'algorithme de descente qui conduit a 1'estimation de X := (Xi,X2) se resume 
comme suit : 
(1) Initialisation 
On cherche Xx dans span(<&2, $3)-
On trouve une premiere estimation X ^ := (X.[ , X2 ) ou X2 ' satisfait 
X? ) rZ f c(Xi
1)) = 0)fc = l ,3 . (4.8) 
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(2) D e s c e n t e cyc l ique 
On fixe X i = X ^ , puis on minimise / 3 ( X i , X 2 ) en faisant faire une rotation a X 2 
dans le plan [CXj J-1, ce qui permet de respecter la condition d'orthogonalite 
X ^ C X f } = 0. 
" (2) 
Le resultat de cette minimisation est un vecteur denote par X 2 " . Souli gnons 
que d'apres (4.8), le vecteur X 2 appartient aussi au plan [CXX ]
x , et done la 
minimisation conduit forcement a une nouvelle valeur de f3 qui sera inferieure ou 
egale a la precedente. On trouve done une deuxieme estimation X^2^ := (X\ , X 2 ) 
tel que ./^(XJ , X 2 ) < / 3 ( X j , X 2 ). Ces nouvelles estimations sont reliees aux 
precedentes par 
X f TCX ( 1
1 ) = 0. (4.9) 
Ici / 3 (X[ , X 2 (9)) aura deux minimums 62 et 63 tels que 
Mx?\x20W)) = f3(x?,x20W)). 
En effet, 
= / (Xi 1 ) ,X 2 ( (9(
a ) ) ,X? ) ) 
ou 
Xl2 ) := cxf'cx^f)'1 
Comme / est invariante aux permutations de ses arguments, alors 
p2 = f(x?\x?\x2(eW)) 
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5(2) or X2(^
Z j) € CXi Y(!) et X (2) cx2(*n 
5(2)^ X 21^2 ) € cxf car C est 





Or XJ,2) et X 2(^
2 )) sont distincts car X 2(^
2 ))TCXf } = 0, done on a bien deux 
solutions distinctes qui donnent la meme valeur de /3 . 
' (2) (2)>, (3) On fixe X2 = X2 , puis on minimise / 3 (Xi ,X 2 ) en faisant faire une rotation 
a Xi dans le plan [CX2 J
-1, ce qui permet de respecter la condition d'orthogonalite 
Xf CX2
2) = 0. 
Le resultat de cette minimisation est un vecteur denote par Xx . Soulignons que 
d'apres (4.9) le vecteur X.[ appartient aussi au plan [CX2 ^ ]
x , puisque X2 CX\ = 
Xj CX2 = 0, et done la minimisation conduit for cement a une nouvelle valeur de 
fi qui sera inferieure ou egale a la precedente. On trouve done un troisieme estime 
X<3> := (X^ ,X 2
2 J ) tel que / 3 (X^ ,X 2
2 ) ) < h(X?},X. (2) v(
2h v ( l ) V ( 2 ) > 
-W (i+i) (4) On itere en fixant Xj et en cherchant X2 , puis en fixant X2 et en 
cherchant Xj '. On s'arrete lorsque l'algorithme converge, i.e. lorsque /3(X^




/ 3 (X«) > 0 
/3(x('
+1)) < /3(xW) 
pour tout i, et done la limite lim^oo ^(X' 1 ' ) existe et est positive ou nulle. 
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Cette descente cyclique assure done la convergence de /3(Xj , Xg ) vers une valeur 
minimale. 
Soulignons que rien n'assure que le minimum global de / 3 soit obtenu par cette 
descente cyclique. 
4.2 Experiences numeriques 
On considere les signaux V^, V2 et V 3 dans R
N(N = 30), tels que 
1=1,2,3, ou W,(j) = j , W2(j) = j
2 , W3(j) = f et j = 0,1, 2 , . . . , N - 1. On genere M 
signaux (M = 500) de la forme 
S = aiVi + a2V2 + a3V3, 
ou al5 a2 et a3 sont des variables aleatoires uniformes et mutuellement independantes 
telles que a{ ~ t/[—v/3, v^3],« = 1, 2, 3. 
Les cinq premieres valeurs propres de C sont : 
{3.01798,0.081469,0.00110198,-1.17468 x 10-16,6.3345 x 10 -17} 
On constate que seules les trois premieres valeurs propres sont significativement 
differentes de zero, ce a quoi nous nous attendions. 
Pour choisir la valeur de 7, nous avons compare les valeurs des termes de la fonction / . 
Nous avons done effectue des essais avec des echantillons differents et des valeurs de 7 
differentes et nous avons compare l'influence de chacun des termes dans la courbe de 
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Figure 4.1 Graphe de h{0),0 G [0,7r], dans span(4>2, $3)-
f(0),8 G [0,7r]. NOUS avons remarque que si on prend 7 < 5 x 103, alors le terme Ci,2 
n'a pas d'infiuence et les autres termes dominent la courbe de la fonction / , tandis 
que si on prend 7 > 5 x 104, alors C ^ domine la courbe de / et les autres termes 
n'ont pas d'infiuence. Nous avons done choisi 7 = 104 pour que tous les termes aient 
une grandeur comparable. 
Nous avons trace la courbe de f3(Xi(9),X.2(9)) en fonction de 9 pour 9 G [0, IT] (figure 
4.1), ou Xi G span(<l>2, ^3)- Les vecteurs Xi(0) et X2(#) sont obtenus avec (4.5). 
Nous avons estime 9 qui minimise /3(Xi(0), X2(#)), qui conduit a la premiere 
estimation X^ := (X{1] ,X{2
1)). 
Nous avons fixe Xi := X t , puis nous avons minimise /spM 1X2) en faisant faire une 
rotation a X2 dans le plan [CX{ J
-1. Soient "J/j et V&2 deux vecteurs orthonormaux 
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Nous avons trace la courbe de fa(X-[ , X2(#)) en fonction de 0, 9 G [0, IT] (figure 4.2), 
ou 
X2(0) •= cos(9)^1+sin(9)^f2. 
- ( I ) Comme /^(X^ , X2(#)) aura deux minimums 92 et 93 tels que (
2) Q+ A(2) 
/ 3 ( X (
1 ) , X 2 ( ^ ) ) ) = = / 3 ( X [
1 ) , X 2 ( ^ ) ) ) 
on utilise alors ^ ou #3 pour obtenir la deuxieme estimation de X, X^2) := 
( X ^ x f ) tel que /3(X<
2)) < / 3 ( X « ) . 
Nous avons ensuite fixe X2 := X2 et nous avons minimise f3(Ki,~K.2 ) en faisant 
faire une rotation a Xi dans le plan [CX2 ']
±. Nous avons utilise la meme procedure 
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Figure 4.3 Graphe des composantes estimees avec notre methode (•) et les compo-
santes independantes (o), ou Wi(j) = j , H^(j) = i2,M^3(i) = j 3 , j = 
0 , . . . , N - 1 et M = 500. 
Nous avons itere cette procedure en fixant successivement Xx et en cherchant X2
t+ , 
et en fixant X2 et en cherchant Xj . On s'arrete lorsque l'algorithme converge, i.e. 
lorsque /3(X<
fc>) - ^ (X^" 1 ) ) < lO"8. 







La figure (4.3) nous montre la superposition des vecteurs estimes Vj , V2 et V 3 qui 
sont representes par des etoiles avec les composantes independantes Vj , V2 et V3 qui 
sont representes par des cercles. 
Nous avons fait d'autres essais en utilisant chaque fois des composantes et des 
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distributions differentes, notre algorithme a estime les composantes independantes 
avec precision dans au moins 90% des cas pour M > 500 et dans presque tous les cas 
pour M > 5000. 
La figure (4.4) nous montre la superposition des vecteurs estimes Vi , V2 et V 3 qui 
sont representes par des etoiles avec les composantes independantes V^, V2 et V3 
qui sont representes par des cercles, ou on a utilise Wi(j) = j , W2C?) — j 2 , W3O') = 
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Figure 4.4 Graphe des composantes estimees avec notre methode (*) et les compo-
santes independantes (o), ou Wi(j) = j,W2(j) = j
2,W3(j) = log(j + 
l),j = 0, ...,N- 1 et M = 5000. 
Remarquons que pour les cas ou M < 500, on obtient generalement une estimation 
approximative des V;, i = 1, 2, 3, mais avec une precision inferieure a celle des cas ou 
M > 500 (figure (4.5)). L'erreur d'estimation sur les V ^ i = 1,2,3 a deux origines 
distinctes : l'estimation des Zn(X) d'une part, et la minimisation de /3(Xi,X2) 
d'autre part. Cette derniere ne conduit pas necessairement au minimum global de 
f3. En effet, le point de convergence de la descente depend de l'estimation initiale 
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Figure 4.5 Graphe des composantes estimees avec notre methode (*) et les compo-
santes independantes (o), ou Wi(j) = j,W2(j) = j
2,W3(j) = f,j = 
0,...,N-letM = 100. 
Xj qui est imparfaite. 
Nous avons utilise un ordinateur Apple MacBook Pro dont les specifications sont 
presentes dans la figure (4.6) et le logiciel Mathematica version 6.0.1.0 pour l'execution 
de cet algorithme. Le temps d'execution observe de cet algorithme dans le cas ou 
500 < M < 5000 est de l'ordre de 15 secondes en moyenne. Ce temps depend de 
la taille d'echantillon et du nombre d'iterations. En fait, le temps d'estimation de la 
matrice C et les &i,i = 1,2,3, est proportionnel a la taille d'echantillon, et le temps 
moyen d'une iteration est d'environ 2 secondes. En pratique, le nombre d'iterations est 
generalement entre 3 et 12, en moyenne 1'algorithme converge apres 5 ou 6 iterations. 
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A propos de ce Mac 
Mac OS X 
V'S'S 0" XC.4 11 
Mise a jour ce logiciels... 
Processeur 2,-6 GHz Irtel Core 2 Duo 
Memoire 2 Co 667 MHz DDR2 
Disque de dcmarrage Wusen 
Plus fi"ii*os... 1 
Figure 4.6 Specifications de l'ordinateur utilise pour l'execution de nos algorithmes. 
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CONCLUSION 
Dans ce travail nous avons developpe deux methodes pour l'estimation des com-
posantes independantes dans le cas ou p = 2. Nous avons demontre que ces deux 
methodes estiment les composantes independantes avec une bonne precision dans la 
majorite des cas, meme dans le cas ou la taille d'echantillon est petite, i.e. M — 30. 
La premiere methode consiste a determiner les vecteurs X, tels que tous les vecteurs 
{Zn(X),n G N} soient colineaires. Nous avons done cherche les vecteurs X dans 
E2, tels que Zi(X) et Za(X) soient colineaires. Comme les vecteurs dans R2 sont 
determines a partir d'un seul parametre qui est Tangle 8, notre probleme consiste 
alors a chercher les angles 6 ou Zi(X(0)) et Z3(X(0)) sont colineaires. Nous avons 
demontre que la resolution de ce probleme nous donne quatre vecteurs et qu'on peut 
distinguer les estimations de Xi et X2 en utilisant la covariance dj des vecteurs 
trouves. 
La deuxieme methode est basee sur la minimisation d'une fonction objectif. Nous 
avons demontre que cette fonction est positive et les solutions de cette derniere sont 
les composantes independantes. L'analyse des deux methodes nous montre que les 
estimations sont precises. Nous avons aussi compare nos methodes avec la methode 
FastICA, et nous avons montre que nos methodes sont plus precises. Notons aussi 
que nos methodes sont tres rapides, le temps d'estimation est de l'ordre de fractions 
de seconde. 
Nous avons developpe aussi une methode pour la determination des composantes 
independantes dans le cas ou p = 3. Cette methode est une extension de la deuxieme 
methode, on minimise une fonction objectif a l'aide d'une procedure de descente 
cyclique. Nous avons demontre que cette descente converge vers une valeur minimale. 
Notre objectif etait de developper une methode de determination des composantes 
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independantes pour tout p. Nous avons pu developper les methodes pour p = 2 et 
p = 3. Pour la suite, on peut peut-etre developper une extension de la methode pour 
les cas ou p > 4. 
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