(1.1) REMARK. For C(z) = 0, K(z) in Theorem 1 is of the form -£Γ+ z\ with H hermitian, and S(z) is the resolvent of H. There is no exceptional set E, and (1.1) is the representation of S(z) given by the spectral theorem.
S(z) = \ ^Ά + RΛz) h z -t where v is a positive operator valued measure on J, and Rj{z) is holomorphic in Nj.

Let {D N } be an increasing sequence of finite dimensional subspaces of ξ>, whose union D is dense in φ. Denote by P N the orthogonal projection onto D N . For sufficiently large N the restriction of P N K(z)P N to D N is invertible (as an operator on D N ) for all but a discrete set of z e I (dependent on N); when this inverse is defined we extend it to an operator T N (z) on $ by setting T N (z)
Proof of Theorem 1. The proof of Theorem 1 follows from: (i ) The special case where [| C(z) \\ < σ < 1 (ii) A perturbation result involving preservation of the validity of the conclusions of Theorem 1 under an additive perturbation of C(z) by a constant rank 1 operator. The results we obtain in these special cases are somewhat stronger than are necessary for the proof of Theorem 1. We state them as Theorems 2 and 3. (1.2) S(z) = \ ^ + RΛz) (1.1) . Let K be a symmetric rank 1 operator. 
JJ z -t where v is a positive operator valued measure on J, and Rj(z) is holomorphic in U -(I -J). If D is the union of an increasing sequence of finite dimensional subspaces D N of φ, and T N (z) is defined as in Theorem 1 (1.3) (/, T N {z)K{z)g) > (/, g) as N-> oo in measure (μ) on I, for /e£>, ge domain of H.
THEOREM 3. Let {S(z)} be family of bounded operators on !Q defined and holomorphic in z, for all z with Im z Φ 0 in a connected open set U containing an open subset of I -E of the real axis. Here I is a finite open interval, and E a discrete subset of I. Suppose that, for any open interval J whose closure is contained in I -E, there exists a complex neighborhood Nj of J such that, for zeNj-J, S(z) admits a representation
Then either 1 -z trace (KS{z)) = 0, ze U, Im z Φ 0 or with a suitably defined discrete set EZD E replacing E, and a connected open set UZDI -E replacing U, the family of operators S(z), defined by S(z) -S(z)(li zKS(z)
+ satisfies the conditions imposed on [S(z)} in the preceding paragraph. U is so defined that zeU, Imz Φ 0 and 1 -z trace (KS(z)
)
= v (e) for almost all ze I a sesquilinear form K(z) is defined with form domain containing D, D -(J D N , and independent of z, such that (/, T N (z)K(z)g) >(f,g) as N~+ oo in measure (μ) on I, for feξ>, ge domain K(z). Then the sequence of operators {T N (z)} defined by
-ztτ(KT N (z))) stands in a similar relation to the operators {S(z)}, and the sesquilinear forms K(z) = K(z) -zK.
Conclusion of proof of Theorem 1 (assuming Theorems 2, 3) . To see that Theorems 2 and 3 imply Theorem 1 note first that the conclusions of Theorem 1 are local in z, i.e., it suffices to show that each z 0 6 I is contained in an open interval J o such that the statements of Theorem 1 are valid with / replaced by J o . Choose a real number σ with 0 < σ < 1. Then C(z) = C(z 0 ) + (C(z) -C(z 0 )) with
\\C(z)-C(zo)\\<l/2σ
for z -z 0 sufficiently small, and, since C(z 0 ) is compact and symmetric, C(z 0 ) = F + (C(z 0 ) -F) with || C(z 0 ) -F\\ < l/2σ, for some symmetric F of finite rank p (say). This gives a splitting of K(z) in a neighborhood I o of /
K(z) = ^(s) + zF
With K[(z) = 1 + dίs), and || d(«) || < σ for σ e I Q . Theorem 2 is applicable to the family {K^z)}. Condition (c) of Theorem 1 implies
+ zS t (z)F = S (z)K(z)
is invertible for some zeN -I, so det (1 + zS^F) ^0 for z -ω (say).
We claim that we can choose a splitting F = Σ5=i ^y of ί 7 as a sum of a finite number of symmetric rank 1 operators F ίy in such a way that det (1 + ωS^ω)!^ Φ 0, with Σ k = ΣjU F>> for a11 k > 1 < k < s Theorem 1 is obtained by a finite induction on fc; at each step one has ωeU and 1 -ω trace (KS(ω)) Φ 0, so that the first possibility admitted in Theorem 3 does not occur.
To justify the claim made in the preceding paragraph consider the vector space V of symmetric operators Σ of finite rank whose range is contained in the range of F. The set
is an algebraic subset of V, and 0 g D, F <£ D. V is a vector space of dimension (p(p + l))/2 and, since every Σ eV can be written as a sum of p rank 1 operators, it is possible to choose a basis {Ei} for V in which each E t has rank 1. A suitable splitting of F is obtained by choosing a piece wise linear path joining 0 to F, each of whose vertices 0 = Σ o , Σ l9
, Σ s = F does not lie in D, and each of whose edges is parallel to one of the basis vectors.
2* Proof of Theorem 2* The proof of Theorems 2 and 3 follows very closely the proof given by Stone [18] of the first part of the spectral theorem for a self-ad joint operator H, i.e., the part in which the spectral measure is constructed. The second part of the spectral theorem in which the spectral measure is shown to be projection valued, the projections giving a resolution of the identity, depends upon the Hubert identity satisfied by the resolvent; here we do not have an analogous identity satisfied by S(z), and therefore we can only assert that the measure constructed is a positive operator valued measure. Stone's method is to approximate H by a sequence H N of symmetric operators of finite rank, and to obtain the matrix elements of the spectral measure of H as limits of the corresponding matrix elements of the spectral measures of the H N . That H N has a spectral measure is a reformulation of the spectral theorem for a symmetric operator in a finite dimensional space.
We divide the proofs of Theorems 2 and 3 into a series of lemmas. T2 appearing at the beginning of the statement of a lemma indicates that the notation and hypotheses of Theorem 2 are in force.
Lemma 1, due to Stone, asserts strong convergence of the approximate resolvents constructed from the operators H N to the resolvent of H. From it we obtain Lemma 2 which asserts strong convergence of the operators S N (z) to the operator S(z), which plays the role of the resolvent in our Theorem 2. The explicit estimate enables us to verify a condition on the uniformity of the convergence which is essential in the argument which follows. Lemma 3, essen-tially due to Rellich, plays the same role in our argument as the spectral theorem for a hermitian operator of finite rank in that of Stone. Lemmas 4, 6, and 8 are elementary lemmas concerning sequences of meromorphic functions φ N (z) having simple poles on the real axis; in each case a convergence condition is given for Im z Φ 0 and the conclusion concerns the behavior of the sequence of z real. Lemma 5 gives a basic estimate for the Lebesgue measure of the set on which a meromorphic function of the type described is large. Lemma 7 is an elementary measure theoretic lemma needed in the proof of Theorem 3. Theorem 2 follows from these lemmas and the Stieltjes inversion formula for Hubert transforms exactly as the first part of the spectral theorem follows from the corresponding assertions ir Stone ([18] ); this argument is isolated as Lemma 9. Notice that in Theorem 2 no condition similar to condition (c) in theorem is given or needed. The necessity for this condition appears in Theorem 3, where the possibility arises that S(z) may not exist for any z, Theorem 3 asserts that it suffices to demand that S(z) exist for one complex value of z. This result follows from the key Lemma 10. The connection between Theorem 1 and the theory of J self-adjoint operators pointed out at the end of § 3 makes it clear that Lemma 10 is best possible. Lemma 11 gives the implication of Lemma 10 for the approximating measures. Theorem 3 then follows from these lemmas and the Stieltjes inversion formula. LEMMA 
We give the proof because we need not only the result stated but also the estimate given by the proof.
Proof. Given ε > 0, and /e £>, choose he(z -H) D so
This gives
If L is a closed subspace of ξ> and p § we denote by d(y, L) the distance from y to L. The above proof gives the estimate
Proof. Let ^ e [7. By supposition ι? 0 =Re2 1 eί7 and the segment z o z ι is contained in Z7. Write H o = fl" + F(2 0 ), iί(«, Ho) = (^ -Bo)"
1 . Note that in some neighborhood of z 1
Jz
borhood of z u the inverse of the first factor in (2.2) exists and may be computed as a geometric series.
1 is holomorphic in z, the resulting representation of S(z) = K(z)~ι as a norm convergent series whose terms are holomorphic establishes that S(z) exists and is holomorphic in a neighborhood of z -z λ .
Finally the approximation theorem (2.1) follows from Lemma 1 and the following observations: The following lemmas will allow us to pass from the approximation theorem off the real axis given by Lemma 2 to the type of approximation on the real axis which appears in Theorems 2 and 3. Proof. For the proof of Lemma 5 and its corollary see [20] . be the splitting of φ N {z) into the sum ψ N {z) of the principal parts at its poles in V, and τ N (z) holomorphic in V. From (b) it follows that [(z -c) (d -z)] k ψ N (z) -> 0 as i\Γ-> oo uniformly on the boundary of R. Hence also [(z -c) (d -z)] k τ N (z) -*0 as N-> °o uniformly on the boundary of R. By the maximum modulus principle
as N->oo uniformly in the interior of R and in particular on V.
and Proof. The proof is essentially the same as that of Lemma 6.
Note that, by Lemma 4, condition (b) can be replaced in Lemma 6 and in Lemma 8 by the condition that the residues of φ N (z) in / be positive.
Proof of the second part of Theorem 2. We can now prove the on-axis approximation (1.3) in Theorem 2. Write
for fe £>, g 6 domain of H. Lemma 3 shows that φ N {z) is meromorphic in U with simple poles on the real axis and positive residues. Lemma 2 shows that condition (a) of Lemma 6 is satisfied. In fact the remark following Lemma 2 gives
The right side of this inequality is continuous in z for z e U and decreases monotonically to zero as N-> co for each fixed z, so by Dini's theorem the convergence is uniform on compacts contained in Next consider the functions
These are meromorphic in U with simple poles at the points v ι N . The residues at these poles are positive, and B N (J) is the sum of the residues at poles in /. Since (g, (K(z) 
is also the sum of the residues at poles in J of
The first factor is bounded on compacts in U, and the second factor 
2) for S(z).
The argument used by Stone [18] (Chapter 5, § 2) carries over without essential change.
The argument rests on the weak* compactness of a bounded set of Borel measures, and on the Stieltjes inversion formula. We recall this formula for the reader's convenience: Let v be a Borel measure on R,
its Hubert transform, F(t) = v((~ oo 9 t]) the distribution function of v. Then F (and hence v) may be recovered from v by means of the formula Here a and b are points of continuity of F, and C ε is a contour obtained from a positively oriented rectangle with vertices a -i, b -i 9 b + i, and a + i by deleting the segments of its boundary in the strip I Im z | < ε.
It suffices for all x,yeφ and every interval / whose closure is contained in I, to obtain a decomposition
of ( , we obtain the desired decomposition of (x, T N {z)y). The measure vξ, y is just the discrete measure supported by the poles of (x, T N (z)y), which assigns to each pole its residue. Hv^yllj ^s "the sum of the absolute values of the residues at poles in J, and for this we obtain a uniform bound of the form M(J) \\x\\ \\y\\ as in the proof of (1.3). We note that for x = y the residues are positive. The conditions of Lemma 9 are thus satisfied by the functions φ N {z) = (x, T N (z)y) for any x,ye$ and the resulting measures v x , y depend on x y y in the way described in the preceding paragraph.
This completes the proof of Theorem 2. Proof. From (a) we obtain a bound ||^v,j|| < B for all N. By weak* compactness of bounded sets of measures, we obtain a subsequence of v NiJ converging as N-> co to Vj (say). Define 
{z) to V -(I-J).
Finally, we note that, since Vj can be recovered uniquely from φ(z) by the Stieltjes inversion formula, the passage to a subsequence of v N ,j was not necessary, and, in fact, v NiJ -*VJ ^s N-> oo. z -t its Hubert transform. v{z) is holomorphic in z for z not in the support of v, and (see [20] ) exists almost everywhere (μ) (as a principal value integral) for z in the support of v. We wite ||z;|| for the total mass of v. 
J (z -tf J
Then E is discrete. If g is a polynomial of degree < 2m, E contains at most m points in Im 2 > 0.
Proof. Let z lf , z m be m (distinct) points of E Π {z | Im z ^> 0}, C a simple closed contour in U containing these points and their complex conjugates in its interior. Write D{t) = Πί*=i I s» -* | 2 Cauchy's residue theorem and the definition of E give the inequality
is a polynomial of degree ^ 2m -2, the right side of (3.1) is zero (since D(z) has degree 2m). (3.1) then forces v to be the zero measure. z l9 ** 9 z m are then zeros of g, which implies g is identically zero, and we have the trivial case. This proves the final assertion of Lemma 10. Now return to the general case: g(z) holomorphic. Clearly any limit point z 0 of E must lie on the real axis in the support of v. For otherwise, v(z) would be holomorphic in a neighborhood of z 0 and so v(z) + g(z) would vanish identically, and we would have the trivial case. In (3.1) split g into the sum of the first 2m terms of its Taylor series about z 0 , and a remainder R m (z).
This gives Since z 0 is a limit point of E, we may for any ε > 0 choose the m points to lie within the circle \z 0 -z\ -e. We then take for C the circle | z -z 0 \ = 2ε. For R m (z) we have an estimatẽ
in some fixed circle with center z 0 . The second term on the right of (3.2) is thus 0(ε). Taking the limit ε->0 we obtain by Fatou's lemma
We claim (3.3) implies that z 0 is not in the support of v. This contradiction will complete the proof of Lemma 10.
Consider for x real the series Σm= 0 % 2m /((Zo -t) 2m ). For \χ\ sufficiently small, (3.3) implies that its partial sums are v integrable as functions of t, and gives a uniform bound for the ^-integral of the mth partial sum. By Fatou's lemma the sum of the series is v integrable. But for I x I > I z 0 -11 the series diverges.
The interval 
Proof. A sequence of functions is bounded in measure (μ) if and only if every subsequence contains a subsequence with this property. By compactness of a bounded set of measures supported by I, every subsequence of {v N } contains a subsequence which converges weakly. To prove that {φ N } is bounded in measure (μ) on U, it therefore suffices to prove that for every subsequence of {v N } which converges, the corresponding subsequence of {φ N } is bounded in measure on UΓϊR.
SO we may as well assume at the outset that, as N-* ©o, iλ v converges to some positive measure v.
For ε > 0, and J a finite closed interval contained in £7, set
We have to show that for every J
Denote by E the set defined in Lemma 10. Since E is discrete it suffices to prove (3.4) for J a closed interval not intersecting E. With this condition on /, we claim that, for some ε 0 > 0 and B > 0, the functions
for sufficiently large N, satisfy
for all real a such that | a \ < ε 0 and z in some neighborhood V of J.
If not, for some xeJ we will have sequences z n of nonreal numbers converging to zero, a κ , β n of real numbers converging to zero, and N n of positive integers -* ™ such that The right side of (3.7) converges to g'(x) as %->co, so taking first the limit w -> oo, and then the limit 5 -> 0 we obtain for sufficiently large n. As n -> oo the second term in (3.9) ->0 by the convergence of v N to v. Since d > 0 was arbitrary we obtain (3.10) v{x) = lim Re ΰ Nn (z n ) as n -> ©o = -(/(a) (from (3.6)) (3.8) and (3.10) show xeE; but this contradicts the choice of /. Next we assert that for sufficiently small ε, and large N,
For, if not, we have, for some sequences N n of positive integers -• oo, and x n of points of J converging to xeJ
But then, by essentially the same argument as in the preceding paragraph, we can show xeE, and this contradicts the choice of J. We have established that, for some neighborhood V of J, the functions φ N {z) are meromorphic in V, having simple poles on the real axis with negative residues (the residue of REMARK. If J 1 c J 2 are two intervals for which τ Jι9 τ j2 are defined, Tj ί is the restriction to J 1 of τ> 2 . Thus we may say that we have defined a positive measure τ -τ(v, g) on UΓ\ (R -E). It is not hard to see that τ may be extended to a measure defined also in the neighborhood of a point ce E provided that for the extended measure c is a negative point mass
(Mi)
In the special case in which g(z) = -a a real constant, the set E is empty for any v. We denote by T(σ)v -τ(v, g ) the measure given by Lemma 12. For σ -0 and v the zero measure T(σ)v is not defined; we exclude this case by supposing that v is not the zero measure. In Appendix A we will use the measures T{σ)v to remove the restriction in Lemma 11 to holomorphic functions g{z).
Proof of Theorem 3. We are now ready to prove Theorem 3. It is convenient to have 0 ί U. If 0 e U, we begin by replacing U by U-{0}.
Let J be an interval whose closure is contained in / -E. Given an increasing sequence {D N } of finite dimensional subspaces of φ, we can construct finite rank approximations Call the pole z = z 0 . We compute the corresponding residue:
(a) let R Q be the residue of T N (z) at z = z 0 . Then, since R Q and K both have rank 1, we find that we must have R 0 K = 0 (otherwise, the pole does not persist in T N {z)) and then the residue is (/, R Q f) > 0 (β) The residue is
Thus the residues are positive. Note also that the formulae show that the residues of T N (z) are of rank 1. For Imz Φ 0, ze Vy we have
uniformly on compacts contained in V. To obtain the representation (1.
1) for S(z), J, we have thus only to apply Lemma 9 to the functions ψ N (z).
It remains to show we can obtain an approximation theorem on the real axis for S(z) if the approximations T N (z) satisfy (e) in addition to (a) -(d). For definiteness suppose K is positive, so we can write K -k®k (if K is negative we can write K = -k®k, and make appropriate changes of sign). We compute 9 and
By hypothesis the sequences {(/, T N (z)K(z)g) -(/, g)}
in measure (μ) as iSΓ-> ©o. The sequence {(fc -P^fc, flf)} -> 0 as JV-> oo. REMARK. In Theorem 1 we suppose C(z) = C independent of 2 so that JST(2) has the form JBΓ(«) = i£" -z (1 + C) .
The remaining sequences {(/, T N (z)k)}, {(k, T N {z)k)}, {[1 -z(k, T N (z)k)}-
If (1 + C) is invertible we may write Γ = (1 + C)~ιK
and define a new scalar product
[x, v] = (a + c)χ, y).
This product will generally not be positive definite since 1 + C may have a finite number, χ (say), of negative eigenvalues. £> together with the product [•> •] is then a Pontryagin space $g γ of index χ, as defined in [11] . The operator T is hermitian with respect to [•>•], i.e., [Tx, y] - [x, Ty] for all x, y. The representation (1.1) essentially gives a spectral representation for the resolvent of T; the existence of such a spectral representation for a self-adjoint operator in a Pontryagin space was established by Krein and Langer [10] : a slightly more general theorem is given by Langer [12] . To make the connection with [10] it is necessary to extend the measure v across the points of E when this is possible, as indicated in the remark following Lemma 12. In the terminology of [11] points of E are critical points, regular if (3.11) is well-defined and singular otherwise, 4% A stronger form of Theorem 1* Theorem 1 is not applicable in the context to be described in § 5. In this section we prove a strengthened version of Theorem 1 (Theorem 4) Theorem 4 is obtained from Theorem 1 by weakening certain of the conditions; for the reader's convenience we give a full statement, although this entails some repetition. 
THEOREM 4. Let {K(z)} be a family of bounded operators on φ, defined and holomorphic in z, for z in a complex neighborhood U of some finite open interval I of the real axis. Suppose that (a) K(z) is hermitian for ze I (b) K{z) = K x (z) + D{z) for zeU where (bl) D{z) is compact valued and holomorphic for ze U. (b2) For each ze I the pair of hermitian operators K -K x (z) and L = -K[(z) satisfy the following conditions (i), (ii) for some positive constants A, B (possibly dependent on z) (i) \\x\\ < A\\Kx\\ + J? || La? || for all xeQ (ii) if -d is the lower bound of the numerical range of L 2B*\\L\\d<l (c) for some ze I, K(z) has nullity zero. Then there exists a discrete set Ea I such that, for each open interval J whose closure is contained in I -E, K(z) has a bounded inverse S(z) for zeNj -J (where Nj is a certain complex neighborhood of J). In Nj -J, S(z) admits a representation
Let {D N } be an increasing sequence of finite dimensional subspaces of φ, whose union D is dense in $. Denote by P N the orthogonal projection onto D N . For sufficiently large N the restriction of P N K(z)P N to D N is invertible (as an operator on D N ) for all but a discrete set of zel (dependent on N); when this inverse is defined denote by T N (z) its extension to an operator on § which vanishes on the orthogonal complement of D N . Let f(z), g(z) be vector valued functions holomorphic in z in a neighborhood of 7. Then as
in measure (μ) on I.
Complement to Theorem 4. We retain the notations and hypotheses of Theorem 4. Suppose that h(z) is a vector valued function holomorphic in z in a neighborhood of I, and that for each xe I -E the equation
K{x)u = h(x) has a unique solution u = g(x). Suppose that the function x -> g(x)
is weakly measurable on I -E, and that the function x -> \\ g(x) || is Lebesgue integrable on any interval / whose closure is contained in I -E. Then g(x) can be extended to a function g(z), defined and holomorphic on a neighborhood of I -E. In particular,
in measure (μ) on I as N-+ oo by the second part of Theorem 4.
REMARKS. If K(z) satisfies condition (b) of Theorem 1 we may choose some z o e I and set . We may (and will) therefore suppose that the constants A(z), B(z), which appear in (b2) (or (b2)') are continuous in z.
The problem of determining conditions on self-adjoint operators K, L which will ensure that K -zL has a bounded inverse for z in some neighborhood of z = 0, Im z Φ 0, is closely related to the problem of determining conditions which will ensure that the commutator equation
For in the first problem K may be supposed not to have a bounded inverse (otherwise it is trivial). But then for no z can
The commutator equation is discussed in Putnam [16] ( § 2.10).
Condition (c) of Theorem 4 differs from the corresponding condition in Theorem 1 in that the point z referred to in the condition is on the real axis. This change is essential for the application in § 5. For the proof it is also essential since, the hypotheses of Theorem 4 do not imply that K γ (z) is boundedly invertible for all ze U -/, but only for z e V -I, where V is a smaller neighborhood of /.
The regularity conditions imposed on g(x) in the complement to Theorem 4 are dictated by our proof and may possibly be unnecessary. In the proof of Theorem 4 it will be shown that if x e E, K{x) has a positive nullity, so the exclusion of E, from the set on which K{x)u -h(x) is to have a unique solution, is essential; however, in general, even if x £ E, K(x) may have positive nullity. If K{x) has positive nullity, then from (4.1) it follows that # is a point of discontinuity for v(t); this set of points is at most countable (if To obtain the representation (4.1) of S(z), zeNj -J, we proceed as in the proof of Theorem 2. Let D = UD N be a domain dense in φ, the finite dimensional subspaces D N forming an increasing sequence (the superscript is introduced to distinguish these subspaces, which we are free to choose, from the subspaces D N given in the second half of the statement of Theorem 4). We seek to construct approxi- (δ) for some integer k, \lmz\
uniformly on compacts contained in Nj.
The representation of S(z) is then obtained from the representation of the approximations T N (z) with the help of Lemma 9.
If K{z) satisfies (b2)' we can simply take K N (z) = P N K{z)P N , for then K N (z) satisfies (b2)' with the same constants A(z), B(z), as K{z).
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If K(z) only satisfies the weaker condition (b2) this choice is not possible; in the next paragraphs we show how by replacing Nj by a smaller neighborhood of / and making a different choice of K N (z) this difficulty can be circumvented.
Let {D N } be an increasing sequence of finite dimensional subspaces of tξ>, whose union is dense in ^. Denote by P N the orthogonal projection onto D N and write K N (z) = P N K(z)P N .
For fixed N and x e D N with 11 x \ \ = 1 we have
as M-~* co, uniformly in x and in z, for z in J. Choose
with TJ > 0 sufficiently small that for z in J
is the upper bound of the numerical range of K'{z)). 
Choose B'{z) = ^(ίs) + δ, with δ > 0 sufficiently small that for Then for ε > 0 sufficiently small (4.7) gives For the approximation theorem (the second part of Theorem 4) we insist on the stronger condition (b2)'. Then in the above argument we can simply take K N (z) -K N (z), and the approximation conditions a, β, 7, and δ hold as before. The proof of the approximation theorem is then completed by an application of Lemma 6 (compare the corresponding argument in the proof of Theorem 2, which follows Lemma 8).
Proof of Theorem 4 (continued).
Let z 0 be the point of / such that K(z Q ) has nullity zero, whose existence is guaranteed by condition (c). In view of the stability of conditions (i), (ii) noted in the Remark following the statement of Theorem 4, we may choose F, G symmetric operators of finite rank so that
satisfies b2 for z in a sufficiently small neighborhood of z 0 , U(z 0 ) (say). Denote by V a finite dimensional subspace of φ containing the ranges of F, G and by W the image under K(z^)~ι (the possibly unbounded inverse of K(z Q )) of the intersection of V and the range of K(z 0 ). Denote by X the vector space of pairs of symmetric operators σ = (σ 1} σ 2 ) with ranges contained in V. For σ e X write
and define P c X by
By Lemma 13 (0, 0)eP; we will prove (G, F) e P. For σeX denote by r(σ) the sum of the ranks of σ l9 σ 2 .
LEMMA 14. If σ e P and τ e X with r(τ) -1 then (I) σ + λτ g P for at most one real λ (II) if σ + λτ = σ' g P then K a ,(z 0 ) has a nonzero null vector. Lemma 14) . Let (G, F) = Σf=i Ti be a decomposition of (G, J 7 ) with r(r<) = 1 for all i. By induction from Lemma 14 (I) there exist real numbers λ* which may be chosen arbitrarily small such that ΣΓ=i (1 + \)τ { e P. If (G, F) £ P, Lemma 14 (II) then implies that for some integer k, 1 < k < m, ΣίU τ i + Σ£*+i(l + λ^Γί = σ' is such that iΓ σ >(2 0 ) has a nonzero null vector. By choice of the λ*, σ f may be made arbitrarily close to (G, F) . Let v' be a null vector for K a ,(z 0 ) of unit length. Then 
Conclusion of proof of Theorem 4 (granting
satisfies b2 for ^ in a sufficiently small neighborhood of z ί9 I{z^) (say).
Lemma 13 shows that K 3 (z) is boundedly invertible for Imz Φ 0 in a complex neighborhood of /(z : ). This neighborhood will contain a point z 2 for which K(z) is boundedly invertible (since K(z) is boundedly invertible in a complex neighborhood of I (z 0 ) minus a discrete set). It is therefore possible to use Theorem 3 as in the proof of Theorem 1 (cf. the argument following the statement of Theorem 3) to obtain the conclusions of Theorem 4 for Ifo). But this contradicts the maximality of I(z 0 ).
Proof of Lemma 14. Since r(τ) = 1 one of τ u τ 2 is of rank 1 and the other of rank 0. Suppose for definiteness that τ 1 -0 (the proof in case τ 2 = 0 is essentially the same). Without loss of generality we may suppose τ x positive so that τ x -k®k for some k e φ. Since 
by (4.10) .
Proof of the complement to Theorem 4. By Theorem 4 K(z) has a bounded inverse S(z) for points z with Im^ Φ 0 in some complex neighborhood Nj of J, and S(z) has a representation (4.1). For zeNj -J define g(z) = S(z)h(z). g(z) is now defined for z e N Jy and holomorphic for ze N d -J. To prove 0(2) is holomorphic in JVj, we will use the edge of the wedge theorem ([19] , Theorem 2.16). According to that theorem it suffices to show that, for any C°° function φ(x) with support contained in J, and any vector w e ξ> φ(x) (w, g(x - 
In (4.13) we substitute the representation (4.1) of S(x + ΐε). The term containing R (x + iε) converges to zero as ε -> 0 since the integral over J of II l(x 9 s) || converges to zero. It ramains to consider
We expand 1 (a;, ε) in a Fourier series on the interval J 
(for some C independent of ε and rj). The contribution of g ι has limit 0 as ε -> 0 by the preceding argument so we conclude that the lim sup as ε -> 0 of the absolute value of (4.15) is < CΎ], ΎJ was arbitrary so the convergence to zero of (4.15), and hence of (4.13), as ε-»0 is proved.
REMARK. The argument used to handle the g t (x) term in the above proof is unnecessarily refined, for we can arrange to have g^x) as smooth as we wish. However, the appearance of the Lip a a > 1/2 condition is interesting. The limiting values as ε -• 0 of integrals of the type (4.15) have been studied by Brownell [3] 
has, for v(r) satisfying suitable regularity conditions (in particular decreasing sufficiently rapidly as r -* ©o), a unique complex valued solution of the form
In (5.2) k = V~E, λ is a complex number and φeL 2 [0, °o) . Since the complex conjugate of w s (r) also satisfies (5.1) and has the form (5.2), it follows from the uniqueness that λ has modulus 1.
(5.1) appears in quantum mechanics as a reduced form of the Schroedinger equation for a particle moving with energy E and zero angular momentum in a central field of force characterized by a reduced potential v(r) ([8] , p. 246). The solution (5.2) describes the scattering of the particle by the potential; λ determines the s-wave phase shift δ, X = exp (-2iδ) .
Note that φ(r) will not satisfy the boundary condition at r -0. It is convenient to rewrite (5.2) in a form in which all the functions which appear satisfy the boundary condition at r -0. Choose a > 0 and set
and again λeC and f eL 2 [0, oo) are uniquely determined by the requirement that w s (r) satisfy (5.1).
Nuttall [14] has shown how to formulate the problem of determining λ and ψ in the language of Hubert space. Substitution of (5.3) into (5.1) gives the equation
If v(r) eL 2 [0, oo), ψ+(r) 
Jo
Note that (5.7) is not a consequence of (5.5) , but is to be regarded as a Hubert space formulation of the boundary condition (5.6) at infinity. By choosing a sufficiently large, we can arrange to have q Φ 0. Then (5.7) can be solved for λ, and substitution for λ in (5.5) gives (5.8) [
The Kohn variational method ([8] , p. 313 et. seq.) is an approximation procedure for the determination of λ, ψ. A sequence of linearly independent functions {ψ n } is chosen from D(H 0 ) (the trial functions). This determines an increasing sequence of finite dimensional subspaces D n -span {ψ lf •• ,φ n ) of £. Denote by P n the orthogonal projector onto D n . Then (5.8) is approximated by
If the operator on the left of (5.9) is invertible on D n , so that (5.9) has a unique solution ψ n , the corresponding approximation λ Λ to λ is given by (5.10) (ψ_, f n ) = j > -λ n g .
For a given energy E there is little hope of proving that X n -> λ as n -> oo, since one cannot even be sure that the X n are defined. However, Nuttall [14] was able to show (under suitable conditions on v(r) y and on the trial functions) that, on any finite interval Ic(0, oo), X n (E)-+X(E) in measure as n-*^.
Nuttall pointed out that this result was not entirely satisfactory since it does not provide a justification for the use of the Kohn method to calculate the phase shift at a particular value of the energy. In that case the standard procedure is to vary the trial functions, thereby introducing a parameter z which enters only into the approximations, not the physical quantity to be calculated. The resulting Kohn approximations may be expected to converge in measure in z The problem of justifying this expectation was attacked by McCartor [13] , who obtained some partial results. He obtained essentially Theorem 2, under an additional condition on the trial functions. The present work is a development of [13] , [14] , and gives a convergence theorem of the desired kind (Theorem 5 below).
It is convenient to rewrite (5.8) From now on Ό % will denote the span of [ξ u •••, ζ n } 9 P n the projector onto D n . Following McCartor [13] we suppose that the parameter z is introduced into the trial functions in such a way that In order that Theorem 4 should give a convergence theorem for the Kohn approximations X n for λ corresponding to (5.14), (5.15) and the sequence of trial functions ξ n , it is necessary that the operators and vectors which appear in (5.14), (5.15) (z) to X converge in measure to X on any bounded subinterval of (0, oo).
REMARK. Condition (i) can also be expressed by saying that the ψ n = (H o + c)~1 /2 ξ n should have a span which is a core for H o as a quadratic form (cf. [17] ) Note that the Kohn approximations which we study in Theorem 5 after replacing (5.8) by (5.11) are not the same as those which are obtained from (5.10). The conclusion of Theorem 5 holds also for the approximations given by (5.10) . To prove this one must consider in Theorem 4 nonorthogonal projectors P N , T N (z) now being defined as the inverse of P£K(z)P N on D N . Approximations constructed using nonorthogonal projectors are considered also in [7] . For the use of condition (iv) cf. also [1] .
Proof of Theorem 5. We claim that Theorem 5 follows from This completes the verification of the conditions of Theorem 4 and its complement. (4.2) now gives the convergence of X n (z) to λ as n-> oo in measure on any bounded interval of (0, ©o).
REMARK. The conditions on the potential in Theorem 5 are quite strong, and it would be desirable to relax them. Possibly one could obtain a better result simply by a different choice of U(z). However, it seems more likely that it would be necessary to prove a version of the approximation theorem (the second part of Theorem 4) requiring only smoothness but not analyticity of the family of operators {K(x)}. In our proofs the approximation theorem is linked closely to the representation theorem (4.1), which requires analyticity for its formulation. The lemma proved in Appendix A represents a step in this direction.
Perhaps more serious is the absence in Theorem 5 of any discussion of the rate of convergence of the approximations, and of the dependence of the convergence rate on the choice of trial functions.
A similar discussion could be given using Theorem 4 of the con-
