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We develop a hybrid numerical approach to extract the exact memory function K(t) of a tagged
particle in three-dimensional glass-forming liquids. We compare the behavior of the exact memory
kernel to two mean-field approaches, namely the standard mode-coupling theory and a recently
proposed ansatz for the memory function that forms the basis of a new derivation of the exact
form of K(t) for a fluid with short-ranged interactions in infinite dimensions. Each of the mean-
field functions qualitatively and quantitatively share traits with the exact K(t), although several
important quantitative differences are manifest.
I. INTRODUCTION
Upon cooling, supercooled liquids (SCLs) display a
dramatic increase in viscosity, the origin of which is still
not fully understood [1–3]. As the experimental glass
transition is approached, dynamics become highly cor-
related and heterogeneous, making the construction of
a first-principles microscopic theory a very challenging
task. Historically, the first partially successful set of
microscopically-based dynamical equations of SCLs was
the mode-coupling theory (MCT) [4–6], which takes as
input only time-independent quantities and outputs dy-
namical predictions via a mean-field-like factorization
closure of the memory kernel K(t). The dynamical equa-
tions derived in this manner match experimental results
in weakly supercooled liquids, but clearly deviate from
them in the deeply supercooled regime. In particular
MCT predicts a power-law divergence of relaxation times
at a temperature TMCT, which is much higher than the
value Tg of the empirically measured glass transition tem-
perature [7].
In the 1980s it was noticed that the dynamical equa-
tions for the MCT density-density correlation function
have a form identical to that found for the spin correla-
tion function in the p = 3 p-spin model [8], a paradig-
matic member of a family of mean-field spin-glass mod-
els. This observation formed the basis for the random
first-order theory (RFOT) [9], which assumes that the
equilibrium solution of the p-spin model, obtained within
replica theory, also holds for supercooled liquids. A di-
rect implication of this connection is that MCT is a dy-
namical mean-field approximation which should become
exact in the limit of infinite spatial dimensions, d → ∞.
This assumption was challenged in 2010, when it was
observed numerically that with increasing dimensional-
ity the replica and the MCT approaches give completely
divergent transition points [10, 11].
More recently, light has been shed on this discrepancy
through a mean-field replica-based first-principles calcu-
lation showing that the RFOT scenario is the exact the-
ory for the thermodynamics of high-dimensional sphere
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packings [12]. This was followed by a remarkable exact
solution of the (mean-field) d = ∞ dynamics of simple
SCLs [13], which confirmed explicitly that the original
MCT behaves incorrectly in the d → ∞ limit. It should
be noted that the theory of Ref. [13], which is also fully
consistent with the dynamics of p-spin models, takes a
completely different form than that of standard MCT.
In particular, the mean-field theory of Ref. [13] forms a
closed theory on the dynamical trajectories, while MCT
is closed in terms of correlation functions. Despite this
fact, the exact d =∞ solution does share many features
with standard MCT.
In 2017 a transparent set of simple liquid state approx-
imations was proposed which is capable of reproducing
the correct d → ∞ limit [14]. The main assumption,
which holds in infinite dimensions, is that the memory
function for tagged particle transport K(t) can be ap-
proximated through the real-space diagonal part of the
pair force correlation function, which we denote Cd(t).
This approximation provides a direct link between the
exact behavior of a fluid in d = ∞ (where this approxi-
mation becomes exact), and its three-dimensional coun-
terpart. The validity of this approximation could be
assessed by comparing K(t) and Cd(t) in 3d numerical
simulations. This is a challenging undertaking, however,
because the memory function K(t) cannot be easily cal-
culated directly from simulated dynamics. In particular,
the time dependence of K(t) is generated with an unusual
form of dynamics, and in the SCL regime the behavior of
the memory function spans several orders of magnitude
in time. As a consequence, any route to the numerical
evaluation of K(t) becomes a computationally daunting
task.
In this paper, we use a combination of methods to ac-
curately calculate the memory function K(t) in a three-
dimensional glass-forming liquid. Several features of
K(t) are compared with both Cd(t) and the more stan-
dard MCT approximation to K(t) in three dimensions for
the case of a canonical glass-forming liquid. We find clear
quantitative differences between the exact K(t) and these
two functions. On the other hand, salient qualitative fea-
tures are in agreement, implying that there are important
features of liquids in d = 3 that owe their properties to
the mean-field, d = ∞ behavior. Such insights pave the
way for more sophisticated approximations in three di-
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2T 5.0 2.0 1.0 0.8 0.7 0.6 0.55 0.52 0.49 0.47 0.46 0.45
nt 2000 1850 1750 1000 980 683 256 339 500 500 497 454
TABLE I. Temperatures used in our simulations. For each
temperature, data was averaged over nt trajectories.
mensions that could potentially quantitatively capture
the collective behavior of liquids near the experimental
glass transition temperature.
In Sec. II, we describe the system we simulate, and
illustrate some important dynamical observables that re-
sult from our molecular dynamics simulations. In Sec. III
we show how an exact self-consistent equation for the
memory function K(t) can be derived through the pro-
jector operator technique, and we discuss the main as-
sumptions of Ref. [14]. We then outline the methods
used to calculate K(t) in Sec. IV, and present our results
in Sec. V. Finally, we summarize and discuss our findings
in Sec. VI.
II. MODEL AND SIMULATIONS
We simulate a three-dimensional Kob-Andersen 80:20
binary mixture [15] of 1080 particles with molecular dy-
namics [16], for which no finite-size effects in the autocor-
relation times are expected or observed [17]. We work in
Lennard-Jones units [18], with an integration time step of
dt = 0.0025, and a mass of all particles set to m = 1. The
box is a periodic cube of linear size L = (N/ρ)1/3 ≈ 9.65,
chosen so that the density ρ = N/L3 = 1.2. The inter-
particle potential at distance r is
Uij(r) = 4ij
[(σij
r
)12
−
(σij
r
)6]
, (1)
where i, j ∈ {A,B} indicate the particle type. The in-
teraction energy amplitudes are AA = 1, AB = 1.5 and
BB = 0.5, and the non-additive particle radii, chosen in
order to suppress crystallization, are σAA = 1, σAB = 0.8
and σBB = 0.88. The potential is cut off and smoothed
in order to have a continuous force at any distance [19].
For this model, there is an expected dynamical crossover
at a temperature Td ≈ 0.435 [20]. The temperatures
T employed in our simulations are given in Table I.
For each T we have thermalized 10 independent sys-
tems, and from each we run ntraj uncorrelated trajec-
tories from which the autocorrelation functions detailed
below are calculated. Observables are measured with a
quasi-exponentially decreasing rate [21].
In Fig. 1a we show the self-intermediate scattering
function Fs(~k, t) =
1
N 〈
∑N
j=1 e
i~k·(~rj(t)−~rj(0))〉, with ~k de-
noting the wave vector, and ~rj(t) the position of particle
j at time t. Since here and throughout this paper all
particles have mass m = 1, particle velocities are equal
to momenta, P (t), and accelerations are equal to forces,
F (t). The autocorrelation functions of these observables,
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FIG. 1. Autocorrelation functions at the temperatures de-
picted in Table I. Higher temperatures, in red, lead to cor-
relation functions that decay faster; lower temperatures are
in blue. The same color code is used throughout the arti-
cle. (a) Self-intermediate scattering function Fs(~k, t). We
have averaged over the component permutations of wave vec-
tor ~k = 2pi
L
(6, 6, 7). (b) Momentum-momentum autocorrela-
tion functions CP (t). (c) Force-force autocorrelation func-
tions CF (t). (d) Force-momentum autocorrelation functions
CFP (t).
defined as
CP (t) = 〈P (0)P (t)〉 , CF (t) = 〈F (0)F (t)〉 , (2)
CFP (t) = 〈F (0)P (t)〉 = −〈P (0)F (t)〉 = −CPF (t) , (3)
are shown in Fig. 1b-d. Note that C˙P = CPF (t), and
C˙FP = CF (t), where we use the over-dot to indicate
time derivatives.
In Fig. 2 we show the mean-square displacement of
the particles, ∆2(t) =
〈
1
N
∑N
i=1 [~r(t)− ~r(0)]2
〉
, which
for long times is related to the autocorrelation func-
tions via ∆2(t) = 2t
∫ t
0
CP (u)du ≡ 6tD [22]. From
the long-time behavior of ∆2(t), one can extract the
diffusion coefficient, D = limt→∞
∆2(t)
6t [23]. If we fit
the vanishing of the diffusion coefficient to a power-law
form fD(T ) = aD(T − TD)ηD , with T ≤ 0.7, we obtain
TD = 0.419(4), ηD = 2.13(7). These values should be
taken cum grano salis, since both exponent and TD de-
pend on the fitting range [24]. However, the values we
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FIG. 2. (a) Mean-square displacement ∆2(t) as a function of
time, for all temperatures. Higher temperatures are leftwards,
the color code is the same as in Fig 1. (b) Diffusion coefficient
D, as a function of T − TD, on a logarithmic scale. TD =
0.419(4) is obtained by fitting, for T ≤ 0.7, the vanishing of
D(T ) through a function fD(T ) = aD(T − TD)ηD . The value
of the exponent is ηD = 2.13(7).
extract are grossly consistent with those previously re-
ported in the literature [15, 24].
III. THE TAGGED PARTICLE MEMORY
FUNCTION
In a system defined by a Hamiltonian H, a generic
observable B(0) at time t = 0 exhibits a formal time
dependence for t > 0
B(t) = eiLtB(0) , B˙(t) = iLB(t) , (4)
where the Liouville operator L is defined via
iL =
N∑
i=1
[
∂H
∂Pi
∂
∂Qi
− ∂H
∂Qi
∂
∂Pi
]
, (5)
where Pi is the momentum of particle i, and Qi is its
position.
The Mori-Zwanzig projection operator technique is
based on projecting the dynamics onto a set of relevant
observables (here, the impulse of a tagged particle), leav-
ing the remaining degrees of freedom to evolve in an or-
thogonal dynamical subspace [22, 25, 26]. We define the
projection operator
PB = 〈P (0)B〉〈P (0)2〉 P (0) =
〈P (0)B〉
kBT
P (0) , (6)
where P is one component of the impulse of a tagged
particle. Throughout this work we set the Boltzmann
constant to kB = 1. The orthogonal projector is defined
as
Q = 1− P . (7)
With the use of these projection operators the evolu-
tion of the system is split into two complementary sets
of orthogonal dynamics, iL = iPL+ iQL, one projected
onto the relevant variable(s) and one orthogonal to it
(them).
One can show with the aid of these projectors that the
momentum of a tagged particle follows the exact gener-
alized Langevin equation [22]
P˙ (t) = −
∫ t
0
K(u)P (t− u)du+R(t) , (8)
where R(t) = eiQLtQP (0) is usually called the fluctuat-
ing force, i.e. the force arising from the components of
the system orthogonal to the relevant variable, which in
this formalism may be thought of as a source of stochas-
tic noise. The function K(t) is the memory function,
which takes the form of a force-force correlation function
evolving with projected dynamics,
K(t) =
〈
F (0)eiQLtF (0)
〉
T
, (9)
where F (0) is a component of the force acting on the
tagged particle at time t = 0. K(t) is thus the time
autocorrelation function of the fluctuating force. Eq. (9)
is deceptively simple, since robust methods to compute
exact projected dynamics are scarce.
The definition of the projector in Eq. (6) renders the
fluctuating force R(t) orthogonal to the momentum at all
times, so Eq. (8) can be used to express the evolution of
the momentum-momentum correlation function in terms
of the memory function as
C˙P (t) = −
∫ t
0
K(t− u)CP (u)du . (10)
The memory function K(t) can be written in a manner
that does not involve orthogonal dynamics, by using in
Eq. (9) the Dyson relation [27],
eiQLt = eiLt −
∫ t
0
eiLuPiLeiQL(t−u)du , (11)
and by noticing that P(−iL)eiQL(t−u)F (0) =
〈F (0)eiQL(t−u)F (0)〉P (0)/〈P (0)2〉, which leads to
an integral equation for K(t),
K(t) =
1
T
[
CF (t) +
∫ t
0
CFP (u)K(t− u) du
]
. (12)
Eq. (12) has the advantage that the input to the inte-
gral equation, namely CF (t) and CFP (t), involve normal
unprojected dynamics. In principle, the solution of the
integral equation (12), generated with the exact input of
4CF (t) and CFP (t), provides an exact means to obtain
K(t).
In Ref. [14] a physically-motivated set of approxima-
tions was proposed that provides a route to the the ex-
act solution of the dynamics in d = ∞ for systems with
short-ranged potentials [13]. The principal assumption
of Ref. [14] is that a mean-field theory for the memory
function can be obtained by discarding the components of
the force-force autocorrelation function that involve more
than two particles, and simultaneously replacing the pro-
jected dynamics with normal dynamics. Explicitly, this
means the replacement of K(t) with the diagonal force
correlator,
Cd(t) =
1
3NT
N∑
j=1
N∑
i>j
∑
α=x,y,z
〈Fji,α(0)Fji,α(t)〉 (13)
where we choose the tagged particle to be particle 1, and
Fji,α(t) = e
iLtFji,α(0) [α = x, y, z] is a component of
the force that particle i exerts on particle j at time t.
Clearly, Cd(t) is the force-force correlation C
F (t) where
all the non-diagonal terms which couple different parti-
cles at different times are discarded. This function is ex-
pected to decay slower than CF (t), due to cancellations
between the diagonal and non-diagonal components of
CF (t) [28].
While the substitution proposed in Ref. [14],
K(t)→ Cd(t) , (14)
is a key step for the recovery of the exact dynamics in
d = ∞, it may be viewed as an interesting, albeit un-
controlled, mean-field-like approximation in d = 3. It
should be noted that this mean-field relationship leads
to a picture distinct from that of the canonical mean-
field theory of supercooled liquids, namely MCT, which
is based on an uncontrolled factorization of density modes
in k-space [4].
To calculate the tagged particle memory function
within canonical MCT, one can project the forces in
Eq. (9) on the pair density modes, which are expected
to give the dominant contribution to the tagged particle
dynamics [22]. In practice, this amounts to projecting the
forces onto the wave-vector dependent solute self-density
and solvent collective density, bˆ(~k) =
∑N
i=2 e
i~k·(~ri−~r1),
through the projection operator [22, 29]
P2(B) =
∑
~k
〈
bˆ(−~k)B
〉
NS(~k)
bˆ(~k) , (15)
where S(~k) = 〈 1N
∑N
i,j=1 e
i~k·(~ri−~rj)〉 is the static struc-
ture factor. The MCT memory function involving these
modes is then expressed as
KMCT(t) =
〈
[P2F (0)]eiLQt[P2F (0)]
〉
T
, (16)
where F (0) is the αth component of the force at time t =
0. By replacing Eq. (15) into Eq. (16) one obtains [22, 29]
KMCT(t) =
T
8pi3ρ
∫
d~k k2α c(
~k)2Fs(~k, t)Fc(~k, t) (17)
where Fc(~k, t) = 〈
∑N
j,`=1 e
i~k·(~rj(0)−~r`(t))〉 is the collective
scattering function and c(~k) = 1ρ
(
1− 1
S(~k)
)
. It is im-
portant to remark that the short-time behavior of K(t)
cannot be captured by Eq.(17). In particular, an integra-
tion over all k will result in the near complete suppres-
sion of the slow dynamical regime. The usual procedure
that is followed is that the short time kinetic behavior is
subtracted and reintroduced phenomenologically via the
addition of a function such as that in Eq. (19) [22]. How-
ever, we find that such a procedure is not consistent since
the true amplitude of K(0) is significantly smaller than
that of KMCT(0). In the following, we choose a cutoff
value of k, kmax = 28, for which the long-time behav-
ior of KMCT(t) is converged and stable and for which a
reasonable description of the short time behavior is cap-
tured.
Our goal for the remainder of this work will be to com-
pare Cd(t) and KMCT(t) to the exact K(t) as extracted
from molecular dynamics simulations. We note that our
comparisons will differ in a subtle manner from a full
comparison of either the mean-field theory of Ref. [13] or
of MCT [4] to the exact behavior of K(t) in d = 3. In
particular, here we use the exact molecular dynamics in
d = 3 to evaluate the respective mean-field expressions
as opposed to solving the non-linear mean-field equations
self-consistently. Thus, the comparisons we make will
deviate somewhat from those associated with complete
theories as outlined in Refs. [13, 14] and Ref. [30], re-
spectively. We will return to this point later in our work
and in the conclusions. This caveat aside, we do expect
the comparisons to be revealing of the gross successes
and failures of the various mean-field approaches in low
spatial dimensions.
IV. NUMERICAL EVALUATION OF THE
MEMORY FUNCTION
A numerical evaluation of the tagged particle memory
function K(t) is challenging due to the fact that the dy-
namical evolution of the force is generated by projected
dynamics. We have found that recent proposals to di-
rectly generate a molecular dynamics for projected dy-
namics [31] are successful at high temperatures where
the memory function is simple in structure and decays
quickly in time, but the resulting equations become very
stiff in dense fluids at low temperatures, rendering the
procedure unstable.
To deal with the difficult task of evaluating the memory
function over the full span of distinct dynamical regimes,
we have adopted a piecewise concatenation of two sep-
arate methods, one of which is accurate at long times,
5the other of which is accurate at short times. For the
evaluation of the long-time behavior of K(t), we Laplace
transform Eq. (10), obtaining
Kˆ(s) =
T − s CˆP (s)
CˆP (s)
, (18)
where Aˆ(s) indicates the Laplace transform of the func-
tion A(t), and we notice that CˆP (0) =
∫∞
0
〈P (0)P (t)〉 =
T . We then invert the Laplace transform with the Gaver-
Stehfest method [32, 33]. This procedure, which we will
call the Laplace method in the following, is capable of
estimating K(t) at long times, although it requires av-
eraging over a large number of trajectories. In addition
there are a series of caveats related to the precision of
the approach which we discuss in Appendix A.
For the short-time behavior of K(t), we note that
Eq. (12) is a Volterra integral equation of the second
kind. The integral on the right-hand side can be decom-
posed with a trapezoidal integration scheme, and solved
in O(t2), by passing the last element of the integral to the
left-hand side of Eq. (12) [34]. This algorithm, which we
will call the Volterra method, is very accurate for short
times. Details are given in Appendix B.
The memory functions K(t) that we report are a piece-
wise concatenation of the K(t) obtained through the
Volterra method for t . 0.05, and the Laplace method
for t & 0.05. As shown in Appendix C, the two methods
give similar solutions around t = 0.05, and the resulting
K(t) describes appropriately the dynamics, satisfying the
consistency check of Sec. IV A below. Due to the instabil-
ity of the inverse Laplace transform (see Appendix A),
we had to average our data over a large number nt of
trajectories (see Tab. I).
A. Consistency check on the obtained memory
functions
To ensure that the obtained K(t) is actually a faithful
representation of the memory function K(t), we calcu-
late CFP (t) via Eq. (10) after obtaining K(t) with the
approach outlined above, and we compare it with the one
we measured directly from molecular dynamics. We then
integrate the obtained CFP (t) over time with a trape-
zoidal integration scheme, and compare it to the mea-
sured CP (t), since CP (t) contains more visually recog-
nizable features than does CFP (t). In Appendix C we
show the results of this consistency check.
V. RESULTS
In Fig. 3 we show the tagged particle memory function
K(t), the diagonal force autocorrelation function Cd(t)
and the memory function calculated with a traditional
MCT-type theory, KMCT(t), at different temperatures.
For better visual clarity, in Fig. 4 we show the three
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FIG. 3. Left: Normalized diagonal autocorrelation Cd(t)
(solid × line-points) for all the simulated temperatures.
Right: MCT memory function KMCT(t) (solid O line-points)
for all the simulated temperatures. K(t) is shown in trans-
parency in both plots, as a reference for comparison. Inset:
Memory function K(t). Error bars are not shown for visual
clarity, see Appendix C for a discussion of the error bars.
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FIG. 4. Normalized MCT memory function KMCT(t), com-
pared to the exact memory function K(t) and the diagonal
correlation function Cd(t). (a) T = 5.0. (b) T = 0.46.
functions at two extreme temperatures. As discussed
in Sec. III, the expression of Eq. (17) only provides a
description of the long-time behavior of K(t). In par-
ticular, neither the rapid decay of K(t) nor the relative
amplitude of the plateau height compared to K(0) may
be obtained from it. On the other hand, Cd(t) does pro-
vide an approximate and consistent description in both
regimes. In a qualitative sense, the shape of the plateau
region of K(t) is also more accurately described by Cd(t)
than by KMCT(t), including the stability of the plateau
and the dip in K(t) close to t = 0.1, which separates the
short and long time regimes.
As is clear from Fig. 3 and as noted above, the short-
time behaviors of K(t) and Cd(t) are quantitatively sim-
ilar, both in terms of the their respective rapid de-
creases as well as the appearance of an interesting (almost
temperature-independent) oscillation that separates the
short and long time regimes. To quantify the similarities
between K(t) and Cd(t), we fit the short-time behavior
to [22, 35]
Cshort(t) =
a1
cosh(a2t)
, (19)
where a1 = 1 when the functions are normalized, so the
only free parameter is a2(T ), which we show in Fig. 5a.
Clearly, even the mild temperature dependence of the
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FIG. 5. (a) Fitting parameter a2 [Eq. (19)] for the short-time
behavior of K(t) and Cd(t). (b) Height of the plateau A as
a function of temperature. (c) Stretching exponent β. The
stretching exponent of KMCT(t) is also shown for T < 0.6
(higher temperatures are not shown because of large error
bars). A and β are obtained by fitting the long-time decay of
the autocorrelation functions to Eq. (20).
rapid initial decay of K(t) is captured bu the mean-field
diagonal approximation Cd(t).
The long-time decay of the memory functions can be
fit to a stretched exponential form,
Clong(t) = A exp[(t/τ)
β ] , (20)
where the plateau height A, the autocorrelation time τ ,
and the stretching exponent β are free parameters.
In Fig. 5b we see that, although the plateau height
for Cd(t) is larger than for K(t), the former does not
depend on temperature, whereas the latter grows mildly
as T decreases. The stretching exponent β (Fig. 5c) is
different for the two functions: K(t) has exponential de-
cay (β = 1), whereas Cd(t) has a stretched exponential
decay, with β ≈ 0.55. It should be noted that the same
stretched exponential behavior emerges in KMCT(t). The
possibility exists that, even though our numerical proce-
dure appears to be converged and passes non-trivial con-
sistency tests, that it is still not capable of describing
accurately the tail of K(t). Future work will be devoted
to this important issue.
The autocorrelation times τ of the memory functions
are shown in Fig. 6. Even though the autocorrelation
times for Cd(t) are much larger at the same temperature
than those of K(t), both exhibit a form consistent with a
power law growth τ ∝ (T−Tfit)−ηfit which extrapolates to
similar dynamical crossover temperatures Tfit, but with
different exponents ηfit. We also include the autocorre-
lation times extracted from long-time fits of KMCT(t).
When fitting in the range T ≤ 0.7, extrapolated dynam-
ical temperatures derived from the exact memory func-
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FIG. 6. Autocorrelation time τ(T ) calculated from the long-
time behavior, Eq. (20), of K(t), Cd(t) and KMCT(t). The
inset shows the same quantity as a function of T − Tfit, on a
logarithmic scale. Note that Tfit is not the same for the three
functions (see main text).
tion, the diagonal force autocorrelation and the MCT
memory function are, respectively, T
(mem)
fit = 0.434(17),
T
(diag)
fit = 0.412(3) and T
(MCT)
fit = 0.433(8). The ex-
ponents of the power-law growth are η
(mem)
fit = 1.1(3),
η
(diag)
fit = 2.61(9) and η
(MCT)
fit = 1.7(3). Clearly the exact
and approximate memory functions qualitatively exhibit
similar forms of decay. However, the diagonal and MCT
approximations produce a much more rapid growth of
relaxation times.
A further measure of comparison between exact and
approximate memory functions is obtained via the fric-
tion coefficient
ζ(mem) = ρ
∫ ∞
0
K(t) dt , (21)
ζ(diag) = ρ
∫ ∞
0
Cd(t) dt , (22)
which we show in Fig. 7. Power law fits, for T ≤ 0.7, of
the form ζ(T ) = Bζ(T − Tζ)−ηζ show a similar scenario
to the one found bt fitting the long-time behavior of K(t)
and Cd(t), with compatible Tζ but different ηζ . The ex-
trapolated dynamical temperatures are T
(mem)
ζ = 0.43(2)
for the memory function, and T
(diag)
ζ = 0.414(6) for the
diagonal function, and the exponents are ηnoiseζ = 1.4(3)
and ηdiagζ = 2.6(2). To rule out the possibility that
our extrapolations are biased by preasymptotic effects
arising from the nature of the short-time behavior of
the memory functions which barely depends on temper-
ature, we have recalculated the friction coefficients by
removing from K(t) and Cd(t) the short-time part of
the decays fitted via Eq. (19). After this procedure,
the qualitative situation remains unchanged, with the
dynamical temperatures being Tmem,longζ = 0.42(2) and
T diag,longζ = 0.414(6), and the exponents η
noise,long
ζ =
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FIG. 7. Friction coefficient ζ as a function of temperature
T . The purple full points represent the friction coefficients
stemming from the memory function K(t), whereas the green
empty points indicate the friction measured from Cd(t). Cir-
cles are the ζ calculated on the full correlation functions
[Eq. (21)], triangles are the friction coefficients resulting by
the integration of only the short-time part of the autocor-
relation functions, Cshort(t), derived from Eq. (19). Squares
result from the integration of the long-time correlation func-
tion: C(t)− Cshort(t).
1.6(4) and ηdiag,longζ = 2.6(2). This can be understood
by remarking that the plateaus of the normalized mem-
ory functions in Fig. 3 are at ∼ O(1) height, whereas the
span of the short-time regime is a tiny fraction of the
total time.
VI. DISCUSSION
In this paper we have devised a numerically exact
scheme to reconstruct the memory function for tagged
particle motion in SCLs. The approach relies on the com-
bination of the solution of a Volterra integral equation
with numerically exact input and the numerical inversion
of the solution for the memory function in Laplace space
using the Gaver-Stehfest approach. The former method
is accurate at short times while the latter is accurate at
long times. The success of the concatenation of these ap-
proaches, which agree on intermediate time scales, is in-
dicated via the reproduction of simulated transport data.
Our approach thus opens the door for the detailed assess-
ment of theories of SCLs that utilize the memory function
approach.
We have compared the temperature dependence of
the memory function extracted from molecular dynam-
ics simulations to two distinct mean-field approaches.
In particular, we consider the standard MCT tagged
particle memory function filtered with exact structural
and dynamical input as well as the unprojected diagonal
force-force correlation function as approximate forms for
the tagged particle memory function. The latter quantity
is related to the exact memory function for a fluid inter-
acting with short ranged forces in infinite dimensions.
We find that the approximate approaches share qualita-
tive (and in some cases quantitative) features with the
exact memory kernel in three dimensions while also ex-
hibiting important differences. Focusing on the diagonal
force-force correlation function, we find that the short
time behavior of the memory function is quantitatively
reproduced, as is the extrapolated temperature of a puta-
tive power-law singularity of the long time relaxation. On
the other hand the exponent of the growth of relaxation
times as well as the form of the long-time relaxation of
these two functions (stretched exponential versus expo-
nential) differ markedly. This distinction highlights the
importance of carrying out a fully self-consistent calcula-
tion of the mean-field dynamics of Ref. [13] as opposed to
using exact non mean-field trajectories within the frame-
work of the mean-field function Cd(t). The differing rate
of growth of the relaxation could be attributed to this
difference in the calculation procedure. On the other
hand, some discrepancies, such as those associated with
the stretching exponent β, might arise from the nature
of our numerical determination of K(t).
Our observations provide useful information concern-
ing the ability of approximate mean-field approaches to
capture the realistic behavior of particle motion in three-
dimensional SCLs, as well as guidelines on the construc-
tion of more sophisticated theories that build on mean-
field foundations. It should be noted that the compar-
isons made here do not employ fully self-consistent so-
lutions of the mean-field dynamics, and instead use the
exact three-dimensional trajectories in conjunction with
mean-field expressions. It is possible that this incon-
sistency degrades the level of agreement with the exact
memory kernel. Future work will be devoted to this is-
sue. In addition, we will compare the exact memory func-
tion as presented here with advanced approaches that nu-
merically bridge the behavior of the infinite dimensional
and three dimensional limits such as “cluster dynamical
mean-field” theories [36] based on Ref. [14].
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8Appendix A: Computing the memory function
through the Laplace method
The Laplace transform of a function C(t) is
Cˆ(s) =
∫ ∞
0
e−stC(t) dt , (A1)
where s ∈ C is a complex number. Eq. (A1) can be used
to pass from Eq. (10) to Eq. (18) without any complica-
tion, because CP (t) is locally integrable.
Eq. (18) needs then to be inverted. The inverse Laplace
transform, is defined by the Bromwich integral [37]
C(t) =
1
2pii
lim
δ→∞
∫ γ+iδ
γ−iδ
estCˆ(s)ds , (A2)
where γ is a real number such that it is larger than the
real part of all singularities.
To calculate the inverse transform we use the Gaver-
Stehfest algorithm [32, 33, 38], which has the additional
benefit of giving a simple understanding of the errors and
origins of possible instabilities [37, 39].
The Gaver-Stehfest inversion algorithm approximates
C(t) through a finite series of functions
Cn(t) =
log(2)
t
2M∑
k=1
ωkCˆ
(
k log(2)
t
)
, (A3)
where the coefficients are given
ωk = (A4)
(−1)M+k
min(k,M)∑
j=b k+12 c
jM (2j)!
(M − j)! j! (j − 1)! (k − j)! (2j − k)! ,
with bxc denoting the integer part of x. The values of
ωk can be calculated first, and stored in a hash table. In
practice, the Laplace transform only needs to be evalu-
ated for real values of s [40], which we call p ∈ R.
Noise and precision The Gaver-Stehfest algorithm
depends on a sum of 2M terms. The larger M , the
more accurate the inversion. The drawback is that large-
k terms in this sum amplify small fluctuations, so M
cannot be too large because otherwise the noise is am-
plified, resulting in a huge loss in precision. Instructive
benchmarks on the optimal M are performed in Ref. [37].
A general rule of thumb is that 2M should correspond
to the decimal digit where the errors appear, so if the
only source of noise is the rounding error, then M = 7
is the best choice in computations with double precision
accuracy.
In our case, there are many sources of noise and sys-
tematic error. Even for exact functions, the fact that one
interpolates between points on a grid is, per se, a source
of error. In addition, our data is intrinsically noisy due
to the fact that it arises from numerical simulations that
must be averaged. Lastly, given the disparate time scales
involved in the decay of K(t), data needed to be collected
on a (quasi) exponentially spaced time grid, implying
that at large t a single measurement is representative of
a very large time span.
In this work we used M = 5, which allowed for stable
inverse transforms with our data at every temperature
(although we needed a large number of trajectories, see
Tab. I). A low value of M implies a loss in accuracy
on fine-grained scales, which we show has no dramatic
consequence on the reconstruction of the memory kernel
(see Appendix D).
Integration ranges Another issue is with the Gaver-
Stehfest method is that it requires the evaluation of the
Laplace transforms at very large values of p, with
pmax =
2M log(2)
tmin
, (A5)
where pmax is the largest value of p, and tmin = dt =
0.0025 is the smallest time. When p is too large, the
integrand in (A1) incurs numerical underflow. This im-
plies again that M cannot be too large, and that time
cannot be too small. As a consequence, the Laplace in-
version becomes extremely noisy at small t, which is why
concatenation with a method suitable at short times is
required.
Appendix B: Computing the memory function
through the Volterra integration
Here, we follow Ref. [34], with minor adaptations to
our problem. Eq. (12) is a Volterra equation of the second
kind. By defining tj = jdt (j ∈ N+), and Aj = A(tj), we
can rewrite it using a trapezoidal integration scheme on
a linear grid
Ki =
CFi
T
+
dt
2T
CFPi0 K0 + 2 i−1∑
j=1
CFPij Kj + C
FP
ii Ki
 .
(B1)
Since CFP (t, u) = CFP (t − u), then CFPii = 0, thus
Eq. (B1) becomes
Ki =
CFi
T
+
dt
2T
CFPi0 K0 + 2 i−1∑
j=1
CijKj
 . (B2)
Since CFP (t) decays to zero, at large times, its signal-
to-noise ratio is low. In order to improve accuracy, we
can define a t∗ = i∗dt such that C(t) ≈ 0 ∀t > t∗, and
C(t − u) ≈ 0 ∀u < t − t∗. Similar procedures are used
to reduce the statistical error in spin-glass correlation
functions [41], with t∗ the time when the signal-to-noise
ratio becomes smaller than an order 1 number. Since the
grid is linear, Cij ≈ 0 ∀j < i − i∗, so Eq. (B2) further
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FIG. 8. Explicit concatenation of the Volterra and Laplace
correlation functions, for T = 0.47.
simplifies to
Ki =
CFi
T
+
dt
2T
 CFPi0 K0 + 2 i−1∑
j=max(0,i−i∗)
CFPij Kj
 .
(B3)
Generic grid If the time grid is non-linear, as in our
case, the discretized Volterra equation is
Ki =
CFi
T
+ (B4)
+
1
2T
[ i−1∑
j=1
(
CFPij Kj + C
FP
ij−1Kj−1
)
(tj − tj−1)
+CFPii−1Ki−1 (ti − ti−1)
]
,
where now ti is the i
th element on the ordered time grid.
As in the case of the linear grid, the summation can be
truncated in order to avoid time regions with low signal.
In this case, the summation in Eq. (B4) starts at j =
max(1, i− i∗), where i∗ is i : t∗ = ti∗ .
In principle the same procedure may be used with
other integration schemes, such as the Simpson scheme,
though instabilities may arise depending on how the in-
tegration boundaries are treated [34]. As we show in
Appendix C, the Volterra method with a trapezoidal in-
tegration scheme is very stable and accurate for small
t.
Appendix C: Consistency checks
Our method for extracting the memory function con-
sists of the piecewise concatenation of the Volterra
method with the Laplace method. In Fig. 8 we show
this concatenation at T = 0.47, with jackknife error bars.
Despite the small fluctuations in the Volterra curves at
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FIG. 9. Consistency checks for the calculation of the memory
function. In red we plot the measured CP (t) as a function
of time t, and in blue we plot the CP (t) calculated from the
memory function [Eq. (C1)]. The two curves almost coincide.
For each temperature, we plot the left- and the right-hand
side of Eq. (C1).
all temperatures, their behavior becomes unphysical at
the end of the short-time regime, and consequently the
memory function calculated with the Volterra method
fails the test shown at the end of this section.
The Laplace method gives the correct behavior at long
times, but suffers from dramatic fluctuations at short
times for reasons described in Appendix A. It is to be
noted that at lower temperatures the error bars become
large with respect to the signal. However, due to sys-
tematic sources of error mentioned in Appendix A, the
fluctuations are non-Gaussian, and are thus not a good
indicator of the reliability of the calculations.
In order to assess the reliability of the computed mem-
ory function, we verify that it satisfies Eq. (10). In Fig. 9
we show the result of this consistency check for the inte-
grated version of Eq. (10),
CP (t) = −
∫ t
0
dt
∫ t′
0
K(t′ − u)CP (u)du . (C1)
since in our view CP (t) can be more readily interpreted
by eye than CFP (t). We see that the entire non-trivial
part of CP (t) is well-reproduced. At longer times, the
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FIG. 10. Memory functions at T = 0.8, calculated for M =
3, 4, 5. Zooms of the plateau and of the long-time decay are
shown.
CP (t) calculated from the reconstructed memory func-
tions fluctuate wildly, though the time at which the wild
fluctuations begin grows as the number of trajectories
used for averaging is increased. clearly, however, for the
number of trajectories used here we can achieve full con-
sistency for time scales where CP (t) has nearly entirely
decayed to zero.
Appendix D: Increasing M
As stated in Appendix A, the number of coefficients,
2M , in the inverse Laplace transform calculated with the
Gaver-Stehfest method has an influence on the fine struc-
ture of a function that can be resolved. Increasing M
allows for the access of finer details in the behavior of
K(t), but doing so also increases numerical instability.
As shown in Fig. 10, varying M from 3 to 5 produces
a variation in the plateau of K(t), but the long-time be-
havior remains unchanged. One can expect, therefore,
that increasing to M = 7 (the maximum possible M for
double precision, see Appendix A) will not lead to signif-
icant changes. Note, moreover, that the plateau heights
shown in Fig. 5b are evaluated from the long-time part
of K(t) which, as shown in Fig. 10, does not vary with
M . Consequently, even though the qualitative shape of
the plateau changes, we do not expect our measurements
of the plateau height to change if M is increased.
In Fig. 11 we show that the consistency check presented
in Appendix C improves as M grows, systematically up
to the value of M used in this work.
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