Abstract. The Johnson kernel is the subgroup of the mapping class group of a surface generated by Dehn twists along bounding simple closed curves, and has the second Johnson homomorphism as a free abelian quotient. We will determine the kernel of the map induced on the second rational cohomology by the second Johnson homomorphism in terms of the representation theory of the symplectic group.
Introduction
Let Σ g be a closed oriented surface of genus g ≥ 2 and let M g be the mapping class group of Σ g , which is the group of isotopy classes of orientation preserving diffeomorphisms of Σ g . The Torelli group I g is the subgroup of M g consisting of all elements which act trivially on the first homology group H := H 1 (Σ g ) of Σ g , and the group K g is the subgroup of I g generated by Dehn twists along bounding simple closed curves. Johnson [12] showed that K g coincides with the kernel of what is now called the first Johnson homomorphism τ g (1) of I g (see [10] The group K g plays an important role in topology. For example, it has some relationships to the Casson invariant of homology 3-spheres and secondary characteristic classes of surface bundles as we see in Morita's papers [18] , [21] . However, we still do not have enough information on K g . McCullough-Miller [16] showed that K 2 = I 2 is not finitely generated, and Mess [17] showed that it is a free group of infinite rank. Recently, Biss-Farb [5] showed that K g is not finitely generated for all g ≥ 2. Note that the determination of the abelianization of K g is still open. Now we consider the rational cohomology H * (K g ; Q) of K g . Considering the fact that K g is torsion-free and has a properly discontinuous action on the Teichmüller space, we can see that K g has finite cohomological dimension. On the other hand, Akita [1] showed that H * (K g ; Q) is an infinite-dimensional vector space. Our strategy to study H * (K g ; Q) is to approximate K g and examine the gap. As an approximation of K g , in this paper, we use the second Johnson homomorphism τ g (2) : K g −→ h g (2) , where h g (2) is a certain free abelian group as mentioned later. Note that the cohomology ring H * (h g (2) ) of h g (2) is naturally isomorphic to ∧ * h g (2) * , where the cup product of H * (h g (2) ) exactly corresponds to the wedge product of ∧ * h g (2) * . An important fact of τ g (2) is that it is M g -equivariant, and so is the map τ g (2) * : H * (h g (2); Q) −→ H * (K g ; Q)
induced on the rational cohomology, where M g acts on h g (2) through its action on H, which is well known as the classical representation M g → Sp(2g, Z). Therefore, Ker τ g (2) * is an Sp(2g, Z)-subspace of h g (2) . Moreover, it turns out that Ker τ g (2) * is in fact an Sp(2g, Q)-subspace (see Lemma 2.2.8 of Asada-Nakamura [3] ). In such a situation, the representation theory of Sp(2g, Q) and sp(2g, Q) can be effectively used. In terms of the symplectic representation theory, (h g (2) ⊗ Q) * ∼ = h g (2) ⊗ Q is the irreducible representation denoted by [2 2 ] (see [9] , [18] ), where the notation used here will be mentioned in Section 2, and τ g (2) * becomes
Our main result is to determine Ker τ g (2) * as an Sp(2g, Q)-vector space in the case * = 2. Here we write + for the direct sum. We will also treat the cases of g = 2, 3 in Section 6. Before proving Theorem 5.1, which corresponds to the case of a closed surface, we show a similar result for the case of a surface with a boundary in Section 4, since it is easier to handle by a technical reason. In each case, our task is divided into the following two parts. First, we will find some summands in the irreducible decomposition given as in Lemma 4.1 which vanish in the rational cohomology of the Johnson kernel. For that, we will mainly use Sullivan's exact sequence in [25] together with Morita's description [19] , [20] of Johnson's homomorphisms as a Lie algebra homomorphism. Then we show that the other summands actually survive in the rational cohomology of the Johnson kernel by constructing explicit cycles which come from abelian subgroups of the Johnson kernel and give non-trivial values by the Kronecker product.
Note that the method we have explained now originated with Hain [9] , where he determined the kernel of the map induced on the second rational cohomology by the first Johnson homomorphism for the Torelli group. Our previous paper [24] treats the third cohomology of the Torelli group. Brendle-Farb [6] studied the second cohomology of the Torelli group and the Johnson kernel by using the Birman-Craggs homomorphism, and Pettet [23] studied the second cohomology of the (outer-)automorphism group of a free group by using its first Johnson homomorphism.
2. Preliminaries 2.1. Surfaces and their mapping class groups. Let H 1 (Σ g ) be the first integral homology group of a closed oriented surface Σ g of genus g. H 1 (Σ g ) has a natural intersection form µ : 
For a group G, let {Γ k G} k≥1 be the lower central series of G inductively defined by
forms a graded Lie algebra whose bracket map is induced from taking commutators. It is well known that the Lie algebra {(Γ k π 1 Σ g,1 )/(Γ k+1 π 1 Σ g,1 )} k≥1 is isomorphic to the free Lie algebra L g,1 = {L g,1 (k)} k≥1 generated by H. Furthermore, by a result of Labute [13] , the Lie algebra
is given by L g := L g,1 /I where I is the ideal of L g,1 generated by ω 0 :=
Johnson [12] showed that M g,1 [3] = K g,1 and M g [3] = K g . Combining the fact that the first Johnson homomorphisms for I g,1 and I g, * have the same target ∧ 3 H, we can see that M g, * [3] = K g, * .
2.3. The representation theory of Sp(2g, Q). Here we summarize the notation and general facts concerning the representation theory of Sp(2g, Q) from [7] , [9] and [21] . First we consider the Lie group Sp(2g, C) and its Lie algebra sp(2g, C). By a general theory of the representation, finite dimensional representations of Sp(2g, C) coincide with those of sp(2g, C), and their common irreducible representations (up to isomorphisms) are parameterized by Young diagrams whose numbers of rows are less than or equal to g. These representations are all defined over Q so that we can consider them as irreducible representations of Sp(2g, Q) and sp(2g, Q). We follow the notation in [21] to describe Young diagrams. For example, the trivial representation Q is denoted by [0] and the fundamental representation H Q := H ⊗ Q is denoted by [1] . We fix a symplectic basis a 1 , . . . , a g , b 1 , . . . , b g of H Q with respect to the non-degenerate skew symmetric bilinear form, denoted by µ again, on H Q induced from the intersection form µ on H. In general, the Young diagram [n 1 n 2 · · · n l ], where n i are integers satisfying n 1 ≥ n 2 ≥ · · · ≥ n l ≥ 1 and l ≤ g, corresponds to the Sp(2g, Q)-vector space V given as follows.
containing the vector
which is called the highest weight vector of [n 1 n 2 · · · n l ]. We define the following elements X i,j , Y i,j (i = j) and U i , V i of sp(2g, Q) characterized by their actions on H Q as follows:
We will frequently make use of the following Sp(2g, Q)-(and sp(2g, Q)-) equivariant homomorphisms.
where x i means to exclude x i and we define ⊗ 0 H Q to be the trivial representation Q.
2) For each symbol
σ = (i(1, 1), . . . , i(1, k 1 ))(i(2, 1), . . . , i(2, k 2 )) · · · (i(l, 1), . . . , i(l, k l )), where k = l j=1 k j and {i(1, 1), . . . , i(1, k 1 ), i(2, 1), . . . , i(l, k l )} = {1, 2, . . . , k}, the pro- jection p σ k : ⊗ k H Q → (∧ k 1 H Q ) ⊗ (∧ k 2 H Q ) ⊗ · · · ⊗ (∧ k l H Q ) is given by p σ k (x 1 ⊗ · · · ⊗ x k ) = (x i(1,1) ∧ · · · ∧ x i(1,k 1 ) ) ⊗ · · · ⊗ (x i(l,1) ∧ · · · ∧ x i(l,k l ) ). For example, p (1,3)(2) 3 (x 1 ⊗ x 2 ⊗ x 3 ) = (x 1 ∧ x 3 ) ⊗ x 2 . 3) The canonical inclusion ι k : L Q g,1 (k) := L g,1 (k) ⊗ Q ֒→ H ⊗k Q , where L g,1 (k) is the degree k part of the free Lie algebra L g,1 generated by H, is inductively defined by replacing the bracket [X, Y ] by X ⊗ Y − Y ⊗ X.
Johnson's homomorphisms via the representation theory of
is an Sp(2g, Z)-vector space. Moreover, it turns out that Im τ Q g (k) is in fact an Sp(2g, Q)-vector space by Lemma 2.2.8 of Asada-Nakamura [3] . Similar results hold for τ
By results of Johnson [10] for k = 1, Hain [9] and Morita [18] for k = 2, Hain [9] and Asada-Nakamura [3] for k = 3, we have the following.
for g ≥ 3. Moreover, in [21] , Morita announced that for g ≥ 4.
Remark 2.1. Hain showed in [9] that as Lie algebras, Im τ
Im τ Q g are generated by their degree one part, and that Im τ 
.
The bracket operation of h g,1 is explicitly given in [19] and [20] . In this paper, however, we use an alternative description given by Garoufalidis-Levine [8] , Levine [14] , [15] , which will be easier to handle. We recall the following Lie algebra of labeled unitrivalent trees. Let A t k (H) be the abelian group generated by unitrivalent trees with k + 2 univalent vertices labeled by elements of H and a cyclic order of each trivalent vertex modulo relations of AS and IHX together with linearity of labels. We can endow A t (H) := {A t k (H)} k≥1 with a bracket operation [ · , · ] : A given below, and A t (H) becomes a quasi Lie algebra. For labeled trees T 1 , T 2 ∈ A t (H), we define
where the sum is taken over all pairs of a univalent vertice of T 1 , labeled by a i , and one of T 2 , labeled by b j , and T 1 * i,j T 2 is the tree given by welding T 1 and T 2 at the pair. We define a map
where the sum is over all univalent vertices of T , and for each univalent vertex v, a v denotes the label of v and T v denotes the rooted labeled planar binary tree obtained by removing the label a v and considering v to be an unlabeled root, which can be regarded as an element of L g,1 (k + 1) by a standard method. It is shown that η :
becomes an isomorphism of Lie algebras. For more details, see [8] , [14] , [15] and their references. In what follows, we identify A t (H) ⊗ Q with h Q g,1 by η ⊗ Q. Using A t (H) ⊗ Q, we now give a graphical description of the map
which was mentioned in Section 2.2 and is explicitly given by
as follows. For each rooted labeled planar binary tree T as an element of L Q g,1 (k), we can construct an element of
It can be easily checked that this construction gives an Sp(2g,
by using Labute's result [13] .
Description of the second Johnson homomorphism
In this paper, we mainly concern the second Johnson homomorphism and the map induced on the second rational cohomology. In this section, we see the second Johnson homomorphism closely. Recall that 
respectively. On the other hand, by using the map Φ 2 : 
where we put
In [18] , Morita computed the value of the Dehn twist ψ h ∈ K g,1 along the simple closed curve γ h bounding the surface Σ h,1 of the standard position by τ Q g,1 (2), and he obtained that
In particular, we have τ
, we need to project the vector τ
. By direct computations, we can see that
and therefore we have
Consequently, we have the following.
4.
Computation for the case of a surface with a boundary 4.1. Statement for K g,1 . We begin our proof of the main theorem. In this section, we determine the kernel of the map
Some computational results in this section will be used again in the proof of the case of K g . As seen in Section 2.4, we have Im τ [ Proof. By a general theory of the representation (see Remark 6.2 in [9] ), it is observed that the irreducible decompositions we now consider become stable for g ≥ 4. The computations in the next subsections show that the summands in the table are actually contained. To show that they are all, it suffices to check that the total dimension of the summands coincides with the dimension of ∧ 2 h Q g,1 (2) in the case g = 4 by using Weyl's character formula (see Section 24.2 in [7] ). We now omit the details.
The main theorem of this section is the following. We will give a proof of this theorem in the next two subsections.
4.2.
A lower bound of Ker τ g,1 (2) * . Here we show that the summands in Theorem 4.2 are contained in Ker τ g,1 (2) * . For that, we consider the exact sequence suggested by Sullivan in [25] , which was also used in [9] and [23] . By applying it to K g,1 , we have the following exact sequence.
where the second map is the dual over Q of the Lie bracket
of the Lie algebra {(Γ k K g,1 )/(Γ k+1 K g,1 )} k≥1 , and the third one is the cup product.
Since Γ 2 K g,1 ⊂ M g,1 [5] and Γ 3 K g,1 ⊂ M g,1 [7] , we have a natural map
By considering the fact that τ g,1 :
is a Lie algebra homomorphism as mentioned in Section 2.2, we have the commutative diagram
Then the dual of this diagram over Q and the above exact sequence form the commutative diagram
Hence we can find some summands in
by seeing the map
. We now consider the latter.
Then we have
This is the highest weight vector of [42] , so that [42] is contained in Im[·, ·] for g ≥ 2.
[ a 2 , a 1 , a 1 , a 4 , a 3 ) Applying p
(1,2,3,4)(5)(6) 6
• ι 6 , we have
This is the highest weight vector of [31
[
Applying p
(1,2,3)(4,5,6) 6
This is the highest weight vector of [2 3 ], so that [2 3 ] is contained in Im[·, ·] for g ≥ 3.
[31] :
. Then we have a 2 , a 1 , a 1 , a 3 , a 1 ) + T (a 1 , a 2 , a 2 , a 1 , b 2 , a 1 ), b 1 , a 1 , a 1 , a 2 , a 1 ) and
Note that ξ 1 are defined for g ≥ 3 and ξ 2 are for g ≥ 2. From the table, we see that Im[·, ·] contains [31] for g = 2, and 2[31] for g ≥ 3.
[2] : Consider
. Then we have
Note that ξ 1 , ξ 2 are defined for g ≥ 2. From the table, we see that Im[·, ·] contains 2 [2] for g ≥ 2.
This is the highest weight vector of [21 2 ], so that [21 2 ] is contained in Im[·, ·] for g ≥ 3.
4.
3. An upper bound of Ker τ g,1 (2) * . Passing to the dual of τ g,1 (2) * : H 2 (h g,1 (2); Q) → H 2 (K g,1 ; Q), we can detect summands which survive in H 2 (K g,1 ; Q) by decomposing the image of the map
For each pair (ϕ, ψ) of elements of K g,1 which are commutative, we have a homomorphism f : Z 2 → K g,1 sending the standard generators of Z 2 to ϕ and ψ. Then we can construct an element of H 2 (K g,1 ; Q) by considering the image of the generator of 1 ∈ Q ∼ = H 2 (Z 2 ; Q) by f * . Such a class is called an abelian cycle. The following is easily proved (see Section 2 in [24] ). Lemma 4.3. Let A be a finitely generated free abelian group and f : Z 2 → A be a group homomorphism. Then the image of the generator
where e 1 , e 2 are the standard generators of Z 2
In our computation, we use this lemma for the image of each abelian cycle of K g,1 by τ g,1 (2) * . Using Proposition 3.1, we can show the following. 
Proof. The first two are easily obtained from Proposition 3.1. To see the last one, consider the abelian cycle corresponding to the pair of the elements ψ 1 , ψ 2 ∈ K g,1 in Section 2.2. It is mapped by τ g,1 (2) * to
and our claim follows from this.
We now decompose these elements to each summands. We define a map
where the second inclusion sends
[431] : Consider
Consider w 1 and w 3 . Then we have
which is, as an Sp(2g, Q)-vector space, isomorphic to Im τ Q g (4).
We prove the theorem in the next two subsections.
5.2.
A lower bound of Ker τ g (2) * . By an argument similar to that in Section 4.2, we can find some summands in
. In the previous section, we have proved that (4) . We now show that [2] is also contained in Im[·, ·]. The multiplicity of [2] in h Q g,1 (4) is 3. We now prepare the following three vectors in h Q g,1 (4):
where • C
(1,2) 6
• ι 6 0 2a 1 ⊗ a 1 (−8g − 2)a 1 ⊗ a 1 C (1,3) 4
• C (1,2) 6
• ι 6 6a 1 ⊗ a 1 (4g − 2)a 1 ⊗ a 1 (12g − 2)a 1 ⊗ a 1 C (1,2) 4
• C (1,3) 6
• ι 6 −6a 1 ⊗ a 1 −2a 1 ⊗ a 1 −10a 1 ⊗ a 1
and from this we observe that χ 1 , χ 2 , χ 3 generate 3 [2] in h Q g,1 (4). Since K 2 is a free group [17] , the third equality is trivial. The output is −576(a 1 ∧ a 2 ) ⊗ (a 1 ∧ a 2 ).
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