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UncertaintyAbstract This manuscript presents a stochastic model updating method, taking both uncertainties
in models and variability in testing into account. The updated ﬁnite element (FE) models obtained
through the proposed technique can aid in the analysis and design of structural systems. The
authors developed a stochastic model updating method integrating distance discrimination analysis
(DDA) and advanced Monte Carlo (MC) technique to (1) enable more efﬁcient MC by using a
response surface model, (2) calibrate parameters with an iterative test-analysis correlation based
upon DDA, and (3) utilize and compare different distance functions as correlation metrics. Using
DDA, the inﬂuence of distance functions on model updating results is analyzed. The proposed sto-
chastic method makes it possible to obtain a precise model updating outcome with acceptable cal-
culation cost. The stochastic method is demonstrated on a helicopter case study updated using both
Euclidian and Mahalanobis distance metrics. It is observed that the selected distance function inﬂu-
ences the iterative calibration process and thus, the calibration outcome, indicating that an integra-
tion of different metrics might yield improved results.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Finite element (FE) models, developed to analyze engineering
systems in various ﬁelds, are often used in a predictive capacity
at an untested setting. The common practice of comparing
model predictions to measurements at tested settings invari-ably yields discrepancies due to uncertainties in models and
variability in testing. As a result, model updating techniques
have been used to obtain models that more closely match
experimental measurements.1 There are three main sources of
disagreement between FE analytical data and test measure-
ments, all of which should be considered in model updating.
(1) Parameter uncertainty. An FE model generally involves
a set of imprecise parameters of the physical structures
(e.g. elastic modulus, mass density, geometric size, and
spring stiffness).
(2) Modeling uncertainty. Unavoidable simpliﬁcations and
idealizations (e.g. assuming a linear response, friction-
less joints and the erroneous modeling of boundary
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senting physical characteristics.
(3) Testing variability. Due to the uncontrollable random
effects of the test system, measurements are only par-
tially reproducible.
Uncertainty is either epistemic (reducible) or aleatory (irre-
ducible). Epistemic uncertainty is due to a lack of knowledge
and consists of imprecise parameters and inexact model pre-
form (Categories 1 and 2). For example, typical aleatory
uncertainties are manufacturing tolerance and test variability
(Categories 1 and 3). Regarding the treatment of epistemic
uncertainty, inverse analysis techniques2–4 are developed to
update models. For the treatment of aleatory uncertainty, sta-
tistical characteristics (e.g. mean and variance) as well as inter-
vals analysis5,6 are typically employed.
Stochastic model updating is a procedure, in which various
statistical algorithms are used to update the model to better
predict measurements by considering parameter uncertainty,
model form uncertainty, and test variability. Stochastic model
updating includes problems such as error localization, param-
eter selection, feature extraction, and correlation analysis,
which have been and continue to be extensively studied.7–9
In this paper, the authors describe a novel stochastic model
updating method integrating distance discrimination analysis
(DDA) and advanced Monte Carlo (MC) sampling. DDA is
used here to perform test-analysis correlation (TAC), which
refers to the process of determining the degree of similarity
(or lack thereof) between the analytical data and measure-
ments.10 TAC requires a correlation metric to be deﬁned as a
function of response features from the experimental measure-
ments and corresponding (or complementary) model predic-
tions.11 The DDA based test-analysis correlation procedure
can provide a stochastic quantiﬁcation of the disagreement
based on statistical data samples.
MC, while regarded as a suitable stochastic analysis frame-
work for the forward propagation of uncertainty due to its high
precision, is demanding in regards to the computational resources
necessary for its use.12,13 Consequently, techniques such as subset
simulation,14 line sampling15 and parallel algorithm16 are
employed to mitigate computational challenges. Although sto-
chastic updating methods have been proposed to successfully
cope with high computational resource demand, these demands
have prevented applications to real life, non-trivial problems.
In this manuscript, the authors describe the use of a novel
stochastic TAC procedure that integrates DDA and MC.
Moreover, the authors analyze and compare the suitability
of various distance functions used as correlation metrics dur-
ing DDA. Furthermore, the authors enable more efﬁcient
MC by using response surface models to dramatically reduce
the calculation cost. Applications in the example demonstrate
the performance of the proposed approach in obtaining an
updated model at an acceptable computational expense.
2. Methods of analysis
2.1. Uncertain structural system
An uncertain structural system generally includes a set of ran-
dom input variables x with a nominal value x0 and variations
Dx around this nominal value:x ¼ x0 þ Dx: ð1Þ
The random input variables of interest (termed as ‘‘param-
eters’’) are uncertain and have signiﬁcant inﬂuence on the
structural response of interest (termed as ‘‘features’’). These
parameters, selected based on structural characteristics and
engineering judgments, are calibrated during the updating pro-
cedure. As the structures become more complex, it is not rare
to encounter larger FE models involving a large amount of
parameters. Parameter selection is consequently developed as
a research focus to identify which parameters exhibit the most
effect on the features of interest. Currently, techniques such as
analysis of variance17 and MC-based sensitively analysis18
have been employed in this ﬁeld.
Assume a set of identical test structures are constructed
using identical materials and procedures but with manufactur-
ing tolerance and material heterogeneity. A measurement sam-
ple of features can be obtained through a multi-structure
multi-measurement strategy with associated test variability.
The input/output random variables account for the uncer-
tainty in both parameters and features. An uncertain structural
system can be characterized as a group of complex functional
relationships between p parameters and q features:
y ¼ fðxÞ þ e
y ¼ ½y1 y2 . . . yqT
x ¼ ½x1 x2 . . . xpT
8><
>: ð2Þ
where e is a zero mean random error.
Suppose the number of identical structures is u, and for
each of the structures, a repeated measurements are executed.
Consequently, the size of the measurement data sample is
m= ua, with the matrix of this sample Ytest assembled as
Ytest ¼ ½y1 y2 y3 . . . yq
yj ¼ ½y1j y2j y3j . . . ymjT ðj ¼ 1; 2; . . . ; qÞ
(
ð3Þ
where Ytest 2 Rm·q, yj 2 Rm·1.
For the feature sample, techniques such as moment estima-
tion and maximum likelihood estimation can be implemented
to estimate mean and variance of the data population. The mean
y and variance s2 of each of the q features are obtained from
yj ¼ 1
m
Xm
k¼1
ykj ¼
1
m
yTj em;
s2j ¼
1
m 1
Xm
k¼1
ðykj  yjÞ2 ¼
1
m 1 ðyj  yjemÞ
Tðyj  yjemÞ
8>><
>>:
ð4Þ
where j ¼ 1; 2; . . . ; q; em ¼ ½11 . . . 1T; eTmem ¼ m. Mean
vector y and covariance matrix C of the feature sample are
determined according to
y ¼ 1
m
½y1 y2 . . . yqTem ¼
1
m
YTtestem
C ¼ 1
m 1 ðYtest  emy
TÞTðYtest  emyTÞ
8><
>: ð5Þ
The sample mean vector y 2 Rq1 and covariance matrix
C 2 Rq·q are found to be unbiased estimators of the popula-
tion mean vector l and the population covariance matrix R.
2.2. MC simulation and response surface model
FE models of structural systems are available only with
modeling simpliﬁcations and approximations. The selected
1190 Z. Deng et al.parameters are assumed to obey the given probability distribu-
tions, which are subsequently propagated through FE models
during MC to describe uncertainties of features. These prior
distributions are typically determined with expert opinion, pre-
viously published literature or repeated tests on the compo-
nents and/or materials.
Pairs of input and output data points generated through
FE-runs during MC are illustrated in Fig. 1. After a sample
of analytical data Yanalysis is obtained, test-analysis correlation
is undertaken to quantify the degree of similarity (and dissim-
ilarity) between Yanalysis and the test measurement Ytest.
In MC, an increased demand for precision requires an
increased number of statistically independent samples. On
the other hand, for FE models that are computationally
demanding, increasing the required sample size makes the
direct MC prohibitively expensive. Thus, it is often necessary
to implement techniques with the ability to reduce the calcula-
tion burden of direct MC procedure.
A response surface model, also known as the agent model
or meta-model, is a purely mathematical model representing
the complex relationship between parameters and features. A
response surface model is thus particularly well-suited for sam-
pling-based uncertainty analysis techniques (e.g. direct MC)
because of its fast-running nature.
The ﬁrst step to construct the agent model is to prepare a
certain number of input/output FE-data points, i.e. training
sample. Obviously, with greater size of the training sample,
the generated agent model will be more precise, however, with
more FE-runs and greater calculation burden. The technique
known as design of experiment (DoE) can systematically nav-
igate the parameter space in an optimal fashion. As a typical
method of DoE, the orthogonal Latin square design is pro-
posed here to efﬁciently arrange multiple FE-runs.
It is assumed that each parameter has r levels, and the
total number of parameter is p. If we want to get completeFig. 1 Direct MC strategy.19
Fig. 2 Four-parameter-four-levelinformation of the parameter space, rp times of FE-runs are
needed, which require unrealistic calculation cost. However,
with the orthogonal Latin square method, r2 times of FE-runs
are enough to get uniform and comprehensive information. A
speciﬁc example with 4 parameters and 4 levels is proposed
here to demonstrate the usage of this method.
In Fig. 2, the four parameters are respectively labeled as A,
B, C and D, with subscripts as their levels, e.g., C4 means the
3rd parameter with its 4th level. The procedure of the orthog-
onal Latin square design follows these steps: (1) construct
parameters A and B using the full factor design, as shown in
the top left of Fig. 2, 42 = 16 times arrangements are gener-
ated; (2) as shown in the bottom left of Fig. 2, choose two
orthogonal Latin squares respectively for parameters C and
D, (the orthogonal Latin squares can be consulted from most
statistical manuals);20 (3) superpose the three blocks AB, C,
and D to obtain the sampling strategy in the parameter space
as shown in the right part of Fig. 2.
The second step, as soon as the training sample is gener-
ated, is to decide the format of the agent model and subse-
quently to train this model. The polynomial-based function
is a typical model with advantages such as simple principle,
high efﬁciency, etc.21 A quadratic multinomial-based agent
model between the jth feature and all of the p parameters
can be deﬁned as
yj ¼ bj0 þ
Xp
i¼1
bjixi þ
Xp
i<k
bjikxixk þ
Xp
i¼1
bjiix
2
i ¼ zTbj ð6Þ
where
z¼ ½1;x1;x2; . . . ; xp;x1x2;x1x3; . . . ; x1xp; x21x22; . . . ; x2pT
bj ¼ ½bðjÞ0 ;bðjÞ1 ;bðjÞ2 ; . . . ; bðjÞp ;bðjÞ12;bðjÞ13 ; . . . ; bðjÞ1p ;bðjÞ11 ;bðjÞ22; . . . ; bðjÞpp 
T
8<
:
ð7Þ
The output index j is omitted in the following context for
clarity. The unknown coefﬁcient vector b has the following
dimension:
w ¼ ðpþ 1Þðpþ 2Þ
2
: ð8Þ
Multiple regression analysis is employed here to determine
the coefﬁcient vector b. In the following regression analysis,
suppose the size of the training sample is s. After the s data
points are substituted in Eq. (6), we obtain an s-dimensional
simultaneous equation given asorthogonal Latin square design.
Fig. 3 Flowchart of iterative logic.
Fig. 4 Procedure of stochastic TAC based on DDA.
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Eq. (9) can be written in a vector form as
y ¼ Zb ð10Þ
where y 2 Rs·1, Z 2 Rs·w, b 2 Rw·1.
The least squares or maximum likelihood estimate
method22 can be used in the regression analysis to obtain an
unbiased estimate of b
b^ ¼ ðZTZÞ1ZTy ð11Þ
The last step of agent modeling is precision evaluation. In
order to evaluate the agent model’s precision compared with
the FE analysis, some FE data points independent of the train-
ing sample are required, termed as the ‘‘evaluation sample’’.
The root mean square error (RMSE) is proposed as an index
with an expression as
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
s0
Xs0
i¼1
yi  y0i
y0i
 2vuut ð12Þ
where s0 is the size of the evaluation sample, and yi and y0i are
the features predicted by the agent model and FE model,
respectively.
2.3. TAC and iterative procedure
The proposed iterative procedure for uncertainty propagation,
TAC and parameter calibration is shown in Fig. 3. A set of
precise parameters and a satisfactory forecast of features com-
pared with the test measurement is then obtained with accept-
able calculation and time cost.
As shown in Fig. 3, a response surface model is used to
separate the MC procedure into two parts. First, a certain
amount of FE-runs is executed to generate a number of pairs
of FE data points, which are used to generate the low-order
model. An increased number of FE-runs can cover the input
space more completely and get a better coverage in the
response surface model, of course, with more calculation time
and cost.
The response surface model is retrained in every iterative
step during which new FE data is obtained based on the pre-
vious iteration. As the additional data approaches the practical
value, the response surface model becomes more precise on the
actual data interval of the structure system. With the use of the
fast-running response surface model, large-scale MC becomes
possible.
As the core of the iterative procedure, DDA based correla-
tion, illustrated in Fig. 4, is performed to calibrate parameters
of the initial FE model. By exploiting the results of DDA, the
mean value of the parameter sample is calibrated and subse-
quently transmitted to the next iteration step.During each iteration, the sample of analytical features
Yanalysis is generated after advanced MC. Matrix Yanalysis has
a similar composition as Ytest, as assembled in Eq. (3). To
quantify the degree of similarity (and dissimilarity) between
Ytest and Yanalysis, the distance between Ytest and each row vec-
tor of Yanalysis is calculated.
As shown in Fig. 4, all distances are calculated and sorted
in ascending order during each iterative step. A truncation
ratio h is deﬁned prior to the procedure to reserve a certain
amount of analytical points which are ‘‘closer’’ to Ytest. In this
context, the ratio h, a real value less than 1, is not a ﬁxed value
for various case studies. The evaluation of h mainly depends
on the initial FE-model’s closeness to the physical structure.
As h gets lower, the iterative procedure achieves a higher
convergence speed; however, the ﬁdelity of the calibrated
model predictions to the experiments degrades. A high h value
Fig. 5 Helicopter model and its decomposition views of annular
and longitudinal frames.
1192 Z. Deng et al.will cause the procedure to converge slowly and consequently
need more calculation time. Typically, if the initial model dis-
similarity is obvious, a smaller h value is required; on the con-
trary, a higher value is appropriate. Based on a huge amount
of engineering experience on various structures and models,
the truncation ratio h typically falls in the interval of [0.01,
0.10].
After the value of h is determined, the size of the analytical
data sample is truncated to
n0 ¼ nh: ð13Þ
where n and n0 are the size of the data sample before and after
truncation, respectively. As soon as the truncated feature sam-
ple is obtained, the corresponding input points sample is sub-
sequently identiﬁed, an illustration of which is provided in
Fig. 4. The mean of the reserved parameters sample, obtained
through moment estimation or maximum likelihood estima-
tion, is assumed as
xðjþ1Þ ¼ 1
n0
Xn0
k¼1
x
ðjÞ
k : ð14Þ
where xðjþ1Þ is the mean of the reserved sample waiting to be
utilized in the next iterative step; x
ðjÞ
k is the kth point of the
parameter sample.
In the next iterative step, a new round of MC is performed
with the calibrated parameter mean. It is assumed that the dis-
tribution of parameter is identical during each of the iterations,
while variance indicates that the parameter dispersion is
changing. The variance depends on the degree of dissimilarity
between the initial FE prediction and the test measurement. If
the initial dissimilarity is obvious, a greater variance of input
sample is required. In order to quantitatively control this
value, the authors propose coefﬁcient of variation (CV), ratio
of the standard deviation to the mean, during the iterative pro-
cedure. The CV herein is typically within the interval of [0.01,
0.10]. As CV gets higher, the iterative procedure achieves a
higher convergence speed; however, the ﬁdelity of the cali-
brated model predictions to the experiments degrades. A small
CV value will cause the procedure to converge slowly and con-
sequently need more calculation time.
A convergence of the iterative process occurs when the
qualiﬁcations listed below are satisﬁed to a desired degree.
xðjþ1Þ ﬃ xðjÞ
d
ðjÞ
k ﬃ 0
Dy=ytest < 5%
8><
>: ð15Þ
where Dy is the feature deviation between the FE prediction
and test measurement, and d
ðjÞ
k the distance from Yanalysis to
Ytest in the jth iteration. These qualiﬁcations respectively indi-
cate the mean value of parameter is no longer changing among
different iterations; the output error (i.e. the distance) is
approximating to a minimum and no longer changing; the ana-
lytical features have a sufﬁcient agreement with the test mea-
surements. A uniform standard for ‘‘sufﬁcient’’ has not been
presently developed, but there are examples of particular appli-
cation ﬁelds that maintain standards for model predictive
accuracy.10,23 Herein the authors propose an error tolerance
below 5%.2.4. Various distance functions in DDA
Calculate the distance between Ytest and each data point of
Yanalysis is a critical aspect of the iterative procedure. There
are various distance functions to calculate the statistical dis-
tance, which are considered as the correlation metric. TAC
involves the deﬁnition of an appropriate metric to facilitate
the most efﬁcient quantiﬁcation of the correlation. Let yT
denote each row vector of Yanalysis, and y denote the mean vec-
tor of Ytest. Some common distances are typically utilized in
DDA:
Absolute distance
dðy;YtestÞ ¼
Xq
i¼1
jyi  yij ð16Þ
Euclidian distance (ED)
dðy;YtestÞ ¼
Xq
i¼1
ðyi  yiÞ2
" #1
2
ð17Þ
Chebyshev distance
dðy;YtestÞ ¼ max
16i6q
fjyi  yijg ð18Þ
When considering the correlations among different fea-
tures, the following distance functions may also be applicable:
Variance weighted distance
dðy;YtestÞ ¼
Xq
i¼1
ðyi  yiÞ2
s2i
" #1
2
ð19Þ
where s2j is variance of the jth output variable which can be
obtained from Eq. (4).
Mahalanobis distance (MD)
dðy;YtestÞ ¼ ðy yÞTC1ðy yÞ
h i1
2 ð20Þ
where C1 is inverse of covariance matrix C in Eq. (5).
3. Simulation example and discussion
3.1. Description of FE model and synthetic test data
An FE model of a helicopter airframe24 is employed in this
simulation as shown in Fig. 5. The reﬁned FE model is com-
posed of 3905 nodes and 8167 elements. Decomposition views
of this model are also shown in Fig. 5 where these two parts of
frames are designed to have different material properties. Four
parameters are selected to be calibrated and the ﬁrst six natural
frequencies are selected as features. A description of the
parameters is presented in Table 1.
Table 1 Description of input variables in helicopter airframe case.
Parameters Description Nominal mean Nominal standard deviation Distribution Interval
E1 (10
11Pa) Elastic modulus of annular frame 2.1 0.021 Gaussian [1.0, 2.5]
E2 (10
11Pa) Elastic modulus of longitudinal frame 0.7 0.007 Gaussian [0.5, 1.5]
q (103kg/m3) Mass density of helicopter skin 2.7 0.027 Gaussian [2.0, 4.0]
S (103m2) Sectional area of inner support rod 5.0 0.050 Gaussian [3.0, 9.0]
Fig. 6 Response surface model between the 1st–2nd parameter
and the 1st frequency.
Table 2 Precision evaluation of response surface model.
Mode no. Absolute error (%)
Maximum Minimum Mean
1 1.63 0.03 0.83
2 0.43 0.02 0.16
3 1.84 0.04 0.40
4 2.63 0.03 0.67
5 3.47 0.01 1.34
6 4.65 0.03 1.99
Stochastic model updating using distance discrimination analysis 1193In this example, the ‘‘test’’ data is also simulated by provid-
ing nominal values for the parameters. These parameters are
assumed to obey Gaussian distributions based on engineering
experience and material properties. To incorporate variability
in the test, noises are added to the parameter sample by assign-
ing standard deviations of these distributions. The given distri-
butions and numerical characteristics of the test parameters
are detailed in Table 1.
A random sample with 50 parameter points obeying the
speciﬁc distributions is proposed in this example. The
responding feature sample is generated by executing the
FE analysis 50 times using the 50 sets of parameters. This
synthetic experimental feature sample is then utilized to
estimate the probabilistic characteristics of the feature pop-
ulation in the following TAC and parameter calibration
process.
3.2. Response surface modeling
Prior to the MC procedure, it is necessary to construct a
response surface model to replace the time-consuming FE
model. As shown in Table 1, intervals of these parameters
are determined based on structural characteristics and
engineering judgments. Herein, a 4-parameters-8-levels
orthogonal Latin square design is used leading to a total
64 samples within this parameter space. After the training
sample is generated, quadratic multinomial-based agent
models between the 6 features and the 4 parameters are
trained.
The response surface model between the ﬁrst two
parameters and the ﬁrst feature is shown in Fig. 6. As it
can be seen from the ﬁgure, the relationship between the
feature and parameters displays an obvious nonlinearity.
Before the response surface model can be utilized, precision
evaluation is required. Herein, 20 FE data points indepen-
dent from the training sample are employed. The maxi-
mum, minimum, and mean absolute errors of each
frequency are detailed in Table 2. It can be seen that the
mean error of most frequencies is less than 1%, except
the 5th and 6th frequencies. The maximum errors of all fre-
quencies are less than 5%. In practice, the required level of
precision for a response surface model is a question on
which there has not been an agreed standard. However,
there are particular examples21,25 of response surface mod-
els’ applications which suggest that the agent model pro-
posed here is appropriate.
3.3. Parameter calibration
The initial parameter values, shown in Table 3, differ from
the synthetic test values in that the responding initialfeatures have a signiﬁcant error. Hence, parameter calibra-
tion is necessary to ﬁne-tune the nominal parameter values.
In this case study, the value of the truncation ratio h and
CV are respectively assigned as 0.01 and 0.05. The iterative
procedure converges after 25 iterations. Both the nominal
and calibrated values of the parameters are provided in
Table 3.
Herein, two distance functions, ED and MD are imple-
mented as correlation metrics. The mean values of the
updated features with these two metrics are provided in
Table 3. The data in the penultimate column in Table 3
is the ﬁnal result using ED as a metric, and the last column
presents the updated data with MD. For each of the itera-
tive steps, Figs. 7 and 8 respectively present the variation
tendency of parameters and features in comparison to the
test data.
As shown in Fig. 7, both iterative procedures yield accept-
able precision. The results obtained with ED as a correlation
metric, however, are closer to the test data than the results
Table 3 Data of initial and updated models.
Variable Synthetic test Initial Updated
Results with ED Results with MD
Parameter
E1 (10
11Pa) 2.1 1.2 (42.86) 2.08 (0.95) 2.06 (1.90)
E2 (10
11Pa) 0.7 1.2 (71.43) 0.70 (0) 0.73 (4.29)
q (103kg/m3) 2.7 3.5 (29.63) 2.64 (0.22) 2.84 (5.19)
S (103m2) 5.0 7.0 (40.00) 4.97 (0.60) 5.21 (4.20)
Absolute mean error (%) 45.98 0.44 3.90
Variable Synthetic test Initial Updated
Result with ED Result with MD
Feature (Hz)
f1 10.41 8.86 (14.89) 10.44 (0.29) 10.20 (2.02)
f2 16.20 15.12 (6.67) 16.19 (0.06) 16.00 (1.23)
f3 16.69 15.82 (5.21) 16.69 (0) 16.51 (1.08)
f4 23.01 16.72 (27.34) 23.00 (0.04) 22.45 (2.43)
f5 26.34 19.66 (25.36) 26.33 (0.04) 25.71 (2.39)
f6 34.19 28.96 (15.30) 34.15 (0.12) 32.96 (3.60)
Absolute mean error (%) 15.80 0.09 2.13
Note: Value in parenthesis are errors (%).
Fig. 7 Parameter mean value variation tendency with different metrics.
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Fig. 8 Mean value variation tendency of f1–f6 with different metrics.
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1196 Z. Deng et al.obtained with MD. As seen from Figs. 7 and 8, ED can accel-
erate the iterative procedure and converge faster than MD.
Furthermore, the analytical data updated using these two
metrics are observed to have different variation tendencies
prior to convergence with the test data.Fig. 9 Initial scatter points.
Fig. 10 Updated scatter points with different metrics.3.4. Scatter points
Here, we present the plots of scatter points in various feature
planes to demonstrate the proposed iterative distance
discrimination procedure. The scatter points of the ﬁrst two
natural frequencies f1 and f2 are presented in Figs. 9 and 10.
As shown in Fig. 9, the cloud of light grey points represents
10000 MC samples generated with the initial FE model, with
the light grey ellipse illustrating the 95% conﬁdence interval
of the cloud. The test points along with the 95% conﬁdence
interval are shown in black. Fig. 10 shows the data points
along with the 95% conﬁdence interval of the updated FE
models using both ED and MD as correlation metrics. It can
be seen in Fig. 10 that the central point of the ED ellipse is
closer to the test than the ellipse with MD, indicating a
greater precision of the updated outcome with ED than the
results with MD, as compared to the mean value of the
synthetic test.
Fig. 11 show the convergence of the analytical and test scat-
ter points in the plane of different output variables. The plots
provide a visual explanation for the basic principle of the pro-
posed iterative method. For different correlation metrics, the
analytical scatter points follow different tracks prior to arrival
at their ﬁnal position. As seen in Fig. 11(e)–(f), the 2nd and the
3rd natural frequencies exhibit a strong linear relationship.
This phenomenon is also evident in Fig. 8 where the two vari-
ables exhibit a consistent tendency of change during the itera-
tive procedure.
This analysis clearly indicates the characteristic of ED in
obtaining an updated FE model that is closer to mean value
of the test data. Also the convergence speed of the procedure
is more rapid with ED than a procedure using MD. This ﬁnd-
ing can potentially be explained by the fact that ED is a
directly geometric distance between the analytical points to
the central point of the test sample, while MD is a weighted
distance that considers the correlations among the features.
4. Conclusions
Both uncertainties in FE models and variability in testing can
be taken into account by integrating DDCs and MC sampling
into the stochastic model updating method. Because of the
techniques of response surface model and design of experi-
ment, outcomes with satisﬁed ﬁdelity are available with an
acceptable calculation cost. This proposed method makes it
possible to analyze and compare the inﬂuence of different
metrics on the iterative model calibration process and the
calibrated parameters. The results of the helicopter case study
clearly indicate that the ED can generate a more precise
outcome with respect to mean values. It does not, however,
necessarily indicate that the ED is a superior metric than the
MD when aspects such as variable correlations and the degree
of variable dispersion are considered. The integrated use ofvarious correlation metrics has the potential to yield
improved model calibration outcomes and thus must be
studied further.
Fig. 11 Variation tendency of scatter ellipses.
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