In this paper, we establish the invariance principle and the large deviation for the biased random walk RW λ with λ ∈ [0, 1) on
Introduction
The biased random walk RW λ with parameter λ ∈ [0, ∞) was introduced to design a Monte-Carlo algorithm for the self-avoiding walk by Berretti and Sokal [5] . The idea was refined and developed in [11, 21, 20] . Lyons, and Lyons, Pemantle and Peres produced a sequence of remarkable papers on RW λ ( [13, 14, 15, 17, 16] ). RW λ was studied in a number of works later (see for example [4, 1, 3, 10, 2] and the references therein). [22] gave a spectral radius and several additional properties for biased random walk on infinite graphs. In [23] , it was shown that there is a phase transition in relation of the tree number in the uniform spanning forest on Euclidean lattice equipped with a network corresponding to biased random walk. Bowditch [6] proved a quenched invariance principle for {|X n |} ∞ n=0 when {X n } ∞ n=0 is a RW λ on supercritical Galton-Watson tree, and showed that the corresponding scaling limit is a one dimensional Brownian motion.
Our paper aims to study the invariance principle (IP) and the large deviation principle (LDP) for RW λ with λ ∈ [0, 1) on d-dimensional integer lattice Z d (d ≥ 1). Main results of this paper are Theorems 2.1 and 3.1. We define RW λ (λ ≥ 0) on Z d as follows: Let 0 = (0, · · · , 0) ∈ Z d and
which is the graph distance between x and 0. Write N for the set of natural numbers, and let Z + = N ∪ {0}. For any n ∈ Z + , define
If the edge e = {x, y} is at graph distance n from 0, namely |x| ∧ |y| = n, then let its conductance to be λ −n . Denote by RW λ (X n ) ∞ n=0 the random walk associated to the above conductances and call it the biased random walk with parameter λ. RW λ (X n ) ∞ n=0 has the following transition probability: ) is the number of edges connecting v to ∂B(|v| − 1) (resp. ∂B(|v| + 1)). Note that RW 1 (X n ) ∞ n=0 is the simple random walk (SRW) on Z d ; and
where κ(v) = #{i : v i = 0} (with #A being the cardinality of a set A). For any n ∈ Z + , write
is transient for λ < 1 and positive recurrent for λ > 1 (R. Lyons [15] , R. Lyons and Y. Peres [18, Theorem 3.10] ). Let
Then from [23, Lemma 2.3 and Theorem 2.4], the next two results were stated for λ ∈ (0, 1). In fact, for any 0 ≤ λ < 1, with probability 1,
visits X only finitely many times;
as n → ∞.
And when λ > 1, (X n ) ∞ n=0 is positive recurrent and ergodic with 0 speed:
almost surely. The related central limit theorem (CLT) and IP can be derived from [12] and [19] straightforwardly. Thus a natural question is to study CLT, IP with λ ∈ [0, 1) and LDP for RW λ on Z d . The LDP for RW λ (X n ) ∞ n=0 means LDP for the scaled reflected biased random walk
. And CLT, IP and LDP for RW 0 are interesting only for d ≥ 2. In this paper, Theorem 2.1 proves CLT and IP for RW λ , λ ∈ [0, 1). However the proof of the Theorem 2.1 shows that the scaling limit in this case is not a d-dimensional Brownian motion. For Theorem 3.1, we derive LDP for scaled reflected RW λ , λ ∈ [0, 1). The rate function of scaled reflected RW λ differs from that of drifted random walk, though there is a strong connection between them. Here, we only can calculate the rate function Λ * out when d ∈ {1, 2} and λ ∈ (0, 1), d ≥ 2 and λ = 0. To obtain an explicit rate function when d ≥ 3 and λ ∈ (0, 1) still remains as an open problem. And in the recurrent case when λ > 1, we hope to establish a LDP with proper normalization in the future work.
2 CLT and Invariance Principle for RW λ with λ ∈ [0, 1)
In this section, we fix λ ∈ [0, 1), then use the matingale's CLT for R d -valued martingales and the martingale characterization of Markov chains to prove the IP for reflected RW λ (Theorem 2.1). And CLT for reflected RW λ is a consequence of corresponding IP.
To describe our main result, we need to introduce some notations. For any nonnegative definite symmetric d × d matrix A, let N (0, A) be the normal distribution with mean 0 and covariance matrix A. Define the following positive definite symmetric d × d matrix Σ = (Σ ij ) 1≤i,j≤d :
For a random sequence
For any a ∈ R, let ⌊a⌋ be the integer part of a. Put
Theorem 2.1 (IP and CLT). Let 0 ≤ λ < 1 and (X m )
converges in distribution to
Brownian motion starting at 0, I is identity matrix and E denotes the d × d matrix whose entries are all equal to 1 and ρ λ = 2 √ λ/(1 + λ) is the spectral radius of X n (see [23, Theorem 1.1] ). In particular, we have 
converging in distribution to Y = (Y t ) t≥0 are not interesting.
From Theorem 2.1, the following holds: For RW λ (X m ) ∞ m=0 on Z d starting at any fixed vertex with
converges in distribution to (ρ λ B t ) t≥0 and (B t ) t≥0 is the 1-dimensional Brownian motion starting at 0.
Proof of Theorem 2.1. We only prove IP for (|X
. Let
Give any 1 ≤ i ≤ d, and define f i :
By martingale characterization theorem of Markov chain {|X
is an F k -adapted martingale-difference sequence, and so is
For each random sequence ξ n,k := ξ
is an F ⌊nt⌋ -martingale with M n,i 0 = 0, and further each M n is a R d -valued
Note that for any t > 0,
and for any T ∈ (0, ∞),
Fix any 1 ≤ i, j ≤ d and 0 ≤ s < t < ∞. Then by the martingale property,
and 
for large enough k, and as n → ∞,
which also holds with j replaced by i. Thus
where we use the fact that (|X
n,ℓ = 0, and 
Due to (1.2) and (2.1), almost surely, as n → ∞,
Together with (2.4), we have
In this section, we fix λ ∈ [0, 1) when d ≥ 2 and λ ∈ (0, 1) when d = 1, then prove that the sequence
satisfy the LDP with a good rate function as n → ∞ (Theorem 3.1).
Here ρ λ is the spectral radius of RW λ as in Theorem 2.1 and by [23, Theorem 2.1], for any λ ∈ [0, 1),
Here for two nonnegative sequences {a n } ∞ n=1 and {b n } ∞ n=1 , a n ≍ b n means that there are two positive constants c 1 and c 2 such that c 1 b n ≤ a n ≤ c 2 b n for large enough n. For any s = (
starts at any fixed point in
satisfies the LDP with the following good rate function:
In addition, when λ ∈ (0, 1),
and when d ≥ 2 and λ = 0,
(ii) In particular, when d = 1, λ ∈ (0, 1),
+∞, otherwise;
and when d = 2, λ ∈ (0, 1),
where for any x = (x 1 , x 2 ) ∈ R 2 + with x 1 + x 2 ≤ 1,
+ ln 2.
In addition, when d ≥ 2, λ = 0,
and λ ∈ (0, 1), we can not calculate Λ * out to get an explicit expression. But recall that the rate function of the Cramér theorem for SRW is
By (3.7), for any
To obtain an explicit rate function when d ≥ 3 and λ ∈ (0, 1), it remains as an open problem.
The following sample path large deviation (Mogulskii type theorem) holds for the reflected RW λ starting at 0. For any 0 ≤ t ≤ 1, let
, and µ n (resp. µ n ) the law of 
By the Arzelà-Ascoli theorem, K is compact in (C 0 ([0, 1]), · ). Note that each µ n concentrates on K which implies exponential tightness in C 0 
The same holds for µ n due to exponential equivalence. The proof of the above sample path LDP is similar to that of [7, Theorem 5.1.2].
For any n ∈ N, s = (
To prove Theorem 3.1, we firstly prove the following lemmas.
Lemma 3.3. For each s ∈ R d and x ∈ Z d , there exists a constant C > 0 such that
Proof. By the Markov property, we have
and the first inequality in (3.2) follows. The second inequality is proved similarly.
Let e 1 , . . ., e d be the standard unit vectors in
is a drifted random walk on Z d such that for any 1 ≤ i ≤ d and n ∈ Z + ,
Proof. For x, k ∈ Z d and n ∈ N, let Γ n (x, k) be the set of all nearest-neighbor paths in Z d from x to k with length n. For a path
Consider the first n steps of RW λ along the path γ ∈ Γ n (0, k). Each time the transition probability for the walk is either
. The total number of probability terms of the forms
As a consequence,
Proof. Recall that X is the boundary of Z d + . Define σ = inf {n : X n ∈ X } , τ = inf {n : Z n ∈ X } .
Starting at z ∈ Z d + \ X , the process (X n ) 0≤n≤σ has the same distribution as the drifted random walk (Z n ) 0≤n≤τ . Then we have for
For α, β ∈ Z and n ∈ N, denote by P n, β (α) the number of paths γ = γ 0 γ 1 · · · γ n in Z with γ 0 = α and γ n = β, and by Q n, β (α) the number of those paths with additional property that γ i ≥ α ∧ β for 0 ≤ i ≤ n. 
and b = n−|k|+|z| 2 . By (3.5), we obtain that
which together with (3.4) proves this lemma.
Recall that
Proof. Without loss of generality, we assume that z = 0. As in the proof of Lemma 3.5, for α, β ∈ Z, we denote by P n, β (α) the number of nearest-neighbor paths in Z from α to β. Then we have, for
where the sum is over all tuples m = (
Note that
Note that for every k ∈ Z d , P mj , kj (0) = P mj , ǫjkj (0). Therefore, by (3.6)
Applying the fact that e si λ −1/2 ≥ 1 for i ∈ I 2 , we obtain that for every ǫ ∈ {−1,
By taking sum over all ǫ ∈ {−1, 1} I2 , we complete the proof of this lemma.
Recall the definition of ψ from (3.1).
Lemma 3.7. For every s ∈ R d and x ∈ Z d we have that
Proof. By Lemma 3.3, we only need to consider the case x = 0. Recall that
is increasing in each coordinate s i , we have that Λ n (s, 0) ≤ Λ n (s, 0). Let (Z n ) be the drifted random walk defined by (3.3) . Then, by Lemma 3.4,
The lemma follows immediately.
Lemma 3.8. For every s ∈ R d and x ∈ Z d we have that
Proof. It suffices to prove only for n even. We use the same notations as in Lemma 3.6. Fix x ∈ Z d + \X . By Lemma 3.5 and 3.6, we have
for some constant c > 0. Let Γ 1 (2n) be the number of nearest-neighbor paths of length 2n in Z
I1
from 0 I1 to 0 I1 . Similarly, for k ∈ Z I2 , let Γ 2 (2n, k) be the number of paths of length 2n in
Recall that N (s) = |I 1 |. Let (W n ) be the drifted random walk in Z I2 starting at 0, that is, the transition probability is given by (3.
Therefore,
The last inequality holds since for any positive real number a, b,
The proof is finished.
Combining Lemma 3.7 and 3.8, we get the following result. 
Then for any x ∈ D, we have
In fact, for any s = (
s i x i is increasing in each s i and ψ(s) = ψ (s), wheres is defined in Lemma 3.7. And for x ∈ D c , it's easy to verify that Λ * (x) = ∞. By [7, Lemma 2.3.9] , Λ * is a good convex rate function. It's obvious that the Hessian matrix of Λ(s) is positive-definite which implies strict concavity of s · x − Λ(s), thus the local maximum of s · x − Λ(s) exists uniquely and is attained at a finite solution s = s(x), i.e.
Then according to implicit function theorem, Λ
Finally, due to the strict convexity of Λ * (·) and (3.7),
is the unique solution of Λ * (x) = 0.
Assume d = 1, 2 and λ ∈ (0, 1), we can get explicit formula of Λ * by calculating rate function Λ * of SRW which is omitted here. For λ = 0, we have the following explicit expression. Proof. Clearly
Assume firstly x i > 0, 1 ≤ i ≤ d. Let y i = e si , 1 ≤ i ≤ d, then by the Jensen inequality,
x i ln x i + ln d, and the inequality in the second line becomes equality only if each s i = ln x i . If there exists some i such that x i = 0, we still have that
x i ln x i + ln d by lower semi-continuity of Λ * (·). Hence
Denote by F the set of exposed points of Λ * (·) whose exposing hyperplane belong to D o Λ . Here y ∈ R d is an exposed point of Λ * if for some s ∈ R d , (y, s) − Λ * (y) > (x, s) − Λ * (x), ∀x ∈ R d \ {y};
and we call the above s an exposing hyperplane. 
