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Mixing and diffusion for rough shear flows
Maria Colombo, Michele Coti Zelati, and Klaus Widmayer
ABSTRACT. This article addresses mixing and diffusion properties of passive scalars advected by rough
(Cα) shear flows. We show that in general, one cannot expect a rough shear flow to increase the rate of
inviscid mixing to more than that of a smooth shear without critical points. On the other hand, diffusion
may be enhanced at a much faster rate. This shows that in the setting of low regularity, the interplay
between inviscid mixing properties and enhanced dissipation is more intricate, and in fact contradicts
some of the natural heuristics that are valid in the smooth setting.
1. Introduction
This paper is concerned with the long-time behavior of the linear equation{
∂tf + u∂xf = ν∆f
f(0) = f in
∫
T f
in(x, y)dx = 0,
(1.1)
posed on the two-dimensional square torus T2. In (1.1), f = f(t, x, y) : [0,∞) × T2 → R represents
a passive scalar that is advected by a shear flow u = u(y) : T → R, and ν ∈ [0, 1] is the diffusion
coefficient that, when strictly positive, induces a dissipation mechanism (due to molecular friction, for
instance). Here the condition that
∫
T f
in(x, y)dx = 0 naturally ensures that f witnesses the effect of the
transport operator.
We are interested in understanding the inviscid mixing and enhanced diffusion properties of f in
the case when u is not smooth, and in particular in the case of Ho¨lder continuous flows. When (1.1) is
considered in its inviscid form with ν = 0, the term inviscid mixing refers to a transfer of energy from
large to small spatial scales for the scalar f . If a small amount of diffusion is introduced by taking a
strictly positive ν  1, the inviscid mixing mechanism is still present for relatively short times and the
dissipation is therefore necessarily enhanced.
Our main result addresses the connection of the regularity of the transporting vector field u with
the rate of such mixing effects. We construct a large family of Cα shear flows which inviscidly mix at
the same, fixed rate as a smooth shear flow without critical points, but for which the enhanced diffusion
decay becomes arbitrarily fast as α→ 0.
THEOREM 1.1. There exists a dense setA ⊂ (0, 1) such that for each α ∈ A there exists a function
u ∈ Cα(T) which is sharply α-Ho¨lder, with the following properties: solutions to the passive scalar
problem (1.1) satisfy
(1) ν = 0: inviscid mixing, in the sense that there exists C = C(u) > 0 such that
(a) for all t > 0 there holds
‖f(t)‖L2xH−1y ≤ Ct
−1 ∥∥f in∥∥
L2xH
1
y
, (1.2)
(b) there exists a monotone sequence of times (tm)m∈N, with tm →∞,m→∞, along which
the decay is faster, i.e. there holds
‖f(tm)‖L2xH−1y ≤ Ct
− 1
α
m
∥∥f in∥∥
L2xH
1
y
, (1.3)
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(c) the decay (1.2) is sharp: there exist a monotone sequence of times (t′m)m∈N, with t′m →∞
as m→∞ and a family of initial data f in? with
∫
f in? dx = 0 such that the corresponding
solution f?(t) of (3.1) satisfies∥∥f?(t′m)∥∥L2xH−1y ≥ C(t′m)−1 ∥∥f in? ∥∥L2xH1y . (1.4)
(2) ν > 0: dissipation is enhanced, in the sense that there exists ε > 0 such that
‖f(t)‖L2 ≤ Ce−εν
α
α+2 t
∥∥f in∥∥
L2
. (1.5)
For the statements with full details we refer the reader to Propositions 3.1 and 4.1 below. The
negative Sobolev norm H−1 in (1.2), introduced in the context of inviscid mixing in [21] and now
widely used [2, 8, 16, 17, 20, 22], precisely describes how energy is transferred to small scales (or high
frequencies), and is sometimes referred to as mixing norm. Theorem 1.1 can be stated also in terms of
the geometric mixing rate of these Cα shear flows; this is carried out in [1]. When ν > 0, the effect of
enhanced dissipation [10], can be quantified in terms of decay estimates on the L2 norm of f , as in (1.5).
Limiting ourselves to the case of passive scalars, we mention the recent works [3,6,9,11–13,18,23,25].
The surprising feature of Theorem 1.1 is that there is a discrepancy between the inviscid mixing and
enhanced dissipation rates: While the roughness of u ∈ Cα is witnessed directly in the viscous problem
with the fast, α dependent and sharp (see [14]) rate proportional to ν
α
α+2 , the inviscid mixing generally
only happens at the fixed rate 1/t. In a smooth setting, this latter fact would suggest an enhanced
diffusion decay rate proportional to ν1/3 (see also Section 1.1), which is exactly what happens in the
Couette flow [7], where u(y) = y, on the spatial domain T×R. Nevertheless, we note that the faster rate
t−
1
α , which would more naturally correspond to fast diffusion, can still be seen in the inviscid problem
along a sequence of times.
1.1. Context of our result. To the best of our knowledge, there have been no prior works inves-
tigating the connection between low regularity and mixing rates. However, there is a body of work
[3,6,12,14] regarding the connection of inviscid and viscous mixing rates in the setting of smooth shear
flows. In this context, the following informal heuristic seems to correctly predict the relationship be-
tween inviscid mixing and enhanced dissipation (where it is known): Let us assume that for ν = 0,
solutions to (1.1) obey the inviscid mixing estimate
‖f(t)‖H−1 ≤ ρ(t)‖f in‖H1 , ∀t ≥ 0,
for a monotonically decreasing function ρ : [0,∞) → [0,∞) vanishing at infinity. For small positive ν
and for sufficiently short time, one might expect this mechanism to still be the leading order effect, so
that the dissipation ν∆ translates to a damping term −ν[ρ(t)]−2f . The corresponding toy model then
gives the decay estimate
‖f(t)‖L2 ≤ e−ν
∫ t
0 [ρ(s)]
−2ds‖f in‖L2 ,
so that one is tempted to at least guess the enhanced dissipation time scale τν from the computation of
ν
∫ t
0 [ρ(s)]
−2ds. For instance, for any β > 0 we have
ρ(t) ∼ t− 1β ⇒ ν
∫ t
0
[ρ(s)]−2ds ∼
(
ν
β
β+2 t
)β+2
β ⇒ τν ∼ ν−
β
β+2 . (1.6)
While the super-exponential decay that is deduced by this heuristic argument should be ignored (at least
whenever the corresponding linear operator in (1.1) has non-empty spectrum), an inviscid mixing rate
proportional to t−
1
β would then correspond to an enhanced dissipation time-scale proportional to ν−
β
β+2
(quantified in a way similar to (1.5)).
To the best of our knowledge, there is no rigorous result that fully justifies this computation, even
in the case of smooth velocity fields. The only rigorous derivation of enhanced dissipation rates from
mixing ones has been carried out in [11] for a very general class of evolution problems of which (1.1) is
a particular case (see also [18] for related results). However, the time scale deduced there is worse than
the one predicted in (1.6).
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Nevertheless, it is remarkable that the heuristic (1.6) is in agreement with the known results for
smooth velocity fields, namely for regular shear flows [6, 12] and radial flows [13], and velocity fields
arising from the stochastic Navier-Stokes equations [4, 5] . In addition, for these the rates are known
to be sharp [4, 5, 14]. However, in the deterministic setting, the techniques used to analyze the inviscid
and viscous problems are very different (typically oscillatory integral [11, 27] versus spectral theoretic
[19, 28] or hypocoercivity methods [6, 12, 15, 26]) and do not make use of the above “connection”.
In view of this, our result Theorem 1.1 shows that while there may be hope to better understand the
mechanisms behind the above heuristics for smooth velocity fields, in the realm of less regular flows this
is not the case. The family of Cα flows we construct have uniform inviscid mixing rate t−1 (see (1.2)
and (1.4)), but nonetheless enhance dissipation at a faster rate proportional to ν
α
α+2 (see (1.5)). However,
the inviscid decay may still be the faster t−
1
α along a sequence of times (see (1.3)).
We conclude that in the setting of rough flows, the interplay of inviscid mixing and enhanced dissi-
pation is more intricate, and to a large extent remains to be understood.
Perspectives. Naturally, one may wonder to what extent (a version of) the heuristics (1.6) can be
rigorously established in any setting. While we show that this is not possible for rougher flows, a general
picture that connects regularity and mixing properties is still elusive. Even in the category of Cα flows
it is not clear whether our result is generic in any sense, or whether other behaviors are to be expected.
1.2. About the proof. The basic mechanism behind the inviscid estimate (1.2) is that oscillations
lead to cancellation, which is typically exploited by integrations by parts in stationary phase type lem-
mas. Such results, namely estimates of the form∫
T
eitv(y)ϕ(y)dy ≤ Ct− 1β ∥∥ϕ′∥∥
L1
, ∀t ∈ R, (1.7)
are classical in a context different from the one treated here: namely, when β = n0 is a positive integer
and the function v belongs to Cn0 and has no vanishing points of order n0 (i.e. no points where all first
n0 derivatives vanish).
In our setting, u ∈ Cα and satisfies a lower Ho¨lder estimate of order α (see Lemma 2.1): although
this could be read as saying that “the function u is vanishing to a fractional order α”, corresponding to
the estimate (1.7) with β = α, the scenario is in fact more varied. By a careful choice of the function u
and of a sequence of times, we discover on one side, that in general no better rate than β = 1 in (1.7)
can be expected; on the other side, we show that we may get the faster rate β = α in (1.7) for another
particular sequence of times.
To prove this statement, we need to perform a precise construction of the family of shear flows u ∈
Cα in Section 2. It uses a natural, explicit limiting procedure, in which u is approximated by piecewise
linear functions um which iteratively increase the “microstructure” in a self-similar fashion. From this,
the sharp Cα property and some other, useful attributes of u are deduced (see also Lemmas 2.1 and
3.3). To obtain a stationary phase estimate as (1.7), while it is easy to believe that u “oscillates wildly”,
in terms of integrations by parts one only has access to this feature at the level of the approximating
functions um. Due to the fractal structure of these, a delicate analysis is required to deduce decay
properties (1.2) (see Section 3 and in particular Proposition 3.1). Similar ideas then yield the decay
bounds (1.3) and (1.4) along sequences of time (see also Lemma 3.6).
We finally remark that a faster speed than β = α is not expected in (1.7), since we prove in Propo-
sition 3.2 that the decay t−
1
α obtained in (1.3) is essentially optimal in the context of Theorem 1.1.
Our derivation of the enhanced diffusion estimate (1.5) has instead a spectral theoretic flavor, and
leans on a criterion devised in [25] to estimate enhanced dissipation rates of shear flows given by Weier-
strass functions. Our proof in Section 4 uses crucially the construction of the shear flow u as a limit of
piecewise linear functions.
1.3. Notation. For r, s ≥ −1 we denote by HrxHsy the standard Sobolev spaces on T2 with norms
‖ϕ‖HrxHsy = ‖〈k〉r〈n〉sϕ̂(k, n)‖L2 , where 〈k〉 = (1 + k2)1/2 for k ∈ Z. Whenever r = s we simply
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write Hs. Furthermore, we note that by duality we may also compute
‖ϕ‖2
L2xH
−1
y
=
∑
k∈Z
sup
ψ∈H1y ,‖ψ‖H1≤1
∣∣∣〈(Fx→kϕ)(k, y), ψ〉L2y ∣∣∣2 .
2. Construction of the shear flows
Let u0 be a periodic tent function on [−pi, pi]
u0(y) :=
{
1 + 1piy, y ∈ [−pi, 0],
1− 1piy, y ∈ [0, pi].
Next we inductively define periodic, continuous, piecewise linear functions um, m ∈ N, as subsequent
oscillations around u0 as follows (see also Figure 1):
pi-pi 0
1
y pi-pi 0
1
y pi-pi 0
1
y
FIGURE 1. u0, u1 and u2 for p = q = 3.
Let odd numbers p, q ≥ 3 be given.1 For m ∈ N we subdivide [−pi, pi] into Nm = 2pmqm intervals
of equal length
`m =
2pi
Nm
=
pi
pmqm
, (2.1)
thus obtaining a grid
yjm = −pi + j`m, j = 0, . . . , Nm.
Now we inductively define the continuous, piecewise linear functions um as follows. For some m ∈ N,
let um be given satisfying that
(1) um is continuous and piecewise linear,
(2) um is linear on each interval I
j
m := [y
j
m, y
j+1
m ], j = 0, . . . , Nm − 1.
Now we subdivide each interval Ijm into p subintervals I
j,k
m := [y
j,k
m , y
j,k+1
m ], where y
j,k
m := y
j
m+khm+1,
with 0 ≤ k ≤ p − 1, each of length hm+1 := `mp−1 = q`m+1. On each such subinterval Ij,km we then
define um+1 as piecewise linear, continuous and oscillating q times between the values um(y
j,k
m ) and
um(y
j,k+1
m ), i.e. we define
um+1(y) :=

um(y
j,k
m ), y ∈ {yj,km + 2a`m+1; a = 0, 1, . . . , q−12 },
um(y
j,k+1
m ), y ∈ {yj,km + (2a+ 1)`m+1; a = 0, 1, . . . , q−12 },
piecewise linear in between.
(2.2)
The functions um so constructed have slope of size
sm := |u′m(y)| =
1
pi
qm, ∀y ∈ T \ {yjm; j = 0, . . . , Nm}. (2.3)
The following lemma proves that u ∈ Cβ if and only if β ≤ α. More precisely the sharpness of the
Ho¨lder exponent follows from the so-called lower-Ho¨lder property (see (2.5)).
1The choice of p ≥ 3 is a matter of technical convenience – we could also allow p = 2 at the cost of some minor, but
technical, modifications to some of the later proofs.
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LEMMA 2.1. The family of functions {um}m∈N converges uniformly to a function u ∈ Cα(T),
where
α =
ln p
ln p+ ln q
. (2.4)
Moreover, there exists a constant C > 0 such that for any interval I ⊂ T of length 0 < |I| ≤ 1
sup
I
u− inf
I
u ≥ C |I|α . (2.5)
REMARK 2.2. We note that the set of α ∈ (0, 1) as in (2.4) is dense in (0, 1) because it contains Q:
Given a < b ∈ N, we choose p = ka, q = kb−a for some k ∈ N odd to obtain that ln pln p+ln q = ab .
PROOF. By construction, for each m ∈ N and y ∈ T we have that
|um(y)− um+1(y)| ≤ 1
pm+1
.
Hence, for any k ∈ N,
‖um − um+k‖L∞ ≤
k−1∑
`=0
‖um+` − um+`+1‖L∞ ≤
k−1∑
`=0
1
pm+`+1
≤ 1
(p− 1)pm .
Consequently, {um}m∈N is uniformly Cauchy and converges to a continuous function u and
‖um − u‖L∞ ≤ 1
(p− 1)pm . (2.6)
To show that u is Ho¨lder-continuous, let us consider two points y, y¯ ∈ T, and take m ≥ 0 such that
2`m+1 ≤ |y − y¯| ≤ 2`m.
Thanks to (2.6) and to (2.3), we have that
|u(y)− u(y¯)| ≤ |um(y)− um(y¯)|+ 2
(p− 1)pm ≤ 2sm`m +
2
(p− 1)pm ≤
2p
(p− 1)pm . (2.7)
Thanks to our choice of α in (2.4), we have that (pq)α = p, namely 1pm =
p
2αpiα (2`m+1)
α and from
(2.7) we deduce our claimed estimate
|u(y)− u(y¯)| ≤ 2
1−αp2
piα(p− 1) (2`m+1)
α ≤ 2
1−αp2
piα(p− 1) |y − y¯|
α.
To see the sharp Ho¨lder property (2.5), let I ⊂ T be given. Now let m ∈ N such that `m−1 ≤ |I| <
`m−2. Then by construction there exists j ∈ {0, ..., Nm} such that [yjm, yj+1m ] ⊂ I . Now we note that
u(yjm) = um(y
j
m) and u(y
j+1
m ) = um(y
j+1
m ), so by (2.3) it follows that∣∣u(yjm)− u(yj+1m )∣∣ = sm`m = 1pm = 1p3 1pm−3 = 1piαp2 `αm−2 ≥ 1piαp2 |I|α
where we used (2.3), (2.1) and again that p = (pq)α. 
3. Inviscid mixing properties
Our main goal in this section is to establish the following result:
PROPOSITION 3.1. Let p, q, α, u as in Section 2. Then there exists C := C(p, q) > 0 such that the
following hold:
(1) If f solves
∂tf + u∂xf = 0, f(0) = f
in,
∫
T
f in(x, y)dx = 0, (3.1)
then
‖f(t)‖L2xH−1y ≤ Ct
−1 ∥∥f in∥∥
L2xH
1
y
. (3.2)
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(2) This decay is sharp, in the sense that for the sequence of times t′m = pipm, m ∈ N, there exist
initial data f in? with
∫
f in? dx = 0 such that the corresponding solution f?(t) of (3.1) satisfies∥∥f?(t′m)∥∥L2xH−1y ≥ C(t′m)−1 ∥∥f in? ∥∥L2xH1y . (3.3)
(3) However, the decay along a sequence of times may be significantly faster than this: We have
that for tm = 2pipm, m ∈ N, any solution of (3.1) satisfies
‖f(tm)‖L2xH−1y ≤ Ct
− 1
α
m
∥∥f in∥∥
L2xH
1
y
. (3.4)
Parts (1) and (2) show that the shears induced by the functions u of Section 2 in general only mix at
the same rate as a smooth shears without critical points, while part (3) shows that along a sequence of
times this may be much faster. We highlight here that the particular sequence of times does not depend
on the choice of initial data, but is constructed based on the structure of u.
The idea of the proof of these results is well known: oscillations lead to cancellation, which can typ-
ically be seen via an integration by parts. While u is certainly constructed to have plenty of oscillations,
here we cannot directly exploit them via integration by parts on u, since u ∈ Cα is not regular enough.
Naturally, though, the approximating piecewise linear functions um have increasingly steep slopes (as
m → ∞). However, u′m is only linear on increasingly many (namely, Nm) increasingly small (of size
N−1m ) intervals and changes sign frequently, so a delicate analysis is needed to show that this actually
leads to uniform in m bounds for the rate of mixing of um (see also Lemma 3.4). This gives (3.2), and
similar ideas can be used to establish (3.3) and (3.4). After a discussion of the relevant properties of um
in Section 3.1, we then give the details of these proofs in Section 3.2 below.
On the sharpness of the decay. It is worth noting that by extending heuristics of the smooth case
(see also our discussion in the introduction), the faster rate t−
1
α may be regarded as a natural scale for
inviscid mixing of a Cα shear. Moreover, in a certain sense it is also the fastest rate possible, as a simple
computation shows:
PROPOSITION 3.2. Let p, q, α, u as in Section 2 and let f in ∈ W 1,2(T2). If f solves (3.1), then for
every α′ < α there exists a constant C¯ > 0 such that
‖f(t)‖H−1(T2) ≥ C¯t−
1
α′ for every t ≥ 1. (3.5)
We note, however, that the constant C¯ in (3.5) may depend on f in – see (3.6) for the details.
PROOF. Let Xt(x, y) = (x − tu(y), y) : [0,∞) × T2 → T2 be the flow of the stationary vector
field (−u(y), 0). Observe that ‖Xt‖Cα ≤ Ct for every t ≥ 1, where C depends only on ‖u‖Cα . The
solution f(t) can be represented as f(t, x, y) = f in(Xt(x, y)). Hence by the Hajlasz inequality [24]
|f(t, z)−f(t, z′)| ≤ (|M(Df in)|(Xt(z))+ |M(Df in)|(Xt(z′)))|Xt(z)−Xt(z′)| ≤ C(1+t)|z−z′|α,
where M is the maximal function. Hence, for any α′ < α, t ≥ 1 by a direct computation we can
estimate the Gagliardo seminorm of f(t)
‖f(t)‖2
Wα′,2 =
∫
T2
∫
T2
|f(t, z)− f(t, z′)|2
|z − z′|2+2α′ dzdz
′
≤
∫
T2
∫
T2
||M(Df in)|2(Xt(z)) + |M(Df in)|2(Xt(z′))|2
|z − z′|2+2(α′−α) dzdz
′ ≤ C‖f in‖2H1t2,
where in the last inequality we used that the kernel |z − z′|−2−2(α′−α) is integrable, that Xt is measure
preserving and that the maximal function maps L2 to L2 with a linear estimate. The constant C depends
on α′ and on ‖u‖Cα . By interpolation
‖f in‖2L2 = ‖f(t)‖2L2 ≤ ‖f(t)‖
2α′
1+α′
H−1 ‖f(t)‖
2
1+α′
Hα′
≤ C‖f(t)‖
2α′
1+α′
H−1 (‖f in‖H1t)
2
1+α′ , (3.6)
which gives (3.5) and concludes the proof. 
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3.1. Preliminaries. We record here some more useful properties of our construction of um. Let
S(m) := {yjm; j = 0, . . . Nm} be the set of grid points at stage m, and define
S0(m) := {y ∈ S(m); ∃j ∈ {0, . . . , Nm−1}, k ∈ {0, . . . , p− 1} : y = yj,km−1},
i.e. S0(m) is the set of grid points at which um does not change slope. We may then further separate the
grid points S(m)\S0(m) into a set S1(m) that are “close to” grid points of the previous stagem−1 and
a remainder set S2(m) of new, “interior” grid points. The latter S2(m) can then be further subdivided
into q sets Ak(m) (0 ≤ k ≤ q − 1) of grid points, with the property that intervals of length (q + 1)`m
and starting point in Ak(m) do not have any overlaps. The details are as follows.
LEMMA 3.3. Let
D := {−(q − 1),−(q − 3), . . . , 0, . . . , q − 3, q − 1},
and define the disjoint sets S1(m), S2(m) as
S1(m) :=
⋃
d∈D
τd`m(S(m− 1)),
S2(m) := S(m) \ (S0(m) ∪ S1(m)),
(3.7)
where τc denotes the translation operator by c ∈ T. Then clearly S(m) = S0(m) ∪ S1(m) ∪ S2(m)
and moreover
(P1) #S1(m) = q · S(m− 1),
(P2) if y ∈ S1(m) then there exists y∗ ∈ S(m− 1) such that um(y) = um−1(y∗),
(P3) S2(m) can be written as the (disjoint) union
S2(m) =
q−1⋃
k=0
⋃
y∈Ak(m)
{y} ∪ {y + (q + 1)`m}, (3.8)
where Ak(m) ⊂ S2(m), 0 ≤ k ≤ q − 1, are such that if y, y′ ∈ Ak(m), then [y, y + (q +
1)`m] ∩ [y′, y′ + (q + 1)`m] = ∅. Moreover, we note that if y ∈ Ak(m), then by construction
um(y) = um(y + (q + 1)`m), (3.9)
and in addition we have
u′m(y
+) = −u′m((y + (q + 1)`m)−), u′m(y−) = −u′m((y + (q + 1)`m)+), (3.10)
where superscripts +,− denote right and left limits, respectively.
In fact, the decomposition into sets Ak(m) could be achieved with only
q+1
2 sets – see Figure 2.
However, to simplify the exposition of the proof we give ourselves some room by allowing for up to q
such sets, since this distinction is inconsequential for the arguments that follow in Section 3.2 .
PROOF. For S1(m) defined as in (3.7), clearly we have S1(m) ⊂ S(m), and by construction the
claim (P1) follows. For (P2) it suffices to observe that if y ∈ S1(m), then by construction there exists
d ∈ D such that y∗ := τd`m(y) ∈ S(m). Since the two grid points satisfy |y∗ − y| ≤ q−12 `m it then
follows that um(y) = um−1(y∗).
We prove the properties (P3) of S2(m) by showing how the sets Ak(m), 0 ≤ k ≤ q − 1, may be
constructed. To this end, consider an interval Ijm−1 = [y
j
m−1, y
j+1
m−1] and define Ak(m) by requiring that
Ak(m) ∩ (Ijm−1 ∩ S2(m)) = {yjm−1 + (2k + 1)`m + 2nhm; n ∈ N} ∩ Ijm−1, 0 ≤ k ≤
q − 1
2
,
Ak(m) ∩ (Ijm−1 ∩ S2(m)) = {yjm−1 + (2k + 2)`m + 2nhm; n ∈ N} ∩ Ijm−1,
q − 1
2
< k ≤ q − 1.
One verifies directly that the decomposition (3.8) holds.
Finally, observe that if y ∈ Ijm−1 ∩ S2(m) there exist k ∈ {0, . . . , p − 1} and a ∈ {0, . . . , q−12 }
such that y = yj,km−1 + (2a+ 1)`m, and hence by (2.2) there holds
um(y) = um−1(y
j,k+1
m−1 ).
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y
yjm−1 = y
j,0
m−1 y
j,1
m−1 y
j,2
m−1 y
j+1
m−1
um−1
um
S0(m)
S1(m)
S2(m)
A0(m)
A1(m)
A2(m)
`m−1
FIGURE 2. Examples of the sets Sj(m) and Ak(m) of Lemma 3.3, 0 ≤ j ≤ 2, 0 ≤
k ≤ 3, in the case where q = 5, p = 3.
Moreover, we have
y + (q + 1)`m = y + hm + `m = y
j,k+1
m−1 + 2(a+ 1)`m,
so that by the definition (2.2) of um it follows that
um(y + (q + 1)`m) = um−1(y
j,k+1
m−1 ),
thus proving the claim (3.9). Equation (3.10) follows by noting that if y is a local maximum, then
y + (q + 1)`m is a local minimum, and vice versa.
This completes the proof. 
3.2. Proof of Proposition 3.1. Towards the proof of Proposition 3.1 we note that the equation (3.1)
decouples in x, so we may write
f(t, x, y) =
∑
k∈Z
fk(t, y)e
itkx. (3.11)
Then f satisfies (3.1) iff there holds
∂tfk + iku(y)fk = 0, k ∈ Z,
which has solution fk(t, y) = e−itku(y)f ink (y). Thus there holds that
‖f(t)‖2
L2xH
−1
y
=
∑
k∈Z
‖fk(t)‖2H−1y =
∑
k∈Z
sup
ψ∈H1y ,‖ψ‖H1≤1
|〈fk(t), ψ〉|2L2y
=
∑
k∈Z
(
sup
ψ∈H1y ,‖ψ‖H1≤1
∣∣∣∣∫
T
e−itku(y)f ink (y)ψ(y)dy
∣∣∣∣
)2
.
(3.12)
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3.2.1. Proof of Part (1). To prove the general decay result (3.2) of Proposition 3.1 it thus suffices to
invoke the below Lemma 3.4 in (3.12), which gives∣∣∣∣∫
T
eitku(y)f ink (y)ψ(y)dy
∣∣∣∣ ≤ C(t |k|)−1 ∥∥f ink ψ∥∥W 1,1y ≤ C(t |k|)−1 ∥∥f ink ∥∥H1y ‖ψ‖H1y .
This shows that
‖f(t)‖2
L2xH
−1
y
≤ Ct−2
∑
k∈Z
|k|−2 ∥∥f ink ∥∥2H1y ≤ Ct−2 ∥∥f in∥∥2L2xH1y ,
which is the claim. Thus it remains to establish the following:
LEMMA 3.4. There exists a constant C := C(p, q) > 0 such that∫
T
eitum(y)ϕ(y)dy ≤ Ct−1 ‖ϕ‖
W 1,1y
. (3.13)
PROOF. Since from (2.6) we have that ‖u− um‖L∞ ≤ p−m, it suffices in fact to show that uni-
formly in m there holds that ∫
T
eitum(y)ϕ(y)dy ≤ Ct−1 ‖ϕ‖W 1,1 .
To this end we integrate by parts on the intervals Ijm, 0 ≤ j ≤ Nm, where um is linear (and thus u′′m = 0)
and obtain ∫
T
eitum(y)ϕ(y)dy =
∫
T
eitum(y)
ϕ′(y)
tu′m
dy +
Nm−1∑
j=0
[
eitum(y)
tu′m(y)
ϕ(y)
]yj+1m
y=yjm
.
Since by (2.3) we have |u′m| = pi−1qm it follows that∣∣∣∣∫
T
eitum(y)
ϕ′(y)
tu′m
dy
∣∣∣∣ ≤ pit ∥∥ϕ′∥∥L1 .
Moreover, for the boundary terms we note that
Tm(ϕ) :=
Nm−1∑
j=0
[
eitum(y)
tu′m(y)
ϕ(y)
]yj+1m
y=yjm
=
 ∑
y∈S1(m)
+
∑
y∈S2(m)
( eitum(y)
tu′m(y+)
ϕ(y) +
eitum(y)
tu′m(y−)
ϕ(y)
)
=: T 1m(ϕ) + T
2
m(ϕ),
since all grid points in S(m) appear twice in the sum, once as upper and once as lower boundary points
of the integrals. Here, for points in S1(m)∪S2(m) both terms have the same sign (either lower boundary
with positive slope sm and upper boundary with negative slope −sm or the other way around), whereas
for points in S0(m) the slope does not change and hence they do not contribute.
We prove now by induction on m ∈ N that for every ϕ ∈W 1,1 we have
|Tm(ϕ)| ≤ 4pi
t
‖ϕ‖W 1,1 +
m∑
k=1
q
tqk
∥∥ϕ′∥∥
L1
. (3.14)
The conclusion (3.13) follows then by setting C = 4pi + qq−1 . Indeed, for m = 0, this is a consequence
of a direct computation and of the fact that supϕ ≤ ‖ϕ‖W 1,1 , namely
|T0(ϕ)| =
[
eitu0(y)
tu′0(y)
ϕ(y)
]0
y=−pi
+
[
eitu0(y)
tu′0(y)
ϕ(y)
]pi
y=0
=
1
ts0
(− ϕ(pi) + 2eiϕ(0)− ϕ(−pi)) ≤ 4pi
t
‖ϕ‖W 1,1 .
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Now we assume the estimate (3.14) for m− 1 and we prove it for m. By property (P2) we have
T 1m(ϕ) =
∑
y∈S1(m)
(
eitum(y)
tu′m(y+)
ϕ(y) +
eitum(y)
tu′m(y−)
ϕ(y)
)
=
∑
d∈D
∑
y∈τd`m (S(m−1))
(
eitum(y)
tu′m(y+)
ϕ(y) +
eitum(y)
tu′m(y−)
ϕ(y)
)
=
∑
d∈D
∑
y∈S(m−1)
(
eitum(τ−d`my)
tu′m(τ−d`my+)
ϕ(τ−d`my) +
eitum(τ−d`my)
tu′m(τ−d`my−)
ϕ(τ−d`my)
)
=
∑
d∈D
∑
y∈S(m−1)
(
eitum−1(y)
q · tu′m−1(y+)
ϕ(τ−d`my) +
eitum−1(y)
q · tu′m−1(y−)
ϕ(τ−d`my)
)
=
∑
d∈D
1
q
Tm−1(ϕ ◦ τ−d`m).
(3.15)
On the other hand, splitting T 2m(ϕ) = T
2,+
m (ϕ) + T
2,−
m (ϕ) for terms with y+ resp. y− we invoke (3.9)
and (3.10) to deduce that
∣∣T 2,+m (ϕ)∣∣ :=
∣∣∣∣∣∣
∑
y∈S2(m)
eitum(y)
tu′m(y+)
ϕ(y)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
q−1∑
k=0
∑
y∈Ak(m)
eitum(y)
tu′m(y+)
ϕ(y) +
eitum(y+(q+1)`m)
tu′m((y + (q + 1)`m)+)
ϕ(y + (q + 1)`m)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
q−1∑
k=0
∑
y∈Ak(m)
eitum(y)
tu′m(y+)
[ϕ(y)− ϕ(y + (q + 1)`m)]
∣∣∣∣∣∣
≤
q−1∑
k=0
1
tqm
∑
y∈Ak(m)
∣∣∣∣∣
∫ y+(q+1)`m
y
ϕ′(z)dz
∣∣∣∣∣
≤ q
tqm
∥∥ϕ′∥∥
L1
,
(3.16)
where in the last inequality we used the disjointness of the intervals [y, y+ (q+ 1)`m] and [y′, y′+ (q+
1)`m] for y, y′ ∈ Ak(m), by property (P3) of Lemma 3.3. Similarly we have
∣∣∣T 2,−m (ϕ)∣∣∣ ≤ qtqm ‖ϕ′‖L1 .
From (3.15) and (3.16), since #D = q and using the inductive assumption (3.14) for m − 1 to
estimate Tm−1(ϕ ◦ τ−d1`m) in the right-hand side of (3.16), we deduce that
Tm(ϕ) = T
1
m(ϕ) + T
2
m(ϕ) =
∑
d1∈D
1
q
Tm−1(ϕ ◦ τ−d1`m) + T 2m(ϕ) ≤
4pi
t
‖ϕ‖W 1,1 +
m∑
k=1
q
tqk
∥∥ϕ′∥∥
L1
.
which proves the inductive estimate (3.14).

3.2.2. Proof of Parts (2) and (3). In view of the decomposition (3.11) into Fourier modes, the below
Lemma 3.6 can be applied to give our claims: In order to establish (3.3), we let f in? := cos(x), so that
by (3.12) the corresponding solution f?(t) satisfies
‖f?(t)‖2L2xH−1y =
∑
k=±1
 sup
ψ∈H1y ,‖ψ‖H1y≤1
∣∣∣∣∫
T
e−itku(y)
(
f in?
)
k
(y)ψ(y)dy
∣∣∣∣
2
≥
∣∣∣∣∫
T
e±itu(y)dy
∣∣∣∣2 ∥∥f in? ∥∥2L2xH1y ,
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where in the last inequality we used that ψ = 1 is an admissible choice in the supremum and that(
f in?
)
k
(y) ≡ 1. Now it suffices to apply (3.18) with t = t′m to obtain (3.3). Similarly, the bounds (3.4)
are proved by invoking (3.12) and the below (3.17) with ϕ = f ink · ψ.
REMARK 3.5. This argument shows that the particular choice f in? := cos(x) plays a minor role. For
instance, the same estimate works for initial data of the form
f in? (x, y) = f
(1)(x)f (2)(y),
where
‖f (1)‖L2x = 1, |f
(1)
1 | ≥
1
4
, ‖f (2)‖H1y = 1, infy f
(2)(y) ≥ 1
4
.
The proof of Proposition 3.1 is thus completed once we have proved the following:
LEMMA 3.6. There exists a constant C := C(p, q) > 0 such that for tm := 2pipm, t′m := pipm,
m ∈ N, there holds ∣∣∣∣∫
T
eitmu(y)ϕ(y)dy
∣∣∣∣ ≤ Ct− 1αm ∥∥ϕ′∥∥L1 , (3.17)∣∣∣∣∫
T
eit
′
mu(y)dy
∣∣∣∣ ≥ C(t′m)−1. (3.18)
PROOF. Proof of (3.17). Consider um, `m sm, {yjm}j=1,...,Nm as in Section 2. To prove (3.17), we
have to estimate∫
T
eitu(y)ϕ(y)dy =
∫
T
eitum(y)ϕ(y)dy +
∫
T
(
eitu(y) − eitum(y))ϕ(y)dy =: (I) + (II). (3.19)
To estimate the first term, we integrate by parts on each of the segments [yj−1m , yjm], j = 1, ..., Nm,
where um is linear of slope sm, which yields
(I) =
Nm∑
j=1
1
tu′m(y
j−
m )
∫ yjm
yj−1m
∂y(e
itum(y))ϕ(y)dy
=
Nm∑
j=1
1
tu′m(y
j−
m )
(∫ yjm
yj−1m
eitum(y)ϕ′(y)dy + eitum(y
j
m)ϕ(yjm)− eitum(y
j−1
m )ϕ(yj−1m )
)
.
We now observe that tm|u′m(yj−m )| = 2(pq)m = 2p
m
α = 21−
1
α (pi−1)
1
α t
1
α
m and that we have
|tmum(yjm)− tmum(yj−1m )| = tmsm`m = tm
1
pm
= 2pi, (3.20)
so that eitmum(y
j
m) = eitmum(y
j−1
m ). Hence
(I) ≤ Ct−
1
α
m
Nm∑
j=1
(∫ yjm
yj−1m
|ϕ′(y)|dy + |ϕ(yjm)− ϕ(yj−1m )|
)
≤ Ct−
1
α
m ‖ϕ′‖L1 . (3.21)
Next, let {yj,km }j=0,...,Nm,k=0,...,p be as in Section 2. We claim that for every j = 0, ..., Nm − 1 and for
every hm+1 = `mp−1-periodic function f : [y
j
m, y
j+1
m ]→ R, namely such that
f(x+ yjm) = f(x+ y
j,k
m ) for every x ∈ [0, `mp−1], k = 0, ..., p− 1,
we have ∫ yj+1m
yjm
eitm(um(y)+f(y))dy = 0. (3.22)
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To prove this claim, observe that by periodicity of f∫ yj+1m
yjm
eit(um(y)+f(y))dy =
p−1∑
k=0
∫ yj,k+1m
yj,km
eit(um(y)+f(y))dy
=
p−1∑
k=0
∫ `mp−1
0
eit(um(y+y
j,k
m )+f(y+y
j,k
m ))dy
=
∫ `mp−1
0
eitf(y)
p−1∑
k=0
eitum(y+y
j,k
m )dy.
Since tmum : [y
j
m, y
j+1
m ]→ R is a linear function such that tmum(yj+1m )− tmum(yjm) = ±2pi, we have
p−1∑
i=0
eitmum(y+y
j,k
m ) =
p−1∑
k=0
e
itmum(y)+ik
2pi
p = 0
and this completes the proof of (3.22).
For any given j = 1, .., Nm we observe by an inductive argument that (um′ − um) is a `mp−1-
periodic function in [yj−1m , yjm] for every m′ ≥ m. Indeed, this is trivial for m′ = m, and it is verified
by the explicit construction of um′+1 once um′ satisfies this property. Hence, applying (3.22) to f = 0
and to f = tm(um′ − um) : [yj−1m , yjm]→ R we deduce that∫ yjm
yj−1m
eitmum(y)dy =
∫ yjm
yj−1m
eitmu(y)dy = 0. (3.23)
Coming back to (II), we rewrite it using (3.23) and then we estimate by means of Fubini’s theorem
(II) =
Nm∑
j=1
∫ yjm
yj−1m
(
eitu(y) − eitum(y))(ϕ(y)− ϕ(yj−1m ))dy
≤
Nm∑
j=1
∫ yjm
yj−1m
|ϕ(y)− ϕ(yj−1m )|dy
≤
Nm∑
j=1
∫ yjm
yj−1m
∫
1{yj−1m ≤z≤y}|ϕ
′(z)|dzdy
≤ `m
Nm∑
j=1
∫ yjm
yj−1m
|ϕ′(z)|dz = (2pi)− 1α t−
1
α
m ‖ϕ′‖L1 .
(3.24)
In the last equality we used that `m = pi(pq)−m = pip−
m
α = 2−
1
α (pi−1)
1
α t−
1
α . From (3.19), (3.21) and
(3.24) we obtain (3.17).
Proof of (3.18). We start computing the left-hand side in (3.18)∫
T
eit
′
mu(y)dy =
Nm/2∑
j=1
∫ y2jm
y2j−2m
eit
′
mu(y)dy. (3.25)
To rewrite the right-hand side, we first prove the following claim: for everym ∈ N, j ∈ {0, ..., Nm−1},
k ∈ {0, ..., p− 1} we have ∫ yj,k+1m
yj,km
eit
′
mum+1(y)dy =
∫ yj,k+1m
yj,km
eit
′
mum(y)dy. (3.26)
Indeed, let us define the following set of q elements Lm,j,k = {l : ylm+1 ∈ [yj,km , yj,k+1m )}, and let lmin
be the minimum element of Lm,j,k, which corresponds to y
lmin
m+1 = y
j,k
m . By definition of um+1, we have
that for y ∈ [0, `m+1]
um+1(y
2l
m+1 + y) = um+1(y
lmin
m+1 + y), um+1(y
2l+1
m+1 + y) = um+1(y
lmin
m+1 + `m+1 − y)
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and finally we observe that um+1(y
lmin
m+1 + y) = um(y
lmin
m+1 + qy), since um+1 has q times the slope of
um. Hence we can rewrite the left-hand side of (3.26) as∫ yj,k+1m
yj,km
eit
′
mum+1(y)dy =
∑
l∈Lm,j,k
∫ yl+1m+1
ylm+1
eit
′
mum+1(y)dy =
∑
l∈Lm,j,k
∫ `m+1
0
eit
′
mum+1(y
l
m+1+y)dy
= q
∫ `m+1
0
eit
′
mum+1(y
lmin
m+1 +y)dy = q
∫ `m+1
0
eit
′
mum(y
lmin
m+1 +qy)dy
=
∫ q`m+1
0
eit
′
mum(y
lmin
m+1 +y)dy =
∫ yj,k+1m
yj,km
eit
′
mum(y)dy.
From (3.26), we deduce the following equality by induction on l∫ y2jm
y2j−2m
eit
′
mul(y)dy =
∫ y2jm
y2j−2m
eit
′
mum(y)dy for every l ≥ m. (3.27)
Indeed, to verify the inductive step we assume that this equality holds for l, and we have∫ y2jm
y2j−2m
eit
′
mul+1(y)dy =
∑
j,k
∫ yj,k+1l
yj,kl
eit
′
mul+1(y)dy =
∑
j,k
∫ yj,k+1l
yj,kl
eit
′
mul(y)dy =
∫ y2jm
y2j−2m
eit
′
mum(y)dy,
where the sum is taken over all j, k such that yj,kl ∈ [y2j−2m , y2jm ). This proves (3.27). Letting l → ∞
in (3.27), we find that each term in the right-hand side of (3.25) can be rewritten only in terms of um,
instead of u ∫ y2jm
y2j−2m
eit
′
mu(y)dy =
∫ y2jm
y2j−2m
eit
′
mum(y)dy. (3.28)
By (3.20) and since t′m = tm/2 we know that
|t′mum(yj+1m )− t′mum(yjm)| = pi ∀j = 0, ..., Nm − 1. (3.29)
so that, since t′mum is linear in [y
j
m, y
j+1
m ],
t′mum(y
j
m + `my) = t
′
mum(y
j
m) +
u′m(y
j+
m )
|u′m(yj+m )|
piy, y ∈ [0, 1]. (3.30)
Since um(−pi) = um(y0m) = 0, (3.29) implies that t′mum(yjm) = ajpi, with aj an integer number which
is even if and only if j is even. In other words, we have
eit
′
mum(y
j
m) =
{
1 if j is even
−1 if j is odd. (3.31)
Hence, by a change of variable and (3.30), we have with (3.31) that∫ yjm
yj−1m
eit
′
mum(y)dy = `m
∫ 1
0
eit
′
mum(y
j
m+`my)dy
= `me
it′mum(y
j
m)
∫ 1
0
e
i
u′m(y
j+
m )
|u′m(yj+m )|
piy
dy =
2i`m
pi
u′m(y
j+
m )
|u′m(yj+m )|
eit
′
mum(y
j
m).
(Notice that, in view of (3.31), the last two terms in this product are ±1.) By applying this formula on
two consecutive intervals, we obtain∫ y2jm
y2j−2m
eit
′
mum(y)dy =

0 if u′m(y
2j−2
m ) = u′m(y
2j−1
m )
4i 1(pq)m if u
′
m(y
2j−2
m ) = sm = −u′m(y2j−1m )
−4i 1(pq)m if u′m(y2j−2m ) = −sm = −u′m(y2j−1m ).
(3.32)
Therefore, from (3.25), (3.28) and (3.32) we get∫
T
eitu(y)dy = 4i
1
(pq)m
Mm, (3.33)
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where
Mm = #{j : u′m(y2j−2m ) = sm = −u′m(y2j−1m } −#{j : u′m(y2j−2m ) = −sm = −u′m(y2j−1m }.
Hence we are left to estimate Mm inductively on m; we show that
Mm = Cq
m. (3.34)
Indeed, suppose that a certain double interval [y2j−2m−1 , y
2j
m−1] in um−1 contains a positive slope followed
by a negative slope. When we split these two intervals into 2p subintervals for the construction of um,
the first p−1 as well as the last p−1 do not contribute inMm, namely each pair of consecutive intervals
contains exactly the same number of elements in the first and in the second set in the definition of Mm.
In turn, the central two intervals contribute with q elements of the first set.
By symmetry, we obtain the same result when a certain doubled interval in um−1 contains a negative
slope followed by a positive slope. Finally, the analogous argument can be performed in the case where
in certain doubled interval in um−1 there are two slopes of the same sign.
From (3.33) and (3.34) we conclude (3.18). 
4. Enhanced dissipation
Our control on the enhanced dissipation is most precisely stated as estimates for the semigroup of
the linear operator
Lν := −u∂x + ν∂yy (4.1)
closely related to equation (1.1). Indeed, notice that
‖e(ν∂xx+Lν)tPk‖L2→L2 ≤ ‖eLνtPk‖L2→L2 ∀t ≥ 0,
so only the semigroup generated by (4.1) needs to be considered.
PROPOSITION 4.1. There exist positive constants ε, C > 0 such that for every ν > 0 and every
integer k 6= 0 satisfying ν|k|−1 ≤ 1/2 we have
‖eLνtPk‖L2→L2 ≤ Ce−ελν,kt, ∀t ≥ 0,
where Pk denotes the projection to the k-th Fourier mode in x and
λν,k = ν
α
α+2 |k| 2α+2
is the decay rate.
This result is a direct consequence of [25, Theorem 5.1]. The setup is as follows: Let ψ be the
stream function associated to u, such that
ψ′(y) = −u(y),
∫
T
ψ(y)dy = 0.
As in [25], for δ ∈ (0, 1) we define
ω1(δ, u) = inf
y¯,c1,c1∈R
∫ y¯+δ
y¯−δ
|ψ(y)− c1 − c2y|2 dy.
Then according to [25, Theorem 5.1], our Proposition 4.1 follows if we can show that there exist C1 > 0
such that for all δ ∈ (0, 1) there holds
ω1(δ, u) ≥ C1δ2α+3. (4.2)
PROOF OF (4.2). For any function ϕ ∈ C(T) and any h ∈ R, we define a difference operator
∆2h : C(T)→ C(T) by
∆2hϕ(y) := ϕ(y)− 2ϕ(y + h) + ϕ(y + 2h),
analogous to that in [25]. Note that ∆2h is a linear operator, and by construction it vanishes on affine
functions, i.e.
∆2h[ay + b] = 0, a, b ∈ R. (4.3)
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Moreover, if ϕ is h-periodic, then
∆2hϕ = 0.
This difference operator allows us to obtain lower bounds for ω1 as follows: For δ ∈ (0, 1) and
y¯ ∈ T given, choose m ∈ N such that 2`m ≤ δ < 2`m−1. Then there exists yjm such that the interval
J = [ymj , y
m
j+1] ⊂ [y¯− δ, y¯+ δ]. We note that um is linear on J and without loss of generality has slope
sm (else −sm). Recall that J has length |J |, let
h := hm+1 =
`m
p
,
and observe that J ′ := [yjm, yjm + 3h] ⊂ J since p ≥ 3. In addition (and crucially), for any k ≥ m, the
function ψk+1 − ψk is h-periodic on J . Therefore,
∆2hψ = ∆
2
hψm + ∆
2
h
∑
k≥m
ψk+1 − ψk
 = ∆2hψm, on J ′. (4.4)
Moreover, since ∆2h is linear and vanishes on affine functions (4.3), by direct computation we have for
y ∈ J ′ that
∆2hψm(y) = ∆
2
h[
sm
2
y2] =
sm
2
y2 − sm(y + h)2 + sm
2
(y + 2h)2 = smh
2.
It thus follows that ∫ yjm+h
yjm
∣∣∆2hψm(y)∣∣2 dy = s2mh5 = Cp,αh3+2α, (4.5)
where we used (pq)α = p to conclude that
s2mh
2−2α =
(
1
pi
)2
q2m ·
(
`m
p
)2−2α
=
1
pi2αp2−2α
q2m(pq)m(2α−2) =
1
pi2αp2−2α
=: Cp,α.
In particular, from (4.5) and (4.4) we deduce that for any c1, c2 ∈ R
Cp,αh
3+2α =
∫ yjm+h
yjm
∣∣∆2hψm(y)∣∣2 dy = ∫ yjm+h
yjm
∣∣∆2hψ(y)∣∣2 dy
=
∫ yjm+h
yjm
∣∣∆2h (ψ(y)− c1 − c2y)∣∣2 dy
≤
∫ yjm+3h
yjm
|ψ(y)− c1 − c2y|2 dy
≤
∫
J
|ψ(y)− c1 − c2y|2 dy
≤
∫ y¯+δ
y¯−δ
|ψ(y)− c1 − c2y|2 dy.
(4.6)
Since the above arguments hold for any y¯ ∈ T and c1, c2 ∈ R, we may take the infimum as in the
definition (4.2) of ω1 and use the fact that δ < 2`m−1 = 2p2q · h to conclude from (4.6) that
ω1(δ, u) ≥ Cp,αh3+2α ≥ Cp,α
(2p2q)3+2α
· δ3+2α.
This concludes the proof. 
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