We study Rademacher chaos indexed by a sparse set which has a fractional combinatorial dimension. We obtain tail estimates for finite sums and a normal limit theorem as the size tends to infinity. The tails for finite sums may be much larger than the tails of the limit.
Introduction and results

A (homogeneous) Rademacher chaos is a random variable of the type
where d>l, ail...id are real or complex numbers and rl. r2, ... is a sequence of independent random variables with the symmetric two-point distribution P(ri= 1)= 1 (For example, ri could be the classical Rademacher functions [19] , P(ri=-l)= ~. defined on [0, 1] (with the usual Lebesgue measure) by r~(x)=l-2b~ when xe [0, 1] has the binary expansion 0.bib2..., but it is often more convenient to let ri be defined on the Cantor group Z~ c. For our purposes, the choice of ri does not matter.) Equivalently, S is a linear combination of the \Valsh functions of the type ril ... ri,.
We will consider only finite sums (1.1), so there is no problem of convergence, and all moments of S are finite.
We are interested in two related properties of the random variables S: the tail behaviour, i.e. the size of the probabilities P(ISI >x) for large x. and the size of the Lq norms IISlIq=(ElSlq)X/N for large q. For convenience, we define s=S/llSII2; thus ES=0 and Var S=EIS21=I.
Bonami's hypereontractive inequality [4] implies that every S in (1. [1] , [2] , [10] and [12] .)
In general, this estimate is best possible, up to a constant depending on d but In this paper we study Rademacher chaos (1.1) where most coefficients ai~...id = 0 so that we really only sum over an indexing set which is combinatorially sparse in the sense of [2, Chapters XII and XIII] . In this case. Bonami's hypercontractive inequality (1.2) can be improved, precisely reflecting the sparsity of the indexing set.
We first recall some definitions [2, Chapter XIII], which we modify and adapt to our purposes in this paper.
For FCN a and a>0, define A three-fold application of the Cauchy Schwarz inequality yields where K < oc depends only on the ambient dimension d. In particular, if dim {FN } < d, the exponent in (1.2) can be improved, with d replaced by the combinatorial dimension. These norm estimates lead to tail estimates by the customary procedure: If (1.7) holds and dF(c~)<oc, then for any x>0 and q_>l, by Markov's inequality, 
N A natural question arises: Is it possible to replace supx in (1.10) and (1.11) by limN__~? (See Remark (ii) in [2, p. 524] .) In the standard integer-dimensional case FN =A d, the answer is affirmative (by a &fold application of the usual central limit theorem). But in many fractional-dimensional cases, the answer is negative: the precise relation between tail estimates and combinatorial dimension, as per (1.11), is completely wiped out in the limit. We illustrate this in two important cases. 
Case (ii) with m=2 can be translated (using Remark 1.4) into a result for random graphs, which is a special case (with p= 89 of [8, Theorem 1]; see also [9] and [10, Chapter XI]. Theorems 1.5 and 1.6 complement one another in the following (heuristic) sense. Let us agree that tail probabilities of sums of uncorrelated symmetric variables provide a gauge of interdependence between the variables: larger tail probabilities (smaller likelihood of cancellations) conv W higher degree of interdependence, and conversely. In this light, Theorem 1.5 provides a precise assessment of interdependence of the random variables ril ... rid, (il, ... ,Q)EFN. As a counterpoint, reflecting increasing sparsity of FN relative to the full product set A~v, Theorem 1.6 asserts that FN in the limit, as N--+ ~c, is asymptotically independent. Theorems 1.5 and 1.6 show that, for large q or x, the limits as N--+oc are much smaller than the largest values for finite N. If we fix a large q and study II SN W]q as N grows, we begin with rather small values (at most tFxl 1/2) that grow to a maximum of the order q~/2 (when N is about q, see Section 2), but then the norms decrease again towards a limit of the order ql/2. (We do not know whether the increase and decrease are monotone; there might be several local maxima.) A similar story holds for P([SN[>X) for a fixed large x. Consequently, the limit results in Theorem 1.6 are misleading when we consider S?r for finite N.
A central limit theorem in fact holds generally under a condition of sparsity in FN that is milder than the sparsity implied by non-integer combinatorial dimension. The condition is in effect that FN is not "too close" to a product set. To express this precisely we use the following terminology. Remark 1.9. The results in the presem paper use Corollary XIII.29 in [2] . A correction to an argument in the proof of that theorem is included in the preprint version of the present paper [3] . The referee has pointed out that (1.7) also follows from [ 
SN = IFNI 1/2 > CU2 N ~/2 > x,
and thus First consider case (i), i.e., suppose that d= 2 and 1 < a < 2. Then, I F~-jl <_ N= ~ which verifies (1.12).
P(SN > x) > P(EN) = 2 -N > exp(-cax2/~). []
Asymptotic normality
. 
lAl <_ ( 4d~(a) )l/(2-~) =o(N).
By definition, FN # is the set of all ((i,j), (k,l))EF~v xFN, all of which entries
are distinct, such that either ({i, k}, {j,/})EFx x Fx or ({i, l}, {j, k})EFN x FN (or both), where {i, k}=(i, k) when i<k and (k, i) when i>k. We let F#1 be the subset of F # where iEA, and F#2 the subset where i~A. ((i,j), (k,/) )EF #, then either k or 1 is in F{-*, and thus the number of possible (k,1)EFN for a given i~A is at most, again by Lemma 3.1, (3.6) lira sup E E(J(~TiJ(I~J ) -< 1.
IFNA(F~i x[N])I+IFNO([N
]
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Because every moment of SN stays bounded by (1.2), moment convergence will follow as well. which by (3.4) implies (3.7). It remains to verify (3.6). For simplicity we first treat the ease d=2, and will later describe the modifications needed in the general case. If d=2, then 2 2
We have, Erkrtrmr~=O unless the indices k, I, m, n coincide in pairs, and obtain (overcounting the case when all four indices coincide)
Summing the first term on the right over all i and j, we obtain ]FNI 2. Therefore, to show (3.6), it suffices to verify that
The sum above equals the number of pairs
The number of such pairs with distinct i, j, k, I is at most IFNel. Further, the number of pairs ((k, i), (l, j))EFv x FN where two indices are equal to some r is at most If;.I 2. Consequently, the sum in (3.8) is at most 
EXx~X-"J <-Z T_u i,j rr C H'
We classify the patterns in Ill into three types: a pattern is of type I if all its edges are inside -}1 U-T2 or IaU-}4; it is of type II if it is not of type I and there are no edges connecting I2 and/~a, and type III otherwise. Because the set of patterns is finite, it suffices to show that T..~r 2) for every pattern 7c of type II or III.
If 7r is of type II, then I1 and/4 together determine/2 and/3. As in the case d=2, the number of allowed pairs (I1, h) with distinct indices is at most If~l, and the number of pairs (I1, I4) with at least one common index is at most ~rN1 IfTvrl. 2.
Therefore TN(TC)=o(IFNI 2) by (1.13) and (3.4).
Finally, suppose that 7r is of type III. Let fr=hU/~2 and ~=huh, and call these the left and right sides of the pattern. We further say that the points (i, k)C/~r and (i, k+2)E]n are the mirror images of one another. Suppose that there are r edges between /~L and /*n; call these r edges crossing, and order them (in some way Obviously, IFNI-+o~ ifSN d>N(0, 1). Hence, (3.9) and (3.10)imply (1.13 Hence, if 1=1, the limit is normal, but not if 1>2. For example, if 1=2, the 1 (The limit can be regarded as a mixture of limit variable is 0 with probability ~. normal distributions with different variances.)
In particular, this example shows that Theorem 1.6(i) does not extend to dim {FN}=I.
Ezample 3.4. Consider a disco~mected fractional Cartesian product. For example, take d=6, m=2 and let $1, ... ,$6 be the sets {1,2}, {1,3}, {2,3}, {4,5}, {4,6} and {5, 6}. It is easily seen that (1.13) does not hold. so asymptotic normality fails by Theorem 1.8.
This case is related to the case of disconnected G or H, respectively, in [8, Theorem 1] or [9, Theorem 1] . We expect that. as in those results, Sx converges to a polynomial in normal variables, but we have not checked the details. Hence Theorem 1.5 is not true in the Gaussian case. What is true? There is no problem with the lower bounds in Theorem 1.5: the proof in Section 2 works if we take gN={~>l, i=I,...,N}. We believe that Theorems 1.6 and 1.7 hold for the Gaussian case too. but we have not checked the details.
Further remarks and open problems
The estimates in [6] and [13] for d=2 might be useful.
Remark 4.7 . Are the results true if we replace rk by a lacunary sequence exp(2vrink~), where inf nk+l/nk > 1?
