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Abstract-This paper considers a discrete-time two-class queueing system with non-preemptive 
priority. Service times of messages of each priority class are i.i.d. according to a general discrete 
distribution function that may differ between two classes. Using the supplementary variable method 
and the generating function technique, we derive the joint system occupancy distribution at an 
arbitrary slot, and also compute the probability distributions for the system time and the busy 
period. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords-Discrete-time queue, Non-preemptive priority, System occupancy distribution, Sys- 
tem time. 
1. INTRODUCTION 
Priority mechanisms are an invaluable scheduling method that allow messages of different classes 
to receive different quality of service (&OS). For this reason, the priority queue has received 
considerable attention in the literature. Two well-known priority disciplines in the queueing 
literature are the preemptive and the non-preemptive disciplines. Under the first rule, if a message 
of high priority arrives when a message of low priority is being served, it has the right to replace 
the message of low priority from the server. The second assumes that a message of high priority 
waits until the message in service completes its service. 
Let us review some related papers. Many authors have studied priority queues. An overview of 
basic priority queues can be found in (l-41 and the references therein. Stanford [5] and Sugahara 
et al. [6] studied continuous-time non-preemptive priority queues. In [5], the interdeparture 
time in a non-preemptive priority queue with Poisson arrivals was analyzed. Sugahara et al. [6] 
presented a non-preemptive priority queue with switched Poisson process arrivals for the high 
priority messages in continuous time. Numerous examples of discrete-time queues can be found 
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modeling present computer and communication systems. Choi et al. [7,8] Laevens and Bruneel [9], 
Takine et al. [lo], and Walraevens and Bruneel [ll] studied discrete-time priority queues with 
deterministic service times equal to one slot. Because service times are equal to one slot, there 
is no distinction between the non-preemptive and the preemptive priority systems. Sidi [12] 
analyzed the discrete-time structured input queue under a non-preemptive priority discipline, 
where the service time is to be constant for all classes. Gupta and Georganas [13] analyzed the 
input queueing switch. They modelled each input queue as a two-class Gee/G/l queue with 
non-preemptive priority and obtained the mean delay of both priority classes, respectively. 
This paper considers a discrete-time two-class GeoX/G/l queue with non-preemptive priority. 
Using the supplementary variable method and the generating function technique, we derive the 
joint probability ‘generating function (PGF) of the system occupancy distributions, and also 
compute the probability distributions for the system time and the busy period. 
2. MODEL FORMULATION 
We consider a discrete-time single-server queueing system in which the time axis is divided into 
fixed-length contiguous intervals, referred to as slots. There are two priority classes of messages 
arriving in the system, namely, Class-l and Class-2. Let ak(respectively, bk) be the number 
of Class-l (respectively, Class-2) messages that arrive during slot Ic. The numbers of messages 
entering the system during the consecutive slots are assumed to be i.i.d. nonnegative discrete 
random variables with an arbitrary probability distribution and are characterized by the PGFs 
A(z) z E[zak] and B(z) = E[.$‘k]. Th e number of messages of each class that arrive in the 
same slot is independent of each other. The exact locations of arrival instants within the slot 
length are not specified here. It is even irrelevant as long as the system is observed at slot 
boundaries only [l]. It is assumed that the service of a message can start only at a slot boundary. 
Owing to the synchronous type of service, a message cannot be put into service in the slot that 
it has arrived, because its service can start no earlier than at the beginning of the next full 
slot. The service times si of Class-i messages are assumed to constitute a set of i.i.d. positive 
random variables with a general discrete distribution and are characterized by the PGF S(Z), 
i = 1,2. We define the load offered by Class-l and Class-2 messages as pi 5 A’(l)&(l) and 
Pz = B’(l)S$), respectively. The total load is then given by p z pi + pz. Finally, it is assumed 
that the service times and the arrival processes are mutually independent. 
The system consists of one single server and an infinite waiting room for messages waiting 
for service. Class-l are assumed to have head-of-line non-preemptive priority over Class-2, and 
messages in the same class are served in FIFO order. Due to the priority discipline, it is as if 
Class-l are stored in front of Class-2 in the queue. So, if there are any Class-l messages in the 
queue when the server becomes idle, the Class-l message with the longest waiting time will be 
selected for the next service. If, on the other hand, no Class-l messages are present in the queue 
at that moment, the Class-2 message with the longest waiting time, if any, will be served next. 
Since the priority discipline is non-preemptive, service of a message will not be disrupted until 
the message is served to complete. 
3. SYSTEM OCCUPANCY DISTRIBUTION 
We will first analyze the system occupancy at the end of each slot. A random variable nt), 
i = 1,2, indicates the number of Class-i messages in the queue, excluding the one in service, 
at the end of slot k. A supplementary random variable ht), z = 1,2, indicates the remaining 
service time if a Class-i message is in service at the end of slot k, and otherwise ht) = 0. Then 
{(hr),n;), hr),nf))} constitutes a Markov chain embedded at the end of each slot with state 
space 2$, where 2, E (0, 1,2,. . . }. 
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If we denote by ak and bk the numbers of Class-l and Class-2 messages, respectively, entering 
the queue during slot k, then the system evolves as follows: 
(a) If hr) = hj;2) = 0: 
/Jl) 0, if = if 72;) > 0 or = nf) 0, 
k+l 
= 
Sl - 1, if 
n(l) h, 
> 
0 :
if nf) = 0 and nI;“’ > 0, 
i.e., a Class-l message enters the server at the beginning of slot Ic + 1 if there is at least 
one Class-l message in the queue at the end of slot lc; otherwise, a Class-2 message. if any. 
enters the server at the beginning of slot k + 1. 
(b) If hf) > 0 (hence, hf) = 0), 
(1) _ (1) 
nk+l - “k + ak+l, nk+l - nk 
c2) - c2) + bk+l 
, 
h(2) - 0 
k+l- ’ 
i.e., the queue occupancy of each class is simply augmented with the new arrivals during 
slot k + 1 and the number of slots left to complete the service of the Class-l message being 
served is decreased by one. 
(c) If hf) > 0 (hence, hr) = 0), 
n (1) _ (1) kfl - nk +@k+lr nk+l - lzk 
c2) - c2) + bk+l 
9 
h(l) - 0 
k+l - ’ 
i.e., the queue occupancy of each class is simply augmented with the new arrivals during 
slot k + 1 and the number of slots left to complete the service of the Class-2 message being 
served is decreased by one. 
Now, let us define &(x, z, y, w) as the joint PGF of the state vector (hc), n&l), hf), nf’), valid 
at the end of slot k, 
Note that &(5, z, y, w) - %(O, z, y, w) = pk(Z, z, 0, w) - pk(O, z, 0, w) because ht) > 0 implies 
hf) = 0. The above system equations can be translated into the following relation: 
pk+lb> z> Y, w) 
for 1x1 5 1, IyI 5 1, IzI 5 1, and /WI 5 1, where the right-hand side (RHS) of (2) is defined by 
continuity when xyzw = 0. We assume that the system is stable, implying that the equilibrium 
condition requires that p < 1, and as a result Pk(x, z, y, w) and Pk+l (x, z, y, w) converge both to 
a common steady-state limit denoted by P(x, z, y, w). By taking k -+ 00 in (2) and solving for 
P(x, z, y, w) = limk+, Pk(x, z, y, w), we obtain 
[x - A(z)B(w)]P(x, z, y, w) 
(3) 
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Since IA(t)B(w)j 5 1 and P( 5, z, y, w) is a continuous function on the closed polydisc ((2, y, z, W) : 
14 i 1, lyl I 1, I4 I 1, I4 5 11, the MS of (3) must be zero for z = A(z)B(w). Therefore, 
from (3), we have 
[y - A(z)B(w)]P(O, z, y, w) = yS1(A(;)B(w)) - A(z)B(w)] P(0, z, 0, w) 
(4) 
+ A(z)B(w)Wy) _ YSI(A(~P(W)) p(o o o,w) + A(z)B(w) y _ 59(Y) 1 , 1 [ 1 - P(0, o,o, 0). W z w 
If we choose y = A(z)B(w) in (4), the RHS of (4) must then vanish for IzI 5 1 and /WI < 1, 
which yields 
[z - &(A(z)B(w))]P(O, z, 0, w) = zs2(A(;)B(w)) - &(A(z)B(w))] P(O,O, 0, w) 
(5) 
+z A(z)B(w) - S2(A(zB(w))] WA o,o, 0). 
We will show that, for any w in the unit closed disc {w : [WI 5 l}, z - &(A(z)B(w)) = 0 has a 
unique solution z = z*(w) in the unit closed disc {z : IzI 5 1). First, assume B(w) # 1. We can 
show that [B(w)1 < 1. Hence, (S1(A(z)B(w))l < 1 for IzI = 1. Therefore, there are no solutions 
of z - &(A(z)B(w)) = 0 on {z : IzI = 1). We have IS1(A(z)B(w))l < 1.~1 on {z : IzI = 1 - E} for 
any sufficiently small E > 0. By applying Rouche’s theorem, we can show that there is exactly 
one solution of z - &(A(z)B(w)) = 0 on {z : Iz( < 1 - E}. By letting E + O+, there is exactly 
one solution of z - &(A(z)B(w)) = 0 on {z : IzI < 1). In the B(w) = 1 case, it is not difficult 
to show that z = 1 is the unique solution of z - &(A(z)B(w)) = 0 on {z : IzI = 1). Now we 
show that there are no solutions of z - &(A(z)B(w)) = 0 on {z : IzI < 1). Let f(z) = z - 1 and 
g(z) = z - &(A(z)). For any z with IzI < 1, 
If(z) -9Cz)I = 11 & ’ dg(A(s))ds I A’(l)S;(l)ll - z[ < If(z j 
Hence, If(z)-g(z)1 < If(z)1 on {z : IzI < 1-c) for any 0 < E < 1. By applying Rouche’s theorem, 
there are no zeros of g(z) on {z : IzI < 1 - E}. By letting E --+ 0+, there are no zeros of g(z) on 
{z : IzI < 1). Th ere ore, f for any w in the unit closed disc {w : [WI < l}, z - Sl(A(z)B(w)) = 0 
has a unique solution z = z*(w) in the unit closed disc {z : IzI 5 1). Since P(0, z,O, w) is a 
continuous function for IzI 5 1, the RHS of (5) must be zero for z = z*(w). Therefore, 
PC0 o o 
9 , ,w 
) = w&*(w)P(w) - ~2W*W3W~p~0 o o o) 
w - S2(A(z*(w))B(w)) ’ ’ ’ (6) 
By taking the derivative w.r.t. z of (3) and putting x = z = y = w = 1, we get P(l, l,l, 1) = 
P(O, l,l, 1)+[s:(l)-ll[W4 ho, I)-WAO,O,1>1, w h ere P(0, 1,1, l), P(0, l,O, l), and P(O,O, 0,l) 
can be found from (4), (5), and (6), respectively, by de 1’Hospital’s rule: 
p(o o o 1)  = 1 -  A’(l)S;(l) -  B’(l)%(l) + B’(l) p(o o o o)  
t , , 1 - A’(l)S;(l) - B’(l)S;(l) ’ ’ ’ ’ 
p(0 1 0 1) = A’U)[l - %wlp(o (J 0 0) + A’UFW) 1 , , 1 - A’(l)S;(l) ’ ’ ’ 
1+ 
1 - A’(l)S;(l) I WA o,o, 111 
P(O,l, 1,l) = P(O,l, 0,l) + [S&.(l) - l][P(O,O, 0,l) - P(O,O, 0, O)]. 
Thus, P(O,O, 0,O) = 1 - p. Hence, the PGF P(z, z, y, w) is determined. 
Let nci) and rli) be the queue occupancy and the system occupancy, respectively, of Class-i 
messages at the end of an arbitrary slot. Clearly, we get 
N(z,w) E E [ 
zn(‘)wn(‘) 1 = P(1, z, 1,~). 
Since rci) = nci) + min(h(‘), 1) for i = 1,2, the joint PGF R(z, w) is given by 
R(z, 20) c E [zr(‘)wr(‘)] = (1 - w)P(O,z,O, w) + (w - z)P(O, z, 1,w) + zP(1, z, 1,w). 
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4. UNFINISHED WORK AND SYSTEM TIME 
Let ,i’ be the unfinished work of Class-i at the end of slot k. Then, zut’ = ht) + EYE; si” 
for i = 1 2 where s!‘) . i > 2 7 J = 1,2 ,...,nf), are mutually independent with the same distribution 
as sz. The joint PGF W(z, w) of the unfinished work of the two class types is 
W(z,w) = p(z:sl(z),w:sz(~))’ (7) 
We now study the system time of a message. Let us refer to the arrival slot of a tagged message 
as a tagged slot and let zli denote the system time of the tagged Class-i message. Then, 
n(l) + h(‘)+~$)+h@-l +&j”)+sl. 
2=1 2=1 
v2 = e ( 
w(1)+w:2)-l)++~sp+~sp) +s2, 
i=l t=l 
where fi denotes the number of Class-i messages that will be served before the tagged Class-i 
message among those messages arriving during the tagged slot and e(n) denotes the busy period 
of Class-l generated by n slots. The PGF Vi(z) of vu, is given by 
vi(z) = ptz7sltz)~z~l) + (2 - 1)P(O~O~O:1)~l(Sl(z))4(z) , 
Z 
(8) 
v2(z) = P(&), Sl(JQ)), E(z), S2P3b))) + (E(z) - 1P(O7 OYO7 0) 
E(z) 
x Fz(S2(E(z)))A(S,(E(z)))Sdz), 
(9) 
where the PGF F,(z) of fi is given by 
A(z) - 1 
“(‘) = (z - l)A’(l) 
and 
B(z) - 1 
Nz) = (z - lpqz) 
and the implicit formula for the PGF E(z) of e(1) is given [4] by E(z) = zA(Eo(z)) with 
Eo(z) = sltzAtEo(z))). 
5. IDLE AND BUSY PERIOD 
Let i’ be the length of an arbitrary idle period and I*(z) the PGF of i”. Since an idle period 
will last for Ic consecutive slots if and only if there are no arrivals during each of the first Ic - 1 
of these slots and at least one arrival during the kth of these slots, 
P[i* = k] = [l - A(0)B(O)][A(O)B(O)Ik-‘, k 2 1, I*(z) = 11 - Awls 
1 - A(O)B(O)z 
Let e* be the length of an arbitrary busy period and E*(z) the PGF of e*. After an idle 
period, a message enters service introducing the new busy period. Let ei indicate the length 
of the time period during which the server is occupied by a Class-i message and its successors, 
and E,(z) the PGF of ei. The whole busy period can be partitioned in a* + b” consecutive sub- 
busy periods, where a* and b* denote the number of arrivals of Class-l and Class-2, respectively, 
during the last slot of an idle period. Thus, e’ = cy:r e(ii) + Ci:r eg), where ey’ are mutually 
independent with the same distribution as e, for each i. Since the joint PGF of a* and b* is 
(&P(w) - AtWW)Itl - AtOPtO)), 
E*(z) = AtEl(z))BtEdz)) - AW(O) 
1 - A(O)B(O) . 
Since the subbusy period ei starts with the service time s,, the period e, can be expressed as 
e, = st + C$: ey) + C$i e!$, where Sp’ denotes the number of Class-j messages entering the 
system during Si. Thus, E,(z) = Si(zA(El(z))B(E2(z))) for i = 1,2. 
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6. MOMENTS OF SYSTEM OCCUPANCY AND SYSTEM TIME 
Now we can calculate the mean system occupancy of both classes by using the differentiation 
of the respective PGFs P(1, z, 1,1) and P(l, l,l, z) for z = 1. We obtain 
q1,z, 131) 
Wll = dz + 1 - P(O,l, 1,1) 
z=l 
A”(l)S;(l) + A’(1) [A’(l)Sr(l) + B’(l)S;(l)] 
=pl+ 2(1-pr) 20 -P1> 
7 
(10) 
for the mean system occupancy of Class-l messages, and 
@(l, 1, 172) Jw21 = dz f 1 - P(l,l,O, 1) 
z=l 
= p2 + 2A’(1)%(1P’U) + ~“P)W) 
2(1 - PI (11) 
+ 
B’(1) [A”(1) {S;(1)}2 + A’(l)Sy(l) + B’(l)S;(l)] 
2u -PI (1 - Pl) 
1 
for the mean system occupancy of Class-2 messages. The terms 1 -P(O, 1, 1,l) and 1 -P(l, l,O, 1) 
on the RIIS of (10) and (11) represents the probability that the server is occupied by Class-l and 
Class-2 messages, respectively. The expressions for the higher-order moments can be derived as 
well from the appropriate derivatives of the respective generating functions. 
The mean values of the system time can be obtained by applying Little’s result [l] to the 
expressions (10) and (11) for the system size. From Little’s result, we have 
E b-d = EPhl A,(l) 7 
It is worth noting that the expressions for the moments of the system time of both classes can 
also be obtained by taking the derivatives of the respective generating functions Vi(z) for z = 1. 
7. NUMERICAL RESULTS 
As numerical examples, we consider a two-class non-preemptive priority system, where both 
high and low priority message arrivals are Poisson distributed, i.e., 
A(z) = ,xl(z-1), B(z) = f&-l). 
We assume that the service times for both classes are geometrically distributed, 
Z 
sl(z) = z+pl(l -z)’ 
S&z) = z 
z + ,uz(l - z). 
Then, we obtain 
A’(1) = Xl, B’(1) = X2, S;(l) = ~1, s;(l) = P2, 
A”(1) = XT, B”(1) = X;, S:‘(l) = 2/.Q(/.Jl - l), s;(l) = 2/k&2 - 1) 
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Figure 1. Mean system time when X1 = AZ and ~1 = 1~2 = 2 
Figure 1 represents the mean system time of Class-l and Class-2 messages as a function of the 
total load p, when X1 = X2 and ~1 = ~2 = 2. In order to compare our system with the case 
of deterministic service times and the case of FIFO scheduling, respectively, we also show the 
mean system times in those cases. In the case of deterministic service times, the service times are 
assumed to be equal to two slots in a deterministic way, i.e., ~1 = ~2 = 2 and S;(l) = St(l) = 0. 
In the case of FIFO scheduling, the system time is of course the same for Class-l and Class-2 
messages, because the distributions for the service times of Class-l and Class-2 messages are equal. 
Thus, the system time in the case of FIFO scheduling is indeed identical to the expression [l] for 
a single-class system, where there is only one class of messages arriving according to an arrival 
process with PGF A(z)B(z). H ere, we see the typical influence of the variance of the service 
times and non-preemptive priority discipline, respectively, on the mean system times for both 
classes. The case of nondeterministic service times shows worse performance than the case of 
deterministic service times in mean system time, because of the variance of its service time. 
If a model with deterministic service is applied to study systems with nondeterministic service 
times, this may overestimate the real systems. Also, the figure clearly illustrates that the non- 
preemptive priority has better performance than FIFO scheduling in terms of the mean system 
time for Class-l messages. The larger mean system time of Class-2 messages is paid for the 
improvements to the system time of Class-l messages. This is a common feature of all priority 
disciplines. 
8. CONCLUDING REMARKS 
This paper considered the non-preemptive priority GeoX/G/l queue. An analysis of the joint 
system occupancy distribution at an arbitrary slot was provided by means of supplementary 
variable method and probability generating functions. Further, we obtained implicit formulas for 
the probability distribution of the system time and the busy period. 
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