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Resumen
El proyecto versa sobre la creacio´n de un sistema de representacio´n de
ima´genes tridimensionales basado en curvas polino´micas, en lugar de mallas
de tria´ngulos. Con este sistema, el coste de computacio´n de la imagen genera-
da depende en mayor medida del taman˜o de la imagen que de la complejidad
de la escena dibujada. Adema´s, permite definir escenas con una mı´nima can-
tidad de datos, en comparacio´n con las te´cnicas tradicionales.
Para ello, hemos realizado un desarrollo en tres fases. En primer lugar,
investigamos sobre los fundamentos matema´ticos necesarios para la genera-
cio´n de ima´genes utilizando esta te´cnica. A continuacio´n, implementamos la
solucio´n matema´tica mediante software. Y, por u´ltimo, creamos un hardware
ba´sico capaz de demostrar que nuestro sistema era factible.
Abstract
The project deals with the creation of a three-dimensional images rende-
ring system based on polynomial curves, instead of triangle meshes. With this
system, the generated image’s computational cost depends more on the ima-
ge size than in the drawn scene’s complexity. In addition, it allows to define
scenes with a minimum amount of data, in comparison with the traditional
techniques.
For that, we have done a three step development. In the first place, we
investigated on the mathematical foundations needed for the generation of
images using this technique. Next, we implemented on software the mathema-
tical solution. And, finally, we created a basic hardware able to demonstrate
that our system was feasible.
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Cap´ıtulo 1
Introduccio´n
Desde que se comenzo´ a utilizar la informa´tica para la creacio´n de ima´ge-
nes sinte´ticas, las herramientas que se han puesto a disposicio´n del disen˜ador
han sido cada vez ma´s y ma´s sofisticadas y potentes. Sin embargo, aunque
las formas han cambiado, el fondo se ha mantenido.
En la base de estas herramientas se encuentran las mallas de tria´ngulos
como estructura de datos. Toda herramienta de disen˜o tridimensional trabaja
impl´ıcita o expl´ıcitamente con mallas como operandos y como producto. As´ı,
una representacio´n gra´fica de un objeto tridimensional, ya sea un personaje
de una pel´ıcula de animacio´n o un coche de un videojuego, debe pasar por
su conversio´n en malla de tria´ngulos antes de dibujarse en una pantalla.
Esto se debe a que la utilizacio´n de mallas brinda una serie de ventajas con
respecto a otros medios. Para empezar, los algoritmos que permiten proyectar
tales mallas sobre una pantalla son relativamente sencillos y bien conocidos.
Adema´s, son muy paralelizables, lo que ha provocado en los u´ltimos tiempos
una especializacio´n incre´ıble de los procesadores gra´ficos.
Sin embargo, las mallas de tria´ngulos siempre han tenido y tendra´n una li-
mitacio´n muy grande: la incapacidad de representar superficies curvas. Nues-
tra intencio´n es plantear un sistema de representacio´n que se diferencia de
los actuales desde la base, donde el l´ımite no lo pone la definicio´n de la malla,
sino la definicio´n de la pantalla sobre la que e´sta se proyecta.
1.1. El proyecto
Nuestro proyecto consiste en la elaboracio´n de un sistema de represen-
tacio´n de superficies curvas no basado en la representacio´n de pol´ıgonos.
Concretamente, el tipo de objetos mostrados son splines bicu´bicas, superfi-
cies matema´ticas generadas a partir de una malla de control como la que se
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Figura 1.1: Spline bicu´bica con su malla de control, en rojo.
puede ver en la figura 1.1. Este tipo de superficies matema´ticas se formularon
a mediados del siglo XX, y se han seguido utilizando hasta la actualidad.
Este trabajo consta de tres partes principales: desarrollo del algoritmo,
desarrollo software y desarrollo hardware. Para el desarrollo del algoritmo
hemos utilizado un programa matema´tico, Maple, que permite una produc-
tividad muy alta a la hora de trabajar con algoritmos matema´ticos. Para
la parte software, hemos utilizado C++ con el fin de conseguir que nuestro
proyecto funcionase inicialmente en un ordenador personal. Finalmente, con
el objetivo de mostrar que el sistema de representacio´n que mostramos posee
un nivel de paralelismo impl´ıcito muy grande, hemos desarrollado un hard-
ware espec´ıfico para la operacio´n ma´s complicada presente en el algoritmo,
tratando de explotar al ma´ximo dicho paralelismo.
1.1.1. Ventajas de la representacio´n de splines
Si bien, como ya se ha dicho, la utilizacio´n de mallas es muy conveniente,
sobre todo, por la facilidad con que se puede tratar con ellas, el me´todo de
representacio´n desarrollado a lo largo de este proyecto provee de una serie de
ventajas que el trabajo con mallas no puede proporcionar.
Para empezar, las mallas no pueden representar adecuadamente superfi-
cies curvas. Al estar formadas por una serie de pol´ıgonos planos, toda super-
ficie curva se puede representar so´lo mediante el uso de muchas superficies
planas, con lo que el resultado conseguido no siempre es el esperado.
Con el fin de poder representar superficies curvas, lo que se suele hacer es
aumentar la definicio´n de las mallas utilizadas, por ejemplo, representando un
c´ırculo con un pol´ıgono regular de muchas caras. Sin embargo, esta solucio´n
tiene las siguientes desventajas:
Si el observador se acerca a la superficie lo suficiente, puede apreciar
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Figura 1.2: Malla de ve´rtices de una esfera.
que, despue´s de todo, la superficie sigue estando formada por pol´ıgonos
planos.
Si el observador se aleja de la superficie, ocurrira´ que e´sta tiene ma´s
definicio´n de la que el observador puede apreciar, por lo que se es-
tara´ trabajando innecesariamente al representar.
El tra´fico de datos aumenta: cuanto mayor es el nu´mero de ve´rtices de
la malla, mayor es la cantidad de datos a procesar.
Las operaciones de rotacio´n, translacio´n y deformacio´n de una malla
compuesta por muchos ve´rtices se vuelven ma´s costosas: las transfor-
maciones han de aplicarse sobre todos y cada uno de los ve´rtices de la
malla.
Supongamos, por ejemplo, el caso de una esfera. Si dividimos una esfera
en 20 meridianos y 20 paralelos, y tomamos como ve´rtices de una malla las
intersecciones entre meridianos y paralelos, obtendremos una malla como la
de la figura 1.2, con 380 ve´rtices y 400 caras. Sin embargo, en el momento en
que un observador se acerca a la esfera, como en la figura 1.3, fa´cilmente puede
observar que esta´ compuesta de planos. Por otro lado, cuando el observador
se aleja suficientemente de la esfera, por muy pocos pixels que ocupe en la
pantalla hay que seguir procesando todos los ve´rtices, con lo que se realiza
trabajo innecesario.
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Figura 1.3: Detalle de la malla de la esfera. Vemos que no es en absoluto una
esfera, sino un poliedro.
Si se utiliza el me´todo de representacio´n expuesto en este trabajo, se
puede definir una esfera utilizando 8 superficies NURBS1 compuestas, en
total, de 128 ve´rtices de control. Utilizando este sistema, por ma´s que el
observador se aproxime no podra´ observar ningu´n defecto, pues se trata de
una esfera definida mediante una expresio´n matema´tica en lugar de mediante
una aproximacio´n.
1.1.2. Objetivos del proyecto
El objetivo principal del proyecto es desarrollar un me´todo de represen-
tacio´n de superficies curvas en el que la cantidad de trabajo a realizar so´lo
dependa del taman˜o de la imagen a mostrar. Concretamente, se trata de
desarrollar un me´todo de representacio´n de splines bicu´bicas, superficies ma-
tema´ticas definidas por un polinomio cu´bico en 2 variables. Nuestra intencio´n
es que el coste del algoritmo no dependa del nu´mero de ve´rtices de la ma-
lla de control de las splines mostradas, como en el caso de las mallas de
tria´ngulos, sino que so´lo dependa de la cantidad de la pantalla ocupada por
1Una superficie NURBS o Non Uniform Rational B-Spline es un tipo de spline bicu´bica
racional. Las splines racionales son un tipo de superficies que tienen una formulacio´n
matema´tica ligeramente distinta que las splines utilizadas en este proyecto pero que se
pueden traducir a splines bicu´bicas normales. No uniformes significa que dicho tipo de
splines tienen un cuarto valor en sus ve´rtices de control que se utiliza para ponderar la
influencia que cada nodo tiene en la spline. Para aplicar nuestro algoritmo a este tipo de
superficies, bastar´ıa con generalizarlo para que pueda operar con ve´rtices de 4 coordenadas,
lo cual es trivial.
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las splines. Para conseguirlo, el algoritmo tratara´ de calcular los puntos de
corte entre las splines y las l´ıneas de visio´n del observador, aproxima´ndolos
hasta un margen de error menor o igual que el taman˜o de cada punto de la
imagen. De este modo, no se trabajara´ con detalles ma´s pequen˜os de lo que
dicho observador pueda apreciar, al contrario de lo que ocurre al trabajar
con mallas de tria´ngulos.
La entrada de nuestro sistema es el conjunto de puntos de control que
determinen la escena a representar, y la salida sera´ la imagen representada
en una pantalla.
Tras concebir un algoritmo que permita dicho trabajo, se pretende im-
plementarlo en un lenguaje de programacio´n de alto nivel como C++, con el
fin de ser capaces de representar realmente en una pantalla splines ilumina-
das por un nu´mero de fuentes de luz personalizables por el usuario. Si bien
por simplicidad realizaremos los ca´lculos, en la mayor´ıa de las ocasiones, con
una u´nica spline, el algoritmo es totalmente capaz de operar con ma´s de una
spline simulta´neamente.
Una vez conseguida una aplicacio´n de este tipo, realizamos una aproxi-
macio´n hardware al problema, para as´ı reducir el tiempo de ejecucio´n en la
medida de lo posible.
De esta forma, no so´lo pretendemos demostrar que la representacio´n de
splines siguiendo este me´todo es posible, sino que adema´s, utilizando el hard-
ware adecuado, se puede realizar de forma ra´pida. Adema´s, demostramos que
podemos representar superficies curvas con una mı´nima parte de los recur-
sos necesarios utilizados para las mallas de tria´ngulos, y que si traduje´semos
nuestro algoritmo a una hipote´tica arquitectura CPU + GPU, como se tra-
baja en la actualidad, la cantidad de datos a enviar de CPU a GPU podr´ıa
reducirse en o´rdenes de magnitud.
1.2. Organizacio´n del proyecto
Hemos dividido el proyecto en una serie de objetivos, de modo que entre
una meta y la siguiente pudie´semos trabajar en paralelo, terminando cada
meta poniendo todo en comu´n. Dichas metas son:
1. Disen˜o matema´tico del algoritmo.
2. Implementacio´n del algoritmo en un lenguaje matema´tico (Maple).
3. Implementacio´n en un lenguaje de alto nivel (C++).
4. Disen˜o del hardware.
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5. Implementacio´n de hardware espec´ıfico en VHDL.
6. Integracio´n final hardware–software.
1.2.1. Disen˜o matema´tico del algoritmo
El primer problema al que nos enfrentamos fue que nuestros conocimien-
tos inmediatos so´lo abarcaban co´mo calcular la interseccio´n entre una recta y
una curva en el plano, y necesita´bamos generalizarlo a la interseccio´n de una
recta con una superficie en el espacio. Esto significa que, en el momento de
comenzar, no sab´ıamos el tiempo que pod´ıa llevar resolver dicho problema,
puesto que no hemos sido capaces de encontrar ningu´n ejemplo en la labor
de documentacio´n previa.
Una vez supie´ramos co´mo calcular el punto de interseccio´n, tendr´ıamos
que averiguar co´mo calcular la normal a la superficie en dicho punto para,
finalmente, calcular la luz que el observador percibe en cada pixel.
1.2.2. Implementacio´n en un lenguaje matema´tico
Tras conocer matema´ticamente que´ tipo de operaciones deb´ıamos realizar,
tuvimos que traducir dichas operaciones a un algoritmo que fuese implemen-
table en te´rminos de programacio´n. Para ello, utilizamos Maple, un programa
matema´tico que nos permite trabajar a muy alto nivel. Con un lenguaje que
parece pseudo–co´digo pero que tiene una gran cantidad de funciones gra´fi-
cas, Maple nos permitio´ entender gra´ficamente el algoritmo al tiempo que lo
implementa´bamos.
1.2.3. Implementacio´n en un lenguaje de alto nivel
Cuando conseguimos traducir a un lenguaje sencillo las operaciones ma-
tema´ticas, estructuramos todo el conocimiento obtenido en un programa que
permitiera dibujar de forma sencilla splines. En esta etapa utilizamos C++,
pues permite trabajar tanto a bajo como a alto nivel. Trabajar a alto nivel
tiene la ventaja de mantener un cierto nivel de abstraccio´n y dotar al co´digo
de una gran carga sema´ntica. Por otro lado, podremos acceder al hardware
de forma directa, a muy bajo nivel, sin sacrificar la sema´ntica.
1.2.4. Disen˜o del hardware
Despue´s de implementar en un lenguaje de alto nivel el algoritmo, optimi-
zamos las partes que resultaron excesivamente lentas en software, explotando
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el paralelismo impl´ıcito de las operaciones. A continuacio´n, disen˜amos una
arquitectura espec´ıfica para la operacio´n que estaba llevando ma´s tiempo en
software au´n con las optimizaciones.
1.2.5. Implementacio´n en VHDL
Con el disen˜o en mano, lo implementamos en un lenguaje de descripcio´n
hardware, concretamente VHDL. La eleccio´n de este lenguaje en lugar de
otros como Verilog, o del disen˜o esquema´tico, se debe, principalmente, a que
los conocimientos que poseemos sobre el tema son mucho ma´s amplios en
VHDL que en cualquiera de sus alternativas.
1.2.6. Integracio´n final hardware–software
Finalmente, realizamos una integracio´n entre el software desarrollado en
C++ y el hardware implementado en la fase anterior. Necesitamos disen˜ar
e implementar algu´n tipo de interfaz hardware–software, de modo que el
algoritmo se pudiera comunicar con el hardware que realizaba los ca´lculos
correspondientes. Para ello, tuvimos que disen˜ar un protocolo tanto hardware
como software, e implementarlo.
1.3. Herramientas utilizadas
1.3.1. Hardware
Durante el desarrollo del proyecto, utilizamos nuestros ordenadores per-
sonales, as´ı como los recursos que la facultad puso a nuestra disposicio´n.
En concreto, utilizamos una placa Xilinx Virtex II Pro, que se compone de
una FPGA, dos procesadores PowerPC 405 y una serie de perife´ricos en-
tre los que se incluye una memoria dina´mica de 512MBytes y un conversor
digital–analo´gico con salida VGA.
1.3.2. Software
El software utilizado es el siguiente:
Maple 8 para Windows y Maple2 10 para Linux.
Entorno de desarrollo KDevelop3 para Linux yMicrosoft Visual Studio4
2http://www.maplesoft.com
3http://www.kdevelop.org
4http://www.microsoft.com/spanish/msdn/latam/vstudio/default.aspx
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para Windows.
Depurador GDB5 del proyecto GNU para depurar la implementacio´n
en C++, y el conjunto de programas Valgrind6 para trazar y corregir
las pe´rdidas de memoria.
GNU Profiler7, utilidad para crear perfiles de ejecucio´n de programas.
Xilinx ISE 8 para el desarrollo del hardware en VHDL.
Xilinx ModelSim9 para la simulacio´n del hardware implementado.
Xilinx Platform Studio10 para la integracio´n hardware–software.
Eclipse11 como herramienta para la utilizacio´n de un CVS.
LATEX para la realizacio´n de esta memoria.
1.3.3. Almacenamiento del proyecto
Para almacenar los ficheros del proyecto hemos utilizado un CVS. El
CVS12, es una aplicacio´n informa´tica que implementa un sistema de con-
trol de versiones: mantiene el registro de todo el trabajo y los cambios en
los ficheros que forman un proyecto, y permite que distintos desarrolladores
colaboren. CVS nos parecio´ una buena alternativa debido a que nos permite
consultar el estado del proyecto desde cualquier ordenador conectado a la red
y recuperar versiones antiguas.
CVS utiliza una arquitectura cliente–servidor: un servidor guarda la ver-
sio´n actual del proyecto y su historial. Los clientes se conectan al servidor
para obtener una copia completa (o parcial) del proyecto. Despue´s, trabajan
sobre dicha copia y, finalmente, ingresan sus cambios en el proyecto.
El servidor mantiene un registro de la historia de los cambios de los
ficheros de un proyecto. De este modo, los desarrolladores pueden acceder
no so´lo a la u´ltima versio´n, sino a todas las versiones intermedias de un
archivo. CVS permite que varios desarrolladores trabajen simulta´neamente
5http://sourceware.org/gdb/
6http://valgrind.org/
7http://www.gnu.org
8http://www.xilinx.com/ise/logic design prod/foundation.htm
9http://www.xilinx.com/ise/optional prod/mxe.htm
10http://www.xilinx.com/ise/embedded design prod/platform studio.htm
11http://www.eclipse.org
12Concurrent Versions System.
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sobre el mismo proyecto e, incluso, sobre los mismos archivos del proyecto.
El funcionamiento, de forma general, es el siguiente:
1. Un desarrollador obtiene una copia local del proyecto.
2. Modifica el proyecto.
3. Ingresa los cambios que realizo´ en cada archivo:
a) Si la versio´n de la copia del desarrollador es la misma que la del
servidor, los nuevos archivos se insertan en el a´rbol de desarrollo
sin problemas.
b) Si la versio´n del servidor es posterior a la versio´n local, el desarro-
llador debe, manualmente, modificar su copia local y, finalmente,
insertarla en el servidor.
De este modo, es dif´ıcil que un desarrollador tenga que realizar pra´ctica-
mente ningu´n trabajo a la hora de poner en comu´n sus modificaciones con
el resto del equipo. Mediante esta herramienta, llevamos todo el control de
cambios sin necesidad de establecer un protocolo de gestio´n.
Hemos utilizado Eclipse para trabajar con el CVS porque posee un inter-
faz para el trabajo en grupo muy fa´cil de utilizar y muy visual, con el que
resulta muy sencillo mezclar el co´digo cuando se producen conflictos.
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Parte I
Desarrollo del algoritmo
11
Cap´ıtulo 2
Disen˜o del algoritmo principal
La idea inicial del algoritmo que desarrollaremos a continuacio´n fue conse-
guir representar superficies curvas para que se vieran de la forma ma´s realista
posible. Lo primero fue disen˜ar un algoritmo que nos permitiera calcular la
interseccio´n de la superficie con cada l´ınea de visio´n del observador. A la hora
de implementar un algoritmo que haga esto de forma “matema´tica”, descu-
brimos que los ca´lculos necesarios para averiguar el punto de corte entre una
recta y una superficie curva son muy complejos y muy numerosos; adema´s,
en el caso de una imagen hay miles de l´ıneas de visio´n a considerar, por lo
que la tarea se torna inabordable.
Para superar esta dificultad, recurrimos a una simplificacio´n de nuestro
problema: calcular el punto de corte entre una recta y una curva Spline en
el plano. Esta tarea se puede realizar con un algoritmo aproximativo, que
calcula el punto de corte con un margen de error ma´ximo especificado. En
nuestro caso, nos bastar´ıa hacer que el margen de error fuera tan pequen˜o
como cada punto de la imagen. Por lo tanto, la solucio´n que nosotros hemos
conseguido pasa por generalizar el algoritmo a R3.
2.1. Referencias histo´ricas
El concepto de spline proviene de la construccio´n naval en las e´pocas
anteriores al Renacimiento, cuando no se realizaban disen˜os antes de cons-
truir los barcos. En lugar de utilizar matema´ticas, los artesanos curvaban la
madera hasta describir formas o´ptimas para la navegacio´n, es decir, splines.
A principios del siglo XX, el disen˜o del fuselaje de los aviones se realiza-
ba utilizando secciones co´nicas: por primera vez, ciertos coeficientes co´nicos
pod´ıan utilizarse para definir formas y as´ı los nu´meros sustituyeron a los di-
bujos. El uso de nu´meros en la descripcio´n de una forma proporciona mayor
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fidelidad al modelo original.
A finales de la de´cada de 1950, aparecio´ hardware para mecanizar la cons-
truccio´n de formas tridimensionales a partir de bloques de madera o acero.
Estas formas pod´ıan utilizarse entonces como moldes para producir la chapa
de los coches. El cuello de botella de este me´todo de produccio´n se revelo´ en
la falta de software adecuado: para construir una forma utilizando un orde-
nador se hac´ıa necesario producir una descripcio´n de la misma compatible
con un ordenador. As´ı, se paso´ de las splines de madera a las splines por
computador.
2.2. Nociones ba´sicas
Los fundamentos teo´ricos expuestos a continuacio´n han sido extra´ıdos en
parte del libro citado en la bibliograf´ıa [1] y en parte de los apuntes de la asig-
natura Geometr´ıa Computacional, impartida en la Facultad de Informa´tica
por Luis Pozo Coronado.
2.2.1. Spline
Una forma de definir una spline no lineal o curva ela´stica es como la curva
de menor tensio´n posible definida por un pol´ıgono de control. El pol´ıgono
de control es una sucesio´n de puntos; la spline pasa por el primero y por
el u´ltimo, mientras que los puntos intermedios afectan a su forma menos
rigurosamente. Podemos ver una spline como una varilla meta´lica en la que
los extremos se fijan y en ciertos puntos intermedios se tira de la misma con
unos muelles; la varilla trazara´ la curva que pase ma´s “co´modamente” entre
el principio y el final, condicionada por la accio´n de los muelles, como se ve
en la figura 2.1.
La expresio´n matema´tica expl´ıcita de una spline no lineal es muy compli-
cada; por suerte, la aproximacio´n lineal al problema variacional de minimi-
zacio´n de la energ´ıa de deformacio´n ela´stica son curvas polino´micas definidas
a trozos de grado 3, que son lo que, generalmente, se entiende por splines.
Al ser polinomios cu´bicos a trozos, el tratamiento nume´rico por medio de un
computador es un problema muy accesible.
2.2.2. Interpolacio´n lineal
La interpolacio´n lineal es una aplicacio´n matema´tica que constituye la
base del proceso de construccio´n de una spline. Nos permite conocer, a partir
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Figura 2.1: Varilla curvada por la accio´n de muelles.
Figura 2.2: Interpolacio´n lineal.
de dos puntos cualesquiera, todos los puntos que forman parte de la recta
que pasa por los dos primeros.
Es decir, dados dos puntos a y b en E3, el conjunto de todos los puntos
x ∈ E3 de la forma
x = x(t) = (1− t) · a+ t · b (2.1)
donde t ∈ R constituye la l´ınea recta entre a y b. En el caso de t = 0, se
cumple que x(t) = a; para t = 1 se cumple que x(t) = b y, ∀t ∈ (0, 1), el
punto x(t) esta´ en el segmento que une a con b. Para cualquier otro valor de
t, el punto esta´ fuera del segmento ab. En la figura 2.2 podemos ver co´mo
funciona la aplicacio´n lineal.
La razo´n por la que las splines son una herramienta tan extendida en el
disen˜o es porque se comportan “bien” geome´tricamente, en el sentido de que
se comportan como uno espera. Es decir, si aplicamos una transformacio´n af´ın
al polinomio de control —por ejemplo, rotacio´n, escala, translacio´n, etc.—,
los puntos de la spline que resultan de construir la curva a partir del pol´ıgono
transformado son los mismos que se obtienen si primero se construye la spline
y luego se aplica la transformacio´n a sus puntos.
Esta propiedad se debe a que la interpolacio´n lineal es una aplicacio´n
invariante af´ın: si φ es una transformacio´n af´ın φ : E3 → E3, y la igualdad
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(2.1) se cumple, entonces tambie´n se cumple
φx = φ((1− t) · a + t · b) = (1− t) · φa+ t · φb
La cuestio´n ahora es co´mo construir la spline a partir de una serie de
puntos utilizando la interpolacio´n lineal. Paul de Casteljau, trabajando para
Citroe¨n, comenzo´ a trabajar en 1959 en un mecanismo para construir splines
a partir de un pol´ıgono de control —tambie´n llamado pol´ıgono de Be´zier, en
honor a otro ingeniero que trabajo´ en el mismo campo—. Este algoritmo se
basa en la idea de construir polinomios de grado k a partir de una sucesio´n
de k + 1 puntos, de forma que haya invarianza af´ın, mediante interpolacio´n
lineal iterada.
La interpolacio´n lineal iterada consiste en, dada una sucesio´n de puntos
p0, . . . , pn en E
2 o´ E3, y t ∈ [0, 1], obtener:
bri (t) = (1− t) · br−1i (t) + t · br−1i+1 (t)
donde r ∈ {1, . . . , n}, i ∈ {0, . . . , n − r} y b0i (t) = pi, ∀i ∈ {0, . . . , n}.
Entonces, bn0 (t) es el punto de la curva de Be´zier b
n o spline de para´metro t.
As´ı que bn(t) = bn0 (t).
Ejemplo Sean los puntos p0, p1, p2 ∈ E3 y t ∈ R, obtenemos la curva de
Be´zier que define el pol´ıgono formado por dichos puntos. Por interpolacio´n
lineal, sabemos que:
b10(t) = (1− t) · p0 + t · p1
b11(t) = (1− t) · p1 + t · p2
Sean ahora b10(t) y b
1
1(t) los puntos que hemos obtenido, repetimos la in-
terpolacio´n lineal:
b20(t) = (1− t) · b10(t) + t · b11(t)
No´tese que
b(t) = b20(t) = (1− t) · b10(t) + t · b11(t) = (1− t)2 · p0 + 2 · t · (1− t) · p1 + t2 · p2
Esto es un polinomio en t2, as´ı que b20(t) describe una para´bola con t ∈
(−∞,∞) que se denota por b2. Su geometr´ıa se ilustra en la figura 2.3.
Los coeficientes intermedios se pueden escribir en una matriz triangular
de puntos, llamada esquema de de Casteljau. Por ejemplo, en el caso cu´bico,
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Figura 2.3: Para´bola construida mediante interpolacio´n lineal iterada.
la matriz queda de la siguiente manera:
b0
b1 b
1
0
b2 b
1
1 b
2
0
b3 b
1
2 b
2
1 b
3
0
donde, si los puntos originales son p0, p1, p2, p3, se cumple que
b0 = p0
b1 = p1
b2 = p2
b3 = p3
2.2.3. Polinomios de Bernstein.
Las curvas de Be´zier pueden ser definidas mediante un algoritmo recur-
sivo, que es como de Casteljau las desarrollo´ por primera vez. Es tambie´n
necesario, sin embargo, tener una representacio´n expl´ıcita de ellas. Esto fa-
cilitara´ el desarrollo teo´rico sobre las curvas de forma considerable.
Los polinomios de Bernstein se definen expl´ıcitamente por:
Bni (t) =
(
n
i
)
· ti · (1− t)n−i (2.2)
donde los coeficientes binomiales vienen dados por:
(
n
i
)
=


n!
i!(n− i)! si 0 ≤ i ≤ n
0 en otro caso
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Una de las propiedades ma´s importantes de los polinomios de Bernstein
es que se pueden expresar de forma recursiva:
Bni (t) = (1− t) · Bn−1i (t) + t ·Bn−1i−1 (t)
con B00(t) = 1 y B
n
j (t) = 0 para j /∈ {0, . . . , n}. Otra propiedad muy impor-
tante de los polinomios de Bernstein es que constituyen una particio´n de la
unidad :
n∑
j=0
Bnj (t) = 1
Los puntos intermedios de de Casteljau bri se pueden expresar en te´rminos
de los polinomios de Bernstein de grado r:
bri (t) =
r∑
j=0
bi+j · Brj (t)
Esta ecuacio´n muestra co´mo los puntos intermedios bri dependen directamen-
te de los puntos de Be´zier dados bi. Utilizando los puntos intermedios b
r
i ,
podemos escribir una spline de la siguiente forma:
bn(t) =
n−r∑
i=0
bri (t) · Bn−ri (t) (2.3)
No obstante, la expresio´n de Bernstein de una curva de Be´zier, a partir de
los puntos de control, es:
b(t) =
n∑
i=0
bi · Bni (t)
2.2.4. Blossom de una curva
El Blossom de una curva de Be´zier B(b0, . . . , bn; •) es la aplicacio´n:
B[b0, . . . , bn; •] : [0, 1]n → E2o´ E3
(t1, . . . , tn) 7→ b[b0, . . . , bn; t1, . . . , tn]
donde b[b0, . . . , bn; t1, . . . , tn] = b[t1, . . . , tn] = b(t), construida del siguiente
modo:
b0i [t] = bi
b1i [t1] = (1− t1) · bi + t1 · bi−1
b2i [t1, t2] = (1− t2) · b1i [t1] + t2 · b1i+1[t1]
...
b[t1, . . . , tn] = b
n
0 [t1, . . . , tn] = (1− tn) · bn−10 [t1, . . . , tn−1]
+tn · bn−11 [t1, . . . , tn−1]
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La forma general de la expresio´n expl´ıcita del Blossom es la siguiente:
b[t1, . . . , tn] =
n∑
i=0
bi·

 ∑
( {σ1,...,σi}⊆{1,...,n}{σi+1,...,σn}={1,...,n}\{σ1,...,σi})
tσ1 . . . tσi(1− tσi+1) . . . (1− tσn)


(2.4)
donde σ es una permutacio´n (σ ∈ Sn) tal que σ1 = σ(1), . . . , σi = σ(i) ∈
subconjuntos de i elementos. As´ı, el sumatorio interno es sobre los subcon-
juntos de i elementos de {1, . . . , n}, donde {σ1, . . . , σi} son esos i elementos
y {σi+1, . . . , σn} son el conjunto complementario.
Sabemos que b[t(n)] = b(t), as´ı que en el caso general podemos definir la
curva de Be´zier como una combinacio´n barice´ntrica del siguiente modo:
b(t) = b[t(n)] =
n∑
i=0
bi ·
((
n
i
)
· (1− t)n−1 · ti
)
(2.5)
Ejemplo Si tenemos una curva de Be´zier definida por los puntos b0,
b1, b2 y b3, su Blossom es:
B(b0, b1, b2, b3; t) = b[t
(3)] = (1−t)3 ·b0+3·t·(1−t)2 ·b1+3·t2 ·(1−t)·b2+t3 ·b3
Existe un isomorfismo entre el espacio de curvas polino´micas de grado n
sobre el intervalo [0, 1]:
t : [0, 1]n → R2 o´ R3
y el espacio de aplicaciones multiafines sime´tricas
φ : b[t1, . . . , tn] 7→ b(t) = b[t(n)]
Por lo tanto, toda curva polino´mica es una curva de Be´zier con ve´rtices
de control dados por su Blossom asociado.
2.3. Subdivisio´n de splines
Como hemos visto, toda curva polino´mica es una curva de Be´zier, y toda
curva de Be´zier tiene asociados unos ve´rtices de control. Por lo tanto, debe
existir un me´todo que permita subdividir una curva, es decir, calcular los
puntos de control necesarios para describir un trozo de una curva de Be´zier.
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2.3.1. Subdivisio´n de una curva en el plano
Sea b : [0, 1]→ R3 una curva de Be´zier con ve´rtices de control b0, . . . , bn.
Como es polino´mica, puedo considerar que b esta´ definida sobre R. As´ı, sea
el intervalo [α, β] ⊆ R, entonces
b|[α,β] : [α, β]→ R3
es una curva polino´mica y, por lo tanto, de Be´zier. Su Blossom es b[t1, . . . , tn],
pero definido sobre el intervalo [α, β]n. Los ve´rtices de control de la curva
restringida al intervalo [α, β], b|[α,β], son, como se explica con ma´s detalle
en [1]:
ci = b[α
(n−i), β(i)]
As´ı, para el caso de dividir la curva en dos partes, tomamos los intervalos
[0, 1
2
] y [1
2
, 1]. Calculamos los ve´rtices de control asociados a la primera mitad,
es decir, el intervalo [α, β] = [0, 1
2
]:
ci = b
[
0(n−i),
(
1
2
)(i)]
= bi0
(
1
2
)
Los ve´rtices de control asociados a la segunda mitad, es decir, el intervalo
[α, β] = [1
2
, 1]:
di = b
[(
1
2
)(n−i)
, 1(i)
]
= bn−ii
(
1
2
)
Podemos ver con que´ nodos del esquema de de Casteljau se corresponden
ci y di:
b0 = c0
... b10(1/2) = c1
...
...
. . .
...
...
... bn−10 (1/2) = cn−1
bn = dn b
1
n−1(1/2) = dn−1 · · · bn−11 (1/2) = d1 bn0 (1/2) = cn = d0
En la figura 2.4 podemos ver el esquema anterior sobre una curva.
2.3.2. Subdivisio´n de una superficie en el espacio
Hasta ahora, todas las definiciones y los algoritmos que hemos visto se
aplicaban sobre curvas, ya sea en el espacio o en el plano, pero so´lo curvas.
Sin embargo, el objetivo del proyecto es la representacio´n de superficies, no
de curvas.
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Figura 2.4: Obtencio´n de los nodos de control de una sub-curva.
Interpolacio´n bilineal
Mientras la interpolacio´n lineal genera la curva ma´s “simple” entre dos
puntos, la interpolacio´n bilineal encuentra la superficie ma´s “simple” entre
cuatro puntos.
Para ser ma´s precisos: si tenemos cuatro puntos distintos
b0,0, b0,1, b1,0, b1,1 ∈ E3
entonces el conjunto de todos los puntos x pertenecientes a E3 de la forma
x(u, v) =
1∑
i=0
1∑
j=0
bi,j · B1i (u) · B1j (v)
son un paraboloide hiperbo´lico que pasa por los cuatro puntos bi,j.
Lo primero que llama la atencio´n de la superficie es que, mientras la
curva antes se pod´ıa expresar en funcio´n de un u´nico para´metro t, ahora la
interpolacio´n bilineal se puede ver como una aplicacio´n de la unidad cuadrada
0 ≤ u, v ≤ 1 en el u, v-plano. Decimos que el plano unitario es el dominio del
interpolante, mientras que la superficie x es su rango.
En lugar de evaluar el interpolante bilineal directamente, podemos aplicar
un proceso de dos etapas mediante dos puntos intermedios:
b0,10,0 = (1− v) · b0,0 + v · b0,1
b0,11,0 = (1− v) · b1,0 + v · b1,1
Obtenemos el resultado final como
x(u, v) = b1,10,0(u, v) = (1− u) · b0,10,0 + u · b0,11,0 (2.6)
Visto en la figura 2.5, ser´ıa como “avanzar” primero en u y despue´s en v.
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Figura 2.5: Interpolacio´n bilineal: un paraboloide hiperbo´lico definido por
cuatro puntos bi,j.
Algoritmo de de Casteljau en superficies
Si la aplicacio´n repetida de la interpolacio´n lineal sobre una sucesio´n de
puntos nos permit´ıa obtener una curva de Be´zier, la aplicacio´n repetida de
la interpolacio´n bilineal proporcionara´ superficies.
Dada una matriz de puntos bi,j; 0 ≤ i, j ≤ n, y los valores de los para´me-
tros (u, v), el siguiente algoritmo genera un punto en una superficie determi-
nada por la matriz de bi,j:
Dados {bi,j}ni,j=0 y (u, v) ∈ R2, entonces:
br,ri,j =
[
1− u u ] · [ br−1,r−1i,j br−1,r−1i,j+1
br−1,r−1i+1,j b
r−1,r−1
i+1,j+1
]
·
[
1− v
v
]
donde r = 1, . . . , n e i, j = 0, . . . , n− r y b0,0i,j = bi,j.
Entonces, bn,n0,0 (u, v) es el punto de para´metros (u, v) en la superficie de
Be´zier bn,n.
Subdivisio´n
En los siguientes apartados, los conceptos matema´ticos han sido desarro-
llados por nosotros, ya que la generalizacio´n a superficies no es algo trivial y
no se encontraba en las fuentes consultadas.
Las superficies requeridas para nuestro propo´sito constan de una matriz
de 4× 4 puntos de control. Este nu´mero de puntos de control es interesante
porque producen superficies que se describen en un polinomio bicu´bico. Los
polinomios bicu´bicos son doblemente derivables y adema´s su segunda deriva-
da es continua, propiedades deseables en el disen˜o de superficies, puesto que
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Figura 2.6: Aplicacio´n del algoritmo de de Casteljau para superficies.
describen formas muy resistentes1.
La subdivisio´n de superficies obtiene como resultado las matrices de pun-
tos de control de las cuatro sub-superficies en que se divide una superficie
para unos valores de u y v fijos. Lo que haremos sera´ generalizar el proceso
de divisio´n de curvas a superficies.
En el caso de las curvas, obten´ıamos los nodos de las sub-curvas a partir
del Blossom de la curva. Sin embargo, resolver el problema del ca´lculo de los
nodos de las sub-superficies a partir de Blossom es muy complejo matema´ti-
camente.
La opcio´n ma´s sencilla es generalizar la relacio´n que hay entre los nodos
de las sub-curvas y los nodos intermedios del esquema de de Casteljau a
superficies.
El problema es que el algoritmo de de Casteljau, que vemos en la figu-
ra 2.6, genera un esquema que no es una matriz triangular como en el caso
de las curvas, sino una matriz tridimensional en forma de “pira´mide rec-
tangular”. Igual que en el caso de las curvas los nodos de las sub-curvas se
obten´ıan como el lado superior e inferior de la matriz, en el caso de superficies
los nodos de las sub-superficies se corresponden con los nodos intermedios
que esta´n en los cuatro “lados” de la pira´mide. Una vez ma´s, el problema
resulta bastante complejo.
Realizamos entonces un salto “creativo” para poder determinar que´ nodos
intermedios son nodos de control de las sub-superficies. Para ello, lo primero
es resaltar algunas propiedades:
La interpolacio´n bilineal, como vimos en la ecuacio´n (2.6), se pod´ıa
1Nos referimos a meca´nicamente muy resistentes, razo´n por la cual se utilizan en el
disen˜o, por ejemplo, de carrocer´ıas de automo´viles.
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entender como interpolar primero en una “direccio´n” (v), y luego en la
otra (u).
En el caso de interpolar en u, a partir de los nodos bn,mi,j y b
n,m
i+1,j se
interpola el nodo bn+1,mi,j . En el caso de v, a partir de b
n,m
i,j y b
n,m
i,j+1 se
obtiene el nodo bn,m+1i,j .
El punto bn,n0,0 pertenece a las cuatro sub-superficies, al igual que ocurr´ıa
con el punto bn0 en el caso de las curvas.
El borde de una superficie spline es una curva spline. Por lo tanto,
al menos dos bordes de cada sub-superficie —los que comparten con
la superficie original— se pueden calcular interpolando so´lo en una
“direccio´n” como si trabaja´semos con curvas.
Los nodos del borde de una sub-superficies debe coincidir con los nodos
del borde adyacente de otra sub-superficie adyacente.
Teniendo todo esto presente, se pueden identificar que´ nodos interme-
dios se corresponden con los nodos de control de las sub-superficies de una
superficie 4× 4. Aplicamos los conocimientos anteriores paso a paso:
1. Los bordes de una superficie spline son curvas spline; por lo tanto, la
subdivisio´n del borde funciona como con las curvas:

b0,00,3 b
1,0
0,3 b
2,0
0,3 b
3,0
0,3 b
2,0
1,3 b
1,0
2,3 b
0,0
3,3
b0,10,2 ⋆ ⋆ ⋆ ⋆ ⋆ b
0,1
3,2
b0,20,1 ⋆ ⋆ ⋆ ⋆ ⋆ b
0,2
3,1
b0,30,0 ⋆ ⋆ ⋆ ⋆ ⋆ b
0,3
3,0
b0,20,0 ⋆ ⋆ ⋆ ⋆ ⋆ b
0,2
3,0
b0,10,0 ⋆ ⋆ ⋆ ⋆ ⋆ b
3,1
0,0
b0,00,0 b
1,0
0,0 b
2,0
0,0 b
3,0
0,0 b
2,0
1,0 b
1,0
2,0 b
0,0
3,0


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2. El punto b3,30,0 pertenece a las cuatro sub-superficies y, adema´s, es un
nodo de control de las mismas:

b0,00,3 b
1,0
0,3 b
2,0
0,3 b
3,0
0,3 b
2,0
1,3 b
1,0
2,3 b
0,0
3,3
b0,10,2 ⋆ ⋆ ⋆ ⋆ ⋆ b
0,1
3,2
b0,20,1 ⋆ ⋆ ⋆ ⋆ ⋆ b
0,2
3,1
b0,30,0 ⋆ ⋆ b
0,0
3,3 ⋆ ⋆ b
0,3
3,0
b0,20,0 ⋆ ⋆ ⋆ ⋆ ⋆ b
0,2
3,0
b0,10,0 ⋆ ⋆ ⋆ ⋆ ⋆ b
3,1
0,0
b0,00,0 b
1,0
0,0 b
2,0
0,0 b
3,0
0,0 b
2,0
1,0 b
1,0
2,0 b
0,0
3,0


3. Rellenamos el resto de la matriz contando con lo apuntado anterior-
mente sobre los bordes:

b0,00,3 b
1,0
0,3 b
2,0
0,3 b
3,0
0,3 b
2,0
1,3 b
1,0
2,3 b
0,0
3,3
b0,10,2 b
1,1
0,2 b
2,1
0,2 b
3,1
0,2 b
2,1
1,2 b
1,1
2,2 b
0,1
3,2
b0,20,1 b
1,2
0,1 b
2,2
0,1 b
3,2
0,1 b
2,2
1,1 b
1,2
2,1 b
0,2
3,1
b0,30,0 b
1,3
0,0 b
2,3
0,0 b
0,0
3,3 b
2,3
1,0 b
2,3
2,0 b
0,3
3,0
b0,20,0 b
1,2
0,0 b
2,2
0,0 b
3,2
0,0 b
2,2
1,0 b
1,2
2,0 b
0,2
3,0
b0,10,0 b
1,0
0,0 b
2,1
0,0 b
3,1
0,0 b
2,1
1,0 b
1,1
2,0 b
3,1
0,0
b0,00,0 b
1,0
0,0 b
2,0
0,0 b
3,0
0,0 b
2,0
1,0 b
1,0
2,0 b
0,0
3,0


(2.7)
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Figura 2.7: Representacio´n del haz de rectas.
Y as´ı hemos conseguido una matriz que nos proporciona los nodos de
control de las cuatro sub-superficies obtenidas en la subdivisio´n de la su-
perficie original. A partir de ellos ya podemos trabajar con cada superficie
independientemente y seguir subdividiendo hasta que sea necesario.
2.3.3. Ca´lculo de un nodo intermedio
Finalmente, una vez supimos que´ nodos necesita´bamos para calcular las
sub-mallas, so´lo fue necesario hallar la fo´rmula expl´ıcita de los nodos inter-
medios:
br,si,j =
r∑
k=0
s∑
l=0
bi+k,j+l · Brk · Bsl
donde:
bi,j es el nodo (i, j) de la malla de control original.
Bni es el polinomio de Bernstein i-e´simo de grado n evaluado en t = 0,5.
2.4. Representacio´n por interseccio´n
Nuestro siguiente objetivo es representar una superficie a partir de sus
puntos de control. Dado que una superficie es un objeto en tres dimensiones
y la representacio´n se hace en la pantalla, necesitamos pasar de las tres
dimensiones de la spline a las dos dimensiones de la pantalla. Para ello,
calculamos los puntos de interseccio´n entre la superficie y cada una de las
l´ıneas de visio´n. Podemos imaginar las l´ıneas de visio´n como un haz de rectas
que pasan por el ojo del observador y por cada uno de los pixels de la pantalla,
como en la figura 2.7.
Para ello, consideramos que el foco de visio´n esta´ situado en el punto
(0.5, 0.5, 2) y la pantalla forma un cuadrado vertical de lado 1 y de esquinas
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Figura 2.8: El algoritmo que nos ocupa calcula los puntos de interseccio´n
entre un haz de rectas y una superficie.
opuestas (0, 0, 1) y (1, 1, 1); dicho de otro modo, la escena se encuentra conte-
nida en el cubo de esquinas opuestas (0, 0, 0), (1, 1, 1) y la pantalla esta´ en el
plano z = 1. Representamos la superficie segu´n el campo de visio´n, es decir,
calculamos la interseccio´n de cada recta del foco con la superficie. Para cada
recta, nos quedaremos con el punto de interseccio´n que tenga un mayor valor
de la coordenada z, puesto que sera´ lo ma´s cercano al foco de visio´n y, por
tanto, lo que se vea. Despue´s, calcularemos la normal a la superficie en dicho
punto, obtendremos el color que un observador ver´ıa y, finalmente, represen-
taremos ese color en una pantalla. Esquema´ticamente, consiste en calcular
todos los puntos de corte de las rectas de la figura 2.8 con la superficie que
aparece.
2.4.1. Interseccio´n de una recta con una curva de Be´zier:
algoritmo de interseccio´n por divisio´n
El ca´lculo de la interseccio´n de una recta con una curva de Be´zier re-
quiere, en primer lugar, encontrar la menor caja que contenga al pol´ıgono de
control de la curva; la curva estara´ contenida en la caja por el hecho de estar
contenida en la envoltura convexa del pol´ıgono. Para ello, se calcula el menor
recta´ngulo [x0, x1] × [y0, y1] que contiene al conjunto de ve´rtices de control
de la curva de Be´zier.
Una vez obtenida la caja, se aplica el algoritmo de interseccio´n por di-
visio´n. Este algoritmo consiste en la comprobacio´n del corte de la recta con
cajas cada vez ma´s pequen˜as. Cuando la recta corta a una caja, se subdivide
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la curva contenida en dicha caja mediante el algoritmo de de Casteljau visto
anteriormente —el ca´lculo de los nodos intermedios que se corresponden con
los ci y di—. Recursivamente, se realiza la comprobacio´n con cada una de las
cajas que contienen las curvas resultantes.
En general, el algoritmo de interseccio´n por divisio´n utiliza el valor del
para´metro t = 1/2 para la subdivisio´n, aunque es un valor arbitrario que
esta´ comprobado que funciona bien. El algoritmo divide hasta la precisio´n
deseada, que dara´ como resultado una caja lo suficientemente pequen˜a para
que se pueda aproximar el punto de corte como su centro.
2.4.2. Interseccio´n de una recta con una superficie
El ca´lculo de la interseccio´n de una recta con una superficie es una gene-
ralizacio´n del caso anterior. Lo primero tambie´n es encontrar la caja mı´nima
que contiene a la superficie. A continuacio´n, se comprueba el corte de la recta
con la caja y en caso de corte se subdivide.
La subdivisio´n ahora tambie´n se hace recurriendo al algoritmo de de
Casteljau, generalizado para superficies: utilizando los valores de los para´me-
tros u = 1/2 y v = 1/2, calculamos los nodos intermedios que vimos en la
matriz (2.7). As´ı, la superficie queda dividida en cuatro submallas, en las que
se comprueba recursivamente el corte con la recta.
Por u´ltimo, el algoritmo devuelve una lista de puntos de corte. Como
necesitamos saber cua´l es el ma´s cercano al observador, recurrimos al uso de
un buffer Z para obtener el punto ma´s cercano de todos.
Buffer Z
El algoritmo del Buffer Z sirve para, dado un conjunto de objetos, orde-
narlos en funcio´n de su distancia al observador. En nuestro caso, lo u´nico
que se necesita es conocer el punto ma´s cercano al observador de todos los
que el algoritmo recibe como entrada. Para ello, aplicamos la “fuerza bruta”:
comparamos todos los puntos y nos quedamos con el de menor z.
Este sistema, que puede parecer poco sofisticado, es en realidad el mismo
que se aplica en las tarjetas gra´ficas y, aunque parece muy rudimentario,
produce los resultados muy ra´pidamente.
Corte de una recta y una caja
Aunque no lo hayamos tratado hasta ahora, el problema de decidir si las
rectas cortan a las cajas que contienen las mallas de control de las splines no es
un problema trivial. Se podr´ıa realizar una implementacio´n conceptualmente
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simple que realizase un gran nu´mero de comparaciones para determinar si
una recta atraviesa una caja; sin embargo, si tenemos en cuenta que este
procedimiento se ejecutara´ incluso ma´s veces que la divisio´n de las mallas,
merece la pena dedicar cierto a tiempo a este problema.
Lo primero que es necesario resolver es la representacio´n tanto de la caja
como de la recta. La caja se define por 6 planos, as´ı que se podr´ıa utilizar
simplemente una representacio´n que tomase dos esquinas opuestas de la caja.
De esta manera, dada la caja de esquinas (x0, y0, z0), (x1, y1, z1) quedara´ de-
finida por los planos x = x0, x = x1, y = y0, y = y1, z = z0 y z = z1. En
cuanto a la recta, utilizaremos su definicio´n parame´trica:
r ≡ (a · λ+ b, c · λ+ d, e · λ+ f)
Mediante esta representacio´n, nuestra primera implementacio´n fue bas-
tante directa aunque no totalmente eficiente:
Obten´ıamos la coordenada x menor (nume´ricamente) de la caja, que
es x0.
Calcula´bamos el para´metro λ para que la recta tuviese ese valor en su
coordenada x:
λ =
x0 − b
a
Sustitu´ıamos el para´metro λ para obtener las coordenadas en y y z de
la recta:
y = c · λ+ d, z = e · λ+ f
Comproba´bamos si y estaba entre las coordenadas y ma´xima y mı´nima
de la caja (nume´ricamente), es decir, entre y0 e y1. En caso afirmativo,
comproba´bamos tambie´n con z.
Este procedimiento tan sencillo se repet´ıa del siguiente modo:
Obten´ıamos λx0 como hemos explicado, y comproba´bamos que y ∈
[y0, y1]∧ z ∈ [z0, z1]. Si se cumple la condicio´n anterior, la recta corta a
la caja. Si no es as´ı, la recta no corta a la caja cuando pasa por x0.
Si la condicio´n anterior no se cumpl´ıa, realiza´bamos el mismo ca´lculo
pero obteniendo λx1.
Si la condicio´n anterior tampoco se cumpl´ıa, comproba´bamos con λy0.
. . .
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Si la condicio´n anterior tampoco se cumpl´ıa, comproba´bamos con λz1 .
De este modo, si λx0 hac´ıa que se cumpliera que y ∈ [y0, y1]∧ z ∈ [z0, z1],
pod´ıamos confirmar que la recta cortaba a la caja. Si, por el contrario, la
recta no la cortaba, deb´ıamos realizar otras 6 comprobaciones para λy0 y, en
el peor caso, tambie´n para λz1. Cada una de estas comprobaciones supon´ıa:
Despejar el para´metro λ: 1 resta y una divisio´n en punto flotante.
Sustituir en las otras dos coordenadas: 2 productos y 2 sumas en punto
flotante.
Realizar dos comparaciones y una conjuncio´n lo´gica: 2 comparaciones
en punto flotante y una and bit a bit.
En total, suponen 6 divisiones en punto flotante, 12 productos, 18 sumas
y restas, 12 comparaciones y 6 operaciones and. Aunque, en un principio,
pudiera parecer que no es un ca´lculo muy grande, hay que tener en cuenta
que este algoritmo es el que ma´s se repite a lo largo del ca´lculo de la imagen,
(puesto que antes de dividir hay que asegurarse de que la recta corta a la caja
y, por lo tanto, se realiza ma´s veces incluso que el algoritmo de subdivisio´n).
Optimizacio´n del corte de una recta con una caja
Teniendo en cuenta lo anterior, buscamos un me´todo ma´s o´ptimo. Para
ello, redujimos el problema a la comprobacio´n de si una recta corta a un
recta´ngulo en el plano.
Sea la caja formada por la interseccio´n de las siguientes rectas:
y = y0
y = y1
x = x0
x = x1
entonces, si la recta esta´ en forma parame´trica, siendo el para´metro λ, la
forma de ver que corta a la caja es que pasa simulta´neamente por la regio´n
del plano comprendida entre las rectas y = y0 y y = y1, y la regio´n del plano
comprendida entre x = x0 y x = x1. Los valores de λ para la interseccio´n de
las rectas que determinan el recta´ngulo con la recta que estamos tratando
son:
Para la recta y = y0, el valor de λ es: λy0.
Para la recta y = y1, el valor de λ es: λy1.
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Figura 2.9: Interseccio´n de una recta con un recta´ngulo.
Para la recta x = x0, el valor de λ es: λx0.
Para la recta x = x1, el valor de λ es: λx1.
Para determinar que la recta corta al recta´ngulo basta ver que los inter-
valos [λx0, λy0] y [λx1 , λy1] se solapan, esto es que se cumpla que:
MAX(λx0 , λy0) < MIN(λx1 , λy1)
La explicacio´n queda representada en la figura 2.9.
Para el caso de la caja, la idea es so´lo un poco ma´s compleja. De hecho,
la recta cortara´ a la caja si se cumple la siguiente desigualdad:
MAX(λx0 , λy0 , λz0) < MIN(λx1 , λy1 , λz1)
De esta forma, se reducen notablemente las multiplicaciones y las sumas.
Sin embargo, queda pendiente el problema de obtener las λs. Afortunada-
mente, sabiendo co´mo se genera el haz de rectas, e´stas se pueden obtener con
pocos ca´lculos si se realizan adecuadamente.
El haz de rectas se genera teniendo en cuenta las siguientes observaciones:
El observador se encuentra en la posicio´n (0.5, 0.5, 2).
Para λ = 0, las rectas pasan por el observador.
La “pantalla” —el plano de proyeccio´n— se encuentra en el plano z = 1.
Para λ = 1, las rectas pasan por el plano de proyeccio´n.
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Figura 2.10: Distribucio´n horizontal de un haz de rectas de anchura 4.
Las rectas se distribuyen por el plano de proyeccio´n pasando por el
centro de cada una de los recta´ngulos en que e´ste se divide. Podemos
ver co´mo se distribuyen horizontalmente en la figura 2.10.
Por lo tanto, sea una pantalla de w puntos de ancho y h puntos de alto, el
conjunto de rectas que generan la imagen es:
{[(
i
w
+
1
2 · w −
1
2
)
· λ+ 1
2
,
(
j
h
+
1
2 · h −
1
2
)
· λ+ 1
2
, 2− λ
]}i=w−1,j=h−1
i,j=0
As´ı pues, conociendo co´mo es el haz de rectas, podemos obtener los valores
de λ de la siguiente manera:
Para despejar λz0 y λz1 , so´lo hay que realizar la operacio´n λz = z − 2
dos veces.
Para el caso de λx0, λx1 , λy0 y λy1 , hay que despejar igual que antes (2
restas y dos divisiones en cada caso).
Finalmente, hay que realizar, en total, 5 comparaciones, con lo que el
nu´mero de operaciones asciende a 6 restas en punto flotante, 4 divisiones
y 5 comparaciones. Como vemos, el nu´mero de operaciones total se reduce
enormemente.
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2.5. Ca´lculo de la normal a la superficie
El vector normal a una superficie en un punto es el perpendicular a la
superficie en dicho punto y de mo´dulo 1.
Para los futuros ca´lculos de percepcio´n del observador, es esencial poder
calcular la normal a la superficie en el punto de interseccio´n con las l´ıneas
de visio´n. Dicho punto no lo conocemos; nuestro algoritmo divide la spline
en superficies ma´s pequen˜as para aproximarlo. El resultado son superficies
diminutas de las que necesitamos calcular su normal. Hay dos opciones po-
sibles:
Calcular la normal en el punto medio de la superficie.
Calcular la normal por me´todos aproximativos.
El problema de calcular el vector normal a una superficie spline es que
requiere una enorme cantidad de ca´lculos muy complejos. Por otro lado, el
problema de utilizar un ca´lculo aproximativo es precisamente que nos permite
conocer la normal a la superficie so´lo de forma aproximada.
Para las comprobaciones en Maple2, hemos implementado ambos me´to-
dos y se ha hecho un ana´lisis comparativo con el que hemos llegado a la
conclusio´n de que la normal aproximada se puede considerar igual que la
normal “verdadera”. Al tratarse de una superficie muy pequen˜a, e´sta es casi
plana y la normal es aproximadamente la misma en todos sus puntos.
2.5.1. Ca´lculo de la normal en un punto
El vector normal se puede obtener mediante el producto vectorial de dos
vectores tangentes. Esto es:
N(u, v) =
∂
∂u
Sn,m(u, v)× ∂∂vSn,m(u, v)∣∣ ∂
∂u
Sn,m(u, v)× ∂∂vSn,m(u, v)
∣∣
Donde u, v ∈ [0, 1], y para calcular la normal en el punto medio de la
superficie, que es lo que nos interesa, les damos valor 0,5 a ambos.
Los vectores tangentes los obtenemos mediante las derivadas parciales de
la superficie de Be´zier en u y v. En la formula 2.8, el te´rmino entre corchetes
es una curva de Be´zier, por lo que su derivada se puede presentar como 2.9,
quedando expresada como una curva de Be´zier en la que los puntos de control
son sustituidos por vectores dados por las diferencias de puntos de control
consecutivos.
2Ver cap´ıtulo 3.2.9.
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∂
∂u
Sn,m(u, v) =
m∑
j=0
∂
∂u
[
n∑
i=0
Pi,jB
n
i (u)
]
Bmj (v) (2.8)
∂
∂u
[
n∑
i=0
Pi,jB
n
i (u)
]
= n
n−1∑
i=0
(Pi+1,j − Pi,j)Bn−1i (u) (2.9)
Para la derivada parcial respecto de v se opera de la misma forma. En
resumen, las derivadas parciales de una superficie de Be´zier para u y v son:
∂
∂u
Sn,m(u, v) = n
m∑
j=0
n−1∑
i=0
(Pi+1,j − Pi,j)Bn−1i (u)Bmj (v)
∂
∂v
Sn,m(u, v) = n
n∑
i=0
m−1∑
j=0
(Pi,j+1 − Pi,j)Bm−1j (v)Bni (u)
La derivada en cada direccio´n u y v sigue la direccio´n del vector tangente
que va de los puntos de control del extremo de la superficie a los puntos
de control vecinos. Por ello, el producto vectorial entre ambos devuelve un
vector perpendicular a ambos, es decir, perpendicular a la superficie.
2.5.2. Ca´lculo de la normal por me´todos aproximativos
El ca´lculo de la normal de manera aproximada se basa en dividir la malla
en dos tria´ngulos3 y calcular la normal de cada uno de ellos. La normal de
la malla se obtiene como el promedio de ambas.
Para calcular la normal de un tria´ngulo nos basamos en que tres puntos
no alineados determinan de forma u´nica un plano. Sean los puntos A,B y
C los puntos que determinan el tria´ngulo, obtenemos los vectores u =
−→
AB y
v =
−→
AC y a partir de ellos la normal como −→n = −→u × −→v , es decir, el vector−→n perpendicular a −→u y −→v .
2.5.3. Estudio estad´ıstico
El estudio estad´ıstico realizado tuvo como objetivo la demostracio´n de
la correccio´n del ca´lculo de las normales mediante me´todos aproximativos.
La utilizacio´n de este me´todo en lugar del ca´lculo de la normal en un punto
reportaba una disminucio´n considerable de los ca´lculos y de su complejidad.
3Para obtener los tria´ngulos, utilizamos 3 esquinas de la malla. Sea la malla de nodos
{bij}3,3i=0,j=0, los tria´ngulos ser´ıan ̂b00, b30, b33 y ̂b33, b03, b00.
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Para realizarlo, lo primero fue obtener una muestra. Nos interesaban las
diferencias de a´ngulos entre las normales calculadas sobre las mismas ma-
llas mediante ambos me´todos, as´ı que las utilizamos como individuos de la
poblacio´n de la que extrajimos la muestra.
A partir de la muestra, realizamos el ana´lisis descriptivo de la misma:
1. Ca´lculo de la media. La media nos permite determinar alrededor de
que´ valor se agrupan los datos. En nuestro caso, nos interesaba que fuera
un valor pro´ximo a cero, lo que significar´ıa que todas las diferencias de
a´ngulos esta´n alrededor del cero.
x =
∑n
i=1 xi
n
2. Ca´lculo de la varianza. La varianza nos permite medir la dispersio´n de
los datos, que en nuestro caso nos interesa que sea lo menor posible.
s2 =
∑n
i=1(xi − x)2
n− 1
3. Ca´lculo de la desviacio´n t´ıpica. La desviacio´n t´ıpica es otra medida que
expresa la dispersio´n de la distribucio´n.
s =
√
s2
En resumen, si todos los datos fueran iguales (a´ngulos entre las normales
cero), estas medidas tambie´n ser´ıan cero. Aunque en nuestro caso no son
exactamente cero, s´ı se pueden aproximar a e´l y, por tanto, utilizar el ca´lcu-
lo de normales de forma aproximada con un error despreciable. Los datos
obtenidos se pueden consultar en la seccio´n 3.2.9.
2.6. Coloreado de los pixels: ca´lculo de la per-
cepcio´n del usuario
La siguiente informacio´n relativa a la iluminacio´n se puede encontrar
en [3].
En una escena, es necesario definir algu´n tipo de luz para calcular la
percepcio´n que tendr´ıa el usuario de cada punto. Si no hubiera luces, la
escena se ver´ıa completamente negra.
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2.6.1. Modelo de reflexio´n de Phong
Adema´s de definir las luces, tuvimos que elegir un modelo de iluminacio´n,
es decir, la serie de reglas que dictan co´mo se debe calcular la iluminacio´n de
la superficie. Nuestro modelo es una implementacio´n parcial del modelo de
Phong4.
Este modelo de iluminacio´n no se basa en una descripcio´n f´ısica de la for-
ma en que la luz ilumina superficies, sino que se trata de un modelo emp´ırico
que esta´ demostrado que produce unos resultados bastante buenos. Phong
define la cantidad de luz que percibe un observador como:
I = ambiental +
∑
luces
(difusa+ especular)
donde:
I es la cantidad de luz que el observador percibe en un pixel.
La luz ambiental es un valor de luz que se suma a todos los puntos de
la escena. Se puede entender como una luz que viene de todas partes e
ilumina todos los puntos de la escena por igual.
La iluminacio´n difusa es el tipo de iluminacio´n que presentan todos los
objetos sin brillo.
La iluminacio´n especular se refiere al tipo de brillos que aparecen en
las superficies brun˜idas.
En nuestro caso, no utilizaremos la luz ambiental —la cual se podr´ıa
implementar muy fa´cilmente—, utilizando so´lo la luz difusa y la especular.
Iluminacio´n difusa
La iluminacio´n difusa descrita en la tesis doctoral de Phong se basa en el
modelo de reflexio´n lambertiano5, el cual describe la cantidad de luz que un
observador percibe mediante 3 leyes:
4Bui Thong Phong (vietnamita, 1942 – 1975) fue un investigador y pionero de los gra´fi-
cos generados por computador. Fue el inventor del modelo de reflexio´n Phong, una te´cnica
muy utilizada en la generacio´n de ima´genes por computador. Su tesis doctoral verso´ sobre
este modelo de reflexio´n, y recibio´ el apoyo de David C. Evans e Ivan Sutherland, fun-
dadores de la mı´tica Evans & Sutherland (www.es.com), una de las primeras empresas
dedicadas a la creacio´n de imagen sinte´tica.
5Johann Heinrich Lambert, 1728 – 1777. Matema´tico, f´ısico y astro´nomo alema´n nacido
en Mu¨lhausen (actualmente Francia), pionero en el estudio de la iluminacio´n.
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Primera ley de Lambert La iluminacio´n de una superficie iluminada por
la luz que cae sobre ella perpendicularmente desde una fuente de luz, es
proporcional a la inversa del cuadrado de la distancia entre la superficie
y la fuente de luz.
Segunda ley de Lambert Si los rayos de la fuente de luz alcanzan la su-
perficie en a´ngulo, entonces la iluminacio´n es proporcional al coseno del
a´ngulo que forman con la normal a la superficie.
Tercera ley de Lambert La intensidad luminosa de la luz decrece expo-
nencialmente con la distancia al viajar a trave´s de un medio con absor-
cio´n, esto es, un medio distinto del vac´ıo.
Aplicando estas leyes, Phong describe la iluminacio´n difusa que produce
una fuente de luz como
Id = kd · id · (−→L • −→N )
donde:
kd es la constante de reflexio´n difusa de la superficie, y es dependiente
del material de e´sta.
id es la intensidad de la fuente luminosa en difusa. Se trata de un valor
dependiente de la iluminacio´n.
−→
L es el vector que va desde la superficie hasta la fuente de luz.
−→
N es un vector normal a la superficie.
−→
L •−→N es el producto escalar de ambos vectores. Si son unitarios, dicho
producto es, adema´s, el coseno del a´ngulo que forman entre s´ı.
Ba´sicamente, Phong describe la iluminacio´n difusa so´lo como la segunda
ley de Lambert. En cuanto a la primera y la tercera, aunque se pasen por
alto, su implementacio´n no es excesivamente costosa.
Iluminacio´n especular
La iluminacio´n especular, segu´n la define Phong, se puede entender como
la cantidad de luz reflejada del foco que percibe el usuario. Imaginemos una
la´mpara que ilumina una madera barnizada: la luz difusa es la que nos per-
mite ver que toda la madera es marro´n, mientras que la especular es el brillo
o reflejo que la la´mpara produce en la madera.
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La cantidad de luz as´ı definida se calcula mediante la siguiente fo´rmula:
Is = ks · is · (−→R • −→V )α
donde:
ks es la constante de reflexio´n del material de la superficie.
is es la intensidad de luz especular que produce la fuente luminosa.
−→
V es el vector que va desde la superficie hasta el observador.
−→
R es el vector reflejado de
−→
L respecto de la normal a la superficie,
−→
N ,
donde
−→
L es el vector que une la superficie con la fuente de luz.
−→
R • −→V es el producto escalar de −→R y −→V ; adema´s, si ambos vectores
son unitarios, es el coseno del a´ngulo que forman.
α es la constante de brillo, que nos permite distinguir entre, por ejem-
plo, el tipo de brillo que aparece en una bola de pla´stico y otra de
aluminio. En nuestro caso, para reducir la complejidad del algoritmo,
hemos cambiado el factor exponencial α por una funcio´n lineal, deter-
minada emp´ıricamente, que tambie´n produce buenos resultados.
Dicho de otro modo, la cantidad de luz especular es menor cuanto mayor
es el a´ngulo que forman el observador y el rayo de luz reflejado por la super-
ficie. Cuanto ma´s directamente llegue el rayo reflejado al observador, mayor
sera´ el brillo que e´ste percibira´.
Para calcular el vector reflejado por la superficie, aplicaremos la siguiente
fo´rmula: −→
R = 2 · −→N · (−→V • −→N )−−→V
donde:
−→
N es el vector normal a la superficie que sirve de espejo.
−→
V es el vector que incide en la superficie.
−→
R es el vector reflejado.
La intensidad de luz de la fuente es un para´metro que fija el usuario,
as´ı como los coeficientes de reflexio´n especular y difuso, que dependen del
tipo de material del objeto. Para nuestro trabajo, el tipo de material utilizado
es muy simple: se trata de un material blanco que refleja todos los colores
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que inciden sobre e´l, y tiene un brillo similar al del metal. Aunque hemos
realizado esta simplificacio´n por comodidad, las modificaciones necesarias
para poder representar distintos materiales son mı´nimas.
Una vez seamos capaces de obtener el color que el observador percibe en
un punto de la imagen, so´lo hay que aplicar el algoritmo para cada punto de
la imagen hasta obtener la representacio´n completa.
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Cap´ıtulo 3
Implementacio´n en Maple
3.1. Introduccio´n
En la etapa inicial del proyecto realizamos los desarrollos matema´ticos.
Tras conseguir una formulacio´n matema´tica del algoritmo de representacio´n
de splines, comprobamos su correccio´n mediante una herramienta matema´ti-
ca: Maple. De esta manera, Maple nos proporciono´ una primera aproximacio´n
y nos demostro´ que nuestro algoritmo pod´ıa ser implementado mediante un
lenguaje de alto nivel.
3.2. Estructura del programa
El programa en Maple se divide en nueve secciones cuyo co´digo se puede
consultar en el ape´ndice A:
1. Bernstein
2. Spline
3. Nodos intermedios
4. Subdivisio´n de superficies
5. Prueba de la correccio´n de la subdivisio´n
6. Algoritmo de interseccio´n por divisio´n
7. Ca´lculo de la normal
8. Representacio´n
9. Comparacio´n de los me´todos del ca´lculo de la normal
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Figura 3.1: Polinomios de Bernstein (primero, segundo, tercero y cuarto)
grado 3.
3.2.1. Bernstein
En esta seccio´n hemos implementado una funcio´n recursiva para evaluar
los polinomios de Bernstein de cualquier grado. Para representarlo gra´fica-
mente, hemos utilizado la herramienta plot. El resultado podemos observarlo
en la figura 3.1.
Se puede consultar el co´digo en el apartado A.2 del ape´ndice A.
3.2.2. Spline
Lo primero que aparece en esta seccio´n es la especificacio´n de los pun-
tos de las mallas que vamos a utilizar como ejemplos. Estas mallas esta´n
definidas mediante sus pol´ıgonos de control, que describimos en una matriz
de coordenadas. Para representar gra´ficamente y poder visualizar la malla,
a continuacio´n implementamos una funcio´n para dibujar el pol´ıgono. Como
ejemplo, podemos observar en la figura 3.2 la siguiente malla:
MallaDeControl ≡


(0, 1, 1) (1, 1, 1) (2, 1, 1) (3, 1, 1)
(0, 2, 1) (1, 2, 2) (2, 2, 2) (3, 2, 1)
(0, 3, 1) (1, 3, 2) (2, 3, 3) (3, 3, 1)
(0, 4, 1) (1, 4, 1) (2, 4, 1) (3, 4, 1)


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Figura 3.2: Pol´ıgono de control de la malla.
Figura 3.3: Spline correspondiente al pol´ıgono de control anterior.
A continuacio´n, creamos una funcio´n para calcular un punto de la spline
a partir de los dos para´metros u y v. Esta funcio´n nos es u´til tambie´n a la
hora de representar gra´ficamente la spline en Maple. As´ı, en la figura 3.3
podemos ver el resultado del dibujo de la spline correspondiente al pol´ıgono
de control anterior.
Se puede consultar el co´digo en el apartado A.3 del ape´ndice A.
3.2.3. Nodos intermedios
El presente apartado contiene la funcio´n encargada de calcular un nodo
intermedio de una de las submallas. Un nodo intermedio se obtiene a partir
de los valores del polinomio de Bernstein y puntos de la malla original. Im-
plementamos el algoritmo de la seccio´n 2.3.3 utilizando dos bucles anidados.
Adema´s, comprobamos que las coordenadas del nodo calculado se correspon-
den con las coordenadas calculadas mediante interpolacio´n bilineal iterada
del polinomio de la malla original.
Se puede consultar el co´digo en el apartado A.4 del ape´ndice A.
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Figura 3.4: Malla de control original y sus submallas.
3.2.4. Subdivisio´n de superficies
La funcio´n implementada en esta seccio´n es la funcio´n clave del algoritmo:
calcula las mallas de control correspondientes a las subsuperficies de la spline
original. Para obtener los nodos de cada submalla, esta funcio´n realiza una
serie de llamadas a la ya mentada calculaNodoIntermedio. Podemos ver en
las figuras 3.4 y 3.5 la representacio´n gra´fica de un pol´ıgono de control y sus
submallas, as´ı como de las subsuperficies.
Se puede consultar el co´digo en el apartado A.5 del ape´ndice A.
3.2.5. Prueba de la correccio´n de la subdivisio´n
La prueba de la correccio´n consiste en la comprobacio´n de que los po-
linomios de control de las submallas se corresponden con el polinomio de
control de la malla original, salvo cambio de variable. Para ello, utilizamos
dos funciones. La primera de ellas se encarga de averiguar el polinomio en
u y v asociado a una spline. De esta manera, la segunda funcio´n utiliza a la
anterior para la malla original y cada una de las submallas y a continuacio´n
compara los resultados aplicando un cambio de variable distinto en cada caso.
Este apartado es importante porque nos confirma, si bien no demuestra,
que la subdivisio´n es correcta, pues permite comprobar que las submallas
calculadas generan splines que son realmente trozos de la spline original.
Se puede consultar el co´digo en el apartado A.6 del ape´ndice A.
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Figura 3.5: Malla de control original, las submallas y las superficies que e´stas
generan.
3.2.6. Algoritmo de interseccio´n por divisio´n
El algoritmo aqu´ı implementado se encarga, como vimos en el cap´ıtulo 2,
de averiguar si una recta corta con una spline. E´ste hace uso de diferentes
funciones. La primera se encarga de hallar la caja mı´nima que contiene una
spline. A continuacio´n, definimos las funciones necesarias para trabajar con
rectas, incluyendo el corte de una recta con una caja. Una parte importante
de las funciones de las rectas es la creacio´n del haz de rectas, que simula el
conjunto de rectas que van desde el observador a cada uno de los puntos de
la pantalla.
La funcio´n del algoritmo de interseccio´n fue implementada de dos modos
diferentes: uno iterativo y otro recursivo. La funcio´n iterativa deb´ıa imple-
mentar su propia pila para ir almacenando las submallas y las cajas, mientras
que la funcio´n recursiva no necesita una estructura de datos aparte porque
utiliza la propia pila de ejecucio´n. Por tanto, la versio´n utilizada es la re-
cursiva, ya que posteriormente no habr´ıa que implementar una estructura de
datos.
El algoritmo de interseccio´n comprueba si una malla corta con la recta
dada, en ese caso divide la malla en sus cuatro submallas y repite el me´todo
recursivamente hasta la precisio´n deseada. La funcio´n devuelve el conjunto
de puntos de corte de la recta con la spline.
A continuacio´n, debemos filtrar el conjunto de puntos de corte, para ello
implementamos el Buffer Z en la funcio´n filtraPuntos. Este algoritmo elige
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de entre todos los puntos de corte el que tiene menor coordenada z, puesto
que desde la posicio´n del observador e´ste sera´ el u´nico punto que e´l pueda
observar.
En la figura 3.6 podemos observar: el corte de la recta con la spline, su
malla y la caja que la contiene. A continuacio´n, vemos el ca´lculo recursivo de
las submallas del algoritmo de interseccio´n segu´n el corte de la recta. Y, por
u´ltimo, la misma ejecucio´n del algoritmo mostrando las cajas contenedoras
de las mallas.
Se puede consultar el co´digo en los apartados A.7 y A.11 del ape´ndice A.
3.2.7. Ca´lculo de la normal
Tras calcular un punto de corte, hemos llegado a una submalla tan pe-
quen˜a como la precisio´n indique. Es de e´sta submalla final de la que necesi-
tamos calcular la normal.
Primeramente, el ca´lculo de la normal requirio´ un conjunto de funciones
para el manejo de vectores, que se pueden ver en Operaciones con vectores
en el apartado A.8 del ape´ndice A.
A continuacio´n, implementamos tres me´todos para el ca´lculo de la normal:
normal al punto evaluado en (u, v) = (0.5, 0.5) de la spline calculada
mediante las derivadas de Be´zier.
normal a una superficie dada por tres puntos.
normal calculada como combinacio´n —suma— de las normales en dos
puntos.
En la figura 3.7 podemos ver el me´todo de ca´lculo aproximado como
combinacio´n de las normales en dos puntos y el me´todo absoluto mediante
las derivadas de Be´zier.
Se puede consultar el co´digo en los apartados A.9 y A.10 del ape´ndice A.
3.2.8. Representacio´n
Una vez resuelto el ca´lculo de las normales ya podemos calcular el color
que percibir´ıa un observador bajo una luz determinada. Lo primero, es cal-
cular los puntos de corte para un haz de rectas y, a continuacio´n, filtrar los
puntos de corte para cada recta del haz, queda´ndonos con el ma´s cercano al
observador.
El siguiente paso es el ca´lculo de la percepcio´n que tendr´ıa el observador
de cada corte. Para ello, utilizando la normal a la superficie, el punto de corte
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Figura 3.6: Corte de la recta con: la spline, las mallas y las cajas contenedoras
calculadas con el algoritmo de interseccio´n.
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Figura 3.7: Normales calculadas de forma aproximativa y de forma absoluta.
y el foco de la luz, calculamos la cantidad de luz reflejada de cada fuente
presente que llegar´ıa hasta el observador. Finalmente, el color observado es
la suma de todas las luces reflejadas. La imagen de la figura 3.8 ilustra la
interseccio´n del haz de rectas con una spline.
Se puede consultar el co´digo en los apartados A.12 y A.13 del ape´ndice A.
3.2.9. Comparacio´n de los me´todos del ca´lculo de la
normal
Esta seccio´n fue pensada para comparar los dos me´todos del ca´lculo de la
normal. La normal evaluada mediante derivadas de Be´zier es la ma´s exacta,
pero tambie´n la ma´s costosa. Por otro lado, la normal calculada de forma
aproximada como combinacio´n de normales es ma´s sencilla pero inexacta. Sin
embargo, ya que el parche final es muy pequen˜o, se puede considerar plano
y las normales a dicho plano sera´n muy parecidas a la normal exacta.
Para comprobar nuestra suposicio´n, realizamos los ca´lculos mediante las
dos opciones y realizamos un estudio estad´ıstico1 (media, varianza y desvia-
cio´n t´ıpica, que podemos consultar en el apartado A.15). As´ı, nos cercioramos
de que ambos resultados se aproximaban suficientemente. Por tanto, este re-
sultado nos permitio´ tomar la decisio´n de utilizar el ca´lculo de normales
aproximado y as´ı simplificar los ca´lculos. Los resultados observados fueron
los siguientes:
1Los datos que analizamos estad´ısticamente fueron, para cada submalla que tomamos
como punto de corte, el a´ngulo formado entre la normal a dicha malla en su centro y la
normal calculada mediante la te´cnica aproximativa. Los resultados obtenidos fueron en
radianes.
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Figura 3.8: La imagen que percibe el observador se calcula a partir de los
puntos de corte del haz de rectas de visio´n con la spline.
Taman˜o muestral Media Varianza Desviacio´n
(normales) (diferencia) t´ıpica
12 3,469 · 10−4 6,906 · 10−8 2,628 · 10−4
48 2,259 · 10−4 4,299 · 10−8 2,073 · 10−4
192 3,616 · 10−4 3,386 · 10−7 5,812 · 10−4
300 4,111 · 10−4 3,647 · 10−7 6,039 · 10−4
432 5,077 · 10−4 1,098 · 10−6 1,048 · 10−3
588 4,528 · 10−4 5,22 · 10−7 7,225 · 10−4
768 4,123 · 10−4 5,045 · 10−7 7,103 · 10−4
972 4,781 · 10−4 1,473 · 10−6 1,213 · 10−3
1200 4,069 · 10−4 4,198 · 10−7 6,479 · 10−4
1452 4,360 · 10−4 7,059 · 10−7 8,401 · 10−4
1728 4,398 · 10−4 6,061 · 10−7 7,785 · 10−4
Como se aprecia en la tabla, aunque hay algunas fluctuaciones, la des-
viacio´n de las normales aproximadas respecto a las normales aute´nticas es
mı´nima, y lo ma´s probable es que no repercuta en la cantidad reflejada de
luz en una magnitud medible. En la figura 3.9 podemos observar la normal
calculada para una spline ejemplo.
Se puede consultar el co´digo en los apartados A.14 y A.15 del ape´ndice A.
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Figura 3.9: Spline y su normal.
Parte II
Desarrollo software
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Cap´ıtulo 4
Implementacio´n en C++
4.1. Introduccio´n
Tras realizar el desarrollo del algoritmo utilizando Maple, decidimos im-
plementar en un lenguaje de ma´s bajo nivel todo lo que hab´ıamos aprendido,
con el fin de crear un programa que fuese capaz de mostrar una o varias spli-
nes con una o ma´s fuentes de luz. Elegimos C++ porque nos proporcionaba
la posibilidad de trabajar tanto a alto nivel —con vistas a desarrollar lo ma´s
ra´pido posible— como a bajo nivel, de modo que pudie´semos adaptarlo con
facilidad a un posible hardware.
Realizamos el desarrollo en Windows y Linux, utilizando el entorno de
desarrollo KDevelop en Linux y Microsoft Visual Studio en Windows. Para
poder representar en pantalla, decidimos utilizar la biblioteca Simple Direct-
Media Layer 1, que al soportar Windows y Linux nos permit´ıa que nuestro
co´digo se pudiera ejecutar en ambas plataformas sin tener que modificarlo
en absoluto.
La implementacio´n que realizamos ba´sicamente fue una “traduccio´n” del
co´digo Maple a C++ en la mayor´ıa de las funciones, aunque lo estructuramos
de forma que se pudiera representar directamente una spline, en lugar de ser
una serie de operaciones aisladas como en Maple.
4.2. Implementacio´n
A la hora de implementar procedimos incrementalmente. Primero, pro-
gramamos las operaciones de subdivisio´n de mallas, de generacio´n del haz
de rectas y del ca´lculo para determinar si una recta corta a una caja. Una
1http://www.libsdl.org
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Figura 4.1: Representacio´n de una spline en funcio´n de la distancia de cada
punto al observador.
vez tuvimos esto, fuimos capaces de calcular todos los puntos de corte de un
haz de rectas con una spline. Representamos entonces una spline, asignando
colores a los pixels en funcio´n de la distancia entre el observador y los puntos
de corte —blanco para los ma´s cercanos, negro para los ma´s lejanos–. El
resultado se puede ver en la figura 4.1.
Una vez conseguimos representar ima´genes de esta forma, procedimos
a dibujar ima´genes en color. Para ello, programamos el ca´lculo de la luz
reflejada por la superficie. Necesitamos entonces ser capaces de calcular, en
primer lugar, la normal a una spline. Como vimos en la seccio´n 3.2.9, bastaba
con aproximar la normal a la spline por la normal a un plano formado por
tres ve´rtices de la malla de control. Despue´s, se programo´ el ca´lculo del
porcentaje de luz difusa reflejada dados un observador, un foco, un punto de
una superficie y una normal, con lo que pudimos representar finalmente una
spline como la que se ve en la figura 4.2.
En u´ltimo te´rmino, cuando estuvo listo todo lo anterior, programamos el
ca´lculo de la luz especular, con lo que finalmente las splines se representaron
como vemos en la figura 4.3.
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Figura 4.2: Representacio´n de una spline con iluminacio´n difusa.
Figura 4.3: Representacio´n de una spline con iluminacio´n difusa y especular.
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4.3. Estructuras de datos
La implementacio´n concreta de las clases que utilizamos, y la documen-
tacio´n —que escribimos siguiendo el esta´ndar de Doxygen2— se puede ver
en el listado de co´digo del ape´ndice B. Resumimos aqu´ı el propo´sito de cada
clase:
Bernstein
• Descripcio´n:
◦ Representacio´n de los polinomios de Bernstein evaluados en
t = 0,5. Precalcula y almacena diversos valores que se utili-
zan en el ca´lculo de las submallas, de modo que no haya que
calcular los valores cada vez que se necesiten.
• Me´todos:
calculaBernstein Calcula el valor de Bernstein para un grado y
un sub´ındice datos en t = 0,5.
Caja
• Descripcio´n:
◦ Representacio´n de la caja que contiene una spline. Se repre-
senta por dos puntos situados en esquinas opuestas, as´ı como
un tercer punto precalculado indicando su centro. Dicho punto
se almacena para no tener que calcularlo numerosas veces.
Corte
• Descripcio´n:
◦ Representacio´n del corte entre una recta y una spline. Cada
corte se representa por un punto de corte y un vector normal
a la superficie en dicho punto.
Imagen
• Descripcio´n:
◦ Representacio´n de una escena que contiene varias mallas de
control y varias luces.
• Me´todos:
2http://www.stack.nl/∼dimitri/doxygen/
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calcularLuces Dado un punto de corte, este me´todo calcula el
color que el observador deber´ıa percibir.
computarPixel Dadas unas coordenadas de pantalla, calcula el
corte entre la recta del observador y la spline.
computarImagen Computa la imagen entera.
Luz
• Descripcio´n:
◦ Representacio´n de una luz por su posicio´n, valores de inten-
sidad en colores rojo, verde y azul, as´ı como un para´metro
adicional para indicar la intensidad total de la luz.
• Me´todos:
calculoPorc Dado un vector normal y un punto, calcula el por-
centaje de luz reflejada que llega hasta el observador.
calculoLuzR, calculoLuzG, calculoLuzB Calcula el color que
debe percibir un observador, medido en cantidad de luz roja,
verde y azul, respectivamente.
MallaControl
• Descripcio´n:
◦ Representacio´n de una malla de control. La malla se repre-
senta por los 16 nodos de control.
• Me´todos:
dividir Divide la malla en sus 4 submallas.
calculaCorte Calcula el corte entre una recta dada y la malla de
control.
nodoIntermedio Implementa el ca´lculo de un nodo intermedio,
siguiendo la notacio´n de ı´ndices y la definicio´n vistas en la
seccio´n 2.3.3.
Punto
• Descripcio´n:
◦ Representacio´n de un punto en el espacio. Se representa por
sus tres coordenadas.
Recta
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• Descripcio´n:
◦ Representacio´n de una recta en forma parame´trica. Los para´me-
tros a, b, c, d, e, f de la clase denotan a la recta:
[a · t+ b, c · t+ d, e · t+ f ]
• Me´todos:
corta Comprueba si la recta corta con una caja dada.
creaHazRectas Me´todo esta´tico que crea el haz de rectas que
salen del observador y pasan por cada uno de los puntos de
la pantalla.
Vec
• Descripcio´n:
◦ Representacio´n de un vector.
Pixel
• Descripcio´n:
◦ Estructura auxiliar para el almacenamiento de un pixel, uti-
lizando unsigned char para almacenar los valores rojo, verde
y azul del mismo.
4.4. Algoritmo
La forma en que opera el programa, en l´ıneas generales, es la siguiente:
1. Para cada columna de la imagen, y para cada fila, se toma la recta que
parte del observador y pasa por dicho punto de la imagen.
2. Se comprueba si la recta corta con la caja contenedora de la spline.
a) Si no corta, el pixel observado es negro.
b) Si corta, se calcula el taman˜o de la caja.
1) Si su taman˜o aparente es mayor que un pixel, se divide la
malla en 4 y se calcula recursivamente el corte con cada una
de las cuatro cajas. Se selecciona, de todos ellos, el punto de
corte ma´s cercano al observador.
2) Si el taman˜o aparente es menor o igual que un pixel, pode-
mos aproximar el punto de corte por el centro de la caja. A
continuacio´n, calculamos la normal a la superficie spline y,
utilizando la informacio´n obtenida, el color del pixel.
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Figura 4.4: Diagrama de flujo del algoritmo.
4.4.1. Optimizaciones
Cuando por primera vez ejecutamos el algoritmo, lo primero que nos sor-
prendio´ fue que la ejecucio´n resulto´ much´ısimo ma´s lenta de lo esperado. Esto
se deb´ıa, principalmente, a que un gran nu´mero de operaciones se realizaban
muchas veces. Por ejemplo, en el caso de que la caja de una spline ocupe
toda la pantalla, todas las rectas cortara´n con ella y, por lo tanto, habra´ que
dividir esa spline una vez por cada recta. La situacio´n era la que se muestra
en la figura 4.5.
Debido a este problema, decidimos redisen˜ar el algoritmo utilizando la
te´cnica de la programacio´n dina´mica: cada malla tiene 4 punteros que ini-
cialmente son nulos pero que, cuando se divide la malla, apuntan a sus 4
submallas. Almacenamos en memoria un a´rbol de mallas, de modo que cuan-
do se trata de calcular un punto de corte, cada subdivisio´n se realiza una sola
vez. Si al comprobar el corte ya se realizo´ la subdivisio´n anteriormente, basta
con comprobar con las mallas hijas sin necesidad de dividir. Pasamos de una
situacio´n como la de la figura 4.5 a una situacio´n del estilo de la figura 4.6.
Sin embargo, este nuevo enfoque ten´ıa otro problema: el elevado espa-
cio en memoria requerido. Por ejemplo, una imagen con una resolucio´n de
800× 600 pixels necesitaba un espacio en memoria, so´lo para almacenar una
malla y sus submallas, de varios cientos de Mbytes. Esto hac´ıa que la te´cnica
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Figura 4.5: Esquema del ca´lculo original.
fuese totalmente infactible en la pra´ctica, pues el hardware que finalmente
utilizamos ten´ıa una capacidad mucho menor.
Para que nos hagamos una idea del taman˜o que pod´ıa llegar a ocupar
en memoria nuestra estructura, supongamos una spline que, al representarla,
ocupe toda la superficie de una pantalla de 640 × 480 = 307200 pixels. Si,
para calcular cada corte —tantos como pixels—, tenemos que dividir la malla
original hasta que las cajas que contienen las mallas sean tan pequen˜as como
los pixels, esto nos dara´ un total de, so´lo en las hojas de la estructura del
a´rbol, otras 307200 mallas. Un punto en el espacio se representa por sus
coordenadas (x, y, z) utilizando 3 nu´meros de 32 bits; un total de 96 bits por
punto. Si cada malla se compone por 16 puntos, las mallas de las hojas del
a´rbol de ca´lculo ocupara´n en memoria un total de
307200 · 16 · 96 = 471859200 bits
o lo que es lo mismo, ma´s de 56Mbytes, y todo ello sin contar los nodos
intermedios del a´rbol, los punteros entre nodos, las cajas contenedoras, etc.
Por lo tanto, la primera optimizacio´n que realizamos fue eliminar los
nodos de las hojas; una vez que la malla cabe en una caja de un taman˜o
suficientemente pequen˜o, ya no es necesario volverla a dividir. Dado que
la divisio´n se realiza a partir de sus nodos, si ya no es necesario realizarla
se pueden eliminar los puntos de control. Tras realizar esta optimizacio´n,
el consumo de memoria se redujo considerablemente, pero no lo suficiente:
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Figura 4.6: Esquema del ca´lculo que se realiza tras aplicar la te´cnica de
programacio´n dina´mica.
tuvimos que optimizar el consumo de los nodos intermedios del a´rbol de
mallas.
Supongamos de nuevo una spline que ocupa exactamente una superficie
en pantalla de 640 · 480 = 307200pixels. Al dividir la superficie original en
4 partes, tendr´ıamos que dividir la superficie original log2 640 = 9,32 ≃ 10
veces3. Por lo tanto, el a´rbol de ca´lculo tendra´, aproximadamente, 9 niveles
de nodos intermedios. Calculando, vemos que ocupar´ıa un total de
16 · 96 ·
9∑
i=0
4i = 536870400 bits
que, en bytes, suponen casi 512Mbytes. Todo ello sin contar las cajas, los
punteros entre nodos, etc.
La solucio´n vino de nuevo de la programacio´n dina´mica: si ya so´lo divi-
dimos las mallas una vez como mucho, no tenemos por que´ almacenar los
ve´rtices de control de una malla que ya hemos dividido, so´lo su caja conte-
nedora. As´ı pues, el algoritmo se vio modificado de la siguiente forma:
3Aunque la superficie se divida en 4 superficies, el ancho y el alto so´lo se dividen por 2
cada uno. Por lo tanto, la altura del a´rbol se calcula con log2 y no con log4. Adema´s, so´lo
tenemos en cuenta los 640 pixels porque son ma´s que los 480.
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1. Al calcular el corte entre una recta y una malla, primero comprobamos
si la recta corta a la caja contenedora.
2. Si efectivamente la corta, entonces comprobamos el taman˜o de la mis-
ma.
a) Si es suficientemente pequen˜a, nos quedamos con el centro de la
caja y eliminamos los ve´rtices de la malla de control.
b) Si no lo es, dividimos la malla si no hab´ıa sido dividida antes, y
eliminamos los ve´rtices de la malla de control.
Aunque pueda parecer, por los ca´lculos anteriores, que el espacio en me-
moria no se reduce tanto como se desear´ıa, en la pra´ctica resulta muy sa-
tisfactorio, pues las mallas se dividen en la pra´ctica mucho ma´s que en los
ejemplos teo´ricos expuestos. La u´nica memoria que queda utilizada inu´til-
mente ahora es la que ocupan los nodos del a´rbol que contienen mallas a las
que no corta ninguna recta.
4.4.2. Ajustes finales
Una vez reducido el consumo de memoria y el tiempo de ca´lculo, quedaba
por realizar una mejora ma´s. Hasta este momento, el taman˜o mı´nimo de
las cajas estaba determinado por un valor arbitrario que fuimos ajustando
nosotros. Para ello, elegimos un cierto valor y fuimos reducie´ndolo, tratando
de producir los efectos deseados, como se puede ver en la figura 4.7.
El problema es que, para que la imagen se vea bien, utilizar un taman˜o
de caja fijo implica emplear ma´s recursos de los estrictamente necesarios. Por
ejemplo, si tenemos una situacio´n como la de la figura 4.8, las cajas de los
puntos cercanos al observador son del taman˜o adecuado, mientras que las
cajas de las mallas alejadas son innecesariamente pequen˜as; esto hace que se
calcule el punto de corte con una precisio´n mayor de lo que se puede apreciar
finalmente en la pantalla.
Lo que hicimos fue modificar el algoritmo para que fuese adaptativo:
cuanto ma´s cercana al observador este´ una caja, ma´s pequen˜a debe ser. La
idea es que cada caja tenga un taman˜o aparente de, como mucho, un pixel.
De este modo, el observador siempre vera´ la imagen con todo detalle, y no
se realizara´n ca´lculos para conseguir una precisio´n ma´s alla´ de lo apreciable.
Para hacer que el algoritmo so´lo divida las mallas hasta alcanzar el nivel
del taman˜o de un pixel, lo que hacemos es lo siguiente:
1. Suponemos que el plano de proyeccio´n es el plano z = 1.
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Figura 4.7: Ima´genes de las pruebas para el ajuste del taman˜o de la caja
mı´nima.
Figura 4.8: Si todas las cajas son del mismo taman˜o, las que esta´n muy lejos
del observador son innecesariamente pequen˜as.
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Figura 4.9: Colocacio´n de los elementos de la escena.
2. Dividimos el ancho del plano de proyeccio´n (z = 1) entre el nu´mero de
pixels que tenga la imagen de ancho, (640 en nuestro caso).
3. Suponemos que la anchura de una caja que se encuentre en el plano del
observador (z = 2) sera´ 0. La situacio´n de la escena se puede ver en la
figura 4.9.
De este modo, podemos establecer el taman˜o de las cajas en funcio´n de
su distancia al observador utilizando una relacio´n lineal:
taman˜oma´ximo = anchura · centroz + anchura
donde:
anchura es la anchura de cada pixel en coordenadas de la escena, esto
es:
1
pixelsancho
centroz es la coordenada z del centro de la caja.
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4.4.3. Depuracio´n
Para asegurarnos de que la gestio´n de memoria era totalmente correc-
ta, utilizamos un programa capaz de “vigilar” la utilizacio´n de memoria:
Valgrind4. Este programa sirve para observar el uso de memoria que otro
programa hace; para ello, cada vez que el programa reserva, libera, escribe y
lee memoria, comprueba que esa memoria haya sido correctamente utilizada.
Gracias a Valgrind, pudimos depurar una serie de pe´rdidas de memoria
y de lecturas de variables no inicializadas que, de otro modo, podr´ıa haber-
nos llevado mucho ma´s tiempo o, incluso, no ser conscientes de que nuestro
programa no era correcto.
Para la depuracio´n, utilizamos GDB5, que nos permitio´ corregir el com-
portamiento del programa en ciertas situaciones en las que no realizaba los
ca´lculos correctamente, debido a pequen˜os errores de programacio´n.
4http://valgrind.org
5http://sourceware.org/gdb/
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Parte III
Desarrollo hardware
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Cap´ıtulo 5
Disen˜o hardware
5.1. Introduccio´n
Una vez terminamos el programa en C++ para representar splines, tu-
vimos que decidir que´ tipo de hardware ı´bamos a disen˜ar para realizar el
co´mputo. En un principio, nos planteamos hacer un hardware que, dados
los puntos de las mallas a representar y las fuentes de luz, representase la
imagen sin necesidad de un controlador externo. Sin embargo, debido a la
envergadura de tal disen˜o y el poco tiempo disponible, nos decidimos por
otro tipo de enfoque.
Se nos ofrecio´ la posibilidad de utilizar un hardware que integra un pro-
cesador de propo´sito general y una FPGA; concretamente una Virtex II Pro,
que integra una FPGA con un procesador PowerPC 405. Dicha placa contiene
una serie de perife´ricos que nos han resultado esenciales a la hora de realizar
nuestro proyecto: una salida VGA que muestra directamente los datos de un
framebuffer, y una memoria externa DDR de 512Mbytes.
Como nuestro propo´sito es demostrar que este tipo de ima´genes se pue-
den representar ra´pidamente, realizamos un perfil del programa para ver
que´ partes eran las ma´s lentas. Tras realizar el perfil que podemos ver en
el ape´ndice E, llegamos a la conclusio´n de que ten´ıamos 2 operaciones can-
didatas a ser reimplementadas por hardware: la subdivisio´n de mallas y la
comprobacio´n del corte entre recta y caja. Viendo que el tiempo de co´mputo
dedicado a la subdivisio´n era mucho mayor, y que su paralelismo impl´ıcito
era tambie´n muy grande, decidimos finalmente implementar en hardware la
subdivisio´n de mallas.
Es importante recordar que la subdivisio´n de mallas es un proceso que
toma 16 nodos de una malla original y devuelve 4 mallas de 16 nodos —64 en
total—, donde dichos nodos resultado so´lo dependen de los datos de entrada y
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no de los datos de otras salidas. Por lo tanto, si dispusie´ramos de suficientes
unidades funcionales, podr´ıamos calcular los 64 nodos del resultado en el
tiempo necesario para generar un u´nico nodo. El nu´mero de operaciones
necesarias para realizar la tarea completa son 2 productos y una suma en
la parte ma´s interna del bucle que podemos ver en la seccio´n A.4. De esta
manera, el nu´mero total de operaciones es de
Total =
3∑
i=0
3∑
j=0
(
j∑
k=0
i∑
l=0
(2 + 1) +
j∑
k=0
3−i∑
l=0
(2 + 1)+
+
3−j∑
k=0
i∑
l=0
(2 + 1) +
3−j∑
k=0
3−i∑
l=0
(2 + 1)
)
= 1200
instrucciones de punto flotante.
Si dispusie´ramos de un hardware capaz de realizar las operaciones en
paralelo, tener algunos valores precalculados y operar de forma combinacional
en lugar de secuencial —esto es, punto fijo en lugar de punto flotante—
podr´ıamos llegar a realizar la divisio´n en un so´lo ciclo de reloj. En contraste,
la operacio´n de test para comprobar que la recta corte a la caja contenedora
realiza so´lo 6 ca´lculos independientes entre s´ı, con lo que en el caso mejor
podr´ıamos dividir el tiempo de ca´lculo por 6, de modo que nos decidimos por
la operacio´n de divisio´n.
Tras la eleccio´n de la operacio´n cr´ıtica, nos pusimos a trabajar en el hard-
ware de aritme´tica necesario, concretamente, multiplicadores y sumadores.
Para ello, necesita´bamos que estas operaciones fueran en punto flotante, cuya
implementacio´n podr´ıa requerirnos mucho ma´s tiempo del que dispon´ıamos.
La primera solucio´n que barajamos fue la de utilizar un u´nico tipo de
redondeo en el punto flotante y adema´s no utilizar signo. Sin embargo, au´n
as´ı y todo el hardware necesario para abarcar todas las posibilidades de
productos y sumas podr´ıa resultar tremendamente grande y complejo, y no
esta´bamos seguros de poder completarlo en el tiempo disponible. La solucio´n
nos la proporciono´ el ana´lisis teo´rico del algoritmo: las splines respetan la
envoltura convexa de su malla de control.
Ya que una spline se define por una malla de control conocida, y su
superficie esta´ contenida en la envoltura convexa de la malla, si limitamos
la malla a un cierto taman˜o, la spline tambie´n queda limitada. Au´n ma´s
importante, las coordenadas de todos los nodos de la malla y de todas su
subdivisiones tambie´n pertenecera´n al rango en que se encuentre la malla
original. Por lo tanto, si elegimos una malla que quede contenida en un cubo
de una unidad de lado, todas las magnitudes estara´n en el intervalo [0, 1]. As´ı,
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Figura 5.1: Al utilizar punto fijo de 16 bits, aparecen ciertos defectos en la
imagen.
puesto que los valores se encuentran dentro de un rango acotado y adema´s
e´ste es pequen˜o, decidimos realizar los ca´lculos en punto fijo.
El formato nume´rico que utilizamos se baso´ en el hecho de que todos los
nu´meros ser´ıan de la forma “0, . . .”, siendo la representacio´n del nu´mero de-
cimal 1 en binario “0,111 . . . 1”. De modo que, si utilizamos nu´meros de 32
bits, disponemos de una precisio´n de 32 bits decimales, la cual es ma´s que
de sobra para el trabajo que nos ocupaba. Para comprobarlo, reimplemen-
tamos la parte del ca´lculo de las submallas en C++ con los productos y las
sumas en punto fijo, como se puede leer en la seccio´n B.10.1. Utilizando las
funciones y la representacio´n nume´rica que se pueden ver en dicho ape´ndice,
comprobamos que la imagen se calculaba perfectamente con 32 bits de preci-
sio´n, si bien utilizando menos bits —en concreto 16 bits— aparec´ıan algunos
defectos, como observamos en la figura 5.1.
5.2. Multiplicador
Los sumadores en punto fijo son sumadores de enteros normales y los im-
plementa la herramienta que utilizamos automa´ticamente, de modo que so´lo
faltaba implementar en VHDL los multiplicadores. Primero consideramos
utilizar, para los multiplicadores, los que incluye la propia FPGA, aunque
nos encontramos con el problema de que so´lo ten´ıan 18 bits de ancho. Sin
embargo, pensamos en utilizar los multiplicadores de la placa utilizando una
te´cnica que se explica en la pa´gina de Xilinx para encadenar los multiplica-
dores y que operen como si fueran multiplicadores de 36 bits, aunque ma´s
tarde descubrimos una forma ma´s sencilla de realizar los productos.
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5.2.1. Disen˜o del multiplicador
Disen˜amos nuestro propio multiplicador con un multiplicador de Pezaris
de 32 bits de entrada en el que se devolv´ıan los 32 bits ma´s significativos de
la salida en lugar de los menos significativos. Siguiendo el esquema de mul-
tiplicacio´n tradicional, desarrollamos una celda ba´sica que luego replicamos
mediante metaprogramacio´n —utilizamos un programa en Java para generar
el co´digo VHDL—.
5.2.2. Optimizacio´n del multiplicador
Tras estudiar detenidamente el multiplicador realizado, aunque el resul-
tado se obtiene con un retardo mı´nimo, nos dimos cuenta de que e´ste se
pod´ıa simplificar mucho ma´s. Cuando se calcula un nodo intermedio, como
hemos visto a lo largo de los apartados anteriores, se multiplica un valor in-
troducido por el usuario —la malla de control— por dos nu´meros conocidos
—los resultantes de evaluar los polinomios de Bernstein—. Ya que dos de
estos nu´meros se conocen de antemano, su producto se puede precalcular. Al
observar la codificacio´n en punto fijo de dichas constantes, nos dimos cuenta
de los nu´meros eran de 4 tipos:
El nu´mero 0 (todos los bits a 0).
El nu´mero 1 (todos los bits a 1).
Nu´meros con un solo bit a 1.
Nu´meros con so´lo 2 bits a 1.
De este modo, todos los nu´meros multiplicados por 0 simplemente no hay
que sumarlos; los multiplicados por 1 no hay que modificarlos, y so´lo quedan
los otros dos tipos. Para multiplicar un nu´mero por otro en punto fijo que
so´lo tenga un bit a 1, basta con realizar un desplazamiento a la derecha; si
los nu´meros siguen la codificacio´n antes mencionada, si se multiplica por el
nu´mero 100 . . . 0 hay que desplazar un bit a la derecha. Para multiplicar por
otro que tenga 2 bits a 1, lo que hacemos es lo siguiente:
1. Sea X un nu´mero en punto fijo que se multiplica por una constante, en
este caso, 0,11: S = X · 0,11000 . . .
2. S1 = X · 0,10000 . . .⇒ S1 = 0 & X(31 downto 1).
3. S2 = X · 0,01000 . . .⇒ S2 = 00 & X(31 downto 2).
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4. Se suman los dos resultados: S = S1 + S2.
De esta forma, pasamos a utilizar simplemente sumadores, ya que para
desplazar so´lo hay que conectar adecuadamente las sen˜ales.
5.3. Red de ca´lculo
Tras implementar los multiplicadores con sumadores, tuvimos que crear
la red de sumadores que generan los resultados a partir de los 16 datos de
entrada. Esta red deber´ıa implementar todas las operaciones necesarias para
generar los nodos intermedios de las submallas; en C++, esto correspond´ıa a
implementar todas las operaciones que realizaba la funcio´n nodoIntermedio,
que se puede ver en la seccio´n A.4.
Nuestra intencio´n es la de crear una arquitectura totalmente paralela, que
realice todas las operaciones de la divisio´n de forma simulta´nea. El ca´lculo de
cada nodo de las mallas resultado es independiente del resto de nodos, por lo
que se puede paralelizar fa´cilmente. Para ello, procedimos a “desenrollar” los
bucles mostrados en la seccio´n antes citada. Ba´sicamente, la transformacio´n
que realizamos fue la siguiente: sea un programa de la siguiente forma:
int t o t a l a = 0 ;
int t o t a l b = 0
for ( int x = 0 ; x < 4 ; x++) {
for ( int y = 0 ; y < 4 ; y++) {
t o t a l a = t o t a l a + va lo r [ x+1] [ y ] ;
t o t a l b = t o t a l b + va lo r [ y ] [ x+1] ;
}
}
Entonces, podemos crear un hardware en VHDL que calcule los dos valores
del siguiente modo:
signal t o t a l a , t o t a l b : s t d l o g i c v e c t o r (n − 1 downto 0 ) ;
begin
t o t a l a <= valor10 + va lor11 + . . . + va lor43 ;
t o t a l b <= valor01 + va lor11 + . . . + va lor34 ;
Por lo tanto, podr´ıa modificarse el bucle primero para que, directamente,
generase el co´digo VHDL:
St r ing t o t a l a = ” t o t a l a <= ” ;
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St r ing t o t a l b = ” t o t a l b <= ” ;
for ( int x = 0 ; x < 4 ; x++) {
for ( int y = 0 ; y < 4 ; i++) {
t o t a l a += ”+va lo r ” + St r ing (x+1) + St r ing (y ) ;
t o t a l b += ”+va lo r ” + St r ing (y ) + St r ing (x+1);
}
}
pr i n t ( t o t a l a ) ;
p r i n t ( t o t a l b ) ;
Siguiendo esta te´cnica, procedimos a desenrollar los bucles que calculan
las 4 submallas, de modo que se generase automa´ticamente el co´digo nece-
sario. As´ı, conseguimos implementar en VHDL un hardware relativamente
denso “a prueba de fallos”; siempre que el bucle estuviese bien programado,
la “traza” que genera el co´digo VHDL generar´ıa co´digo hardware correcto.
Por lo tanto, para depurar el disen˜o so´lo tendr´ıamos que depurar el co´digo
de los bucles, y no el co´digo hardware, que es ma´s denso y dif´ıcil de leer.
Dado que, cuando llegamos a esta fase del proyecto, todo el software estaba
depurado y era correcto, el disen˜o hardware no tuvo errores desde el prin-
cipio. No obstante, realizamos simulaciones con ModelSim1 para comprobar
que el hardware estaba bien disen˜ado. Podemos ver el hardware resultante
en la figura 5.2.
5.4. Protocolo de comunicacio´n con la FPGA
Tras disen˜ar el hardware capaz de realizar los ca´lculos, procedimos a
disen˜ar otro que fuese capaz de controlarlo y que, adema´s, fuera capaz de
comunicarse con el procesador PowerPC integrado en la FPGA.
El PowerPC y los perife´ricos se comunican a trave´s de distintos tipos
de buses con diversas velocidades. Estos buses tienen en comu´n una serie de
sen˜ales de control, entre las que se incluyen:
Sen˜al de chip–select. Sirve para identificar el perife´rico sobre el que el
procesador esta´ ejecutando una operacio´n de lectura o de escritura.
Sen˜al de Read/Write. Se utiliza para que el perife´rico sepa si se esta´ so-
licitando una operacio´n de lectura o de escritura.
Bus de direcciones.
Bus de datos.
1http://www.model.com/
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Figura 5.2: Esquema´tico del hardware que calcula las submallas.
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Figura 5.3: Arquitectura del protocolo de control de acceso al hardware.
Reset, Bus Clk, etc.
En un principio, tratamos de comprender el mecanismo a implementar
para que el procesador pudiera escribir directamente los datos de entrada
—la malla original— y leer los datos de salida —las submallas— a trave´s
de los buses. Sin embargo, aunque se trata de un protocolo bastante senci-
llo, resulta te´cnicamente complejo realizar el intercambio de datos mediante
las sen˜ales de control vistas anteriormente. Por lo tanto, decidimos utilizar
una aproximacio´n ma´s sencilla implementando nuestro propio controlador.
El diagrama a nivel de transferencia de registros del hardware implementado
se puede ver en la figura 5.3.
El controlador de nuestro hardware deber´ıa ser capaz de:
Almacenar en registros los datos de entrada para que el hardware pueda
calcular los resultados.
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Acceder ordenadamente a los resultados, de forma que el procesador
pueda leer los datos calculados.
Cuando se realice la escritura, se escribira´n ininterrumpidamente todos
los datos en los registros de entrada.
Cuando se realice la lectura, tambie´n se leera´n de forma ininterrumpida
todos los datos.
Cada ciclo de escritura ira´ siempre seguido de un ciclo de lectura.
Teniendo en cuenta todo lo anterior, implementamos el hardware de la
figura 5.3, que funciona del siguiente modo: el PowerPC indica a la ma´quina
de estados que quiere comenzar la escritura de datos. La ma´quina de estados
inicializa el contador e indica al PowerPC que esta´ lista. El PowerPC recibe
la sen˜al y manda el primer dato. El dato se almacena en el primer registro y la
ma´quina de estados indica al PowerPC que se ha almacenado correctamente.
Esto se repite 16 veces, almacenando los 16 datos de entrada del algoritmo
de divisio´n en el registro que indique la sen˜al que proviene del decodificador
controlado por la ma´quina de estados y el contador. Una vez el PowerPC
termina de escribir todos los datos de entrada, comienza a leer los resultados.
Aunque los resultados tardan en estar listos entre 3 y 4 ciclos de reloj, como
el PowerPC tiene que realizar una serie de inicializaciones de bucles para
comenzar la lectura, no es necesario utilizar ningu´n mecanismo que fuerce la
espera. En este momento se comienzan los ciclos de lectura. La lectura de
los 64 datos de salida se realiza de forma parecida a la escritura: el PowerPC
indica que quiere leer y la ma´quina de estados se encarga de poner el dato a su
disposicio´n a trave´s de un multiplexor controlado por ella y por el contador.
Esta vez, el contador es mo´dulo 64 y tambie´n es controlado por la ma´quina
de estados. Tras las 64 lecturas, la ma´quina de estados pasa a un estado de
reposo preparada para una nueva comunicacio´n.
El diagrama de flujo de la ma´quina de estados (FSM) es el que vemos en
la figura 5.4. Su funcionamiento es el siguiente:
1. Inicialmente, el controlador espera que comience un ciclo de escritura.
Este ciclo se repite 16 veces.
a) El procesador carga en el bus de datos el dato a almacenar en el
hardware.
b) Cuando el procesador debe escribir, se lo indica al hardware afir-
mando una sen˜al Escribir.
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Figura 5.4: Diagrama de estados del protocolo de acceso al bus.
c) Tras recibir la sen˜al, el controlador almacena el dato y confirma
la escritura afirmando una sen˜al Data OK.
d) El procesador recibe la confirmacio´n de escritura (Data OK), por
lo que niega la sen˜al Escribir y se da por enterado, afirmando la
sen˜al Escrito. Procede adema´s a cargar el siguiente dato en el
bus de datos.
e) El hardware reconoce que el procesador conoce la situacio´n, al ver
que esta´ afirmada la sen˜al Escrito. Pasa a un estado de espera.
2. Tras completar las 16 ejecuciones del ciclo de escritura, el controlador
pasa a un estado de reposo en el que espera que se produzca un ci-
clo de lectura. Dicho ciclo se compone de 64 iteraciones del protocolo
siguiente:
a) El procesador indica al controlador que desea obtener un dato
resultado. Para ello, afirma la sen˜al Leer.
b) El controlador coloca en el bus de datos el dato calculado. Indica
al procesador que el dato esta´ listo afirmando una sen˜al Data
OK.
c) Tras recibir la sen˜al Data OK, el procesador lee el dato presente
en el bus. Notifica al controlador que ha le´ıdo y que puede preparar
otro dato afirmando la sen˜al Le´ıdo. Pasa a un estado de espera.
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3. Tras realizar 64 iteraciones2, el controlador vuelve al estado inicial,
preparado para realizar otro ciclo de lectura–escritura.
El controlador, adema´s de por la ma´quina de estados descrita, se compone
por los siguientes elementos:
16 registros de entrada para almacenar los datos de la malla original.
Un contador de control mo´dulo 16 / 64, que se utiliza para contabilizar
las 16 escrituras y 64 lecturas.
Un descodificador que selecciona el registro en el que se guardan los
datos le´ıdos del bus, en funcio´n del valor que indique el contador.
Un multiplexor que selecciona que´ salida de la red de ca´lculo se vuel-
ca en el bus de datos —operacio´n de lectura—, en funcio´n del valor
indicado en el contador de control.
Finalmente, decidimos implementar un controlador que utilizase las sen˜ales
de control antes indicadas, y conectarlo a los pines de GPIO del procesador.
5.4.1. GPIO
GPIO son las siglas de General Purpose Input / Output . Se trata de un
tipo de dispositivo que se utiliza, sobre todo, en sistemas empotrados, aunque
tambie´n se incluye en muchos procesadores de propo´sito general. Un GPIO
proporciona un conjunto de puertos de entrada / salida, configurables por el
usuario. Esto se consigue de la siguiente manera:
Los pines de salida se conectan a un buffer tri-estado y a un registro,
el registro de entrada.
Cuando se utiliza como entrada, el buffer tri-estado se configura en alta
impedancia, de forma que el registro de entrada permite leer los valores
que otro dispositivo cargue en el GPIO.
En el caso de la salida, el buffer tri-estado fuerza en los pines los valores
indicados por el usuario.
De este modo, cada pin del GPIO se puede utilizar como entrada o salida
de forma independiente. Adema´s, normalmente el GPIO incluye un registro
y una conexio´n con una l´ınea de interrupcio´n, de modo que genere interrup-
ciones cuando el dispositivo al que se conecte el GPIO fuerce ciertos valores.
2Los datos calculados son los 16 nodos de las 4 submallas, esto es, 16 · 4 = 64 valores.
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Cap´ıtulo 6
Implementacio´n en VHDL
6.1. Introduccio´n
Como explicamos en el cap´ıtulo dedicado al disen˜o hardware, la mayor
parte de e´ste fue implementado a partir del desenrollado de bucles mediante
una traza. No obstante, no se trata de realizar una simple traza, sino que
hay que generar sen˜ales intermedias, almacenar sus nombres, y realizar otra
serie de ca´lculos auxiliares. Adema´s, en las primeras fases tambie´n imple-
mentamos un multiplicador de Pezaris, totalmente funcional, utilizando esta
misma te´cnica, aunque finalmente no fue necesario utilizarlo.
6.2. Creacio´n de la red de ca´lculo en Java
Para la red de ca´lculo, como ya se indico´, procedimos a crear una traza en
el programa creado en C++. Inicialmente, la traza generaba co´digo tambie´n
en C++, para as´ı poder sustituirlo fa´cilmente por los bucles y comprobar su
correccio´n. A sabiendas de que esta te´cnica era factible, la utilizamos para
generar el co´digo hardware. Sin embargo, la implementacio´n del desenrollado
la realizamos en Java.
La decisio´n de utilizar Java en lugar de C++ se debio´, principalmente, a
las siguientes consideraciones:
Java es un lenguaje de ma´s alto nivel que C++, por lo que ciertos
aspectos —sobre todo, la gestio´n de memoria— pasaban a realizarse
automa´ticamente.
Si bien C++ es un lenguaje compilado y Java interpretado —con lo que
los programas desarrollados en el segundo pueden ser notablemente ma´s
lentos—, la velocidad de ejecucio´n del programa Java no era un aspecto
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en absoluto relevante, ya que se trataba de generar un texto que, en
uno u otro lenguaje, no llevar´ıa ma´s de unos segundos.
Para generar el co´digo en VHDL necesita´bamos un lenguaje en el que se
pudiera trabajar con cadenas de texto de la forma ma´s sencilla posible.
Java permite concatenar las cadenas de texto con todo tipo de datos
—nu´meros, caracteres, otras cadenas de texto— utilizando un simple
“+”.
Al generar el co´digo VHDL es necesario almacenar el nombre de las
sen˜ales que se utilizan para su posterior declaracio´n. Las estructuras
de datos necesarias para representar listas, diccionarios o conjuntos ya
esta´n presentes en el API de la edicio´n esta´ndar de Java y resultan muy
sencillas de utilizar.
Ejemplo de metaprogramacio´n
Un ejemplo de generacio´n de un disen˜o en VHDL utilizando un programa
en Java u otro lenguaje de alto nivel es el siguiente:
Supongamos que tenemos un bucle en un programa en software que
realiza el siguiente ca´lculo:
int t o t a l a = 0 ;
int t o t a l b = 0
for ( int x = 0 ; x < 4 ; x++) {
for ( int y = 0 ; y < 4 ; y++) {
t o t a l a = t o t a l a + va lo r [ x+1] [ y ] ;
t o t a l b = t o t a l b + va lo r [ y ] [ x+1] ;
}
}
Podemos crear un hardware en VHDL que calcule los mismos valores
que se estaban calculando anteriormente, sin necesidad de realizar va-
rias iteraciones. Para ello, deber´ıamos obtener un hardware como el
siguiente:
signal t o t a l a , t o t a l b : s t d l o g i c v e c t o r (n − 1 downto 0 ) ;
begin
t o t a l a <= valor10 + va lor11 + . . . + va lor43 ;
t o t a l b <= valor01 + va lor11 + . . . + va lor34 ;
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Podr´ıa modificarse entonces el primer bucle para que, en lugar de rea-
lizar los ca´lculos, generase el co´digo VHDL:
St r ing t o t a l a = ” t o t a l a <= ” ;
St r ing t o t a l b = ” t o t a l b <= ” ;
for ( int x = 0 ; x < 4 ; x++) {
for ( int y = 0 ; y < 4 ; y++) {
t o t a l a += ”+va lo r ” + St r ing (x+1) + St r ing (y ) ;
t o t a l b += ”+va lo r ” + St r ing (y ) + St r ing (x+1);
}
}
pr i n t ( t o t a l a ) ;
p r i n t ( t o t a l b ) ;
Utilizando esta te´cnica, implementamos de tres formas diferentes el hard-
ware, cada una ma´s optimizada que la anterior, aunque finalmente so´lo uti-
lizamos una de ellas. No obstante, ya que cada una se basa en la anterior,
explicaremos todas.
6.2.1. Disen˜o directo
Inicialmente disen˜amos de la forma ma´s sencilla posible la red de ca´lculo.
Para ello, implementamos en Java los bucles que en C++ utiliza´bamos para
realizar el ca´lculo de los nodos de las submallas. Pero, en este caso, los bucles
no realizan dicho ca´lculo sino que en cada vuelta se van escribiendo los valores
y las sen˜ales necesarias para realizarlos. El resultado de las trazas inicialmente
lo imprimı´amos por consola, luego vimos u´til crear un archivo *.vhd para
poder realizar cambios fa´cilmente en el co´digo en caso de necesidad.
Para conocer los valores de Bernstein —las constantes que utilizamos
en los productos— implementamos una funcio´n espec´ıfica. Y no so´lo eso,
adema´s, redujimos las multiplicaciones del co´digo VHDL de la siguiente ma-
nera: cada sumando de los bucles anteriores es resultado de la multiplicacio´n
de un nodo y dos valores de Bernstein y, puesto que e´stos u´ltimos son fijos,
incluimos el resultado de su multiplicacio´n en el co´digo en lugar de an˜adir
otra operacio´n ma´s.
Adema´s, se necesitan una serie de funciones auxiliares:
Una funcio´n para convertir una de las constantes de Bernstein —dada
en punto flotante— a una cadena de caracteres. Dicha cadena contiene
la representacio´n en texto del nu´mero binario codificado en punto fijo.
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Una funcio´n para implementar la multiplicacio´n. Como ya vimos, cal-
culamos una multiplicacio´n como suma de desplazamientos. De esta
manera, la funcio´n calcula el nu´mero de unos presentes en la constante
por la que se multiplica al nodo y opera en consecuencia:
• Si el nu´mero por el que se multiplica so´lo tiene un bit a 1, se crea
el co´digo necesario para el desplazamiento —que lo asigna a una
sen˜al intermedia— y almacena el nombre de dicha sen˜al.
• Si el nu´mero por el que se multiplica tiene dos bits a 1, se crea el
co´digo para la suma de ambos desplazamientos y se almacena el
nombre de la sen˜al utilizada.
Funciones para generar los nombres de las sen˜ales y el co´digo necesario
para realizar la declaracio´n de sen˜ales en VHDL.
Utilizando la traza para desenrollar los bucles, obtuvimos expresiones en
VHDL de la forma “mallan Nij <= mnij s1 + mnij s2 + ...” donde:
mallan Nij es el nodo bij de la submalla n, donde n ∈ {0, . . . , 3}.
mnij sk es el sumando k-e´simo de la suma que produce el nodo mallan Nij .
El problema de utilizar esta aproximacio´n es que hay gran cantidad de
desplazamientos que se realizan en mu´ltiples ocasiones, adema´s de haber
tambie´n sumas enteras y algunas sumas parciales repetidas. La causa es que
existen muchos nodos compartidos por las submallas. Por ello, el hardware
resultante, aunque es totalmente funcional, es muy extenso debido a la gran
cantidad de ca´lculos y sen˜ales “repetidos”.
6.2.2. Disen˜o reducido
Con el objetivo de reducir el taman˜o necesario para implementar el hard-
ware, modificamos el co´digo Java para que no generase VHDL donde hubiera
distintas sen˜ales que calculasen los mismos valores. Para ello, basa´ndonos en
la aproximacio´n anterior, realizamos las siguientes modificaciones:
Creamos una clase Desplazamiento que representaba una sen˜al que
calculase el desplazamiento de un operando.
Creamos tambie´n una clase Suma, que se compon´ıa de un conjunto de
desplazamientos —los sumandos—.
Ahora, cuando el programa genera el co´digo, opera de la siguiente forma:
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Para cada resultado, calcula el conjunto de sumandos que debe sumar.
Si ya esta´ almacenada una suma con ese mismo conjunto de sumandos1,
obtenemos el nombre de dicha sen˜al y generamos el co´digo salidaX <=
sumaY.
Si no hay una suma ya calculada que contenga todos los sumandos, se
genera el co´digo de la nueva suma.
• Comprobamos, uno por uno, que existan todos los sumandos (des-
plazamientos). Para todos los que no existan, se crea una nueva
sen˜al y se genera el co´digo que calcule dicho desplazamiento.
Finalmente, se crea una sen˜al a la que se le asigna la suma de todos los
desplazamientos.
Utilizando esta te´cnica, obtenemos las siguientes ventajas:
Cada desplazamiento se realiza una u´nica vez.
En todos los nodos que sean iguales, las salidas de los sumadores se
reutilizan, en lugar de calcular varias veces lo mismo. El nu´mero de
sumas que se realizaban ma´s de una vez asciende a 13 (cada una de
ellas de bastantes sumandos), como se puede ver en la seccio´n 2.3.2 en
todos los nodos que esta´n remarcados.
Aunque de este modo el hardware se reduce bastante, au´n quedaban dos
posibles optimizaciones o mejoras que tratamos de realizar en una tercera
aproximacio´n.
6.2.3. Disen˜o reducido con sumadores en a´rbol
Si bien ya no hay salidas que tengan el mismo valor pero que se calcule
varias veces, s´ı que sigue habiendo un cierto nu´mero de sumandos que pueden
estar repetidos. Adema´s, decidimos no dejar en manos del compilador de
VHDL un aspecto importante: balancear los a´rboles de sumadores.
Para conseguir balancear los sumadores y reutilizar no so´lo sumas totales
sino tambie´n parciales, modificamos el algoritmo del siguiente modo:
1Cuando decimos “conjunto” nos referimos a un HashSet, un conjunto no ordenado de
objetos. De este modo, como los sumandos son permutables, podemos ver que dos sumas
sean iguales aunque sus sumandos este´n en distinto orden.
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Cuando se desea generar el co´digo necesario para una suma de varios
sumandos, generamos recursivamente de forma expl´ıcita un a´rbol de
sumadores:
• Si el conjunto de sumandos tiene un so´lo sumando, se devuelve
directamente el nombre de la sen˜al que contiene dicho desplaza-
miento. Al igual que con la solucio´n anterior, si no existe una sen˜al
que contenga dicho desplazamiento, se crea tanto la sen˜al como el
co´digo necesario para ello.
• Si el conjunto de sumandos tiene ma´s de un sumando, se divide
en dos conjuntos de igual taman˜o2. Despue´s, recursivamente, se
obtiene el nombre de la sen˜al que contiene la suma de cada con-
junto. Finalmente, se crea una sen˜al a la que se asigna la suma de
las dos sen˜ales anterior.
Adicionalmente, si alguno de los dos suba´rboles de sumas ya exis-
tiera3, no se crea el co´digo, sino que se utiliza una sen˜al existente.
Como dicha sen˜al estara´ balanceada, el a´rbol resultado sigue es-
tando balanceado.
Aunque con esta modificacio´n no se eliminaron apenas sen˜ales interme-
dias, nos aseguramos de que las sumas quedaran completamente balancea-
das, independientemente de las optimizaciones que realizara el compilador
de VHDL.
El listado de co´digo correspondiente a estas 3 implementaciones puede
verse en el ape´ndice C.
2Si el nu´mero de sumandos fuera impar, uno de los conjuntos tendr´ıa un sumando ma´s.
No obstante, el a´rbol resultante estara´ igualmente balanceado.
3Al comprobar si una suma existe, una vez ma´s se realiza con un HashSet, de modo
que se comparan los a´rboles de suma sin importar el orden de los sumandos.
Parte IV
Ensamblaje hardware-software
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Cap´ıtulo 7
Desarrollo con FPGA
7.1. Introduccio´n
Tras escribir el co´digo VHDL correspondiente al hardware, procedimos a
realizar una implementacio´n sobre una FPGA Xilinx Virtex 2 Pro. Para ello,
utilizamos el entorno de desarrollo Xilinx EDK 1 (Embedded Development
Kit), un conjunto de programas que permiten realizar desarrollo hardware y
software e integrarlo fa´cilmente. Concretamente, utilizamos la utilidad XPS,
un entorno para la configuracio´n de una FPGA que permite seleccionar dis-
tintos componentes y conectarlos de forma sencilla.
Dicho entorno nos permitio´, adema´s, compilar e integrar nuestro pro-
grama en el propio sistema, realizando mı´nimas modificaciones. Las herra-
mientas software que proporciona XPS esta´n basadas en el sistema operativo
GNU2, un sistema operativo tipo UNIX. Ya que nuestro software compilaba
y ejecutaba sobre Linux, no fue dif´ıcil adaptarlo para que se pudiera ejecutar
en la placa.
En cuanto al hardware, tuvimos que configurar un sistema a nuestro gus-
to, an˜adir un perife´rico que nos proporcionase algunas sen˜ales de GPIO y,
finalmente, conectar dichas sen˜ales con el hardware que hab´ıamos disen˜ado
nosotros.
7.2. Modificaciones software
Nuestro primer objetivo fue hacer que el software que hab´ıamos creado
se ejecutase ı´ntegramente en el procesador PowerPC de la placa, de modo
1http://www.xilinx.com/ise/embedded design prod/platform studio.htm
2http://www.gnu.org/
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que funcionase como si estuviese siendo ejecutado en un PC. Para ello, tu-
vimos que eliminar algunas funcionalidades que utilizamos para depuracio´n
—las trazas, conversiones de distintos elementos en cadenas de texto, etc— y
modificar la funcio´n que utiliza´bamos para mostrar ima´genes en la pantalla.
7.2.1. VGA
La representacio´n de ima´genes en pantalla nos hizo recurrir a la documen-
tacio´n de Xilinx. Primeramente, implementamos un ejemplo que nos permi-
tiese mostrar unas bandas verticales de colores. Dicho co´digo se puede ver en
la seccio´n F.1.
El acceso a VGA se realiza mediante escrituras en un framebuffer situado
en una direccio´n de memoria conocida. Por defecto, la pantalla se encuentra
configurada para mostrar una imagen de 640× 480 pixels, a una frecuencia
de refresco de 60Hz. Las direcciones de memoria del framebuffer crecen hacia
arriba y la derecha de la imagen.
La rutina que creamos para poder dibujar puntos en pantalla puede verse
en la seccio´n B.7.2.
7.2.2. Acceso a hardware
Tras conseguir mostrar ima´genes en un monitor, nuestro siguiente obje-
tivo fue comprender co´mo se realizaba el acceso a los pines de GPIO. Para
ello, creamos un sistema que ten´ıa 4 switches y 4 leds conectados a distintos
GPIOs, e implementamos un programa que leyese el valor de los switches y lo
mostrara en los leds. De este modo, aprendimos tanto a escribir como a leer
valores, y adema´s comprendimos que´ rutinas eran necesarias para ajustar los
buffers tri-estado.
El co´digo de dicho ejemplo puede verse en la seccio´n F.2.
7.2.3. Protocolo software
Una vez fuimos capaces de escribir y leer en los GPIOs, implementamos
la parte software del protocolo. Vimos en la seccio´n 5.4 la parte hardware,
donde se describen las sen˜ales que intercambian el procesador y el controla-
dor hardware para conseguir computar la subdivisio´n de mallas. As´ı, creamos
un programa que ejecutaba literalmente el protocolo descrito, y cuya imple-
mentacio´n se puede ver al final de la seccio´n B.9.2.
Este programa se ejecutaba en sustitucio´n de la funcio´n que calculaba los
nodos de las submallas, de modo que el flujo del programa no cambia, salvo
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porque los nodos de las submallas no se calculan llamando a una funcio´n
auxiliar sino utilizando el hardware.
Finalmente, tuvimos que realizar algunas modificaciones al script de enla-
zado que permit´ıa escoger en que´ direcciones de memoria se almacenaban las
distintas partes del programa: datos, instrucciones, pila de ejecucio´n, heap.
Almacenamos la totalidad del programa en la memoria dina´mica, de forma
que todo salvo el heap se almacenase en el primer banco de la memoria DDR,
mientras que el heap se guardara en el segundo. De este modo, conseguimos
que se pudieran utilizar hasta 256MBytes para el heap sin problemas.
7.3. Modificaciones hardware
Adema´s de realizar modificaciones al programa principal para que pudiera
realizar los ca´lculos en la unidad de hardware espec´ıfico, tambie´n tuvimos que
modificar nuestro propio disen˜o y el disen˜o del sistema para que pudieran
conectarse.
7.3.1. GPIO
Modificamos el sistema que hab´ıamos creado con XPS para que la placa
incluyese una serie de pines GPIO. Para ello, hicimos que se integrase en la
FPGA un soft–core que implementaba dos canales bidireccionales de 32 bits,
que se conectaban con el procesador mediante el bus local del procesador
(PLB). Aunque en un principio tratamos de usar el bus OPB, disen˜ado pa-
ra perife´ricos con bajas necesidades de ancho de banda, finalmente hicimos
pruebas con el bus PLB y observamos que nuestro hardware funcionaba ma´s
ra´pido.
Configuramos el perife´rico GPIO para que tuviese 64 pines agrupados
en 2 canales bidireccionales. Uno de los canales sirvio´ como bus de datos,
mientras que el otro se utilizo´ para las sen˜ales de control.
Aunque los pines son bidireccionales, nosotros establecimos las conexiones
directamente con los registros de entrada y salida de los GPIO, de modo que
no utilizamos los buffers tri-estado. Sin embargo, en la parte software, antes
de realizar lecturas o escrituras, tuvimos que utilizar las primitivas de ajuste
de direccio´n, para que el hardware funcionase de la forma adecuada.
Ajustamos la direccio´n base de los GPIO y el espacio de direcciones de
memoria dedicado a ellos de modo que no interfiriese con otros perife´ricos.
Despue´s, an˜adimos nuestro propio dispositivo y conectamos sus sen˜ales de
entrada y salida de control y datos con los pines de entrada y salida de ambos
canales del GPIO.
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7.3.2. Controlador
El controlador tuvo que ser modificado de modo que las sen˜ales de control
que recib´ıa y enviara estuvieran contenidas en dos buses, uno de entrada y
otro de salida, de 32 bits de ancho. Escogimos que´ pines del bus utilizar´ıamos
como sen˜ales de control, y los conectamos a las entradas de control “aute´nti-
cas” de nuestro hardware. Finalmente, el co´digo VHDL utilizado es el que
aparece en la seccio´n D.1.
7.3.3. Integracio´n
Finalmente, creamos la netlist y el bitstream. La netlist es una descripcio´n
de los elementos que componen el sistema y el interconexionado. El bitstream
es una cadena de bits que contiene la informacio´n necesaria para que la FPGA
implemente la netlist. Este proceso, con el primer disen˜o que realizamos,
ocupo´ a un ordenador AMD Athlon 64 3200+, con 2Gbytes de memoria
RAM, ma´s de 12 horas de trabajo. Podemos observar el floorplan3 en la
figura 7.1.
7.4. Optimizaciones
Tras realizar la primera implementacio´n, que gracias a la te´cnica utilizada
para la creacio´n del co´digo VHDL funciono´ desde el primer momento, deci-
dimos tratar de reducir el taman˜o del hardware. Ya que esta implementacio´n
utilizaba ma´s del 75% de los recursos de la placa, ser´ıa bastante dif´ıcil im-
plementar au´n ma´s operaciones por hardware. Por ello, tratamos de eliminar
todas las sen˜ales que realizaban ca´lculos “repetidos”, como se puede ver en
las secciones 6.2.2 y 6.2.3.
Podemos ver el desarrollo funcionando en la figura 7.2.
7.4.1. Problemas encontrados
Problemas de disen˜o
El problema de utilizar las implementaciones optimizadas es que, al dis-
minuir la cantidad de sen˜ales que contienen ca´lculos repetidos, aumenta el fa-
nout —la cantidad de lo´gica a la que se conecta una misma sen˜al—. Adema´s,
a pesar de que la latencia de la red de ca´lculo disminuye, Xilinx Platform
Studio informa de que no puede cumplir las restricciones de distribucio´n de
3El floorplan es una imagen de la utilizacio´n e interconexionado de las distintas celdas
de las que se compone una FPGA.
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Figura 7.1: Floorplan.
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Figura 7.2: Placa Virtex II Pro ejecutando el programa sobre el hardware
disen˜ado.
la sen˜al de reloj, y no permite implementar el disen˜o. Conseguimos resolver
el problema de la temporizacio´n introduciendo un latch a la salida del multi-
plexor final de nuestro hardware, tanto en la primera optimizacio´n como en
la optimizacio´n con el disen˜o de sumadores en a´rbol.
En ambos casos, aplicando esta te´cnica conseguimos que la herramien-
ta sintetizase el circuito. Adema´s, redujimos enormemente la cantidad de
hardware necesario, disminuyendo casi a la mitad los recursos utilizados. Sin
embargo, en ambos casos aparecio´ un problema que no fuimos capaces de
resolver: al escribir en algunas ocasiones un valor en los registros de control
de la lo´gica tri-estado, el procesador se bloquea y no responde al depurador,
de modo que hemos sino incapaces de saber a que´ estado llega.
Creemos, sin embargo, que el problema puede estar, adema´s de en la
distribucio´n de reloj, en que algunas sen˜ales tienen un fanout elevad´ısimo,
llegando a conectarse una misma salida a 48 entradas, por lo que ciertas
operaciones sobre el bus PLB hacen que se bloquee el procesador.
Otros problemas
Tambie´n nos encontramos con otros problemas, sobre todo por descono-
cimiento de la herramienta de desarrollo. En concreto, aunque creamos un
perife´rico y lo an˜adimos en el sistema que hab´ıamos creado con el EDK, no
fuimos capaces de que e´ste utilizase otras entidades VHDL definidas en va-
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rios archivos. Tampoco nos acepto´ todas las entidades en un mismo archivo
VHDL, sino que tuvimos que mezclar todo el co´digo para que formase parte
de una u´nica entidad, y utilizar ese archivo como parte del sistema final.
Sabemos que es por desconocimiento de la herramienta y no del lenguaje
VHDL porque con otras herramientas de Xilinx —en concreto con Xilinx
ISE— s´ı pudimos llegar a sintetizar, e incluso simular utilizando ModelSim.
Tambie´n nos costo´ algunas semanas conseguir ejecutar co´digo en la placa,
ya que la utilizacio´n del depurador y las herramientas de programacio´n de la
placa no siempre producen co´digos de error cuyo significado sea fa´cilmente
interpretable.
7.5. Comparativa
Realizamos una comparacio´n entre el ca´lculo por hardware y el ca´lculo
software. Para ello, realizamos la divisio´n de una malla una serie de veces
utilizando los dos me´todos, y comparamos el nu´mero de ciclos de reloj que
transcurr´ıan hasta terminar el ca´lculo. Adema´s, para ser ma´s justos en la
comparativa, realizamos dos ajustes:
En el ca´lculo software, realizamos el ca´lculo en punto fijo en lugar de
en punto flotante. Realizamos esta modificacio´n porque el PowerPC
405 no tiene unidad de punto flotante, y realiza tales ca´lculos en modo
software.
En el ca´lculo hardware, para tratar de paliar el cuello de botella que
supone el uso de los GPIOs —que retrasa varios ciclos cada escritura o
lectura—, implementamos nuestras propias funciones de acceso a hard-
ware. Para ello, en lugar de utilizar las primitivas de lectura, escritura
y ajuste de los buffers tri-estado que proporciona Xilinx, realizamos
directamente las escrituras necesarias en las direcciones de memoria
adecuadas. De este modo, nos ahorramos todas las comprobaciones que
hacen las rutinas de Xilinx y adema´s ahorramos algunas instrucciones
ma´s al no realizar llamadas a funciones (paso de para´metros, cambio de
contexto, saltos, etc). Sin embargo, lo que no somos capaces de reducir
es la cantidad de ciclos que se necesitan para realizar una operacio´n en
el bus PLB.
Con todo, el nu´mero de ciclos necesarios es el siguiente:
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Iteraciones Ciclos para SW Ciclos para HW
10 213301 51727
100 2128211 508011
1000 21282011 5092904
10000 212820011 50902710
100000 2128200011 509173260
1000000 21282000011 5091716582
La media de ciclos que toma cada iteracio´n es de aproximadamente 21.000
en el caso software, y aproximadamente 5000 en el modo hardware. Sin em-
bargo, cada ciclo de escritura/lectura en el caso hardware se podr´ıa realizar
con so´lo 3 ciclos, con lo que el mı´nimo nu´mero teo´rico de ciclos es de
3 · (16 + 64) = 240
Esta cifra es mucho ma´s baja que los 5000 ciclos de media que esta´ llevando, y
se debe a la lenta comunicacio´n entre el procesador y el bus al que se conecta
nuestro hardware.
Como vemos, actualmente el ca´lculo por hardware es unas 4 veces ma´s
ra´pido que el ca´lculo software, aunque si pudie´semos llevar el hardware al
l´ımite, ser´ıa de unas 21000/240 = 87.5, que como vemos es una mejora de
casi 2 o´rdenes de magnitud respecto al ca´lculo por software.
El listado de co´digo del programa utilizado para comparar los tiempos
esta´ en la seccio´n F.3.
Cap´ıtulo 8
Conclusiones
8.1. Objetivo inicial
Cuando comenzamos este proyecto, nuestro propo´sito era desarrollar un
sistema de representacio´n de superficies basado en splines y no en tria´ngulos,
y en el que el l´ımite a la calidad de las ima´genes no fuese la definicio´n de los
objetos a mostrar, sino la pantalla sobre la que se mostrase.
Adema´s, nuestra intencio´n en cuanto a la implementacio´n hardware fue
la de encontrar algu´n tipo de disen˜o que nos permitiese mejorar los tiempos
de ejecucio´n del algoritmo, a la par que demostrar que pod´ıa crearse una
arquitectura especializada.
8.2. Resultados obtenidos
Si comparamos nuestros objetivos iniciales con los resultados obtenidos, se
puede decir que los hemos cumplido. Hemos conseguido un sistema funcional,
capaz de crear ima´genes sinte´ticas partiendo de una cantidad de informacio´n
inicial mucho menor que en los sistemas actuales —esto es, que la cantidad
de informacio´n necesaria para codificar la forma de los objetos que represen-
tamos es mucho menor que en un sistema basado en mallas de tria´ngulos—.
Adema´s, tambie´n hemos desarrollado hardware para acelerar la operacio´n
ma´s lenta del algoritmo, y hemos obtenido los conocimientos suficientes para
implementar el necesario para acelerar la ejecucio´n del algoritmo.
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Figura 8.1: Representacio´n de una superficie NURBS en Blender.
8.3. Comparativa con los sistemas actuales
Lo primero que hay que tener en cuenta es que nuestro sistema difiere to-
talmente de los sistemas de representacio´n tradicionales basados en tria´ngu-
los, por lo que no es sencillo realizar una comparacio´n entre ambos sistemas.
Adema´s, las matema´ticas y los algoritmos utilizados en la representacio´n
basada en tria´ngulos llevan ponie´ndose en pra´ctica y mejorando desde prin-
cipios de la de´cada de 1970, mientras que nuestro sistema es el producto de
menos de un an˜o de desarrollo. Por lo tanto, no podemos realizar ma´s que
una comparacio´n teo´rica.
8.3.1. Tiempo de computacio´n
Para realizar una comparativa del tiempo de ejecucio´n con los sistemas
basados en tria´ngulos hemos utilizado Blender 1. Se trata de un programa
de disen˜o gra´fico que permite dibujar NURBS2. Hemos elegido las NURBS
porque el programa no permite representar splines, as´ı que utilizamos este
tipo de superficies que son las ma´s similares a las que utilizamos nosotros.
La imagen generada se puede ver en la figura 8.1.
Creamos una superficie NURBS sencilla para hacer la prueba. Este pro-
grama tarda en crear la imagen un tiempo aproximado de 11 segundos. Mi-
diendo despue´s el tiempo de ejecucio´n de la implementacio´n software de nues-
1http://www.blender.org
2Superficies matema´ticamente similares a las splines, pero que permite un control de
la forma ma´s preciso y, por lo tanto, ma´s expresivo.
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tro programa, e´ste tarda un tiempo aproximado de 10 segundos.
Aunque el tiempo de ejecucio´n de nuestro programa es menor, no es una
gran diferencia. Sin embargo, hay que tener en cuenta que Blender es un
programa que lleva muchos an˜os de desarrollo y que, actualmente,se usa de
forma profesional en el mundo de la animacio´n. Se ha utilizado, incluso, para
realizar la previsualizacio´n de escenas en Spiderman 2 y ha colaborado en la
realizacio´n algunos cortometrajes. Por lo tanto, esto le otorga cierta ventaja
a nuestro trabajo, ya que en unos meses hemos conseguido un tiempo de
ejecucio´n similar a un programa basado en el me´todo tradicional de mallas
de tria´ngulos.
8.3.2. Uso de memoria
Una clara ventaja de las ima´genes definidas mediante curvas polino´micas,
es que se necesita mucha menos memoria para almacenarlas que si esta´n defi-
nidas mediante mallas de tria´ngulos. Esto es debido a que, segu´n explicamos
en ??, para representar cualquier imagen con superficies curvas mediante
mallas de tria´ngulos, se necesita una gran cantidad de ve´rtices, mientras que
usando curvas polino´micas solo usamos 16 ve´rtices por cada superficie spline
en que se divide la figura.
Sin embargo, nuestra implementacio´n tiene una desventaja con respec-
to al sistema tradicional. Nosotros necesitamos usar mucha ma´s memoria
intermedia debido a la te´cnica de programacio´n dina´mica —guardamos las
submallas de control para reducir el tiempo de ejecucio´n—, mientras que en
el sistema de divisio´n en mallas de tria´ngulos el uso de memoria intermedia
es despreciable.
8.3.3. Precisio´n
Como ya explica´bamos en la introduccio´n, la representacio´n basada en
splines produce ima´genes de superficies curvas cuya precisio´n so´lo se ve limi-
tada por la resolucio´n de la pantalla donde e´sta se muestre. Sin embargo, en
programas como Blender, para representar NURBS primero se realizar una
conversio´n a una malla de tria´ngulos, por lo que, aunque existen te´cnicas
para representar superficies polino´micas con el sistema de representacio´n ac-
tual, siguen estando limitadas por el hecho de utilizar tria´ngulos en u´ltima
instancia.
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8.4. Ampliaciones del proyecto
Como posibles ampliaciones del proyecto, hemos identificado una serie
de aspectos en los que se podr´ıa mejorar el trabajo que hemos realizado. Se
pueden separar en 2 grupos: mejoras conceptuales —funcionalidades que se
podr´ıan an˜adir al algoritmo— y mejoras de implementacio´n —te´cnicas de
programacio´n y te´cnicas hardware que acelerar´ıan el proceso—.
8.4.1. Mejoras del algoritmo
Texturas
Una de las capacidades de las que carece nuestro algoritmo es la repre-
sentacio´n de objetos con texturas. Sin embargo, por la forma en que trabaja
el algoritmo, resulta muy sencillo saber que´ punto de una textura se corres-
ponde con un punto de la imagen en que se ve un objeto.
Recordemos que una spline es una superficie que se interpola en 2 direc-
ciones (u y v) a partir de una serie de puntos. Dicha superficie se define como
una funcio´n
ϕ : [0, 1]× [0, 1]→ R3
Es decir, se trata de una funcio´n que, a partir de dos valores u, v ∈ [0, 1],
genera un conjunto de puntos en el espacio que definen una superficie.
Ahora bien, si hacemos corresponder las “esquinas” de la spline3 con las
esquinas de la imagen que se utiliza como textura, para saber que´ punto de
la textura se corresponde con un punto de la spline so´lo es necesario saber
los valores de u y de v para la superficie en dicho punto.
Para calcularlos, bastar´ıa con realizar una ampliacio´n mı´nima del algo-
ritmo. Sea la superficie inicial ϕ definida anteriormente, cuando se aplica la
operacio´n de divisio´n se obtienen 4 superficies que se describen matema´ti-
camente con el mismo polinomio que la spline original, salvo un cambio de
variable. Por lo tanto, si dividimos la spline original utilizando el valor t = 0,5
al evaluar los polinomios de Bernstein, las 4 superficies que se obtienen son:
ϕ : [0, 1]× [0, 1]→ R3 ⇒


ϕ1 : [0, 0.5]× [0, 0.5]→ R3
ϕ2 : [0, 0.5]× [0.5, 1]→ R3
ϕ3 : [0.5, 1]× [0, 0.5]→ R3
ϕ4 : [0.5, 1]× [0.5, 1]→ R3
Dicho de forma ma´s general, sea una superficie cualquiera interpolada en
el intervalo [a, b] × [a, b], donde, en el caso de ser una superficie dividida 0
3Las esquinas de la malla son aquellos puntos del espacio en los que u y v valen 1 o´ 0,
es decir, (u, v) = (0, 0), (u, v) = (0, 1), (u, v) = (1, 0) y (u, v) = (1, 1).
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o ma´s veces, a, b ∈ [0, 1], entonces si dividimos la superficie, las superficies
resultantes son:
ϕ : [a, b]× [a, b]→ R3 ⇒


ϕ1 :
[
a,
a+ b
2
]
×
[
a,
a+ b
2
]
→ R3
ϕ2 :
[
a,
a+ b
2
]
×
[
a+ b
2
, b
]
→ R3
ϕ3 :
[
a+ b
2
, b
]
×
[
a,
a+ b
2
]
→ R3
ϕ4 :
[
a+ b
2
, b
]
×
[
a+ b
2
, b
]
→ R3
Si suponemos que, cuando una superficie cabe en una caja del taman˜o
de un pixel, podemos aproximar el centro de la spline por el centro de la
caja, podr´ıamos aproximar el valor de los para´metros en el punto central
de la spline por (a/2, b/2). Con otras palabras, bastar´ıa con que la spline
inicial conociese sus valores ma´ximo y mı´nimo de u y de v, y que al dividir
cada submalla calculase los suyos a partir de la malla original. Finalmente,
el punto de la textura que se corresponde con el punto de la spline es(
umax + umin
2
,
vmax + vmin
2
)
teniendo en cuenta que la textura se mueve en el intervalo [0, 1]× [0, 1].
Materiales
Al igual que en el caso anterior, el algoritmo no es capaz de simular distin-
tos materiales, pero las modificaciones necesarias para hacerlo son tambie´n
mı´nimas. Bastar´ıa con parametrizar las cantidades de luz difusa y especular
que refleja un objeto para simular distintos materiales, y podr´ıa realizarse
un bump-mapping4 para simular rugosidades.
4La te´cnica del bump-mapping consiste en utilizar una imagen para dar rugosidad a
una superficie. Para ello, se actu´a como si se fuera a representar una textura, salvo que,
a la hora de mostrar la imagen, no se pondera la cantidad de luz reflejada con el color de
la textura en ese punto, sino que lo que se hace es modificar la normal de la superficie
ligeramente —en funcio´n del color de la textura en ese punto y en los puntos vecinos, es
decir, del gradiente de la imagen que se use como textura en dicho punto— para realizar los
ca´lculos de luz especular y difusa. De este modo, se consigue un efecto computacionalmente
“barato” y bastante realista para objetos que no tengan una rugosidad muy acusada, tal
como paredes, gravilla, telas. . .
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Iluminacio´n
La implementacio´n que hemos realizado del algoritmo permite trabajar
con un nu´mero ilimitado de fuentes de luz, pero todas ellas son focos omni-
direccionales. Sin embargo, las te´cnicas de representacio´n basadas en mallas
de tria´ngulos utilizan otros tipos de iluminacio´n que tambie´n ser´ıan imple-
mentables en nuestro algoritmo. Tales tipos de luz ser´ıan:
Luz “de ambiente”. Se trata de un tipo de luz que proviene de todas
direcciones. Se podr´ıa implementar sumando un determinado valor a
todos los pixels cuya linea de visio´n corta con una spline.
Luces direccionales. Este tipo de iluminacio´n se diferencia de la nuestra
en que la luz, en lugar de provenir de un foco, proviene “del infinito”.
Esto hace que los rayos de luz de esta fuente sean todos paralelos. Se
podr´ıa implementar haciendo que el vector que une el punto con la luz
no se calcule cada vez, sino que fuese constante.
Luces “de foco”, o luces que so´lo iluminan los objetos que esta´n dentro
de su cono de luz. Su implementacio´n se podr´ıa realizar en funcio´n de
dos vectores: el vector que une el punto con el foco y el vector direccio´n
de la luz. De este modo, si ambos vectores forman un a´ngulo mayor
que un α dado, la luz no ilumina.
Sombras y raytracing
La representacio´n de sombras se podr´ıa realizar mediante dos te´cnicas:
mapas de sombras o raytracing.
Los mapas de sombras se basan en una te´cnica en dos pasos. Primero,
se calcula que´ partes de la imagen son visibles desde el punto de vista de
la luz, y despue´s se dibuja la imagen normalmente, pero teniendo en cuenta
que´ puntos debera´n estar iluminados y cua´les no. Aunque es una te´cnica muy
popular hoy en d´ıa porque permite utilizar hardware existente en las tarjetas
gra´ficas, en nuestro algoritmo podr´ıa no ser tan sencilla de implementar.
La otra te´cnica, el raytracing, consiste en unir el punto de corte que
estamos dibujando con la fuente de luz. Despue´s, habr´ıa que calcular si dicha
recta corta con alguna spline. Si efectivamente corta, entonces esa luz no
ilumina el punto y se ver´ıa una sombra, y en caso contrario habr´ıa que calcular
la cantidad de iluminacio´n —difusa, especular, etc— que el objeto hace llegar
al observador.
La ventaja de utilizar el raytracing es que se trata de una te´cnica mucho
ma´s avanzada que los mapas de sombra, en el sentido de la calidad de las
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sombras que produce. Adema´s, con este algoritmo y las sombras por raytra-
cing ocurre como con los mapas de sombra y la te´cnica de representacio´n
basada en mallas: los ca´lculos necesarios para las sombras se pueden ejecutar
sobre el propio hardware existente.
Por otro lado, la te´cnica del raytracing nos podr´ıa permitir dibujar cierto
tipo de materiales que, de otra manera, resultar´ıa mucho ma´s complicado.
Por ejemplo, podr´ıamos dibujar materiales reflectantes como el metal, o ma-
teriales refractantes como el cristal. Tan so´lo hay que ejecutar ma´s veces el
algoritmo de corte entre una recta y un spline para conseguir el resultado
adecuado.
NURBS
Una de las mayores carencias del algoritmo es la imposibilidad de trabajar
con NURBS. Estos objetos son un tipo especial de splines que se diferencian
de las que hemos utilizado en dos caracter´ısticas esenciales: son invariantes
por proyeccio´n —puede aplicarse una funcio´n de proyeccio´n a una NURBS y
el resultado sigue siendo una NURBS— y adema´s sus ve´rtices tienen “peso”.
Este peso nos permite modificar la influencia que tiene la posicio´n de cada
ve´rtice de la malla de control en la superficie generada.
Estas dos caracter´ısticas son muy deseables en disen˜o gra´fico, pues dotan
a los artistas de una herramienta mucho ma´s expresiva que las splines con-
vencionales. No obstante, nuestro algoritmo apenas necesita ser modificado
para representar NURBS: el algoritmo de divisio´n no cambia en l´ıneas gene-
rales, salvo que los nodos, en lugar de tener 3 componentes (x, y, z), tendr´ıan
cuatro componentes (x, y, z, w), donde w es el peso de cada ve´rtice. Ya que la
divisio´n se realiza componente a componente5, so´lo habr´ıa que realizar una
iteracio´n ma´s en la divisio´n para poder representar NURBS.
Antialiasing
Otra posible ampliacio´n del algoritmo ser´ıa aplicar la te´cnica del anti-
aliasing. El aliasing son los pequen˜os “escalones” que aparecen en pantalla
cuando se dibujan curvas o l´ıneas oblicuas. La mayor parte de las tarjetas
gra´ficas modernas implementan algunas soluciones para tratar de eliminar
estos efectos. Una de las ma´s comunes es el FSAA o Full Scene AntiAliasing,
5El algoritmo de divisio´n de splines divide puntos, no componentes. Esto es, que aplica
las operaciones matema´ticas a cada componente de los ve´rtices de forma independiente.
En nuestro hardware actual, primero se procesan las x, despue´s todas las componentes y
y, finalmente, las z. Para el caso de las NURBS, so´lo habr´ıa que hacerlo una cuarta vez
para procesar los pesos.
104 CAPI´TULO 8. CONCLUSIONES
una te´cnica que se llama as´ı porque consiste en eliminar el aliasing tratando
toda la escena en lugar de so´lo las zonas afectadas. Para ello, lo que se hace es
representar la imagen 2, 4, 8, y hasta 32 veces ma´s grande del taman˜o origi-
nal, para luego aplicar un algoritmo que la “encoge”, quedando difuminados
los “escalones”.
Para evitar tener que calcular el dibujo de una imagen 2 o´ 4 veces y
despue´s “encogerla”, lo cual resulta en una cantidad de trabajo bastante
grande, una posible te´cnica podr´ıa ser:
Computar la imagen normalmente, pero almacenando la “profundidad”
a la que esta´ cada pixel.
En todos aquellos pixels que hagan frontera con otro cuya profundidad
supere un cierto umbral, se realiza un dibujo ampliado local y, despue´s,
se “encoge” ese trozo de imagen.
Otra te´cnica similar ya se utiliza en algunas consolas, como la plataforma
XBOX, que aplica el antialiasing so´lo a los bordes de los objetos.
8.4.2. Mejoras de implementacio´n
Adema´s de las ampliaciones conceptuales, hemos identificado una serie
de puntos en la implementacio´n que podr´ıan ser mejorados de cara a obtener
un mayor rendimiento.
Ca´lculo en punto flotante
Uno de nuestros principales problemas ha sido el de no disponer de hard-
ware de punto flotante ni de tiempo para disen˜arlo. Para solventar este pro-
blema, decidimos limitar la malla de control de la spline a dibujar dentro de
unas dimensiones conocidas, de modo que pudie´semos operar con aritme´tica
de punto fijo.
Aunque trabajar con esta aritme´tica es mucho ma´s ra´pido en principio —
ya que podemos realizar operaciones aritme´ticas de forma combinacional—,
tiene dos importantes desventajas:
El rango de los resultados de las operaciones debe ser conocido de
antemano.
Ciertas operaciones en el algoritmo se sabe que no esta´n dentro del ran-
go. Por lo tanto, tales ca´lculos debemos efectuarlos en punto flotante.
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As´ı pues, ser´ıa muy beneficioso para el rendimiento del algoritmo poder
trabajar en punto flotante sin tener que realizar las conversiones —que por
otro lado pueden llegar a ser muy costosas—, o bien disponer de un hardware
capaz de transformar los datos de punto flotante a punto fijo y viceversa con
un coste en tiempo menor que el actual.
Una posible solucio´n para pasar de punto fijo a flotante podr´ıa ser combi-
nacional. Resultar´ıa tremendamente ra´pida, pero podr´ıa llegar a ocupar una
gran a´rea de integracio´n. Para ello, habr´ıa que distinguir casos en funcio´n de
que´ bit a 1 del nu´mero en punto fijo es el ma´s significativo. Si se tratase del
primer bit, habr´ıa que copiar los primeros bits del nu´mero en punto fijo a
la mantisa del nu´mero en punto flotante, y poner como exponente un valor
precalculado. Si se tratase del segundo bit, se copiar´ıan a partir del segundo
a la mantisa y se pondr´ıa un exponente que ser´ıa el valor precalculado an-
terior menos 1, y as´ı sucesivamente. Adema´s, habr´ıa que distinguir los casos
especiales del 1 y del 0 decimales, pero de podr´ıa conseguir implementar tal
disen˜o utilizando so´lo un codificador de prioridad y un multiplexor 32 a 1 de
32 bits de ancho, en el caso del punto fijo de 32 bits.
Obtencio´n de la caja contenedora
Otra forma de reducir el tiempo de ejecucio´n del algoritmo utilizando
hardware espec´ıfico, ser´ıa mediante la construccio´n de la caja contenedora
por hardware. Actualmente, para construir la caja lo que hacemos es iden-
tificar dos esquinas opuestas. Para ello, comparamos todos los puntos entre
s´ı para quedarnos con las coordenadas (x, y, z) nume´ricamente ma´s bajas y
ma´s altas. Ya que la caja se construye en el momento de construir la spline,
se podr´ıa modificar el hardware de divisio´n para que devolviese las coorde-
nadas de la caja contenedora de cada submalla. Las comparaciones que ser´ıa
necesario realizar para obtener el valor ma´s alto y ma´s bajo de los 16 valores
de salida de cada malla resultado, se podr´ıan realizar con un a´rbol de com-
paradores de 4 niveles, que podr´ıa calcular el resultado en aproximadamente
un ciclo de reloj.
Corte de la recta y la caja
Aunque la operacio´n de divisio´n de mallas es la que ma´s operaciones
y tiempo de ca´lculo requiere, la operacio´n que ma´s veces se ejecuta es la
comprobacio´n de corte entre una recta y una caja. Por ello, es una de las
operaciones que ma´s efectivo resultar´ıa implementar por hardware, siempre
que se dispusiera de un interfaz entre el procesador y dicho hardware con
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muy baja latencia6.
El problema del corte entre recta y caja es que dan lugar a divisiones
que pueden producir resultados con magnitudes muy dispares, por lo que no
se podr´ıa recurrir al punto fijo. Adema´s, una de las ventajas de utilizar este
sistema es que se podr´ıan obtener los para´metros7 λ en paralelo, y realizar
las comparaciones utilizando un a´rbol, por lo que se podr´ıa reducir el tiempo
necesario para el ca´lculo de 4 a 6 veces8.
Paralelizacio´n
Finalmente, una de las mejoras en la implementacio´n que podr´ıa reducir
ma´s el coste en tiempo ser´ıa calcular concurrentemente ma´s de un pixel.
Para ello, ser´ıa necesario disponer de tantos procesadores y tanto hardware
espec´ıfico como pixels se quisieran calcular a la vez. Adema´s, se podr´ıa seguir
aplicando la te´cnica de programacio´n dina´mica que estamos utilizando ahora
mismo9, de modo que los procesadores compartiesen un a´rbol de mallas en
memoria. La lectura del a´rbol para llegar hasta la hoja que hubiera que
dividir no ser´ıa un problema, pero habr´ıa sincronizar los procesadores para
que en el momento de generar las submallas no realizasen la misma divisio´n.
6Como vimos en la seccio´n 7.5, es muy importante que el interfaz que se utilice para
la comunicacio´n con el hardware sea muy ra´pido. En el caso del ca´lculo de las submallas,
la cantidad de operaciones a realizar sobre los datos de entrada es tan grande que merece
la pena trabajar en hardware a pesar de la lentitud del interfaz utilizado. Sin embargo,
en una operacio´n como la que nos ocupa, el reducido nu´mero de operaciones a realizar
aconseja realizar una implementacio´n hardware so´lo si el interfaz que se utilice tiene una
latencia mı´nima.
7Ve´ase la seccio´n 2.4.2.
8En la implementacio´n que hemos realizado del corte entre recta y caja, realizamos
un total de 4 divisiones, que son las operaciones ma´s costosas. Por lo tanto, el tiempo
de ca´lculo se reducir´ıa hasta casi el tiempo necesario para realizar las divisiones, ma´s las
comparaciones. Sin embargo, nosotros so´lo tenemos 4 divisiones porque so´lo trabajamos
con unas rectas muy concretas, que tienen una pendiente conocida en el eje z. Si nuestras
rectas pudiesen estar en cualquier posicio´n (como habr´ıa que realizar para poder aplicar
las te´cnicas de sombreado y raytracing, por ejemplo) entonces tendr´ıamos 6 divisiones, y
el tiempo de ca´lculo en hardware ser´ıa casi 6 veces menor que en software.
9Ve´ase la seccio´n 4.4.1.
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Ape´ndice A
Implementacio´n en Maple
El presente ape´ndice contiene el listado de co´digo en Maple que contiene
la primera implementacio´n del algoritmo y las comprobaciones de su funcio-
namiento.
A.1. Inicializaciones
Dig i t s := 40 :
with ( p l o t s ) :
with ( LinearAlgebra ) :
A.2. Bernstein
A.2.1. Ca´lculo del polinomio de Bernstein
Bernste in := proc (n , i )
option remember ;
i f ( ( n=0)and ( i =0)) then
return 1 ;
else
i f ( ( i>n) or ( i <0)) then return 0 ;
else
return (1− ’ t ’ ) ∗ Bernste in (n−1, i )+ ’ t ’ ∗
Bernste in (n−1, i −1);
f i ;
f i ;
end proc :
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A.2.2. Polinomios de Bernstein con n:=3
DibujaBernste in := proc ( )
option remember ;
local pol inomios , i ;
po l inomios : = [ ] ;
for i from 0 to 3 do
po l inomios :=[ op ( po l inomios ) , Bernste in (3 , i ) ] ;
od ;
return p lo t ( pol inomios , ’ t ’= 0 . . 1 ) ;
end proc :
A.3. Spline
A.3.1. Malla de control
MallaDeControl := [
[ [ 0 , 1 , 1 ] , [ 1 , 1 , 1 ] , [ 2 , 1 , 1 ] , [ 3 , 1 , 1 ] ] ,
[ [ 0 , 2 , 1 ] , [ 1 , 2 , 2 ] , [ 2 , 2 , 2 ] , [ 3 , 2 , 1 ] ] ,
[ [ 0 , 3 , 1 ] , [ 1 , 3 , 2 ] , [ 2 , 3 , 3 ] , [ 3 , 3 , 1 ] ] ,
[ [ 0 , 4 , 1 ] , [ 1 , 4 , 1 ] , [ 2 , 4 , 1 ] , [ 3 , 4 , 1 ] ] ] :
MallaDeControl2 := [
[ [ 3 , 1 , 1 ] , [ 4 , 1 , 1 ] , [ 5 , 1 , 1 ] , [ 6 , 1 , 1 ] ] ,
[ [ 3 , 2 , 1 ] , [ 4 , 2 , 0 ] , [ 5 , 2 , − 1 ] , [ 6 , 2 , 1 ] ] ,
[ [ 3 , 3 , 1 ] , [ 4 , 3 , 0 ] , [ 5 , 3 , 2 ] , [ 6 , 3 , 1 ] ] ,
[ [ 3 , 4 , 1 ] , [ 4 , 4 , 1 ] , [ 5 , 4 , 1 ] , [ 6 , 4 , 1 ] ] ] :
MallaDeControl3 := [
[ [ −1 , −1 ,3 . 5 ] , [ 0 , −1 ,3 . 75 ] , [ 1 , −1 ,3 . 75 ] , [ 2 , −1 ,3 . 5 ] ] ,
[ [ − 1 , 0 , 3 . 2 5 ] , [ 0 , 0 , 2 ] , [ 1 , 0 , 2 ] , [ 2 , 0 , 3 . 2 5 ] ] ,
[ [ − 1 , 1 , 2 . 7 5 ] , [ 0 , 1 , 1 . 5 ] , [ 1 , 1 , 1 . 5 ] , [ 2 , 1 , 2 . 7 5 ] ] ,
[ [ − 1 , 2 , 2 ] , [ 0 , 2 , 2 . 2 5 ] , [ 1 , 2 , 2 . 2 5 ] , [ 2 , 2 , 2 ] ] ] :
A.3.2. Dibujo de malla de control
dibujaPo l igonoContro l := proc (mc, c o l o r )
option remember ;
local i , j , puntos ;
puntos : = [ ] ;
for i from 1 to 3 do
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for j from 1 to 3 do
puntos :=[ op ( puntos ) , [mc [ i ] [ j ] ,mc [ i ] [ j +1] ,
mc [ i +1] [ j +1] ,mc [ i +1] [ j ] ] ] ;
od ;
od ;
return PLOT3D(POLYGONS( puntos [ ] ) , STYLE(WIREFRAME) ,
co l o r ) ;
end proc :
Ejemplo de uso
dibujaPo l igonoContro l ( MallaDeControl ,
COLOUR(RGB, 1 , 0 , 0 ) ) ;
d ibujaPo l igonoContro l ( MallaDeControl2 ,
COLOUR(RGB, 0 , 1 , 0 ) ) ;
A.3.3. Ca´lculo de un punto de la Spline
ca l cu l aPuntoSp l ine := proc ( malla , u , v )
local i , j , B1 , B2 , punto ;
option remember ;
punto := [ 0 , 0 , 0 ] ;
for i from 1 to 4 do
for j from 1 to 4 do
B1 := Bernste in (3 , i −1);
B1 := subs ({ ’ t ’=u} ,B1 ) ;
B2 := Bernste in (3 , j −1);
B2 := subs ({ ’ t ’=v} ,B2 ) ;
punto := punto + malla [ i ] [ j ] ∗ B1 ∗ B2 ;
od ;
od ;
return ( punto ) ;
end proc :
Ejemplo de uso
ca l cu l aPuntoSp l ine (MallaDeControl , 0 . 5 , 0 . 5 ) ;
ca l cu l aPuntoSp l ine (MallaDeControl2 , 0 . 5 , 0 . 5 ) ;
A.3.4. Dibujo de la Spline
p intaSp l ine := proc ( malla , c o l o r )
option remember ;
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return plot3d ( [
ca l cu l aPuntoSp l ine (malla , u , v ) [ 1 ] ,
ca l cu l aPuntoSp l ine (malla , u , v ) [ 2 ] ,
ca l cu l aPuntoSp l ine (malla , u , v ) [ 3 ] ] ,
’u ’=0 . . 1 , ’ v ’= 0 . . 1 ) ;
end proc :
Ejemplo de uso
p intaSp l ine (MallaDeControl , COLOUR(RGB, 1 , 0 , 0 ) ) ;
p in taSp l ine (MallaDeControl2 , COLOUR(RGB, 0 , 0 , 1 ) ) ;
A.4. Nodos intermedios
A.4.1. Ca´lculo de los nodos intermedios de la Spline
ca lculaNodoIntermedio := proc ( malla , i , j , r , s )
local punto , k , l , B1 , B2 ;
option remember ;
punto := [ 0 , 0 , 0 ] ;
for k from 1 to r+1 do
for l from 1 to s+1 do
B1 := subs ({ t =0.5} , Bernste in ( r , k−1)) ;
B2 := subs ({ t =0.5} , Bernste in ( s , l −1)) ;
punto := punto + malla [ i+k ] [ j+l ] ∗ B1 ∗ B2 ;
od ;
od ;
return punto ;
end proc :
A.4.2. Prueba: el punto intermedio es el mismo
que u = 0,5 y v = 0,5
evalb (
ca lculaNodoIntermedio (MallaDeControl , 0 , 0 , 3 , 3 ) =
ca l cu laPuntoSp l ine (MallaDeControl , 0 . 5 , 0 . 5 )
) ;
A.5. Subdivisio´n de superficies
A.5.1. Ca´lculo de los sub-parches
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subdiv ideMal la := proc ( malla )
option remember ;
local aux1 , aux2 , aux3 , aux4 , nPuntos1 , nPuntos2 ,
nPuntos3 , nPuntos4 , i , j ;
#Abajo i z q u i e r da
nPuntos1 := [ ] :
nPuntos2 := [ ] :
nPuntos3 := [ ] :
nPuntos4 := [ ] :
for j from 0 to 3 do
aux1 := [ ] ;
aux2 := [ ] ;
aux3 := [ ] ;
aux4 := [ ] ;
for i from 0 to 3 do
#Abajo i z q u i e r da
aux1 := [ op ( aux1 ) ,
ca lculaNodoIntermedio ( malla , 0 , 0 , j , i ) ] ;
#Arriba i z q u i e r da
aux2 := [ op ( aux2 ) ,
ca lculaNodoIntermedio ( malla , 0 , i , j , 3− i ) ] ;
#Abajo derecha
aux3 := [ op ( aux3 ) ,
ca lculaNodoIntermedio ( malla , j , 0 , 3−j , i ) ] ;
#Arriba derecha
aux4 := [ op ( aux4 ) ,
ca lculaNodoIntermedio ( malla , j , i , 3−j ,3− i ) ] ;
od ;
nPuntos1 := [ op ( nPuntos1 ) , aux1 ] ;
nPuntos2 := [ op ( nPuntos2 ) , aux2 ] ;
nPuntos3 := [ op ( nPuntos3 ) , aux3 ] ;
nPuntos4 := [ op ( nPuntos4 ) , aux4 ] ;
od :
return [ nPuntos1 , nPuntos2 , nPuntos3 , nPuntos4 ] ;
end proc :
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A.5.2. Parche y subparches: dibujo de
las mallas de control
dibujaMal la s := proc (Malla , subMallas )
option remember ;
d i sp l a y (
d ibujaPo l igonoContro l ( subMallas [ 1 ] ,
COLOUR(RGB, 0 , 1 , 0 ) ) ,
d ibujaPo l igonoContro l ( subMallas [ 2 ] ,
COLOUR(RGB, 0 , 0 , 1 ) ) ,
d ibujaPo l igonoContro l ( subMallas [ 3 ] ,
COLOUR(RGB, 1 , 1 , 0 ) ) ,
d ibujaPo l igonoContro l ( subMallas [ 4 ] ,
COLOUR(RGB, 0 , 0 , 0 ) ) ,
d ibujaPo l igonoContro l (Malla ,
COLOUR(RGB, 1 , 0 , 0 ) )
) ;
end proc :
d ibujaMal la s (MallaDeControl ,
subdiv ideMal la ( MallaDeControl ) ) ;
d ibujaMal la s (MallaDeControl2 ,
subdiv ideMal la ( MallaDeControl2 ) ) ;
A.5.3. Dibujo de una malla y sus submallas
p intaHi j o s := proc ( malla )
option remember ;
local subMallas ;
#Calculamos l a s subma l la s
subMallas := subdiv ideMal la ( malla ) ;
d i sp lay3d (
plot3d ( [ ca l cu l aPuntoSp l ine ( malla , u , v ) [ 1 ] ,
ca l cu l aPuntoSp l ine ( malla , u , v ) [ 2 ] ,
ca l cu l aPuntoSp l ine ( malla , u , v ) [ 3 ] ] ,
’u ’=0 . . 1 , ’ v ’=0 . . 1 , c o l o r=ye l low ) ,
plot3d ( [ ca l cu l aPuntoSp l ine ( subMallas [ 1 ] , u , v ) [ 1 ] ,
ca l cu l aPuntoSp l ine ( subMallas [ 1 ] , u , v ) [ 2 ] ,
ca l cu l aPuntoSp l ine ( subMallas [ 1 ] , u , v ) [ 3 ] ] ,
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’u ’=0 . . 1 , ’ v ’=0 . . 1 , c o l o r=red ) ,
p lot3d ( [ ca l cu l aPuntoSp l ine ( subMallas [ 2 ] , u , v ) [ 1 ] ,
ca l cu l aPuntoSp l ine ( subMallas [ 2 ] , u , v ) [ 2 ] ,
ca l cu l aPuntoSp l ine ( subMallas [ 2 ] , u , v ) [ 3 ] ] ,
’u ’=0 . . 1 , ’ v ’=0 . . 1 , c o l o r=blue ) ,
p lot3d ( [ ca l cu l aPuntoSp l ine ( subMallas [ 3 ] , u , v ) [ 1 ] ,
ca l cu l aPuntoSp l ine ( subMallas [ 3 ] , u , v ) [ 2 ] ,
ca l cu l aPuntoSp l ine ( subMallas [ 3 ] , u , v ) [ 3 ] ] ,
’u ’=0 . . 1 , ’ v ’=0 . . 1 , c o l o r=green ) ,
p lot3d ( [ ca l cu l aPuntoSp l ine ( subMallas [ 4 ] , u , v ) [ 1 ] ,
ca l cu l aPuntoSp l ine ( subMallas [ 4 ] , u , v ) [ 2 ] ,
ca l cu l aPuntoSp l ine ( subMallas [ 4 ] , u , v ) [ 3 ] ] ,
’u ’=0 . . 1 , ’ v ’=0 . . 1 , c o l o r=khaki ) ,
d ibujaPo l igonoContro l ( malla ,
COLOUR(RGB, 0 . 7 5 , 0 . 7 5 , 0 . 7 5 ) ) ,
d ibujaPo l igonoContro l ( subMallas [ 1 ] ,
COLOUR(RGB, 0 .75 , 0 , 0 ) ) ,
d ibujaPo l igonoContro l ( subMallas [ 2 ] ,
COLOUR(RGB, 0 , 0 . 75 , 0 ) ) ,
d ibujaPo l igonoContro l ( subMallas [ 3 ] ,
COLOUR(RGB, 0 , 0 , 0 . 7 5 ) ) ,
d ibujaPo l igonoContro l ( subMallas [ 4 ] ,
COLOUR(RGB, 0 .75 , 0 . 75 , 0 ) )
) ;
end proc :
p in taHi j o s (MallaDeControl ) ;
p in taHi j o s (MallaDeControl2 ) ;
p in taHi j o s (MallaDeControl3 ) ;
A.6. Prueba de la correccio´n de la subdivi-
sio´n
po l inomioSp l ine := proc ( malla )
option remember ;
local i , j , B1 , B2 , po l inomio ;
po l inomio := [ 0 , 0 , 0 ] ;
for i from 1 to 4 do
for j from 1 to 4 do
unass ign ( ’ t ’ ) ;
B1 := subs ({ ’ t ’= ’u ’} , Bernste in (3 , i −1)) ;
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B2 := subs ({ ’ t ’= ’v ’} , Bernste in (3 , j −1)) ;
po l inomio := pol inomio + malla [ i ] [ j ] ∗ B1 ∗ B2 ;
od ;
od ;
return pol inomio ;
end proc :
ComparaPolinomios := proc ( malla )
option remember ;
local subMallas , pOrig , p1 , p2 , p3 , p4 ;
subMallas := subdiv ideMal la ( malla ) ;
pOrig := po l inomioSp l ine ( malla ) ;
p1 := po l inomioSp l ine ( subMallas [ 1 ] ) ;
p2 := po l inomioSp l ine ( subMallas [ 2 ] ) ;
p3 := po l inomioSp l ine ( subMallas [ 3 ] ) ;
p4 := po l inomioSp l ine ( subMallas [ 4 ] ) ;
#Realizamos l a s s u b s t i t u c i o n e s :
#Polinomio de l a mal la o r i g i n a l (no sub s t i tu imos ,
se hace s o´ l o por e v i t a r problemas con e l redondeo .
pOrig := c o l l e c t ( expand ( subs ({u=1.0∗u , v=1.0∗v} ,
pOrig ) ) , [ u , v ] ) ;#, ‘ d i s t r i b u t e d ‘ ) ;
pr i n t (” pOrig : ” , pOrig ) ;
#Parte de abajo a l a i z q u i e r da
p1 := c o l l e c t ( expand ( subs ({u=2.∗u , v=2.∗v} ,
p1 ) ) , [ u , v ] ) ;
p r i n t (” p1 : ” , p1 ) ;
#Parte de a r r i b a a l a i z q u i e r da
p2 := c o l l e c t ( expand ( subs ({u=2∗u , v=2∗v−1} ,
p2 ) ) , [ u , v ] ) ;
p r i n t (” p2 : ” , p2 ) ;
#Parte de abajo a l a derecha
p3 := c o l l e c t ( expand ( subs ({u=2∗u−1, v=2∗v} ,
p3 ) ) , [ u , v ] ) ;
p r i n t (” p3 : ” , p3 ) ;
#Parte de a r r i b a a l a derecha
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p4 := c o l l e c t ( expand ( subs ({u=2∗u−1, v=2∗v−1} ,
p4 ) ) , [ u , v ] ) ;
p r i n t (” p4 : ” , p4 ) ;
end proc :
ComparaPolinomios( MallaDeControl ) ;
ComparaPolinomios( MallaDeControl2 ) ;
A.7. Algoritmo Minmax
A.7.1. Caja contenedora de una malla
Ca´lculo de la caja
ca l cu l aCa ja := proc ( malla )
option remember ;
local maxX,minX ,maxY,minY ,maxZ ,minZ , i , j ;
minX:=min ( ) ;
minY:=min ( ) ;
minZ:=min ( ) ;
maxX:=max ( ) ;
maxY:=max ( ) ;
maxZ:=max ( ) ;
for i from 1 to 4 do
for j from 1 to 4 do
minX:= min (minX , malla [ i ] [ j ] [ 1 ] ) ;
minY:= min (minY , malla [ i ] [ j ] [ 2 ] ) ;
minZ:= min (minZ , malla [ i ] [ j ] [ 3 ] ) ;
maxX:= max(maxX, malla [ i ] [ j ] [ 1 ] ) ;
maxY:= max(maxY, malla [ i ] [ j ] [ 2 ] ) ;
maxZ:= max(maxZ , malla [ i ] [ j ] [ 3 ] ) ;
od ;
od ;
return [ [ minX ,minY ,minZ ] , [maxX,maxY,maxZ ] ] ;
end proc :
c a j i t a := ca l cu laCa ja ( MallaDeControl ) ;
Dibujo de la caja
dibujaCaja := proc ( ca j a )
option remember ;
local co l , miColor ;
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co l := rand ( 2 5 5 ) ;
miColor := COLOR(RGB, co l ( )/255 , c o l ( )/255 , c o l ( ) / 2 5 5 ) ;
return po in tp lo t3d ( [ [ ca j a [ 1 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ,
[ ca j a [ 1 ] [ 1 ] , ca j a [ 2 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ,
[ ca j a [ 2 ] [ 1 ] , ca j a [ 2 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ,
[ ca j a [ 2 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ,
[ ca j a [ 1 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ] ,
c o l o r=miColor , s t y l e=l i n e , t h i ckne s s=1 ) ,
po in tp lo t3d ( [ [ ca j a [ 1 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ,
[ ca j a [ 1 ] [ 1 ] , ca j a [ 2 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ,
[ ca j a [ 2 ] [ 1 ] , ca j a [ 2 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ,
[ ca j a [ 2 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ,
[ ca j a [ 1 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ] ,
c o l o r=miColor , s t y l e=l i n e , t h i ckne s s=1 ) ,
po in tp lo t3d ( [
[ ca j a [ 1 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ,
[ ca j a [ 1 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ] ,
c o l o r=miColor , s t y l e=l i n e , t h i ckne s s=1 ) ,
po in tp lo t3d ( [
[ ca j a [ 1 ] [ 1 ] , ca j a [ 2 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ,
[ ca j a [ 1 ] [ 1 ] , ca j a [ 2 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ] ,
c o l o r=miColor , s t y l e=l i n e , t h i ckne s s=1 ) ,
po in tp lo t3d ( [ [ ca j a [ 2 ] [ 1 ] , ca j a [ 2 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ,
[ ca j a [ 2 ] [ 1 ] , ca j a [ 2 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ] ,
c o l o r=miColor , s t y l e=l i n e , t h i ckne s s=1 ) ,
po in tp lo t3d ( [ [ ca j a [ 2 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 1 ] [ 3 ] ] ,
[ ca j a [ 2 ] [ 1 ] , ca j a [ 1 ] [ 2 ] , ca j a [ 2 ] [ 3 ] ] ] ,
c o l o r=miColor , s t y l e=l i n e , t h i ckne s s=1 )
end proc :
d i sp l a y ( dibujaCaja ( c a j i t a ) ,
d ibujaPo l igonoContro l ( MallaDeControl ,
COLOUR(RGB, 1 , 0 , 0 ) ) ) ;
d i sp l a y ( dibujaCaja ( ca l cu l aCa ja (MallaDeControl2 ) ) ,
d ibujaPo l igonoContro l ( MallaDeControl2 ,
COLOUR(RGB, 1 , 0 , 0 ) ) ) ;
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Ca´lculo del taman˜o de una caja
tamCaja :=proc ( ca j a )
option remember ;
return min(
abs ( ca j a [ 1 ] [ 1 ] − ca j a [ 2 ] [ 1 ] ) ,
abs ( ca j a [ 1 ] [ 2 ] − ca j a [ 2 ] [ 2 ] ) ,
abs ( ca j a [ 1 ] [ 3 ] − ca j a [ 2 ] [ 3 ] ) ) ;
end proc :
tamCaja ( c a j i t a ) ;
Ca´lculo del centro de una caja
centroCaja :=proc ( ca j a )
option remember ;
return [
( ca j a [ 1 ] [ 1 ]+ ca ja [ 2 ] [ 1 ] ) / 2 ,
( ca j a [ 1 ] [ 2 ]+ ca ja [ 2 ] [ 2 ] ) / 2 ,
( ca j a [ 1 ] [ 3 ]+ ca ja [ 2 ] [ 3 ] ) / 2 ] ;
end proc :
centroCaja ( c a j i t a ) ;
d i sp l a y (
dibujaCaja ( c a j i t a ) ,
po in tp lo t3d ( [ centroCaja ( c a j i t a ) ] , symbol=c i r c l e ,
symbo l s i ze =50, c o l o r=black ) ,
d ibujaPo l igonoContro l ( MallaDeControl ,
COLOUR(RGB, 1 , 0 , 0 ) ) ) ;
A.7.2. Recta
Definicio´n de una recta
Recta := proc ( a , b , c , d , e , f )
return [ a , b , c , d , e , f ] ;
end proc :
Dibujo de una recta (adaptada a una caja)
dibujaRecta := proc ( recta , ca j a )
option remember ;
local valorMin , valorMax , r e to rno ;
i f ( not ( r e c t a [ 1 ]=0) ) then
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valorMin := ( ca j a [ 1 ] [ 1 ] − r e c t a [ 4 ] ) / r e c t a [ 1 ] ;
valorMax := ( ca j a [ 2 ] [ 1 ] − r e c t a [ 4 ] ) / r e c t a [ 1 ] ;
else
i f ( not ( r e c t a [ 2 ]=0) ) then
valorMin := ( ca j a [ 1 ] [ 2 ] − r e c t a [ 5 ] ) / r e c t a [ 2 ] ;
valorMax := ( ca j a [ 2 ] [ 2 ] − r e c t a [ 5 ] ) / r e c t a [ 2 ]
else
i f ( not ( r e c t a [ 3 ]=0) ) then
valorMin := ( ca j a [ 1 ] [ 3 ] − r e c t a [ 6 ] ) / r e c t a [ 3 ] ;
valorMax := ( ca j a [ 2 ] [ 3 ] − r e c t a [ 6 ] ) / r e c t a [ 3 ]
else
valorMin := −2;
valorMax := 2 ;
f i ;
f i ;
f i ;
r e t o rno := po in tp lo t3d ({
[ r e c t a [ 1 ] ∗ valorMin+re c t a [ 4 ] ,
r e c t a [ 2 ] ∗ valorMin+re c t a [ 5 ] ,
r e c t a [ 3 ] ∗ valorMin+re c t a [ 6 ] ] ,
[ r e c t a [ 1 ] ∗ valorMax+re c t a [ 4 ] ,
r e c t a [ 2 ] ∗ valorMax+re c t a [ 5 ] ,
r e c t a [ 3 ] ∗ valorMax+re c t a [ 6 ] ] } ,
connect=true ,
t h i ckne s s =2);
return r e to rno ;
end proc :
Dibujo de una recta dado un para´metro
dibujaRectaParametro := proc ( recta , parametro )
option remember ;
return po in tp lo t3d ({
[ r e c t a [ 1 ] ∗ parametro+r e c t a [ 4 ] ,
r e c t a [ 2 ] ∗ parametro+r e c t a [ 5 ] ,
r e c t a [ 3 ] ∗ parametro+r e c t a [ 6 ] ] ,
[ r e c t a [ 4 ] , r e c t a [ 5 ] , r e c t a [ 6 ] ] } ,
connect=true , t h i ckne s s =1, c o l o r=black ) ;
end proc :
Generacio´n de un haz de rectas
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creaHazDeRectas := proc ( ancho , a l t o )
option remember ;
local i , j , retorno , anchoI , a l t o I ;
r e to rno := [ ] ;
anchoI := 2/( ancho + 1 ) ;
a l t o I := 2/( a l t o + 1 ) ;
for i from 1 to ancho do
for j from 1 to a l t o do
r e to rno := [ op ( r e to rno ) ,
Recta ( evalf (−1+anchoI∗ i ) ,
evalf (−1+a l t o I ∗ j ) ,
1 , 0 , 0 , −1) ] ;
od ;
od ;
return r e to rno ;
end proc :
Corte de una recta con una caja
cortaRectaCaja := proc ( recta , ca j a )
option remember ;
local param , valorX , valorY , valorZ , minX , minY ,
minZ , maxX, maxY, maxZ , cor te , i ;
#I n i c i a l i z a c i o´ n de l a v a r i a b l e co r t e
co r t e := f a l s e ;
#Extra igo l o s v a l o r e s de l a ca ja
minX := ca ja [ 1 ] [ 1 ] ;
maxX := ca ja [ 2 ] [ 1 ] ;
minY := ca ja [ 1 ] [ 2 ] ;
maxY := ca ja [ 2 ] [ 2 ] ;
minZ := ca ja [ 1 ] [ 3 ] ;
maxZ := ca ja [ 2 ] [ 3 ] ;
#Comprobamos que l a x tenga para´metro t
i f ( not ( r e c t a [ 1 ]=0) ) then
#Despejamos para l a x minima y l a x maxima
for i from 1 to 2 do
122 APE´NDICE A. IMPLEMENTACIO´N EN MAPLE
param:= ( ca j a [ i ] [ 1 ] − r e c t a [ 4 ] ) / r e c t a [ 1 ] ;
#Comprobamos para ambos va l o r e s d e l para´metro
valorY := r e c t a [ 2 ] ∗ param + rec t a [ 5 ] ;
va lorZ := r e c t a [ 3 ] ∗ param + rec t a [ 6 ] ;
c o r t e := evalb (
( valorY >= minY) and
( valorY <= maxY) and
( valorZ >= minZ ) and
( valorZ <= maxZ ) ) ;
i f ( c o r t e ) then
break ;
f i ;
od ;
f i ;
i f ( c o r t e ) then
return t rue ;
else
#Comprobamos que l a y tenga para´metro t
i f ( not ( r e c t a [ 2 ]=0) ) then
#Repetimos con l a Y.
for i from 1 to 2 do
param:= ( ca j a [ i ] [ 2 ] − r e c t a [ 5 ] ) / r e c t a [ 2 ] ;
#Comprobamos para ambos va l o r e s d e l para´metro
valorX := r e c t a [ 1 ] ∗ param + rec t a [ 4 ] ;
va lorZ := r e c t a [ 3 ] ∗ param + rec t a [ 6 ] ;
c o r t e := evalb (
( valorX >= minX) and
( valorX <= maxX) and
( valorZ >= minZ ) and
( valorZ <= maxZ ) ) ;
i f ( c o r t e ) then
break ;
f i ;
od ;
f i ;
i f ( c o r t e ) then
return t rue ;
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else
#Comprobamos que l a z tenga parA˜¡metro t
i f ( not ( r e c t a [ 3 ] = 0) ) then
#Finalmente , repet imos con l a Z .
for i from 1 to 2 do
param:= ( ca j a [ i ] [ 3 ] − r e c t a [ 6 ] ) / r e c t a [ 3 ] ;
#Comprobamos para ambos va l o r e s d e l parametro
valorX := r e c t a [ 1 ] ∗ param + rec t a [ 4 ] ;
valorY := r e c t a [ 2 ] ∗ param + rec t a [ 5 ] ;
c o r t e := evalb (
( valorX >= minX) and
( valorX <= maxX) and
( valorY >= minY) and
( valorY <= maxY) ) ;
i f ( c o r t e ) then
break ;
f i ;
od ;
f i ;
i f ( c o r t e ) then
return t rue ;
f i ;
f i ;
f i ;
return f a l s e ;
end proc :
r e c := Recta ( 3 , 3 , 2 , 0 , 2 , 0 ) :
#rec := Recta ( 3 , 3 , 0 , 0 , 2 , 1 . 2 ) :
d i sp l a y (
dibujaRecta ( rec , c a j i t a ) ,
d ibujaCaja ( c a j i t a ) ,
p in taSp l ine (MallaDeControl ) ,
d ibujaPo l igonoContro l ( MallaDeControl ,
COLOUR(RGB, 1 , 0 , 0 ) )
) ;
cortaRectaCaja ( rec , c a j i t a ) ;
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A.7.3. Algoritmo principal
Versio´n iterativa normal
minimax:= proc ( mallaControl , r ecta , p r e c i s i o n )
option remember ;
local co laMal las , puntosCorte , ca ja , malla , submallas , i ,
p intaMal las , ps , co l , c a j a s ;
co l aMa l l a s :=queue [ new ] ( ) ;
queue [ enqueue ] ( co laMal las , mal laContro l ) ;
puntosCorte : = [ ] ;
p intaMal la s := [ ] ;
c a j a s := [ ] ;
while ( queue [ l ength ] ( co l aMa l l a s )>0) do
#extraemos l a primera mal la de l a co l a
malla :=queue [ dequeue ] ( co l aMa l l a s ) ;
#obtenemos l a ca ja de l a mal la
ca j a := ca l cu laCa ja ( malla ) ;
#comprobamos s i cor ta con l a rec ta
i f ( cortaRectaCaja ( recta , ca j a ) ) then
pintaMal la s := [ op ( p intaMal la s ) , malla ] ;
#s i corta , comparamos con l a p r e c i s i o´ n
ca j a s := [ op ( ca j a s ) , d ibujaCaja ( ca j a ) ] ;
i f ( p r e c i s i o n>tamCaja ( ca j a ) ) then
#apuntamos e l punto de cor t e
puntosCorte :=[ op ( puntosCorte ) ,
centroCaja ( ca j a ) ] ;
else
#subd iv id imos
submal las := subdiv ideMal la ( malla ) ;
for i from 1 to 4 do
queue [ enqueue ] ( co laMal las , submal las [ i ] ) ;
od ;
f i ;
f i ;
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od ;
c o l := rand ( 2 5 5 ) ;
ps := [ ] ;
for i from 1 to nops ( p intaMal la s ) do
ps := [ op ( ps ) , d ibujaPo l igonoContro l ( p intaMal la s [ i ] ,
COLOR(RGB, co l ( )/255 , c o l ( )/255 , c o l ( ) / 2 5 5 ) ) ] ;
od ;
return [ puntosCorte , ps , c a j a s ] ;
end proc :
Ejemplo de uso
r e su l t ado := minimax (MallaDeControl , rec , 0 . 0 0 1 ) :
p r i n t (” Puntos de co r t e ” , r e su l t ado [ 1 ] ) ;
d i sp l a y (
r e su l t ado [ 2 ] ,
d ibujaRecta ( rec , c a j i t a ) ,
po in tp lo t3d ( r e su l t ado [ 1 ] )
) ;
d i sp l a y (
r e su l t ado [ 3 ] ,
d ibujaRecta ( rec , c a j i t a ) ,
po in tp lo t3d ( r e su l t ado [ 1 ] )
) ;
Versio´n recursiva
miniMaxR := proc ( malla , r ecta , p r e c i s i o n )
local datos , i , datosNuevos , normal ;
option remember ;
datos := miniMaxRec ( malla , r ecta , p r e c i s i o n ,
0 , 1 , 0 , 1 ) ;
datosNuevos := [ ] ;
for i from 1 to nops ( datos ) do :
normal := normalMallaConTresPuntos ( datos [ i ] [ 6 ] ) ;
datosNuevos := [ op ( datosNuevos ) , [ op ( datos [ i ] ) ,
normal ] ] ;
od ;
return datosNuevos ;
end proc :
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miniMaxRec := proc ( malla , r ecta , p r e c i s i o n , uMin , uMax ,
vMin , vMax)
option remember ;
local caja , subMallas , uMedia , vMedia , r e to rno ;
# Obtenemos l a ca ja de l a mal la
ca j a := ca l cu laCa ja ( malla ) ;
# Comprobamos s i cor ta con l a rec ta
i f ( cortaRectaCaja ( recta , ca j a ) ) then
#Miramos e l taman˜o de l a ca ja
i f ( tamCaja ( ca j a ) < p r e c i s i o n ) then
#Entonces hemos determinado e l punto de cor t e
r e to rno := [ [ centroCaja ( ca j a ) , uMin , uMax ,
vMin , vMax , malla ] ] ;
else
# Como l a ca ja no es s u f i c i en t emen t e pequen˜a ,
# div id imos .
subMallas := subdiv ideMal la ( malla ) ;
# Calculamos l a s u ’ s y l a s v ’ s de cada t ro zo
uMedia := (uMax+uMin )/2 ;
vMedia := (vMax+vMin )/2 ;
# Calculamos e l punto de cor t e para cada una
# de l a s ma l la s .
r e to rno :=
[ miniMaxRec ( subMallas [ 1 ] , r ecta , p r e c i s i o n ,
uMin , uMedia , vMin , vMedia ) [ ] ,
miniMaxRec ( subMallas [ 2 ] , r ecta , p r e c i s i o n ,
uMin , uMedia , vMedia , vMax ) [ ] ,
miniMaxRec ( subMallas [ 3 ] , r ecta , p r e c i s i o n ,
uMedia , uMax , vMin , vMedia ) [ ] ,
miniMaxRec ( subMallas [ 4 ] , r ecta , p r e c i s i o n ,
uMedia , uMax , vMedia , vMax ) [ ] ]
f i ;
else
#La rec ta no cor ta a l a ca ja
r e to rno := [ ] ;
f i ;
return r e to rno ;
end proc :
A.8. OPERACIONES CON VECTORES 127
resultadoMinimax :=miniMaxR(MallaDeControl , rec , 0 . 0 0 1 ) :
A.8. Operaciones con vectores
A.8.1. Ca´lculo vector con dos puntos
vectorDosPuntos:=proc ( p1 , p2 )
local v ;
v : = [ [ ] , [ ] , [ ] ] ;
v [ 1 ] := p1 [1]−p2 [ 1 ] ;
v [ 2 ] := p1 [2]−p2 [ 2 ] ;
v [ 3 ] := p1 [3]−p2 [ 3 ] ;
return v ;
end proc :
vectorDosPuntos ( [ 1 , 2 , 3 ] , [ 3 , 4 , 5 ] ) ;
A.8.2. Producto vectorial
productoVecto r i a l :=proc ( v1 , v2 )
local v ;
v := [ 0 , 0 , 0 ] ;
v [ 1 ] := v1 [ 2 ] ∗ v2 [3]−v1 [ 3 ] ∗ v2 [ 2 ] ;
v [ 2 ] := v1 [ 3 ] ∗ v2 [1]−v1 [ 1 ] ∗ v2 [ 3 ] ;
v [ 3 ] := v1 [ 1 ] ∗ v2 [2]−v1 [ 2 ] ∗ v2 [ 1 ] ;
return v ;
end proc :
A.8.3. Producto escalar
productoEsca la r :=proc ( v1 , v2 )
local s a l i d a ;
s a l i d a :=v1 [ 1 ] ∗ v2 [1 ]+ v1 [ 2 ] ∗ v2 [2 ]+ v1 [ 3 ] ∗ v2 [ 3 ] ;
return s a l i d a ;
end proc :
p roductoEsca la r ( [ 0 , 1 , 1 ] , [ 1 , 0 , 0 ] ) ;
productoEsca la r ( [ 1 , 1 , 1 ] , [ 1 , 0 , 0 ] ) ;
A.8.4. Mo´dulo de un vector
modulo :=proc (v )
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local m;
m:= sq r t ( ( v [ 1 ] ) ˆ2+(v [2 ] ) ˆ2+(v [ 3 ] ) ˆ 2 ) ;
return m;
end proc :
modulo ( [ 0 , 1 , 1 ] ) ;
modulo ( [ 2 , 3 , 6 ] ) ;
A.8.5. Coseno del a´ngulo entre dos vectores
cosenoVectores :=proc ( v1 , v2 )
local coseno ,m;
coseno :=v1 [ 1 ] ∗ v2 [1 ]+ v1 [ 2 ] ∗ v2 [2 ]+ v1 [ 3 ] ∗ v2 [ 3 ] ;
m:=modulo ( v1 )∗modulo ( v2 ) ;
coseno := coseno/m;
return coseno ;
end proc :
co senoVectores ( [ 0 , 1 , 1 ] , [ 1 , 0 , 0 ] ) ;
A.8.6. Ca´lculo del a´ngulo entre dos vectores
anguloVectores :=proc ( v1 , v2 )
local coseno ;
coseno := cosenoVectores ( v1 , v2 ) ;
return a r cco s ( coseno ) ;
end proc :
anguloVectores ( [ 0 , 1 , 1 ] , [ 1 , 0 , 0 ] ) ;
A.9. Ca´lculo de la normal por me´todos apro-
ximativos
A.9.1. Vector normal de un plano dado por tres puntos
Ca´lculo utilizando un determinante
normalPlano := proc ( a , b , c )
local m;
m:= Matrix ( [ [ ’ i ’ , ’ j ’ , ’ k ’ ] , [ b [1]−a [ 1 ] , b [2]−a [ 2 ] ,
b [3]−a [ 3 ] ] , [ c [1]−a [ 1 ] , c [2]−a [ 2 ] , c [3]−a [ 3 ] ] ] ) ;
return Determinant (m) ;
end proc :
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Ca´lculo manual
normalPlanoAmano :=proc ( a , b , c )
local ab , ac , determinante ;
ab:=vectorDosPuntos (b , a ) ;
ac :=vectorDosPuntos ( c , a ) ;
determinante := productoVecto r i a l ( ab , ac ) ;
return determinante ;
end proc :
Ejemplos de uso
normalPlano ( [ 1 , 0 , 0 ] , [ 0 , 2 , 0 ] , [ 0 , 0 , − 1 ] ) ;
normalPlanoAmano ( [ 1 , 0 , 0 ] , [ 0 , 2 , 0 ] , [ 0 , 0 , − 1 ] ) ;
A.9.2. Vector normal de una malla a partir
de tres puntos
normalMallaConTresPuntos :=proc ( malla )
local normal , modu ;
normal := normalPlanoAmano ( malla [ 1 ] [ 1 ] ,
malla [ 1 ] [ 4 ] ,
malla [ 4 ] [ 4 ] ) ;
modu:= modulo ( normal ) ;
return ( normal / modu ) ;
end proc :
normalMallaConTresPuntos (MallaDeControl ) ;
A.9.3. Vector normal como suma de dos normales
normalMallaConDosTriangulos := proc ( malla )
local normal1 , normal2 ;
normal1 :=normalPlanoAmano ( malla [ 1 ] [ 1 ] , malla [ 1 ] [ 4 ] ,
malla [ 4 ] [ 4 ] ) ;
normal2 :=normalPlanoAmano ( malla [ 1 ] [ 1 ] , malla [ 4 ] [ 4 ] ,
malla [ 4 ] [ 1 ] ) ;
return normal1+normal2 ;
end proc :
normalMallaConDosTriangulos (MallaDeControl ) ;
130 APE´NDICE A. IMPLEMENTACIO´N EN MAPLE
A.9.4. Ca´lculo de las normales de los puntos de
corte de una malla con una recta
normalesPuntosDeCorte :=proc ( mal las )
local normales , i , normal ;
normales : = [ ] ;
for i from 1 to nops ( mal las ) do
normal:=normalMallaConTresPuntos ( mal las [ i ] ) ;
p r i n t (”Normal : ” , normal ) ;
normales :=[ op ( normales ) , normal ] ;
od ;
return normales ;
end proc :
A.9.5. Pinta normal
pintaNormal:=proc ( normal , punto , va l )
return po in tp lo t3d ({ [ normal [ 1 ] ∗ va l+punto [ 1 ] ,
normal [ 2 ] ∗ va l+punto [ 2 ] ,
normal [ 3 ] ∗ va l+punto [ 3 ] ] , punto } ,
connect=true , t h i ckne s s =2);
end proc :
A.10. Normal de una superficie en un punto
A.10.1. Derivadas de la superficie de Be´zier
Derivadas usando diff
ca lcu laDer ivada :=proc ( malla )
local der iv , po l inomio ;
unass ign ( ’ u ’ ) ;
unass ign ( ’ v ’ ) ;
de r i v : = [ [ 0 , 0 , 0 ] , [ 0 , 0 , 0 ] ] ;
po l inomio := po l inomioSp l ine ( malla ) ;
de r i v [ 1 ] := d i f f ( pol inomio , u ) ;
de r i v [ 2 ] := d i f f ( pol inomio , v ) ;
return der iv ;
end proc :
Ejemplo de uso
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der := ca lcu laDer ivada (MallaDeControl ) :
subs ({u=0.5 , v=0.5} , der ) ;
Derivada “manual”
ca lcu laDer ivada2 :=proc ( malla )
local i , j , B1 , B2 , pol inomio , de r i v ;
de r i v : = [ [ 0 , 0 , 0 ] , [ 0 , 0 , 0 ] ] ;
po l inomio := [ 0 , 0 , 0 ] ;
for j from 1 to 4 do
for i from 1 to 3 do
unass ign ( ’ t ’ ) ;
B1 := subs ({ ’ t ’= ’u ’} , Bernste in (2 , i −1)) ;
B2 := subs ({ ’ t ’= ’v ’} , Bernste in (3 , j −1)) ;
de r i v [ 1 ] := der iv [ 1 ]+( malla [ i +1] [ j ]∗B1∗B2)−
( malla [ i ] [ j ] )∗B1∗B2 ;
od ;
od ;
for i from 1 to 4 do
for j from 1 to 3 do
unass ign ( ’ t ’ ) ;
B1 := subs ({ ’ t ’= ’u ’} , Bernste in (3 , i −1)) ;
B2 := subs ({ ’ t ’= ’v ’} , Bernste in (2 , j −1)) ;
de r i v [ 2 ] := der iv [ 2 ]+( malla [ i ] [ j +1]∗B1∗B2)−
( malla [ i ] [ j ] )∗B1∗B2 ;
od ;
od ;
d e r i v [ 1 ] :=3∗ der iv [ 1 ] ;
de r i v [ 2 ] :=3∗ der iv [ 2 ] ;
return der iv ;
end proc :
Ejemplo de uso
subs ({u=0.5 , v=0.5} , ca l cu laDer ivada2 (MallaDeControl ) ) ;
A.10.2. Ca´lculo de la normal
Ca´lculo del vector normal a la Spline
vectorNormal :=proc ( malla , r , s )
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local normal , d , d1 , d2 ,m, i ;
normal := [ 0 , 0 , 0 ] ;
d:= subs ({ ’ u’=r , ’ v’= s } , ca l cu laDer ivada2 ( malla ) ) ;
d1:=d [ 2 ] ;
d2:=d [ 1 ] ;
normal := productoVecto r i a l ( d1 , d2 ) ;
m := sq r t ( normal [ 1 ] ˆ 2 + normal [ 2 ] ˆ 2 + normal [ 3 ] ˆ 2 ) ;
normal := normal/m;
return normal ;
end proc :
Ejemplo de uso
vectorNormal (MallaDeControl , 0 , 0 ) ;
#Dibujo de l a normal en l a s u p e r f i c i e
d i sp l a y (
po in tp lo t3d ({ ca l cu l aPuntoSp l ine (MallaDeControl , 0 . 5 , 0 . 5 )
−vectorNormal (MallaDeControl , 0 . 5 , 0 . 5 ) / 5 ,
ca l cu l aPuntoSp l ine (MallaDeControl , 0 . 5 , 0 . 5 )} ,
connect=true , t h i ckne s s =2) ,
p in taSp l ine (MallaDeControl , COLOUR(RGB, 1 , 0 , 0 ) )
)
;
d i sp l a y (
po in tp lo t3d ({
ca l cu l aPuntoSp l ine (MallaDeControl3 , 0 . 5 , 0 . 5 ) −
vectorNormal (MallaDeControl3 ,
0 . 5 , 0 . 5 ) / 5 ,
ca l cu l aPuntoSp l ine (MallaDeControl3 , 0 . 5 , 0 . 5 )} ,
connect=true , t h i ckne s s =2) ,
p in taSp l ine (MallaDeControl3 , COLOUR(RGB, 1 , 0 , 0 ) )
) ;
A.11. Buffer Z
f i l t r aPun t o s := proc ( r e su l t ado )
option remember ;
local datos , i ;
datos := r e su l t ado [ 1 ] ;
for i from 2 to nops ( r e su l t ado ) do
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i f ( datos [ 1 ] [ 3 ] > r e su l t ado [ i ] [ 1 ] [ 3 ] ) then
datos := r e su l t ado [ i ] ;
f i ;
od :
return datos ;
end proc :
A.12. Ca´lculo de todos los puntos de corte
para un haz de rectas
ca lculaPuntosYnormales := proc ( malla , ancho , a l t o )
option remember ;
local r e c ta s , r e su l t ado s , i , r e t o rno ;
#Obtenemos e l haz de r e c t a s que suponen
# e l a´rea de v i s i o´ n
r e c t a s := creaHazDeRectas ( ancho , a l t o ) ;
#Una a una , l a s in tersecamos con l a mal la
r e su l t ado s := [ ] ;
for i from 1 to nops ( r e c t a s ) do
r e su l t ado s := [ op ( r e su l t ado s ) ,
miniMaxR(malla , r e c t a s [ i ] , 0 . 0 0 1 ) ] ;
od ;
#Ahora , de cada juego de re su l t ado s , nos quedamos
#con e l que t i e n e e l punto de cor t e ma´s cercano .
r e to rno := [ ] ;
for i from 1 to nops ( r e su l t ado s ) do
i f ( nops ( r e su l t ado s [ i ] ) > 0) then
r e to rno := [ op ( r e to rno ) ,
f i l t r aPun t o s ( r e su l t ado s [ i ] ) ] ;
f i ;
od ;
return r e to rno ;
end proc :
Ejemplo de uso
dibujosRectas := [ ] :
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r e c t a s := creaHazDeRectas ( 2 0 , 1 5 ) :
for i from 1 to nops ( r e c t a s ) do
d ibujosRectas := [ op ( d ibujosRectas ) ,
dibujaRectaParametro ( r e c t a s [ i ] , 5 ) ] :
od :
d i sp l a y ( dibujosRectas , p in taSp l ine (MallaDeControl3 ) ) ;
r e s := calculaPuntosYnormales (MallaDeControl3 , 2 0 , 1 5 ) :
puntos := [ ] :
dibujaNormales := [ ] :
normales : = [ ] :
for i from 1 to nops ( r e s ) do
puntos := [ op ( puntos ) , r e s [ i ] [ 1 ] ] ;
dibujaNormales := [ op ( dibujaNormales ) ,
po in tp lo t3d ({ r e s [ i ] [ 1 ] ,
( r e s [ i ] [ 7 ]∗100000)+ r e s [ i ] [ 1 ] } ,
connect=true , t h i ckne s s =2) ] ;
normales :=[ op ( normales ) , r e s [ i ] [ 7 ] ] ;
od :
d i sp l a y ( po in tp lo t3d ( puntos ) , dibujaNormales ) ;
po in tp lo t3d ( puntos ) ;
A.13. Representacio´n
A.13.1. Dibujo del mapa de bits
mapaDeBits := [
[ [ 1 , 0 , 0 ] , [ 1 , 0 . 5 , 0 ] , [ 1 , 1 , 0 ] , [ 0 , 0 , 1 ] ] ,
[ [ 1 , 0 , 0 . 5 ] , [ 1 , 0 . 5 , 0 . 5 ] , [ 1 , 1 , 0 . 5 ] , [ 0 , 1 , 0 ] ] ,
[ [ 1 , 0 , 1 ] , [ 1 , 0 . 5 , 1 ] , [ 1 , 1 , 1 ] , [ 1 , 0 , 0 ] ]
] :
#generamos un mapa de b i t s a l e a t o r i o
mapaDeBits2 : = [ ] ;
c o l o r := rand ( 2 5 6 ) ;
for i from 1 to 15 do
f i l a : = [ ] ;
for j from 1 to 20 do
colorAux :=[ s i n ( i ∗ j ) , s i n ( i ∗ j ) , s i n ( i ∗ j ) ] ;
f i l a := [ op ( f i l a ) , colorAux ] ;
od ;
mapaDeBits2 :=[ op (mapaDeBits2 ) , f i l a ] ;
od :
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d ibu jo s := [ ] :
for j from 1 to nops (mapaDeBits2 ) do
for i from 1 to nops (mapaDeBits2 [ 1 ] ) do
punt := [ [ i −0.5 , −j −0 .5 ] , [ i −0.5 , −j +0 .5 ] ,
[ i +0.5 , −j +0 .5 ] , [ i +0.5 , −j − 0 . 5 ] ] ;
d ibu jo s := [ op ( d ibu jo s ) , po lygonplot ( punt ,
c o l o r=COLOR(RGB, mapaDeBits2 [ j ] [ i ] [ 1 ] ,
mapaDeBits2 [ j ] [ i ] [ 2 ] , mapaDeBits2 [ j ] [ i ] [ 3 ] ) ,
s t y l e=patchnogrid , axes=none ,
s c a l i n g=cons t ra ined ) ] ;
od :
od :
d i sp l a y ( d ibu jo s ) ;
d ibu jo s := [ ] :
for j from 1 to nops (mapaDeBits ) do
for i from 1 to nops (mapaDeBits [ 1 ] ) do
punt := [ [ i −0.5 , −j −0 .5 ] , [ i −0.5 , −j +0 .5 ] ,
[ i +0.5 , −j +0 .5 ] , [ i +0.5 , −j − 0 . 5 ] ] ;
d ibu jo s := [ op ( d ibu jo s ) ,
po lygonplot ( punt ,
c o l o r=COLOR(RGB,
mapaDeBits [ j ] [ i ] [ 1 ] ,
mapaDeBits [ j ] [ i ] [ 2 ] ,
mapaDeBits [ j ] [ i ] [ 3 ] ) ,
s t y l e=patchnogrid ,
axes=none ,
s c a l i n g=cons t ra ined ) ] ;
od :
od :
d i sp l a y ( d ibu jo s ) ;
A.13.2. Luz
Representacio´n abstracta de una luz
representaLuz :=proc ( po s i c i on , ro , i n t ens idad )
local l u z ;
#[ pos i c i on de l a l u z ( x , y , z ) , c o l o r de l a l u z ( r , g , b ) ,
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#in t en s i d ad de l a l u z ]
l u z :=[ po s i c i on , ro , i n t ens idad ] ;
return l u z ;
end proc :
Ca´lculo de la percepcio´n del observador
en un punto
calculoLuz1P :=proc ( o , p ,N, luz )
local SF , pF , op , luzRe f l e j ada , porc , f , ro , i n t ens idad ;
f := luz [ 1 ] ; # pos i c i o´ n de l a l u z
ro := luz [ 2 ] ; #co l o r de l a l u z
i n t ens idad := luz [ 3 ] ;
l u zRe f l e j ada : = [ [ ] , [ ] , [ ] ] ;
pF:=vectorDosPuntos ( f , p ) ;
op:=vectorDosPuntos (p , o ) ;
SF:=2∗( productoEsca la r (pF ,N)∗N)−pF ;
porc := cosenoVectores (SF , op ) ;
l u zRe f l e j ada [ 1 ] := in t ens idad ∗porc∗ ro [ 1 ] ;
l u zRe f l e j ada [ 2 ] := in t ens idad ∗porc∗ ro [ 2 ] ;
l u zRe f l e j ada [ 3 ] := in t ens idad ∗porc∗ ro [ 3 ] ;
return l u zRe f l e j ada ;
end proc :
Ca´lculo de la luz en todos los puntos
de corte
ca lcu loLuz :=proc ( o , puntos , normales , l uz )
local l u c e sRe f l e j ada s , i ;
l u c e sR e f l e j a d a s : = [ ] ;
for i from 1 to nops ( puntos ) do
l u c e sR e f l e j a d a s :=[ op ( l u c e sR e f l e j a d a s ) ,
calculoLuz1P (o , puntos [ i ] , normales [ i ] , l u z ) ] ;
od ;
return l u c e sR e f l e j a d a s ;
end proc :
Ejemplo de uso
luz1 := representaLuz ( [ 1 0 , 1 0 , 1 0 ] , [ 1 , 1 , 0 ] , 1 ) ;
lucesR := ca lcu loLuz ( [ 0 , 0 , 0 ] , puntos , normales , luz1 ) :
d ibujaLuces : = [ ] :
for i from 1 to nops ( puntos ) do
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dibujaLuces := [ op ( dibujaLuces ) ,
po in tp lo t3d ( puntos [ i ] , t h i c kne s s =5,
c o l o r=COLOR(RGB, lucesR [ i ] [ 1 ] ,
lucesR [ i ] [ 2 ] , lucesR [ i ] [ 3 ] ) ) ] ;
od :
d i sp l a y ( dibujaLuces ) ;
A.14. Comparacio´n de los me´todos de obten-
cio´n de
la normal
A.14.1. Generacio´n de una lista de a´ngulos que
difieren la normal derivada de la normal apro-
ximada
generaAngulos := proc ( malla , n , m)
local res , i , normalesA , normalesD ,
uM, vM, angulos , d i f ;
# Obtenemos l o s puntos de cor t e
r e s := calculaPuntosYnormales (malla , n , m) ;
# Obtenemos ahora todas l a s normales ya ca l c u l a da s
# por e l me´todo aproximado .
normalesA := [ ] ;
for i from 1 to nops ( r e s ) do
normalesA := [ op ( normalesA ) , r e s [ i ] [ 7 ] ] ;
od ;
# Calculamos ahora l a s normales derivando
normalesD := [ ] ;
for i from 1 to nops ( r e s ) do
uM := ( r e s [ i ] [ 2 ] + r e s [ i ] [ 3 ] ) / 2 ;
vM := ( r e s [ i ] [ 4 ] + r e s [ i ] [ 5 ] ) / 2 ;
normalesD := [ op ( normalesD ) ,
vectorNormal (malla , uM, vM) ] ;
od ;
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# Finalmente ca lcu lamos l o s angu los entre ambas
angulos := [ ] ;
for i from 1 to nops ( r e s ) do
d i f := sq r t ( ( normalesA [ i ] [ 1 ] − normalesD [ i ] [ 1 ] ) ˆ 2 +
( normalesA [ i ] [ 2 ] − normalesD [ i ] [ 2 ] ) ˆ 2 +
( normalesA [ i ] [ 3 ] − normalesD [ i ] [ 3 ] ) ˆ 2 ) / 2 ;
angulos := [ op ( angulos ) , a r c s i n ( d i f ) ∗ 2 ] ;
od ;
return angulos ;
end proc :
A.15. Estudio estad´ıstico
A.15.1. Media aritme´tica
#Ca´ lcu lo de l a media a r i tm e´ t i c a :
mediaAritmetica := proc ( datos )
local i , media , n ;
media :=0;
n:=nops ( datos ) ;
for i from 1 to n do
media := media + datos [ i ] ;
od ;
return evalf (media/n ) ;
end proc :
#Ejemplo :
angulos : = [ 2 . 2 , 3 . 2 , 4 . 5 , 5 . 1 ] ;
mediaAritmetica ( angulos ) ;
A.15.2. Varianza muestral
#Ca´ lcu lo de l a var ianza muestra l :
var ianzaMuest ra l :=proc ( datos )
local media , n , i , var ianza ;
n:=nops ( datos ) ;
media :=mediaAritmetica ( datos ) ;
var ianza :=0;
for i from 1 to n do
var ianza :=var ianza + ( datos [ i ] − media ) ˆ 2 ;
od ;
A.15. ESTUDIO ESTADI´STICO 139
return evalf ( var ianza /n ) ;
end proc :
#Ejemplo :
var ianzaMuest ra l ( angulos ) ;
A.15.3. Desviacio´n t´ıpica
#Ca´ lcu lo de l a de s v i ac i o´ n t ı´ p i c a :
desv ia c i onT ip i c a :=proc ( datos )
return s q r t ( var ianzaMuest ra l ( datos ) ) ;
end proc :
#Ejemplo :
desv ia c i onT ip i c a ( angulos ) ;
A.15.4. Medidas de dispersio´n
#Ca´ lcu lo de t r e s medidas de d i s p e r s i o´ n de un conjunto
#de datos (media , var ianza y de sv i ac i o´ n t ı´ p i c a ) :
e s t ud i oE s t a d i s t i c o :=proc ( datos )
local i , media , n , var ianza , de sv i a c i on ;
# c a´ l c u l o de l a media :
media :=0;
n:=nops ( datos ) ;
for i from 1 to n do
media := media + datos [ i ] ;
od ;
media :=evalf (media /n ) ;
#c a´ l c u l o de l a var ianza :
var ianza :=0;
for i from 1 to n do
var ianza :=var ianza + ( datos [ i ] − media ) ˆ 2 ;
od ;
var ianza :=evalf ( var ianza /n ) ;
#c a´ l c u l o de l a de s v i ac i o´ n :
desv ia c i on := sq r t ( var ianza ) ;
return [ media , var ianza , de sv i a c i on ] ;
end proc :
#Ejemplo :
e s t ud i oE s t a d i s t i c o ( angulos ) ;
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A.15.5. Aplicacio´n a los a´ngulos de las normales
angulos := generaAngulos (MallaDeControl3 , 8 , 6 ) :
e s tud io := e s t ud i oE s t a d i s t i c o ( angulos ) :
p r i n t (”Media : ” , e s tud io [ 1 ] ) ;
p r i n t (” Varianza : ” , e s tud io [ 2 ] ) ;
p r i n t (” Desv iac i o´n t ı´ p i c a : ” , e s tud io [ 3 ] ) ;
Ape´ndice B
Listado de co´digo C++
El presente ape´ndice contiene el listado de co´digo en C++ que utilizamos
en el proyecto. Todo el co´digo C++ utilizado en el proyecto, tanto para la
ejecucio´n en Windows, Linux, como para la ejecucio´n en la Virtex II Pro reali-
zando las operaciones de divisio´n por software y por hardware, esta´ contenido
en los mismos archivos. Para no tener que modificar el co´digo independiente-
mente de la plataforma, tenemos una serie de macros que nos permiten elegir
que´ co´digo compilar.
B.1. Macros de configuracio´n
B.1.1. splines.h
#ifndef SPLINES CONFIG H
#define SPLINES CONFIG H
//Descomentar para compi lar en XPS
// #de f i n e SPLINES HARDWARE
//Descomentar para repre s en ta r s o´ l o en func i o´n de Z
// #de f i n e BUFFERZ
//Descomentar para mostrar l a i luminac i o´n e specu l a r
#define ESPECULAR
#ifdef SPLINES HARDWARE
// Inc lude s para hardware
#include ”xparameters . h”
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#include ” xca che l . h”
#include ” s td i o . h”
#include ” xgpio . h”
//Descomentar para e j e cu t a r l a d i v i s i o n de mal la s
//en l a FPGA.
#define FPGA
#else
// Inc lude s para so f tware
//Descomentar para DEBUG
#define DEBUG
#include <iostream>
#include <s t r ing>
#include <sstream>
#include <c s t d l i b>
#include <SDL. h>
using namespace std ;
//Descomentar para que func ione con f l o a t . Comentar
//para punto f i j o .
#define PFIJO TEST
//Descomentar para punto f i j o cor to . Comentar para l a r g o .
// #de f i n e PFIJO CORTO
#endif //SPLINES HARDWARE
// Inc lude s g l o b a l e s
#include <math . h>
//Macros v a r i a s
/∗∗
∗ Macro para c a l c u l a r un co l o r con sa turac i o´ n .
∗/
#define SAT COLOR(x) ( ( x ) > 255 ? 255 : ( x ) )
/∗∗
∗ Macro para e l im inar un va l o r nega t i vo .
∗/
#define POSIT(x ) ( ( x ) < 0 ? 0 : ( x ) )
/∗∗
∗ Macro para in tercambiar dos f l o a t s o´ l o s i e l primero
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∗ es mayor que e l segundo .
∗/
#define SWAP( l0 , l 1 ) i f ( l 1 < l 0 ) { \
f loat swap f l oa t = l 0 ; \
l 0 = l 1 ; \
l 1 = swap f l oa t ;\
}
/∗∗
∗ Macro para c a l c u l a r e l mı´nimo de dos va l o r e s .
∗/
#define MIN(a , b ) ( ( a ) < (b ) ? ( a ) : (b ) )
/∗∗
∗ Macro para c a l c u l a r e l ma´ximo de dos va l o r e s .
∗/
#define MAX(a , b ) ( ( a ) > (b ) ? ( a ) : (b ) )
/∗∗
∗ Macro para c a l c u l a r e l v a l o r a b s o l u t o de un nu´mero .
∗/
#define ABS(x ) ( ( x ) > 0 ? (x ) : −(x ) )
#endif //SPLINES CONFIG H
B.2. Programa principal
B.2.1. splines.cpp
#include ” s p l i n e s . h”
#include ”punto . h”
#include ”ma l l a cont ro l . h”
#include ” r e c t a . h”
#include ”imagen . h”
#include ” l u c e s . h”
#include ” be rn s t e i n . h”
#ifdef SPLINES HARDWARE
#include ” con t r o l gp i o . h”
#else
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void d ibu jaP ixe l ( SDL Surface ∗ screen , int x , int y ,
P ixe l pix ) {
//Calculamos e l c o l o r
Uint32 p i x e l = SDL MapRGB( screen−>format , pix .R,
pix .G, pix .B) ;
//Obtenemos l a d i r e c c i o´ n donde hay que p in ta r
Uint8 ∗p = ( Uint8 ∗) screen−>p i x e l s +
y ∗ screen−>p i t ch +
x ∗ screen−>format−>BytesPerPixel ;
//Pintamos
∗( Uint32 ∗)p = p i x e l ;
}
#endif //SPLINES HARDWARE
int main ( int argc , char ∗argv [ ] ) {
#i f d e f SPLINES HARDWARE
//Activamos l a cache
XCache EnableICache (0 xc0000000 ) ;
XCache EnableDCache (0 xc0000000 ) ;
// In i c i a l i z amos l o s GPIOS
In i c ia l i zaGPIO ( ) ;
p r i n t ( ”GPIO i n i c i a l i z a d o .\ r \n” ) ;
#end i f //SPLINES HARDWARE
// Creamos l o s puntos de l a mal la o r i g i n a l .
Punto ∗∗∗puntos = new Punto ∗ ∗ [ 4 ] ;
for ( int i = 0 ; i < 4 ; i++) {
puntos [ i ] = new Punto ∗ [ 4 ] ;
}
puntos [ 0 ] [ 0 ] = new Punto ( 0 . f , . 0 f , . 0 f ) ;
puntos [ 0 ] [ 1 ] = new Punto ( . 3 5 f , . 1 f , . 1 f ) ;
puntos [ 0 ] [ 2 ] = new Punto ( . 6 5 f , . 7 f , . 1 f ) ;
puntos [ 0 ] [ 3 ] = new Punto ( 1 . f , . 9 f , . 0 f ) ;
puntos [ 1 ] [ 0 ] = new Punto ( 0 . f , . 3 f , . 2 5 f ) ;
puntos [ 1 ] [ 1 ] = new Punto ( . 3 5 f , . 9 f , . 2 5 f ) ;
puntos [ 1 ] [ 2 ] = new Punto ( . 6 5 f , . 9 f , . 2 5 f ) ;
puntos [ 1 ] [ 3 ] = new Punto ( . 9 f , . 3 f , . 2 5 f ) ;
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puntos [ 2 ] [ 0 ] = new Punto ( 0 . f , . 3 f , . 5 f ) ;
puntos [ 2 ] [ 1 ] = new Punto ( . 3 5 f , . 9 f , . 5 f ) ;
puntos [ 2 ] [ 2 ] = new Punto ( . 6 5 f , . 9 f , . 5 f ) ;
puntos [ 2 ] [ 3 ] = new Punto ( . 9 f , . 3 f , . 5 f ) ;
puntos [ 3 ] [ 0 ] = new Punto ( 0 . f , . 7 f , . 8 f ) ;
puntos [ 3 ] [ 1 ] = new Punto ( . 3 5 f , . 3 f , . 7 5 f ) ;
puntos [ 3 ] [ 2 ] = new Punto ( . 6 5 f , . 3 f , . 7 5 f ) ;
puntos [ 3 ] [ 3 ] = new Punto ( 1 . f , . 2 f , . 8 f ) ;
//Creamos l a s l u c e s
Luz ∗∗ l u c e s = new Luz ∗ [ 3 ] ;
//Obtenemos por entrada es t a´ndar ancho y a l t o .
#i f d e f SPLINES HARDWARE
int ancho = 640 ;
int a l t o = 480 ;
#else
int ancho = 800 ;
int a l t o = 600 ;
int anchoPanta l la = 800 ;
int a l t oPan ta l l a = 600 ;
#i f d e f DEBUG
ancho = 800 ;
a l t o = 600 ;
#end i f //DEBUG
#end i f //SPLINES HARDWARE
//Creamos l a s l u c e s de l a escena
l u c e s [ 0 ] = new Luz (Punto ( 0 . f , . 9 f , . 9 f ) , 0 . 9 , 0 . 1 , 0 . 1 , . 9 ) ;
l u c e s [ 1 ] = new Luz (Punto ( . 5 f , 0 . f , . 5 f ) , 0 . 1 , . 9 , 0 . 1 , . 7 ) ;
l u c e s [ 2 ] = new Luz (Punto ( 1 . f , 1 . f , 1 . f ) , 0 . 1 , 0 . 1 , . 9 , . 4 ) ;
// Creamos l a s ma l la s
MallaControl : : i n i c i a l i z a ( ancho ) ;
MallaControl ∗∗mallas = new MallaControl ∗ [ 1 ] ;
mal las [ 0 ] = new MallaControl ( puntos ) ;
//Creamos l a s l u c e s de l a escena .
Imagen img = Imagen ( ancho , a l to , mallas , 1 , luces , 3 ) ;
//Computamos l a escena
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#i f d e f FPGA
p r i n t f ( ”Computamos l a imagen (Via HW)\ r \n” ) ;
#else
p r i n t f ( ”Computamos l a imagen (VIA SW)\ r \n” ) ;
#end i f
img . computarImagen ( ) ;
#i f n d e f SPLINES HARDWARE
//Representamos l a imagen
p r i n t f ( ”Pintamos . . . \ r\n” ) ;
#i f n d e f DEBUG
SDL Init (SDL INIT TIMER | SDL INIT VIDEO ) ;
SDL Surface ∗ s c r een = SDL SetVideoMode( anchoPantal la ,
a l t oPanta l l a ,
32 ,
SDLHWSURFACE
| SDL DOUBLEBUF) ;
i f (SDLMUSTLOCK( sc r een ) )
SDL LockSurface ( s c r een ) ;
SDL Fil lRect ( screen , 0 , 0 ) ;
i f (SDLMUSTLOCK( sc r een ) )
SDL UnlockSurface ( s c r een ) ;
f loat x2 = ( ( f loat ) ( img . getAncho ( ) ) ) /
( ( f loat ) anchoPanta l la ) ;
f loat y2 = ( ( f loat ) ( img . getAlto ( ) ) ) /
( ( f loat ) a l t oPan ta l l a ) ;
for ( int x = 0 ; x < anchoPanta l la ; x++) {
for ( int y = 0 ; y < a l t oPan ta l l a ; y++) {
int mX = ( int ) ( ( ( f loat )x )∗x2 ) ;
int mY = ( int ) ( ( ( f loat )y )∗y2 ) ;
d ibu jaP ixe l ( screen , x , ( a l t oPanta l l a−1)−y ,
img . g e tP i x e l (mX, mY) ) ;
}
}
SDL Flip ( s c r een ) ;
SDL Event e ;
while ( SDL WaitEvent(&e ) ) {
i f ( e . type == SDL QUIT) {
B.3. CLASE BERNSTEIN 147
SDL FreeSurface ( s c r een ) ;
SDL Quit ( ) ;
break ;
} else i f ( e . type == SDLKEYDOWN) {
for ( int x = 0 ; x < anchoPanta l la ; x++) {
for ( int y = 0 ; y < a l t oPan ta l l a ; y++) {
int mX = ( int ) ( ( ( f loat ) x )∗x2 ) ;
int mY = ( int ) ( ( ( f loat ) y )∗y2 ) ;
d ibu jaP ixe l ( screen , x , a l t oPan ta l l a
− 1 − y ,
img . g e tP i x e l (mX, mY) ) ;
}
}
SDL Flip ( s c r een ) ;
}
}
#end i f //DEBUG
#end i f //SPLINES HARDWARE
//Liberamos l o s recur so s
Recta : : l impia ( ) ;
for ( int i = 0 ; i < 3 ; i++)
delete l u c e s [ i ] ;
delete [ ] l u c e s ;
delete mallas [ 0 ] ;
delete [ ] mal las ;
#i f d e f SPLINES HARDWARE
//Desactivamos cache
XCache DisableDCache ( ) ;
XCache DisableICache ( ) ;
#end i f //SPLINES HARDWARE
return 0 ;
}
B.3. Clase Bernstein
B.3.1. bernstein.h
#ifndef BERNSTEIN H
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#define BERNSTEIN H
#include ” s p l i n e s . h”
#ifndef FPGA // Si se c a l c u l a con FPGA, no es nece sa r i o .
#include ” p f i j o . h”
/∗∗
∗ Representaci o´n de l o s po l inomios de Berns te in
∗ eva luados en <code>t = 0.5</code>.
∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
class Bernste in {
private :
/∗∗
∗ Matriz de da tos c a l c u l a do s .
∗/
PFijo l i s t a d o [ 4 ] [ 4 ] ;
/∗∗
∗ Calcu la e l v a l o r de Berns te in para un grado y un
∗ s u b ı´ n d i c e en <code>t = 0.5</code>.
∗ @param n Grado .
∗ @param i Sub ı´nd ice .
∗ @return Valor .
∗/
PFijo ca l cu l aBe rn s t e i n ( int n , int i ) ;
/∗∗
∗ In s tanc ia d e l Berns te in ( donde es t a´n almacenados
∗ l o s v a l o r e s )
∗/
stat ic Bernste in i n s t a n c i a ;
public :
/∗∗
∗ Constructor por d e f e c t o . Construye un Berns te in
∗ de grado 3 .
∗/
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Bernste in ( ) ;
/∗∗
∗ Destruc tor .
∗/
˜Bernste in ( ) ;
/∗∗
∗ Devuelve e l v a l o r de Berns te in dados <i>i</i> y
∗ <i>n</i >.
∗ @param n Grado .
∗ @param i Sub ı´nd ice .
∗ @return Valor en <code>t = 0.5</code>.
∗/
PFijo in l ine & getBerns t e in ( int n , int i ) {
return this−>l i s t a d o [ n ] [ i ] ;
}
/∗∗
∗ Punto de acceso a l a c l a s e en modo S in g l e t on .
∗ @return Puntero a l o b j e t o S in g l e t on .
∗/
stat ic inl ine Bernste in ∗ ge tBerns t e in ( ) {
return & in s t a n c i a ;
}
} ;
#endif //FPGA
#endif //BERNSTEIN H
B.3.2. bernstein.cpp
#include ” be rn s t e i n . h”
#ifndef FPGA
Bernste in Bernste in : : i n s t a n c i a = Bernste in ( ) ;
//Constructor
150 APE´NDICE B. LISTADO DE CO´DIGO C++
Bernste in : : Bernste in ( ) {
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
this−>l i s t a d o [ i ] [ j ] =
this−>ca l cu l aBe rn s t e i n ( i , j ) ;
}
}
}
//Des truc tor
Bernste in : : ˜ Bernste in ( ) {
// Nada .
}
//Evalu´a un pol inomio en t = 0.5
PFijo Bernste in : : c a l cu l aBe rn s t e i n ( int n , int i ) {
PFijo r e to rno = a f i j o ( 0 . f ) ;
i f ( ( n == 0) && ( i == 0) )
r e to rno = a f i j o ( 1 . f ) ;
else i f ( ! ( ( i > n) | | ( i < 0 ) ) )
r e to rno = prod ( a f i j o ( 0 . 5 f ) ,
c a l cu l aBe rn s t e i n (n−1, i ) )
+ prod ( a f i j o ( 0 . 5 f ) ,
c a l cu l aBe rn s t e i n (n−1, i −1)) ;
return r e to rno ;
}
#endif //FPGA
B.4. Clase Caja
B.4.1. caja.h
#ifndef CAJA H
#define CAJA H
#include ” s p l i n e s . h”
#include ”punto . h”
/∗∗
∗ Representaci o´n de l a ca ja que cont i ene una Sp l ine .
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∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
class Caja {
private :
/∗∗
∗ Punto mı´nimo de l a ca ja .
∗/
Punto min ;
/∗∗
∗ Punto ma´ximo de l a ca ja .
∗/
Punto max ;
/∗∗
∗ Centro de l a ca ja .
∗/
Punto centro ;
/∗∗
∗ Taman˜o de l a ca ja .
∗/
PFijo tam ;
public :
/∗∗
∗ Constructor de l a ca ja a p a t i r de l o s puntos de
∗ l a mal la de con t r o l .
∗ @param p Puntos de con t r o l .
∗/
Caja (Punto ∗∗∗p ) ;
/∗∗
∗ Constructor por d e f e c t o .
∗/
Caja ( ) ;
/∗∗
∗ Destruc tor .
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∗/
˜Caja ( ) ;
#i f n d e f SPLINES HARDWARE
/∗∗
∗ Representa l a ca ja en un s t r i n g l e g i b l e .
∗ @return s t r i n g con l o s da tos de l a ca ja .
∗/
s t r i n g toSt r ing ( ) ;
#end i f
/∗∗
∗ Permite acceder a l cen tro de l a ca ja .
∗ @return Referenc ia a l cen tro .
∗/
Punto in l ine & getCentro ( ) {
return this−>centro ;
}
/∗∗
∗ Permite acceder a l mı´nimo de l a ca ja .
∗ @return Referenc ia a l mı´nimo .
∗/
Punto in l ine & getMin ( ) {
return this−>min ;
}
/∗∗
∗ Permite acceder a l ma´ximo de l a ca ja .
∗ @return Referenc ia a l ma´ximo .
∗/
Punto in l ine & getMax ( ) {
return this−>max ;
}
/∗∗
∗ Permite conocer e l taman˜o de l a ca ja .
∗ @return Referenc ia a l taman˜o .
∗/
PFijo in l ine & getTam ( ) {
return this−>tam ;
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}
} ;
#endif
B.4.2. caja.cpp
#include ” ca j a . h”
#include ” p f i j o . h”
//Constructor
Caja : : Caja ( ) {
// Nada
}
//Constructor a p a r t i r de l o s puntos .
Caja : : Caja (Punto ∗∗∗p) {
min . x = p[0] [0 ]−>x ;
min . y = p[0] [0 ]−>y ;
min . z = p[0] [0 ]−> z ;
max . x = min . x ;
max . y = min . y ;
max . z = min . z ;
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
min . x = MIN(min . x , p [ i ] [ j ]−>x ) ;
max . x = MAX(max . x , p [ i ] [ j ]−>x ) ;
min . y = MIN(min . y , p [ i ] [ j ]−>y ) ;
max . y = MAX(max . y , p [ i ] [ j ]−>y ) ;
min . z = MIN(min . z , p [ i ] [ j ]−>z ) ;
max . z = MAX(max . z , p [ i ] [ j ]−>z ) ;
}
}
tam = MAX(MAX(max . x − min . x , max . y − min . y ) ,
max . z − min . z ) ;
#ifndef PFIJO TEST
centro . x = suma f i j o (min . x , max . x ) >> 1 ;
centro . y = suma f i j o (min . y , max . y ) >> 1 ;
centro . z = suma f i j o (min . z , max . z ) >> 1 ;
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#else
centro . x = (min . x + max . x ) / 2 . ;
centro . y = (min . y + max . y ) / 2 . ;
centro . z = (min . z + max . z ) / 2 . ;
#endif
}
#ifndef SPLINES HARDWARE
//Representaci o´n en s t r i n g
s t r i n g Caja : : t oSt r ing ( ) {
s t r ing s t r eam strm ;
strm << ” [ [ ” << a f l o a t (min . x ) << ” , ” ;
strm << a f l o a t (min . y ) << ” , ” << a f l o a t (min . z )
<< ” ] , [ ” << a f l o a t (max . x ) << ” , ”
<< a f l o a t (max . y ) << ” , ” << a f l o a t (max . z )
<< ” ] ] ” ;
return strm . s t r ( ) ;
}
#endif
//Des truc tor
Caja : : ˜ Caja ( ) {
// Nada .
}
B.5. Funciones para el control de los GPIOs
B.5.1. controlgpio.h
#ifndef CONTROLGPIOH
#define CONTROLGPIOH
#include ” s p l i n e s . h”
#ifdef SPLINES HARDWARE // Si no e s t a´ d e f in i do ,
//no se compila nada .
//16 b i t s de s a l i d a de contro l ,
//16 de entrada de con t r o l
#define MASKCONTROL 0xFFFF0000
// Se n˜a l e s de con t r o l
#define SET 0x00020000
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#define ESCRITO 0x00100000
#define GET 0x00040000
#define LEIDO 0x00080000
#define OK 0x00000001
#define READY 0x00000002
//Ajuste d e l s en t i d o de l o s r e g i s t r o s t r i−es tado de l o s
//GPIOs de datos .
#define INPUT 0xFFFFFFFF
#define OUTPUT 0x00000000
/∗∗
∗ Esta func i o´n i n i c i a l i z a l o s GPIOs
∗/
void In i c ia l i zaGPIO ( ) ;
/∗∗
∗ La l lamada a e s ta func i o´n no re torna has ta que e l
∗ f l a g e s t e´ a 1 .
∗/
void EsperaFlag (unsigned int f l a g ) ;
//Las s i g u i e n t e s func ione s se de f inen como macros por
// cue s t i on de e f i c i e n c i a .
#define Lee ( ) ( XGpio DiscreteRead (&gpio , 1 ) )
#define Escr ibe ( x ) ( XGpio DiscreteWrite (&gpio , 1 , ( x ) ) )
#define Contro l ( x ) ( XGpio DiscreteWrite (&gpio , 2 , ( x ) ) )
#define AjustaLectura ( ) XGpio SetDataDirection(&gpio , \
1 , INPUT) ;
#define AjustaEsc r i tu ra ( ) XGpio SetDataDirection(&gpio ,\
1 , OUTPUT) ;
//Declaramos l a v a r i a b l e para que funcionen l a s macros
extern XGpio gpio ;
#endif //SPLINES HARDWARE
#endif //CONTROLGPIO H
B.5.2. controlgpio.cpp
#include ” con t r o l gp i o . h”
156 APE´NDICE B. LISTADO DE CO´DIGO C++
#ifdef SPLINES HARDWARE // Si no e s t a´ d e f in i do ,
XGpio gpio ; // Ins tanc ia d e l GPIO
//Espera un f l a g .
void EsperaFlag (unsigned int mask ) {
while ( ! ( XGpio DiscreteRead(&gpio , 2) & mask ) )
;
}
// I n i c i a l i z a l o s GPIOs
void In i c ia l i zaGPIO ( ) {
// In i c i a l i z amos e l GPIO.
XGp i o I n i t i a l i z e (&gpio , XPAR GPIO DEVICE ID ) ;
//Ajustamos l a d i r e c c i o´ n d e l c on t r o l
XGpio SetDataDirection(&gpio , 2 , MASKCONTROL) ;
//Ponemos a 0 l a s s e n˜ a l e s de con t r o l
XGpio DiscreteWrite (&gpio , 2 , 0x0 ) ;
}
#endif //SPLINES HARDWARE
B.6. Clase Corte
B.6.1. corte.h
#ifndef CORTE H
#define CORTE H
#include ” s p l i n e s . h”
#include ”punto . h”
#include ”vec . h”
/∗∗
∗ Representaci o´n d e l co r t e en tre una rec ta y una Sp l ine .
∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
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class Corte {
private :
/∗∗
∗ Punto de cor t e .
∗/
Punto punto ;
/∗∗
∗ Normal a l a s u p e r f i c i e en e l punto de cor t e .
∗/
Vec normal ;
public :
/∗∗
∗ Constructor por d e f e c t o
∗/
Corte ( ) ;
/∗∗
∗ Constructor con para´metros
∗ @param p Punto de cor t e .
∗ @param v Normal a l a s u p e r f i c i e .
∗/
Corte ( Punto∗ p , Vec∗ v ) ;
/∗∗
∗ Destruc tor por d e f e c t o
∗/
˜Corte ( ) ;
#i f n d e f SPLINES HARDWARE
/∗∗
∗ Imprime un cor t e en un formato l e g i b l e .
∗ @return s t r i n g con e l co r t e impreso .
∗/
s t r i n g toSt r ing ( ) ;
#end i f
/∗∗
∗ Accesora a l punto de cor t e .
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∗ @return Referenc ia a l punto de cor t e .
∗/
Punto in l ine & getPunto ( ) {
return this−>punto ;
}
/∗∗
∗ Accesora a l a normal a l punto de cor t e .
∗ @return Referenc ia a l a normal .
∗/
Vec in l ine & getNormal ( ) {
return this−>normal ;
}
/∗∗
∗ Permite conocer l a Z de l co r t e .
∗ @return f l o a t con e l v a l o r .
∗/
PFijo in l ine & getZ ( ) {
return this−>punto . z ;
}
} ;
#endif
B.6.2. corte.cpp
#include ” co r t e . h”
//Constructor
Corte : : Corte ( ) {
//Nada .
}
//Constructor .
Corte : : Corte ( Punto∗ p , Vec∗ n) {
this−>punto . x = p−>x ;
this−>punto . y = p−>y ;
this−>punto . z = p−>z ;
this−>normal . s e t (∗n ) ;
}
B.7. CLASE IMAGEN 159
//Des truc tor .
Corte : : ˜ Corte ( ) {
//Nada
}
#ifndef SPLINES HARDWARE
//Convierte a un formato l e g i b l e .
s t r i n g Corte : : t oSt r ing ( ) {
s t r ing s t r eam strm ;
strm << ”Punto de co r t e : ” << punto . t oSt r ing ( )
<< ” ; Normal : ” << normal . t oSt r ing ( ) ;
return strm . s t r ( ) ;
}
#endif // So´ lo compi lar s i e s t a´ en modo SW.
B.7. Clase Imagen
B.7.1. imagen.h
#ifndef IMAGEN H
#define IMAGEN H
#include ” s p l i n e s . h”
#include ”punto . h”
#include ” p f i j o . h”
#include ” r e c t a . h”
#include ” l u c e s . h”
#include ”ma l l a cont ro l . h”
#include ” co r t e . h”
/∗∗
∗ Estruc tura de un p i x e l .
∗/
typedef struct RGB {
unsigned char R;
unsigned char G;
unsigned char B;
}
Pixe l ;
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/∗∗
∗ Representaci o´n de una escena que cont i ene va r i a s
∗ mal las de con t r o l y
∗ va r i a s l u c e s .
∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
class Imagen {
private :
/∗∗
∗ Anchura de l a imagen , en p ı´ x e l e s .
∗/
int ancho ;
/∗∗
∗ Altura de l a imagen , en p ı´ x e l e s .
∗/
int a l t o ;
/∗∗
∗ Mal las de l a escena .
∗/
MallaControl ∗∗ mallas ;
/∗∗
∗ Nu´mero de mal la s de l a escena .
∗/
int nMallas ;
#i f n d e f SPLINES HARDWARE
/∗∗
∗ P ı´ x e l e s de l a imagen .
∗/
Pixe l ∗∗∗ p ixs ;
#end i f
/∗∗
∗ Luces de l a escena .
∗/
Luz ∗∗ l u c e s ;
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/∗∗
∗ Nu´mero de l u c e s de l a escena .
∗/
int nLuces ;
/∗∗
∗ c a l c u l a l a suma de todas l a s l u c e s en un punto
∗ @param x Coordenada x d e l p i x e l .
∗ @param y Coordenada y d e l p i x e l .
∗ @return Vector con l o s 3 componentes de l a l u z .
∗/
f loat ∗ ca l cu l a rLuce s ( int x , int y , Corte ∗c ) ;
/∗∗
∗ Funcio´n para e l co´mputo de cada p i x e l .
∗/
void computarPixel ( int x , int y ) ;
public :
/∗∗
∗ Construye una imagen vac ı´ a .
∗/
Imagen ( ) ;
/∗∗
∗ Construye una imagen dada una l i s t a de ma l la s y
∗ una r e s o l u c i o´ n .
∗ @param ancho Anchura de l a imagen .
∗ @param a l t o Al tura de l a imagen .
∗ @param mal las Mal las de l a escena .
∗ @param nMallas Nu´mero de mal la s de l a escena .
∗ @param luc e s Luces de l a escena .
∗ @param nLuces Nu´mero de l u c e s de l a escena .
∗/
Imagen ( int ancho , int a l to , MallaControl ∗∗mallas ,
int nMallas , Luz ∗∗ luces , int nLuces ) ;
/∗∗
∗ Destruye una imagen .
∗/
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˜Imagen ( ) ;
#i f n d e f SPLINES HARDWARE
/∗∗
∗ Permite acceder a l o s p ı´ x e l e s de l a imagen .
∗ @return Devuelve una r e f e r en c i a a l p i x e l .
∗/
Pixe l in l ine & ge tP ix e l ( int x , int y ) {
return ∗ this−>p ixs [ x ] [ y ] ;
}
/∗∗
∗ Devuelve e l ancho de l a imagen .
∗ @return In t con e l ancho .
∗/
int inl ine & getAncho ( ) {
return this−>ancho ;
}
/∗∗
∗ Devuelve e l a l t o de l a imagen .
∗ @return In t con e l a l t o .
∗/
int inl ine & getAlto ( ) {
return this−>a l t o ;
}
#end i f
/∗∗
∗ Computa l a imagen , transformando l o s da tos en
∗ una imagen .
∗/
void computarImagen ( ) ;
} ;
#endif
B.7.2. imagen.cpp
#include ” imagen . h”
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#ifdef SPLINES HARDWARE
void d ibu jaP ixe l ( int x , int y , P ixe l & pix ) {
//Puntero a l a p an t a l l a
volat i le stat ic unsigned int ∗ panta l l a =
( volat i le unsigned int ∗) 0x07E00000 ;
//Color
volat i le unsigned int co l o r = 0x00 |
( pix .R << 16) | ( pix .G << 8) | pix .B;
//Pintamos
panta l l a [ x + 1024 ∗ (480 − y ) ] = co l o r ;
}
#endif
//Des truc tor
Imagen : : ˜ Imagen ( ) {
#i f n d e f SPLINES HARDWARE
for ( int i = 0 ; i < ancho ; i++) {
for ( int j = 0 ; j < a l t o ; j++)
delete this−>p ixs [ i ] [ j ] ;
delete [ ] this−>p ixs [ i ] ;
}
delete [ ] this−>p ixs ;
#end i f
}
//Constructor .
Imagen : : Imagen ( ) {
this−>ancho = 1 ;
this−>a l t o = 1 ;
#i f n d e f SPLINES HARDWARE
this−>p ixs = NULL;
#end i f
this−>l u c e s = NULL;
}
//Constructor
Imagen : : Imagen ( int ancho , int a l to , MallaControl ∗∗mallas ,
int nMallas , Luz ∗∗ luces , int nLuces ) {
//Copiamos l o s da tos de entrada .
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this−>ancho = ancho ;
this−>a l t o = a l t o ;
this−>mallas = mal las ;
this−>nMallas = nMallas ;
this−>nLuces = nLuces ;
//Creamos e l haz de r e c t a s .
Recta : : creaHazRectas ( ancho , a l t o ) ;
//Reservamos e spac io para l a imagen .
#i f n d e f SPLINES HARDWARE
this−>p ixs = new Pixe l ∗∗ [ ancho ] ;
for ( int i = 0 ; i < ancho ; i++) {
this−>p ixs [ i ] = new Pixe l ∗ [ a l t o ] ;
for ( int j = 0 ; j < a l t o ; j++) {
this−>p ixs [ i ] [ j ] = new Pixe l ;
}
}
#else
//Limpiamos l a p an t a l l a
Pixe l pix ;
p ix .R = 0xFF ;
pix .G = 0xFF ;
pix .B = 0xFF ;
for ( int x = 0 ; x < 640 ; x++)
for ( int y = 0 ; y < 480 ; y++)
d ibu jaP ixe l (x , y , p ix ) ;
#end i f
this−>l u c e s = lu c e s ;
}
//Ca lcu la l a imagen .
void Imagen : : computarImagen ( ) {
//Calculamos uno a uno todos l o s puntos de cor t e .
for ( int x = 0 ; x < ancho ; x++) {
for ( int y = 0 ; y < a l t o ; y++) {
this−>computarPixel (x , y ) ;
}
#i f d e f SPLINES HARDWARE
pr in t ( ” . ” ) ;
#else
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cout << ( ( f loat ) x ) / ( ( f loat ) ancho ) ∗ 100
<< ’ %’ << endl ;
#end i f
}
}
//Computa un p i x e l .
void Imagen : : computarPixel ( int x , int y ) {
//Extraemos l a rec ta cor re spond i en te a e s t e p i x e l .
Recta ∗ r = Recta : : getHaz ( ) [ x ] [ y ] ;
//Computamos todos l o s puntos de cor t e .
Corte ∗ co r t e = mal las [0]−> co r t e (∗ r ) ;
for ( int i = 1 ; i < nMallas ; i++) {
Corte ∗c = mal las [ i ]−> co r t e (∗ r ) ;
i f ( cor te−>getPunto ( ) . z == a f i j o ( 1 . f ) ) {
delete co r t e ;
c o r t e = c ;
} else i f ( c−>getPunto ( ) . z == a f i j o ( 1 . f ) ) {
delete c ;
} else i f ( c−>getPunto ( ) . z < cor te−>getPunto ( ) . z ) {
delete co r t e ;
c o r t e = c ;
} else {
delete c ;
}
}
//Obtenemos e l c o l o r d e l p i x e l para e s t e punto .
f loat colorR , colorG , co lorB ;
colorR = colorG = colorB = 0 . f ;
i f ( cor te−>getZ ( ) != a f i j o ( 1 . f ) ) {
#i f d e f ZBUFFER
colorR = colorG = colorB = 255 . f ∗
a f l o a t ( cor te−>getZ ( ) ) ;
#else
f loat ∗ c o l o r e s = ca l cu l a rLuce s (x , y , c o r t e ) ;
colorR = SAT COLOR( co l o r e s [ 0 ] ∗ 255 . f ) ;
colorG = SAT COLOR( co l o r e s [ 1 ] ∗ 255 . f ) ;
co lorB = SAT COLOR( co l o r e s [ 2 ] ∗ 255 . f ) ;
delete [ ] c o l o r e s ;
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#end i f //ZBUFFER
}
#i f n d e f SPLINES HARDWARE
this−>p ixs [ x ] [ y]−>R = (unsigned char ) colorR ;
this−>p ixs [ x ] [ y]−>G = (unsigned char ) colorG ;
this−>p ixs [ x ] [ y]−>B = (unsigned char ) co lorB ;
#else
Pixe l pix ;
p ix .R = (unsigned char ) colorR ;
pix .G = (unsigned char ) colorG ;
pix .B = (unsigned char ) co lorB ;
d ibu jaP ixe l (x , y , p ix ) ;
#end i f //SPLINES HARDWARE
delete co r t e ;
}
//Ca lcu la l a i luminac i o´n en un p i x e l .
f loat ∗ Imagen : : c a l cu l a rLuce s ( int x , int y , Corte ∗c ) {
f loat ∗ c o l o r e s = new float [ 3 ] ;
c o l o r e s [ 0 ] = 0 . f ;
c o l o r e s [ 1 ] = 0 . f ;
c o l o r e s [ 2 ] = 0 . f ;
for ( int i = 0 ; i < nLuces ; i++) {
f loat p = luc e s [ i ]−> ca l cu l oD i f u sa ( c−>getPunto ( ) ,
c−>getNormal ( ) ) ;
#i f d e f ESPECULAR
f loat e sp e cu l a r = lu c e s [ i ]−> ca l cu l oEspe cu l a r (
c−>getPunto ( ) , c−>getNormal ( ) ) ;
e sp e cu l a r = POSIT(50∗ especu la r −49 .5 ) ;
c o l o r e s [ 0 ] += luc e s [ i ]−>calculoLuzR (p) + e spe cu l a r ;
c o l o r e s [ 1 ] += luc e s [ i ]−>calculoLuzG (p) + e spe cu l a r ;
c o l o r e s [ 2 ] += luc e s [ i ]−>calculoLuzB (p) + e spe cu l a r ;
#else
c o l o r e s [ 0 ] += luc e s [ i ]−>calculoLuzR (p ) ;
c o l o r e s [ 1 ] += luc e s [ i ]−>calculoLuzG (p ) ;
c o l o r e s [ 2 ] += luc e s [ i ]−>calculoLuzB (p ) ;
#end i f //ESPECULAR
}
return c o l o r e s ;
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}
B.8. Clase Luz
B.8.1. luces.h
#ifndef LUZ H
#define LUZ H
#include ” s p l i n e s . h”
#include ”vec . h”
#include ”punto . h”
#include ” p f i j o . h”
/∗∗
∗ Representaci o´n de una l u z .
∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
class Luz {
private :
/∗∗
∗ Posic i o´n de l a l u z .
∗/
Punto po s i c i on ;
/∗∗
∗ Valor en ro jo de l a l u z .
∗/
f loat r ;
/∗∗
∗ Valor en verde de l a l u z .
∗/
f loat g ;
/∗∗
∗ Valor en azu l de l a l u z .
∗/
f loat b ;
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/∗∗
∗ In t ens i dad de l a l u z .
∗/
f loat i n t ens idad ;
/∗∗
∗ Coordenada X de l punto d e l observador .
∗/
stat ic f loat observadorX ;
/∗∗
∗ Coordenada Y de l punto d e l observador .
∗/
stat ic f loat observadorY ;
/∗∗
∗ Coordenada Z de l punto d e l observador .
∗/
stat ic f loat observadorZ ;
public :
/∗∗
∗ Constructor por d e f e c t o
∗/
Luz ( ) ;
/∗∗
∗ Constructor parame´tr ico .
∗ @param pos Posic i o´n de l a l u z .
∗ @param r Valor de ro jo .
∗ @param g Valor de verde .
∗ @param b Valor de a zu l .
∗ @param in t en s i d ad In tens i dad de l a l u z .
∗/
Luz (Punto pos , f loat r , f loat g , f loat b ,
f loat i n t ens idad ) ;
/∗∗
∗ Destruc tor por d e f e c t o
∗/
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˜Luz ( ) ;
/∗∗
∗ Permite acceder a l a po s i c i o´ n que ocupa l a l u z .
∗ @return Referenc ia a l a pos i c i o´ n de l a l u z .
∗/
Punto in l ine & getPos ( ) {
return po s i c i on ;
}
/∗∗
∗ Cantidad de l u z ro ja que se ve en un punto .
∗ @param porc Porcenta je de l a l u z que se ve .
∗ @return Cantidad t o t a l de l u z ro ja .
∗/
f loat inl ine calculoLuzR ( f loat porc ) {
return porc ∗ i n t ens idad ∗ r ;
}
/∗∗
∗ Cantidad de l u z verde que se ve en un punto .
∗ @param porc Porcenta je de l a l u z que se ve .
∗ @return Cantidad t o t a l de l u z verde .
∗/
f loat inl ine calculoLuzG ( f loat porc ) {
return porc ∗ i n t ens idad ∗ g ;
}
/∗∗
∗ Cantidad de l u z a zu l que se ve en un punto .
∗ @param porc Porcenta je de l a l u z que se ve .
∗ @return Cantidad t o t a l de l u z a zu l .
∗/
f loat inl ine calculoLuzB ( f loat porc ) {
return porc ∗ i n t ens idad ∗ b ;
}
/∗∗
∗ Porcenta je de l u z d i f u s a que r e f l e j a una
∗ s u p e r f i c i e en un punto .
∗ @param p Punto de l a s u p e r f i c i e .
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∗ @param N Normal a l a s u p e r f i c i e .
∗ @return Cantidad en tanto por uno .
∗/
f loat ca l cu l oD i f u sa (Punto &p , Vec &N) ;
#i f d e f ESPECULAR
/∗∗
∗ Porcenta je de l u z e specu l a r que r e f l e j a una
∗ s u p e r f i c i e en un punto .
∗ @param p Punto de l a s u p e r f i c i e .
∗ @param N Normal a l a s u p e r f i c i e .
∗ @return Cantidad de l u z e specu l a r .
∗/
f loat ca l cu l oEspe cu l a r (Punto &p , Vec &N) ;
#end i f
} ;
#endif
B.8.2. luces.cpp
#include ” l u c e s . h”
f loat Luz : : observadorX = 0 .5 f ;
f loat Luz : : observadorY = 0 .5 f ;
f loat Luz : : observadorZ = 2 . f ;
//Constructor
Luz : : Luz ( ) {
//Nada
}
//Constructor
Luz : : Luz (Punto pos , f loat r , f loat g , f loat b ,
f loat i n t ens idad ) {
this−>po s i c i on = pos ;
this−>r = r ;
this−>g = g ;
this−>b = b ;
this−>i n t ens idad = intens idad ;
}
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//Ca´ l cu lo d e l pocen ta j e d i f u s o r e f l e j a d o .
f loat Luz : : c a l cu l oD i f u sa (Punto &p , Vec &N) {
//Calculamos e l v e c to r Punto−FocoLuz
Vec pf ( a f l o a t ( po s i c i on . x ) − a f l o a t (p . x ) ,
a f l o a t ( po s i c i on . y ) − a f l o a t (p . y ) ,
a f l o a t ( po s i c i on . z ) − a f l o a t (p . z ) ) ;
//Hacemos que e l v e c to r normal mire hacia l a l u z .
Vec normal (N) ;
i f ( pf . e s c a l a r ( normal ) < 0)
normal . i n v e r t i r ( ) ;
//Calculamos e l v e c to r Punto−Observador
Vec po ( observadorX − a f l o a t (p . x ) ,
observadorY − a f l o a t (p . y ) ,
observadorZ − a f l o a t (p . z ) ) ;
// Si l a normal y e l v e c to r an t e r i o r forman un a´ngulo
//mayor que 90 , entonces e l observador no puede ver
// e s ta l u z .
i f ( po . e s c a l a r ( normal ) < 0)
return 0 ;
//Normalizamos e l v e c to r Punto−Foco
pf . norm ( ) ;
//Devolvemos l a cant idad de l u z d i f u s a segu´n e l
//modelo de Phong .
return normal . e s c a l a r ( pf ) ;
}
//Des truc tor
Luz : : ˜ Luz ( ) {
//Nada .
}
#ifdef ESPECULAR // Si no e s t a´ d e f in i do , no hay que compi lar .
f loat Luz : : c a l cu l oEspe cu l a r (Punto & p , Vec & N) {
//Calculamos e l v e c to r Punto−FocoLuz
Vec pf ( a f l o a t ( po s i c i on . x ) − a f l o a t (p . x ) ,
a f l o a t ( po s i c i on . y ) − a f l o a t (p . y ) ,
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a f l o a t ( po s i c i on . z ) − a f l o a t (p . z ) ) ;
//Hacemos que e l v e c to r normal mire hacia l a l u z .
Vec normal (N) ;
i f ( pf . e s c a l a r ( normal ) < 0)
normal . i n v e r t i r ( ) ;
//Calculamos e l v e c to r Punto−Observador
Vec po ( observadorX − a f l o a t (p . x ) ,
observadorY − a f l o a t (p . y ) ,
observadorZ − a f l o a t (p . z ) ) ;
// Si l a normal y e l v e c to r an t e r i o r forman un a´ngulo
//mayor que 90 , entonces e l observador no puede ver
// e s ta l u z .
i f ( po . e s c a l a r ( normal ) < 0)
return 0 ;
//Calculamos e l v e c to r r e f l e j a d o :
//R = (2(V. e s c a l a r (N))∗N − V
Vec R( normal ) ;
R. multModulo ( 2 . f ∗ pf . e s c a l a r ( normal ) ) ;
R. r e s t a ( pf ) ;
po . norm ( ) ;
R. norm ( ) ;
//Devolvemos l a cant idad de l u z e specu l a r segu´n
// e l modelo de Phong
return R. e s c a l a r ( po ) ;
}
#endif
B.9. Clase MallaControl
B.9.1. mallacontrol.h
#ifndef MALLACONTROLH
#define MALLACONTROLH
#include ” s p l i n e s . h”
#include ”punto . h”
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#include ” p f i j o . h”
#include ” ca j a . h”
#include ” r e c t a . h”
#include ” co r t e . h”
#include ”vec . h”
/∗∗
∗ Representaci o´n de una Malla de con t r o l .
∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
class MallaControl {
private :
/∗∗
∗ Array de puntos .
∗/
Punto ∗∗∗puntos ;
/∗∗
∗ Array de submal la s .
∗/
MallaControl ∗∗ subMallas ;
/∗∗
∗ Caja contenedora de l a mal la de con t r o l .
∗/
Caja c ;
/∗∗
∗ Anchura ma´xima
∗/
stat ic f loat anchura ;
/∗∗
∗ Divide l a mal la en 4 .
∗/
void d i v i d i r ( ) ;
/∗∗
∗ Calcu la e l punto de cor t e con una rec ta .
174 APE´NDICE B. LISTADO DE CO´DIGO C++
∗ @param r Recta a i n t e r s e c a r .
∗ @return punto de cor t e o NULL s i no se cor ta .
∗/
Corte∗ ca l cu l aCor t e ( Recta &r ) ;
/∗∗
∗ Destruye l o s puntos de l a mal la .
∗/
void destruyePuntos ( ) ;
/∗∗
∗ Destruye l a s subma l la s .
∗/
void destruyeSubmal las ( ) ;
#i f n d e f FPGA
/∗∗
∗ Calcu la un nodo in termed io .
∗ @param i I´ nd i c e i .
∗ @param j I´ nd i c e j .
∗ @param r I´nd i c e r .
∗ @param s I´nd i c e s .
∗ @return Puntero a l punto ca l c u l a do .
∗/
Punto∗ nodoIntermedio ( int i , int j , int r , int s ) ;
#end i f
/∗∗
∗ Devuelve e l co r t e ma´s cercano y de s t ruye l o s
∗ dema´s .
∗ @param c1 Corte a cons ide ra r .
∗ @param c2 Corte a cons ide ra r .
∗ @param c3 Corte a cons ide ra r .
∗ @param c4 Corte a cons ide ra r .
∗ @return Corte ma´s cercano o NULL s i son todos
∗ NULL.
∗/
Corte∗ corteCercano ( Corte∗ c1 , Corte∗ c2 ,
Corte∗ c3 , Corte∗ c4 ) ;
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/∗∗
∗ Vector normal a l a s u p e r f i c i e .
∗/
Vec ∗normal ;
public :
/∗∗
∗ Constructor .
∗/
MallaControl ( ) ;
/∗∗
∗ Constructor .
∗ @param puntos Matriz de nodos de l a mal la de
∗ con t r o l .
∗/
MallaControl (Punto ∗∗∗puntos ) ;
/∗∗
∗ Destruc tor .
∗/
˜MallaControl ( ) ;
#i f n d e f SPLINES HARDWARE
/∗∗
∗ Representaci o´n l e g i b l e de l a mal la .
∗ @return s t r i n g con l o s da tos formateados .
∗/
s t r i n g toSt r ing ( ) ;
#end i f
/∗∗
∗ Calcu la un punto de cor t e .
∗ @param r Recta con l a que cor ta .
∗ @return Nunca devue l v e NULL. Si no corta ,
∗ devue l v e e l punot (0 , 0 , −2).
∗/
Corte∗ co r t e ( Recta &r ) ;
/∗∗
∗ I n i c i a l i z a l a c l a s e , prepar a´ndo la para ima´genes
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∗ con ”ancho” p ı´ x e l e s .
∗ @param ancho Anchura de l a imagen , en p ı´ x e l e s .
∗/
stat ic void i n i c i a l i z a ( int ancho ) ;
#i f d e f FPGA //Compila s i estamos en modo hardware .
/∗∗
∗ Computa l o s puntos de l a s subma l la s v ı´ a hardware .
∗ @param subPuntos Almacenaje para l o s r e s u l t a d o s .
∗/
void computaPuntos (Punto∗∗∗∗ subPuntos ) ;
#end i f //FPGA
} ;
#endif
B.9.2. mallacontrol.cpp
#include ”ma l l a cont ro l . h”
#include ” r e c t a . h”
#include ” ca j a . h”
#include ”vec . h”
#include ” be rn s t e i n . h”
#include ” co r t e . h”
#ifdef SPLINES HARDWARE
#include ” con t r o l gp i o . h”
#endif
//Anchura de l a p an t a l l a donde se muestra l a mal la .
f loat MallaControl : : anchura ;
//Constructor .
MallaControl : : MallaControl ( ) {
this−>puntos = NULL;
this−>subMallas = NULL;
this−>normal = NULL;
}
//Des truc tor de l o s puntos .
void MallaControl : : destruyePuntos ( ) {
i f ( this−>puntos != NULL) {
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for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++)
delete this−>puntos [ i ] [ j ] ;
delete [ ] this−>puntos [ i ] ;
}
delete [ ] this−>puntos ;
this−>puntos = NULL;
}
}
//Des truc tor de l a s subma l la s .
void MallaControl : : destruyeSubmal las ( ) {
i f ( this−>subMallas != NULL) {
for ( int i = 0 ; i < 4 ; i++)
delete this−>subMallas [ i ] ;
delete [ ] this−>subMallas ;
this−>subMallas = NULL;
}
}
//Des truc tor .
MallaControl : : ˜ MallaControl ( ) {
this−>destruyePuntos ( ) ;
this−>destruyeSubmal las ( ) ;
i f ( this−>normal != NULL)
delete this−>normal ;
}
//Constructor .
MallaControl : : MallaControl ( Punto ∗∗∗puntos ) {
this−>puntos = puntos ;
this−>c = Caja ( puntos ) ;
this−>subMallas = NULL;
this−>normal = NULL;
}
#ifndef FPGA
//Ca´ l cu lo de un nodo in termed io .
Punto∗ MallaControl : : nodoIntermedio ( int i , int j , int r ,
int s ) {
Bernste in ∗b = Bernste in : : g e tBerns t e in ( ) ;
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Punto ∗ r e to rno = new Punto ( a f i j o ( 0 . f ) , a f i j o ( 0 . f ) ,
a f i j o ( 0 . f ) ) ;
for ( int k = 0 ; k <= r ; k++) {
for ( int l = 0 ; l <= s ; l++) {
PFijo B = prod (b−>ge tBerns t e in ( r , k ) ,
b−>ge tBerns t e in ( s , l ) ) ;
#i f d e f PFIJO CORTO
retorno−>x = suma f i j o ( retorno−>x ,
prod ( puntos [ i+k ] [ j+l ]−>x ,
B) ) ;
retorno−>y = suma f i j o ( retorno−>y ,
prod ( puntos [ i+k ] [ j+l ]−>y ,
B) ) ;
retorno−>z = suma f i j o ( retorno−>z ,
prod ( puntos [ i+k ] [ j+l ]−>z ,
B) ) ;
#else
#i f d e f PFIJO TEST
retorno−>x += puntos [ i+k ] [ j+l ]−>x ∗ B;
retorno−>y += puntos [ i+k ] [ j+l ]−>y ∗ B;
retorno−>z += puntos [ i+k ] [ j+l ]−>z ∗ B;
#else
retorno−>x += prod ( this−>puntos [ i+k ] [ j+l ]−>x ,
B) ;
retorno−>y += prod ( this−>puntos [ i+k ] [ j+l ]−>y ,
B) ;
retorno−>z += prod ( this−>puntos [ i+k ] [ j+l ]−>z ,
B) ;
#end i f //PFIJO TEST
#end i f //PFIJO CORTO
}
}
return r e to rno ;
}
#endif
#ifndef SPLINES HARDWARE
//Formateo de l a mal la en un s t r i n g .
s t r i n g MallaControl : : t oSt r ing ( ) {
s t r ing s t r eam strm ;
for ( int i = 0 ; i < 4 ; i++)
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for ( int j = 0 ; j < 4 ; j++)
strm << ”punto [ ” << i << ” ] [ ” << j << ” ] = ”
<< this−>puntos [ i ] [ j ]−> t oSt r ing ( ) << endl ;
return strm . s t r ( ) ;
}
#endif //SPLINES HADWARE
//Div i s i o´ n de una mal la .
void MallaControl : : d i v i d i r ( ) {
// Creamos l o s 4 arrays de puntos .
Punto ∗∗∗∗ subPuntos = new Punto ∗ ∗ ∗ [ 4 ] ;
for ( int k = 0 ; k < 4 ; k++) {
subPuntos [ k ] = new Punto ∗ ∗ [ 4 ] ;
for ( int i = 0 ; i < 4 ; i++) {
subPuntos [ k ] [ i ] = new Punto ∗ [ 4 ] ;
#i f d e f FPGA
for ( int j = 0 ; j < 4 ; j++)
subPuntos [ k ] [ i ] [ j ] = new Punto ( ) ;
#end i f //FPGA
}
}
#i f d e f FPGA
//Calculamos l a s subma l la s v ı´ a hardware .
computaPuntos ( subPuntos ) ;
#else
//Calculamos l a s subma l la s v ı´ a so f tware .
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
subPuntos [ 0 ] [ i ] [ j ] =
this−>nodoIntermedio (0 , 0 , j , i ) ;
subPuntos [ 1 ] [ i ] [ j ] =
this−>nodoIntermedio (0 , i , j ,3− i ) ;
subPuntos [ 2 ] [ i ] [ j ] =
this−>nodoIntermedio ( j ,0 ,3− j , i ) ;
subPuntos [ 3 ] [ i ] [ j ] =
this−>nodoIntermedio ( j , i ,3− j ,3− i ) ;
}
}
#end i f //FPGA
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//Creamos l a s 4 ma l la s de con t r o l
this−>subMallas = new MallaControl ∗ [ 4 ] ;
for ( int i = 0 ; i < 4 ; i++)
this−>subMallas [ i ] = new MallaControl ( subPuntos [ i ] ) ;
//Eliminamos e l array que habı´amos creado por comodidad
delete [ ] subPuntos ;
//Como ya nunca hara´n f a l t a , eliminamos l o s puntos
//de l a mal la o r i g i n a l .
this−>destruyePuntos ( ) ;
}
//Ca´ l cu lo de un cor t e .
Corte∗ MallaControl : : c o r t e ( Recta &r ) {
Corte∗ r e to rno = this−>ca l cu l aCor t e ( r ) ;
i f ( r e to rno == NULL) {
//Este v a l o r nos permite saber que e l punto no es
// v a´ l i d o .
Punto ∗p = new Punto ( a f i j o ( 0 . f ) , a f i j o ( 0 . f ) ,
a f i j o ( 1 . f ) ) ;
Vec ∗v = new Vec ( ) ;
r e to rno = new Corte (p , v ) ;
delete p ;
delete v ;
}
return r e to rno ;
}
//Ca´ l cu lo de un cor t e .
Corte∗ MallaControl : : ca l cu l aCor t e ( Recta &r ) {
Corte ∗ co r t e = NULL;
//Comprobamos s i l a r e c ta cor ta a l a ca ja
i f ( r . co r ta ( c ) ) {
//Comprobamos e l taman˜o de l a ca ja
PFijo tamMax = a f i j o ( anchura ∗ a f l o a t (
c . getCentro ( ) . z ) +
anchura ) ;
i f ( c . getTam ( ) <= tamMax) {
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//Se c a l c u l a l a normal
i f ( this−>normal == NULL)
this−>normal = new Vec ( puntos [ 0 ] [ 0 ] ,
puntos [ 0 ] [ 3 ] ,
puntos [ 3 ] [ 3 ] ) ;
//No habra´ ma´s d i v i s i on e s , a s ı´ que se
// des truyen l o s puntos .
this−>destruyePuntos ( ) ;
// Entonces podemos tomar e l cen tro de l a
// ca ja como un punto de cor t e .
co r t e = new Corte(&c . getCentro ( ) , this−>normal ) ;
} else {
//Dividimos y obtenemos l o s puntos de cor t e
//de l o s h i j o s
i f ( subMallas == NULL)
this−>d i v i d i r ( ) ;
//Calculamos l o s 4 p o s i b l e s c o r t e s .
Corte∗ c1 = subMallas [0]−> ca l cu l aCor t e ( r ) ;
Corte∗ c2 = subMallas [1]−> ca l cu l aCor t e ( r ) ;
Corte∗ c3 = subMallas [2]−> ca l cu l aCor t e ( r ) ;
Corte∗ c4 = subMallas [3]−> ca l cu l aCor t e ( r ) ;
//Nos quedamos con e l ma´s cercano .
co r t e = this−>corteCercano ( c1 , c2 , c3 , c4 ) ;
}
}
return co r t e ;
}
// I n i c i a l i z a l a c l a s e .
void MallaControl : : i n i c i a l i z a ( int ancho ) {
anchura = 1 . f / ( ( f loat ) ( ancho + 1 ) ) ;
}
//Devuelve e l co r t e ma´s cercano .
Corte ∗ MallaControl : : corteCercano ( Corte ∗ c1 , Corte ∗
c2 , Corte ∗ c3 ,
Corte ∗ c4 ) {
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Corte ∗ r e to rno ;
r e to rno = c1 ;
i f ( r e to rno != NULL) {
i f ( c2 != NULL) {
i f ( retorno−>getZ ( ) > c2−>getZ ( ) ) {
delete c2 ;
} else {
delete r e to rno ;
r e to rno = c2 ;
}
}
} else {
r e to rno = c2 ;
}
i f ( r e to rno != NULL) {
i f ( c3 != NULL) {
i f ( retorno−>getZ ( ) > c3−>getZ ( ) ) {
delete c3 ;
} else {
delete r e to rno ;
r e to rno = c3 ;
}
}
} else {
r e to rno = c3 ;
}
i f ( r e to rno != NULL) {
i f ( c4 != NULL) {
i f ( retorno−>getZ ( ) > c4−>getZ ( ) ) {
delete c4 ;
} else {
delete r e to rno ;
r e to rno = c4 ;
}
}
} else {
r e to rno = c4 ;
}
return r e to rno ;
}
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#ifdef FPGA
//Computa l o s subPuntos en e l hardware e s p e c i a l i z a d o
void MallaControl : : computaPuntos ( Punto∗∗∗∗ subPuntos ) {
//Procesamos l a coordenada X
//Primero ajustamos e l canal de s a l i d a
AjustaEsc r i tu ra ( ) ;
//Uno a uno volcamos l o s puntos
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
//Fijamos l o s da tos
Escr ibe ( puntos [ i ] [ j ]−>x ) ;
//Ajustamos l a s s e n˜ a l e s
Contro l (SET) ;
//Esperamos a que haya grabado
EsperaFlag (OK) ;
//Ajustamos l a s s e n˜ a l e s de con t r o l
Contro l (ESCRITO) ;
}
}
//Negamos todo
Contro l (0 x0 ) ;
//Nos preparamos para l e e r
AjustaLectura ( ) ;
//Uno a uno leemos todos l o s da tos
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
for ( int k = 0 ; k < 4 ; k++) {
//Activamos GET
Contro l (GET) ;
//Esperamos a que nos d iga OK
EsperaFlag (OK) ;
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//Obtenemos l o s da tos
subPuntos [ i ] [ j ] [ k]−>x = Lee ( ) ;
//Confirmamos que hemos l e ı´ d o
Contro l (LEIDO) ;
}
}
}
Contro l (0 x0 ) ;
//Procesamos l a coordenada Y
//Primero ajustamos e l canal de s a l i d a
AjustaEsc r i tu ra ( ) ;
//Uno a uno volcamos l o s puntos
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
//Fijamos l o s da tos
Escr ibe ( puntos [ i ] [ j ]−>y ) ;
//Ajustamos l a s s e n˜ a l e s
Contro l (SET) ;
//Esperamos a que haya grabado
EsperaFlag (OK) ;
//Ajustamos l a s s e n˜ a l e s de con t r o l
Contro l (ESCRITO) ;
}
}
//Negamos todo
Contro l (0 x0 ) ;
//Nos preparamos para l e e r
AjustaLectura ( ) ;
//Uno a uno leemos todos l o s da tos
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
for ( int k = 0 ; k < 4 ; k++) {
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//Activamos GET
Contro l (GET) ;
//Esperamos a que nos d iga OK
EsperaFlag (OK) ;
//Obtenemos l o s da tos
subPuntos [ i ] [ j ] [ k]−>y = Lee ( ) ;
//Confirmamos que hemos l e ı´ d o
Contro l (LEIDO) ;
}
}
}
Contro l (0 x0 ) ;
//Procesamos l a coordenada Z
//Primero ajustamos e l canal de s a l i d a
AjustaEsc r i tu ra ( ) ;
//Uno a uno volcamos l o s puntos
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
//Fijamos l o s da tos
Escr ibe ( puntos [ i ] [ j ]−>z ) ;
//Ajustamos l a s s e n˜ a l e s
Contro l (SET) ;
//Esperamos a que haya grabado
EsperaFlag (OK) ;
//Ajustamos l a s s e n˜ a l e s de con t r o l
Contro l (ESCRITO) ;
}
}
//Negamos todo
Contro l (0 x0 ) ;
//Nos preparamos para l e e r
186 APE´NDICE B. LISTADO DE CO´DIGO C++
AjustaLectura ( ) ;
//Uno a uno leemos todos l o s da tos
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
for ( int k = 0 ; k < 4 ; k++) {
//Activamos GET
Contro l (GET) ;
//Esperamos a que nos d iga OK
EsperaFlag (OK) ;
//Obtenemos l o s da tos
subPuntos [ i ] [ j ] [ k]−>z = Lee ( ) ;
//Confirmamos que hemos l e ı´ d o
Contro l (LEIDO) ;
}
}
}
Contro l (0 x0 ) ;
}
#endif //FPGA
B.10. Funciones para el ca´lculo en punto fijo
B.10.1. pfijo.h
#ifndef PFIJO H
#define PFIJO H
#include ” s p l i n e s . h”
#ifdef PFIJO CORTO
typedef unsigned int Long PFijo ;
#else
typedef unsigned long long int Long PFijo ;
#endif
#i fdef PFIJO TEST
typedef f loat PFijo ;
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#else
#i fdef PFIJO CORTO
typedef unsigned short int PFijo ;
#else
typedef unsigned int PFijo ;
#endif //Corto
#endif //Test
f loat inl ine a f l o a t ( PFijo n) {
#i f d e f PFIJO TEST
return n ;
#else
#i f d e f PFIJO CORTO
Long PFijo a = 0x01 ;
a <<= 16 ;
return ( ( ( f loat )n ) / ( ( f loat ) a ) ) ;
#else //Corto
Long PFijo a = 0x01 ;
a <<= 32 ;
return ( ( ( f loat )n ) / ( ( f loat ) a ) ) ;
#end i f //Corto
#end i f //Test
}
PFijo in l ine a f i j o ( f loat n) {
#i f d e f PFIJO TEST
return n ;
#else
#i f d e f PFIJO CORTO
i f (n == 1 . f ) {
return 0xFFFF;
} else {
Long PFijo a = 0x01 ;
a <<= 16 ;
return ( ( PFijo ) ( n ∗ ( ( f loat ) a ) ) ) ;
}
#else //Corto
i f (n == 1 . f ) {
return 0xFFFFFFFF;
} else {
Long PFijo a = 0x01 ;
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a <<= 32 ;
return ( ( PFijo ) ( n ∗ ( ( f loat ) a ) ) ) ;
}
#end i f //Corto
#end i f //Test
}
PFijo in l ine prod ( PFijo a , PFijo b) {
#i f d e f PFIJO TEST
return ( a∗b ) ;
#else
Long PFijo a l = a ;
Long PFijo b l = b ;
#i f d e f PFIJO CORTO
return ( PFijo ) ( ( b l ∗ a l ) >> 16 ) ;
#else //Corto
return ( PFijo ) ( ( b l ∗ a l ) >> 32 ) ;
#end i f //Corto
#end i f //Test
}
PFijo in l ine suma f i j o ( PFijo a , PFijo b) {
#i f d e f PFIJO TEST
return ( a+b ) ;
#else
Long PFijo a l = a ;
Long PFijo b l = b ;
Long PFijo r e t = a l + bl ;
#i f d e f PFIJO CORTO
i f ( r e t > 0xFFFF)
r e t = 0xFFFF;
#else //Corto
i f ( r e t > 0xFFFFFFFF)
r e t = 0xFFFFFFFF;
#end i f //Corto
return r e t ;
#end i f //Test
}
#endif
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B.10.2. pfijo.cpp
#include ” p f i j o . h”
//Este arch ivo se crea por nece s i dade s de compilaci o´n ,
// pero no t i en e u t i l i d a d ninguna .
B.11. Clase Punto
B.11.1. punto.h
#ifndef PUNTOH
#define PUNTOH
#include ” s p l i n e s . h”
#include ” p f i j o . h”
/∗∗
∗ Representaci o´n de un nodo de con t r o l de una mal la .
∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
class Punto {
public :
/∗∗
∗ Coordenada x d e l punto .
∗/
PFijo x ;
/∗∗
∗ Coordenada y d e l punto .
∗/
PFijo y ;
/∗∗
∗ Coordenada z d e l punto .
∗/
PFijo z ;
/∗∗
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∗ Constructor por d e f e c t o .
∗/
Punto ( ) ;
/∗∗
∗ Construye un punto dadas sus coordenadas .
∗ @param x Coordenada x d e l punto .
∗ @param y Coordenada x d e l punto .
∗ @param z Coordenada x d e l punto .
∗/
Punto ( f loat x , f loat y , f loat z ) ;
/∗∗
∗ Construye un punto dadas sus coordenadas .
∗ @param x Coordenada x d e l punto .
∗ @param y Coordenada x d e l punto .
∗ @param z Coordenada x d e l punto .
∗/
#i f n d e f PFIJO TEST
Punto ( PFijo x , PFijo y , PFijo z ) ;
#end i f
/∗∗
∗ Destruc tor .
∗/
˜Punto ( ) ;
#i f n d e f SPLINES HARDWARE
/∗∗
∗ Formatea un punto en una cadena de t e x t o que sea
∗ l e g i b l e .
∗ @return s t r i n g con l o s da tos .
∗/
s t r i n g toSt r ing ( ) ;
#end i f
} ;
#endif
B.11.2. punto.cpp
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#include ”punto . h”
#include <sstream>
//Constructor
Punto : : Punto ( ) {
// NAda
}
//Constructor
Punto : : Punto ( f loat x , f loat y , f loat z ) {
this−>x = a f i j o ( x ) ;
this−>y = a f i j o ( y ) ;
this−>z = a f i j o ( z ) ;
}
#ifndef SPLINES HARDWARE
//Conversi o´n en s t r i n g .
s t r i n g Punto : : t oSt r ing ( ) {
s t r ing s t r eam strm ;
strm << ’ [ ’ << a f l o a t ( x ) << ” , ” << a f l o a t ( y )
<< ” , ” << a f l o a t ( z ) << ’ ] ’ ;
return strm . s t r ( ) ;
}
#endif
//Des truc tor
Punto : : ˜ Punto ( ) {
//Nada .
}
#ifndef PFIJO TEST
Punto : : Punto ( PFijo x , PFijo y , PFijo z ) {
this−>x = x ;
this−>y = y ;
this−>z = z ;
}
#endif
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B.12. Clase Recta
B.12.1. recta.h
#ifndef RECTA H
#define RECTA H
#include ” s p l i n e s . h”
#include ” ca j a . h”
/∗∗
∗ Representaci o´n de una rec ta en forma parame´tr ica .
∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
class Recta {
private :
/∗∗
∗ Coe f i c i en t e en x d e l para´metro .
∗/
f loat a ;
/∗∗
∗ Te´rmino independ i en te en x .
∗/
f loat b ;
/∗∗
∗ Coe f i c i en t e en y d e l para´metro .
∗/
f loat c ;
/∗∗
∗ Te´rmino independ i en te en y .
∗/
f loat d ;
/∗∗
∗ Coe f i c i en t e en z d e l para´metro .
∗/
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f loat e ;
/∗∗
∗ Te´rmino independ i en te en z .
∗/
f loat f ;
/∗∗
∗ Haz de r e c t a s ( d e l campo de v i s i o´ n ) .
∗/
stat ic Recta∗∗∗ hazRectas ;
/∗∗
∗ Anchura d e l campo de v i s i o´ n .
∗/
stat ic int ancho ;
/∗∗
∗ Altura d e l campo de v i s i o´ n .
∗/
stat ic int a l t o ;
public :
/∗∗
∗ Constructor por d e f e c t o .
∗/
Recta ( ) ;
/∗∗
∗ Construye l a rec ta [ a t+b , c t+d , e t+f ] .
∗ @param a Coe f i c i en t e en x .
∗ @param b Te´rmino independ i en te en x .
∗ @param c Coe f i c i en t e en y .
∗ @param d Te´rmino independ i en te en y .
∗ @param e Coe f i c i en t e en z .
∗ @param f Te´rmino independ i en te en z .
∗/
Recta ( f loat a , f loat b , f loat c , f loat d , f loat e ,
f loat f ) ;
/∗∗
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∗ Destruc tor .
∗/
˜Recta ( ) ;
#i f n d e f SPLINES HARDWARE
/∗∗
∗ Imprime una rec ta en un formato l e g i b l e .
∗ @return s t r i n g con l a rec ta impresa .
∗/
s t r i n g toSt r ing ( ) ;
#end i f
/∗∗
∗ Comprueba s i e s ta rec ta cor ta a una ca ja dada .
∗ @param c Caja con l a que se comprueba .
∗ @return True s i corta , f a l s e s i no .
∗/
bool co r ta ( Caja &c ) ;
/∗∗
∗ Crea un haz de r e c t a s con tan ta s r e c t a s de a l t o
∗ y ancho como se ind iquen .
∗ @param ancho Anchura d e l haz .
∗ @param a l t o Al tura d e l haz .
∗/
stat ic void creaHazRectas ( int ancho , int a l t o ) ;
/∗∗
∗ Elimina e l haz .
∗/
stat ic void l impia ( ) ;
/∗∗
∗ Permite acceder a l haz .
∗ @return Recta ∗∗∗ con e l haz .
∗/
stat ic Recta in l ine ∗∗∗ getHaz ( ) {
return Recta : : hazRectas ;
}
} ;
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#endif
B.12.2. recta.cpp
#include ” r e c t a . h”
Recta∗∗∗ Recta : : hazRectas = 0 ;
int Recta : : ancho = 0 ;
int Recta : : a l t o = 0 ;
//Constructor .
Recta : : Recta ( ) {
//Nada .
}
//Constructor
Recta : : Recta ( f loat a , f loat b , f loat c , f loat d ,
f loat e , f loat f ) {
this−>a = a ;
this−>b = b ;
this−>c = c ;
this−>d = d ;
this−>e = e ;
this−>f = f ;
}
#ifndef SPLINES HARDWARE
//Convierte en un s t r i n g .
s t r i n g Recta : : t oSt r ing ( ) {
s t r ing s t r eam strm ;
strm << ’ [ ’ ;
strm << this−>a << ” · t + ” << this−>b << ” , ” ;
strm << this−>c << ” · t + ” << this−>d << ” , ” ;
strm << this−>e << ” · t + ” << this−>f << ’ ] ’ ;
return strm . s t r ( ) ;
}
#endif
//Comprueba s i l a r e c ta cor ta a l a ca ja .
bool Recta : : co r ta ( Caja &c ) {
//Despejamos e l para´metro en z .
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f loat Z0 = 2−a f l o a t ( c . getMax ( ) . z ) ;
f loat Z1 = 2−a f l o a t ( c . getMin ( ) . z ) ;
//Despejamos e l para´metro en y .
f loat Y0 = ( a f l o a t ( c . getMin ( ) . y ) − d) / this−>c ;
f loat Y1 = ( a f l o a t ( c . getMax ( ) . y ) − d) / this−>c ;
//Ponemos en y0 e l menor y en y1 e l mayor .
SWAP(Y0 , Y1 ) ;
//Despejamos e l para´metro en x .
f loat X0 = ( a f l o a t ( c . getMin ( ) . x ) − b) / a ;
f loat X1 = ( a f l o a t ( c . getMax ( ) . x ) − b) / a ;
//Ponemos en x0 e l menor y en x1 e l mayor .
SWAP(X0 , X1 ) ;
//Obtenemos e l ma´ximo de l o s mı´nimos .
f loat max = MAX(X0 , Y0 ) ;
max = MAX(max , Z0 ) ;
//Obtenemos e l mı´nimo de l o s ma´ximos .
f loat min = MIN(X1 , Y1 ) ;
min = MIN(min , Z1 ) ;
// Si se cruzan , l a ca ja y l a rec ta se cortan .
return max < min ;
}
//Crea e l haz de r e c t a s .
void Recta : : creaHazRectas ( int anchoInt , int a l t o I n t ) {
i f ( ! hazRectas ) {
Recta : : ancho = anchoInt ;
Recta : : a l t o = a l t o I n t ;
hazRectas = new Recta ∗∗ [ anchoInt ] ;
f loat ancho = ( f loat ) anchoInt ;
f loat a l t o = ( f loat ) a l t o I n t ;
f loat anchoD = 1 . f / ( ancho ∗ 2 . f ) ;
f loat altoD = 1 . f / ( a l t o ∗ 2 . f ) ;
#i f d e f SPLINES HARDWARE
pr in t ( ”Computando r e c t a s . . . \ r \n” ) ;
#end i f
B.13. CLASE VEC 197
for ( int i = 0 ; i < anchoInt ; i++) {
hazRectas [ i ] = new Recta ∗ [ a l t o I n t ] ;
for ( int j = 0 ; j < a l t o I n t ; j++) {
hazRectas [ i ] [ j ] = new Recta (
( ( f loat ) i )/ ancho
+ anchoD − 0 .5 f , 0 . 5 f ,
( ( f loat ) j )/ a l t o
+ altoD − 0 .5 f , 0 . 5 f ,
−1. f , 2 . f ) ;
}
#i f d e f SPLINES HARDWARE
pr in t ( ” . ” ) ;
#end i f
}
}
}
//Limpia e l haz de r e c t a s .
void Recta : : l impia ( ) {
i f ( hazRectas ) {
for ( int i = 0 ; i < ancho ; i++) {
for ( int j = 0 ; j < a l t o ; j++) {
delete hazRectas [ i ] [ j ] ;
}
delete [ ] hazRectas [ i ] ;
}
delete [ ] hazRectas ;
}
}
Recta : : ˜ Recta ( ) {
//Nada .
}
B.13. Clase Vec
B.13.1. vec.h
#ifndef VEC H
#define VEC H
#include ” s p l i n e s . h”
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#include ” p f i j o . h”
#include ”punto . h”
/∗∗
∗ Representaci o´n de un vec to r .
∗ @author Mo´nica Jime´nez Anto´n
∗ @author Car los Pi n˜ e i ro Cordero
∗ @author Cr i s t ina Valbuena Lledo´
∗/
class Vec {
public :
/∗∗
∗ Coordenada i d e l v e c to r .
∗/
f loat i ;
/∗∗
∗ Coordenada j d e l v e c to r .
∗/
f loat j ;
/∗∗
∗ Coordenada k d e l v e c to r .
∗/
f loat k ;
/∗∗
∗ Constructor por d e f e c t o .
∗/
Vec ( ) ;
/∗∗
∗ Constructor parame´tr ico
∗ @param i Coordenada i d e l v e c to r .
∗ @param j Coordenada j d e l v e c to r .
∗ @param k Coordenada k d e l v e c to r .
∗/
Vec ( f loat i , f loat j , f loat k ) ;
/∗∗
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∗ Calcu la e l v e c to r normal a un plano dados 3
∗ puntos d e l mismo .
∗ @param p1 Punto d e l p lano .
∗ @param p2 Punto d e l p lano .
∗ @param p3 Punto d e l p lano .
∗/
Vec (Punto ∗p1 , Punto ∗p2 , Punto ∗p3 ) ;
/∗∗
∗ Destruc tor .
∗/
˜Vec ( ) ;
#i f n d e f SPLINES HARDWARE
/∗∗
∗ Imprime un vec to r en un formato l e g i b l e .
∗ @return s t r i n g con e l v e c to r impreso .
∗/
s t r i n g toSt r ing ( ) ;
#end i f //SPLINES HARDWARE
/∗∗
∗ Rea l i za l a d i f e r e n c i a entre l a s coordenadas de
∗ t h i s y de v .
∗ @param v Vector que se r e s t a .
∗/
void r e s t a ( const Vec& v ) {
i −= v . i ;
j −= v . j ;
k −= v . k ;
}
/∗∗
∗ Producto e s c a l a r .
∗ @param v Vector con e l que se r e a l i z a e l producto .
∗ @return f l o a t con e l producto .
∗/
f loat inl ine e s c a l a r ( const Vec& v) {
return i ∗ v . i + j ∗ v . j + k ∗ v . k ;
}
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/∗∗
∗ Mul t i p l i c a e l mo´dulo d e l v e c to r por un e s c a l a r .
∗ @param c Esca lar .
∗/
void inl ine multModulo ( f loat c ) {
i ∗= c ;
k ∗= c ;
k ∗= c ;
}
/∗∗
∗ Calcu la e l mo´dulo de un vec to r
∗ @return f l o a t con e l mo´dulo .
∗/
f loat inl ine modulo ( ) {
return s q r t ( i ∗ i + j ∗ j + k∗k ) ;
}
/∗∗
∗ Copia l o s da tos de un vec to r dado .
∗ @param v Vector o r i g i n a l .
∗/
void inl ine s e t (Vec &v ) {
this−>i = v . i ;
this−>j = v . j ;
this−>k = v . k ;
}
/∗∗
∗ Normaliza e l v e c to r .
∗/
void inl ine norm ( ) {
f loat mod = modulo ( ) ;
i /= mod ;
j /= mod ;
k /= mod ;
}
/∗∗
∗ I n v i e r t e e l s en t i d o d e l v e c to r .
∗/
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void inl ine i n v e r t i r ( ) {
i = −( i ) ;
j = −( j ) ;
k = −(k ) ;
}
} ;
#endif
B.13.2. vec.cpp
#include ”vec . h”
//Constructor
Vec : : Vec ( ) {
//Nada
}
//Constructor .
Vec : : Vec ( f loat i , f loat j , f loat k ) {
this−>i = i ;
this−>j = j ;
this−>k = k ;
}
//Des truc tor
Vec : : ˜ Vec ( ) {
//Nada
}
#ifndef SPLINES HARDWARE
//Paso a s t r i n g .
s t r i n g Vec : : t oSt r ing ( ) {
s t r ing s t r eam strm ;
strm << ’ [ ’ << this−>i << ” , ” << this−>j <<” , ”
<< this−>k << ’ ] ’ ;
return strm . s t r ( ) ;
}
#endif
//Constructor ”normal”
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Vec : : Vec (Punto ∗ p1 , Punto ∗ p2 , Punto ∗ p3 ) {
//Calculamos l o s v e c t o r e s que unen p2−p1 y p3−p1
f loat x1 = a f l o a t (p1−>x ) ;
f loat x2 = a f l o a t (p2−>x ) ;
f loat x3 = a f l o a t (p3−>x ) ;
f loat y1 = a f l o a t (p1−>y ) ;
f loat y2 = a f l o a t (p2−>y ) ;
f loat y3 = a f l o a t (p3−>y ) ;
f loat z1 = a f l o a t (p1−>z ) ;
f loat z2 = a f l o a t (p2−>z ) ;
f loat z3 = a f l o a t (p3−>z ) ;
f loat i 1 = x3 − x1 ;
f loat i 2 = x2 − x1 ;
f loat j 1 = y3 − y1 ;
f loat j 2 = y2 − y1 ;
f loat k1 = z3 − z1 ;
f loat k2 = z2 − z1 ;
//Ahora ca lculamos su producto v e c t o r i a l .
this−>i = j1 ∗ k2 − k1 ∗ j 2 ;
this−>j = k1 ∗ i 2 − i 1 ∗ k2 ;
this−>k = i1 ∗ j 2 − j 1 ∗ i 2 ;
//Finalmente normalizamos
this−>norm ( ) ;
}
Ape´ndice C
Listado de co´digo JAVA
El presente ape´ndice contiene el listado de co´digo en Java que utilizamos
para la generacio´n de VHDL.
C.1. Generacio´n del disen˜o inicial
C.1.1. Clase GeneraVHDL
package app ;
import java . i o . FileOutputStream ;
import java . i o . IOException ;
public class GeneraVHDL {
public stat ic double [ ] [ ] b ;
public stat ic St r ing entradas ;
public stat ic St r ing s a l i d a s ;
public stat ic St r ing s e n˜ a l e s ;
public stat ic St r ing codigo ;
/∗∗
∗
203
204 APE´NDICE C. LISTADO DE CO´DIGO JAVA
∗ @param args
∗ @throws IOException
∗/
public stat ic void main ( St r ing [ ] a rgs )
throws IOException {
// Archivo y ruta donde grabamos e l c o´d i go vhd l
FileOutputStream arch ivo = new FileOutputStream (
”C:\\Documents and Se t t i ng s \\ Es c r i t o r i o
\\ subd i v i s i o n . vhd” ) ;
// I n i c i a l i z a c i o´ n d e l array con
// l o s v a l o r e s de Berns te in
GeneraVHDL . i n i c i aB e r n s t e i n ( ) ;
// Comienzo de l o s s t r i n g s
entradas = ”PORT (” ;
s a l i d a s = ”” ;
s e n˜ a l e s = ” s i g n a l ” ;
codigo = ”” ;
// Entradas de l a ent idad :
for ( int i = 0 ; i < 4 ; i++)
for ( int j = 0 ; j < 4 ; j++)
entradas += ”punto”
+ i
+ ””
+ j
+ ” : IN s t d l o g i c v e c t o r (31 downto 0 ) ;\n” ;
// Creacio´n de cada mal la y sus s e n˜ a l e s :
for ( int i = 0 ; i < 4 ; i++) {
creaMal la ( i ) ;
s e n˜ a l e s += ( ( i < 3) ? ” \n” : ”” ) ;
}
// Fina l d e l s t r i n g de s e n˜ a l e s
s e n˜ a l e s += ” : s t d l o g i c v e c t o r (31 downto 0 ) ;\n” ;
// Impresi o´n con p r i n t
System . out . p r i n t l n ( ” l i b r a r y IEEE ;\n”
+ ”use IEEE . STD LOGIC 1164 .ALL;\n”
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+ ”use IEEE .STD LOGIC ARITH.ALL;\n”
+ ”use IEEE .STD LOGIC UNSIGNED.ALL;\n” ) ;
System . out . p r i n t l n ( ” en t i t y subd i v i s i o n i s \n” ) ;
System . out . p r i n t l n ( ”−−ENTRADAS: \n” + entradas ) ;
System . out . p r i n t l n ( ”−−SALIDAS : \n” + s a l i d a s ) ;
System . out . p r i n t l n ( ”end subd i v i s i o n ;
\n \n a r ch i t e c t u r e Behaviora l o f ”
+ ” subd i v i s i o n i s \n” ) ;
System . out . p r i n t l n ( ”−−SEN˜ALES: \n” + se n˜ a l e s ) ;
System . out . p r i n t l n ( ” beg in\n” ) ;
System . out . p r i n t l n ( ”−−CODIGO: \n” + codigo ) ;
System . out . p r i n t l n ( ”\n\nend Behaviora l ; ” ) ;
// Impresi o´n en arch ivo
St r ing imprimir = ” l i b r a r y IEEE ;\n”
+ ”use IEEE . STD LOGIC 1164 .ALL;\n”
+ ”use IEEE .STD LOGIC ARITH.ALL;\n”
+ ”use IEEE .STD LOGIC UNSIGNED.ALL;\n”
+ ” en t i t y subd i v i s i o n i s \n”
+ ”−−ENTRADAS: \n”
+ entradas
+ ”−−SALIDAS : \n”
+ s a l i d a s
+ ”end subd i v i s i o n ;
\n \ na r ch i t e c tu r e Behaviora l o f ”
+ ” subd i v i s i o n i s \n” + ”−−SEN˜ALES : \n”
+ se n˜ a l e s + ”begin\n” + ”−−CODIGO: \n”
+ codigo + ”\n\nend Behaviora l ; ” ;
a rch ivo . wr i t e ( imprimir . getBytes ( ) ) ;
a rch ivo . c l o s e ( ) ;
}
/∗∗
∗ Me´todo para i n i c i a l i z a r e l array b
∗ con l o s v a l o r e s de Berns te in
∗
∗/
private stat ic void i n i c i aB e r n s t e i n ( ) {
GeneraVHDL . b = new double [ 4 ] [ 4 ] ;
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b [ 0 ] [ 0 ] = 1 ;
b [ 0 ] [ 1 ] = 0 ;
b [ 0 ] [ 2 ] = 0 ;
b [ 0 ] [ 3 ] = 0 ;
b [ 1 ] [ 0 ] = 0 . 5 ;
b [ 1 ] [ 1 ] = 0 . 5 ;
b [ 1 ] [ 2 ] = 0 ;
b [ 1 ] [ 3 ] = 0 ;
b [ 2 ] [ 0 ] = 0 . 2 5 ;
b [ 2 ] [ 1 ] = 0 . 5 ;
b [ 2 ] [ 2 ] = 0 . 2 5 ;
b [ 2 ] [ 3 ] = 0 ;
b [ 3 ] [ 0 ] = 0 . 1 2 5 ;
b [ 3 ] [ 1 ] = 0 . 3 7 5 ;
b [ 3 ] [ 2 ] = 0 . 3 7 5 ;
b [ 3 ] [ 3 ] = 0 . 1 2 5 ;
}
/∗∗
∗ Generacio´n de cada nodo in termed io de una mal la
∗
∗ @param mal la
∗/
public stat ic void creaMal la ( int malla ) {
codigo += ”−−−−−−−−−−−−−−−−−” ;
codigo += ”−− Malla ” + malla ;
codigo += ”−−−−−−−−−−−−−−−−−\n” ;
for ( int i = 0 ; i < 4 ; i++)
for ( int j = 0 ; j < 4 ; j++) {
switch ( malla ) {
case 0 :
GeneraVHDL . nodoIntermedio ( malla , 0 , 0 ,
j , i ) ;
break ;
case 1 :
GeneraVHDL . nodoIntermedio ( malla , 0 , i ,
j , 3 − i ) ;
break ;
case 2 :
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GeneraVHDL . nodoIntermedio (malla , j , 0 ,
3 − j , i ) ;
break ;
case 3 :
GeneraVHDL . nodoIntermedio (malla , j , i ,
3 − j , 3 − i ) ;
break ;
default :
break ;
}
}
}
/∗∗
∗ Nombra un nodo in termed io segu´n l o s para´metros
∗
∗ @param mal la
∗ @param i
∗ @param j
∗ @param r
∗ @param s
∗/
public stat ic void nodoIntermedio ( int malla , int i ,
int j , int r , int s ) {
St r ing nodo = ”” ;
switch ( malla ) {
case 0 :
nodo += ”N” + s + ”” + r ;
break ;
case 1 :
nodo += ”N” + j + ”” + r ;
break ;
case 2 :
nodo += ”N” + s + ”” + i ;
break ;
case 3 :
nodo += ”N” + j + ”” + i ;
break ;
default :
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break ;
}
GeneraVHDL . ca lculaNodo ( malla , nodo , r , s , i , j ) ;
}
/∗∗
∗ Calcu la l o s sumandos de un nodo segu´n
∗ l o s para´metros y l o s almacena en e l
∗ s t r i n g adecuado .
∗
∗ @param mal la
∗ @param nodo
∗ @param r
∗ @param s
∗ @param i
∗ @param j
∗/
private stat ic void ca lculaNodo ( int malla ,
S t r ing nodo , int r , int s , int i , int j ) {
// Nodo de una submal la d e l que ca lculamos e l v a l o r :
St r ing cadena = ”malla ” + malla + ”” + nodo
+ ” <= ” ;
St r ing cadena2 = ”” ;
// An˜adimos a l s t r i n g de s a l i d a s e l nuevo nodo
// de una de l a s subma l la s :
s a l i d a s += ”malla ”
+ malla
+ ””
+ nodo
+ ” : OUT s t d l o g i c v e c t o r (31 downto 0) ”
+ ( ( ( malla == 3) && nodo
. equa l s IgnoreCase ( ”N33” ) ) ? ” ) ; ”
: ” ; ” ) + ”\n ” ;
for ( int k = 0 ; k <= r ; k++) {
for ( int l = 0 ; l <= s ; l++) {
i f (b [ s ] [ l ] != 0 && b [ r ] [ k ] != 0) {
// s i e l sumando no se anula :
// an˜adimos e l sumando a l s t r i n g :
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cadena += ”m” + malla + nodo
+ ”sumando” + k + ”” + l ;
// an˜adimos e l sumando a l s t r i n g
// de s e n˜ a l e s in termed ias :
s e n˜ a l e s += ”m”
+ malla
+ nodo
+ ”sumando”
+ k
+ ””
+ l
+ ( ( k == 0 && l == 0
&& malla == 3 && nodo
. equa l s IgnoreCase ( ”N33” ) ) ? ””
: ” , ” ) ;
// ca lculamos e l producto
// de l o s dos b e rn s t e i n :
double B = b [ r ] [ k ] ∗ b [ s ] [ l ] ;
i f (B != 1) {
// Si hay que mu l t i p l i c a r
// ( s i e l r e s u l t a do no es 1 ) :
cadena2 += generaCadena (B, i , k , j ,
l , malla , nodo ) ;
} else {
// Si e l sumando es s o´ l o e l punto :
cadena2 += ”m” + malla + nodo
+ ”sumando” + k + ”” + l
+ ” <= ” + ” punto” + ( i + k)
+ ”” + ( j + l ) + ” ;\n” ;
}
// Completamos l a cadena segu´n sea
// e l u´ l t imo sumando o uno in termed io
cadena += ( ( ( k == r && l == s ) ? ” ;\n”
: ” + ” ) ) ;
}
}
}
// An˜ade todos l o s r e s u l t a d o s in termed ios :
codigo += cadena2 ;
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// An˜ade l a suma :
codigo += cadena + ’\n ’ ;
}
/∗∗
∗ Genera un sumando de un nodo de l a mal la
∗ transformando todas l a s mu l t i p l i c a c i o n e s
∗ en desp lazamientos o desp lazamientos y sumas
∗
∗ @param B
∗ @param i
∗ @param k
∗ @param j
∗ @param l
∗ @param mal la
∗ @param nodo
∗ @return s t r i n g con l a cadena de operac iones
∗/
private stat ic St r ing generaCadena (double B, int i ,
int k , int j , int l , int malla , S t r ing nodo ) {
St r ing cadena = ”” ;
// Comprobamos s i se puede s u s t i t u i r por un
// desp lazamiento o va r i o s :
St r ing bin = GeneraVHDL . doubleToStr ing (B) ;
int desp la za r = 0 ;
int numDesplaz1 = −1;
int numDesplaz2 = −1;
int aux = 1 ;
while ( aux < bin . l ength ( ) && ( desp la za r <= 2)) {
i f ( bin . charAt ( aux ) == ’ 1 ’ ) {
desp la za r++;
// s i es e l primer desp lazamiento
i f ( numDesplaz1 == −1)
// guardamos l a pos i c i o´ n d e l primer 1
numDesplaz1 = aux ;
else
// guardamos l a pos i c i o´ n d e l segundo 1
numDesplaz2 = aux ;
}
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aux++;
}
// Desplazamos una vez :
i f ( de sp la za r < 2) {
// Creamos una cadena de ceros , tan to s como
// l a pos i c i o´ n en l a que se encontraba e l uno
// ma´s uno
St r ing ce ro s = ”” ;
for ( int v = 0 ; v < numDesplaz1 ; v++)
ce ro s += ”0” ;
// An˜adimos a l a cadena e l sumando y su va l o r :
// su va l o r es e l desp lazamiento d e l punto .
cadena += ”m” + malla + nodo + ”sumando” + k
+ ”” + l + ” <= ” + ”\”” + cero s + ”\””
+ ” & punto” + ( i + k) + ”” + ( j + l )
+ ” (31 downto ”
+ ( numDesplaz1 /∗ + 1 ∗/ ) + ” ) ;\ n” ;
} else {
// Desplazamos dos veces :
St r ing ce ro s = ”” ;
// Creamos una cadena de ceros , tan to s como
// l a pos i c i o´ n en l a que se encontraba
// e l primer uno ma´s uno
for ( int v = 0 ; v < numDesplaz1 ; v++)
ce ro s += ”0” ;
// An˜adimos a l a cadena e l v a l o r p a r c i a l
// d e l sumando :
cadena += ”m” + malla + nodo + ”sumando” + k
+ ”” + l + ” <=( ” + ”\”” + cero s
+ ”\”” + ” & punto” + ( i + k) + ””
+ ( j + l ) + ” (31 downto ”
+ ( numDesplaz1 /∗ + 1 ∗/ ) + ” ) ) ” ;
c e ro s = ”” ;
// Volvemos a crear una cadena de ceros ,
// tan to s como l a pos i c i o´ n en l a que
// se econtraba e l segundo ma´s uno
for ( int v = 0 ; v < numDesplaz2 ; v++)
ce ro s += ”0” ;
// An˜adimos a l a cadena l a suma que l e f a l t a b a
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// a l segundo con e l v a l o r d e l punto
// desp lazado segu´n e l segundo 1 .
cadena += ”+ (” + ”\”” + cero s + ”\””
+ ” & punto” + ( i + k) + ”” + ( j + l )
+ ” (31 downto ”
+ ( numDesplaz2 /∗ + 1 ∗/ ) + ” ) ) ; \ n” ;
}
return cadena ;
}
/∗∗
∗ Paso de doub le a b i na r i o
∗
∗ @param b : nu´mero en doub le
∗ @return : nu´mero en b i na r i o
∗/
private stat ic St r ing doubleToStr ing (double b) {
St r ing r e to rno = ”” ;
long a = 0x1 ;
a = a << 32 ;
long r e s u l t = ( long ) ( ( ( f loat ) a ) ∗ b ) ;
r e to rno = Long . toBinaryStr ing ( r e s u l t ) ;
while ( r e to rno . l ength ( ) < 32)
r e to rno = ”0” + reto rno ;
r e to rno = ”\”” + reto rno + ”\”” ;
return r e to rno ;
}
}
C.2. Generacio´n de co´digo de un disen˜o re-
ducido
C.2.1. Clase GeneraVHDL
package app ;
import java . u t i l . ArrayList ;
import java . u t i l . HashSet ;
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public class GeneraVHDL {
private stat ic double [ ] [ ] b ;
private stat ic ArrayList<Str ing> s ena l e s =
new ArrayList<Str ing >() ;
private stat ic HashSet<Suma> sumandos =
new HashSet<Suma>() ;
private stat ic HashSet<Desplazamiento>
desp lazamientos = new HashSet<Desplazamiento >() ;
private stat ic St r ing codigoDesplazamientos = ”” ;
private stat ic St r ing codigoSumandos = ”” ;
private stat ic St r ing cod igoSa l ida = ”” ;
public stat ic void main ( St r ing [ ] a rgs ) {
// Inic iamos b e rn s t e i n
GeneraVHDL . i n i c i aB e r n s t e i n ( ) ;
// Creacio´n de cada mal la y sus s e n˜ a l e s :
for ( int i = 0 ; i < 4 ; i++) {
creaMal la ( i ) ;
}
System . out . p r i n t l n ( codigoDesplazamientos ) ;
System . out . p r i n t l n ( codigoSumandos ) ;
System . out . p r i n t l n ( cod igoSa l ida ) ;
// Se n˜a l e s
System . out . p r i n t ( ” s i g n a l ” + sena l e s . get ( 0 ) ) ;
for ( int i = 1 ; i < s ena l e s . s i z e ( ) ; i++) {
System . out . p r i n t ( ” , ” ) ;
i f ( i % 5 == 0)
System . out . p r i n t l n ( ) ;
System . out . p r i n t ( s ena l e s . get ( i ) ) ;
}
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System . out . p r i n t l n ( ” :
s t d l o g i c v e c t o r (31 downto 0 ) ; ” ) ;
}
/∗∗
∗ Generacio´n de cada nodo in termed io de una mal la
∗
∗ @param mal la
∗/
public stat ic void creaMal la ( int malla ) {
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
switch ( malla ) {
case 0 :
GeneraVHDL . nodoIntermedio ( malla , 0 , 0 ,
j , i ) ;
break ;
case 1 :
GeneraVHDL . nodoIntermedio ( malla , 0 , i ,
j , 3 − i ) ;
break ;
case 2 :
GeneraVHDL . nodoIntermedio ( malla , j , 0 ,
3 − j , i ) ;
break ;
case 3 :
GeneraVHDL . nodoIntermedio ( malla , j , i ,
3 − j , 3 − i ) ;
break ;
default :
break ;
}
}
}
}
/∗∗
∗ Nombra un nodo in termed io segu´n l o s para´metros
∗
∗ @param mal la
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∗ @param i
∗ @param j
∗ @param r
∗ @param s
∗/
public stat ic void nodoIntermedio ( int malla , int i ,
int j , int r , int s ) {
St r ing nodo = ”” ;
switch ( malla ) {
case 0 :
nodo += ”N” + s + ”” + r ;
break ;
case 1 :
nodo += ”N” + j + ”” + r ;
break ;
case 2 :
nodo += ”N” + s + ”” + i ;
break ;
case 3 :
nodo += ”N” + j + ”” + i ;
break ;
default :
break ;
}
GeneraVHDL . ca lculaNodo ( malla , nodo , r , s , i , j ) ;
}
/∗∗
∗ Calcu la l o s sumandos de un nodo segu´n
∗ l o s para´metros y l o s almacena en e l
∗ s t r i n g adecuado .
∗
∗ @param mal la
∗ @param nodo
∗ @param r
∗ @param s
∗ @param i
∗ @param j
∗/
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private stat ic void ca lculaNodo ( int malla ,
S t r ing nodo , int r , int s , int i , int j ) {
Suma suma = new Suma ( ) ;
for ( int k = 0 ; k <= r ; k++) {
for ( int l = 0 ; l <= s ; l++) {
// Obtenemos l o s desp lazamientos
Desplazamiento [ ] sumandos =
generaDesplazamientos (b [ r ] [ k ] ∗ b [ s ] [ l ] ,
i , k , j , l ) ;
// Insertamos l o s desp lazamientos
GeneraVHDL
. in se r taDesp la zamiento s ( sumandos ) ;
// An˜adimos l o s desp lazamientos a l a suma
for ( int m = 0 ; m < sumandos . l ength ; m++)
suma . sumandos . add ( sumandos [m] ) ;
}
}
St r ing nombreSenal = ”” ;
// Comprobamos s i e x i s t e n l o s sumandos
i f (GeneraVHDL . sumandos . conta in s ( suma ) ) {
// Entonces obtenemos e l nombre de l a s e n˜ a l .
nombreSenal = GeneraVHDL . obtieneSuma (suma ) ;
} else {
// Hay que crear l a s e n˜ a l .
nombreSenal = GeneraVHDL . creaSuma ( suma ) ;
}
// Generamos e l c o´d i go de s a l i d a
cod igoSa l ida += ”malla ” + malla + nodo + ” <= ”
+ nombreSenal + ” ;\n” ;
}
private stat ic St r ing obtieneSuma (Suma s ) {
St r ing r e t = null ;
Suma [ ] sums = new Suma [GeneraVHDL . sumandos
. s i z e ( ) ] ;
GeneraVHDL . sumandos . toArray ( sums ) ;
for ( int i = 0 ; i < sums . l ength &&
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r e t == null ; i++)
i f ( sums [ i ] . equa l s ( s ) )
r e t = sums [ i ] . nombre ;
return r e t ;
}
private stat ic St r ing creaSuma (Suma suma) {
// Lo primero es ob tener e l nombre de l a
// que ser a´ l a s e n˜ a l . Para e l l o ,
// obtenemos l o s desp lazamientos que l a componen
Desplazamiento [ ] desps =
new Desplazamiento [ suma . sumandos . s i z e ( ) ] ;
suma . sumandos . toArray ( desps ) ;
// Ahora creamos e l nombre de l a s e n˜ a l
St r ing nombre = ”suma” ;
for ( int i = 0 ; i < desps . l ength ; i++) {
nombre += ” ” + desps [ i ] . c e ro s + ””
+ desps [ i ] . x + ”” + desps [ i ] . y ;
}
// Creamos e l c o´d i go
St r ing codigo = nombre
+ ” <= ”
+ GeneraVHDL
. obt ieneDesplazamiento ( desps [ 0 ] ) ;
for ( int i = 1 ; i < desps . l ength ; i++)
codigo += ” + ”
+ GeneraVHDL
. obt ieneDesplazamiento ( desps [ i ] ) ;
codigo += ” ;\n” ;
// Guardamos e l c o´d i go
GeneraVHDL . codigoSumandos += codigo ;
// Finalmente almacenamos e l nombre y e l sumando
suma . nombre = nombre ;
GeneraVHDL . sumandos . add (suma ) ;
// Almacenamos e l nombre de l a s e n˜ a l
GeneraVHDL . s ena l e s . add ( nombre ) ;
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// Devolvemos e l nombre ;
return nombre ;
}
private stat ic St r ing obt ieneDesplazamiento (
Desplazamiento d) {
St r ing r e t = null ;
Desplazamiento [ ] desps =
new Desplazamiento [GeneraVHDL . desp lazamientos . s i z e ( ) ] ;
GeneraVHDL . desp lazamientos . toArray ( desps ) ;
for ( int i = 0 ; i < desps . l ength &&
re t == null ; i++)
i f ( desps [ i ] . equa l s (d ) )
r e t = desps [ i ] . nombre ;
return r e t ;
}
private stat ic void i n s e r taDesp la zamientos (
Desplazamiento [ ] sumandos ) {
// Para cada desp lazamiento
for ( int i = 0 ; i < sumandos . l ength ; i++) {
// Comprobamos s i e x i s t e
i f ( ! GeneraVHDL . desp lazamientos
. conta in s ( sumandos [ i ] ) ) {
// Entonces l o an˜ade
St r ing cadena = ”puntoDes”
+ sumandos [ i ] . c e ro s + ””
+ sumandos [ i ] . x + ”” + sumandos [ i ] . y ;
sumandos [ i ] . nombre = cadena ;
GeneraVHDL . desp lazamientos
. add ( sumandos [ i ] ) ;
// Guardamos e l nombre de l a s e n˜ a l
GeneraVHDL . s ena l e s . add ( cadena ) ;
// Y generamos e l c o´d i go
cadena += ” <= ” ;
i f ( sumandos [ i ] . c e ro s != 0) {
cadena += ”\”” ;
for ( int j = 0 ; j< sumandos [ i ] . c e ro s ; j++)
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cadena += ”0” ;
cadena += ”\” & punto” + sumandos [ i ] . x
+ ”” + sumandos [ i ] . y
+ ” (31 downto ” ;
cadena += sumandos [ i ] . c e ro s + ” ) ;\ n” ;
} else {
cadena += ”punto” + sumandos [ i ] . x + ””
+ sumandos [ i ] . y + ” ;\n” ;
}
// Guardamos e l c o´d i go d e l desp lazamiento
GeneraVHDL . codigoDesplazamientos += cadena ;
}
}
}
private stat ic Desplazamiento [ ] generaDesplazamientos (
double B, int i , int k , int j , int l ) {
Desplazamiento [ ] r e t = null ;
int x = i + k ;
int y = j + l ;
i f (B == 0) {
// No se suma
r e t = new Desplazamiento [ 0 ] ;
} else i f (B == 1) {
// Se suma e l punto t a l cua l
r e t = new Desplazamiento [ 1 ] ;
r e t [ 0 ] = new Desplazamiento ( ) ;
r e t [ 0 ] . x = x ;
r e t [ 0 ] . y = y ;
r e t [ 0 ] . c e ro s = 0 ;
} else {
// Obtenemos l a cadena de 1s y 0 s
St r ing des = GeneraVHDL . doubleToStr ing (B) ;
// Obtenemos l a pos i c i o´ n de l o s 2 p o s i b l e s 1 s .
int desp la za r = 0 ;
int numDesplaz1 = −1;
int numDesplaz2 = −1;
int aux = 0 ;
while ( aux < des . l ength ( ) && ( desp la za r <= 2)){
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i f ( des . charAt ( aux ) == ’ 1 ’ ) {
desp la za r++;
// s i es e l primer desp lazamiento
i f ( numDesplaz1 == −1) {
// guardamos l a pos i c i o´ n d e l primer 1
numDesplaz1 = aux ;
} else {
//guardamos l a pos i c i o´ n d e l segundo 1
numDesplaz2 = aux ;
}
}
aux++;
}
// Miramos cuantos 1 s hay
i f ( de sp la za r == 1) {
r e t = new Desplazamiento [ 1 ] ;
r e t [ 0 ] = new Desplazamiento ( ) ;
r e t [ 0 ] . x = x ;
r e t [ 0 ] . y = y ;
r e t [ 0 ] . c e ro s = numDesplaz1 + 1 ;
} else {
r e t = new Desplazamiento [ 2 ] ;
r e t [ 0 ] = new Desplazamiento ( ) ;
r e t [ 1 ] = new Desplazamiento ( ) ;
r e t [ 0 ] . x = x ;
r e t [ 0 ] . y = y ;
r e t [ 0 ] . c e ro s = numDesplaz1 + 1 ;
r e t [ 1 ] . x = x ;
r e t [ 1 ] . y = y ;
r e t [ 1 ] . c e ro s = numDesplaz2 + 1 ;
}
}
return r e t ;
}
/∗∗
∗ Me´todo para i n i c i a l i z a r e l array b
∗ con l o s v a l o r e s de Berns te in
∗
∗/
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private stat ic void i n i c i aB e r n s t e i n ( ) {
GeneraVHDL . b = new double [ 4 ] [ 4 ] ;
b [ 0 ] [ 0 ] = 1 ;
b [ 0 ] [ 1 ] = 0 ;
b [ 0 ] [ 2 ] = 0 ;
b [ 0 ] [ 3 ] = 0 ;
b [ 1 ] [ 0 ] = 0 . 5 ;
b [ 1 ] [ 1 ] = 0 . 5 ;
b [ 1 ] [ 2 ] = 0 ;
b [ 1 ] [ 3 ] = 0 ;
b [ 2 ] [ 0 ] = 0 . 2 5 ;
b [ 2 ] [ 1 ] = 0 . 5 ;
b [ 2 ] [ 2 ] = 0 . 2 5 ;
b [ 2 ] [ 3 ] = 0 ;
b [ 3 ] [ 0 ] = 0 . 1 2 5 ;
b [ 3 ] [ 1 ] = 0 . 3 7 5 ;
b [ 3 ] [ 2 ] = 0 . 3 7 5 ;
b [ 3 ] [ 3 ] = 0 . 1 2 5 ;
}
/∗∗
∗ Paso de doub le a b i na r i o
∗
∗ @param b :
∗ nu´mero en doub le
∗ @return : nu´mero en b i na r i o
∗/
private stat ic St r ing doubleToStr ing (double b) {
St r ing r e to rno = ”” ;
long a = 0x1 ;
a = a << 32 ;
long r e s u l t = ( long ) ( ( ( f loat ) a ) ∗ b ) ;
r e to rno = Long . toBinaryStr ing ( r e s u l t ) ;
while ( r e to rno . l ength ( ) < 32)
r e to rno = ”0” + reto rno ;
r e to rno = ”\”” + reto rno + ”\”” ;
return r e to rno ;
}
}
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C.2.2. Clase Desplazamiento
package app ;
/∗∗
∗ Desplazamiento . Cons i s te de un punto de entrada y
∗ un nu´mero de ceros de desp lazamientos .
∗/
public class Desplazamiento {
public int x ;
public int y ;
public int ce ro s ;
// Nombre de l a s e n˜ a l que t i e n e e s t e desp lazamiento
public St r ing nombre ;
/∗∗
∗ Sobreescr ib imos l a func i o´n hash
∗ para poder i n c l u i r e s t e o b j e t o
∗ dentro de un hashSet
∗/
public int hashCode ( ) {
return x + y ∗ 10 + cero s ∗ 100 ;
}
public boolean equa l s ( Object ob ) {
i f ( ob . g e tC la s s ( ) != this . g e tC la s s ( ) )
return fa l se ;
Desplazamiento o = ( Desplazamiento ) ob ;
return o . x == this . x && o . y == this . y
&& o . ce ro s == this . c e ro s ;
}
}
C.2.3. Clase Suma
package app ;
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import java . u t i l . HashSet ;
/∗∗
∗ Elemento ”suma” , que suma un conjunto
∗ de desp lazamientos .
∗/
public class Suma {
public HashSet<Desplazamiento> sumandos =
new HashSet<Desplazamiento >() ;
public St r ing nombre ;
public int hashCode ( ) {
int suma = 0 ;
Object [ ] sums = sumandos . toArray ( ) ;
for ( int i = 0 ; i < sums . l ength ; i++)
suma += sums [ i ] . hashCode ( ) ;
return suma ;
}
public boolean equa l s ( Object ob ) {
i f ( ob . g e tC la s s ( ) != this . g e tC la s s ( ) )
return fa l se ;
Suma o = (Suma) ob ;
return o . sumandos . equa l s ( sumandos ) ;
}
}
C.3. Generacio´n de co´digo del disen˜o en a´rbol
C.3.1. Clase GeneraVHDL
package app ;
import java . u t i l . ArrayList ;
import java . u t i l . HashSet ;
import java . u t i l . I t e r a t o r ;
public class GeneraVHDL {
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private stat ic double [ ] [ ] b ;
private stat ic ArrayList<Str ing> s ena l e s =
new ArrayList<Str ing >() ;
private stat ic HashSet<Suma> sumandos =
new HashSet<Suma>() ;
private stat ic HashSet<Desplazamiento>
desp lazamientos = new HashSet<Desplazamiento >() ;
private stat ic ArrayList<Str ing>
codigoDesplazamientos = new ArrayList<Str ing >() ;
private stat ic ArrayList<Str ing> codigoSumandos =
new ArrayList<Str ing >() ;
private stat ic ArrayList<Str ing> cod igoSa l ida =
new ArrayList<Str ing >() ;
public stat ic void main ( St r ing [ ] a rgs ) {
// Inic iamos b e rn s t e i n
GeneraVHDL . i n i c i aB e r n s t e i n ( ) ;
// Creacio´n de cada mal la y sus s e n˜ a l e s :
for ( int i = 0 ; i < 4 ; i++) {
creaMal la ( i ) ;
}
I t e r a t o r<Str ing> i =
GeneraVHDL . codigoDesplazamientos
. i t e r a t o r ( ) ;
while ( i . hasNext ( ) )
System . out . p r i n t l n ( i . next ( ) ) ;
System . out . p r i n t l n ( ) ;
i = GeneraVHDL . codigoSumandos . i t e r a t o r ( ) ;
while ( i . hasNext ( ) )
System . out . p r i n t l n ( i . next ( ) ) ;
System . out . p r i n t l n ( ) ;
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i = GeneraVHDL . cod igoSa l ida . i t e r a t o r ( ) ;
while ( i . hasNext ( ) )
System . out . p r i n t l n ( i . next ( ) ) ;
// Se n˜a l e s
System . out . p r i n t ( ” s i g n a l ” ) ;
i = GeneraVHDL . s ena l e s . i t e r a t o r ( ) ;
System . out . p r i n t ( i . next ( ) ) ;
while ( i . hasNext ( ) )
System . out . p r i n t ( ” , ” + i . next ( ) ) ;
System . out . p r i n t l n
( ” : s t d l o g i c v e c t o r (31 downto 0 ) ; ” ) ;
}
/∗∗
∗ Generacio´n de cada nodo in termed io de una mal la
∗
∗ @param mal la
∗/
public stat ic void creaMal la ( int malla ) {
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
switch ( malla ) {
case 0 :
GeneraVHDL . nodoIntermedio (malla , 0 , 0 ,
j , i ) ;
break ;
case 1 :
GeneraVHDL . nodoIntermedio (malla , 0 , i ,
j , 3 − i ) ;
break ;
case 2 :
GeneraVHDL . nodoIntermedio (malla , j , 0 ,
3 − j , i ) ;
break ;
case 3 :
GeneraVHDL . nodoIntermedio (malla , j , i ,
3 − j , 3 − i ) ;
break ;
default :
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break ;
}
}
}
}
/∗∗
∗ Nombra un nodo in termed io segu´n l o s para´metros
∗
∗ @param mal la
∗ @param i
∗ @param j
∗ @param r
∗ @param s
∗/
public stat ic void nodoIntermedio ( int malla , int i ,
int j , int r , int s ) {
St r ing nodo = ”” ;
switch ( malla ) {
case 0 :
nodo += ”N” + s + ”” + r ;
break ;
case 1 :
nodo += ”N” + j + ”” + r ;
break ;
case 2 :
nodo += ”N” + s + ”” + i ;
break ;
case 3 :
nodo += ”N” + j + ”” + i ;
break ;
default :
break ;
}
GeneraVHDL . ca lculaNodo ( malla , nodo , r , s , i , j ) ;
}
/∗∗
∗ Calcu la l o s sumandos de un nodo segu´n
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∗ l o s para´metros y l o s almacena en e l
∗ s t r i n g adecuado .
∗
∗ @param mal la
∗ @param nodo
∗ @param r
∗ @param s
∗ @param i
∗ @param j
∗/
private stat ic void ca lculaNodo ( int malla ,
S t r ing nodo , int r , int s , int i , int j ) {
Suma suma = new Suma ( ) ;
for ( int k = 0 ; k <= r ; k++) {
for ( int l = 0 ; l <= s ; l++) {
// Obtenemos l o s desp lazamientos
Desplazamiento [ ] sumandos =
generaDesplazamientos (
b [ r ] [ k ] ∗ b [ s ] [ l ] , i , k , j , l ) ;
// Insertamos l o s desp lazamientos
GeneraVHDL
. in se r taDesp la zamiento s ( sumandos ) ;
// An˜adimos l o s desp lazamientos a l a suma
for ( int m = 0 ; m < sumandos . l ength ; m++)
suma . sumandos . add ( sumandos [m] ) ;
}
}
St r ing nombreSenal = ”” ;
// Comprobamos s i e x i s t e n l o s sumandos
i f (GeneraVHDL . sumandos . conta in s ( suma ) ) {
// Entonces obtenemos e l nombre de l a s e n˜ a l .
nombreSenal = GeneraVHDL . obtieneSuma ( suma ) ;
} else {
// Hay que crear l a s e n˜ a l .
nombreSenal = GeneraVHDL . creaArbolSumas (suma ) ;
}
// Generamos e l c o´d i go de s a l i d a
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cod igoSa l ida . add (new St r ing ( ”malla ” + malla
+ nodo + ” <= ” + nombreSenal + ” ; ” ) ) ;
}
private stat ic St r ing obtieneSuma (Suma s ) {
St r ing r e t = null ;
I t e r a t o r<Suma> i = GeneraVHDL . sumandos
. i t e r a t o r ( ) ;
while ( i . hasNext ( ) && re t == null ) {
Suma sum = i . next ( ) ;
i f (sum . equa l s ( s ) ) {
r e t = sum . nombre ;
}
}
return r e t ;
}
/∗∗
∗ Dada una suma , genera un a´ r b o l de sumandos
∗ y l o va guardando .
∗ @param suma
∗ @return nombre de l a s e n˜ a l d e l sumando que r e c i b e .
∗/
private stat ic St r ing creaArbolSumas (Suma suma) {
St r ing a rbo l = null ;
i f ( suma . sumandos . s i z e ( ) > 1) {
// Dividimos l o s sumandos en 2 .
// Para e l l o , primero volcamos l o s
// sumandos en un array .
Desplazamiento [ ] sumandos =
new Desplazamiento [ suma . sumandos . s i z e ( ) ] ;
suma . sumandos . toArray ( sumandos ) ;
// Partimos e l array en 2
int mitad = sumandos . l ength / 2 ;
Desplazamiento [ ] sum1 = new Desplazamiento [ mitad ] ;
Desplazamiento [ ] sum2 =
new Desplazamiento [ sumandos . l ength − mitad ] ;
// Para
// e l
// caso
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// impar
for ( int i = 0 ; i < mitad ; i++)
sum1 [ i ] = sumandos [ i ] ;
for ( int i = mitad ; i < sumandos . l ength ; i++)
sum2 [ i − mitad ] = sumandos [ i ] ;
// Metemos l o s arrays en dos sumas
Suma suma1 = new Suma ( ) ;
Suma suma2 = new Suma ( ) ;
for ( int i = 0 ; i < sum1 . l ength ; i++)
suma1 . sumandos . add ( sum1 [ i ] ) ;
for ( int i = 0 ; i < sum2 . l ength ; i++)
suma2 . sumandos . add ( sum2 [ i ] ) ;
// Obtenemos l o s nombres de e s t o s 2 a´ r b o l e s .
St r ing arbo l1 = null ;
i f (GeneraVHDL . sumandos . conta in s ( suma1 ) ) {
arbo l1 = GeneraVHDL . obtieneSuma ( suma1 ) ;
} else {
arbo l1 = GeneraVHDL . creaArbolSumas ( suma1 ) ;
}
St r ing arbo l2 = null ;
i f (GeneraVHDL . sumandos . conta in s ( suma2 ) ) {
arbo l2 = GeneraVHDL . obtieneSuma ( suma2 ) ;
} else {
arbo l2 = GeneraVHDL . creaArbolSumas ( suma2 ) ;
}
// Creamos ahora una se n˜ a l que sume
// l o s 2 sub a´ r b o l e s . Primero l e
// damos nombre a e s ta suma
suma . creaNombre ( ) ;
// Guardamos l a suma
GeneraVHDL . sumandos . add ( suma ) ;
// Finalmente generamos e l c o´d i go
GeneraVHDL . codigoSumandos . add ( suma . nombre
+ ” <= ” + arbo l1 + ” + ” + arbo l2
+ ” ; ” ) ;
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// El nombre de e s t e a´ r b o l es e l nombre de
// l a s e n˜ a l en cue s t i o´ n
a rbo l = suma . nombre ;
// Por u´ l t imo , almacenamos e s ta s e n˜ a l
GeneraVHDL . s ena l e s . add ( a rbo l ) ;
} else {
// Caso base : e l a´ r b o l s o´ l o t i e n e un sumando .
// Buscamos e l nombre d e l desp lazamiento .
a rbo l = GeneraVHDL
. obt ieneDesplazamiento (suma . sumandos
. i t e r a t o r ( ) . next ( ) ) ;
}
return a rbo l ;
}
private stat ic St r ing obt ieneDesplazamiento (
Desplazamiento d) {
St r ing r e t = null ;
Desplazamiento [ ] desps =
new Desplazamiento [GeneraVHDL . desp lazamientos
. s i z e ( ) ] ;
GeneraVHDL . desp lazamientos . toArray ( desps ) ;
for ( int i = 0 ; i < desps . l ength && re t == null ;
i++)
i f ( desps [ i ] . equa l s (d ) )
r e t = desps [ i ] . nombre ;
return r e t ;
}
private stat ic void i n s e r taDesp la zamientos (
Desplazamiento [ ] sumandos ) {
// Para cada desp lazamiento
for ( int i = 0 ; i < sumandos . l ength ; i++) {
// Comprobamos s i e x i s t e
i f ( ! GeneraVHDL . desp lazamientos
. conta in s ( sumandos [ i ] ) ) {
// Entonces l o an˜ade
St r ing cadena = ”puntoDes”
+ sumandos [ i ] . c e ro s + ””
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+ sumandos [ i ] . x + ”” + sumandos [ i ] . y ;
sumandos [ i ] . nombre = cadena ;
GeneraVHDL . desp lazamientos
. add ( sumandos [ i ] ) ;
// Guardamos e l nombre de l a s e n˜ a l
GeneraVHDL . s ena l e s . add ( cadena ) ;
// Y generamos e l c o´d i go
cadena += ” <= ” ;
i f ( sumandos [ i ] . c e ro s != 0) {
cadena += ”\”” ;
for ( int j = 0 ; j < sumandos [ i ] . c e ro s ;
j++)
cadena += ”0” ;
cadena += ”\” & regE” + sumandos [ i ] . x
+ ”” + sumandos [ i ] . y
+ ” (31 downto ” ;
cadena += sumandos [ i ] . c e ro s + ” ) ; ” ;
} else {
cadena += ”regE” + sumandos [ i ] . x + ””
+ sumandos [ i ] . y + ” ; ” ;
}
// Guardamos e l c o´d i go d e l desp lazamiento
GeneraVHDL . codigoDesplazamientos
. add ( cadena ) ;
}
}
}
private stat ic Desplazamiento [ ]
generaDesplazamientos (double B, int i , int k ,
int j , int l ) {
Desplazamiento [ ] r e t = null ;
int x = i + k ;
int y = j + l ;
i f (B == 0) {
// No se suma
r e t = new Desplazamiento [ 0 ] ;
} else i f (B == 1) {
232 APE´NDICE C. LISTADO DE CO´DIGO JAVA
// Se suma e l punto t a l cua l
r e t = new Desplazamiento [ 1 ] ;
r e t [ 0 ] = new Desplazamiento ( ) ;
r e t [ 0 ] . x = x ;
r e t [ 0 ] . y = y ;
r e t [ 0 ] . c e ro s = 0 ;
} else {
// Obtenemos l a cadena de 1s y 0 s
St r ing des = GeneraVHDL . doubleToStr ing (B) ;
// Obtenemos l a pos i c i o´ n de l o s 2 p o s i b l e s 1 s .
int desp la za r = 0 ;
int numDesplaz1 = −1;
int numDesplaz2 = −1;
int aux = 0 ;
while ( aux < des . l ength ( ) && ( desp la za r <= 2)){
i f ( des . charAt ( aux ) == ’ 1 ’ ) {
desp la za r++;
// s i es e l primer desp lazamiento
i f ( numDesplaz1 == −1) {
// guardamos l a pos i c i o´ n d e l primer 1
numDesplaz1 = aux ;
} else {
//guardamos l a pos i c i o´ n d e l segundo 1
numDesplaz2 = aux ;
}
}
aux++;
}
// Miramos cuantos 1 s hay
i f ( de sp la za r == 1) {
r e t = new Desplazamiento [ 1 ] ;
r e t [ 0 ] = new Desplazamiento ( ) ;
r e t [ 0 ] . x = x ;
r e t [ 0 ] . y = y ;
r e t [ 0 ] . c e ro s = numDesplaz1 + 1 ;
} else {
r e t = new Desplazamiento [ 2 ] ;
r e t [ 0 ] = new Desplazamiento ( ) ;
r e t [ 1 ] = new Desplazamiento ( ) ;
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r e t [ 0 ] . x = x ;
r e t [ 0 ] . y = y ;
r e t [ 0 ] . c e ro s = numDesplaz1 + 1 ;
r e t [ 1 ] . x = x ;
r e t [ 1 ] . y = y ;
r e t [ 1 ] . c e ro s = numDesplaz2 + 1 ;
}
}
return r e t ;
}
/∗∗
∗ Me´todo para i n i c i a l i z a r e l array b con
∗ l o s v a l o r e s de Berns te in
∗
∗/
private stat ic void i n i c i aB e r n s t e i n ( ) {
GeneraVHDL . b = new double [ 4 ] [ 4 ] ;
b [ 0 ] [ 0 ] = 1 ;
b [ 0 ] [ 1 ] = 0 ;
b [ 0 ] [ 2 ] = 0 ;
b [ 0 ] [ 3 ] = 0 ;
b [ 1 ] [ 0 ] = 0 . 5 ;
b [ 1 ] [ 1 ] = 0 . 5 ;
b [ 1 ] [ 2 ] = 0 ;
b [ 1 ] [ 3 ] = 0 ;
b [ 2 ] [ 0 ] = 0 . 2 5 ;
b [ 2 ] [ 1 ] = 0 . 5 ;
b [ 2 ] [ 2 ] = 0 . 2 5 ;
b [ 2 ] [ 3 ] = 0 ;
b [ 3 ] [ 0 ] = 0 . 1 2 5 ;
b [ 3 ] [ 1 ] = 0 . 3 7 5 ;
b [ 3 ] [ 2 ] = 0 . 3 7 5 ;
b [ 3 ] [ 3 ] = 0 . 1 2 5 ;
}
/∗∗
∗ Paso de doub le a b i na r i o
∗
∗ @param b :
∗ nu´mero en doub le
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∗ @return : nu´mero en b i na r i o
∗/
private stat ic St r ing doubleToStr ing (double b) {
St r ing r e to rno = ”” ;
long a = 0x1 ;
a = a << 32 ;
long r e s u l t = ( long ) ( ( ( f loat ) a ) ∗ b ) ;
r e to rno = Long . toBinaryStr ing ( r e s u l t ) ;
while ( r e to rno . l ength ( ) < 32)
r e to rno = ”0” + reto rno ;
r e to rno = ”\”” + reto rno + ”\”” ;
return r e to rno ;
}
}
Las clases Desplazamiento y Suma son similares a las del apartado ante-
rior.
Ape´ndice D
Listado de co´digo VHDL
El presente ape´ndice contiene el listado de co´digo en VHDL que contiene
la arquitectura desarrollada.
D.1. Hardware sin optimizar
l ibrary i e e e ;
use i e e e . s t d l o g i c 1 1 6 4 . a l l ;
use i e e e . numer ic std . a l l ;
use IEEE .STD LOGIC ARITH.ALL;
use IEEE .STD LOGIC UNSIGNED.ALL;
entity d i v i s o r ma l l a s i s
port (
c l k : in s t d l o g i c ;
r s t : in s t d l o g i c ;
entradaDatos : in s t d l o g i c v e c t o r (31 downto 0 ) ;
sa l i daDato s : out s t d l o g i c v e c t o r (31 downto 0 ) ;
entradaContro l : in s t d l o g i c v e c t o r (31 downto 0 ) ;
s a l i d aCon t r o l : out s t d l o g i c v e c t o r (31 downto 0)
) ;
end d i v i s o r ma l l a s ;
architecture imp of d i v i s o r ma l l a s i s
−−Se n˜a l e s para l o s procesos d e l p ro toco l o
signal datoOk , set , get , l e ido , e s c r i t o , rdy : s t d l o g i c ;
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signal datosIn , datosOut :
s t d l o g i c v e c t o r (31 downto 0 ) ;
type estados i s ( espera , d i r ecc ionando ,
e s c r ib i endo , leyendo ) ;
signal estado : estados ;
signal contador : na tura l ;
signal eDecod i f i cado r : s t d l o g i c ;
signal eMult ip l exor : s t d l o g i c ;
−−Se n˜a l e s para conec tar e l d i v i s o r con e l p ro toco l o
−− ( da tos de entrada )
signal regE00 , regE01 , regE02 , regE03 , regE10 , regE11 ,
regE12 , regE13 , regE20 , regE21 , regE22 , regE23 ,
regE30 , regE31 , regE32 , regE33 :
s t d l o g i c v e c t o r (31 downto 0 ) ;
−−Se n˜a l e s para conec tar e l d i v i s o r con e l p ro toco l o
−− ( da tos de s a l i d a )
signal regS00 , regS01 , regS02 , regS03 , regS04 , regS05 ,
regS06 , regS07 , regS08 , regS09 , regS010 , regS011 ,
regS012 , regS013 , regS014 , regS015 , regS10 , regS11 ,
regS12 , regS13 , regS14 , regS15 , regS16 , regS17 ,
regS18 , regS19 , regS110 , regS111 , regS112 , regS113 ,
regS114 , regS115 , regS20 , regS21 , regS22 , regS23 ,
regS24 , regS25 , regS26 , regS27 , regS28 , regS29 , regS210 ,
regS211 , regS212 , regS213 , regS214 , regS215 , regS30 ,
regS31 , regS32 , regS33 , regS34 , regS35 , regS36 , regS37 ,
regS38 , regS39 , regS310 , regS311 , regS312 , regS313 ,
regS314 , regS315 : s t d l o g i c v e c t o r (31 downto 0 ) ;
−−Se n˜a l e s para l o s operandos fuen te d e l d i v i s o r
signal punto00 , punto01 , punto02 , punto03 , punto10 ,
punto11 , punto12 , punto13 ,
punto20 , punto21 , punto22 , punto23 , punto30 ,
punto31 , punto32 ,
punto33 : s t d l o g i c v e c t o r (31 downto 0 ) ;
−−Se n˜a l e s para l o s operandos r e s u l t a do d e l d i v i s o r .
signal malla0N00 , malla0N01 , malla0N02 , malla0N03 ,
malla0N10 , malla0N11 , malla0N12 , malla0N13 ,
malla0N20 , malla0N21 , malla0N22 , malla0N23 ,
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malla0N30 , malla0N31 , malla0N32 , malla0N33 ,
malla1N00 , malla1N01 , malla1N02 , malla1N03 ,
malla1N10 , malla1N11 , malla1N12 , malla1N13 ,
malla1N20 , malla1N21 , malla1N22 , malla1N23 ,
malla1N30 , malla1N31 , malla1N32 , malla1N33 ,
malla2N00 , malla2N01 , malla2N02 , malla2N03 ,
malla2N10 , malla2N11 , malla2N12 , malla2N13 ,
malla2N20 , malla2N21 , malla2N22 , malla2N23 ,
malla2N30 , malla2N31 , malla2N32 , malla2N33 ,
malla3N00 , malla3N01 , malla3N02 , malla3N03 ,
malla3N10 , malla3N11 , malla3N12 , malla3N13 ,
malla3N20 , malla3N21 , malla3N22 , malla3N23 ,
malla3N30 , malla3N31 , malla3N32 , malla3N33 :
s t d l o g i c v e c t o r (31 downto 0 ) ;
−− Se n˜a l e s para l o s r e s u l t a d o s in termed ios
signal m0N00sumando00 ,m0N01sumando00 ,m0N01sumando10 ,
m0N02sumando00 , m0N02sumando10 ,
m0N02sumando20 , m0N03sumando00 , m0N03sumando10 ,
m0N03sumando20 , m0N03sumando30 ,
m0N10sumando00 , m0N10sumando01 , m0N11sumando00 ,
m0N11sumando01 , m0N11sumando10 ,
m0N11sumando11 , m0N12sumando00 , m0N12sumando01 ,
m0N12sumando10 , m0N12sumando11 ,
m0N12sumando20 , m0N12sumando21 , m0N13sumando00 ,
m0N13sumando01 , m0N13sumando10 ,
m0N13sumando11 , m0N13sumando20 , m0N13sumando21 ,
m0N13sumando30 , m0N13sumando31 ,
m0N20sumando00 , m0N20sumando01 , m0N20sumando02 ,
m0N21sumando00 , m0N21sumando01 ,
m0N21sumando02 , m0N21sumando10 , m0N21sumando11 ,
m0N21sumando12 , m0N22sumando00 ,
m0N22sumando01 , m0N22sumando02 , m0N22sumando10 ,
m0N22sumando11 , m0N22sumando12 ,
m0N22sumando20 , m0N22sumando21 , m0N22sumando22 ,
m0N23sumando00 , m0N23sumando01 ,
m0N23sumando02 , m0N23sumando10 , m0N23sumando11 ,
m0N23sumando12 , m0N23sumando20 ,
m0N23sumando21 , m0N23sumando22 , m0N23sumando30 ,
m0N23sumando31 , m0N23sumando32 ,
m0N30sumando00 , m0N30sumando01 , m0N30sumando02 ,
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m0N30sumando03 ,m0N31sumando00 ,
m0N31sumando01 ,m0N31sumando02 ,m0N31sumando03 ,
m0N31sumando10 ,m0N31sumando11 ,
m0N31sumando12 ,m0N31sumando13 ,m0N32sumando00 ,
m0N32sumando01 ,m0N32sumando02 ,
m0N32sumando03 ,m0N32sumando10 ,m0N32sumando11 ,
m0N32sumando12 ,m0N32sumando13 ,
m0N32sumando20 ,m0N32sumando21 ,m0N32sumando22 ,
m0N32sumando23 ,m0N33sumando00 ,
m0N33sumando01 ,m0N33sumando02 ,m0N33sumando03 ,
m0N33sumando10 ,m0N33sumando11 ,
m0N33sumando12 ,m0N33sumando13 ,m0N33sumando20 ,
m0N33sumando21 ,m0N33sumando22 ,
m0N33sumando23 ,m0N33sumando30 ,m0N33sumando31 ,
m0N33sumando32 ,m0N33sumando33 ,
m1N00sumando00 ,m1N00sumando01 ,m1N00sumando02 ,
m1N00sumando03 ,m1N01sumando00 ,
m1N01sumando01 ,m1N01sumando02 ,m1N01sumando03 ,
m1N01sumando10 ,m1N01sumando11 ,
m1N01sumando12 ,m1N01sumando13 ,m1N02sumando00 ,
m1N02sumando01 ,m1N02sumando02 ,
m1N02sumando03 ,m1N02sumando10 ,m1N02sumando11 ,
m1N02sumando12 ,m1N02sumando13 ,
m1N02sumando20 ,m1N02sumando21 ,m1N02sumando22 ,
m1N02sumando23 ,m1N03sumando00 ,
m1N03sumando01 ,m1N03sumando02 ,m1N03sumando03 ,
m1N03sumando10 ,m1N03sumando11 ,
m1N03sumando12 ,m1N03sumando13 ,m1N03sumando20 ,
m1N03sumando21 ,m1N03sumando22 ,
m1N03sumando23 ,m1N03sumando30 ,m1N03sumando31 ,
m1N03sumando32 ,m1N03sumando33 ,
m1N10sumando00 ,m1N10sumando01 ,m1N10sumando02 ,
m1N11sumando00 ,m1N11sumando01 ,
m1N11sumando02 ,m1N11sumando10 ,m1N11sumando11 ,
m1N11sumando12 ,m1N12sumando00 ,
m1N12sumando01 ,m1N12sumando02 ,m1N12sumando10 ,
m1N12sumando11 ,m1N12sumando12 ,
m1N12sumando20 ,m1N12sumando21 ,m1N12sumando22 ,
m1N13sumando00 ,m1N13sumando01 ,
m1N13sumando02 ,m1N13sumando10 ,m1N13sumando11 ,
m1N13sumando12 ,m1N13sumando20 ,
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m1N13sumando21 , m1N13sumando22 , m1N13sumando30 ,
m1N13sumando31 , m1N13sumando32 ,
m1N20sumando00 , m1N20sumando01 , m1N21sumando00 ,
m1N21sumando01 , m1N21sumando10 ,
m1N21sumando11 , m1N22sumando00 , m1N22sumando01 ,
m1N22sumando10 , m1N22sumando11 ,
m1N22sumando20 , m1N22sumando21 , m1N23sumando00 ,
m1N23sumando01 , m1N23sumando10 ,
m1N23sumando11 , m1N23sumando20 , m1N23sumando21 ,
m1N23sumando30 , m1N23sumando31 ,
m1N30sumando00 , m1N31sumando00 , m1N31sumando10 ,
m1N32sumando00 , m1N32sumando10 ,
m1N32sumando20 , m1N33sumando00 , m1N33sumando10 ,
m1N33sumando20 , m1N33sumando30 ,
m2N00sumando00 , m2N00sumando10 , m2N00sumando20 ,
m2N00sumando30 , m2N01sumando00 ,
m2N01sumando10 , m2N01sumando20 , m2N02sumando00 ,
m2N02sumando10 , m2N03sumando00 ,
m2N10sumando00 , m2N10sumando01 , m2N10sumando10 ,
m2N10sumando11 , m2N10sumando20 ,
m2N10sumando21 , m2N10sumando30 , m2N10sumando31 ,
m2N11sumando00 , m2N11sumando01 ,
m2N11sumando10 , m2N11sumando11 , m2N11sumando20 ,
m2N11sumando21 , m2N12sumando00 ,
m2N12sumando01 , m2N12sumando10 , m2N12sumando11 ,
m2N13sumando00 , m2N13sumando01 ,
m2N20sumando00 , m2N20sumando01 , m2N20sumando02 ,
m2N20sumando10 , m2N20sumando11 ,
m2N20sumando12 , m2N20sumando20 , m2N20sumando21 ,
m2N20sumando22 , m2N20sumando30 ,
m2N20sumando31 , m2N20sumando32 , m2N21sumando00 ,
m2N21sumando01 , m2N21sumando02 ,
m2N21sumando10 , m2N21sumando11 , m2N21sumando12 ,
m2N21sumando20 , m2N21sumando21 ,
m2N21sumando22 , m2N22sumando00 , m2N22sumando01 ,
m2N22sumando02 , m2N22sumando10 ,
m2N22sumando11 , m2N22sumando12 , m2N23sumando00 ,
m2N23sumando01 , m2N23sumando02 ,
m2N30sumando00 , m2N30sumando01 , m2N30sumando02 ,
m2N30sumando03 , m2N30sumando10 ,
m2N30sumando11 , m2N30sumando12 , m2N30sumando13 ,
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m2N30sumando20 ,m2N30sumando21 ,
m2N30sumando22 ,m2N30sumando23 ,m2N30sumando30 ,
m2N30sumando31 ,m2N30sumando32 ,
m2N30sumando33 ,m2N31sumando00 ,m2N31sumando01 ,
m2N31sumando02 ,m2N31sumando03 ,
m2N31sumando10 ,m2N31sumando11 ,m2N31sumando12 ,
m2N31sumando13 ,m2N31sumando20 ,
m2N31sumando21 ,m2N31sumando22 ,m2N31sumando23 ,
m2N32sumando00 ,m2N32sumando01 ,
m2N32sumando02 ,m2N32sumando03 ,m2N32sumando10 ,
m2N32sumando11 ,m2N32sumando12 ,
m2N32sumando13 ,m2N33sumando00 ,m2N33sumando01 ,
m2N33sumando02 ,m2N33sumando03 ,
m3N00sumando00 ,m3N00sumando01 ,m3N00sumando02 ,
m3N00sumando03 ,m3N00sumando10 ,
m3N00sumando11 ,m3N00sumando12 ,m3N00sumando13 ,
m3N00sumando20 ,m3N00sumando21 ,
m3N00sumando22 ,m3N00sumando23 ,m3N00sumando30 ,
m3N00sumando31 ,m3N00sumando32 ,
m3N00sumando33 ,m3N01sumando00 ,m3N01sumando01 ,
m3N01sumando02 ,m3N01sumando03 ,
m3N01sumando10 ,m3N01sumando11 ,m3N01sumando12 ,
m3N01sumando13 ,m3N01sumando20 ,
m3N01sumando21 ,m3N01sumando22 ,m3N01sumando23 ,
m3N02sumando00 ,m3N02sumando01 ,
m3N02sumando02 ,m3N02sumando03 ,m3N02sumando10 ,
m3N02sumando11 ,m3N02sumando12 ,
m3N02sumando13 ,m3N03sumando00 ,m3N03sumando01 ,
m3N03sumando02 ,m3N03sumando03 ,
m3N10sumando00 ,m3N10sumando01 ,m3N10sumando02 ,
m3N10sumando10 ,m3N10sumando11 ,
m3N10sumando12 ,m3N10sumando20 ,m3N10sumando21 ,
m3N10sumando22 ,m3N10sumando30 ,
m3N10sumando31 ,m3N10sumando32 ,m3N11sumando00 ,
m3N11sumando01 ,m3N11sumando02 ,
m3N11sumando10 ,m3N11sumando11 ,m3N11sumando12 ,
m3N11sumando20 ,m3N11sumando21 ,
m3N11sumando22 ,m3N12sumando00 ,m3N12sumando01 ,
m3N12sumando02 ,m3N12sumando10 ,
m3N12sumando11 ,m3N12sumando12 ,m3N13sumando00 ,
m3N13sumando01 ,m3N13sumando02 ,
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m3N20sumando00 , m3N20sumando01 , m3N20sumando10 ,
m3N20sumando11 , m3N20sumando20 ,
m3N20sumando21 , m3N20sumando30 , m3N20sumando31 ,
m3N21sumando00 , m3N21sumando01 ,
m3N21sumando10 , m3N21sumando11 , m3N21sumando20 ,
m3N21sumando21 , m3N22sumando00 ,
m3N22sumando01 , m3N22sumando10 , m3N22sumando11 ,
m3N23sumando00 , m3N23sumando01 ,
m3N30sumando00 , m3N30sumando10 , m3N30sumando20 ,
m3N30sumando30 , m3N31sumando00 ,
m3N31sumando10 , m3N31sumando20 , m3N32sumando00 ,
m3N32sumando10 , m3N33sumando00 :
s t d l o g i c v e c t o r (31 downto 0 ) ;
begin
−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−− PROTOCOLO −−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−
−− Entradas de con t r o l :
s e t <= entradaContro l ( 1 7 ) ;
get <= entradaContro l ( 1 8 ) ;
l e i d o <= entradaContro l ( 1 9 ) ;
e s c r i t o <= entradaContro l ( 2 0 ) ;
−− Sa l i d a s de con t r o l :
s a l i d aCon t r o l ( 0 ) <= datoOk ;
s a l i d aCon t r o l ( 1 ) <= rdy ;
s a l i d aCon t r o l (31 downto 2) <= ( others => ’ 0 ’ ) ;
−− Datos
sa l i daDato s <= datosOut ;
datosIn <= entradaDatos ;
cont ro l ado r :
process ( c lk , r s t )
begin
rdy <= ’0 ’ ;
datoOk <= ’0 ’ ;
eDecod i f i cado r <= ’0 ’ ;
eMult ip l exor <= ’0 ’ ;
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i f ( r s t = ’0 ’ ) then
estado <= espera ;
contador <= 0 ;
e l s i f ( c lk ’ event and c lk = ’1 ’ ) then
case estado i s
when espera =>
contador <= 0 ;
i f ( s e t = ’1 ’ ) then
estado <= esc r i b i endo ;
e l s i f ( get = ’1 ’ ) then
estado <= leyendo ;
end i f ;
when e s c r i b i endo =>
i f ( e s c r i t o = ’1 ’ ) then
i f ( contador = 15) then
estado <= espera ;
else
estado <= di r ecc i onando ;
contador <= contador + 1 ;
end i f ;
end i f ;
when d i r ecc i onando =>
i f ( s e t = ’1 ’) then
estado<=esc r i b i endo ;
e l s i f ( get = ’1 ’) then
estado<=leyendo ;
end i f ;
when l eyendo =>
i f ( l e i d o = ’1 ’ ) then
i f ( contador = 63) then
estado <= espera ;
else
estado <= di r ecc i onando ;
contador <= contador + 1 ;
end i f ;
end i f ;
when others =>
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null ;
end case ;
end i f ;
case estado i s
when espera =>
rdy <= ’1 ’ ;
when e s c r i b i endo =>
eDecod i f i cado r <= ’1 ’ ;
datoOk <= ’1 ’ ;
when l eyendo =>
eMult ip l exor <= ’1 ’ ;
datoOk <= ’1 ’ ;
when d i r ecc i onando =>
null ;
when others =>
null ;
end case ;
end process cont ro l ado r ;
Decod i f i cado r :
process ( c lk , r s t )
begin
i f ( r s t = ’0 ’) then
regE00 <= ( others => ’ 0 ’ ) ;
regE01 <= ( others => ’ 0 ’ ) ;
regE02 <= ( others => ’ 0 ’ ) ;
regE03 <= ( others => ’ 0 ’ ) ;
regE10 <= ( others => ’ 0 ’ ) ;
regE11 <= ( others => ’ 0 ’ ) ;
regE12 <= ( others => ’ 0 ’ ) ;
regE13 <= ( others => ’ 0 ’ ) ;
regE20 <= ( others => ’ 0 ’ ) ;
regE21 <= ( others => ’ 0 ’ ) ;
regE22 <= ( others => ’ 0 ’ ) ;
regE23 <= ( others => ’ 0 ’ ) ;
regE30 <= ( others => ’ 0 ’ ) ;
regE31 <= ( others => ’ 0 ’ ) ;
regE32 <= ( others => ’ 0 ’ ) ;
regE33 <= ( others => ’ 0 ’ ) ;
e l s i f ( c lk ’ event and c lk = ’1 ’) then
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i f ( eDecod i f i cado r = ’1 ’ ) then
case contador i s
when 0 => regE00 <= datosIn ;
when 1 => regE01 <= datosIn ;
when 2 => regE02 <= datosIn ;
when 3 => regE03 <= datosIn ;
when 4 => regE10 <= datosIn ;
when 5 => regE11 <= datosIn ;
when 6 => regE12 <= datosIn ;
when 7 => regE13 <= datosIn ;
when 8 => regE20 <= datosIn ;
when 9 => regE21 <= datosIn ;
when 10 => regE22 <= datosIn ;
when 11 => regE23 <= datosIn ;
when 12 => regE30 <= datosIn ;
when 13 => regE31 <= datosIn ;
when 14 => regE32 <= datosIn ;
when 15 => regE33 <= datosIn ;
when others =>null ;
end case ;
end i f ;
end i f ;
end process ;
mu l t ip l exo r :
process ( r s t , c l k )
begin
datosOut <= ( others => ’ 0 ’ ) ;
i f ( eMult ip l exor = ’1 ’) then
case contador i s
when 0 => datosOut <= regS00 ;
when 1 => datosOut <= regS01 ;
when 2 => datosOut <= regS02 ;
when 3 => datosOut <= regS03 ;
when 4 => datosOut <= regS04 ;
when 5 => datosOut <= regS05 ;
when 6 => datosOut <= regS06 ;
when 7 => datosOut <= regS07 ;
when 8 => datosOut <= regS08 ;
when 9 => datosOut <= regS09 ;
when 10 => datosOut <= regS010 ;
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when 11 => datosOut <= regS011 ;
when 12 => datosOut <= regS012 ;
when 13 => datosOut <= regS013 ;
when 14 => datosOut <= regS014 ;
when 15 => datosOut <= regS015 ;
when 16 => datosOut <= regS10 ;
when 17 => datosOut <= regS11 ;
when 18 => datosOut <= regS12 ;
when 19 => datosOut <= regS13 ;
when 20 => datosOut <= regS14 ;
when 21 => datosOut <= regS15 ;
when 22 => datosOut <= regS16 ;
when 23 => datosOut <= regS17 ;
when 24 => datosOut <= regS18 ;
when 25 => datosOut <= regS19 ;
when 26 => datosOut <= regS110 ;
when 27 => datosOut <= regS111 ;
when 28 => datosOut <= regS112 ;
when 29 => datosOut <= regS113 ;
when 30 => datosOut <= regS114 ;
when 31 => datosOut <= regS115 ;
when 32 => datosOut <= regS20 ;
when 33 => datosOut <= regS21 ;
when 34 => datosOut <= regS22 ;
when 35 => datosOut <= regS23 ;
when 36 => datosOut <= regS24 ;
when 37 => datosOut <= regS25 ;
when 38 => datosOut <= regS26 ;
when 39 => datosOut <= regS27 ;
when 40 => datosOut <= regS28 ;
when 41 => datosOut <= regS29 ;
when 42 => datosOut <= regS210 ;
when 43 => datosOut <= regS211 ;
when 44 => datosOut <= regS212 ;
when 45 => datosOut <= regS213 ;
when 46 => datosOut <= regS214 ;
when 47 => datosOut <= regS215 ;
when 48 => datosOut <= regS30 ;
when 49 => datosOut <= regS31 ;
when 50 => datosOut <= regS32 ;
when 51 => datosOut <= regS33 ;
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when 52 => datosOut <= regS34 ;
when 53 => datosOut <= regS35 ;
when 54 => datosOut <= regS36 ;
when 55 => datosOut <= regS37 ;
when 56 => datosOut <= regS38 ;
when 57 => datosOut <= regS39 ;
when 58 => datosOut <= regS310 ;
when 59 => datosOut <= regS311 ;
when 60 => datosOut <= regS312 ;
when 61 => datosOut <= regS313 ;
when 62 => datosOut <= regS314 ;
when 63 => datosOut <= regS315 ;
when others =>
datosOut <= ( others => ’ 0 ’ ) ;
end case ;
end i f ;
end process ;
−−−−−−−−−−−−−−−−−−−−−−−
−−−−−− DIVISOR −−−−−−
−−−−−−−−−−−−−−−−−−−−−−−
−−−−−−−−−−−−−−−−−−− Malla 0−−−−−−−−−−−−−−−−−
m0N00sumando00 <= punto00 ;
malla0N00 <= m0N00sumando00 ;
m0N01sumando00 <= ”0” & punto00 (31 downto 1 ) ;
m0N01sumando10 <= ”0” & punto10 (31 downto 1 ) ;
malla0N01 <= m0N01sumando00 + m0N01sumando10 ;
m0N02sumando00 <= ”00” & punto00 (31 downto 2 ) ;
m0N02sumando10 <= ”0” & punto10 (31 downto 1 ) ;
m0N02sumando20 <= ”00” & punto20 (31 downto 2 ) ;
malla0N02 <= m0N02sumando00 + m0N02sumando10 +
m0N02sumando20 ;
m0N03sumando00 <= ”000” & punto00 (31 downto 3 ) ;
m0N03sumando10 <=( ”00” & punto10 (31 downto 2))+
( ”000” & punto10 (31 downto 3 ) ) ;
m0N03sumando20 <=( ”00” & punto20 (31 downto 2))+
( ”000” & punto20 (31 downto 3 ) ) ;
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m0N03sumando30 <= ”000” & punto30 (31 downto 3 ) ;
malla0N03 <= m0N03sumando00 + m0N03sumando10 +
m0N03sumando20 + m0N03sumando30 ;
m0N10sumando00 <= ”0” & punto00 (31 downto 1 ) ;
m0N10sumando01 <= ”0” & punto01 (31 downto 1 ) ;
malla0N10 <= m0N10sumando00 + m0N10sumando01 ;
m0N11sumando00 <= ”00” & punto00 (31 downto 2 ) ;
m0N11sumando01 <= ”00” & punto01 (31 downto 2 ) ;
m0N11sumando10 <= ”00” & punto10 (31 downto 2 ) ;
m0N11sumando11 <= ”00” & punto11 (31 downto 2 ) ;
malla0N11 <= m0N11sumando00 + m0N11sumando01 +
m0N11sumando10 + m0N11sumando11 ;
m0N12sumando00 <= ”000” & punto00 (31 downto 3 ) ;
m0N12sumando01 <= ”000” & punto01 (31 downto 3 ) ;
m0N12sumando10 <= ”00” & punto10 (31 downto 2 ) ;
m0N12sumando11 <= ”00” & punto11 (31 downto 2 ) ;
m0N12sumando20 <= ”000” & punto20 (31 downto 3 ) ;
m0N12sumando21 <= ”000” & punto21 (31 downto 3 ) ;
malla0N12 <= m0N12sumando00 + m0N12sumando01 +
m0N12sumando10 + m0N12sumando11 + m0N12sumando20 +
m0N12sumando21 ;
m0N13sumando00 <= ”0000” & punto00 (31 downto 4 ) ;
m0N13sumando01 <= ”0000” & punto01 (31 downto 4 ) ;
m0N13sumando10 <=( ”000” & punto10 (31 downto 3))+
( ”0000” & punto10 (31 downto 4 ) ) ;
m0N13sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”0000” & punto11 (31 downto 4 ) ) ;
m0N13sumando20 <=( ”000” & punto20 (31 downto 3))+
( ”0000” & punto20 (31 downto 4 ) ) ;
m0N13sumando21 <=( ”000” & punto21 (31 downto 3))+
( ”0000” & punto21 (31 downto 4 ) ) ;
m0N13sumando30 <= ”0000” & punto30 (31 downto 4 ) ;
m0N13sumando31 <= ”0000” & punto31 (31 downto 4 ) ;
malla0N13 <= m0N13sumando00 + m0N13sumando01 +
m0N13sumando10 + m0N13sumando11 + m0N13sumando20 +
m0N13sumando21 + m0N13sumando30 + m0N13sumando31 ;
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m0N20sumando00 <= ”00” & punto00 (31 downto 2 ) ;
m0N20sumando01 <= ”0” & punto01 (31 downto 1 ) ;
m0N20sumando02 <= ”00” & punto02 (31 downto 2 ) ;
malla0N20 <= m0N20sumando00 + m0N20sumando01 +
m0N20sumando02 ;
m0N21sumando00 <= ”000” & punto00 (31 downto 3 ) ;
m0N21sumando01 <= ”00” & punto01 (31 downto 2 ) ;
m0N21sumando02 <= ”000” & punto02 (31 downto 3 ) ;
m0N21sumando10 <= ”000” & punto10 (31 downto 3 ) ;
m0N21sumando11 <= ”00” & punto11 (31 downto 2 ) ;
m0N21sumando12 <= ”000” & punto12 (31 downto 3 ) ;
malla0N21 <= m0N21sumando00 + m0N21sumando01 +
m0N21sumando02 + m0N21sumando10 + m0N21sumando11 +
m0N21sumando12 ;
m0N22sumando00 <= ”0000” & punto00 (31 downto 4 ) ;
m0N22sumando01 <= ”000” & punto01 (31 downto 3 ) ;
m0N22sumando02 <= ”0000” & punto02 (31 downto 4 ) ;
m0N22sumando10 <= ”000” & punto10 (31 downto 3 ) ;
m0N22sumando11 <= ”00” & punto11 (31 downto 2 ) ;
m0N22sumando12 <= ”000” & punto12 (31 downto 3 ) ;
m0N22sumando20 <= ”0000” & punto20 (31 downto 4 ) ;
m0N22sumando21 <= ”000” & punto21 (31 downto 3 ) ;
m0N22sumando22 <= ”0000” & punto22 (31 downto 4 ) ;
malla0N22 <= m0N22sumando00 + m0N22sumando01 +
m0N22sumando02 + m0N22sumando10 + m0N22sumando11 +
m0N22sumando12 + m0N22sumando20 + m0N22sumando21 +
m0N22sumando22 ;
m0N23sumando00 <= ”00000” & punto00 (31 downto 5 ) ;
m0N23sumando01 <= ”0000” & punto01 (31 downto 4 ) ;
m0N23sumando02 <= ”00000” & punto02 (31 downto 5 ) ;
m0N23sumando10 <=( ”0000” & punto10 (31 downto 4))+
( ”00000” & punto10 (31 downto 5 ) ) ;
m0N23sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”0000” & punto11 (31 downto 4 ) ) ;
m0N23sumando12 <=( ”0000” & punto12 (31 downto 4))+
( ”00000” & punto12 (31 downto 5 ) ) ;
m0N23sumando20 <=( ”0000” & punto20 (31 downto 4))+
( ”00000” & punto20 (31 downto 5 ) ) ;
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m0N23sumando21 <=( ”000” & punto21 (31 downto 3))+
( ”0000” & punto21 (31 downto 4 ) ) ;
m0N23sumando22 <=( ”0000” & punto22 (31 downto 4))+
( ”00000” & punto22 (31 downto 5 ) ) ;
m0N23sumando30 <= ”00000” & punto30 (31 downto 5 ) ;
m0N23sumando31 <= ”0000” & punto31 (31 downto 4 ) ;
m0N23sumando32 <= ”00000” & punto32 (31 downto 5 ) ;
malla0N23 <= m0N23sumando00 + m0N23sumando01 +
m0N23sumando02 + m0N23sumando10 + m0N23sumando11 +
m0N23sumando12 + m0N23sumando20 + m0N23sumando21 +
m0N23sumando22 + m0N23sumando30 + m0N23sumando31 +
m0N23sumando32 ;
m0N30sumando00 <= ”000” & punto00 (31 downto 3 ) ;
m0N30sumando01 <=( ”00” & punto01 (31 downto 2))+
( ”000” & punto01 (31 downto 3 ) ) ;
m0N30sumando02 <=( ”00” & punto02 (31 downto 2))+
( ”000” & punto02 (31 downto 3 ) ) ;
m0N30sumando03 <= ”000” & punto03 (31 downto 3 ) ;
malla0N30 <= m0N30sumando00 + m0N30sumando01 +
m0N30sumando02 + m0N30sumando03 ;
m0N31sumando00 <= ”0000” & punto00 (31 downto 4 ) ;
m0N31sumando01 <=( ”000” & punto01 (31 downto 3))+
( ”0000” & punto01 (31 downto 4 ) ) ;
m0N31sumando02 <=( ”000” & punto02 (31 downto 3))+
( ”0000” & punto02 (31 downto 4 ) ) ;
m0N31sumando03 <= ”0000” & punto03 (31 downto 4 ) ;
m0N31sumando10 <= ”0000” & punto10 (31 downto 4 ) ;
m0N31sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”0000” & punto11 (31 downto 4 ) ) ;
m0N31sumando12 <=( ”000” & punto12 (31 downto 3))+
( ”0000” & punto12 (31 downto 4 ) ) ;
m0N31sumando13 <= ”0000” & punto13 (31 downto 4 ) ;
malla0N31 <= m0N31sumando00 + m0N31sumando01 +
m0N31sumando02 + m0N31sumando03 + m0N31sumando10 +
m0N31sumando11 + m0N31sumando12 + m0N31sumando13 ;
m0N32sumando00 <= ”00000” & punto00 (31 downto 5 ) ;
m0N32sumando01 <=( ”0000” & punto01 (31 downto 4))+
( ”00000” & punto01 (31 downto 5 ) ) ;
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m0N32sumando02 <=( ”0000” & punto02 (31 downto 4))+
( ”00000” & punto02 (31 downto 5 ) ) ;
m0N32sumando03 <= ”00000” & punto03 (31 downto 5 ) ;
m0N32sumando10 <= ”0000” & punto10 (31 downto 4 ) ;
m0N32sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”0000” & punto11 (31 downto 4 ) ) ;
m0N32sumando12 <=( ”000” & punto12 (31 downto 3))+
( ”0000” & punto12 (31 downto 4 ) ) ;
m0N32sumando13 <= ”0000” & punto13 (31 downto 4 ) ;
m0N32sumando20 <= ”00000” & punto20 (31 downto 5 ) ;
m0N32sumando21 <=( ”0000” & punto21 (31 downto 4))+
( ”00000” & punto21 (31 downto 5 ) ) ;
m0N32sumando22 <=( ”0000” & punto22 (31 downto 4))+
( ”00000” & punto22 (31 downto 5 ) ) ;
m0N32sumando23 <= ”00000” & punto23 (31 downto 5 ) ;
malla0N32 <= m0N32sumando00 + m0N32sumando01 +
m0N32sumando02 + m0N32sumando03 + m0N32sumando10 +
m0N32sumando11 + m0N32sumando12 + m0N32sumando13 +
m0N32sumando20 + m0N32sumando21 + m0N32sumando22 +
m0N32sumando23 ;
m0N33sumando00 <= ”000000” & punto00 (31 downto 6 ) ;
m0N33sumando01 <=( ”00000” & punto01 (31 downto 5))+
( ”000000” & punto01 (31 downto 6 ) ) ;
m0N33sumando02 <=( ”00000” & punto02 (31 downto 5))+
( ”000000” & punto02 (31 downto 6 ) ) ;
m0N33sumando03 <= ”000000” & punto03 (31 downto 6 ) ;
m0N33sumando10 <=( ”00000” & punto10 (31 downto 5))+
( ”000000” & punto10 (31 downto 6 ) ) ;
m0N33sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”000000” & punto11 (31 downto 6 ) ) ;
m0N33sumando12 <=( ”000” & punto12 (31 downto 3))+
( ”000000” & punto12 (31 downto 6 ) ) ;
m0N33sumando13 <=( ”00000” & punto13 (31 downto 5))+
( ”000000” & punto13 (31 downto 6 ) ) ;
m0N33sumando20 <=( ”00000” & punto20 (31 downto 5))+
( ”000000” & punto20 (31 downto 6 ) ) ;
m0N33sumando21 <=( ”000” & punto21 (31 downto 3))+
( ”000000” & punto21 (31 downto 6 ) ) ;
m0N33sumando22 <=( ”000” & punto22 (31 downto 3))+
( ”000000” & punto22 (31 downto 6 ) ) ;
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m0N33sumando23 <=( ”00000” & punto23 (31 downto 5))+
( ”000000” & punto23 (31 downto 6 ) ) ;
m0N33sumando30 <= ”000000” & punto30 (31 downto 6 ) ;
m0N33sumando31 <=( ”00000” & punto31 (31 downto 5))+
( ”000000” & punto31 (31 downto 6 ) ) ;
m0N33sumando32 <=( ”00000” & punto32 (31 downto 5))+
( ”000000” & punto32 (31 downto 6 ) ) ;
m0N33sumando33 <= ”000000” & punto33 (31 downto 6 ) ;
malla0N33 <= m0N33sumando00 + m0N33sumando01 +
m0N33sumando02 + m0N33sumando03 + m0N33sumando10 +
m0N33sumando11 + m0N33sumando12 + m0N33sumando13 +
m0N33sumando20 + m0N33sumando21 + m0N33sumando22 +
m0N33sumando23 + m0N33sumando30 + m0N33sumando31 +
m0N33sumando32 + m0N33sumando33 ;
−−−−−−−−−−−−−−−−−−− Malla 1−−−−−−−−−−−−−−−−−
m1N00sumando00 <= ”000” & punto00 (31 downto 3 ) ;
m1N00sumando01 <=( ”00” & punto01 (31 downto 2))+
( ”000” & punto01 (31 downto 3 ) ) ;
m1N00sumando02 <=( ”00” & punto02 (31 downto 2))+
( ”000” & punto02 (31 downto 3 ) ) ;
m1N00sumando03 <= ”000” & punto03 (31 downto 3 ) ;
malla1N00 <= m1N00sumando00 + m1N00sumando01 +
m1N00sumando02 + m1N00sumando03 ;
m1N01sumando00 <= ”0000” & punto00 (31 downto 4 ) ;
m1N01sumando01 <=( ”000” & punto01 (31 downto 3))+
( ”0000” & punto01 (31 downto 4 ) ) ;
m1N01sumando02 <=( ”000” & punto02 (31 downto 3))+
( ”0000” & punto02 (31 downto 4 ) ) ;
m1N01sumando03 <= ”0000” & punto03 (31 downto 4 ) ;
m1N01sumando10 <= ”0000” & punto10 (31 downto 4 ) ;
m1N01sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”0000” & punto11 (31 downto 4 ) ) ;
m1N01sumando12 <=( ”000” & punto12 (31 downto 3))+
( ”0000” & punto12 (31 downto 4 ) ) ;
m1N01sumando13 <= ”0000” & punto13 (31 downto 4 ) ;
malla1N01 <= m1N01sumando00 + m1N01sumando01 +
m1N01sumando02 + m1N01sumando03 + m1N01sumando10 +
m1N01sumando11 + m1N01sumando12 + m1N01sumando13 ;
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m1N02sumando00 <= ”00000” & punto00 (31 downto 5 ) ;
m1N02sumando01 <=( ”0000” & punto01 (31 downto 4))+
( ”00000” & punto01 (31 downto 5 ) ) ;
m1N02sumando02 <=( ”0000” & punto02 (31 downto 4))+
( ”00000” & punto02 (31 downto 5 ) ) ;
m1N02sumando03 <= ”00000” & punto03 (31 downto 5 ) ;
m1N02sumando10 <= ”0000” & punto10 (31 downto 4 ) ;
m1N02sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”0000” & punto11 (31 downto 4 ) ) ;
m1N02sumando12 <=( ”000” & punto12 (31 downto 3))+
( ”0000” & punto12 (31 downto 4 ) ) ;
m1N02sumando13 <= ”0000” & punto13 (31 downto 4 ) ;
m1N02sumando20 <= ”00000” & punto20 (31 downto 5 ) ;
m1N02sumando21 <=( ”0000” & punto21 (31 downto 4))+
( ”00000” & punto21 (31 downto 5 ) ) ;
m1N02sumando22 <=( ”0000” & punto22 (31 downto 4))+
( ”00000” & punto22 (31 downto 5 ) ) ;
m1N02sumando23 <= ”00000” & punto23 (31 downto 5 ) ;
malla1N02 <= m1N02sumando00 + m1N02sumando01 +
m1N02sumando02 + m1N02sumando03 + m1N02sumando10 +
m1N02sumando11 + m1N02sumando12 + m1N02sumando13 +
m1N02sumando20 + m1N02sumando21 + m1N02sumando22 +
m1N02sumando23 ;
m1N03sumando00 <= ”000000” & punto00 (31 downto 6 ) ;
m1N03sumando01 <=( ”00000” & punto01 (31 downto 5))+
( ”000000” & punto01 (31 downto 6 ) ) ;
m1N03sumando02 <=( ”00000” & punto02 (31 downto 5))+
( ”000000” & punto02 (31 downto 6 ) ) ;
m1N03sumando03 <= ”000000” & punto03 (31 downto 6 ) ;
m1N03sumando10 <=( ”00000” & punto10 (31 downto 5))+
( ”000000” & punto10 (31 downto 6 ) ) ;
m1N03sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”000000” & punto11 (31 downto 6 ) ) ;
m1N03sumando12 <=( ”000” & punto12 (31 downto 3))+
( ”000000” & punto12 (31 downto 6 ) ) ;
m1N03sumando13 <=( ”00000” & punto13 (31 downto 5))+
( ”000000” & punto13 (31 downto 6 ) ) ;
m1N03sumando20 <=( ”00000” & punto20 (31 downto 5))+
( ”000000” & punto20 (31 downto 6 ) ) ;
m1N03sumando21 <=( ”000” & punto21 (31 downto 3))+
D.1. HARDWARE SIN OPTIMIZAR 253
( ”000000” & punto21 (31 downto 6 ) ) ;
m1N03sumando22 <=( ”000” & punto22 (31 downto 3))+
( ”000000” & punto22 (31 downto 6 ) ) ;
m1N03sumando23 <=( ”00000” & punto23 (31 downto 5))+
( ”000000” & punto23 (31 downto 6 ) ) ;
m1N03sumando30 <= ”000000” & punto30 (31 downto 6 ) ;
m1N03sumando31 <=( ”00000” & punto31 (31 downto 5))+
( ”000000” & punto31 (31 downto 6 ) ) ;
m1N03sumando32 <=( ”00000” & punto32 (31 downto 5))+
( ”000000” & punto32 (31 downto 6 ) ) ;
m1N03sumando33 <= ”000000” & punto33 (31 downto 6 ) ;
malla1N03 <= m1N03sumando00 + m1N03sumando01 +
m1N03sumando02 + m1N03sumando03 + m1N03sumando10 +
m1N03sumando11 + m1N03sumando12 + m1N03sumando13 +
m1N03sumando20 + m1N03sumando21 + m1N03sumando22 +
m1N03sumando23 + m1N03sumando30 + m1N03sumando31 +
m1N03sumando32 + m1N03sumando33 ;
m1N10sumando00 <= ”00” & punto01 (31 downto 2 ) ;
m1N10sumando01 <= ”0” & punto02 (31 downto 1 ) ;
m1N10sumando02 <= ”00” & punto03 (31 downto 2 ) ;
malla1N10 <= m1N10sumando00 + m1N10sumando01 +
m1N10sumando02 ;
m1N11sumando00 <= ”000” & punto01 (31 downto 3 ) ;
m1N11sumando01 <= ”00” & punto02 (31 downto 2 ) ;
m1N11sumando02 <= ”000” & punto03 (31 downto 3 ) ;
m1N11sumando10 <= ”000” & punto11 (31 downto 3 ) ;
m1N11sumando11 <= ”00” & punto12 (31 downto 2 ) ;
m1N11sumando12 <= ”000” & punto13 (31 downto 3 ) ;
malla1N11 <= m1N11sumando00 + m1N11sumando01 +
m1N11sumando02 + m1N11sumando10 + m1N11sumando11 +
m1N11sumando12 ;
m1N12sumando00 <= ”0000” & punto01 (31 downto 4 ) ;
m1N12sumando01 <= ”000” & punto02 (31 downto 3 ) ;
m1N12sumando02 <= ”0000” & punto03 (31 downto 4 ) ;
m1N12sumando10 <= ”000” & punto11 (31 downto 3 ) ;
m1N12sumando11 <= ”00” & punto12 (31 downto 2 ) ;
m1N12sumando12 <= ”000” & punto13 (31 downto 3 ) ;
m1N12sumando20 <= ”0000” & punto21 (31 downto 4 ) ;
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m1N12sumando21 <= ”000” & punto22 (31 downto 3 ) ;
m1N12sumando22 <= ”0000” & punto23 (31 downto 4 ) ;
malla1N12 <= m1N12sumando00 + m1N12sumando01 +
m1N12sumando02 + m1N12sumando10 + m1N12sumando11 +
m1N12sumando12 + m1N12sumando20 + m1N12sumando21 +
m1N12sumando22 ;
m1N13sumando00 <= ”00000” & punto01 (31 downto 5 ) ;
m1N13sumando01 <= ”0000” & punto02 (31 downto 4 ) ;
m1N13sumando02 <= ”00000” & punto03 (31 downto 5 ) ;
m1N13sumando10 <=( ”0000” & punto11 (31 downto 4))+
( ”00000” & punto11 (31 downto 5 ) ) ;
m1N13sumando11 <=( ”000” & punto12 (31 downto 3))+
( ”0000” & punto12 (31 downto 4 ) ) ;
m1N13sumando12 <=( ”0000” & punto13 (31 downto 4))+
( ”00000” & punto13 (31 downto 5 ) ) ;
m1N13sumando20 <=( ”0000” & punto21 (31 downto 4))+
( ”00000” & punto21 (31 downto 5 ) ) ;
m1N13sumando21 <=( ”000” & punto22 (31 downto 3))+
( ”0000” & punto22 (31 downto 4 ) ) ;
m1N13sumando22 <=( ”0000” & punto23 (31 downto 4))+
( ”00000” & punto23 (31 downto 5 ) ) ;
m1N13sumando30 <= ”00000” & punto31 (31 downto 5 ) ;
m1N13sumando31 <= ”0000” & punto32 (31 downto 4 ) ;
m1N13sumando32 <= ”00000” & punto33 (31 downto 5 ) ;
malla1N13 <= m1N13sumando00 + m1N13sumando01 +
m1N13sumando02 + m1N13sumando10 + m1N13sumando11 +
m1N13sumando12 + m1N13sumando20 + m1N13sumando21 +
m1N13sumando22 + m1N13sumando30 + m1N13sumando31 +
m1N13sumando32 ;
m1N20sumando00 <= ”0” & punto02 (31 downto 1 ) ;
m1N20sumando01 <= ”0” & punto03 (31 downto 1 ) ;
malla1N20 <= m1N20sumando00 + m1N20sumando01 ;
m1N21sumando00 <= ”00” & punto02 (31 downto 2 ) ;
m1N21sumando01 <= ”00” & punto03 (31 downto 2 ) ;
m1N21sumando10 <= ”00” & punto12 (31 downto 2 ) ;
m1N21sumando11 <= ”00” & punto13 (31 downto 2 ) ;
malla1N21 <= m1N21sumando00 + m1N21sumando01 +
m1N21sumando10 + m1N21sumando11 ;
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m1N22sumando00 <= ”000” & punto02 (31 downto 3 ) ;
m1N22sumando01 <= ”000” & punto03 (31 downto 3 ) ;
m1N22sumando10 <= ”00” & punto12 (31 downto 2 ) ;
m1N22sumando11 <= ”00” & punto13 (31 downto 2 ) ;
m1N22sumando20 <= ”000” & punto22 (31 downto 3 ) ;
m1N22sumando21 <= ”000” & punto23 (31 downto 3 ) ;
malla1N22 <= m1N22sumando00 + m1N22sumando01 +
m1N22sumando10 + m1N22sumando11 + m1N22sumando20 +
m1N22sumando21 ;
m1N23sumando00 <= ”0000” & punto02 (31 downto 4 ) ;
m1N23sumando01 <= ”0000” & punto03 (31 downto 4 ) ;
m1N23sumando10 <=( ”000” & punto12 (31 downto 3))+
( ”0000” & punto12 (31 downto 4 ) ) ;
m1N23sumando11 <=( ”000” & punto13 (31 downto 3))+
( ”0000” & punto13 (31 downto 4 ) ) ;
m1N23sumando20 <=( ”000” & punto22 (31 downto 3))+
( ”0000” & punto22 (31 downto 4 ) ) ;
m1N23sumando21 <=( ”000” & punto23 (31 downto 3))+
( ”0000” & punto23 (31 downto 4 ) ) ;
m1N23sumando30 <= ”0000” & punto32 (31 downto 4 ) ;
m1N23sumando31 <= ”0000” & punto33 (31 downto 4 ) ;
malla1N23 <= m1N23sumando00 + m1N23sumando01 +
m1N23sumando10 + m1N23sumando11 + m1N23sumando20 +
m1N23sumando21 + m1N23sumando30 + m1N23sumando31 ;
m1N30sumando00 <= punto03 ;
malla1N30 <= m1N30sumando00 ;
m1N31sumando00 <= ”0” & punto03 (31 downto 1 ) ;
m1N31sumando10 <= ”0” & punto13 (31 downto 1 ) ;
malla1N31 <= m1N31sumando00 + m1N31sumando10 ;
m1N32sumando00 <= ”00” & punto03 (31 downto 2 ) ;
m1N32sumando10 <= ”0” & punto13 (31 downto 1 ) ;
m1N32sumando20 <= ”00” & punto23 (31 downto 2 ) ;
malla1N32 <= m1N32sumando00 + m1N32sumando10 +
m1N32sumando20 ;
m1N33sumando00 <= ”000” & punto03 (31 downto 3 ) ;
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m1N33sumando10 <=( ”00” & punto13 (31 downto 2))+
( ”000” & punto13 (31 downto 3 ) ) ;
m1N33sumando20 <=( ”00” & punto23 (31 downto 2))+
( ”000” & punto23 (31 downto 3 ) ) ;
m1N33sumando30 <= ”000” & punto33 (31 downto 3 ) ;
malla1N33 <= m1N33sumando00 + m1N33sumando10 +
m1N33sumando20 + m1N33sumando30 ;
−−−−−−−−−−−−−−−−−−− Malla 2−−−−−−−−−−−−−−−−−
m2N00sumando00 <= ”000” & punto00 (31 downto 3 ) ;
m2N00sumando10 <=( ”00” & punto10 (31 downto 2))+
( ”000” & punto10 (31 downto 3 ) ) ;
m2N00sumando20 <=( ”00” & punto20 (31 downto 2))+
( ”000” & punto20 (31 downto 3 ) ) ;
m2N00sumando30 <= ”000” & punto30 (31 downto 3 ) ;
malla2N00 <= m2N00sumando00 + m2N00sumando10 +
m2N00sumando20 + m2N00sumando30 ;
m2N01sumando00 <= ”00” & punto10 (31 downto 2 ) ;
m2N01sumando10 <= ”0” & punto20 (31 downto 1 ) ;
m2N01sumando20 <= ”00” & punto30 (31 downto 2 ) ;
malla2N01 <= m2N01sumando00 + m2N01sumando10 +
m2N01sumando20 ;
m2N02sumando00 <= ”0” & punto20 (31 downto 1 ) ;
m2N02sumando10 <= ”0” & punto30 (31 downto 1 ) ;
malla2N02 <= m2N02sumando00 + m2N02sumando10 ;
m2N03sumando00 <= punto30 ;
malla2N03 <= m2N03sumando00 ;
m2N10sumando00 <= ”0000” & punto00 (31 downto 4 ) ;
m2N10sumando01 <= ”0000” & punto01 (31 downto 4 ) ;
m2N10sumando10 <=( ”000” & punto10 (31 downto 3))+
( ”0000” & punto10 (31 downto 4 ) ) ;
m2N10sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”0000” & punto11 (31 downto 4 ) ) ;
m2N10sumando20 <=( ”000” & punto20 (31 downto 3))+
( ”0000” & punto20 (31 downto 4 ) ) ;
m2N10sumando21 <=( ”000” & punto21 (31 downto 3))+
( ”0000” & punto21 (31 downto 4 ) ) ;
D.1. HARDWARE SIN OPTIMIZAR 257
m2N10sumando30 <= ”0000” & punto30 (31 downto 4 ) ;
m2N10sumando31 <= ”0000” & punto31 (31 downto 4 ) ;
malla2N10 <= m2N10sumando00 + m2N10sumando01 +
m2N10sumando10 + m2N10sumando11 + m2N10sumando20 +
m2N10sumando21 + m2N10sumando30 + m2N10sumando31 ;
m2N11sumando00 <= ”000” & punto10 (31 downto 3 ) ;
m2N11sumando01 <= ”000” & punto11 (31 downto 3 ) ;
m2N11sumando10 <= ”00” & punto20 (31 downto 2 ) ;
m2N11sumando11 <= ”00” & punto21 (31 downto 2 ) ;
m2N11sumando20 <= ”000” & punto30 (31 downto 3 ) ;
m2N11sumando21 <= ”000” & punto31 (31 downto 3 ) ;
malla2N11 <= m2N11sumando00 + m2N11sumando01 +
m2N11sumando10 + m2N11sumando11 + m2N11sumando20 +
m2N11sumando21 ;
m2N12sumando00 <= ”00” & punto20 (31 downto 2 ) ;
m2N12sumando01 <= ”00” & punto21 (31 downto 2 ) ;
m2N12sumando10 <= ”00” & punto30 (31 downto 2 ) ;
m2N12sumando11 <= ”00” & punto31 (31 downto 2 ) ;
malla2N12 <= m2N12sumando00 + m2N12sumando01 +
m2N12sumando10 + m2N12sumando11 ;
m2N13sumando00 <= ”0” & punto30 (31 downto 1 ) ;
m2N13sumando01 <= ”0” & punto31 (31 downto 1 ) ;
malla2N13 <= m2N13sumando00 + m2N13sumando01 ;
m2N20sumando00 <= ”00000” & punto00 (31 downto 5 ) ;
m2N20sumando01 <= ”0000” & punto01 (31 downto 4 ) ;
m2N20sumando02 <= ”00000” & punto02 (31 downto 5 ) ;
m2N20sumando10 <=( ”0000” & punto10 (31 downto 4))+
( ”00000” & punto10 (31 downto 5 ) ) ;
m2N20sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”0000” & punto11 (31 downto 4 ) ) ;
m2N20sumando12 <=( ”0000” & punto12 (31 downto 4))+
( ”00000” & punto12 (31 downto 5 ) ) ;
m2N20sumando20 <=( ”0000” & punto20 (31 downto 4))+
( ”00000” & punto20 (31 downto 5 ) ) ;
m2N20sumando21 <=( ”000” & punto21 (31 downto 3))+
( ”0000” & punto21 (31 downto 4 ) ) ;
m2N20sumando22 <=( ”0000” & punto22 (31 downto 4))+
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( ”00000” & punto22 (31 downto 5 ) ) ;
m2N20sumando30 <= ”00000” & punto30 (31 downto 5 ) ;
m2N20sumando31 <= ”0000” & punto31 (31 downto 4 ) ;
m2N20sumando32 <= ”00000” & punto32 (31 downto 5 ) ;
malla2N20 <= m2N20sumando00 + m2N20sumando01 +
m2N20sumando02 + m2N20sumando10 + m2N20sumando11 +
m2N20sumando12 + m2N20sumando20 + m2N20sumando21 +
m2N20sumando22 + m2N20sumando30 + m2N20sumando31 +
m2N20sumando32 ;
m2N21sumando00 <= ”0000” & punto10 (31 downto 4 ) ;
m2N21sumando01 <= ”000” & punto11 (31 downto 3 ) ;
m2N21sumando02 <= ”0000” & punto12 (31 downto 4 ) ;
m2N21sumando10 <= ”000” & punto20 (31 downto 3 ) ;
m2N21sumando11 <= ”00” & punto21 (31 downto 2 ) ;
m2N21sumando12 <= ”000” & punto22 (31 downto 3 ) ;
m2N21sumando20 <= ”0000” & punto30 (31 downto 4 ) ;
m2N21sumando21 <= ”000” & punto31 (31 downto 3 ) ;
m2N21sumando22 <= ”0000” & punto32 (31 downto 4 ) ;
malla2N21 <= m2N21sumando00 + m2N21sumando01 +
m2N21sumando02 + m2N21sumando10 + m2N21sumando11 +
m2N21sumando12 + m2N21sumando20 + m2N21sumando21 +
m2N21sumando22 ;
m2N22sumando00 <= ”000” & punto20 (31 downto 3 ) ;
m2N22sumando01 <= ”00” & punto21 (31 downto 2 ) ;
m2N22sumando02 <= ”000” & punto22 (31 downto 3 ) ;
m2N22sumando10 <= ”000” & punto30 (31 downto 3 ) ;
m2N22sumando11 <= ”00” & punto31 (31 downto 2 ) ;
m2N22sumando12 <= ”000” & punto32 (31 downto 3 ) ;
malla2N22 <= m2N22sumando00 + m2N22sumando01 +
m2N22sumando02 + m2N22sumando10 + m2N22sumando11 +
m2N22sumando12 ;
m2N23sumando00 <= ”00” & punto30 (31 downto 2 ) ;
m2N23sumando01 <= ”0” & punto31 (31 downto 1 ) ;
m2N23sumando02 <= ”00” & punto32 (31 downto 2 ) ;
malla2N23 <= m2N23sumando00 + m2N23sumando01 +
m2N23sumando02 ;
m2N30sumando00 <= ”000000” & punto00 (31 downto 6 ) ;
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m2N30sumando01 <=( ”00000” & punto01 (31 downto 5))+
( ”000000” & punto01 (31 downto 6 ) ) ;
m2N30sumando02 <=( ”00000” & punto02 (31 downto 5))+
( ”000000” & punto02 (31 downto 6 ) ) ;
m2N30sumando03 <= ”000000” & punto03 (31 downto 6 ) ;
m2N30sumando10 <=( ”00000” & punto10 (31 downto 5))+
( ”000000” & punto10 (31 downto 6 ) ) ;
m2N30sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”000000” & punto11 (31 downto 6 ) ) ;
m2N30sumando12 <=( ”000” & punto12 (31 downto 3))+
( ”000000” & punto12 (31 downto 6 ) ) ;
m2N30sumando13 <=( ”00000” & punto13 (31 downto 5))+
( ”000000” & punto13 (31 downto 6 ) ) ;
m2N30sumando20 <=( ”00000” & punto20 (31 downto 5))+
( ”000000” & punto20 (31 downto 6 ) ) ;
m2N30sumando21 <=( ”000” & punto21 (31 downto 3))+
( ”000000” & punto21 (31 downto 6 ) ) ;
m2N30sumando22 <=( ”000” & punto22 (31 downto 3))+
( ”000000” & punto22 (31 downto 6 ) ) ;
m2N30sumando23 <=( ”00000” & punto23 (31 downto 5))+
( ”000000” & punto23 (31 downto 6 ) ) ;
m2N30sumando30 <= ”000000” & punto30 (31 downto 6 ) ;
m2N30sumando31 <=( ”00000” & punto31 (31 downto 5))+
( ”000000” & punto31 (31 downto 6 ) ) ;
m2N30sumando32 <=( ”00000” & punto32 (31 downto 5))+
( ”000000” & punto32 (31 downto 6 ) ) ;
m2N30sumando33 <= ”000000” & punto33 (31 downto 6 ) ;
malla2N30 <= m2N30sumando00 + m2N30sumando01 +
m2N30sumando02 + m2N30sumando03 + m2N30sumando10 +
m2N30sumando11 + m2N30sumando12 + m2N30sumando13 +
m2N30sumando20 + m2N30sumando21 + m2N30sumando22 +
m2N30sumando23 + m2N30sumando30 + m2N30sumando31 +
m2N30sumando32 + m2N30sumando33 ;
m2N31sumando00 <= ”00000” & punto10 (31 downto 5 ) ;
m2N31sumando01 <=( ”0000” & punto11 (31 downto 4))+
( ”00000” & punto11 (31 downto 5 ) ) ;
m2N31sumando02 <=( ”0000” & punto12 (31 downto 4))+
( ”00000” & punto12 (31 downto 5 ) ) ;
m2N31sumando03 <= ”00000” & punto13 (31 downto 5 ) ;
m2N31sumando10 <= ”0000” & punto20 (31 downto 4 ) ;
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m2N31sumando11 <=( ”000” & punto21 (31 downto 3))+
( ”0000” & punto21 (31 downto 4 ) ) ;
m2N31sumando12 <=( ”000” & punto22 (31 downto 3))+
( ”0000” & punto22 (31 downto 4 ) ) ;
m2N31sumando13 <= ”0000” & punto23 (31 downto 4 ) ;
m2N31sumando20 <= ”00000” & punto30 (31 downto 5 ) ;
m2N31sumando21 <=( ”0000” & punto31 (31 downto 4))+
( ”00000” & punto31 (31 downto 5 ) ) ;
m2N31sumando22 <=( ”0000” & punto32 (31 downto 4))+
( ”00000” & punto32 (31 downto 5 ) ) ;
m2N31sumando23 <= ”00000” & punto33 (31 downto 5 ) ;
malla2N31 <= m2N31sumando00 + m2N31sumando01 +
m2N31sumando02 + m2N31sumando03 + m2N31sumando10 +
m2N31sumando11 + m2N31sumando12 + m2N31sumando13 +
m2N31sumando20 + m2N31sumando21 + m2N31sumando22 +
m2N31sumando23 ;
m2N32sumando00 <= ”0000” & punto20 (31 downto 4 ) ;
m2N32sumando01 <=( ”000” & punto21 (31 downto 3))+
( ”0000” & punto21 (31 downto 4 ) ) ;
m2N32sumando02 <=( ”000” & punto22 (31 downto 3))+
( ”0000” & punto22 (31 downto 4 ) ) ;
m2N32sumando03 <= ”0000” & punto23 (31 downto 4 ) ;
m2N32sumando10 <= ”0000” & punto30 (31 downto 4 ) ;
m2N32sumando11 <=( ”000” & punto31 (31 downto 3))+
( ”0000” & punto31 (31 downto 4 ) ) ;
m2N32sumando12 <=( ”000” & punto32 (31 downto 3))+
( ”0000” & punto32 (31 downto 4 ) ) ;
m2N32sumando13 <= ”0000” & punto33 (31 downto 4 ) ;
malla2N32 <= m2N32sumando00 + m2N32sumando01 +
m2N32sumando02 + m2N32sumando03 + m2N32sumando10 +
m2N32sumando11 + m2N32sumando12 + m2N32sumando13 ;
m2N33sumando00 <= ”000” & punto30 (31 downto 3 ) ;
m2N33sumando01 <=( ”00” & punto31 (31 downto 2))+
( ”000” & punto31 (31 downto 3 ) ) ;
m2N33sumando02 <=( ”00” & punto32 (31 downto 2))+
( ”000” & punto32 (31 downto 3 ) ) ;
m2N33sumando03 <= ”000” & punto33 (31 downto 3 ) ;
malla2N33 <= m2N33sumando00 + m2N33sumando01 +
m2N33sumando02 + m2N33sumando03 ;
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−−−−−−−−−−−−−−−−−−− Malla 3−−−−−−−−−−−−−−−−−
m3N00sumando00 <= ”000000” & punto00 (31 downto 6 ) ;
m3N00sumando01 <=( ”00000” & punto01 (31 downto 5))+
( ”000000” & punto01 (31 downto 6 ) ) ;
m3N00sumando02 <=( ”00000” & punto02 (31 downto 5))+
( ”000000” & punto02 (31 downto 6 ) ) ;
m3N00sumando03 <= ”000000” & punto03 (31 downto 6 ) ;
m3N00sumando10 <=( ”00000” & punto10 (31 downto 5))+
( ”000000” & punto10 (31 downto 6 ) ) ;
m3N00sumando11 <=( ”000” & punto11 (31 downto 3))+
( ”000000” & punto11 (31 downto 6 ) ) ;
m3N00sumando12 <=( ”000” & punto12 (31 downto 3))+
( ”000000” & punto12 (31 downto 6 ) ) ;
m3N00sumando13 <=( ”00000” & punto13 (31 downto 5))+
( ”000000” & punto13 (31 downto 6 ) ) ;
m3N00sumando20 <=( ”00000” & punto20 (31 downto 5))+
( ”000000” & punto20 (31 downto 6 ) ) ;
m3N00sumando21 <=( ”000” & punto21 (31 downto 3))+
( ”000000” & punto21 (31 downto 6 ) ) ;
m3N00sumando22 <=( ”000” & punto22 (31 downto 3))+
( ”000000” & punto22 (31 downto 6 ) ) ;
m3N00sumando23 <=( ”00000” & punto23 (31 downto 5))+
( ”000000” & punto23 (31 downto 6 ) ) ;
m3N00sumando30 <= ”000000” & punto30 (31 downto 6 ) ;
m3N00sumando31 <=( ”00000” & punto31 (31 downto 5))+
( ”000000” & punto31 (31 downto 6 ) ) ;
m3N00sumando32 <=( ”00000” & punto32 (31 downto 5))+
( ”000000” & punto32 (31 downto 6 ) ) ;
m3N00sumando33 <= ”000000” & punto33 (31 downto 6 ) ;
malla3N00 <= m3N00sumando00 + m3N00sumando01 +
m3N00sumando02 + m3N00sumando03 + m3N00sumando10 +
m3N00sumando11 + m3N00sumando12 + m3N00sumando13 +
m3N00sumando20 + m3N00sumando21 + m3N00sumando22 +
m3N00sumando23 + m3N00sumando30 + m3N00sumando31 +
m3N00sumando32 + m3N00sumando33 ;
m3N01sumando00 <= ”00000” & punto10 (31 downto 5 ) ;
m3N01sumando01 <=( ”0000” & punto11 (31 downto 4))+
( ”00000” & punto11 (31 downto 5 ) ) ;
m3N01sumando02 <=( ”0000” & punto12 (31 downto 4))+
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( ”00000” & punto12 (31 downto 5 ) ) ;
m3N01sumando03 <= ”00000” & punto13 (31 downto 5 ) ;
m3N01sumando10 <= ”0000” & punto20 (31 downto 4 ) ;
m3N01sumando11 <=( ”000” & punto21 (31 downto 3))+
( ”0000” & punto21 (31 downto 4 ) ) ;
m3N01sumando12 <=( ”000” & punto22 (31 downto 3))+
( ”0000” & punto22 (31 downto 4 ) ) ;
m3N01sumando13 <= ”0000” & punto23 (31 downto 4 ) ;
m3N01sumando20 <= ”00000” & punto30 (31 downto 5 ) ;
m3N01sumando21 <=( ”0000” & punto31 (31 downto 4))+
( ”00000” & punto31 (31 downto 5 ) ) ;
m3N01sumando22 <=( ”0000” & punto32 (31 downto 4))+
( ”00000” & punto32 (31 downto 5 ) ) ;
m3N01sumando23 <= ”00000” & punto33 (31 downto 5 ) ;
malla3N01 <= m3N01sumando00 + m3N01sumando01 +
m3N01sumando02 + m3N01sumando03 + m3N01sumando10 +
m3N01sumando11 + m3N01sumando12 + m3N01sumando13 +
m3N01sumando20 + m3N01sumando21 + m3N01sumando22 +
m3N01sumando23 ;
m3N02sumando00 <= ”0000” & punto20 (31 downto 4 ) ;
m3N02sumando01 <=( ”000” & punto21 (31 downto 3))+
( ”0000” & punto21 (31 downto 4 ) ) ;
m3N02sumando02 <=( ”000” & punto22 (31 downto 3))+
( ”0000” & punto22 (31 downto 4 ) ) ;
m3N02sumando03 <= ”0000” & punto23 (31 downto 4 ) ;
m3N02sumando10 <= ”0000” & punto30 (31 downto 4 ) ;
m3N02sumando11 <=( ”000” & punto31 (31 downto 3))+
( ”0000” & punto31 (31 downto 4 ) ) ;
m3N02sumando12 <=( ”000” & punto32 (31 downto 3))+
( ”0000” & punto32 (31 downto 4 ) ) ;
m3N02sumando13 <= ”0000” & punto33 (31 downto 4 ) ;
malla3N02 <= m3N02sumando00 + m3N02sumando01 +
m3N02sumando02 + m3N02sumando03 + m3N02sumando10 +
m3N02sumando11 + m3N02sumando12 + m3N02sumando13 ;
m3N03sumando00 <= ”000” & punto30 (31 downto 3 ) ;
m3N03sumando01 <=( ”00” & punto31 (31 downto 2))+
( ”000” & punto31 (31 downto 3 ) ) ;
m3N03sumando02 <=( ”00” & punto32 (31 downto 2))+
( ”000” & punto32 (31 downto 3 ) ) ;
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m3N03sumando03 <= ”000” & punto33 (31 downto 3 ) ;
malla3N03 <= m3N03sumando00 + m3N03sumando01 +
m3N03sumando02 + m3N03sumando03 ;
m3N10sumando00 <= ”00000” & punto01 (31 downto 5 ) ;
m3N10sumando01 <= ”0000” & punto02 (31 downto 4 ) ;
m3N10sumando02 <= ”00000” & punto03 (31 downto 5 ) ;
m3N10sumando10 <=( ”0000” & punto11 (31 downto 4))+
( ”00000” & punto11 (31 downto 5 ) ) ;
m3N10sumando11 <=( ”000” & punto12 (31 downto 3))+
( ”0000” & punto12 (31 downto 4 ) ) ;
m3N10sumando12 <=( ”0000” & punto13 (31 downto 4))+
( ”00000” & punto13 (31 downto 5 ) ) ;
m3N10sumando20 <=( ”0000” & punto21 (31 downto 4))+
( ”00000” & punto21 (31 downto 5 ) ) ;
m3N10sumando21 <=( ”000” & punto22 (31 downto 3))+
( ”0000” & punto22 (31 downto 4 ) ) ;
m3N10sumando22 <=( ”0000” & punto23 (31 downto 4))+
( ”00000” & punto23 (31 downto 5 ) ) ;
m3N10sumando30 <= ”00000” & punto31 (31 downto 5 ) ;
m3N10sumando31 <= ”0000” & punto32 (31 downto 4 ) ;
m3N10sumando32 <= ”00000” & punto33 (31 downto 5 ) ;
malla3N10 <= m3N10sumando00 + m3N10sumando01 +
m3N10sumando02 + m3N10sumando10 + m3N10sumando11 +
m3N10sumando12 + m3N10sumando20 + m3N10sumando21 +
m3N10sumando22 + m3N10sumando30 + m3N10sumando31 +
m3N10sumando32 ;
m3N11sumando00 <= ”0000” & punto11 (31 downto 4 ) ;
m3N11sumando01 <= ”000” & punto12 (31 downto 3 ) ;
m3N11sumando02 <= ”0000” & punto13 (31 downto 4 ) ;
m3N11sumando10 <= ”000” & punto21 (31 downto 3 ) ;
m3N11sumando11 <= ”00” & punto22 (31 downto 2 ) ;
m3N11sumando12 <= ”000” & punto23 (31 downto 3 ) ;
m3N11sumando20 <= ”0000” & punto31 (31 downto 4 ) ;
m3N11sumando21 <= ”000” & punto32 (31 downto 3 ) ;
m3N11sumando22 <= ”0000” & punto33 (31 downto 4 ) ;
malla3N11 <= m3N11sumando00 + m3N11sumando01 +
m3N11sumando02 + m3N11sumando10 + m3N11sumando11 +
m3N11sumando12 + m3N11sumando20 + m3N11sumando21 +
m3N11sumando22 ;
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m3N12sumando00 <= ”000” & punto21 (31 downto 3 ) ;
m3N12sumando01 <= ”00” & punto22 (31 downto 2 ) ;
m3N12sumando02 <= ”000” & punto23 (31 downto 3 ) ;
m3N12sumando10 <= ”000” & punto31 (31 downto 3 ) ;
m3N12sumando11 <= ”00” & punto32 (31 downto 2 ) ;
m3N12sumando12 <= ”000” & punto33 (31 downto 3 ) ;
malla3N12 <= m3N12sumando00 + m3N12sumando01 +
m3N12sumando02 + m3N12sumando10 + m3N12sumando11 +
m3N12sumando12 ;
m3N13sumando00 <= ”00” & punto31 (31 downto 2 ) ;
m3N13sumando01 <= ”0” & punto32 (31 downto 1 ) ;
m3N13sumando02 <= ”00” & punto33 (31 downto 2 ) ;
malla3N13 <= m3N13sumando00 + m3N13sumando01 +
m3N13sumando02 ;
m3N20sumando00 <= ”0000” & punto02 (31 downto 4 ) ;
m3N20sumando01 <= ”0000” & punto03 (31 downto 4 ) ;
m3N20sumando10 <=( ”000” & punto12 (31 downto 3))+
( ”0000” & punto12 (31 downto 4 ) ) ;
m3N20sumando11 <=( ”000” & punto13 (31 downto 3))+
( ”0000” & punto13 (31 downto 4 ) ) ;
m3N20sumando20 <=( ”000” & punto22 (31 downto 3))+
( ”0000” & punto22 (31 downto 4 ) ) ;
m3N20sumando21 <=( ”000” & punto23 (31 downto 3))+
( ”0000” & punto23 (31 downto 4 ) ) ;
m3N20sumando30 <= ”0000” & punto32 (31 downto 4 ) ;
m3N20sumando31 <= ”0000” & punto33 (31 downto 4 ) ;
malla3N20 <= m3N20sumando00 + m3N20sumando01 +
m3N20sumando10 + m3N20sumando11 + m3N20sumando20 +
m3N20sumando21 + m3N20sumando30 + m3N20sumando31 ;
m3N21sumando00 <= ”000” & punto12 (31 downto 3 ) ;
m3N21sumando01 <= ”000” & punto13 (31 downto 3 ) ;
m3N21sumando10 <= ”00” & punto22 (31 downto 2 ) ;
m3N21sumando11 <= ”00” & punto23 (31 downto 2 ) ;
m3N21sumando20 <= ”000” & punto32 (31 downto 3 ) ;
m3N21sumando21 <= ”000” & punto33 (31 downto 3 ) ;
malla3N21 <= m3N21sumando00 + m3N21sumando01 +
m3N21sumando10 + m3N21sumando11 + m3N21sumando20 +
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m3N21sumando21 ;
m3N22sumando00 <= ”00” & punto22 (31 downto 2 ) ;
m3N22sumando01 <= ”00” & punto23 (31 downto 2 ) ;
m3N22sumando10 <= ”00” & punto32 (31 downto 2 ) ;
m3N22sumando11 <= ”00” & punto33 (31 downto 2 ) ;
malla3N22 <= m3N22sumando00 + m3N22sumando01 +
m3N22sumando10 + m3N22sumando11 ;
m3N23sumando00 <= ”0” & punto32 (31 downto 1 ) ;
m3N23sumando01 <= ”0” & punto33 (31 downto 1 ) ;
malla3N23 <= m3N23sumando00 + m3N23sumando01 ;
m3N30sumando00 <= ”000” & punto03 (31 downto 3 ) ;
m3N30sumando10 <=( ”00” & punto13 (31 downto 2))+
( ”000” & punto13 (31 downto 3 ) ) ;
m3N30sumando20 <=( ”00” & punto23 (31 downto 2))+
( ”000” & punto23 (31 downto 3 ) ) ;
m3N30sumando30 <= ”000” & punto33 (31 downto 3 ) ;
malla3N30 <= m3N30sumando00 + m3N30sumando10 +
m3N30sumando20 + m3N30sumando30 ;
m3N31sumando00 <= ”00” & punto13 (31 downto 2 ) ;
m3N31sumando10 <= ”0” & punto23 (31 downto 1 ) ;
m3N31sumando20 <= ”00” & punto33 (31 downto 2 ) ;
malla3N31 <= m3N31sumando00 + m3N31sumando10 +
m3N31sumando20 ;
m3N32sumando00 <= ”0” & punto23 (31 downto 1 ) ;
m3N32sumando10 <= ”0” & punto33 (31 downto 1 ) ;
malla3N32 <= m3N32sumando00 + m3N32sumando10 ;
m3N33sumando00 <= punto33 ;
malla3N33 <= m3N33sumando00 ;
−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−− CONEXIONES −−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−
regS00 <= malla0N00 ;
regS01 <= malla0N01 ;
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regS02 <= malla0N02 ;
regS03 <= malla0N03 ;
regS04 <= malla0N10 ;
regS05 <= malla0N11 ;
regS06 <= malla0N12 ;
regS07 <= malla0N13 ;
regS08 <= malla0N20 ;
regS09 <= malla0N21 ;
regS010 <= malla0N22 ;
regS011 <= malla0N23 ;
regS012 <= malla0N30 ;
regS013 <= malla0N31 ;
regS014 <= malla0N32 ;
regS015 <= malla0N33 ;
regS10 <= malla1N00 ;
regS11 <= malla1N01 ;
regS12 <= malla1N02 ;
regS13 <= malla1N03 ;
regS14 <= malla1N10 ;
regS15 <= malla1N11 ;
regS16 <= malla1N12 ;
regS17 <= malla1N13 ;
regS18 <= malla1N20 ;
regS19 <= malla1N21 ;
regS110 <= malla1N22 ;
regS111 <= malla1N23 ;
regS112 <= malla1N30 ;
regS113 <= malla1N31 ;
regS114 <= malla1N32 ;
regS115 <= malla1N33 ;
regS20 <= malla2N00 ;
regS21 <= malla2N01 ;
regS22 <= malla2N02 ;
regS23 <= malla2N03 ;
regS24 <= malla2N10 ;
regS25 <= malla2N11 ;
regS26 <= malla2N12 ;
regS27 <= malla2N13 ;
regS28 <= malla2N20 ;
regS29 <= malla2N21 ;
regS210 <= malla2N22 ;
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regS211 <= malla2N23 ;
regS212 <= malla2N30 ;
regS213 <= malla2N31 ;
regS214 <= malla2N32 ;
regS215 <= malla2N33 ;
regS30 <= malla3N00 ;
regS31 <= malla3N01 ;
regS32 <= malla3N02 ;
regS33 <= malla3N03 ;
regS34 <= malla3N10 ;
regS35 <= malla3N11 ;
regS36 <= malla3N12 ;
regS37 <= malla3N13 ;
regS38 <= malla3N20 ;
regS39 <= malla3N21 ;
regS310 <= malla3N22 ;
regS311 <= malla3N23 ;
regS312 <= malla3N30 ;
regS313 <= malla3N31 ;
regS314 <= malla3N32 ;
regS315 <= malla3N33 ;
punto00 <= regE00 ;
punto01 <= regE01 ;
punto02 <= regE02 ;
punto03 <= regE03 ;
punto10 <= regE10 ;
punto11 <= regE11 ;
punto12 <= regE12 ;
punto13 <= regE13 ;
punto20 <= regE20 ;
punto21 <= regE21 ;
punto22 <= regE22 ;
punto23 <= regE23 ;
punto30 <= regE30 ;
punto31 <= regE31 ;
punto32 <= regE32 ;
punto33 <= regE33 ;
end imp ;
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D.2. Hardware reducido
l ibrary i e e e ;
use i e e e . s t d l o g i c 1 1 6 4 . a l l ;
use i e e e . numer ic std . a l l ;
use IEEE .STD LOGIC ARITH.ALL;
use IEEE .STD LOGIC UNSIGNED.ALL;
entity d i v i s o r ma l l a s i s
port (
c l k : in s t d l o g i c ;
r s t : in s t d l o g i c ;
entradaDatos : in s t d l o g i c v e c t o r (31 downto 0 ) ;
sa l i daDato s : out s t d l o g i c v e c t o r (31 downto 0 ) ;
entradaContro l : in s t d l o g i c v e c t o r (31 downto 0 ) ;
s a l i d aCon t r o l : out s t d l o g i c v e c t o r (31 downto 0)
) ;
end d i v i s o r ma l l a s ;
architecture imp of d i v i s o r ma l l a s i s
−−Se n˜a l e s para l o s procesos d e l p ro toco l o
signal datoOk , set , get , l e ido , e s c r i t o , rdy : s t d l o g i c ;
signal datosIn , datosOut :
s t d l o g i c v e c t o r (31 downto 0 ) ;
type estados i s ( espera , d i r ecc ionando ,
e s c r ib i endo , leyendo ) ;
signal estado : estados ;
signal contador : na tura l ;
signal eDecod i f i cado r : s t d l o g i c ;
signal eMult ip l exor : s t d l o g i c ;
−−Se n˜a l e s para conec tar e l d i v i s o r con e l p ro toco l o
−− ( da tos de entrada )
signal regE00 , regE01 , regE02 , regE03 , regE10 , regE11 ,
regE12 , regE13 , regE20 , regE21 , regE22 , regE23 ,
regE30 , regE31 , regE32 , regE33 :
s t d l o g i c v e c t o r (31 downto 0 ) ;
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−−Se n˜a l e s para conec tar e l d i v i s o r con e l p ro toco l o
−− ( da tos de s a l i d a )
signal regS00 , regS01 , regS02 , regS03 , regS04 ,
regS05 , regS06 , regS07 , regS08 ,
regS09 , regS010 , regS011 , regS012 ,
regS013 , regS014 , regS015 , regS10 ,
regS11 , regS12 , regS13 , regS14 , regS15 ,
regS16 , regS17 , regS18 , regS19 ,
regS110 , regS111 , regS112 , regS113 , regS114 ,
regS115 , regS20 , regS21 ,
regS22 , regS23 , regS24 , regS25 , regS26 , regS27 ,
regS28 , regS29 , regS210 ,
regS211 , regS212 , regS213 , regS214 , regS215 ,
regS30 , regS31 , regS32 ,
regS33 , regS34 , regS35 , regS36 , regS37 , regS38 ,
regS39 , regS310 , regS311 ,
regS312 , regS313 , regS314 , regS315 :
s t d l o g i c v e c t o r (31 downto 0 ) ;
−−Se n˜a l e s para l o s operandos r e s u l t a do d e l d i v i s o r .
signal malla0N00 , malla0N01 , malla0N02 , malla0N03 ,
malla0N10 , malla0N11 , malla0N12 , malla0N13 ,
malla0N20 , malla0N21 , malla0N22 , malla0N23 ,
malla0N30 , malla0N31 , malla0N32 ,
malla0N33 , malla1N00 , malla1N01 , malla1N02 ,
malla1N03 , malla1N10 , malla1N11 ,
malla1N12 , malla1N13 , malla1N20 , malla1N21 ,
malla1N22 , malla1N23 , malla1N30 ,
malla1N31 , malla1N32 , malla1N33 , malla2N00 ,
malla2N01 , malla2N02 , malla2N03 ,
malla2N10 , malla2N11 , malla2N12 , malla2N13 ,
malla2N20 , malla2N21 , malla2N22 ,
malla2N23 , malla2N30 , malla2N31 , malla2N32 ,
malla2N33 , malla3N00 , malla3N01 ,
malla3N02 , malla3N03 , malla3N10 , malla3N11 ,
malla3N12 , malla3N13 , malla3N20 ,
malla3N21 , malla3N22 , malla3N23 , malla3N30 ,
malla3N31 , malla3N32 , malla3N33 :
s t d l o g i c v e c t o r (31 downto 0 ) ;
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−−Se n˜a l e s in termed ias
signal puntoDes000 , suma 000 , puntoDes200 , puntoDes210 ,
suma 210 200 , puntoDes300 , puntoDes320 ,
suma 210 300 320 , puntoDes400 , puntoDes310 ,
puntoDes410 , puntoDes420 , puntoDes430 ,
suma 420 430 400 410 310 320 , puntoDes201 ,
suma 200 201 , puntoDes301 , puntoDes311 ,
suma 311 301 300 310 , puntoDes401 , puntoDes421 ,
suma 401 421 311 420 400 310 , puntoDes500 ,
puntoDes501 , puntoDes510 , puntoDes411 ,
puntoDes511 , puntoDes520 , puntoDes521 ,
puntoDes530 , puntoDes531 , suma 411 501 511 521
531 421 420 500 510 520 530 410 ,
puntoDes302 , suma 302 300 201 , puntoDes402 ,
puntoDes412 , suma 311 301 400 410 412 402 ,
puntoDes502 , puntoDes522 ,
suma 401 421 311 500 520 410 412 502 522 ,
puntoDes600 , puntoDes602 , puntoDes610 ,
puntoDes512 , puntoDes612 , puntoDes620 ,
puntoDes622 , puntoDes630 , puntoDes632 ,
suma 411 501 511 521 531 421 510 520 622 632
512 522 602 612 610 600 630 620 ,
puntoDes403 ,
suma 401 302 403 301 400 402 , puntoDes503 ,
puntoDes513 , suma 401 411 501 511 513 503 500
510 412 502 512 402 ,
puntoDes601 , puntoDes603 , puntoDes621 ,
puntoDes623 , suma 601 411 501 511 521 621 510
622 502 512 522 602 603 513 600 623 620 412 ,
puntoDes700 , puntoDes701 , puntoDes702 ,
puntoDes703 , puntoDes710 , puntoDes711 ,
puntoDes712 , puntoDes613 , puntoDes713 ,
puntoDes720 , puntoDes721 , puntoDes422 ,
puntoDes722 , puntoDes723 , puntoDes730 ,
puntoDes631 , puntoDes731 , puntoDes732 ,
puntoDes733 , suma 601 411 421 631 632 602 720
730 700 710 613 623 731 721 711 701 703 713
723 733 610 702 712 722 732 620 412 422 ,
puntoDes202 , puntoDes303 , suma 202 301 303 ,
puntoDes312 , puntoDes413 , suma 401 411 413 302
312 403 , puntoDes523 , suma 523 411 501 521 413
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312 503 402 422 , puntoDes611 , puntoDes532 ,
puntoDes633 , suma 601 611 511 521 621 631 502
512 522 532 523 613 603 513 633 623 412 422 ,
puntoDes203 , suma 202 203 , puntoDes313 ,
suma 302 312 303 313 , puntoDes423 ,
suma 312 403 423 313 402 422 , puntoDes533 ,
suma 533 523 513 413 503 423 412 502 512 522
532 422 ,
puntoDes003 , suma 003 , puntoDes213 ,
suma 213 203 , puntoDes323 , suma 213 323 303 ,
puntoDes433 , suma 413 403 423 433 323 313 ,
puntoDes220 , puntoDes330 , suma 220 310 330 ,
puntoDes230 , suma 230 220 , puntoDes030 ,
suma 030 , puntoDes321 , puntoDes431 ,
suma 411 431 430 321 410 320 , puntoDes331 ,
suma 331 321 320 330 , puntoDes231 ,
suma 230 231 , suma 411 431 420 321 510 530 512
532 422 , puntoDes432 ,
suma 331 420 430 321 432 422 , puntoDes332 ,
suma 332 231 330 , suma 611 511 521 531 421 631
520 632 512 522 532 612 523 613 610 633
630 422 , suma 533 523 521 531 421 431 520 530
432 522 532 422 , suma 332 431 331 433 430 432 ,
puntoDes322 , suma 533 511 322 531 421 513 423
412 432 , suma 322 332 421 431 423 433 ,
puntoDes232 , puntoDes333 , suma 232 331 333 ,
suma 322 413 433 323 412 432 ,
suma 322 332 323 333 , puntoDes233 ,
suma 232 233 , puntoDes223 , suma 223 333 313 ,
suma 233 223 , puntoDes033 , suma 033 :
s t d l o g i c v e c t o r (31 downto 0 ) ;
begin
−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−− PROTOCOLO −−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−
−− Entradas de con t r o l :
s e t <= entradaContro l ( 1 7 ) ;
get <= entradaContro l ( 1 8 ) ;
l e i d o <= entradaContro l ( 1 9 ) ;
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e s c r i t o <= entradaContro l ( 2 0 ) ;
−− Sa l i d a s de con t r o l :
s a l i d aCon t r o l ( 0 ) <= datoOk ;
s a l i d aCon t r o l ( 1 ) <= rdy ;
s a l i d aCon t r o l (31 downto 2) <= ( others => ’ 0 ’ ) ;
−− Datos
sa l i daDato s <= datosOut ;
datosIn <= entradaDatos ;
cont ro l ado r :
process ( c lk , r s t )
begin
rdy <= ’0 ’ ;
datoOk <= ’0 ’ ;
eDecod i f i cado r <= ’0 ’ ;
eMult ip l exor <= ’0 ’ ;
i f ( r s t = ’0 ’ ) then
estado <= espera ;
contador <= 0 ;
e l s i f ( c lk ’ event and c lk = ’1 ’ ) then
case estado i s
when espera =>
contador <= 0 ;
i f ( s e t = ’1 ’ ) then
estado <= esc r i b i endo ;
e l s i f ( get = ’1 ’ ) then
estado <= leyendo ;
end i f ;
when e s c r i b i endo =>
i f ( e s c r i t o = ’1 ’ ) then
i f ( contador = 15) then
estado <= espera ;
else
estado <= di r ecc i onando ;
contador <= contador + 1 ;
end i f ;
end i f ;
when d i r ecc i onando =>
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i f ( s e t = ’1 ’) then
estado<=esc r i b i endo ;
e l s i f ( get = ’1 ’) then
estado<=leyendo ;
end i f ;
when l eyendo =>
i f ( l e i d o = ’1 ’ ) then
i f ( contador = 63) then
estado <= espera ;
else
estado <= di r ecc i onando ;
contador <= contador + 1 ;
end i f ;
end i f ;
when others =>
null ;
end case ;
end i f ;
case estado i s
when espera =>
rdy <= ’1 ’ ;
when e s c r i b i endo =>
eDecod i f i cado r <= ’1 ’ ;
datoOk <= ’1 ’ ;
when l eyendo =>
eMult ip l exor <= ’1 ’ ;
datoOk <= ’1 ’ ;
when d i r ecc i onando =>
null ;
when others =>
null ;
end case ;
end process cont ro l ado r ;
Decod i f i cado r :
process ( c lk , r s t )
begin
i f ( r s t = ’0 ’) then
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regE00 <= ( others => ’ 0 ’ ) ;
regE01 <= ( others => ’ 0 ’ ) ;
regE02 <= ( others => ’ 0 ’ ) ;
regE03 <= ( others => ’ 0 ’ ) ;
regE10 <= ( others => ’ 0 ’ ) ;
regE11 <= ( others => ’ 0 ’ ) ;
regE12 <= ( others => ’ 0 ’ ) ;
regE13 <= ( others => ’ 0 ’ ) ;
regE20 <= ( others => ’ 0 ’ ) ;
regE21 <= ( others => ’ 0 ’ ) ;
regE22 <= ( others => ’ 0 ’ ) ;
regE23 <= ( others => ’ 0 ’ ) ;
regE30 <= ( others => ’ 0 ’ ) ;
regE31 <= ( others => ’ 0 ’ ) ;
regE32 <= ( others => ’ 0 ’ ) ;
regE33 <= ( others => ’ 0 ’ ) ;
e l s i f ( c lk ’ event and c lk = ’1 ’) then
i f ( eDecod i f i cado r = ’1 ’ ) then
case contador i s
when 0 => regE00 <= datosIn ;
when 1 => regE01 <= datosIn ;
when 2 => regE02 <= datosIn ;
when 3 => regE03 <= datosIn ;
when 4 => regE10 <= datosIn ;
when 5 => regE11 <= datosIn ;
when 6 => regE12 <= datosIn ;
when 7 => regE13 <= datosIn ;
when 8 => regE20 <= datosIn ;
when 9 => regE21 <= datosIn ;
when 10 => regE22 <= datosIn ;
when 11 => regE23 <= datosIn ;
when 12 => regE30 <= datosIn ;
when 13 => regE31 <= datosIn ;
when 14 => regE32 <= datosIn ;
when 15 => regE33 <= datosIn ;
when others =>null ;
end case ;
end i f ;
end i f ;
end process ;
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mul t ip l exo r :
process ( r s t , c l k )
begin
datosOut <= ( others => ’ 0 ’ ) ;
i f ( eMult ip l exor = ’1 ’) then
case contador i s
when 0 => datosOut <= regS00 ;
when 1 => datosOut <= regS01 ;
when 2 => datosOut <= regS02 ;
when 3 => datosOut <= regS03 ;
when 4 => datosOut <= regS04 ;
when 5 => datosOut <= regS05 ;
when 6 => datosOut <= regS06 ;
when 7 => datosOut <= regS07 ;
when 8 => datosOut <= regS08 ;
when 9 => datosOut <= regS09 ;
when 10 => datosOut <= regS010 ;
when 11 => datosOut <= regS011 ;
when 12 => datosOut <= regS012 ;
when 13 => datosOut <= regS013 ;
when 14 => datosOut <= regS014 ;
when 15 => datosOut <= regS015 ;
when 16 => datosOut <= regS10 ;
when 17 => datosOut <= regS11 ;
when 18 => datosOut <= regS12 ;
when 19 => datosOut <= regS13 ;
when 20 => datosOut <= regS14 ;
when 21 => datosOut <= regS15 ;
when 22 => datosOut <= regS16 ;
when 23 => datosOut <= regS17 ;
when 24 => datosOut <= regS18 ;
when 25 => datosOut <= regS19 ;
when 26 => datosOut <= regS110 ;
when 27 => datosOut <= regS111 ;
when 28 => datosOut <= regS112 ;
when 29 => datosOut <= regS113 ;
when 30 => datosOut <= regS114 ;
when 31 => datosOut <= regS115 ;
when 32 => datosOut <= regS20 ;
when 33 => datosOut <= regS21 ;
when 34 => datosOut <= regS22 ;
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when 35 => datosOut <= regS23 ;
when 36 => datosOut <= regS24 ;
when 37 => datosOut <= regS25 ;
when 38 => datosOut <= regS26 ;
when 39 => datosOut <= regS27 ;
when 40 => datosOut <= regS28 ;
when 41 => datosOut <= regS29 ;
when 42 => datosOut <= regS210 ;
when 43 => datosOut <= regS211 ;
when 44 => datosOut <= regS212 ;
when 45 => datosOut <= regS213 ;
when 46 => datosOut <= regS214 ;
when 47 => datosOut <= regS215 ;
when 48 => datosOut <= regS30 ;
when 49 => datosOut <= regS31 ;
when 50 => datosOut <= regS32 ;
when 51 => datosOut <= regS33 ;
when 52 => datosOut <= regS34 ;
when 53 => datosOut <= regS35 ;
when 54 => datosOut <= regS36 ;
when 55 => datosOut <= regS37 ;
when 56 => datosOut <= regS38 ;
when 57 => datosOut <= regS39 ;
when 58 => datosOut <= regS310 ;
when 59 => datosOut <= regS311 ;
when 60 => datosOut <= regS312 ;
when 61 => datosOut <= regS313 ;
when 62 => datosOut <= regS314 ;
when 63 => datosOut <= regS315 ;
when others =>
datosOut <= ( others => ’ 0 ’ ) ;
end case ;
end i f ;
end process ;
−−−−−−−−−−−−−−−−−−−−−−−
−−−−−− DIVISOR −−−−−−
−−−−−−−−−−−−−−−−−−−−−−−
−−Desp lazamientos
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puntoDes000 <= regE00 ;
puntoDes200 <= ”00” & regE00 (31 downto 2 ) ;
puntoDes210 <= ”00” & regE10 (31 downto 2 ) ;
puntoDes300 <= ”000” & regE00 (31 downto 3 ) ;
puntoDes320 <= ”000” & regE20 (31 downto 3 ) ;
puntoDes400 <= ”0000” & regE00 (31 downto 4 ) ;
puntoDes310 <= ”000” & regE10 (31 downto 3 ) ;
puntoDes410 <= ”0000” & regE10 (31 downto 4 ) ;
puntoDes420 <= ”0000” & regE20 (31 downto 4 ) ;
puntoDes430 <= ”0000” & regE30 (31 downto 4 ) ;
puntoDes201 <= ”00” & regE01 (31 downto 2 ) ;
puntoDes301 <= ”000” & regE01 (31 downto 3 ) ;
puntoDes311 <= ”000” & regE11 (31 downto 3 ) ;
puntoDes401 <= ”0000” & regE01 (31 downto 4 ) ;
puntoDes421 <= ”0000” & regE21 (31 downto 4 ) ;
puntoDes500 <= ”00000” & regE00 (31 downto 5 ) ;
puntoDes501 <= ”00000” & regE01 (31 downto 5 ) ;
puntoDes510 <= ”00000” & regE10 (31 downto 5 ) ;
puntoDes411 <= ”0000” & regE11 (31 downto 4 ) ;
puntoDes511 <= ”00000” & regE11 (31 downto 5 ) ;
puntoDes520 <= ”00000” & regE20 (31 downto 5 ) ;
puntoDes521 <= ”00000” & regE21 (31 downto 5 ) ;
puntoDes530 <= ”00000” & regE30 (31 downto 5 ) ;
puntoDes531 <= ”00000” & regE31 (31 downto 5 ) ;
puntoDes302 <= ”000” & regE02 (31 downto 3 ) ;
puntoDes402 <= ”0000” & regE02 (31 downto 4 ) ;
puntoDes412 <= ”0000” & regE12 (31 downto 4 ) ;
puntoDes502 <= ”00000” & regE02 (31 downto 5 ) ;
puntoDes522 <= ”00000” & regE22 (31 downto 5 ) ;
puntoDes600 <= ”000000” & regE00 (31 downto 6 ) ;
puntoDes602 <= ”000000” & regE02 (31 downto 6 ) ;
puntoDes610 <= ”000000” & regE10 (31 downto 6 ) ;
puntoDes512 <= ”00000” & regE12 (31 downto 5 ) ;
puntoDes612 <= ”000000” & regE12 (31 downto 6 ) ;
puntoDes620 <= ”000000” & regE20 (31 downto 6 ) ;
puntoDes622 <= ”000000” & regE22 (31 downto 6 ) ;
puntoDes630 <= ”000000” & regE30 (31 downto 6 ) ;
puntoDes632 <= ”000000” & regE32 (31 downto 6 ) ;
puntoDes403 <= ”0000” & regE03 (31 downto 4 ) ;
puntoDes503 <= ”00000” & regE03 (31 downto 5 ) ;
puntoDes513 <= ”00000” & regE13 (31 downto 5 ) ;
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puntoDes601 <= ”000000” & regE01 (31 downto 6 ) ;
puntoDes603 <= ”000000” & regE03 (31 downto 6 ) ;
puntoDes621 <= ”000000” & regE21 (31 downto 6 ) ;
puntoDes623 <= ”000000” & regE23 (31 downto 6 ) ;
puntoDes700 <= ”0000000” & regE00 (31 downto 7 ) ;
puntoDes701 <= ”0000000” & regE01 (31 downto 7 ) ;
puntoDes702 <= ”0000000” & regE02 (31 downto 7 ) ;
puntoDes703 <= ”0000000” & regE03 (31 downto 7 ) ;
puntoDes710 <= ”0000000” & regE10 (31 downto 7 ) ;
puntoDes711 <= ”0000000” & regE11 (31 downto 7 ) ;
puntoDes712 <= ”0000000” & regE12 (31 downto 7 ) ;
puntoDes613 <= ”000000” & regE13 (31 downto 6 ) ;
puntoDes713 <= ”0000000” & regE13 (31 downto 7 ) ;
puntoDes720 <= ”0000000” & regE20 (31 downto 7 ) ;
puntoDes721 <= ”0000000” & regE21 (31 downto 7 ) ;
puntoDes422 <= ”0000” & regE22 (31 downto 4 ) ;
puntoDes722 <= ”0000000” & regE22 (31 downto 7 ) ;
puntoDes723 <= ”0000000” & regE23 (31 downto 7 ) ;
puntoDes730 <= ”0000000” & regE30 (31 downto 7 ) ;
puntoDes631 <= ”000000” & regE31 (31 downto 6 ) ;
puntoDes731 <= ”0000000” & regE31 (31 downto 7 ) ;
puntoDes732 <= ”0000000” & regE32 (31 downto 7 ) ;
puntoDes733 <= ”0000000” & regE33 (31 downto 7 ) ;
puntoDes202 <= ”00” & regE02 (31 downto 2 ) ;
puntoDes303 <= ”000” & regE03 (31 downto 3 ) ;
puntoDes312 <= ”000” & regE12 (31 downto 3 ) ;
puntoDes413 <= ”0000” & regE13 (31 downto 4 ) ;
puntoDes523 <= ”00000” & regE23 (31 downto 5 ) ;
puntoDes611 <= ”000000” & regE11 (31 downto 6 ) ;
puntoDes532 <= ”00000” & regE32 (31 downto 5 ) ;
puntoDes633 <= ”000000” & regE33 (31 downto 6 ) ;
puntoDes203 <= ”00” & regE03 (31 downto 2 ) ;
puntoDes313 <= ”000” & regE13 (31 downto 3 ) ;
puntoDes423 <= ”0000” & regE23 (31 downto 4 ) ;
puntoDes533 <= ”00000” & regE33 (31 downto 5 ) ;
puntoDes003 <= regE03 ;
puntoDes213 <= ”00” & regE13 (31 downto 2 ) ;
puntoDes323 <= ”000” & regE23 (31 downto 3 ) ;
puntoDes433 <= ”0000” & regE33 (31 downto 4 ) ;
puntoDes220 <= ”00” & regE20 (31 downto 2 ) ;
puntoDes330 <= ”000” & regE30 (31 downto 3 ) ;
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puntoDes230 <= ”00” & regE30 (31 downto 2 ) ;
puntoDes030 <= regE30 ;
puntoDes321 <= ”000” & regE21 (31 downto 3 ) ;
puntoDes431 <= ”0000” & regE31 (31 downto 4 ) ;
puntoDes331 <= ”000” & regE31 (31 downto 3 ) ;
puntoDes231 <= ”00” & regE31 (31 downto 2 ) ;
puntoDes432 <= ”0000” & regE32 (31 downto 4 ) ;
puntoDes332 <= ”000” & regE32 (31 downto 3 ) ;
puntoDes322 <= ”000” & regE22 (31 downto 3 ) ;
puntoDes232 <= ”00” & regE32 (31 downto 2 ) ;
puntoDes333 <= ”000” & regE33 (31 downto 3 ) ;
puntoDes233 <= ”00” & regE33 (31 downto 2 ) ;
puntoDes223 <= ”00” & regE23 (31 downto 2 ) ;
puntoDes033 <= regE33 ;
−−Sumas
suma 000 <= puntoDes000 ;
suma 210 200 <= puntoDes210 + puntoDes200 ;
suma 210 300 320 <= puntoDes210 + puntoDes300 +
puntoDes320 ;
suma 420 430 400 410 310 320 <= puntoDes420 +
puntoDes430 + puntoDes400 + puntoDes410 + puntoDes310 +
puntoDes320 ;
suma 200 201 <= puntoDes200 + puntoDes201 ;
suma 311 301 300 310 <= puntoDes311 + puntoDes301 +
puntoDes300 + puntoDes310 ;
suma 401 421 311 420 400 310 <= puntoDes401 +
puntoDes421 + puntoDes311 + puntoDes420 + puntoDes400 +
puntoDes310 ;
suma 411 501 511 521 531 421 420 500 510 520 530 410 <=
puntoDes411 + puntoDes501 + puntoDes511 + puntoDes521 +
puntoDes531 + puntoDes421 + puntoDes420 + puntoDes500 +
puntoDes510 + puntoDes520 + puntoDes530 + puntoDes410 ;
suma 302 300 201 <= puntoDes302 + puntoDes300 +
puntoDes201 ;
suma 311 301 400 410 412 402 <= puntoDes311 +
puntoDes301 + puntoDes400 + puntoDes410 + puntoDes412 +
puntoDes402 ;
suma 401 421 311 500 520 410 412 502 522 <= puntoDes401
+ puntoDes421 + puntoDes311 + puntoDes500 +
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puntoDes520 + puntoDes410 + puntoDes412 + puntoDes502 +
puntoDes522 ;
suma 411 501 511 521 531 421 510 520 622 632 512 522
602 612 610 600 630 620 <= puntoDes411 + puntoDes501 +
puntoDes511 + puntoDes521 + puntoDes531 + puntoDes421 +
puntoDes510 + puntoDes520 + puntoDes622 + puntoDes632 +
puntoDes512 + puntoDes522 + puntoDes602 + puntoDes612 +
puntoDes610 + puntoDes600 + puntoDes630 + puntoDes620 ;
suma 401 302 403 301 400 402 <= puntoDes401 +
puntoDes302 + puntoDes403 + puntoDes301 + puntoDes400 +
puntoDes402 ;
suma 401 411 501 511 513 503 500 510 412 502 512 402 <=
puntoDes401 + puntoDes411 + puntoDes501 + puntoDes511 +
puntoDes513 + puntoDes503 + puntoDes500 + puntoDes510 +
puntoDes412 + puntoDes502 + puntoDes512 + puntoDes402 ;
suma 601 411 501 511 521 621 510 622 502 512 522 602
603 513 600 623 620 412 <= puntoDes601 + puntoDes411 +
puntoDes501 + puntoDes511 + puntoDes521 + puntoDes621 +
puntoDes510 + puntoDes622 + puntoDes502 + puntoDes512 +
puntoDes522 + puntoDes602 + puntoDes603 + puntoDes513 +
puntoDes600 + puntoDes623 + puntoDes620 + puntoDes412 ;
suma 601 411 421 631 632 602 720 730 700 710 613 623
731 721 711 701 703 713 723 733 610 702 712 722 732
620 412 422 <= puntoDes601 + puntoDes411 + puntoDes421
+ puntoDes631 + puntoDes632 + puntoDes602 +
puntoDes720 + puntoDes730 + puntoDes700 + puntoDes710 +
puntoDes613 + puntoDes623 + puntoDes731 + puntoDes721
+ puntoDes711 + puntoDes701 + puntoDes703 +
puntoDes713 + puntoDes723 + puntoDes733 + puntoDes610 +
puntoDes702 + puntoDes712 + puntoDes722 + puntoDes732 +
puntoDes620 + puntoDes412 + puntoDes422 ;
suma 202 301 303 <= puntoDes202 + puntoDes301 +
puntoDes303 ;
suma 401 411 413 302 312 403 <= puntoDes401 +
puntoDes411 + puntoDes413 + puntoDes302 + puntoDes312 +
puntoDes403 ;
suma 523 411 501 521 413 312 503 402 422 <= puntoDes523
+ puntoDes411 + puntoDes501 + puntoDes521 +
puntoDes413 + puntoDes312 + puntoDes503 + puntoDes402 +
puntoDes422 ;
suma 601 611 511 521 621 631 502 512 522 532 523 613
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603 513 633 623 412 422 <= puntoDes601 + puntoDes611 +
puntoDes511 + puntoDes521 + puntoDes621 + puntoDes631
+ puntoDes502 + puntoDes512 + puntoDes522 +
puntoDes532 + puntoDes523 + puntoDes613 + puntoDes603 +
puntoDes513 + puntoDes633 + puntoDes623 + puntoDes412 +
puntoDes422 ;
suma 202 203 <= puntoDes202 + puntoDes203 ;
suma 302 312 303 313 <= puntoDes302 + puntoDes312 +
puntoDes303 + puntoDes313 ;
suma 312 403 423 313 402 422 <= puntoDes312 +
puntoDes403 + puntoDes423 + puntoDes313 + puntoDes402 +
puntoDes422 ;
suma 533 523 513 413 503 423 412 502 512 522 532 422 <=
puntoDes533 + puntoDes523 + puntoDes513 + puntoDes413 +
puntoDes503 + puntoDes423 + puntoDes412 + puntoDes502 +
puntoDes512 + puntoDes522 + puntoDes532 + puntoDes422 ;
suma 003 <= puntoDes003 ;
suma 213 203 <= puntoDes213 + puntoDes203 ;
suma 213 323 303 <= puntoDes213 + puntoDes323 +
puntoDes303 ;
suma 413 403 423 433 323 313 <= puntoDes413 +
puntoDes403 + puntoDes423 + puntoDes433 + puntoDes323 +
puntoDes313 ;
suma 220 310 330 <= puntoDes220 + puntoDes310 +
puntoDes330 ;
suma 230 220 <= puntoDes230 + puntoDes220 ;
suma 030 <= puntoDes030 ;
suma 411 431 430 321 410 320 <= puntoDes411 +
puntoDes431 + puntoDes430 + puntoDes321 +
puntoDes410 + puntoDes320 ;
suma 331 321 320 330 <= puntoDes331 + puntoDes321 +
puntoDes320 + puntoDes330 ;
suma 230 231 <= puntoDes230 + puntoDes231 ;
suma 411 431 420 321 510 530 512 532 422 <= puntoDes411
+ puntoDes431 + puntoDes420 + puntoDes321 +
puntoDes510 + puntoDes530 + puntoDes512 + puntoDes532 +
puntoDes422 ;
suma 331 420 430 321 432 422 <= puntoDes331 +
puntoDes420 + puntoDes430 + puntoDes321 + puntoDes432 +
puntoDes422 ;
suma 332 231 330 <= puntoDes332 + puntoDes231 +
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puntoDes330 ;
suma 611 511 521 531 421 631 520 632 512 522 532 612
523 613 610 633 630 422 <= puntoDes611 + puntoDes511 +
puntoDes521 + puntoDes531 + puntoDes421 + puntoDes631 +
puntoDes520 + puntoDes632 + puntoDes512 + puntoDes522 +
puntoDes532 + puntoDes612 + puntoDes523 + puntoDes613 +
puntoDes610 + puntoDes633 + puntoDes630 + puntoDes422 ;
suma 533 523 521 531 421 431 520 530 432 522 532 422 <=
puntoDes533 + puntoDes523 + puntoDes521 + puntoDes531 +
puntoDes421 + puntoDes431 + puntoDes520 + puntoDes530 +
puntoDes432 + puntoDes522 + puntoDes532 + puntoDes422 ;
suma 332 431 331 433 430 432 <= puntoDes332 +
puntoDes431 + puntoDes331 + puntoDes433 + puntoDes430 +
puntoDes432 ;
suma 533 511 322 531 421 513 423 412 432 <= puntoDes533
+ puntoDes511 + puntoDes322 + puntoDes531 +
puntoDes421 + puntoDes513 + puntoDes423 + puntoDes412 +
puntoDes432 ;
suma 322 332 421 431 423 433 <= puntoDes322 +
puntoDes332 + puntoDes421 + puntoDes431 + puntoDes423 +
puntoDes433 ;
suma 232 331 333 <= puntoDes232 + puntoDes331 +
puntoDes333 ;
suma 322 413 433 323 412 432 <= puntoDes322 +
puntoDes413 + puntoDes433 + puntoDes323 + puntoDes412 +
puntoDes432 ;
suma 322 332 323 333 <= puntoDes322 + puntoDes332 +
puntoDes323 + puntoDes333 ;
suma 232 233 <= puntoDes232 + puntoDes233 ;
suma 223 333 313 <= puntoDes223 + puntoDes333 +
puntoDes313 ;
suma 233 223 <= puntoDes233 + puntoDes223 ;
suma 033 <= puntoDes033 ;
−−Resu l tados
malla0N00 <= suma 000 ;
malla0N01 <= suma 210 200 ;
malla0N02 <= suma 210 300 320 ;
malla0N03 <= suma 420 430 400 410 310 320 ;
malla0N10 <= suma 200 201 ;
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malla0N11 <= suma 311 301 300 310 ;
malla0N12 <= suma 401 421 311 420 400 310 ;
malla0N13 <= suma 411 501 511 521 531 421 420 500 510
520 530 410 ;
malla0N20 <= suma 302 300 201 ;
malla0N21 <= suma 311 301 400 410 412 402 ;
malla0N22 <= suma 401 421 311 500 520 410 412 502 522 ;
malla0N23 <= suma 411 501 511 521 531 421 510 520 622
632 512 522 602 612 610 600 630 620 ;
malla0N30 <= suma 401 302 403 301 400 402 ;
malla0N31 <= suma 401 411 501 511 513 503 500 510 412
502 512 402 ;
malla0N32 <= suma 601 411 501 511 521 621 510 622 502
512 522 602 603 513 600 623 620 412 ;
malla0N33 <= suma 601 411 421 631 632 602 720 730 700
710 613 623 731 721 711 701 703 713 723 733 610 702
712 722 732 620 412 422 ;
malla1N00 <= suma 401 302 403 301 400 402 ;
malla1N01 <= suma 401 411 501 511 513 503 500 510 412
502 512 402 ;
malla1N02 <= suma 601 411 501 511 521 621 510 622 502
512 522 602 603 513 600 623 620 412 ;
malla1N03 <= suma 601 411 421 631 632 602 720 730 700
710 613 623 731 721 711 701 703 713 723 733 610 702
712 722 732 620 412 422 ;
malla1N10 <= suma 202 301 303 ;
malla1N11 <= suma 401 411 413 302 312 403 ;
malla1N12 <= suma 523 411 501 521 413 312 503 402 422 ;
malla1N13 <= suma 601 611 511 521 621 631 502 512 522
532 523 613 603 513 633 623 412 422 ;
malla1N20 <= suma 202 203 ;
malla1N21 <= suma 302 312 303 313 ;
malla1N22 <= suma 312 403 423 313 402 422 ;
malla1N23 <= suma 533 523 513 413 503 423 412 502 512
522 532 422 ;
malla1N30 <= suma 003 ;
malla1N31 <= suma 213 203 ;
malla1N32 <= suma 213 323 303 ;
malla1N33 <= suma 413 403 423 433 323 313 ;
malla2N00 <= suma 420 430 400 410 310 320 ;
malla2N01 <= suma 220 310 330 ;
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malla2N02 <= suma 230 220 ;
malla2N03 <= suma 030 ;
malla2N10 <= suma 411 501 511 521 531 421 420 500 510
520 530 410 ;
malla2N11 <= suma 411 431 430 321 410 320 ;
malla2N12 <= suma 331 321 320 330 ;
malla2N13 <= suma 230 231 ;
malla2N20 <= suma 411 501 511 521 531 421 510 520 622
632 512 522 602 612 610 600 630 620 ;
malla2N21 <= suma 411 431 420 321 510 530 512 532 422 ;
malla2N22 <= suma 331 420 430 321 432 422 ;
malla2N23 <= suma 332 231 330 ;
malla2N30 <= suma 601 411 421 631 632 602 720 730 700
710 613 623 731 721 711 701 703 713 723 733 610 702
712 722 732 620 412 422 ;
malla2N31 <= suma 611 511 521 531 421 631 520 632
512 522 532 612 523 613 610 633 630 422 ;
malla2N32 <= suma 533 523 521 531 421 431 520 530 432
522 532 422 ;
malla2N33 <= suma 332 431 331 433 430 432 ;
malla3N00 <= suma 601 411 421 631 632 602 720 730 700
710 613 623 731 721 711 701 703 713 723 733 610 702
712 722 732 620 412 422 ;
malla3N01 <= suma 611 511 521 531 421 631 520 632 512
522 532 612 523 613 610 633 630 422 ;
malla3N02 <= suma 533 523 521 531 421 431 520 530 432
522 532 422 ;
malla3N03 <= suma 332 431 331 433 430 432 ;
malla3N10 <= suma 601 611 511 521 621 631 502 512 522
532 523 613 603 513 633 623 412 422 ;
malla3N11 <= suma 533 511 322 531 421 513 423 412 432 ;
malla3N12 <= suma 322 332 421 431 423 433 ;
malla3N13 <= suma 232 331 333 ;
malla3N20 <= suma 533 523 513 413 503 423 412 502 512
522 532 422 ;
malla3N21 <= suma 322 413 433 323 412 432 ;
malla3N22 <= suma 322 332 323 333 ;
malla3N23 <= suma 232 233 ;
malla3N30 <= suma 413 403 423 433 323 313 ;
malla3N31 <= suma 223 333 313 ;
malla3N32 <= suma 233 223 ;
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malla3N33 <= suma 033 ;
−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−− CONEXIONES −−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−
regS00 <= malla0N00 ;
regS01 <= malla0N01 ;
regS02 <= malla0N02 ;
regS03 <= malla0N03 ;
regS04 <= malla0N10 ;
regS05 <= malla0N11 ;
regS06 <= malla0N12 ;
regS07 <= malla0N13 ;
regS08 <= malla0N20 ;
regS09 <= malla0N21 ;
regS010 <= malla0N22 ;
regS011 <= malla0N23 ;
regS012 <= malla0N30 ;
regS013 <= malla0N31 ;
regS014 <= malla0N32 ;
regS015 <= malla0N33 ;
regS10 <= malla1N00 ;
regS11 <= malla1N01 ;
regS12 <= malla1N02 ;
regS13 <= malla1N03 ;
regS14 <= malla1N10 ;
regS15 <= malla1N11 ;
regS16 <= malla1N12 ;
regS17 <= malla1N13 ;
regS18 <= malla1N20 ;
regS19 <= malla1N21 ;
regS110 <= malla1N22 ;
regS111 <= malla1N23 ;
regS112 <= malla1N30 ;
regS113 <= malla1N31 ;
regS114 <= malla1N32 ;
regS115 <= malla1N33 ;
regS20 <= malla2N00 ;
regS21 <= malla2N01 ;
regS22 <= malla2N02 ;
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regS23 <= malla2N03 ;
regS24 <= malla2N10 ;
regS25 <= malla2N11 ;
regS26 <= malla2N12 ;
regS27 <= malla2N13 ;
regS28 <= malla2N20 ;
regS29 <= malla2N21 ;
regS210 <= malla2N22 ;
regS211 <= malla2N23 ;
regS212 <= malla2N30 ;
regS213 <= malla2N31 ;
regS214 <= malla2N32 ;
regS215 <= malla2N33 ;
regS30 <= malla3N00 ;
regS31 <= malla3N01 ;
regS32 <= malla3N02 ;
regS33 <= malla3N03 ;
regS34 <= malla3N10 ;
regS35 <= malla3N11 ;
regS36 <= malla3N12 ;
regS37 <= malla3N13 ;
regS38 <= malla3N20 ;
regS39 <= malla3N21 ;
regS310 <= malla3N22 ;
regS311 <= malla3N23 ;
regS312 <= malla3N30 ;
regS313 <= malla3N31 ;
regS314 <= malla3N32 ;
regS315 <= malla3N33 ;
end imp ;
D.3. Hardware con a´rboles
l ibrary i e e e ;
use i e e e . s t d l o g i c 1 1 6 4 . a l l ;
use i e e e . numer ic std . a l l ;
use IEEE .STD LOGIC ARITH.ALL;
use IEEE .STD LOGIC UNSIGNED.ALL;
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entity d i v i s o r ma l l a s i s
port (
c l k : in s t d l o g i c ;
r s t : in s t d l o g i c ;
entradaDatos : in s t d l o g i c v e c t o r (31 downto 0 ) ;
sa l i daDato s : out s t d l o g i c v e c t o r (31 downto 0 ) ;
entradaContro l : in s t d l o g i c v e c t o r (31 downto 0 ) ;
s a l i d aCon t r o l : out s t d l o g i c v e c t o r (31 downto 0)
) ;
end d i v i s o r ma l l a s ;
architecture imp of d i v i s o r ma l l a s i s
−−Se n˜a l e s para l o s procesos d e l p ro toco l o
signal datoOk , set , get , l e ido , e s c r i t o , rdy : s t d l o g i c ;
signal datosIn , datosOut :
s t d l o g i c v e c t o r (31 downto 0 ) ;
type estados i s ( espera , d i r ecc ionando ,
e s c r ib i endo , leyendo ) ;
signal estado : estados ;
signal contador : na tura l ;
signal eDecod i f i cado r : s t d l o g i c ;
signal eMult ip l exor : s t d l o g i c ;
−−Se n˜a l e s para conec tar e l d i v i s o r con e l p ro toco l o
−−( da tos de entrada )
signal regE00 , regE01 , regE02 , regE03 , regE10 , regE11 ,
regE12 , regE13 , regE20 , regE21 , regE22 , regE23 ,
regE30 , regE31 , regE32 , regE33 :
s t d l o g i c v e c t o r (31 downto 0 ) ;
−−Se n˜a l e s para l o s operandos r e s u l t a do d e l d i v i s o r .
signal malla0N00 , malla0N01 , malla0N02 , malla0N03 ,
malla0N10 , malla0N11 , malla0N12 , malla0N13 ,
malla0N20 , malla0N21 , malla0N22 , malla0N23 ,
malla0N30 , malla0N31 , malla0N32 ,
malla0N33 , malla1N00 , malla1N01 , malla1N02 ,
malla1N03 , malla1N10 , malla1N11 ,
malla1N12 , malla1N13 , malla1N20 , malla1N21 ,
malla1N22 , malla1N23 , malla1N30 ,
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malla1N31 , malla1N32 , malla1N33 , malla2N00 ,
malla2N01 , malla2N02 , malla2N03 ,
malla2N10 , malla2N11 , malla2N12 , malla2N13 ,
malla2N20 , malla2N21 , malla2N22 ,
malla2N23 , malla2N30 , malla2N31 , malla2N32 ,
malla2N33 , malla3N00 , malla3N01 ,
malla3N02 , malla3N03 , malla3N10 , malla3N11 ,
malla3N12 , malla3N13 , malla3N20 ,
malla3N21 , malla3N22 , malla3N23 , malla3N30 ,
malla3N31 , malla3N32 ,
malla3N33 : s t d l o g i c v e c t o r (31 downto 0 ) ;
−−Se n˜a l e s in termed ias
signal puntoDes000 , puntoDes200 , puntoDes210 ,
suma 201 200 , puntoDes300 , puntoDes320 ,
suma 300 302 , suma 201 300 302 , puntoDes400 ,
puntoDes310 , puntoDes410 , puntoDes420 ,
puntoDes430 , suma 403 400 , suma 402 403 400 ,
suma 301 302 , suma 401 301 302 ,
suma 402 403 400 401 301 302 , puntoDes201 ,
suma 200 210 , puntoDes301 , puntoDes311 ,
suma 311 310 , suma 300 301 ,
suma 311 310 300 301 , puntoDes401 , puntoDes421 ,
suma 412 311 , suma 410 311 412 , suma 400 301 ,
suma 402 400 301 , suma 410 412 311 402 400 301 ,
puntoDes500 , puntoDes501 , puntoDes510 ,
puntoDes411 , puntoDes511 , puntoDes520 ,
puntoDes521 , puntoDes530 , puntoDes531 ,
suma 510 511 , suma 411 510 511 , suma 513 412 ,
suma 512 513 412 , suma 411 510 511 512 513 412 ,
suma 500 501 , suma 402 500 501 , suma 401 503 ,
suma 502 503 401 , suma 500 402 501 502 401 503 ,
suma 411 510 511 512 513 412 402 500 501 502
503 401 , puntoDes302 , suma 300 210 ,
suma 320 300 210 , puntoDes402 , puntoDes412 ,
suma 310 400 , suma 311 310 400 , suma 421 420 ,
suma 401 421 420 , suma 311 310 400 401 421 420 ,
puntoDes502 , puntoDes522 , suma 410 311 ,
suma 412 500 , suma 410 311 412 500 ,
suma 502 401 , suma 520 522 , suma 421 520 522 ,
suma 502 401 520 421 522 , suma 410 412 311 500
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502 401 421 520 522 , puntoDes600 , puntoDes602 ,
puntoDes610 , puntoDes512 , puntoDes612 ,
puntoDes620 , puntoDes622 , puntoDes630 ,
puntoDes632 , suma 411 510 , suma 511 512 ,
suma 411 510 511 512 , suma 502 622 ,
suma 501 502 622 , suma 513 412 501 502 622 ,
suma 411 510 511 512 513 412 501 502 622 ,
suma 601 600 , suma 603 602 ,
suma 601 600 603 602 , suma 521 623 ,
suma 522 621 , suma 620 522 621 ,
suma 623 521 522 620 621 ,
suma 601 600 603 602 521 623 620 522 621 ,
suma 411 510 511 512 513 412 501 502 622 623
521 522 620 621 601 600 603 602 ,
puntoDes403 , suma 320 430 , suma 410 320 430 ,
suma 400 420 , suma 310 400 420 ,
suma 410 320 430 310 400 420 , puntoDes503 ,
puntoDes513 , suma 410 411 510 , suma 531 530 ,
suma 511 531 530 , suma 410 411 510 511 531 530 ,
suma 501 520 , suma 500 501 520 , suma 420 521 ,
suma 421 521 420 , suma 500 501 520 421 420 521 ,
suma 410 411 510 511 531 530 500 501 421 520
521 420 , puntoDes601 , puntoDes603 , puntoDes621 ,
puntoDes623 , suma 610 411 ,
suma 610 411 510 511 , suma 512 612 ,
suma 622 520 , suma 501 520 622 , suma 512 612
501 622 520 , suma 610 411 510 511 512 612 501
520 622 , suma 630 531 , suma 600 602 ,
suma 630 531 600 602 , suma 632 421 ,
suma 522 620 , suma 521 620 522 ,
suma 632 421 521 522 620 , suma 630 531 600 602
632 421 521 620 522 , suma 610 411 510 511 512
612 501 622 520 521 522 620 630 531 600 632
602 421 , puntoDes700 , puntoDes701 , puntoDes702 ,
puntoDes703 , puntoDes710 , puntoDes711 ,
puntoDes712 , puntoDes613 , puntoDes713 ,
puntoDes720 , puntoDes721 , puntoDes422 ,
puntoDes722 , puntoDes723 , puntoDes730 ,
puntoDes631 , puntoDes731 , puntoDes732 ,
puntoDes733 , suma 713 411 , suma 610 713 411 ,
suma 712 412 , suma 613 623 ,
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suma 712 412 613 623 , suma 713 610 411 712
412 613 623 , suma 703 700 , suma 702 703 700 ,
suma 701 631 , suma 632 620 , suma 701 631
632 620 , suma 702 703 700 701 631 632 620 ,
suma 610 713 712 411 412 613 623 620 702 703
700 701 631 632 , suma 731 732 ,
suma 730 731 732 , suma 733 601 ,
suma 711 710 , suma 733 601 711 710 ,
suma 730 731 732 733 601 711 710 , suma 721 722 ,
suma 720 721 722 , suma 602 723 , suma 421 422 ,
suma 723 602 421 422 , suma 720 721 722 602
723 421 422 , suma 711 710 730 731 732 733 601
720 721 722 723 602 421 422 ,
suma 610 411 412 613 623 620 702 703 700 701
631 632 713 712 711 710 730 731 732 733 601
720 721 722 723 602 421 422 ,
puntoDes202 , puntoDes303 , suma 310 330 ,
suma 220 310 330 , puntoDes312 , puntoDes413 ,
suma 411 431 , suma 410 411 431 , suma 321 430 ,
suma 320 430 321 , suma 410 411 431 320 321 430 ,
puntoDes523 , suma 532 411 , suma 510 512 ,
suma 411 532 510 512 , suma 431 530 ,
suma 420 422 , suma 321 420 422 ,
suma 431 530 321 420 422 , suma 532 411 510 512
431 321 530 420 422 , puntoDes611 , puntoDes532 ,
puntoDes633 , suma 610 611 ,
suma 610 611 511 512 , suma 612 613 ,
suma 521 522 , suma 520 521 522 ,
suma 612 613 520 521 522 , suma 610 611 511 512
612 613 520 521 522 , suma 532 631 ,
suma 532 631 630 531 , suma 633 632 ,
suma 523 422 , suma 421 422 523 , suma 633 632
421 523 422 , suma 532 631 630 531 633 632 421
422 523 , suma 610 611 511 512 612 613 520 521
522 523 532 631 630 531 633 632 421 422 ,
puntoDes203 , suma 220 230 , puntoDes313 ,
suma 320 321 , suma 330 331 ,
suma 320 321 330 331 , puntoDes423 ,
suma 321 432 , suma 430 321 432 , suma 331 422 ,
suma 420 331 422 , suma 321 430 432 331 420 422 ,
puntoDes533 , suma 532 431 , suma 533 532 431 ,
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suma 530 432 , suma 531 530 432 ,
suma 533 532 431 531 530 432 , suma 520 521 ,
suma 421 520 521 , suma 522 523 422 ,
suma 520 421 521 522 422 523 , suma 533 532 531
431 530 432 421 520 521 522 523 422 ,
puntoDes003 , puntoDes213 , suma 231 230 ,
puntoDes323 , suma 332 330 , suma 231 332 330 ,
puntoDes433 , suma 430 432 , suma 431 430 432 ,
suma 332 331 , suma 433 332 331 ,
suma 431 430 432 433 332 331 , puntoDes220 ,
puntoDes330 , suma 301 303 , suma 202 301 303 ,
puntoDes230 , suma 203 202 , puntoDes030 ,
puntoDes321 , puntoDes431 , suma 413 403 ,
suma 411 413 403 , suma 401 302 ,
suma 312 401 302 , suma 411 413 403 312 401 302 ,
puntoDes331 , suma 313 312 , suma 302 303 ,
suma 313 312 302 303 , puntoDes231 ,
suma 203 213 , suma 411 413 , suma 402 312 ,
suma 411 413 402 312 , suma 501 503 ,
suma 521 523 422 , suma 501 503 521 422 523 ,
suma 411 413 402 312 501 503 521 523 422 ,
puntoDes432 , suma 313 403 , suma 402 313 403 ,
suma 423 422 , suma 312 423 422 ,
suma 313 402 403 312 423 422 , puntoDes332 ,
suma 213 303 , suma 323 213 303 ,
suma 611 511 , suma 512 513 ,
suma 611 511 512 513 , suma 412 613 ,
suma 502 521 623 , suma 412 613 502 623 521 ,
suma 611 511 512 513 412 613 502 521 623 ,
suma 601 603 , suma 532 631 601 603 ,
suma 633 522 , suma 523 621 , suma 422 621 523 ,
suma 633 522 523 621 422 , suma 532 631 601 603
633 522 422 621 523 , suma 611 511 512 513 412
613 502 623 521 522 523 621 532 631 601 633
603 422 , suma 532 512 , suma 533 532 512 ,
suma 412 413 , suma 513 412 413 ,
suma 533 532 512 513 412 413 , suma 503 522 ,
suma 502 503 522 , suma 423 523 422 ,
suma 502 503 522 423 422 523 ,
suma 533 532 512 513 412 413 502 503 423 522
523 422 , suma 413 313 , suma 323 413 313 ,
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suma 433 423 , suma 403 433 423 , suma 323 413
313 433 403 423 , puntoDes322 , suma 533 511 ,
suma 322 513 , suma 533 511 322 513 ,
suma 412 531 , suma 421 423 , suma 432 421 423 ,
suma 531 412 432 421 423 , suma 533 511 322 513
412 531 432 421 423 , suma 323 412 ,
suma 322 323 412 , suma 432 433 ,
suma 413 432 433 , suma 322 323 412 413 432 433 ,
puntoDes232 , puntoDes333 , suma 313 333 ,
suma 223 313 333 , suma 431 433 ,
suma 322 431 433 , suma 332 421 423 ,
suma 322 431 433 332 421 423 , suma 322 323 ,
suma 332 333 , suma 322 323 332 333 ,
puntoDes233 , suma 223 233 , puntoDes223 ,
suma 333 331 , suma 232 333 331 , suma 233 232 ,
puntoDes033 : s t d l o g i c v e c t o r (31 downto 0 ) ;
begin
−−−−−−−−−−−−−−−−−−−−−−−−−
−−−−−− PROTOCOLO −−−−−−
−−−−−−−−−−−−−−−−−−−−−−−−−
−− Entradas de con t r o l :
s e t <= entradaContro l ( 1 7 ) ;
get <= entradaContro l ( 1 8 ) ;
l e i d o <= entradaContro l ( 1 9 ) ;
e s c r i t o <= entradaContro l ( 2 0 ) ;
−− Sa l i d a s de con t r o l :
s a l i d aCon t r o l ( 0 ) <= datoOk ;
s a l i d aCon t r o l ( 1 ) <= rdy ;
s a l i d aCon t r o l (31 downto 2) <= ( others => ’ 0 ’ ) ;
−− Datos
sa l i daDato s <= datosOut ;
datosIn <= entradaDatos ;
cont ro l ado r :
process ( c lk , r s t )
begin
rdy <= ’0 ’ ;
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datoOk <= ’0 ’ ;
eDecod i f i cado r <= ’0 ’ ;
eMult ip l exor <= ’0 ’ ;
i f ( r s t = ’0 ’ ) then
estado <= espera ;
contador <= 0 ;
e l s i f ( c lk ’ event and c lk = ’1 ’ ) then
case estado i s
when espera =>
contador <= 0 ;
i f ( s e t = ’1 ’ ) then
estado <= esc r i b i endo ;
e l s i f ( get = ’1 ’ ) then
estado <= leyendo ;
end i f ;
when e s c r i b i endo =>
i f ( e s c r i t o = ’1 ’ ) then
i f ( contador = 15) then
estado <= espera ;
else
estado <= di r ecc i onando ;
contador <= contador + 1 ;
end i f ;
end i f ;
when d i r ecc i onando =>
i f ( s e t = ’1 ’) then
estado<=esc r i b i endo ;
e l s i f ( get = ’1 ’) then
estado<=leyendo ;
end i f ;
when l eyendo =>
i f ( l e i d o = ’1 ’ ) then
i f ( contador = 63) then
estado <= espera ;
else
estado <= di r ecc i onando ;
contador <= contador + 1 ;
end i f ;
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end i f ;
when others => null ;
end case ;
end i f ;
case estado i s
when espera =>
rdy <= ’1 ’ ;
when e s c r i b i endo =>
eDecod i f i cado r <= ’1 ’ ;
datoOk <= ’1 ’ ;
when l eyendo =>
eMult ip l exor <= ’1 ’ ;
datoOk <= ’1 ’ ;
when d i r ecc i onando =>
null ;
when others =>
null ;
end case ;
end process cont ro l ado r ;
Decod i f i cado r :
process ( c lk , r s t )
begin
i f ( r s t = ’0 ’) then
regE00 <= ( others => ’ 0 ’ ) ;
regE01 <= ( others => ’ 0 ’ ) ;
regE02 <= ( others => ’ 0 ’ ) ;
regE03 <= ( others => ’ 0 ’ ) ;
regE10 <= ( others => ’ 0 ’ ) ;
regE11 <= ( others => ’ 0 ’ ) ;
regE12 <= ( others => ’ 0 ’ ) ;
regE13 <= ( others => ’ 0 ’ ) ;
regE20 <= ( others => ’ 0 ’ ) ;
regE21 <= ( others => ’ 0 ’ ) ;
regE22 <= ( others => ’ 0 ’ ) ;
regE23 <= ( others => ’ 0 ’ ) ;
regE30 <= ( others => ’ 0 ’ ) ;
regE31 <= ( others => ’ 0 ’ ) ;
regE32 <= ( others => ’ 0 ’ ) ;
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regE33 <= ( others => ’ 0 ’ ) ;
e l s i f ( c lk ’ event and c lk = ’1 ’) then
i f ( eDecod i f i cado r = ’1 ’ ) then
case contador i s
when 0 => regE00 <= datosIn ;
when 1 => regE01 <= datosIn ;
when 2 => regE02 <= datosIn ;
when 3 => regE03 <= datosIn ;
when 4 => regE10 <= datosIn ;
when 5 => regE11 <= datosIn ;
when 6 => regE12 <= datosIn ;
when 7 => regE13 <= datosIn ;
when 8 => regE20 <= datosIn ;
when 9 => regE21 <= datosIn ;
when 10 => regE22 <= datosIn ;
when 11 => regE23 <= datosIn ;
when 12 => regE30 <= datosIn ;
when 13 => regE31 <= datosIn ;
when 14 => regE32 <= datosIn ;
when 15 => regE33 <= datosIn ;
when others =>null ;
end case ;
end i f ;
end i f ;
end process ;
mu l t ip l exo r :
process ( r s t , c l k )
begin
datosOut <= ( others => ’ 0 ’ ) ;
i f ( eMult ip l exor = ’1 ’) then
case contador i s
when 0 => datosOut <= malla0N00 ;
when 1 => datosOut <= malla0N01 ;
when 2 => datosOut <= malla0N02 ;
when 3 => datosOut <= malla0N03 ;
when 4 => datosOut <= malla0N10 ;
when 5 => datosOut <= malla0N11 ;
when 6 => datosOut <= malla0N12 ;
when 7 => datosOut <= malla0N13 ;
when 8 => datosOut <= malla0N20 ;
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when 9 => datosOut <= malla0N21 ;
when 10 => datosOut <= malla0N22 ;
when 11 => datosOut <= malla0N23 ;
when 12 => datosOut <= malla0N30 ;
when 13 => datosOut <= malla0N31 ;
when 14 => datosOut <= malla0N32 ;
when 15 => datosOut <= malla0N33 ;
when 16 => datosOut <= malla1N00 ;
when 17 => datosOut <= malla1N01 ;
when 18 => datosOut <= malla1N02 ;
when 19 => datosOut <= malla1N03 ;
when 20 => datosOut <= malla1N10 ;
when 21 => datosOut <= malla1N11 ;
when 22 => datosOut <= malla1N12 ;
when 23 => datosOut <= malla1N13 ;
when 24 => datosOut <= malla1N20 ;
when 25 => datosOut <= malla1N21 ;
when 26 => datosOut <= malla1N22 ;
when 27 => datosOut <= malla1N23 ;
when 28 => datosOut <= malla1N30 ;
when 29 => datosOut <= malla1N31 ;
when 30 => datosOut <= malla1N32 ;
when 31 => datosOut <= malla1N33 ;
when 32 => datosOut <= malla2N00 ;
when 33 => datosOut <= malla2N01 ;
when 34 => datosOut <= malla2N02 ;
when 35 => datosOut <= malla2N03 ;
when 36 => datosOut <= malla2N10 ;
when 37 => datosOut <= malla2N11 ;
when 38 => datosOut <= malla2N12 ;
when 39 => datosOut <= malla2N13 ;
when 40 => datosOut <= malla2N20 ;
when 41 => datosOut <= malla2N21 ;
when 42 => datosOut <= malla2N22 ;
when 43 => datosOut <= malla2N23 ;
when 44 => datosOut <= malla2N30 ;
when 45 => datosOut <= malla2N31 ;
when 46 => datosOut <= malla2N32 ;
when 47 => datosOut <= malla2N33 ;
when 48 => datosOut <= malla3N00 ;
when 49 => datosOut <= malla3N01 ;
D.3. HARDWARE CON A´RBOLES 297
when 50 => datosOut <= malla3N02 ;
when 51 => datosOut <= malla3N03 ;
when 52 => datosOut <= malla3N10 ;
when 53 => datosOut <= malla3N11 ;
when 54 => datosOut <= malla3N12 ;
when 55 => datosOut <= malla3N13 ;
when 56 => datosOut <= malla3N20 ;
when 57 => datosOut <= malla3N21 ;
when 58 => datosOut <= malla3N22 ;
when 59 => datosOut <= malla3N23 ;
when 60 => datosOut <= malla3N30 ;
when 61 => datosOut <= malla3N31 ;
when 62 => datosOut <= malla3N32 ;
when 63 => datosOut <= malla3N33 ;
when others =>
datosOut <= ( others => ’ 0 ’ ) ;
end case ;
end i f ;
end process ;
−−−−−−−−−−−−−−−−−−−−−−−
−−−−−− DIVISOR −−−−−−
−−−−−−−−−−−−−−−−−−−−−−−
puntoDes000 <= regE00 ;
puntoDes200 <= ”00” & regE00 (31 downto 2 ) ;
puntoDes210 <= ”00” & regE10 (31 downto 2 ) ;
puntoDes300 <= ”000” & regE00 (31 downto 3 ) ;
puntoDes320 <= ”000” & regE20 (31 downto 3 ) ;
puntoDes400 <= ”0000” & regE00 (31 downto 4 ) ;
puntoDes310 <= ”000” & regE10 (31 downto 3 ) ;
puntoDes410 <= ”0000” & regE10 (31 downto 4 ) ;
puntoDes420 <= ”0000” & regE20 (31 downto 4 ) ;
puntoDes430 <= ”0000” & regE30 (31 downto 4 ) ;
puntoDes201 <= ”00” & regE01 (31 downto 2 ) ;
puntoDes301 <= ”000” & regE01 (31 downto 3 ) ;
puntoDes311 <= ”000” & regE11 (31 downto 3 ) ;
puntoDes401 <= ”0000” & regE01 (31 downto 4 ) ;
puntoDes421 <= ”0000” & regE21 (31 downto 4 ) ;
puntoDes500 <= ”00000” & regE00 (31 downto 5 ) ;
puntoDes501 <= ”00000” & regE01 (31 downto 5 ) ;
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puntoDes510 <= ”00000” & regE10 (31 downto 5 ) ;
puntoDes411 <= ”0000” & regE11 (31 downto 4 ) ;
puntoDes511 <= ”00000” & regE11 (31 downto 5 ) ;
puntoDes520 <= ”00000” & regE20 (31 downto 5 ) ;
puntoDes521 <= ”00000” & regE21 (31 downto 5 ) ;
puntoDes530 <= ”00000” & regE30 (31 downto 5 ) ;
puntoDes531 <= ”00000” & regE31 (31 downto 5 ) ;
puntoDes302 <= ”000” & regE02 (31 downto 3 ) ;
puntoDes402 <= ”0000” & regE02 (31 downto 4 ) ;
puntoDes412 <= ”0000” & regE12 (31 downto 4 ) ;
puntoDes502 <= ”00000” & regE02 (31 downto 5 ) ;
puntoDes522 <= ”00000” & regE22 (31 downto 5 ) ;
puntoDes600 <= ”000000” & regE00 (31 downto 6 ) ;
puntoDes602 <= ”000000” & regE02 (31 downto 6 ) ;
puntoDes610 <= ”000000” & regE10 (31 downto 6 ) ;
puntoDes512 <= ”00000” & regE12 (31 downto 5 ) ;
puntoDes612 <= ”000000” & regE12 (31 downto 6 ) ;
puntoDes620 <= ”000000” & regE20 (31 downto 6 ) ;
puntoDes622 <= ”000000” & regE22 (31 downto 6 ) ;
puntoDes630 <= ”000000” & regE30 (31 downto 6 ) ;
puntoDes632 <= ”000000” & regE32 (31 downto 6 ) ;
puntoDes403 <= ”0000” & regE03 (31 downto 4 ) ;
puntoDes503 <= ”00000” & regE03 (31 downto 5 ) ;
puntoDes513 <= ”00000” & regE13 (31 downto 5 ) ;
puntoDes601 <= ”000000” & regE01 (31 downto 6 ) ;
puntoDes603 <= ”000000” & regE03 (31 downto 6 ) ;
puntoDes621 <= ”000000” & regE21 (31 downto 6 ) ;
puntoDes623 <= ”000000” & regE23 (31 downto 6 ) ;
puntoDes700 <= ”0000000” & regE00 (31 downto 7 ) ;
puntoDes701 <= ”0000000” & regE01 (31 downto 7 ) ;
puntoDes702 <= ”0000000” & regE02 (31 downto 7 ) ;
puntoDes703 <= ”0000000” & regE03 (31 downto 7 ) ;
puntoDes710 <= ”0000000” & regE10 (31 downto 7 ) ;
puntoDes711 <= ”0000000” & regE11 (31 downto 7 ) ;
puntoDes712 <= ”0000000” & regE12 (31 downto 7 ) ;
puntoDes613 <= ”000000” & regE13 (31 downto 6 ) ;
puntoDes713 <= ”0000000” & regE13 (31 downto 7 ) ;
puntoDes720 <= ”0000000” & regE20 (31 downto 7 ) ;
puntoDes721 <= ”0000000” & regE21 (31 downto 7 ) ;
puntoDes422 <= ”0000” & regE22 (31 downto 4 ) ;
puntoDes722 <= ”0000000” & regE22 (31 downto 7 ) ;
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puntoDes723 <= ”0000000” & regE23 (31 downto 7 ) ;
puntoDes730 <= ”0000000” & regE30 (31 downto 7 ) ;
puntoDes631 <= ”000000” & regE31 (31 downto 6 ) ;
puntoDes731 <= ”0000000” & regE31 (31 downto 7 ) ;
puntoDes732 <= ”0000000” & regE32 (31 downto 7 ) ;
puntoDes733 <= ”0000000” & regE33 (31 downto 7 ) ;
puntoDes202 <= ”00” & regE02 (31 downto 2 ) ;
puntoDes303 <= ”000” & regE03 (31 downto 3 ) ;
puntoDes312 <= ”000” & regE12 (31 downto 3 ) ;
puntoDes413 <= ”0000” & regE13 (31 downto 4 ) ;
puntoDes523 <= ”00000” & regE23 (31 downto 5 ) ;
puntoDes611 <= ”000000” & regE11 (31 downto 6 ) ;
puntoDes532 <= ”00000” & regE32 (31 downto 5 ) ;
puntoDes633 <= ”000000” & regE33 (31 downto 6 ) ;
puntoDes203 <= ”00” & regE03 (31 downto 2 ) ;
puntoDes313 <= ”000” & regE13 (31 downto 3 ) ;
puntoDes423 <= ”0000” & regE23 (31 downto 4 ) ;
puntoDes533 <= ”00000” & regE33 (31 downto 5 ) ;
puntoDes003 <= regE03 ;
puntoDes213 <= ”00” & regE13 (31 downto 2 ) ;
puntoDes323 <= ”000” & regE23 (31 downto 3 ) ;
puntoDes433 <= ”0000” & regE33 (31 downto 4 ) ;
puntoDes220 <= ”00” & regE20 (31 downto 2 ) ;
puntoDes330 <= ”000” & regE30 (31 downto 3 ) ;
puntoDes230 <= ”00” & regE30 (31 downto 2 ) ;
puntoDes030 <= regE30 ;
puntoDes321 <= ”000” & regE21 (31 downto 3 ) ;
puntoDes431 <= ”0000” & regE31 (31 downto 4 ) ;
puntoDes331 <= ”000” & regE31 (31 downto 3 ) ;
puntoDes231 <= ”00” & regE31 (31 downto 2 ) ;
puntoDes432 <= ”0000” & regE32 (31 downto 4 ) ;
puntoDes332 <= ”000” & regE32 (31 downto 3 ) ;
puntoDes322 <= ”000” & regE22 (31 downto 3 ) ;
puntoDes232 <= ”00” & regE32 (31 downto 2 ) ;
puntoDes333 <= ”000” & regE33 (31 downto 3 ) ;
puntoDes233 <= ”00” & regE33 (31 downto 2 ) ;
puntoDes223 <= ”00” & regE23 (31 downto 2 ) ;
puntoDes033 <= regE33 ;
suma 201 200 <= puntoDes210 + puntoDes200 ;
suma 300 302 <= puntoDes300 + puntoDes320 ;
300 APE´NDICE D. LISTADO DE CO´DIGO VHDL
suma 201 300 302 <= puntoDes210 + suma 300 302 ;
suma 403 400 <= puntoDes430 + puntoDes400 ;
suma 402 403 400 <= puntoDes420 + suma 403 400 ;
suma 301 302 <= puntoDes310 + puntoDes320 ;
suma 401 301 302 <= puntoDes410 + suma 301 302 ;
suma 402 403 400 401 301 302 <= suma 402 403 400 +
suma 401 301 302 ;
suma 200 210 <= puntoDes200 + puntoDes201 ;
suma 311 310 <= puntoDes311 + puntoDes301 ;
suma 300 301 <= puntoDes300 + puntoDes310 ;
suma 311 310 300 301 <= suma 311 310 + suma 300 301 ;
suma 412 311 <= puntoDes421 + puntoDes311 ;
suma 410 311 412 <= puntoDes401 + suma 412 311 ;
suma 400 301 <= puntoDes400 + puntoDes310 ;
suma 402 400 301 <= puntoDes420 + suma 400 301 ;
suma 410 412 311 402 400 301 <= suma 410 311 412 +
suma 402 400 301 ;
suma 510 511 <= puntoDes501 + puntoDes511 ;
suma 411 510 511 <= puntoDes411 + suma 510 511 ;
suma 513 412 <= puntoDes531 + puntoDes421 ;
suma 512 513 412 <= puntoDes521 + suma 513 412 ;
suma 411 510 511 512 513 412 <= suma 411 510 511 +
suma 512 513 412 ;
suma 500 501 <= puntoDes500 + puntoDes510 ;
suma 402 500 501 <= puntoDes420 + suma 500 501 ;
suma 401 503 <= puntoDes410 + puntoDes530 ;
suma 502 503 401 <= puntoDes520 + suma 401 503 ;
suma 500 402 501 502 401 503 <= suma 402 500 501 +
suma 502 503 401 ;
suma 411 510 511 512 513 412 402 500 501 502 503 401 <=
suma 411 510 511 512 513 412 + suma 500 402 501 502
401 503 ;
suma 300 210 <= puntoDes300 + puntoDes201 ;
suma 320 300 210 <= puntoDes302 + suma 300 210 ;
suma 310 400 <= puntoDes301 + puntoDes400 ;
suma 311 310 400 <= puntoDes311 + suma 310 400 ;
suma 421 420 <= puntoDes412 + puntoDes402 ;
suma 401 421 420 <= puntoDes410 + suma 421 420 ;
suma 311 310 400 401 421 420 <= suma 311 310 400 +
suma 401 421 420 ;
suma 410 311 <= puntoDes401 + puntoDes311 ;
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suma 412 500 <= puntoDes421 + puntoDes500 ;
suma 410 311 412 500 <= suma 410 311 + suma 412 500 ;
suma 502 401 <= puntoDes520 + puntoDes410 ;
suma 520 522 <= puntoDes502 + puntoDes522 ;
suma 421 520 522 <= puntoDes412 + suma 520 522 ;
suma 502 401 520 421 522 <= suma 502 401 +
suma 421 520 522 ;
suma 410 412 311 500 502 401 421 520 522 <=
suma 410 311 412 500 + suma 502 401 520 421 522 ;
suma 411 510 <= puntoDes411 + puntoDes501 ;
suma 511 512 <= puntoDes511 + puntoDes521 ;
suma 411 510 511 512 <= suma 411 510 + suma 511 512 ;
suma 502 622 <= puntoDes520 + puntoDes622 ;
suma 501 502 622 <= puntoDes510 + suma 502 622 ;
suma 513 412 501 502 622 <= suma 513 412 +
suma 501 502 622 ;
suma 411 510 511 512 513 412 501 502 622 <=
suma 411 510 511 512 + suma 513 412 501 502 622 ;
suma 601 600 <= puntoDes610 + puntoDes600 ;
suma 603 602 <= puntoDes630 + puntoDes620 ;
suma 601 600 603 602 <= suma 601 600 + suma 603 602 ;
suma 521 623 <= puntoDes512 + puntoDes632 ;
suma 522 621 <= puntoDes522 + puntoDes612 ;
suma 620 522 621 <= puntoDes602 + suma 522 621 ;
suma 623 521 522 620 621 <= suma 521 623 +
suma 620 522 621 ;
suma 601 600 603 602 521 623 620 522 621 <=
suma 601 600 603 602 + suma 623 521 522 620 621 ;
suma 411 510 511 512 513 412 501 502 622 623 521 522
620 621 601 600 603 602 <= suma 411 510 511 512 513
412 501 502 622 + suma 601 600 603 602 521 623
620 522 621 ;
suma 320 430 <= puntoDes302 + puntoDes403 ;
suma 410 320 430 <= puntoDes401 + suma 320 430 ;
suma 400 420 <= puntoDes400 + puntoDes402 ;
suma 310 400 420 <= puntoDes301 + suma 400 420 ;
suma 410 320 430 310 400 420 <= suma 410 320 430 +
suma 310 400 420 ;
suma 410 411 510 <= puntoDes401 + suma 411 510 ;
suma 531 530 <= puntoDes513 + puntoDes503 ;
suma 511 531 530 <= puntoDes511 + suma 531 530 ;
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suma 410 411 510 511 531 530 <= suma 410 411 510 +
suma 511 531 530 ;
suma 501 520 <= puntoDes510 + puntoDes502 ;
suma 500 501 520 <= puntoDes500 + suma 501 520 ;
suma 420 521 <= puntoDes402 + puntoDes512 ;
suma 421 521 420 <= puntoDes412 + suma 420 521 ;
suma 500 501 520 421 420 521 <= suma 500 501 520 +
suma 421 521 420 ;
suma 410 411 510 511 531 530 500 501 421 520 521 420 <=
suma 410 411 510 511 531 530 + suma 500 501 520 421
420 521 ;
suma 610 411 <= puntoDes601 + puntoDes411 ;
suma 610 411 510 511 <= suma 610 411 + suma 510 511 ;
suma 512 612 <= puntoDes521 + puntoDes621 ;
suma 622 520 <= puntoDes622 + puntoDes502 ;
suma 501 520 622 <= puntoDes510 + suma 622 520 ;
suma 512 612 501 622 520 <= suma 512 612 +
suma 501 520 622 ;
suma 610 411 510 511 512 612 501 520 622 <=
suma 610 411 510 511 + suma 512 612 501 622 520 ;
suma 630 531 <= puntoDes603 + puntoDes513 ;
suma 600 602 <= puntoDes600 + puntoDes620 ;
suma 630 531 600 602 <= suma 630 531 + suma 600 602 ;
suma 632 421 <= puntoDes623 + puntoDes412 ;
suma 522 620 <= puntoDes522 + puntoDes602 ;
suma 521 620 522 <= puntoDes512 + suma 522 620 ;
suma 632 421 521 522 620 <= suma 632 421 +
suma 521 620 522 ;
suma 630 531 600 602 632 421 521 620 522 <=
suma 630 531 600 602 + suma 632 421 521 522 620 ;
suma 610 411 510 511 512 612 501 622 520 521 522 620
630 531 600 632 602 421 <= suma 610 411 510 511 512
612 501 520 622 + suma 630 531 600 602 632 421
521 620 522 ;
suma 713 411 <= puntoDes731 + puntoDes411 ;
suma 610 713 411 <= puntoDes601 + suma 713 411 ;
suma 712 412 <= puntoDes721 + puntoDes421 ;
suma 613 623 <= puntoDes631 + puntoDes632 ;
suma 712 412 613 623 <= suma 712 412 + suma 613 623 ;
suma 713 610 411 712 412 613 623 <= suma 610 713 411 +
suma 712 412 613 623 ;
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suma 703 700 <= puntoDes730 + puntoDes700 ;
suma 702 703 700 <= puntoDes720 + suma 703 700 ;
suma 701 631 <= puntoDes710 + puntoDes613 ;
suma 632 620 <= puntoDes623 + puntoDes602 ;
suma 701 631 632 620 <= suma 701 631 + suma 632 620 ;
suma 702 703 700 701 631 632 620 <= suma 702 703 700 +
suma 701 631 632 620 ;
suma 610 713 712 411 412 613 623 620 702 703 700 701
631 632 <= suma 713 610 411 712 412 613 623 +
suma 702 703 700 701 631 632 620 ;
suma 731 732 <= puntoDes713 + puntoDes723 ;
suma 730 731 732 <= puntoDes703 + suma 731 732 ;
suma 733 601 <= puntoDes733 + puntoDes610 ;
suma 711 710 <= puntoDes711 + puntoDes701 ;
suma 733 601 711 710 <= suma 733 601 + suma 711 710 ;
suma 730 731 732 733 601 711 710 <= suma 730 731 732 +
suma 733 601 711 710 ;
suma 721 722 <= puntoDes712 + puntoDes722 ;
suma 720 721 722 <= puntoDes702 + suma 721 722 ;
suma 602 723 <= puntoDes620 + puntoDes732 ;
suma 421 422 <= puntoDes412 + puntoDes422 ;
suma 723 602 421 422 <= suma 602 723 + suma 421 422 ;
suma 720 721 722 602 723 421 422 <= suma 720 721 722 +
suma 723 602 421 422 ;
suma 711 710 730 731 732 733 601 720 721 722 723 602
421 422 <= suma 730 731 732 733 601 711 710 +
suma 720 721 722 602 723 421 422 ;
suma 610 411 412 613 623 620 702 703 700 701 631 632
713 712 711 710 730 731 732 733 601 720 721 722 723
602 421 422 <= suma 610 713 712 411 412 613 623 620
702 703 700 701 631 632 + suma 711 710 730 731 732
733 601 720 721 722 723 602 421 422 ;
suma 310 330 <= puntoDes301 + puntoDes303 ;
suma 220 310 330 <= puntoDes202 + suma 310 330 ;
suma 411 431 <= puntoDes411 + puntoDes413 ;
suma 410 411 431 <= puntoDes401 + suma 411 431 ;
suma 321 430 <= puntoDes312 + puntoDes403 ;
suma 320 430 321 <= puntoDes302 + suma 321 430 ;
suma 410 411 431 320 321 430 <= suma 410 411 431 +
suma 320 430 321 ;
suma 532 411 <= puntoDes523 + puntoDes411 ;
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suma 510 512 <= puntoDes501 + puntoDes521 ;
suma 411 532 510 512 <= suma 532 411 + suma 510 512 ;
suma 431 530 <= puntoDes413 + puntoDes503 ;
suma 420 422 <= puntoDes402 + puntoDes422 ;
suma 321 420 422 <= puntoDes312 + suma 420 422 ;
suma 431 530 321 420 422 <= suma 431 530 +
suma 321 420 422 ;
suma 532 411 510 512 431 321 530 420 422 <=
suma 411 532 510 512 + suma 431 530 321 420 422 ;
suma 610 611 <= puntoDes601 + puntoDes611 ;
suma 610 611 511 512 <= suma 610 611 + suma 511 512 ;
suma 612 613 <= puntoDes621 + puntoDes631 ;
suma 521 522 <= puntoDes512 + puntoDes522 ;
suma 520 521 522 <= puntoDes502 + suma 521 522 ;
suma 612 613 520 521 522 <= suma 612 613 +
suma 520 521 522 ;
suma 610 611 511 512 612 613 520 521 522 <=
suma 610 611 511 512 + suma 612 613 520 521 522 ;
suma 532 631 <= puntoDes523 + puntoDes613 ;
suma 532 631 630 531 <= suma 532 631 + suma 630 531 ;
suma 633 632 <= puntoDes633 + puntoDes623 ;
suma 523 422 <= puntoDes532 + puntoDes422 ;
suma 421 422 523 <= puntoDes412 + suma 523 422 ;
suma 633 632 421 523 422 <= suma 633 632 +
suma 421 422 523 ;
suma 532 631 630 531 633 632 421 422 523 <=
suma 532 631 630 531 + suma 633 632 421 523 422 ;
suma 610 611 511 512 612 613 520 521 522 523 532
631 630 531 633 632 421 422 <= suma 610 611 511
512 612 613 520 521 522 + suma 532 631 630 531 633
632 421 422 523 ;
suma 220 230 <= puntoDes202 + puntoDes203 ;
suma 320 321 <= puntoDes302 + puntoDes312 ;
suma 330 331 <= puntoDes303 + puntoDes313 ;
suma 320 321 330 331 <= suma 320 321 + suma 330 331 ;
suma 321 432 <= puntoDes312 + puntoDes423 ;
suma 430 321 432 <= puntoDes403 + suma 321 432 ;
suma 331 422 <= puntoDes313 + puntoDes422 ;
suma 420 331 422 <= puntoDes402 + suma 331 422 ;
suma 321 430 432 331 420 422 <= suma 430 321 432 +
suma 420 331 422 ;
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suma 532 431 <= puntoDes523 + puntoDes413 ;
suma 533 532 431 <= puntoDes533 + suma 532 431 ;
suma 530 432 <= puntoDes503 + puntoDes423 ;
suma 531 530 432 <= puntoDes513 + suma 530 432 ;
suma 533 532 431 531 530 432 <= suma 533 532 431 +
suma 531 530 432 ;
suma 520 521 <= puntoDes502 + puntoDes512 ;
suma 421 520 521 <= puntoDes412 + suma 520 521 ;
suma 522 523 422 <= puntoDes522 + suma 523 422 ;
suma 520 421 521 522 422 523 <= suma 421 520 521 +
suma 522 523 422 ;
suma 533 532 531 431 530 432 421 520 521 522 523 422 <=
suma 533 532 431 531 530 432 + suma 520 421 521 522
422 523 ;
suma 231 230 <= puntoDes213 + puntoDes203 ;
suma 332 330 <= puntoDes323 + puntoDes303 ;
suma 231 332 330 <= puntoDes213 + suma 332 330 ;
suma 430 432 <= puntoDes403 + puntoDes423 ;
suma 431 430 432 <= puntoDes413 + suma 430 432 ;
suma 332 331 <= puntoDes323 + puntoDes313 ;
suma 433 332 331 <= puntoDes433 + suma 332 331 ;
suma 431 430 432 433 332 331 <= suma 431 430 432 +
suma 433 332 331 ;
suma 301 303 <= puntoDes310 + puntoDes330 ;
suma 202 301 303 <= puntoDes220 + suma 301 303 ;
suma 203 202 <= puntoDes230 + puntoDes220 ;
suma 413 403 <= puntoDes431 + puntoDes430 ;
suma 411 413 403 <= puntoDes411 + suma 413 403 ;
suma 401 302 <= puntoDes410 + puntoDes320 ;
suma 312 401 302 <= puntoDes321 + suma 401 302 ;
suma 411 413 403 312 401 302 <= suma 411 413 403 +
suma 312 401 302 ;
suma 313 312 <= puntoDes331 + puntoDes321 ;
suma 302 303 <= puntoDes320 + puntoDes330 ;
suma 313 312 302 303 <= suma 313 312 + suma 302 303 ;
suma 203 213 <= puntoDes230 + puntoDes231 ;
suma 411 413 <= puntoDes411 + puntoDes431 ;
suma 402 312 <= puntoDes420 + puntoDes321 ;
suma 411 413 402 312 <= suma 411 413 + suma 402 312 ;
suma 501 503 <= puntoDes510 + puntoDes530 ;
suma 521 523 422 <= puntoDes512 + suma 523 422 ;
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suma 501 503 521 422 523 <= suma 501 503 +
suma 521 523 422 ;
suma 411 413 402 312 501 503 521 523 422 <=
suma 411 413 402 312 + suma 501 503 521 422 523 ;
suma 313 403 <= puntoDes331 + puntoDes430 ;
suma 402 313 403 <= puntoDes420 + suma 313 403 ;
suma 423 422 <= puntoDes432 + puntoDes422 ;
suma 312 423 422 <= puntoDes321 + suma 423 422 ;
suma 313 402 403 312 423 422 <= suma 402 313 403 +
suma 312 423 422 ;
suma 213 303 <= puntoDes231 + puntoDes330 ;
suma 323 213 303 <= puntoDes332 + suma 213 303 ;
suma 611 511 <= puntoDes611 + puntoDes511 ;
suma 512 513 <= puntoDes521 + puntoDes531 ;
suma 611 511 512 513 <= suma 611 511 + suma 512 513 ;
suma 412 613 <= puntoDes421 + puntoDes631 ;
suma 502 521 623 <= puntoDes520 + suma 521 623 ;
suma 412 613 502 623 521 <= suma 412 613 +
suma 502 521 623 ;
suma 611 511 512 513 412 613 502 521 623 <=
suma 611 511 512 513 + suma 412 613 502 623 521 ;
suma 601 603 <= puntoDes610 + puntoDes630 ;
suma 532 631 601 603 <= suma 532 631 + suma 601 603 ;
suma 633 522 <= puntoDes633 + puntoDes522 ;
suma 523 621 <= puntoDes532 + puntoDes612 ;
suma 422 621 523 <= puntoDes422 + suma 523 621 ;
suma 633 522 523 621 422 <= suma 633 522 +
suma 422 621 523 ;
suma 532 631 601 603 633 522 422 621 523 <=
suma 532 631 601 603 + suma 633 522 523 621 422 ;
suma 611 511 512 513 412 613 502 623 521 522 523
621 532 631 601 633 603 422 <= suma 611 511 512
513 412 613 502 521 623 + suma 532 631 601 603
633 522 422 621 523 ;
suma 532 512 <= puntoDes523 + puntoDes521 ;
suma 533 532 512 <= puntoDes533 + suma 532 512 ;
suma 412 413 <= puntoDes421 + puntoDes431 ;
suma 513 412 413 <= puntoDes531 + suma 412 413 ;
suma 533 532 512 513 412 413 <= suma 533 532 512 +
suma 513 412 413 ;
suma 503 522 <= puntoDes530 + puntoDes522 ;
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suma 502 503 522 <= puntoDes520 + suma 503 522 ;
suma 423 523 422 <= puntoDes432 + suma 523 422 ;
suma 502 503 522 423 422 523 <= suma 502 503 522 +
suma 423 523 422 ;
suma 533 532 512 513 412 413 502 503 423 522 523 422 <=
suma 533 532 512 513 412 413 +
suma 502 503 522 423 422 523 ;
suma 413 313 <= puntoDes431 + puntoDes331 ;
suma 323 413 313 <= puntoDes332 + suma 413 313 ;
suma 433 423 <= puntoDes433 + puntoDes432 ;
suma 403 433 423 <= puntoDes430 + suma 433 423 ;
suma 323 413 313 433 403 423 <= suma 323 413 313 +
suma 403 433 423 ;
suma 533 511 <= puntoDes533 + puntoDes511 ;
suma 322 513 <= puntoDes322 + puntoDes531 ;
suma 533 511 322 513 <= suma 533 511 + suma 322 513 ;
suma 412 531 <= puntoDes421 + puntoDes513 ;
suma 421 423 <= puntoDes412 + puntoDes432 ;
suma 432 421 423 <= puntoDes423 + suma 421 423 ;
suma 531 412 432 421 423 <= suma 412 531 +
suma 432 421 423 ;
suma 533 511 322 513 412 531 432 421 423 <=
suma 533 511 322 513 + suma 531 412 432 421 423 ;
suma 323 412 <= puntoDes332 + puntoDes421 ;
suma 322 323 412 <= puntoDes322 + suma 323 412 ;
suma 432 433 <= puntoDes423 + puntoDes433 ;
suma 413 432 433 <= puntoDes431 + suma 432 433 ;
suma 322 323 412 413 432 433 <= suma 322 323 412 +
suma 413 432 433 ;
suma 313 333 <= puntoDes331 + puntoDes333 ;
suma 223 313 333 <= puntoDes232 + suma 313 333 ;
suma 431 433 <= puntoDes413 + puntoDes433 ;
suma 322 431 433 <= puntoDes322 + suma 431 433 ;
suma 332 421 423 <= puntoDes323 + suma 421 423 ;
suma 322 431 433 332 421 423 <= suma 322 431 433 +
suma 332 421 423 ;
suma 322 323 <= puntoDes322 + puntoDes332 ;
suma 332 333 <= puntoDes323 + puntoDes333 ;
suma 322 323 332 333 <= suma 322 323 + suma 332 333 ;
suma 223 233 <= puntoDes232 + puntoDes233 ;
suma 333 331 <= puntoDes333 + puntoDes313 ;
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suma 232 333 331 <= puntoDes223 + suma 333 331 ;
suma 233 232 <= puntoDes233 + puntoDes223 ;
malla0N00 <= puntoDes000 ;
malla0N01 <= suma 201 200 ;
malla0N02 <= suma 201 300 302 ;
malla0N03 <= suma 402 403 400 401 301 302 ;
malla0N10 <= suma 200 210 ;
malla0N11 <= suma 311 310 300 301 ;
malla0N12 <= suma 410 412 311 402 400 301 ;
malla0N13 <= suma 411 510 511 512 513 412 402 500 501
502 503 401 ;
malla0N20 <= suma 320 300 210 ;
malla0N21 <= suma 311 310 400 401 421 420 ;
malla0N22 <= suma 410 412 311 500 502 401 421 520 522 ;
malla0N23 <= suma 411 510 511 512 513 412 501 502 622
623 521 522 620 621 601 600 603 602 ;
malla0N30 <= suma 410 320 430 310 400 420 ;
malla0N31 <= suma 410 411 510 511 531 530 500 501 421
520 521 420 ;
malla0N32 <= suma 610 411 510 511 512 612 501 622 520
521 522 620 630 531 600 632 602 421 ;
malla0N33 <= suma 610 411 412 613 623 620 702 703 700 7
01 631 632 713 712 711 710 730 731 732 733 601 720 721
722 723 602 421 422 ;
malla1N00 <= suma 410 320 430 310 400 420 ;
malla1N01 <= suma 410 411 510 511 531 530 500 501 421
520 521 420 ;
malla1N02 <= suma 610 411 510 511 512 612 501 622
520 521 522 620 630 531 600 632 602 421 ;
malla1N03 <= suma 610 411 412 613 623 620 702 703 700
701 631 632 713 712 711 710 730 731 732 733 601 720
721 722 723 602 421 422 ;
malla1N10 <= suma 220 310 330 ;
malla1N11 <= suma 410 411 431 320 321 430 ;
malla1N12 <= suma 532 411 510 512 431 321 530 420 422 ;
malla1N13 <= suma 610 611 511 512 612 613 520 521 522
523 532 631 630 531 633 632 421 422 ;
malla1N20 <= suma 220 230 ;
malla1N21 <= suma 320 321 330 331 ;
malla1N22 <= suma 321 430 432 331 420 422 ;
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malla1N23 <= suma 533 532 531 431 530 432 421 520 521
522 523 422 ;
malla1N30 <= puntoDes003 ;
malla1N31 <= suma 231 230 ;
malla1N32 <= suma 231 332 330 ;
malla1N33 <= suma 431 430 432 433 332 331 ;
malla2N00 <= suma 402 403 400 401 301 302 ;
malla2N01 <= suma 202 301 303 ;
malla2N02 <= suma 203 202 ;
malla2N03 <= puntoDes030 ;
malla2N10 <= suma 411 510 511 512 513 412 402 500 501
502 503 401 ;
malla2N11 <= suma 411 413 403 312 401 302 ;
malla2N12 <= suma 313 312 302 303 ;
malla2N13 <= suma 203 213 ;
malla2N20 <= suma 411 510 511 512 513 412 501 502 622
623 521 522 620 621 601 600 603 602 ;
malla2N21 <= suma 411 413 402 312 501 503 521 523 422 ;
malla2N22 <= suma 313 402 403 312 423 422 ;
malla2N23 <= suma 323 213 303 ;
malla2N30 <= suma 610 411 412 613 623 620 702 703 700
701 631 632 713 712 711 710 730 731 732 733 601 720
721 722 723 602 421 422 ;
malla2N31 <= suma 611 511 512 513 412 613 502 623 521
522 523 621 532 631 601 633 603 422 ;
malla2N32 <= suma 533 532 512 513 412 413 502 503 423
522 523 422 ;
malla2N33 <= suma 323 413 313 433 403 423 ;
malla3N00 <= suma 610 411 412 613 623 620 702 703 700
701 631 632 713 712 711 710 730 731 732 733 601 720
721 722 723 602 421 422 ;
malla3N01 <= suma 611 511 512 513 412 613 502 623 521
522 523 621 532 631 601 633 603 422 ;
malla3N02 <= suma 533 532 512 513 412 413 502 503 423
522 523 422 ;
malla3N03 <= suma 323 413 313 433 403 423 ;
malla3N10 <= suma 610 611 511 512 612 613 520 521 522
523 532 631 630 531 633 632 421 422 ;
malla3N11 <= suma 533 511 322 513 412 531 432 421 423 ;
malla3N12 <= suma 322 323 412 413 432 433 ;
malla3N13 <= suma 223 313 333 ;
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malla3N20 <= suma 533 532 531 431 530 432 421 520 521
522 523 422 ;
malla3N21 <= suma 322 431 433 332 421 423 ;
malla3N22 <= suma 322 323 332 333 ;
malla3N23 <= suma 223 233 ;
malla3N30 <= suma 431 430 432 433 332 331 ;
malla3N31 <= suma 232 333 331 ;
malla3N32 <= suma 233 232 ;
malla3N33 <= puntoDes033 ;
end imp ;
Ape´ndice E
Perfil del programa en C++
Para ayudarnos a decidir que´ parte del algoritmo implementar´ıamos di-
rectamente en hardware, hicimos un perfil del programa implementado en
C++ utilizando gprof 1. Dicho programa funciona del siguiente modo:
1. Se compila el software con el compilador gcc y la opcio´n -pg.
2. Se ejecuta el programa normalmente, con lo que e´ste genera un archivo
.out.
3. Se ejecuta gprof ejecutable archivo.out, con lo que se imprime por
salida esta´ndar un informe del programa.
E.1. Perfil del programa original
Tras proceder como se indica en los pasos anteriores, obtuvimos un perfil,
para una imagen de 800× 600 pixels que resumimos a continuacio´n:
Tiempo de Llamadas Funcio´n
ejecucio´n (%)
50.09 19.571.264 nodoIntermedio
13.43 10.813.904 corta(Caja)
9.41 1.223.205 Caja(Punto***) (Constructor de
caja)
1http://www.gnu.org
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E.2. Perfil en punto fijo
Tras analizar el perfil anterior y decidirnos por una implementacio´n hard-
ware, decidimos realizar un nuevo perfil, pero esta vez utilizando en el co´digo
las operaciones aritme´ticas en punto fijo. El perfil obtenido, resumido, fue el
siguiente:
Tiempo de Llamadas Funcio´n
ejecucio´n (%)
33.60 20.585.024 nodoIntermedio
19.41 514.625.654 prod fijo
11.26 66.289.876 Conversio´n de punto flotante a punto
fijo.
8.21 74.756.970 Conversio´n de punto fijo a punto flo-
tante.
7.18 10.897.780 corta(Caja)
5.00 1.286.565 Caja(Punto***) (Constructor de
caja)
E.3. Conclusio´n
Vemos que al calcular en punto fijo los tiempos de ejecucio´n de las distin-
tas funciones cambian. Para empezar, como la precisio´n que se obtiene con
punto fijo es distinta de la que se obtiene con punto flotante, la determinacio´n
de cua´ndo una caja es suficientemente pequen˜a cambia, por lo que el nu´mero
de divisiones que se hace en uno y otro caso tambie´n cambia. Adema´s, aun-
que en modo software se dedique casi un 20% del tiempo a realizar productos
en punto fijo, esos tiempos literalmente desaparecen al trabajar en hardware,
porque son productos que se realizan combinacionalmente.
Adema´s, gran parte del tiempo de ejecucio´n se emplea en la conversio´n
de punto flotante a punto fijo y viceversa, por lo que ser´ıa conveniente o bien
trabajar en punto flotante todo el tiempo, o tener una te´cnica para convertir
de punto flotante a punto fijo “gratis” —como, por ejemplo, utilizando un
conversor hardware—.
Ape´ndice F
Co´digo C++ para la FPGA
F.1. Acceso a VGA
Para aprender a mostrar ima´genes en la pantalla conectada a la placa de
desarrollo, creamos un programa de ejemplo que nos permitiese mostrar unas
bandas de colores en el monitor. Su co´digo es el siguiente:
#include ”xparameters . h”
#include ” xu t i l . h”
void testRGB ( int p i x e l s ) ;
int main (void ) {
pr i n t ( ”−− Comenzando main ( ) −−\r\n” ) ;
//Ejecutamos e l e jemplo de VGA
testRGB (309760 ) ;
p r i n t ( ”−− Terminando main ( ) −−\r\n” ) ;
return 0 ;
}
void testRGB ( int p i x e l s ) {
unsigned int x , num;
volat i le unsigned int co l o r ;
volat i le unsigned int ∗pDisplay ;
// In i c i a l i z amos l a d i r e c c i o´ n de e s c r i t u r a d e l
// f ramebu f f e r
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pDisplay = ( volat i le unsigned int ∗)0 x07E00000 ;
x = num = 0 ;
// Escrib imos l o s c o l o r e s en e l f ramebu f f e r
while (num < p i x e l s ) {
// Patro´n
i f ( x < 80)
co l o r = 0x00FFFFFF; // Blanco
else i f ( x < 160)
co l o r = 0x00000000 ; // Negro
else i f ( x < 240)
co l o r = 0x00FFFF00 ; // Amari l lo
else i f ( x < 320)
co l o r = 0x0000FFFF; // Ce l e s t e
else i f ( x < 400)
co l o r = 0x0000FF00 ; // Verde
else i f ( x < 480)
co l o r = 0x00FF00FF ; // Magenta
else i f ( x < 560)
co l o r = 0x00FF0000 ; // Rojo
else i f ( x < 640)
co l o r = 0x000000FF ; // azu l
∗( pDisplay ) = co l o r ;
pDisplay++;
num++;
x++;
i f ( x >= 640) {
x = 0 ;
pDisplay += (1024 − 640 ) ;
}
}
}
F.2. Acceso a GPIOs
Para aprender a utilizar los pines de GPIO, creamos un sistema con leds
y switches, y desarrollamos el siguiente programa, capaz de mostrar el valor
de los switches en los leds.
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#include ”xparameters . h”
#include ” xca che l . h”
#include ” s td i o . h”
#include ” xgpio . h”
int main (void ) {
//Dec laraci o´n de l o s d i s p o s i t i v o s GPIO
XGpio l ed s ;
XGpio sw i t che s ;
unsigned int va lo r ;
p r i n t ( ”Comenzando main ( ) . . . \ r \n” ) ;
// In i c i a l i z amos GPIOs
XGp i o I n i t i a l i z e (& leds , XPAR GPIO LED ID ) ;
XGp i o I n i t i a l i z e (&switches , XPAR GPIO SWITCH ID) ;
p r i n t ( ”GPIO i n i c i a l i z a d o \ r\n” ) ;
// Ajustamos l a s d i r e c c i on e s de l o s b u f f e r
// t r i−es tado
XGpio SetDataDirection(& leds , LED CHANNEL, 0x0 ) ;
XGpio SetDataDirection(&switches , SWITCH CHANNEL,
0 x f f f f f f f f ) ;
// Leemos e l v a l o r de l o s sw i t c h e s y l o colocamos
// en l o s l e d s
while ( 1 ) {
// Leemos e l v a l o r
va lo r = XGpio DiscreteRead(&switches ,
SWITCHCHANNEL) ;
// Volcamos e l v a l o r
XGpio DiscreteWrite (& leds , LED CHANNEL, va lo r ) ;
}
return 0 ;
}
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F.3. Medicio´n de tiempos
F.3.1. Programa principal
#include ” xparameters . h”
#include ” s td i o . h”
#include ” xt ime l . h”
#include ” con t r o l gp i o . h”
#include ” p f i j o . h”
#include ” xca che l . h”
// Berns te in
PFijo b [ 4 ] [ 4 ] ;
// Reservamos e spac io para l o s da tos de entrada y de s a l i d a
PFijo entrada [ 4 ] [ 4 ] ;
PFijo s a l i d a [ 4 ] [ 4 ] [ 4 ] ;
// Pro to t i po s de func ione s
PFijo nodoIntermedio ( int i , int j , int r , int s ) ;
XTime testSW( int n ) ;
XTime testHW( int n ) ;
void i n i c i a l i z aD a t o s ( ) ;
int main (void ) {
// Activamos l a cache
XCache EnableICache (0 xc0000000 ) ;
XCache EnableDCache (0 xc0000000 ) ;
// In i c i a l i z amos l o s da tos
i n i c i a l i z aD a t o s ( ) ;
// In i c i a l i z amos l o s GPIOs
In i c ia l i zaGPIO ( ) ;
p r i n t f ( ”−−−−−−−−−−−−−−−−−−\r \n” ) ;
p r i n t f ( ”−Comenzando t e s t s −\r \n” ) ;
p r i n t f ( ”−−−−−−−−−−−−−−−−−−\r \n” ) ;
for ( int n = 10 ; n <= 1000000; n ∗= 10) {
XTime horaSW = testSW(n ) ;
XTime horaHW = testHW(n ) ;
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p r i n t f ( ” %d i t e r a c i o n e s SW: %l l d c i c l o s .\ r\n” , n , horaSW ) ;
p r i n t f ( ” %d i t e r a c i o n e s HW: %l l d c i c l o s .\ r\n” , n , horaHW) ;
}
p r i n t f ( ”−−−−−−−−−−−−−−−−−−\r\n” ) ;
p r i n t f ( ”−−Test terminado−−\r\n” ) ;
p r i n t f ( ”−−−−−−−−−−−−−−−−−−\r\n” ) ;
// Desactivamos cache y terminamos
XCache DisableDCache ( ) ;
XCache DisableICache ( ) ;
return 0 ;
}
PFijo nodoIntermedio ( int i , int j , int r , int s ) {
PFijo r e to rno = 0 ;
PFijo B;
for ( int k = 0 ; k <= r ; k++) {
for ( int l = 0 ; l <= s ; l++) {
B = prod (b [ r ] [ k ] , b [ s ] [ l ] ) ;
r e to rno += prod ( entrada [ i+k ] [ j+l ] , B) ;
}
}
return r e to rno ;
}
void i n i c i a l i z aD a t o s ( ) {
// Constantes de Berns te in
b [ 0 ] [ 0 ] = a f i j o ( 1 . ) ;
b [ 0 ] [ 1 ] = a f i j o ( 0 . ) ;
b [ 0 ] [ 2 ] = a f i j o ( 0 . ) ;
b [ 0 ] [ 3 ] = a f i j o ( 0 . ) ;
b [ 1 ] [ 0 ] = a f i j o ( 0 . 5 ) ;
b [ 1 ] [ 1 ] = a f i j o ( 0 . 5 ) ;
b [ 1 ] [ 2 ] = a f i j o ( 0 . ) ;
b [ 1 ] [ 3 ] = a f i j o ( 0 . ) ;
b [ 2 ] [ 0 ] = a f i j o ( 0 . 2 5 ) ;
b [ 2 ] [ 1 ] = a f i j o ( 0 . 5 ) ;
b [ 2 ] [ 2 ] = a f i j o ( 0 . 2 5 ) ;
b [ 2 ] [ 3 ] = a f i j o ( 0 . ) ;
b [ 3 ] [ 0 ] = a f i j o ( 0 . 1 2 5 ) ;
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b [ 3 ] [ 1 ] = a f i j o ( 0 . 3 7 5 ) ;
b [ 3 ] [ 2 ] = a f i j o ( 0 . 3 7 5 ) ;
b [ 3 ] [ 3 ] = a f i j o ( 0 . 1 2 5 ) ;
// Datos de entrada
entrada [ 0 ] [ 0 ] = a f i j o ( 0 . 1 ) ;
entrada [ 0 ] [ 1 ] = a f i j o ( 0 . 2 5 ) ;
entrada [ 0 ] [ 2 ] = a f i j o ( 0 . 6 6 ) ;
entrada [ 0 ] [ 3 ] = a f i j o ( 0 . 7 8 ) ;
entrada [ 1 ] [ 0 ] = a f i j o ( 0 . 1 ) ;
entrada [ 1 ] [ 1 ] = a f i j o ( 0 . 2 5 ) ;
entrada [ 1 ] [ 2 ] = a f i j o ( 0 . 6 6 ) ;
entrada [ 1 ] [ 3 ] = a f i j o ( 0 . 7 8 ) ;
entrada [ 2 ] [ 0 ] = a f i j o ( 0 . 1 ) ;
entrada [ 2 ] [ 1 ] = a f i j o ( 0 . 2 5 ) ;
entrada [ 2 ] [ 2 ] = a f i j o ( 0 . 6 6 ) ;
entrada [ 2 ] [ 3 ] = a f i j o ( 0 . 7 8 ) ;
entrada [ 3 ] [ 0 ] = a f i j o ( 0 . 1 ) ;
entrada [ 3 ] [ 1 ] = a f i j o ( 0 . 2 5 ) ;
entrada [ 3 ] [ 2 ] = a f i j o ( 0 . 6 6 ) ;
entrada [ 3 ] [ 3 ] = a f i j o ( 0 . 7 8 ) ;
}
XTime testSW( int n) {
XTime horaSW = 0 ;
// Limpiamos e l t imer
XTime SetTime (horaSW ) ;
// Computamos n veces l a d i v i s i o´ n por so f tware
for ( int m = 0 ; m < n ; m++) {
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
s a l i d a [ 0 ] [ i ] [ j ] = nodoIntermedio (0 , 0 , j , i ) ;
s a l i d a [ 1 ] [ i ] [ j ] = nodoIntermedio (0 , i , j ,3− i ) ;
s a l i d a [ 2 ] [ i ] [ j ] = nodoIntermedio ( j ,0 ,3− j , i ) ;
s a l i d a [ 3 ] [ i ] [ j ] = nodoIntermedio ( j , i ,3− j ,3− i ) ;
}
}
}
//Leemos l a hora
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XTime GetTime(&horaSW ) ;
return horaSW ;
}
XTime testHW( int n) {
XTime horaHW = 0 ;
// Limpiamos e l t imer
XTime SetTime (horaHW) ;
// Computamos n veces l a d i v i s i o´ n por hardware
for ( int m = 0 ; m < n ; m++) {
AjustaEsc r i tu ra ( ) ;
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
Escr ibe ( entrada [ i ] [ j ] ) ;
Contro l (SET) ;
Contro l (ESCRITO) ;
}
}
Contro l (0 x0 ) ;
AjustaLectura ( ) ;
for ( int i = 0 ; i < 4 ; i++) {
for ( int j = 0 ; j < 4 ; j++) {
for ( int k = 0 ; k < 4 ; k++) {
Contro l (GET) ;
s a l i d a [ i ] [ j ] [ k ] = Lee ( ) ;
Contro l (LEIDO) ;
}
}
}
Contro l (0 x0 ) ;
}
// Leemos l a hora
XTime GetTime(&horaHW ) ;
return horaHW;
}
F.3.2. puntofijo.h
#ifndef PFIJO H
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#define PFIJO H
typedef unsigned long long int Long PFijo ;
typedef unsigned int PFijo ;
PFijo i n l i n e a f i j o ( f loat n) {
i f (n == 1 . f ) {
return 0xFFFFFFFF;
} else {
Long PFijo a = 0x01 ;
a <<= 32 ;
return ( ( PFijo ) ( n ∗ ( ( f loat ) a ) ) ) ;
}
}
PFijo i n l i n e prod ( PFijo a , PFijo b) {
Long PFijo a l = a ;
Long PFijo b l = b ;
return ( PFijo ) ( ( b l ∗ a l ) >> 32 ) ;
}
#endif
F.3.3. controlgpio.h
#ifndef CONTROLGPIOH
#define CONTROLGPIOH
#include ” xgpio . h”
#include ” xparameters . h”
#define MASKCONTROL 0xFFFF0000
#define SET 0x00020000
#define ESCRITO 0x00100000
#define GET 0x00040000
#define LEIDO 0x00080000
#define OK 0x00000001
#define READY 0x00000002
#define INPUT 0xFFFFFFFF
#define OUTPUT 0x00000000
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void In i c ia l i zaGPIO ( ) ;
#define Lee ( ) Pgpio [ 0 x00 ]
#define Escr ibe ( x ) Pgpio [ 0 x00 ] = (x )
#define Contro l ( x ) Pgpio [ 0 x08 ] = (x )
#define AjustaLectura ( ) Pgpio [ 0 x04 ] = INPUT
#define AjustaEsc r i tu ra ( ) Pgpio [ 0 x04 ] = OUTPUT
extern volat i le unsigned int∗ Pgpio ;
#endif //CONTROLGPIO H
F.3.4. controlgpio.cpp
#include ” con t r o l gp i o . h”
volat i le unsigned int∗ Pgpio ;
// I n i c i a l i z a l o s GPIOs
void In i c ia l i zaGPIO ( ) {
XGpio gpio ;
// In i c i a l i z amos e l GPIO.
XGp i o I n i t i a l i z e (&gpio , XPAR GPIO DEVICE ID ) ;
//Ajustamos l a d i r e c c i o´ n d e l c on t r o l
XGpio SetDataDirection(&gpio , 2 , MASKCONTROL) ;
//Ponemos a 0 l a s s e n˜ a l e s de con t r o l
XGpio DiscreteWrite (&gpio , 2 , 0x0 ) ;
Pgpio = ( volat i le unsigned int ∗) gpio . BaseAddress ;
}
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Ape´ndice G
Maple: Un programa
matema´tico
Maple es un programa matema´tico de propo´sito general capaz de realizar
ca´lculos simbo´licos, algebraicos y de a´lgebra computacional. Fue desarrollado
originalmente en 1981 por el Grupo de Ca´lculo Simbo´lico en la Universidad
de Waterloo en Waterloo, Ontario, Canada´. Su nombre proviene de MAthe-
matical PLEasure (Placer Matema´tico).
Desde 1988 ha sido mejorado y vendido comercialmente por Waterloo
Maple Inc. (tambie´n conocida como Maplesoft), una compan˜´ıa canadiense
con sede en Waterloo, Ontario. La u´ltima versio´n conocida a finales de 2006
es Maple 10.
Maple permite crear documentos te´cnicos ejecutables que ofrecen tanto
la respuesta como el pensamiento detra´s del ana´lisis. Los documentos Maple
combinan fa´cilmente ca´lculos simbo´licos y nume´ricos, exploraciones, notacio-
nes matema´ticas, documentacio´n, botones y sliders, gra´ficas y animaciones
que pueden ser compartidas y reusadas por otras personas.
G.1. Introduccio´n a Maple
G.1.1. Sintaxis
Algunas nociones ba´sicas que hay que saber para escribir un programa
en Maple:
Salto de l´ınea: cada vez que se pulsa intro, Maple ejecuta el conjunto
de comandos que estamos escribiendo, pero se puede realizar un salto
de l´ınea sin que Maple realice el ca´lculo pulsando Mayus + Return.
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Fin de sentencias: Cada comando termina con punto y coma, “;”, o
dos puntos, “:”. En el primer caso, Maple muestra el resultado de
la instruccio´n, mientras que en segundo caso no se muestra nada por
pantalla.
Asignacio´n: mediante el s´ımbolo ”:=”.
Cara´cter de repeticio´n $: x$3; → x,x,x repite 3 veces la x.
Ayuda: para obtener ayuda sobre algu´n te´rmino, se escribe el te´rmino
precedido de una interrogacio´n y terminado en punto y coma: ?array;.
Inclusio´n de paquetes: se puede cargar un paquete con la orden with.
Ejemplo: with(VectorCalculus);
Comentarios: se pueden insertar comentarios de dos formas:
• Poniendo el cara´cter reservado # al principio del comentario. Todo
lo que haya detra´s en la misma l´ınea se considera comentario.
• Pulsando el boto´n de la barra de tareas que tiene una T. En este
caso accedemos al modo texto y los comentarios se escriben en
negro. Para volver al modo de comando se pulsa el boto´n [>.
G.1.2. Variables en maple
Toda palabra no reservada o letra es tomada como una variable simbo´li-
ca. Si no tienen valores asignados, pueden utilizarse para realizar ca´lculo
simbo´lico. Cuando lo tienen, sirven para realizar ca´lculo nume´rico.
Ca´lculo nume´rico: x := 3; y := 2; x*y; → 6.
Ca´lculo simbo´lico: int(tan(x^2),x);∫
tan(x2)dx
Para hacer que una variable deje de tener valor (como en el primer
ejemplo) y pueda utilizarse como en el segundo ejemplo, hay que de-
sasignar su valor: unassign(’x’);
Los tipos se asignan de forma impl´ıcita, pero hay que ser coherente, ya que
no se hace chequeo de tipos. Algunas peculiaridades de los valores asignados
a las variables:
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Coma decimal: Se representa mediante el punto.
Concatenacio´n: el s´ımbolo “||” sirve para concatenar dos cadenas.
Ejemplo:
• cadena := ‘‘hola’’ || ‘‘adios’’;
• cadena := ‘‘hola adios’’;
Rangos: para representar un rango se puede utilizar.., por ejemplo:2..4.
Esto es u´til especialmente a la hora de dibujar funciones, explicado ma´s
adelante.
G.1.3. Tipos de datos
En Maple no es necesario declarar expl´ıcitamente los tipos. No obstante,
cuando los tipos se declaran de forma expl´ıcita, se realiza chequeo de tipos.
Ejemplo:
f := proc(x :: integer) :: integer
return(x!);
end;
Comprobacio´n de tipo: se puede comprobar si un objeto tiene un de-
terminado tipo con la funcio´n type(objeto,tipo), que devuelve true
cuando el tipo es el indicado, y false en caso contrario.
Conversio´n de tipos: con la orden convert(objeto,tipo) se realiza
una conversio´n de tipos siempre que sea posible; es decir, que si por
ejemplo se intenta convertir 3,0 a entero, lo hara´, pero 2,5 no, porque
habr´ıa que redondear o truncar primero.
Tipos estructurados
1. Secuencia: lista de valores separados por comas: secu := 1,2,3,4;.
Para acceder a un elemento de la secuencia secu[i]; Generacio´n de
una secuencia: con la orden seq, fijando una operacio´n y un rango, se
genera una lista. Ejemplo: seq(x^2,n=1..10);
2. Lista: array con el ı´ndice inicial en 1. Pueden anidarse (listas de listas de
. . . ). Utilizaremos principalmente las listas como para´metros de entrada
y salida de los procedimientos. Las listas y las secuencias se pueden
convertir de forma sencilla unas en otras:
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Declarar una lista vac´ıa: lista:=[]
Pasar de secuencia a lista: lista := [secu];
Pasar de lista a secuencia: secu := lista[];
Concatenar dos listas: dobleLista := [lista[],lista[]];
Nu´mero de operandos de una lista: nops(lista);
An˜adir elementos a una lista: lista:=[op(lista),elemento]
Acceder a un elemento de la lista: lista[i];
3. Array: similar a las listas, salvo que comienzan con el ı´ndice 0. Ejemplo:
matriz := array(0..2,1..2);
Si deseamos inicializar el array al crearlo, podemos hacer: matriz :=
array(0..2,1..2,[[1,2],[3,4],[5,6]]);
Tambie´n se puede inicializar un array con una lista: matriz := array(0..2,lista);
O la operacio´n contraria, convertir un array a lista: convert(matriz,list);
Existe tambie´n un tipo espec´ıfico matriz, que se define del siguiente
modo: m:=matrix(1..3,1..3), que es equivalente a un array de dos di-
mensiones. Para usarlo hay que incluir la biblioteca with(LinearAlgebra);
4. Conjunto: se define con llaves. Ejemplo: conj := {A,B,C,A};
La diferencia con las listas es que en los conjuntos no importa el or-
den, mientras que en las listas si. De esta forma las listas [1,1,2,2]
y [1,2,1,2] son diferentes, mientras que los conjuntos 1,1,2,2 y
1,1,2,2 son iguales.
5. Vector: es el tipo de datos vector matema´tico. Ejemplo: v := Vector([X,Y,Z]);
G.2. Estructuras de control
En Maple, como en cualquier lenguaje de alto nivel, se dispone de varias
estructuras para controlar el flujo de programa.
IF:
1. if condicio´n then instrucciones separadas por ; end if;
2. if condicio´n then instrucciones separadas por ; else ma´s
instrucciones; end if;
3. Se puede sustituir end if; por fi;
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4. O de otra forma alternativa: ‘if‘(condicio´n,valor en caso
positivo,valor en el otro caso);
Ejemplo: ‘if‘(x=3,2,1);
FOR:
1. for variable from inicio to final by paso do instrucciones;
end do;
2. Se puede sustituir end do; por od;
3. La parte del by paso se puede omitir (el paso sera´ 1)
WHILE:
1. while (condicio´n) do instrucciones; end do;
2. En este caso tambie´n se puede cambiar el end do; por od;
Tambie´n se pueden definir funciones, o procedimientos de una sola l´ınea.
La forma general es la siguiente:
f := (para´metros entrada) -> [para´metros salida];
Por ejemplo: f := x ->x^2 * sin(x). Despue´s de definirla, se puede llamar
a la funcio´n simplemente con f(Pi);, por ejemplo.
Si se desea poner ma´s de un para´metro de entrada, se colocan entre
pare´ntesis y separados por comas. Si se desea que tengan ma´s de un para´me-
tro de salida, se colocan entre corchetes y separados por comas tambie´n:
h := (x,y) -> [x*y, x/y];
Tambie´n se pueden incluir dentro de las funciones estructuras de control
simplificadas: escalo´n := x ->‘if‘(x >= 0, 1, 0);
G.3. Procedimientos
La forma general de un procedimiento es la siguiente:
procedimiento := proc (n :: integer)::integer;
#Declaraciones locales
local aux;
#Cuerpo
aux := 1;
if n=0 then return aux else aux := n*procedimiento(n-1);
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fi;
return aux;
end proc;
Una vez definido, podr´ıamos llamar a este procedimiento simplemente
con procedimiento(5);.
Si quisie´ramos declarar variables globales a toda la hoja dentro de un pro-
cedimiento, basta con escribir global variable, de forma ana´loga a como
hemos declarado las variables auxiliares en el procedimiento auxiliar.
No es necesario declarar el tipo de las variables de entrada y el valor
de salida del procedimiento de forma expl´ıcita, entonces maple asignar´ıa los
tipos de forma automa´tica y no har´ıa chequeo de tipos.
G.3.1. Procedimientos con argumentos de entrada va-
riables
En ocasiones sera´ interesante tener un procedimiento que tenga un nu´me-
ro aleatorio de para´metros de entrada. Por ejemplo, el siguiente procedimien-
to muestra el nu´mero de para´metros de entrada, y luego muestra todos ellos:
prueba := proc();
print(nargs);
print(seq(args[i],i=1..nargs);
end proc;
G.4. Algunas funciones predefinidas
Ra´ız cuadrada: sqrt();
Funcio´n subs: la funcio´n subs realiza una sustitucio´n de un valor por
otro dentro de cualquier estructura o funcio´n.
lista:=[amarillo, verde, rojo, azul, negro, blanco];
subs(negro=naranja,lista);
El resultado ser´ıa la lista [amarillo, verde, rojo, azul, naranja, blanco].
e:=2*x^2;
subs(x=2,e);
Devuelve el resultado de la expresio´n sustituyendo x por 2.
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Convertir expresiones en funciones: existen dos posibles comandos para
realizar esta tarea.
• Comando Unnaply:
e:=a*x^2+b*exp(y);
f:=unnaply(e,x,y); #especificamos las variables de la funcio´n
f(0,1);
• Funcio´n subs: lo siguiente es equivalente a lo anterior.
e:=a*x^2+b*exp(y);
h:=subs(body=e,(x,y->body));
h(0,1);
eval(): devuelve el valor de la expresio´n o variable entre pare´ntesis.
Se puede ser un poco ma´s espec´ıfico e indicar el tipo que se tiene que
devolver con evalf() para reales o evalb() para booleanos, etc.
Funciones trigonome´tricas: sin(), cos() o tan() .
Funcio´n exponencial: exp().
L´ımite de una funcio´n: limit(cos(x)/x,x=infinity);.
Tambie´n se puede calcular el l´ımite por la derecha o por la izquierda de
un valor: limit(cos(x)/x,x=Pi/2,left) o limit(cos(x)/x,x=Pi/2,right).
Se puede usar la funcio´n Limit() de la misma forma, pero que solo
sirve para imprimir la fo´rmula por pantalla.
Derivadas: existen diferentes posibilidades:
• Derivada de una expresio´n respecto a una variable: diff(x^2,x);
• Derivada de una funcio´n:
f:=x->exp(-2*x);
diff(f(x),x);
diff(f(x),x,x); #derivada respecto de x dos veces
• Derivada de una funcio´n de dos variables:
g:=(x,y)->x^2*y + y^2*x^3;
diff(g(x,y),x);
diff(g(x,y),x,y); #derivada respecto a x y luego respecto a y
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• Funcio´n Diff: no realiza la derivada, si no que solo sirve para im-
primir la derivada por pantalla de forma elegante.
Integrales:
• Integrales indefinidas: int(sin(y)*cos(y),y), devuelve la inte-
gral respecto a la variable y, si encuentra respuesta.
• Integrales definidas: es suficiente con especificar el intervalo de
integracio´n: int(1/x,x=2..4) → ln(4)− ln(2).
• Integral respecto a varias variables:int(int(sin(x)*cos(y),x),y).
• Impresio´n por pantalla: Int(sin(y)*cos(y),y), devuelve los sig-
nos de integracio´n.
G.5. Representacio´n gra´fica
La forma ma´s sencilla de representar una funcio´n en Maple es la siguiente:
Se asigna la funcio´n a representar a una variable
Se dibuja la variable en la pantalla
Ejemplo:
b := plot(sin);
plots[display](b);
Tambie´n se puede representar utilizando directamente una funcio´n e in-
dicando el rango:
plot(escalo´n(x), x=-2..2);
Antes que nada, para usar la funcio´n plot y todos sus derivados hay que
incluir la librer´ıa plots: with(plots). A partir de aqu´ı, ya podemos trabajar
con el amplio rango de funciones que nos ofrece dicha librer´ıa.
G.5.1. Representacio´n 2D
La forma general de la funcio´n plot para representar funciones en 2D es
la siguiente:
plot(funcio´n, rango, opcio´n 1, ..., opcio´n n);
Por ejemplo:
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plot(sin(10*x)+sin(11*x),x=0..3,thickness=2,numpoints=50);
Tambie´n puede utilizarse la funcio´n plot para dibujar una lista de objetos.
Por ejemplo, si queremos dibujar una lista de puntos enlazados basta con
escribir:
plot([[2,3],[2,4],[3,5]]);
Pero, dentro de la biblioteca plots existen un grupo de funciones mucho
ma´s espec´ıficas que la funcio´n plot, que permiten ampliar las opciones de lo
que queremos mostrar por pantalla.
Por ejemplo, para dibujar una lista de puntos no enlazados:
pointplot([[2,3],[2,4],[3,5]], opciones);
Las opciones se separan con comas y las ma´s destacadas son:
color:asigna un color a los puntos, se asigna especificando directamente
el color (blue, green, etc) o definiendo uno nuevo (COLOR(RGB,0.5,1,0.5)).
style = line:conecta los puntos entre s´ı, definiendo el tipo de linea
que los une.
thickness = num: define el grosor de la linea definida en el apartado
anterior.
symbol = BOX: dibuja cubos en lugar de puntos. Se puede ampliar con
gran cantidad de s´ımbolos como diamond,cross,circle, etc.
symbolsize = num: define el taman˜o de los s´ımbolos definidos en el
apartado anterior.
Otra funcio´n que puede ser interesante es la que nos permite dibujar
pol´ıgonos dada la lista de ve´rtices. Por ejemplo, un pol´ıgono relleno de azul:
polygonPlot([[2,5],[3,1],[4,6],[5,3]],color=blue)
G.5.2. Representacio´n 3D
Es equivalente a la representacio´n 2D pero especificada para dos variables
dentro del espacio. Algunos ejemplos:
plot3d(sin(x)*cos(y),x=-Pi..Pi,y=-Pi..Pi);
plot3d(sin(10*x)*cos(y^2),x=-Pi..Pi, y=-Pi..Pi,
orientation=[-45,12],grid=[100,100]);
plot3d([cos(s)*cos(t),cos(s)*sin(t),sin(s)],
s = -Pi/2..Pi/2, t=0..2*Pi);
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G.5.3. Otras funciones de utilidad
Existe una funcio´n que nos permite visualizar una lista, conjunto o array
de estructuras plot. La sintaxis es la siguiente:
display( lista, opcio´n 1, ..., opcio´n n);
Por ejemplo, para funciones 3d, dibujamos una esfera y una curva en la misma
imagen:
esfera := plot3d([cos(s)*cos(t),cos(s)*sin(t),sin(s)],
s = -Pi/2..Pi/2, t=0..2*Pi):
curva := plot3d([cos(s)*cos(s),cos(s)*sin(s^2),sin(s),
s=-Pi/2..Pi/2],thickness=10,color=black):
display3d([esfera,curva],axes = boxed);
La opcio´n “axes”, muestra los ejes de coordenadas en la imagen.
G.5.4. Animacio´n
Maple ofrece la posibilidad de hacer animaciones. En e´stas, se representa
una funcio´n que var´ıa en el tiempo. Las funciones requieren pues, un para´me-
tro adicional a los suyos propios. As´ı por ejemplo en una funcio´n 2D, hay
que especificar el rango de la variable en el espacio y el rango de la variable
temporal. Por ejemplo:
animate(sin(t*x),x=-Pi..Pi,t=1..5);
Con esta instruccio´n nos sale una imagen normal, pero si pinchamos sobre
ella, aparecen unos botones en la barra de herramientas similares a los de
un v´ıdeo, que sirven para controlar la animacio´n (stop, play, rewind, fast
forward).
Se pueden modificar algunas opciones, por ejemplo, el nu´mero de foto-
gramas de la animacio´n:
animate(sin(t*x),x=0..2*Pi,t=1..5,frames=12);
El caso tridimensional es ana´logo al anterior, aunque variando ligeramente
la sintaxis.
animate3d(cos(t*x)+sin(t*y),x=-Pi..Pi,x=-Pi..Pi,t=1..5);
Ape´ndice H
Xilinx EDK: Embedded
Development Kit
Para realizar la integracio´n del hardware con el software implementado,
tuvimos que utilizar la herramienta Xilinx EDK, un entorno de desarrollo
integrado hardware–software. E´ste permite utilizar una variedad de placas
de desarrollo con gran cantidad de hardware en forma de soft–cores, es decir,
hardware del que se proporciona una netlist y se implementa directamente
en la propia FPGA de la placa.
Aunque se trata de un entorno bastante simplificado, en un principio re-
sulta bastante confuso utilizarlo, por lo que hemos decidido crear un pequen˜o
manual centrado en co´mo lo utilizamos nosotros.
H.1. Creacio´n de un proyecto en blanco
Ejecutamos el Xilinx Platform Studio y aparece un pequen˜o dia´logo que
nos permite crear un proyecto ba´sico:
Seleccionamos la opcio´n Base System Builder wizard, que ma´s adelante
nos permitira´ configurar el hardware que deseamos utilizar, y pulsamos sobre
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el boto´n Ok.
Tras realizar el paso anterior, aparece el dia´logo siguiente:
A continuacio´n, en el grupo New Project, debemos elegir la ruta donde
guardaremos el proyecto. Es muy importante elegir una ruta que no este´ den-
tro del propio directorio del EDK —por defecto, C:\EDK— y, adema´s, que
no contenga espacios en el nombre. Si no fuese as´ı, es muy probable que se
produzcan errores durante el disen˜o cuya relacio´n con esto no es obvia, y
ser´ıa dif´ıcil dar con la solucio´n. Adicionalmente podemos seleccionar alguna
carpeta donde existan bibliotecas de disen˜os hardware que vayamos a usar
para nuestro proyecto (como, por ejemplo, las de la placa que vayamos a
usar). Pulsamos el boto´n Ok y aparece el siguiente dia´logo:
Para nuestro propo´sito, elegiremos la casilla I would like to create a new
design, y pulsamos el boto´n Next. Aparece la imagen siguiente:
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Elegimos el tipo de placa que vamos a utilizar en nuestro desarrollo y
pulsamos Next, con lo que aparece lo siguiente:
Ahora es el momento de seleccionar el tipo de procesador que vamos a
utilizar en nuestro disen˜o.
En el caso de elegir el procesador PowerPC, utilizaremos uno de los dos
procesadores PowerPC 405 f´ısicamente presentes en la Virtex II Pro —de
los cuales, uno se utiliza directamente por el programador y el otro se pue-
de utilizar para depuracio´n—. Por otro lado, si seleccionamos MicroBlaze,
336 APE´NDICE H. XILINX EDK: EMBEDDED DEVELOPMENT KIT
utilizaremos la FPGA para implementar un procesador en VHDL disen˜ado
por Xilinx. En nuestro caso, seleccionaremos el PowerPC y pulsaremos sobre
Next.
En este dia´logo elegiremos la frecuencia de reloj del procesador y del
bus; dejaremos ambas a 100MHz. En cuanto a las opciones de depuracio´n,
elegiremos FPGA JTAG . Habilitaremos la cache marcando la casilla corres-
pondiente, y no utilizaremos la memoria interna del chip, ya que nuestro
programa no cabe en ella. En el caso de utilizar dicha memoria, la utilizacio´n
de cache resulta innecesaria, pues ambas memorias esta´n al mismo nivel en
la jerarqu´ıa de memoria.
Es importante elegir algu´n tipo de depuracio´n si no elegimos memoria
interna. Si nuestro programa se carga en memoria externa, tendremos despue´s
2 opciones para cargarlo: o bien programamos algu´n tipo de cargador que se
ejecute desde una memoria flash, o bien cargamos el programa en memoria
utilizando un depurador. Si elegimos la segunda opcio´n, tendremos que elegir
las opciones de depuracio´n. Pulsamos el boto´n Next, con lo que procedemos
a elegir los distintos componentes hardware de nuestro sistema.
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Para nuestro proyecto, como hardware de entrada–salida, utilizaremos
so´lo el puerto serie, por lo que seleccionaremos el componente RS232 UART.
Pulsamos sobre el boto´n Next.
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En este dia´logo, seleccionaremos algunos perife´ricos que utilizaremos. En
concreto, utilizaremos los botones, los switches y los leds, as´ı como la memo-
ria DDR 512MB sen˜alada. Es importante saber que, si en nuestro proyecto
vamos a utilizar GPIOs, deberemos seleccionar en este fase alguno de los
perife´ricos que hemos dicho —botones, leds o interruptores— porque, de lo
contrario, no se crean ciertos archivos que luego nos dara´n problemas a la
hora de implementar la parte software del proyecto. Una vez elegidos estos
componentes, pulsamos Next, con lo que aparece la siguiente imagen:
Ahora deberemos seleccionar otro tipo de memoria interna del chip. Ya
que anteriormente no hemos seleccionado la otra memoria, utilizaremos e´sta.
Se trata de un tipo de memoria que se conecta con el procesador por medio
del bus PLB1, y que nos servira´ para almacenar el bootloop. Ya que nuestro
programa se almacenara´ en memoria dina´mica, cuando la placa se encienda,
el procesador debera´ tener algu´n programa que ejecutar. El bootloop es un
programa que so´lo consta de una instruccio´n: salto incondicional a esa misma
instruccio´n. De este modo, cuando la placa se conecte, ejecutara´ el bootloop. Si
no se tuviera ese programa, ya que la memoria dina´mica contiene inicialmente
valores aleatorios, se pondr´ıa a ejecutar co´digo aleatorio. Aunque podr´ıa no
ocurrir nada, lo normal es que al ejecutar basura se genere una excepcio´n
o, en cualquier caso, que el procesador vaya un estado desconocido. Podr´ıa
llegar a ocurrir, aunque la posibilidad es muy remota, que se modificase el
valor de algu´n registro que controle buffers tri-estado y que, entonces, se
produjese alguna aver´ıa ele´ctrica en la placa. La posibilidad es remota, pero
au´n as´ı es preferible utilizar el bootloop. Pulsamos sobre el boto´n Next y
aparece el siguiente cuadro de dia´logo:
1Processor Local Bus, un tipo de bus de alta velocidad que se utiliza para conectar
perife´ricos que requieran un alto ancho de banda, como la DDR.
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En este dia´logo elegiremos que´ memorias utilizara´n caches de datos o ins-
trucciones. Seleccionamos la DDR, pero no es necesario seleccionar la otra
memoria porque so´lo contendra´ el bootloop. Despue´s, pulsamos Next y llega-
mos hasta el siguiente dia´logo:
Debemos seleccionar ahora los dispositivos de entrada–salida que utiliza-
remos como entrada y salida esta´ndar en la parte software. Con entrada y
salida esta´ndar nos referimos al sentido de stdin y stdout de UNIX, ya que
las herramientas que se utilizan para compilar y enlazar los programas que
se ejecutan en la placa son del proyecto GNU. En nuestro caso, utilizaremos
el RS232 tanto para entrada como para salida.
Despue´s, elegiremos que´ programas de muestra generara´ el asistente. Mar-
caremos las casillas correspondientes a los test de memoria y de perife´ricos y
pulsaremos Next.
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Ahora debemos seleccionar en que´ memoria almacenaremos las instruc-
ciones, los datos y el mont´ıculo del programa de verificacio´n de memoria.
Para ver co´mo se hace en el caso de los programas en memoria esta´tica,
colocaremos datos e instrucciones en la memoria esta´tica, mientras que para
el mont´ıculo escogeremos la memoria dina´mica. Pulsamos Next, y hacemos
igual para la otra aplicacio´n. Pulsamos una vez ma´s Next y aparece el dia´logo
siguiente:
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Aparece un sumario con el hardware que hemos configurado en nuestro
proyecto. Comprobamos que todo es correcto y pulsamos el boto´n Next.
Para comenzar a trabajar en nuestro proyecto, so´lo falta pulsar una vez
ma´s en el boto´n Next, con lo que aparece el siguiente dia´logo:
H.2. Seleccio´n de componentes hardware
Elegimos la opcio´n Start using Platform Studio y pulsamos el boto´n Ok,
con lo que se cierra el dia´logo. Aparece entonces la pantalla principal de
Xilinx Platform Studio. Como nuestro proyecto utilizara´ un hardware que se
conecta con el procesador por medio de GPIOs, an˜adiremos un perife´rico que
implemente los GPIOs y que se conecte con el procesador por medio del bus
PLB. Para ello, en la parte izquierda de la ventana principal, en el Project
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Information Area, y seleccionamos la pestan˜a IP Catalog. En ella, aparecen
todos los perife´ricos que se pueden an˜adir al sistema ordenados por categor´ıas;
se trata del conjunto de entidades VHDL que esta´n en los repositorios del
proyecto. Hay que tener en cuenta que no todos los perife´ricos se pueden
conectar a los dos tipos de procesador (PowerPC y MicroBlaze), el entorno
no advierte al tratar de an˜adir un perife´rico disen˜ado para un procesador en
otro, y aparecera´n problemas ma´s adelante.
Desplegamos la categor´ıa General Purpose IO y pulsamos, con el boto´n
derecho del rato´n, sobre el perife´rico plb gpio. En el menu´ desplegable que
aparece, pulsamos sobre la opcio´nAdd IP, con lo que el perife´rico se an˜adira´ al
sistema.
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Como podemos ver en el centro de la ventana, si desplegamos la pestan˜a
System Assembly View podemos ver que esta´ el componente que hemos elegi-
do. Sin embargo, como vemos en el c´ırculo hueco que tiene en la conexio´n con
el bus PLB, au´n no esta´ conectado al sistema. Para conectarlo, deberemos
desplegar el dispositivo como en la siguiente figura:
Una vez desplegado, vemos que en la columna de conexio´n pone No con-
nection. Para conectar este perife´rico al bus PLB deberemos pulsar sobre No
connection, con lo que aparecera´ un menu´ desplegable en el que selecciona-
remos la opcio´n PLB.
Una vez conectado el dispositivo, es necesario configurarlo: nu´mero de ca-
nales, direccio´n de los datos, valores de reset, espacio de direcciones, anchura
de datos, etc. Para ello, como vemos en la figura siguiente, pulsamos con el
boto´n derecho de rato´n sobre el dispositivo, y en el menu´ desplegable que
aparece, seleccionamos la opcio´n Configure IP :
344 APE´NDICE H. XILINX EDK: EMBEDDED DEVELOPMENT KIT
Tras realizar la accio´n anterior, aparecera´ el siguiente dia´logo:
Primero modificaremos los para´metros que se muestran en la pestan˜a
User. La anchura de datos por defecto del perife´rico es de 32 bits, por lo que
no hay que modificarla. Sin embargo, por defecto no se activan los 2 canales
del GPIO, por lo que es necesario marcar la casilla Enable Channel 2, que nos
permitira´ tener en total 64 sen˜ales. La casilla relativa a las interrupciones se
deja sin marcar, pues no se utilizara´. Pulsamos ahora sobre la pestan˜a System,
con lo que aparece el siguiente panel:
Ahora, modificaremos los valores de direccio´n inicial y direccio´n final. Con
el fin de tomar una zona del espacio de direcciones tal que no se solape con
el del resto de dispositivos, tomaremos los valores 0x80080000 y 0x8008ffff
como direcciones base y final. Pulsamos el boto´n Ok para cerrar el dia´logo.
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Tras importar los perife´ricos que proporciona Xilinx, crearemos una plan-
tilla del hardware que vamos a integrar en el sistema. Para ello, pulsamos
sobre la accio´n Create or import peripheral del menu´ Hardware, como se ve
en la siguiente figura:
Aparece un asistente que nos guiara´ en la creacio´n de un nuevo hardware:
Pulsamos el boto´n Next, y aparece el siguiente dia´logo:
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De las opciones que proporciona, elegimos Create templates for a new pe-
ripheral. El asistente nos dara´ a elegir entre algunas opciones y creara´ los ar-
chivos ba´sicos para crear el perife´rico, tanto de configuracio´n como de VHDL.
Pulsamos el boto´n Next, que nos lleva hasta la siguiente imagen:
Este dia´logo nos permite escoger do´nde se almacenara´ el perife´rico. Pode-
mos escoger entre un repositorio externo, de forma que el perife´rico se pueda
compartir con otros proyecto, o un repositorio local al proyecto. En nuestro
caso lo haremos local, por lo que seleccionamos la opcio´n To an XPS project
y pulsamos el boto´n Next. El dia´logo ahora muestra lo siguiente:
Debemos elegir ahora el nombre2 del perife´rico. Introducimos, adema´s, el
nu´mero de versio´n, que nos sera´ u´til si en el futuro cambiamos la implemen-
tacio´n de este hardware. Pulsamos sobre Next para seguir el proceso.
2No debe contener espacios.
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Elegimos ahora el tipo de bus al que se conectara´ el procesador. En nuestro
caso no queremos conectarlo a ningu´n bus esta´ndar, sino que estableceremos
nuestras propias conexiones. Para ello, elegimos una opcio´n cualquiera y,
ma´s adelante, implementaremos nuestro propio tipo de conexio´n. Podemos
ver en la figura que hemos seleccionado una conexio´n con Fast Simple Link,
un tipo de conexio´n so´lo disponible en procesadores MicroBlaze (no en los
PowerPC ). Pulsamos en siguiente y nos lleva a la siguiente imagen:
Para terminar la creacio´n, so´lo hay que pulsar el boto´n Finish.
Una vez hayamos creado la plantilla para nuestro dispositivo, llega el mo-
mento de crearlo. Para ello, vamos hasta la carpeta pcores dentro de nuestro
proyecto, donde se almacenan los dispositivos que hemos creado. Modifica-
mos sus archivos .vhd y, despue´s, modificamos los archivos del dispositivo que
sirven para indicar al XPS el tipo de conexio´n que realizara´ nuestro perife´ri-
co. Para ello, buscamos un archivo .mpd, que contiene una descripcio´n de las
sen˜ales de entrada y salida de nuestro dispositivo. Sustituimos el contenido
de dicho archivo por lo siguiente:
BEGIN divisor_mallas
## Peripheral Options
OPTION IPTYPE = PERIPHERAL
OPTION IMP_NETLIST = TRUE
OPTION CORE_STATE = DEVELOPMENT
OPTION HDL = VHDL
## Peripheral ports
PORT clk = "", DIR=I, SIGIS=CLK
PORT rst = "", DIR=I, SIGIS=RST
PORT entradaDatos = "", DIR=I, VEC=[31:0]
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PORT salidaDatos = "", DIR=O, VEC=[31:0]
PORT entradaControl = "", DIR=I, VEC=[31:0]
PORT salidaControl = "", DIR=O, VEC=[31:0]
END
Cuando modifiquemos el contenido del archivo mpd, es necesario reiniciar
XPS. De lo contrario, el entorno no es consciente de los cambios realizados, y
no podremos realizar las conexiones adecuadamente. Tras reiniciar, debemos
an˜adir el hardware al sistema.
En la parte izquierda del entorno, en la pestan˜a IP Catalog esta´n los
dispositivos que podemos an˜adir al sistema clasificados por categor´ıas. Des-
plegamos la categor´ıa Project Repository, donde veremos que se encuentra el
hardware creado. Pulsamos con el boto´n derecho del rato´n sobre el dispositivo
que queremos incluir, y seleccionamos la opcio´n Add IP :
H.3. Conexio´n de componentes
Tras an˜adir nuestro hardware, debemos conectar sus sen˜ales a las corres-
pondientes del sistema. Para ello, en la parte derecha de la pantalla, en la
pestan˜a System Assembly View, seleccionamos la opcio´n Ports, con lo que
veremos los puertos de los dispositivos. Navegamos hasta nuestro hardware
y lo desplegamos:
Vemos que esta´n todas las sen˜ales sin conectar. Para conectarlas, pul-
samos sobre el nombre de la sen˜al que queremos conectar, y aparecera´ un
menu´ desplegable. Conectamos todas las sen˜ales de ese modo:
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Tras conectarlas adecuadamente, hacemos lo mismo conectando las sen˜ales
a las entradas y salidas de los GPIO que hab´ıamos an˜adido al sistema al prin-
cipio:
Una vez hemos conectado todas las sen˜ales, el paso siguiente es crear la
netlist del sistema. Este es un proceso automa´tico que puede llevar desde
unos minutos hasta varias horas, dependiendo de la complejidad del sistema
a generar. Para ello, seleccionamos la accio´n Generate Netlist del menu´ Hard-
ware:
Una vez hayamos creado la netlist, es hora de crear el bitstream, que es
una traduccio´n de la netlist a un archivo de configuracio´n de la FPGA. Se
realiza seleccionando la opcio´n Generate Bitstream del menu´ Hardware:
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Al igual que en la creacio´n de la netlist, la generacio´n del bitstream puede
llevar desde varios minutos hasta varias horas. En el caso del hardware no
optimizado implementado en este proyecto, el tiempo de generacio´n puede
llegar a alcanzar las 12 horas en un procesador AMD Athlon 64 3200+.
H.4. Programacio´n de la placa
Tras compilar la parte hardware del sistema, hay que integrarla con la
parte software. Para ello, lo primero es seleccionar que´ programa se car-
gara´ inicialmente en la memoria esta´tica de la FPGA. Primero desmarcamos
las aplicaciones hardware para que no se utilicen para inicializar el bitstream.
Tenemos que marcar con que´ software queremos inicializar el sistema, en la
pestan˜a Applications del Project Information Area (parte izquierda). Como
vemos en la imagen siguiente, es necesario pulsar con el boto´n derecho sobre
las aplicaciones y desmarcar la opcio´n Mark to initialize BRAM :
Despue´s, marcamos el bootloop del procesador 0 para inicializar el bits-
tream:
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Una vez hemos elegido que´ aplicacio´n sera´ parte de la programacio´n ini-
cial del sistema, debemos compilar la aplicacio´n software que ejecutaremos
despue´s de programar el sistema. En la parte de Applications del Project In-
formation Area, pulsamos con el boto´n derecho del rato´n sobre la aplicacio´n
que queramos compilar y pulsamos sobre la accio´n Build Project :
Despue´s, actualizamos el bitstream con las aplicaciones seleccionadas, eje-
cutando la accio´n Update Bitstream del menu´ Device Configuration:
Finalmente, programamos la placa ejecutando la accio´n Download Bits-
tream del menu´ Device Configuration:
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Tras unos segundos, la placa se programa y queda parada ejecutando
el bootloop. No es necesario indicar al sistema el tipo de cable con el que
esta´ conectado la placa; el programa prueba los puertos USB, paralelo, serie,
etc. hasta encontrar el adecuado.
H.5. Configuracio´n software
Una vez la parte hardware esta´ terminada, crearemos el programa que
se ejecutara´ sobre la placa. Para empezar, elegiremos el compilador de C++
en lugar del compilador de C que esta´ seleccionado por defecto. Con tal fin,
abrimos el dia´logo de configuracio´n de la plataforma software: seleccionamos
la accio´n Software Platform Settings del menu´ Software, como vemos en la
imagen siguiente.
En el dia´logo que aparece, cambiamos el nombre del compilador a utilizar,
powerpc-eabi-gcc, por el nombre del compilador para C++: powerpc-eabi-g++.
Para realizarlo, escribimos el nombre del compilador nuevo en la columna
Current Value y pulsamos el boto´n Ok.
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Una vez ajustado el compilador, hay que generar un script de enlazado.
Este script permitira´ configurar el taman˜o ma´ximo de la pila, el heap, los
datos y las instrucciones, as´ı como las zonas de memoria en las que se al-
macenara´n dichos datos. Para ello, pulsamos con el boto´n derecho del rato´n
sobre el programa que queramos, y seleccionamos la opcio´n Generate Linker
Script :
Aparece el siguiente dia´logo, en el que tendremos que elegir los valores
adecuados. Despue´s, pulsamos el boto´n Generate.
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Finalmente, una vez el script esta´ generado, hay que volver a compilar
como se explico´ anteriormente. Al haber configurado el script para que el
programa cargue las instrucciones y los datos en la memoria DDR, hay que
utilizar una utilidad externa para cargar el ejecutable en la placa. Lanzamos
la utilidad XMD, seleccionando Launch XMD. . . en el menu´ Debug :
Aparece entonces la ventana de depuracio´n, que se conecta con la placa
de forma automa´tica:
Una vez el depurador ha conectado con la placa, descargamos el programa
mediante la instruccio´n dow:
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Finalmente, ejecutamos la sentencia run, con lo que se ejecuta el progra-
ma:
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