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$0. INTRODUCTION 
SINCE the discovery of the Jones polynomial and its generalizations (see [6, lo], for 
example), it is always tempting to try to understand their relations with the topology of 
knots and links. As the original definition of these link invariants depends in a fundamental 
way on the projections of links in the 3-space, this is certainly not an easy task. Therefore, 
the first step should be to find a definition for these Jones-type link invariants independent 
of the special features of the 3-space and thus to capture the underlying topology of these 
link invariants. In other words, we would like to have an intrinsic definition of Jones-type 
link invariants so that it can be applied to 3-manifolds other than the 3-space subject only to 
some topological restrictions. 
Witten’s definition of Jones-type invariants [13] in terms of Chern-Simons path inte- 
grals could certainly be thought of as such an intrinsic definition. In spite of the fact that 
path integrals are not rigorously defined, the lesson we drew from the perturbation theory 
of Chern-Simons path integrals [l, 21 is that we should rather think of Jones-type link 
invariants as formal power series where only the coefficients might be well-defined geomet- 
rically or topologically. There is no reason a prior for the convergence of these formal power 
series. Some of these formal power series converge to things like HOMFLY and Kauffman 
polynomials in the 3-space because they satisfy certain crossing change formulae and 
crossing changes reduce the complexity of links in the 3-space. Nevertheless, as the 
coefficients of the power series expansions of Chern-Simons path integrals in the perturba- 
tion theory are expressed as singular integrations over certain finite dimensional auxiliary 
manifolds, there are problems like the convergence of these singular integrations and the 
independence of these singular integrations from the choice of metrics, etc. Moreover, it is 
not clear what kind of topological information we can obtain from these singular 
integrations. 
It is very natural to complete the set of knots (or links) by introducing singular knots (or 
singular links), i.e., immersions of S’ into a 3-manifold M3 with finitely many double points. 
When we make a crossing change going from one knot to another, we may produce 
a singular knot with one double point as an intermediate step. Also, we can apply the same 
procedure to singular knots with one double point, producing singular knots with two 
double points, and so on. Although this idea of completing the set of knots by singular knots 
was not initiated by Vassiliev, he was definitely the first person who tried and partially 
succeeded in understanding the topology of this completion in the case of M3 = R3. A knot 
invariant can easily be extended to be defined on singular knots. If such an extension 
tResearch supported in part by grants from the Alfred P. Sloan Foundation and NSF. 
45 
46 Xiao-Song Lin 
vanishes on singular knots with a certain fixed number of double points, that invariant is 
called of finite type. Vassiliev’s work [l 1, 121 led to an constructive description of the space 
of all finite type knot invariants, or Vassiliev invariants for iw”. It was then proved in [4] and 
[7] that after a suitable change of variable, the coefficients of the power series expansions of 
Jones-type knot invariants are all of finite type. See also [S]. This indicates that what 
Jones-type knot invariants really tells us is about the topology of the completion of knots by 
singular knots. See [3] for a very comprehensive discussion of Vassiliev’s knot invariants in 
[w3. 
In this paper, we will try to carry Vassiliev’s theory over to 3-manifolds other than IR”. 
Although Vassiliev’s approach is topological, it still depends crucially on the affine structure 
of [w3. This should not be the case if Vassiliev’s approach really captures the underlying 
topology of Jones-type knot invariants. Our initial impetus came from the work [9] where 
Stanford managed to avoid using spectral sequences in generalizing Vassiliev’s work to 
finite type link and graph invariants for [w”. The trouble with Stanford’s argument is that it 
depends heavily on projections of links and graphs and Reidermeister-type moves on these 
projections. To get rid of these special features available only in [w3, as it turns out, what we 
really need is the generic picture of a family of maps from an l-dimensional compact 
polyhedron into a 3-manifold parameterized by the 2-disk. In this aspect, Yablokova’s work 
[ 141 stimulated us further. Although Yablokova’s work concerns a more general situation 
and her conclusion is much weaker than what we need, we benefited a lot by reading 1141. 
To state the main result of this paper, we first introduce some definitions. Let M3 be an 
oriented 3-manifold, %! be a ring and 9 be the set of all links (ambient isotopy classes of 
disjointly imbedded oriented circles) in M 3. A link invariant is a map .9’ -+ 9. Let ,f: 9’ -+ 9 
be a link invariant. It determines an invariant on ambient isotopy classes of immersed 
oriented circles with finitely many transverse double points (so called singulur /ink.s) by the 
rule 
f’(X) = .f(%) - f(S). 
A link invariant .1’ is of type m if m is the smallest integer such that 
We denote by Vtm)(M3) the $&?-module of type m link invariants in M3. 
THEOREM 0.1. Assume that 2 is not an annihilator of B?. If M 3 sati$es T-C, (M 3, = n,(M 3, 
= 0 , then we have an isomorphism 
V(“‘(M 3, % Ilr(“‘)( R3) 
given by the restriction R3 c M3. 
This is corollary of Theorem 7.2 of this paper. 
Notice that the condition x1(M3) = n2(M 3, = 0 means that M is either contractible or 
a homotopy sphere. Knot theory in homotopy spheres immediately reduces to the case of 
contractible 3-manifolds via puncturing. So the main content of this paper might be thought 
of as knot theory in contractible 3-manifolds. One interesting consequence of our theory in 
this direction is about the limit of the Jones polynomial under iterated Whitehead doubl- 
ings. See Proposition 5.3. 
With a suitable change of variable, the coefficients of the power series expansions of 
Jones-type link invariants are all of finite type in (w3. Let M 3 be as in Theorem 0.1. Since 
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v(“‘)(M3) E 9’-(““(R3), those coefficients are well-defined link invariations in M3. So we 
can form formal power series as generalizations of Jones-type link invariants from lR3 to 
M3. These generalizations will satisfy the same crossing change formulae as the original 
Jones-type link invariants do in R 3. We don’t know whether these formal power series 
converge when M 3 is compact. A positive answer to this problem is certainly in favor of the 
Poincart conjecture. 
We now describe briefly the main idea of this paper. As indicated before, we can always 
derive a singular link invariant from a link invariant. We want to see when this procedure 
can be reversed. Namely, we consider under what conditions a singular link invariant can be 
derived from a link invariant. Suppose we are given a singular link invariant f. For a loop in 
the space & of maps from a disjoint union of circles into M 3, we may assume that there are 
only finitely many points on that loop where the corresponding maps are not embeddings. 
When the parameter of the loop passes through such a point, the corresponding map 
changes by a “crossing switching”. So, at these finitely many points on the loop, the 
corresponding maps are singular links. The sum of the appropriately signed values off on 
these singular links can be thought of as the “integration” of f along that loop, as f is 
derived from a link invariant implies that this sum is zero for every loop. If rcl(M3) = 
n2(M3) = 0, each loop in _& is null-homotopic. We may put the null-homotopy in a nice 
position (so called “almost general position”) such that the condition of the integration of 
f along the boundary of the null-homotopy being zero is implied by a finite set of “local 
integrable conditions”. In the case when rcr (M ‘) # 0, these local integrable conditions will 
not guarantee that the integration off along a loop is always zero. Nevertheless, they imply 
that the integration off along a loop depends only on the homotopy class of that loop. 
Thus, we get a certain homomorphism from some subgroup of nl(M ‘) into W. This 
homomorphism can be thought of as the obstruction to extend our theory to general 
3-manifolds. In the special case when rr, (M 3, is finite and B? is torsion free, that obstruction 
is trivial. Thus, we may also construct formal power series invariants of links in these 
3-manifolds. 
Our approach is intrinsically 3-dimensional as it uses only piecewise linear structures on 
3-manifolds. We hope at least that this will make Vassiliev’s theory more understandable. It 
remains to be seen whether our theory will lead to any significant applications of 
Jones-Witten invariants to low dimensional topology. 
We organize this paper as follows. 
$1 is an exposition of Yablokova’s work. Although her work is not really relevant to 
ours, it was included for the hope that it might be helpful in generalizing our theory to other 
situations. 
$2 and $3 are about the generic picture of a family of maps from an l-dimensional 
compact polyhedron into a 3-manifold parameterized by the 2-disk. 
We discuss in $4 a special case of the general theorem in 46. This special case can be 
generalized to 3-manifolds with finite rrl and vanishing 7r2. Moreover, as shown in $5, this 
special case is particularly easy to use in constructing link invariants. It is advised that one 
reads $2, 94 and $5 first in the given order. 
$6 is about the “integrability” of singular link invariants. We consider the conditions 
under which a singular link invariant can be derived from a singular link invariant defined 
on singular links with less double points. The main theorem of that section (Theorem 6.1) 
was first proved by Stanford in the case of M 3 = R3. 
Finally, in $7, we analyze the W-module Y(“‘)(M 3, when M3 has vanishing rrr and n2. 
Using the result in 96, we show that V(“‘(M3) is determined by a system of homogeneous 
linear equations. This system of equations can be described locally and this implies the 
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isomorphism given in Theorem 0.1 as Vcm)( R3) is determined by the same system of 
equations. 
#I. ALMOST GENERAL POSITION: YABLOKOVA’S WORK 
Yablokova’s work [14] is concerned with approximating a given map of a l-dimen- 
sional polyhedron into Rk (k 2 3) by a piecewise linear map having no more than 
O-dimensional violations of general position, and this should be carried out continuously 
with respect to a parameter running through a nice space. 
Suppose we are given a l-dimensional compact polyhedron P. The parameter space 
X can be very general initially, but we can always assume it is a polyhedron. Consider a map 
0: P x X --t [Wk. For every point x E X, we have 
with P, = P x {x} and &,( .) = @( -,.x). The polyhedra f’, have, in general, different tri- 
angulations depending continuously on x E X. Furthermore, all the maps 4l are assumed to 
be semilinear with respect to these triangulations. 
Definition 1.1. We say that the map Q: P x X + Rk is in almost general position if 
(1) each 41 is non-degenerate, i.e., no l-simplex of P, is mapped to a point under 4x; 
(2) the images of 1-simplexes of P, intersect only in isolated points. 
There are two types of violations of general position which are not allowed for a map Q: 
P x X + [Wk in almost general position. One type is to have a l-simplex of P, shrink to 
a point in the image for a certain x E X. The other is that there are two different 1 -simplexes 
of P, whose images in Rk have l-dimensional intersection. It turns out that for a map @: 
P x X -+ [Wk such that each 4x is semilinear with respect to a triangulation of P, depending 
continuously on x E X, by refining the triangulations continuously, we can perturb @ to get 
rid of these two types of violations of general position. Thus, we have 
THEOREM 1.2 (Yahlokova, [14]). Every map CD: P x X -+ [Wk cun he approximated by 
a map in almost qeneral position. 
Remarks. 
1. It is not necessary to restrict to R k. As all other types of approximation theorems, 
Theorem 1.2 can easily be generalized to maps from P x X to an arbitrary piecewise linear 
manifold of dimension 2 3. 
2. Consider a map CD: S’ x [0, l] -+ R 3. Assume (p,, and 4i are piecewise linear imbed- 
dings. Denote Co, i = $a, i (S’). A familiar fact is that these two simple closed curves Co and 
Ci in R3 can be changed from one to another, modulo ambient isotopies, by a sequence of 
“crossing changes”. In terms of Theorem 1.2, this amounts to approximating CD by a map in 
almost general position. In this special case, we can certainly draw a conclusion much 
stronger than Theorem 1.2. We can approximate the map @ by Q’ such that only at finitely 
many points tl, tZ, . . . , t, in (0, l), 4; is not an embedding. Moreover, each $;, has just one 
double point. In the following two sections, we will consider several special cases of 
approximating parameterized families of maps by those in almost general position. As in the 
previous case, we will be able to derive stronger versions of Theorem 1.2 in those special 
cases. 
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$2. ALMOST GENERAL POSITION FOR DISJOINT UNIONS OF CIRCLES 
Let P = u S’ be a disjoint union of finitely many S”s. Let M3 be a 3-manifold and Dz 
be a 2-disk. A map @: P x D2 -+ M3 may be thought of as a family of maps {+X: P --+ M3; 
xeD*} where~,(~)=~(~,x)for~~D~. Assume each 4X is a piecewise linear map. Let 
9, = cl {x E D 2; dX is not an imbedding} 
where cl stands for closure. It is not hard to see that 9, is a sub-polyhedron of D2. We want 
to see what &, looks like in the generic case. 
Let us first establish some terminologies for l-dimensional polyhedra and maps from 
1 -dimensional polyhedra into 3-manifolds. 
Let Q be an l-dimensional polyhedron. Every point q E Q has a neighborhood homeo- 
morphic to a bouquet of finitely many arcs such that q is the common end point of these 
arcs. The number of arcs in that bouquet is called the valence of q. A point in Q with valence 
not equal to 2 is called a vertex of Q. A component of the compliment of vertices in Q is 
called an edge of Q. 
We will call an l-dimensional sub-polyhedron Q c D2 neat if Q n cYD2 consists of 
finitely many points and each of them is a valence 1 vertex of Q. They will be called the 
boundary vertices of Q. The vertices of Q lying in the interior of D2 are called interior oertices 
of Q. 
A double point ( or triple point) of a map 4: Q + M3 is a point aE M3 such that +-‘(a) 
consists of two or three) points. A double point (or triple point) of a piecewise linear map 4: 
Q -+ M 3 is called a transverse double point (or transverse triple point) if there are two (or 
three) 1-simplexes c and t (or, in addition, 6) contained in the edges of Q such that 
(a) C$ is linear and non-degenerate over c and t (or, in addition, 6); 
(b) #(c) n 4(r) (or, in addition, n &(a)) is the given double (or triple) point; and 
(c) ~$(a) and 4(r) (or, in addition, 4(d)) intersect transversally in their interiors (and 4(o), 
$(T), 4(6) do not lie in the same plane). 
Two maps 4, 4’: Q -+ M3 are called ambient isotopic if there is an isotopy h,: 
M3+M3,t~[0,1]suchthath0=idand~‘=h,~. 
PROPOSITION 2.1. A map CD: P x D2 + M 3 can always be changed by an arbitrarily small 
perturbation so that Y&, is a neat l-dimensional sub-polyhedron of D2. Moreover, we have: 
(1) ifx, X’ E D* belong to the same component of D2\9, or LX@\ { interior vertices}, then c#rX 
and $X, are ambient isotopic; 
(2) interior vertices of 9@ are of valence either 4 or 1; 
(3) tf x E .X@ lies in an edge or is a boundary vertex, then cjX has exactly one transverse 
double point; 
(4) if x E 9& is an interior vertex of valence 4, then 4, has exactly two transverse double 
points; and 
(5) if x E 9, is an interior vertex of valence 1, then +X is an imbedding ambient isotopic to 
the nearby imbeddings. 
We say that the resulting map @: P x D2 + M 3 in Proposition 2.1 is in almost general 
position. Figure 1 illustrates a neat l-dimensional sub-polyhedron &, in D2 for a map @: 
P x D2 + M3 in almost general position, 
Proof We can have triangulations of P and D2 and approximate the original map Q, by 
a map (still denoted by @) with the following properties: 
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Fig. 1. Ye c Dz 
(4 
04 
Fig. 2. The image of (r x A 
For each 24mplex A of D’, there is a l-simplex cr of P such that 4,.(p) = 4,,(p) when 
p E P\o and x, x’ E A; 
0 maps o x A semilinearly onto a convex polyhedron, say a tetrahedron, in a neigh- 
borhood of M 3 homeomorphic to R 3. Moreover, 0(&r x A) consists of two distinct 
vertices of the tetrahedron and Q, maps (u\&J) x A homeomorphically onto its 
image. See Fig. 2. 
By (a), we may assume further that 4,I P\a is an imbedding for x E A and for x, x’ E A, 
qSX IP\a = q!+ (P\o. Let C = &P\a). We study the intersection C n @(a x A). 
Let tI and ~~ be the image of the two 1-simplexes adjacent to 0 on P respectively. There 
are two cases to consider: 
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Case 1. Int(ri) and Int(r,) are disjoint with @(a x A); 
Case 2. One of them, say Int(r,), is in the interior of @(a x A) and the other, Int(r& is 
disjoint from @(G ti A). 
In the second case, by subdividing 0 and A and changing the map @ relative to D2 \A, we 
may assume that C n @(r~ x A) consists of a single line segment containing zl. See Fig. 3. In 
this case, it is easy to see that we can change the map relative to D2\A so that 9@ n A is an 
arc with one end on aA and the other end in the interior of A. If x E 9$ n A is the interior 
end, then $X is an embedding. If x E 54, n A is not the interior end, then 4X has exactly one 
transverse double point. 
Now consider the first case when Int(ri) and Int(r,) are both disjoint with @(a x A). 
Again, by subdividing CT and A, we can assume that C n @(a x A) consists of at most two 
Fig. 3. The image of C#J, when x is in a neighborhood of an interior vertex of valence 1. 
Fig. 4. The image of +X when x is in a neighborhood of an interior vertex of valence 4. 
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non-parallel, disjoint line segments. See Fig. 4. So, in this case, 9& n A consists of one or two 
proper arcs in A. When there are two proper arcs, they intersect transversally at a single 
point. If x E 9, nA is that intersection point, 4x has two transverse double points. 
Otherwise, $x has exactly one transverse double point. 
Thus, we have verified the conclusions (2), (3) (4) and half of (5) in Proposition 2.1. 
All the others are quite easy to see from Figs 3 and 4. This finishes the proof of 
Proposition 2.1. Cl 
s3. ALMOST GENERAL POSITION FOR RIGID-VERTEX NULL HOMOTOPY 
In this section, we assume that P is an l-dimensional compact polyhedron whose set 
V of vertices of valence 23 is not empty. For simplicity, we assume further that P has no 
vertices of valence 1. Assume M3 is an oriented 3-manifold. 
Dejinition 3.1. An imbedding 4: P-+ M3 1s called a rigid-vertex imhedding if for each 
vertex u E V, a proper 2-disk D in a ball neighborhood B of 4(u) is specified such that the 
image of a neighborhood of v in P is contained in D. An isotopy h,: M 3 -+ M 3 between two 
rigid-vertex imbeddings &, and 4i is called rigid-vertex isotopy if it carries through the 
ball-disk pair for each vertex of P. A homotopy 4,: P + M3, t E [0, l] between two 
rigid-vertex imbeddings &, and 4i is called a rigid-vertex homotopy if there is a neighbor- 
hood N of V in P and an isotopy h,: M3 -+ M3, t E [0, l] such that h, = id and 
411 N = h,&JN for all t E [0, 11. Moreover, h, should carry through the ball-disk pair for 
each vertex of P. 
LEMMA 3.2. If the two rigid-vertex imbeddings 40 und q5, ure homotopic, then they ure 
rigid-vertex homotopic. 
Proof: First, we may perturb the given homotopy 4, so that 411 V is realized by an 
isotopy. Take a small neighborhood N of V in P. Let E be the frame bundle of M3. This is 
a principal SO,-bundle. We may pull back E via c$~ to get a trivial SO,-bundle over 
N x [0, 11. The ball-disk pairs for vertices of P corresponding to & and 4i give us sections 
of that pull-back bundle over N x (0, 1). It may be extended to a section over N x [IO, 11. 
Then we can perturb +t so that $,IN is realized by a rigid-vertex isotopy as guided by the 
given section. Such a homotopy is a rigid-vertex homotopy. ill 
If 4t is a rigid-vertex homotopy and & = $i and the ball-disk pairs for vertices of 
P corresponding to &, and +i respectively are the same, we get a closed rigid-vertex 
homotopy. In this case, we can assume further that there is a neighborhood B of 4,,(N) in 
M3 containing #e(N) so that hl 1 B = id. 
Again, let E be the frame bundle of M 3 as in the proof of Lemma 3.2. Consider a map @: 
P x D2 + M3 such that @,IP x dD2 is a closed rigid-vertex homotopy. We pull back the 
bundle E by Q to get a trivial SO,-bundle E* over Vx D2. The isotopy in the definition of 
a closed rigid-vertex homotopy gives rise to a section of this bundle over Vx (10’. The 
obstruction ofextending this section to Vx D2 lies in erri (SO,) = @Z,. If this obstruction 
vanishes, then we can get a section of E* extending the section over Vx CD’. 
Dejinition 3.3. If @: P x D2 + M3 is a map such that m/P x C’D’ is a closed rigid-vertex 
homotopy with vanishing obstruction, then we will call @ a rigid-vertex null homotopy. 
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LEMMA 3.4. Let CD: P x D2 -+ M 3 be a rigid-vertex null homotopy. Then we can approxim- 
ate @ by a map (still denoted by @) with the following property: There is a triangulation qf D2 
and a small neighborhood N of V in P, such that for every 2-simplex A of D2, there is 
a continuous family of self-homeomorphisms {h,; x E A} of M3 with 4XI N = h,4,,l N and 
h,, = id for a certain x,, E aA. 
Proof: This can be proved as Lemma 3.2. We first realize +X 1 V by continuous families of 
homeomorphisms locally. Then, use a given section of the pull-back frame bundle over 
N x D2, we may realize 4XI N by continuous families of homeomorphisms locally. 0 
THEOREM 3.5. Let @: P x D2 + M3 be a rigid-vertex null homotopy. Then @ can be 
changed by an arbitrarily small perturbation so that YQ is a neat l-dimensional sub-polyhedron 
of D2. Moreover, we have 
(1) If x, x’ E D2 belong to the same component of D’\&, or Y&,\{interior vertices}, they 
4X and 4Xr are ambient isotopic; 
(2) ifx E 9” lies in an edge or is a boundary vertex, then q5X has exactly one transverse 
double point; 
(3) if x E 9&, is an interior vertex of valence 2 3, then either 4X has exactly two transverse 
double points (and hence the valence of x is 4) or there is a point p E V such that 
4Jp) E 4,(lnt(z)) for a certain l-simplex z c P\V and this is the only singularity it 
has; and 
(4) if x E 9&, is an interior vertex of valence 1, then 4X is an embedding isotopic to the 
nearby imbeddings. 
We say that the resulting rigid-vertex null homotopy of Theorem 3.5 is in almost general 
position. 
Proof According to Lemma 3.4, we may perturb @ so that there is a triangulation of D2 
with a certain continuous family of self-homeomorphisms {h,; x E A) of M 3 associated with 
each 2-simplex A of D2. For a certain x0 E ad, we have h,, = id and 4,1N = h,4,01 N where 
N is a small neighborhood of V in P for all x E A. 
Consider the family of maps Y = {&.x; x E A} where 
It has the property that $X(/xI N = 4X,I N for all x E A. Thus, we can have triangulations of 
P and A and a neighborhood N’ c N of V in P with the following properties: 
(a) For each 2-simplex A’ of A, there is an l-simplex o in P\N’ so that tiX(p) = ICI,,(p) 
when p E P\o and x, x’ E A’; 
(b) Y maps o x A’ semilinearly onto a convex polyhedron, say a tetrahedron, in 
a neighborhood of M 3 homeomorphic to R 3. Moreover, Y (aa x A’) consists of two 
distinct vertices of the tetrahedron and Y maps (a\&) x A’ homeomorphically onto 
its image. 
We then can follow the same argument as in the proof of Proposition 2.1 and use the fact 
that 9’V = 9, to finish the proof of Theorem 3.5. The only additional case we need to take 
care is when for a certain p E V, tjJp) lies in the interior of Y(o x A’). As one can see from 
Fig. 5, the picture of 9’V n A’ = 9, n A’ is just as what we have summarized in The- 
orem 3.5. 0 
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Fig. 5. The image of dx when x is in a neighborhood of an interior vertex of multi-valence 
Remarks. 
1. It is quite clear that Proposition 2.1 is just a special case of Theorem 3.5. We singled it 
out for two reasons, The first is that its statement is simpler and its proof captures the key 
idea. The second is that it is particularly easy to use in constructing link invariants. This will 
be clear in $5. 
2. If a given rigid-vertex null homotopy @: P x LIZ -+ M3 has the property that 
@,I P x aD2 is already in almost general position, then the perturbation of @ in Theorem 3.5 
as well as Proposition 2.1 can be made relative to aD2. 
3. When the space of parameters is another surface instead of D2, we can have results 
similar to Proposition 2.1 and Theorem 3.5. 
$4. SINGULAR LINKS AND THEIR INVARIANTS 
We assume that M3 is an oriented 3-manifold and P is a disjoint union of oriented 
circles. 
Dejinition 4.1. A singular link of order n is a piecewise linear map L: P -+ M 3 which has 
exactly n transverse double points. Two singular links L and L’ are equivalent if there is an 
isotopy h,: M3 --) M3, t E [0, l] such that ho = id, L’ = hI L and the double points of h,L 
are all transverse for every t E [0, 11. 
We will also denote by L the image of a singular link L. A singular link of order 0 is 
simply a link. A link is trivial if each of its components bounds a disk in M 3 and all these 
disks are disjoint. We will denote an equivalence class of trivial links, or just a trivial link, by 
TL. 
Let a E M3 be a transverse double point of a singular link L. Then, L-‘(a) consists of 
two points pi, p2 E P. There are disjoint I-simplexes z1 and r2 on P with pi E Int(ri) for 
i = 1,2 such that for a small ball neighborhood B of a in M 3, 
LnB= L(z,)uL(r,). 
There is a proper 2-disk D in B such that L(z,), L(s2) c D intersecting transversally at a. 
Moreover, the isotopy h, in Definition 4.1 carries the ball-disk pair (B, D) through for all 
double points of L. 
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Fig. 6. Resolving a transverse double point. 
We can resolve a transverse double point a of a singular link of order n in different ways. 
See Fig. 6. Notice that L(8z1) u L(8zz) consists of four points on aD. Since hi inherits an 
orientation from that of P, we can talk about the initial point and terminal point of hi as well 
as L(ri). We may choose four oriented arcs tl, a, fil, /I2 with disjoint interiors such that 
(a) CI and Cc both go from the initial point of L(r,) to the terminal point L(z,) but lie in 
different components of aB\aD as proper arcs; 
(b) fll and fi2 both lie on aD with p1 going from the initial point of L(r,) to the terminal 
point of L(T~) and p2 from the initial point of L(T~) to the terminal point of L(7,). 
The orientation of M3 and that of L(r2) determines an orientation for a u E. We assume 
that it is consistent with the orientation of a and opposite to that of Cr. 
We define 
L+ = L\L(~~)ucr, 
and 
L_ = L\L(t,)uct 
Lo = L\L(T, u z*) u B1 u P2. 
It is obvious that L +, L_ and Lo are well-defined singular links of order n - 1. They are 
called a positive resolution, the corresponding negative resolution and the corresponding 
smoothing of L respectively. 
We denote by _Yp(“) the set of all equivalence classes of singular links of order n. Let 
Y = 2”” be the set of all links. Let W be a ring. A singular link invariant is a map 59 + 9. 
When n = 0, this is a link invariant. 
If we have a link invariant Y + 9, then we can define a singular link invariant Ycl) + 9 
as follows. Let L, E .5?‘1b where x stands for the only double point. We may have two 
resolutions of that double point, L+ and L_. Certainly, L+, L_ E P’(O) = Y. So we can 
define a singular link invariant f: 2”‘-+ W by 
f(Lx) = F(L+) - F(L-). (4.1) 
We address the following question: Suppose we are given a singular link invariant f: 
P’(l) --* 9. Under what condition we can find a link invariant F: 9 + W so that (4.1) holds 
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for all L, E 9(l)‘? Notice that Bar-Natan has explored in [3] the similarities between (4.1) 
and partial derivatives in multivariable calculus. So our question is about the “integrability” 
of singular link invariants. 
PROPOSITION 4.2. Assume nl(M”) = n2(M3) = 0 und ,fY Y”‘--+ 9 is (I singular link 
invariant. There is a link invariant F: Y -+ 9 so thut (4.1) holds,/& all L, E 9’“’ $’ 
(1) f(x) = 0; and 
(2) J’(Lx +) - f(Lx -) = ,f(L+ x) - .J’(L- >). 
We explain the notation first. In (1) the kink = stands for a singular link L E Ycl) where 
there is a 2-disk D c M3 so that L n D = i)D and the double point of L is on PD. In (2), we 
start with an arbitrary singular link L, 1( E Y,@‘. The four singular links in _YC1) there are 
obtained by resolving one double point of L , * at a time. For the reason explained above, 
we will call the conditions (1) and (2) in Proposition 4.2 loccrl intetjrahle conditions. 
Proof One direction of Proposition 4.2 should be quite clear. If a singular link invariant 
f: A? (I)-+ i% is derived from a link invariant F: Y + 9 via (4.1), then the local integrable 
conditions are satisfied. The reason for (1) being satisfied is that the positive resolution and 
the negative resolution of the double point in the kink x are equivalent. The reason for (2) 
is that both sides of (2) can be expressed as 
F(L++)- F(L+)- F(L+_)+ F(L~ m). 
We consider the other direction of Proposition 4.2. Namely, assume a singular link 
invariant f: Y(l) -+ W is given satisfying the local integrable conditions. We show that it can 
be derived from a certain link invariant F via (4.1) if the 3-manifold M3 has vanishing rci 
and rt2. 
Since n1(M3) = 0, we know that every L E 2’ is homotopic to a trivial link TL. In other 
words, we have a homotopy $1: P x [0, 1] + M” such that 4, = I, and 4,, = TL. We can 
assume that only at finitely many points 0 < 1, < tz < < t, < 1, 4I is not an embed- 
ding. Moreover, 4r, for i = 1,2.. , n are singular links in Y(“. For different t’s in an 
interval of [0, l]\,{t,, t2,. . . , t,). the corresponding links are equivalent. When t passes 
through ti, @c changes from one resolution of (bl, to the other. In other words, this 
homotopy is in almost general position. 
We define 
F(L) = F(TL) + i ci,f(4(,). (4.2) 
,=I 
Here Ei = +I is determined as follows: If a,, +d is the positive resolution of c$~, for 
a sufficiently small S > 0, then ej = 1. Otherwise, I:~ = - 1. 
We need to show that modulo the “integration constant” F( TL), the definition F(L) by 
(4.2) is independent of the choice of the homotopy. For this, we need to consider a closed 
homotopy Q: P x S’ -+ M”. After small perturbation, we may assume that there are finitely 
many points xi, x2,. . . , x, E S’, ordered cyclicly according to the orientation of S’, so that 
~,,E9(‘)andifxES’isbetweenxiandxj(j-i+ lmodn),&~_Yisaresolutionofboth 
dx, and 4x,. For F to be well-defined, we need to show that 
i$, Ei./'(9.x,) = O (4.3) 
where E = + 1 is defined in the same way as before in (4.2) according to the orientation of S’. 
Notice that (4.3) can be thought of as a “global integrable condition”. 
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Sincen,(M3)=O,wecanextendthemap~:PxS1~M3toamapPxD2~M3with 
130~ = S’. We will still denote this map by @. After a small perturbation relative to dD2, we 
can put the map 0: P x D2 + M 3 in almost general position. Then each edge of 9, 
corresponds to a singular link in Y(l). So use the invariant f, we can assign an element in 
%? to each edge of 9$,. Thus, we may reduce the global integrable condition (4.3) to local 
integrable conditions around each interior vertex of 9&,. 
For each interior vertex of Y@, draw a small circle C around that vertex so that the 
number of points in C n 9&, is equal to the valence of that vertex. See Fig. 7. For (4.3) to be 
true, it suffices to have 
Jy kf(&) = 0 (4.4) 
* 
for each interior vertex of 9,. The signs in (4.4) are determined as before with C oriented in 
the same direction as 8D2. We discuss (4.4) in two cases: 
Case 1. The valence of the interior vertex is 1. In this case, Fig. 3 shows that for x E 9, 
near the vertex, 4X is of the form X. So (4.4) in this case is the local integrable condition (1). 
Case 2. The valence of the interior vertex is 4. In this case, the four points in C n YQ 
correspond to the four singular links appeared in the local integrable condition (2) of 
Proposition 4.2. Notice that the dihedral ordering of these four singular links is fixed and in 
this case (4.4) is determined by that dihedral ordering. So we may assume that when one 
walks along C in the given direction, the cyclic ordering of these four singular links is 
(L L+,, X +9 L, ~, L_ x}. Then, (4.4) reads 
-f(L. +) + ,f(L+ X) + f(LX -) - .I& .) = 0. 
This is exactly the local integrable condition (2) of Proposition 4.2. 0 
We can generalize Proposition 4.2 to a larger class of 3-manifolds by assuming 99 is 
torsion free. 
PROPOSITION 4.3. Suppose 7r1(M3) isjnite and n2(M3) = 0. Let 9 be torsion free as an 
abelian group. Then the same conclusion as in Proposition 4.2 holdsfor singular link invariants 
y(l) + g. 
Fig. 7. Reduction of the global integrable condition to local integrable conditions 
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Proof: We show that a singular link invariant f: Y(l) + .%? satisfying the local integrable 
conditions in Proposition 4.2 gives rise to a homomorphism 7~ --* 9. 
Let 4: P + M3 be a fixed imbedding. Let 
Map”(P, M3) 
be the space of maps P + M 3 homotopic to 4 equipped with compact-open topology. 
Consider the fundamental group 
rt = rc,(Map@(P, M3), 4). 
Let 0: PxS’ -+ M3 be a loop in Map”(P, M3). For a certain x0 E S’, 4X, = 4. After 
a small perturbation, we may assume that @ is in almost general position so that only at 
finitely many points x1, x2,. . . , x, E S’, 4X is a singular links in Y(l). At all other points on 
S’, dX is an imbedding. Define 
J(o) = i &if($x,) E 9. 
i=l 
Here E = fl is defined in the same way as in (4.3). 
We need to show that I(Q) E W is independent of the choice of representative loops of 
[@I E rc. This turns out to be guaranteed by the local integrable conditions. Suppose Q’: 
P x S’ + M 3 is another loop in almost general position. It is homotopic to @ relative to 4. 
Then the homotopy gives us a map P x S’ x [0, l] + M3. As in the case of maps 
P~D~-+M~,wecanperturbthismapPxS’x[O,l] + M 3 into almost general position 
and the local integrable conditions then imply that 3.(Q) = A(@‘). It is easy to see that ,I: 
x + W is a homomorphism. 
Suppose P has m components. Let 
P=inIPi 
i= 1 
where each Pi is an oriented circle. Pick a point pi E Pi and denote 
Let Z(gi) be the centralizer of yi in xI(M3, #(pi)). Then, we have an isomorphism 
7I z 6 Z(gi). 
i= I 
To see this, we start with a map a,: P x S’ -+ M3 with 4,, = 4 for x0 ES’. Let 
bi E n,(M3, I) be represented by @[pi x S ‘. Since gi = [$(Pi)] and $1 Pi = @I Pi x x0, we 
see that bi E Z(gi) and bi depends only on [Q] E n. In this way, we get a homomorphism 
n + 6 Z(%). 
i=l 
The surjectivity follows from the definition of the centralizer Z(y,) and the injectivity 
follows from the assumption that n,(M3) = 0. 
Since nl(M3) is finite and W is torsion free, there is no nontrivial homomorphism 
Z(g) + W for any g E n1(M3). This implies ,I = 0. In other words, we have the global 
integrable condition 
i$I &if(4x,) = O 
for every map Q: P x S’ + M3 in almost general position. 
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Now, to get a link invariant F which satisfies f(L,) = F(L+) - F(L_), we only need to 
pick up a set of “trivial links” and assign values of F on these “trivial link” arbitrarily. Since 
we don’t want to label the components of a link, we should make our choice of “trivial links” 
carefully. Here is one way of making such a choice: 
We consider the set %Z of all conjugacy classes of rr1(M3). It can be identified with the set 
of all homotopy classes of loops in M 3. Thus, we can realize each element in V by a simple 
closed curve. Assuming these finitely many simple close curves Ci, C2, . . . , Ct have disjoint 
neighborhoods. In a neighborhood of each Ci, we may split Ci into arbitrarily many 
parallel copies in a fixed way. Then, our set of “trivial links” consists of links obtained by 
picking up finitely many parallel copies from each Ci. As different orderings of finitely many 
parallel copies of a single Ci are all isotopic, it is not necessary to label the components of 
our “trivial links” except that they correspond to specific conjugacy classes. 
Once the set of “trivial links” is chosen, we can define our link invariant F by (4.2). This 
finishes the proof of Proposition 4.3. 0 
$5. AN INTRINSIC DEFINITION OF THE JONES POLYNOMIAL 
The celebrated Jones polynomial is originally a H [t “]-valued invariant of links in R3 
or S3. We denote the Jones polynomial of a link L inR3 by J(L). It is determined by the 
following conditions: 
i 
J(0) = 1, 
t-‘J(X) - tJ(x) = (t1’2 - t-1’2)J(jr). (5.1) 
Here 0 is the trivial knot and X, X and )I are links whose projects differ only at the 
indicated place. They correspond to L +, L_ and Lo for a singular link L, E Y(l) respective- 
ly. 
Let M be a 3-manifold with n,(M) = 7r2(M) = 0. We will construct a sequence of 
rational valued link invariants 
00, vi,. . . , vn, . . 
and our Jones “polynomial” will be formal power series 
J,(L) = f v,(L)z” 
n=O 
for every link L E 9. It will satisfy (5.1) under the change of variables t = e’. 
We will define this sequence of link invariants inductively, guided by the original 
recursive formula (5.1). As one might expect, Proposition 4.2 plays a crucial role in the 
argument. 
We should first have the values of this sequence of link invariants on trivial links TL. We 
define 
&(TL) = ( -r112 - r-“2)m-1, (5.2) 
Here m is the number of components of TL and t = e’. Expand the right side of (5.2) into 
a power series in z. Then u,(TL) is defined to be the coefficient of z” in this power series. 
The link invariant v. is given by 
uo(L) = ( -2)“_ 1 
for L E 2 with m components. 
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Inductively, suppose the link invariants vO, vi,. . , L’,-, have been defined with the 
following properties. If we let 
then 
n -~ 1 
JLm l’(L) = 1 Ui(L)Z’, 
i- 1 
J;-“(LUO) E Jc-“(L)( _I”~ _ [- i/2) modz”; 
(5.3) 
t- ‘Cm l’ (L,) - tJc”‘(L. ) = (t”’ - ~c’~~)J~- “(Lo) modz”. (5.4) 
Here Lu 0 is obtained from L by adding a trivial component to it in a ball neighborhood 
disjoint with L. 
From (5.4) we have 
JE-“(L,) - J!,‘ml’(L_) = (t2 - l)JL’“(L_) + t(t112 - tm”*)Jkm “(Lo) modz”. 
This leads to the following definition. 
We define 
JE’(L,) = (t2 - l)JG- “(L_) + t(t1j2 - tm 1/2)Jgm “(Lo) mod z”’ ‘. 
This is a degree n polynomial in z without the constant coefficient. The coefficients of 
zi, i = 1,2,. . . , n - 1 in this polynomial are singular link invariants on PC” derived from 
vi, i = 1,2,. . , n - 1 respectively. The coefficient of Z” in J!&’ is a new singular link 
invariant on _Y’“. To see whether it is derived from a link invariant, we need to check the 
local integrable conditions in Proposition 4.2. We will take the advantage of our definition 
here in checking these conditions, i.e., we can just check these conditions for Jc module 
Zn+l 
In the following calculation, the notation F stands for “equal modulo z”“. 
To verify the condition (1) in Proposition 4.2, we calculate as follows: 
For the condition (2) we first have 
Since the result is symmetric with respect to the two double points, we are sure that 
Jf(L + x) - JE(L_ .) must turn out to be the same as J!t’(L x +) - Jc(L x _). 
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Thus, together with the already defined value v,( TL), we can define a link invariant v, so 
that if we let n 
for L E 9, then 
forL x E Ycl’. 
To finish the argument, we should verify the inductive hypothesis (5.3) and (5.4) for Jc. 
By definition, JG’ satisfies (5.4). For (5.3), we first have 
.J~~(L.u0)“~1(r2 - l)J:-“(L~uo) + r(t1’2 - tC”*)J~~l)(LouO) 
=, (t2 - l)[J;-“(L_)( --tr’* - t-‘j2) + O(Z”)] 
+ t(t1’2 - tC”2)[JE-“(L,)( -t1i2 - t-l’*) + o(z”)] 
“7, [(t2 - &$“(L_) + t(tlj2 - f-‘i*)J~-“(L,)](-t”2 - t-‘/2) 
El J$(L .)( -t’i2 - t- 112). 
This together with the fact that 
JM(TLuO) = JM(TL)( -t”’ - tm1’2) 
verifies (5.3) for JII;‘. 
THEOREM 5.1. Let M he an oriented 3-manifold with x1(M) = n,(M) = 0. There is 
a unique sequence of link invariants Iv,,; n = 0, 1, 2, . . } such that if we define a formal power 
series 
JM(L) = f v”(L)zn 
n=O 
for L E 9, then 
i 
J&f(O) = 1, 
t-‘J(L+) - fJ(L-) = (t”2 - t-“2)J(L,) (5.5) 
where t = e’. 
Proof: We only need to prove the uniqueness. Inductively, we may assume that the 
invariants vo, vl,. . . , u,_ 1 are uniquely determined by (5.5). Notice that the values of v, on 
YC1) are determined by vo, vr, . , c’,_ 1. Moreover, for every link L, there are singular links 
L,, L,, . . . , Lk in YC1) so that 
U,(L) = v,(TL) + i +u,(Li). 
i= 1 
Therefore, if u,(TL) is uniquely determined by (5.5) so is v,(L). As in the case of M = [w?, the 
uniqueness of J,(TL) can be derived from (5.5). This finishes the proof. 0 
COROLLARY 5.2. Let M’ be an oriented 3-mani$old with rrc,(M’) = n,(M’) = 0 and M be 
a submamfold of M’ with the same property. Let L be a link in M. It can also be thought of as 
a link in M’. Then 
JIM(L) = J,(L). 
Proof This follows from the uniqueness of J,+,(L). 0 
Remark. We don’t know whether the formal power series J,(L) is convergence or not. 
Notice that the convergence of JiM(L) in the case of M = Iw3 is essentially due to the fact that 
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crossing changes reduce the complexity of links in R3. To see this, we first notice that a link 
projection can always be changed to a link projection of a trivial link in R3 by crossing 
switchings. We defined the complexity of a link projection to be the minimum number of 
crossing switchings needed to change that link projection to a link projection of a trivial 
link. Then, for the three link projections Y * , x and 1~ in (5.1), it is easy to see that the 
complexities of two of them are not greater than the third one. Thus, the link invariant 
satisfying (5.1) must be a polynomial in t *‘. Such a nice complexity for links might not be 
available in general. Therefore, it seems to be quite interesting to ask whether our formal 
power series invariant converges in the case when M is compact. A positive answer to this 
question is certainly in favor of the Poincare conjecture. 
To finish this section, we give an interesting application of our theory to the classical 
Jones polynomial J = JR3 = Js3. 
Let K be an unknotted circle in R3, thought of as the core of a solid torus N c R3. The 
operation of replacing K by a circle imbedded in N as shown in Fig. 8 is called a Whitehead 
doubling of K. It will be denoted as Wh(K). We will denote the tubular neighborhood of 
Wh(K) by Wh(N) and assume Wh(N) c N. Notice that there are two ways to draw the 
clasp in Wh(K), but we need not to specify which we are using for the present purpose. 
Since Wh(K) is still unknotted in R3, we can repeat this doubling process. Let us denote 
by Wh”(K) the n-th Whitehead doubling of K with Wh’(K) = Wh(K). We have 
NI Wh(N)> Wh’(K)x ... 1 Wh”(N)I . . . . 
Suppose L is a link in R3 with a component K which is an unknotted circle in R3. We 
denote by Wh”,(L) the link obtained from L by replacing K with its n-th Whitehead 
doubling. Let L\K be the link in R3 obtained from L by deleting the component K. Assume 
L \ K # 8. 
PROPOSITION 5.3. hl J(Whi(L)) = ( -t’j2 - t-“2)J(L\K). 
Proof: Let 
M = R3\ fi Wh”(N). 
n=l 
This is a contractible 3-manifold usually called a Whitehead manifold [S]. We may think of 
L\ K as a link in M. Use the crossing change formula of J and power series expansions with 
t = e’, we may prove inductively that 
,& J(Wh”K(L)) 
Fig. 8. Whitehead doubling. 
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converges to a formal power series which can be thought of as a sequence of link invariants 
in A4 evaluated on L\ K. This formal power series shares the same crossing change formula 
with JM. Moreover, when L\K is the unknot in M, we have 
):I J(Wh”,(L)) = -cl” - t-l’*. 
Therefore, by the uniqueness of Jw and Corollary 5.2, we get 
;ihr J(Wh”,(L)) = (-cl’* - t-“*)JiM(L\K) = (-cl” - t-“*)J(L\K). 
This finishes the proof. 0 
Remark. Proposition 5.3 can be generalized to the case where K is not necessarily 
unknotted by considering the “cabling construction”. We will discuss this in some other 
place. 
96. A GENERALIZATION OF STANFORD’S THEOREM 
Proposition 4.2 is a special case of a more general theorem first proved by Stanford in 
the case M3 = [w3 or S3. See [9]. That theorem concerns the following problem. 
Let f: z(“+r) + W be a singular link invariant. We want to find necessary and sufficient 
conditions for the existence of a singular link invariant F: dp(“) -+ W so that 
fV-,) = F(L+) - F(L-1 (6.1) 
for every L, E _CP”+ ‘) with x one of its n + 1 double points. 
For the existence of such a singular link invariant F, conditions similar to those in 
Proposition 4.2 are certainly still necessary. But we need to have more in the case of n 2 1. 
We denote by LN, Ls, LE and LW respectively the four singular links in _@“+t) which 
differ only in a small ball in M 3 as shown in Fig. 9. The definition here depends on the cyclic 
ordering of three arcs X, Y, Z. We will discuss the situation further in $7 where these four 
singular links will be thought of as the resolutions of a triple point. 
THEOREM 6.1. Assume M3 is an oriented 3-manifold with nI(M3) = x2(M3) = 0. Let 
B? be a ring so that 2 is not an annihilator and j Y(“+ ” + 9 be a singular link invariant with 
n 2 1. Then, there is a singular link invariant F: P’(“‘-+ B such that (6.1) holds if 
(1) f(=) = 0; 
(2) f(L.+)-f(L.-)=f(L+.)-f(Lp.);and 
(3) f(LN) - f(Ls) + f(LE) - f(LW) = 0. 
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As in Proposition 4.2, we will call the conditions (l), (2) and (3) in Theorem 6.1 local 
integrable conditions. 
It should be clear for an experienced reader that proof of Theorem 6.1 goes through 
essentially along the same lines as that of Proposition 4.2. The similarities between Figs 5 
and 9 should be very suggestive. But there is an extra mild difficulty caused by the presence 
of more than one double point. As we will see, the additional requirement on %! is due to this 
difficulty. 
We need some preparations first for the proof of Theorem 6.1. 
Let P be a disjoint union of finitely many oriented circles, M 3 be an oriented 3-manifold 
with vanishing rri and rr2. Let L: P--t M” be a singular link, L E Y@). We construct 
a l-dimensional compact polyhedron, denoted by P,,, as follows. Each double point of L has 
two points on P as its preimage. We identify these two points. Repeat this identification for 
every double point of L and the resulting quotient space is then PIA. 
Dejnition 6.2. Two singular links L and L’ are called similar if there is a homeomor- 
phism Pr. -+ PLz which lifts to an orientation preserving homeomorphism P -+ P. 
LEMMA 6.3. Lf we ,jix the number of components of P, then there are only jinitely many 
similarity classes of singular links with n double points. 
Proof Fix the number of components is equivalent to fix P. Then, similarity classes of 
singular links with n double points can be identified with patterns of pairing 2n distinct 
points on P into n pairs modulo orientation preserving homeomorphism of P. The later set 
is certainly finite. n 
LEMMA 6.4. If L, L’ E Y(“’ are similar, then there is a homotopy 4,: P + M”, t E [0, l] 
with &, = L, 4, = L’ and there are,finitely many points 0 < t, < . . < tk < 1 so that 
(1) 
(2) 
(3) 
c#J~, E 2?(“+ ‘I, i = 1,. , k; 
for different t’s in an interval of [0, l]\{ti, . , tk)., the 4,‘s are equivalent singular 
links in Y(“‘; and 
when t passes through ti, cjI changes,from one resolution of+(, to the other. 
Proof We assume all double points of L and L’ are transverse. Since L and L’ are 
similar, there is a homeomorphism <: Pt, -+ P,*, lifting to an orientation preserving homeo- 
morphism E P --f P. It induces an one-one correspondence between double points of L and 
that of L’. We can move the double points of L via an isotopy of M3 to match with the 
double opints of L’ according to the one-one correspondence induced by 4. Furthermore, 
we can assume that for each double point, there is a small ball neighborhood B in M 3 so 
that L(P) n B = L’(P) n B which consists of two line segment intersecting transversally at 
the given double point. We can assume all these B’s are disjoint. Notice that components of 
L(P) n M3 \ u B and L’(P) n M3\ u E are again in one-one corresponds according to t. 
If one component C of L(P) n M 3\ u B correspondence to a component C’ of 
L’(P) n M3\ u B, we must have dC = aC’ as oriented manifolds. Now since rt1(M3) = 0, 
C and C’ are homotopic in M 3\, u B relative to the boundary. Perturb this homotopy into 
almost general position and we are done, after repeating this procedure for each component 
ofL(P)nM3\uB. 0 
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Notice that if we identify PL and PLc via the homeomorphism 5, then the homotopy c$~ in 
Lemma 6.4 actually gives rise to a rigid-vertex homotopy of the map L: Pr. -+ M3 where the 
ball-disk pairs for the vertices of PL are given by the transversality of double points of L. 
Proof of Theorem 6.1. 
We only prove the sufficiency. 
We choose a set of representatives for the similarity classes of singular links in 5?(“) for 
a fixed P. The values of the singular link invariant F: _Y(“) + W we are looking for on this 
finite set of singular links can be assigned arbitrarily. 
Let L E _!Z’(“‘, and L’ be the representative chosen in the similarity class of L. Let $* be 
the homotopy from L to L’ given in Lemma 6.4. Then, we define 
F(L) = F(L’) + i Gf(db,) 
i=l 
where Ei = +l is determined as usual. 
To prove that F is well-defined, we need to have the global integrable condition 
(6.1) 
when L = L’. We assume that L = L’ in what follows. 
As remarked after the proof of Lemma 6.4, the homotopy C#I~ gives rise to a closed 
rigid-vertex homotopy of L: PL + M 3. There is an obstruction to extend this closed 
rigid-vertex homotopy to a rigid-vertex null homotopy. But this obstruction is annihilated 
by 2 while 
,Jjr Eif(4fi)E9 
isn’t unless it is zero. So, to prove (6.1) in the case that & is a closed rigid-vertex homotopy, 
we can always assume that the obstruction of extending +t to a rigid-vertex null homotopy 
is zero. Otherwise, we can walk along $t twice to annihilate the obstruction and proceed to 
prove 
2 i: &if ($t,) = O. (6.2) 
if1 
As 2 is not an annihilator of 9, (6.1) and (6.2) are equivalent. 
We extend the closed rigid-vertex homotopy c$, to a rigid-vertex null homotopy @: 
PL + D2 + M3. We use Theorem 3.5 to perturb @ so that it is in almost general position. 
Since every vertex of PL is of valence 4, every interior vertex of 9& is of valence 1 or 4. 
To reduce the global integrable condition (6.1) to the local integrable conditions, we 
consider an interior vertex x of Y,. The same argument as in the proof of Proposition 4.2 
can be applied here in the following two cases. 
Case 1. The interior vertex x is of valence 1. This corresponds to the local integrable 
condition (1) in Theorem 6.1. 
Case 2. The interior vertex x is of valence 4 and 4X has exactly two transverse double 
points. This corresponds to the local integrable condition (2) in Theorem 6.1. 
The last case is about the local integrable condition (3) in Theorem 6.1. But it deserves 
a more detailed explanation. 
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Fig. 10. How to modify a triple point to make it transverse. 
Case 3. The interior vertex x is of valence 4. Moreover, there is an l-simplex T in an edge 
of PL and a vertex p. of Pr. such that q5,(po) E 4,(Int(t)) and this is the only singularity 4x 
has. 
We may assume that there is a small neighborhood A of x in 0’ so that q!~Jr x A) is 
a ball in M3 and 4,,(p) = 4,(p) for all x’ E A and all p E PL\r. Moreover, 4,(P,) n dxr x A) 
consists of three linearly independent line segments intersecting at $,(po) and one of them is 
dX(r). Call the other two C1 and Cz. See Fig. 10. 
Notice that 4x lifts to a map dx: P + M3. It might be not true that 4,(po) is a transverse 
double point of &,IP\z. If this is the case, we may perturb Q in a way as shown in Fig. 10 
where the dashed lines indicate the map Jx. See also in Fig. 10 how Y@ changes locally 
under this perturbation. The newly created interior vertex of valence 4 falls in Case 2. After 
this adjustment, it is easy to see that the interior vertex in Case 3 corresponds to the local 
integrable condition (3). This establishes Theorem 6.1. 0 
$7. FINITE TYPE LINK INVARIANTS 
As already indicated in $4, for any link invariant J 9 + B, we can derive a singular link 
invariant P’(l) + 9, still denoted by f in this section, by 
f(Lx) = ,f(L+) - .fV-1. 
This operation can be generalized to derive a singular link invariant Z(“) --+ 5% for any n. Let 
L E _Y(“). Resolve .all n double points of L in both ways, we can get 2” links all together. 
Denote them by L1, L2,. . , Lzn. Then, the n-th derived singular link invariant, still denoted 
by f, is defined to be 
f(L) = f &iftLi). (7.1) 
i=l 
Here si = 1 if we made even number of negative resolutions to get Li from L and Ei = - 1 if 
that number is odd. 
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Definition 7.1. A link invariant f: 9 + 9 is ofjnite type if its n-th derived singular link 
invariant is zero for a certain n. The type of a finite type link invariant f is the greatest 
integer m such that the m-th derived singular link invariant off is not zero. 
For an oriented 3-manifold M, let 9$,(M) be the %module of all link invariants of type 
m on _.Y = Y(M). 
Suppose M and M’ are 3-manifolds, M c M’ and both are oriented with the same 
orientation. Then we have a homomorphism 
-Y;,(M’) + K,,(M) 
obtained by restricting a link invariant on M’ to M. 
THEOREM 7.2. Assume that 2 is not an annihilator of W. If both M and M’ have vanishing 
x1 and x2, then the restriction 
C(M’) -+ C,(M) 
is an isomorphism. 
In particular, if M is an oriented 3-manifold with rtl = rrL2 = 0, then 
via the restriction R3 c M. 
We will proceed to prove Theorem 7.1 by first study the 9-module Y$,(M) when 
ni (M) = x2(M). By Theorem 6.1, we will show that the W-module ^y^,( M) is determined by 
the solution of a system of countably many homogeneous linear equations, each contains 
only finitely many unknowns. At the presence of an ambient manifold M’ I M with 
vanishing rc, and 7c 2, we will manage to get the same system of equations which determines 
VJM’). This will show that “Y,(M’) and YQM) are isomorphic. 
LEMMA 7.2. Let f be a link invariant. Then f E Vm ifSfor L E Ztrn), f(L) depends only on 
the similarity class of L. 
Proof: Suppose f E “y;,. If L’ E _C.YCm’ . 1s similar to L, L’ can be changed to L by a sequence 
of crossing changes (Lemma 6.4). So 
f(L’)=f(L)+ i: _+f(Li) 
i=l 
where Li E Z’@‘+‘), i = 1,. . , k. Since f E “v;,, f (Li) = 0 for i = 1,. . . , k. Thus f(L) = 
f(L). 
The other direction is clearly implied by the definition of derived link invariants. 0 
Choose a singular link in each similarity class of singular links in Y(i), _Y@), . . . , _Fm). 
The choice should subject to the following restriction: Let L: P+ M be a singular link. 
Suppose there is an interval I on P such that 8Z is the preimage of a double point of L and 
the preimage of all other double points of L are disjoint with I. Then, the representative 
chosen in the similarity class of L, assume it is L itself, should have the property that there is 
a disk D in M with D n L(P) = L(Z). Such a similarity class (or its representative) is called 
inadmissible. We denote by n(l), Qc2’, . . . , Q(“‘) the sets of representatives of similarity 
classes chosen from P(l), Z(2) . . , ~7~~) 2 
Let f E ^v;,. Then f IsZ(j’, j 11,2, . . . , 
respectively. 
m should first satisfy the following condition: 
f(L) = 0 if L E n(j) is inadmissible. (7.2) 
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To describe the other condition which fin(j), j = 2,. . . , m should satisfy, we need to 
have more definitions. 
Definition 7.3. We denote by 9 (j-l) be the ambient isotopy classes of piecewise linear 
maps I?+ M having exactly j transverse double points and one transverse triple point, 
preserving the transversality of double points and the triple point. 
We will write L* for (ambient isotopy classes of) maps in 9(j*‘). 
Let L*: P + M be in J?(j*l’. The l-d’ tmensional polyhedron PL* is obtained from P by 
identifying points on P with the same image under L*. 
Dejinition 7.4. L,* and Ly in _%‘(j.‘) are similar if there is a homeomorphism Pr.; + PL: 
lifting to an orientation preserving homeomorphism P -+ P. 
Notice that relative to the double points of L* E Yci. ‘), we can also talk about the 
resolutions of L*. 
LEMMA 7.5. For jxed P, there are only jnitely many similarity classes in Y(j, ‘). More- 
over, if L,*, LT E _@j,” are similar, then there is a homotopy J$~, t E [0, l] with drO, 1 = L,*. 1 
andjinitely many points 0 < tl < . . . -c tk -c 1 so that 
(1) br, E 9(i+1,1’, i = 1,. . , k; 
(2) for dtjerent t’s in an interval of [0, l]\,{tt, . . , tk}, the 4,‘s are ambient isotopic; and 
(3) when t passes through ti, 4, changes from one resolution of‘br, to the other. 
Proof: Same as the proof of Lemma 6.3 and 6.4. n 
Let L* E Sf(j*” and let a E M be the triple point of L*. There is a small ball neighbor- 
hood B of a in M so that L*(P) n B consists of three linearly independent oriented line 
segments X = x,,ax;, Y = yOay,‘and Z = m where {x0, x1, J”, yl, zO, zl} = L* n 8B. 
These oriented segments are images of arcs on P with orientations inherited from that of P. 
An orientation of the triple point a is defined to be a cyclic ordering of {X, Y, Z}. We will fix 
the orientation of a triple point a such that (X, Y, Zj in the given order agrees with the 
orientation on M at a. 
LEMMA 7.6. Choose an oriented segment in (X, Y, Z}, say Z, there is a unique way to 
resolve L* into 
L;, L,x, LE*, L*, E _5f(j+2) 
respectively. 
Proof: Consider aB\aZ. There is a simple closed curve C in aB’\aZ so that 
(a) x0, yo, x1, yl lie on C in the given cyclic order; 
(b) C c aB\aZ is essential. 
Once the simple closed curve C is given, we can draw four oriented arcs, denoted by ZN, 
Zs, ZE, Zw respectively, such that 
(a) they all go from z. to z1 and they are disjoint except at these two end points; 
(b) they intersect C transversally and ZN n C = y,, Zs n C = yo, Z, n C = x1 and 
Zw n C = x0. 
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Then we let 
Lc = (L*\Z) u ZN, ect. 
Certainly, they are well-defined singular links in .Y(jf2). 0 
For each similarity class of A?(j* I), we choose a representative L*: P -+ M. Let sZ(j*‘) be 
the set of all representatives of similarity classes of Yci~l’. 
Let fE Y$, L* E CI(j,‘) with j = 0, 1,. . . , m - 2. Then f should obey the following 
equation: 
f(G) - f(G) + f(L$) - f(L$) = 0. (7.3) 
In fact, use the notation in the proof of Lemma 7.6, we have a family of oriented arcs Z, 
on aB such that 
(a) they all go from z0 to z1 and they are disjoint except at these end points; 
(b) each Z, intersects C transversally at a single point. 
Thus, we see that the four singular links Lz, Li, L,*, L*, in _!8j+2) are the results of 
a sequence of “crossing switchings” from a singular link in %‘(j+ ” to itself. Consult Fig. 9 
for the description here. 
We denote by Li, etc. be the representative of the similarity class of Lz, etc. in fl(j+‘). 
Since fl_Y (m) depends only on the similarity classes, we first have 
- * f(L;C) - f(G) + f(L$) - f( L,) = 0 (7.4) 
for every L* E Q (mm2*1). For L* E Q(j) with j = 0, . . , m - 3, by the definition of derived 
singular link invariants, the difference 
f(Lc) - f(L,?), etc. 
can be expressed as a linear combination of values of f on finitely many elements in 
fl(j+ 3) ,..., Cl@‘). We write this fact as 
- - 
f(L$) - f(L,*) + f(G) - f(L$) = f.1.c. {f(@“); I= j + 3,. . , m} (7.5) 
for every L* E CC’), j = 0, . . , m - 3. Here f.1.c. stands for “finite linear combination”. 
THEOREM 7.7. A link invariant f of type I m with f (TL) given is completely determined 
by its values on 52(j), j = I,. . , m subject to (7.2), (7.4) and (7.5). 
ProoJ: If one considers the values off on Q(j), j = 1,2, . . , nz as unknowns, then (7.2), 
(7.4) and (7.5) are homogeneous linear equations in these unknowns. We prove that if there 
is a solution to this system of homogeneous linear equations, then there is a link invariant of 
type m whose values on sZ(j), j = 1,. . . , m are given by that solution. 
We first define the link invariant we are looking for, call it f, on _Pcm). By assumption, 
fliZ(j’ withj = 1,. . . , m is already defined satisfying (7.2) (7.4) and (7.5). Let L E 9(“‘), f(L) 
s defined to be the value of ,f on the representative of the similarity class of L in Q(“‘). We use 
Theorem 6.1 to see whether fl_Y(“” is derived from a singular link invariant on _Y(“- ‘). So 
we need to check the local integrable conditions in Theorem 6.1. 
The first local integrable condition is satisfied by fl@“‘) because of (7.2). The second 
condition is vacuous as both sides of it are zero. The third condition is the same as (7.4). 
Thus, with flncm-” as the “integral constant”, we can define fl~(“-” which derives 
f lP@. 
To go one step down, we need to see whether f I LE’(“- ‘) satisfies the local integrable 
conditions. 
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For the first local integrable condition, let L E _Y(“- ‘) with a kink x on it. We may find 
a homotopy c#J~, t E [0, l] in almost general condition so that 
(a) L = cjO and +i ~fl(~-” 1s the representative of the similarity class of L; 
(b) at the finitely many places t i, . . . , tk where 4I E 6pCm), all of $,,‘s have a kink XI. 
By (7.2), we get f(L) = 0. 
The second condition is again vacuous as both sides of it are values off on a singular 
link in Ytrn). 
To check the third condition, we start with a map L*: P -+ M in _cZ’(~-~,~) with a given 
orientation of the triple point. Let bt be the homotopy in Lemma 7.5 with $0 = L* and 
41 EC2Crn_ 3,1) the representative of the similarity class of L*. The orientation of the triple 
point of L* induces orientations for c#J~,, i = 1,. . . , k as well as ~$i. We have 
f(LZ) - f(G) + f(LE*) - .J‘(Li+i) 
= f((4l)N) - f((4l)S) + .f(($l)E) - f((+lht’) 
+ i %f((db,)N) - f((h,)S) + f((h,)E) - f’((h~h+‘)l 
i=l 
= f((# 1 )N) - .f((4 1 )S) + f((+ 1)E) - f((4 lb) 
zz 0. 
Here the last equality is true since (7.5) when j = m - 1 is derived from it. Notice that the 
verification of the third condition is independent of the choice of the orientation of the triple 
point of L*. 
Thus, we may define f 1 LP(” - ‘) which derives f 1 _Y (*- ‘). Therefore, by repeatedly using 
Theorem 6.1, we will finally get a link invariant f so that fln(j’, j = 1,. . , m are as the 
given solution to (7.2), (7.4) and (7.5). This invariant is certainly of type I m as fl_~Y(~) 
depends only on the similarity classes of _Ptm). 0 
Proof of Theorem 7.1. If M c M’ and n,(M’) = n,(M’) = 0, we may choose the sets 
Q(j) and Qcj3’) for M’ to be the same as that for M. Then the equations (7.2) (7.4) and (7.5) 
for M’ are also the same as that for M. Therefore, by Theorem 7.7, the restriction 
is an isomorphism. q 
Ycm’( M’) + Y’-cm)( M) 
Remark. 
1. If we fix the number of components, then (7.2), (7.4) and (7.5) all contain only finitely 
many unknowns and equations. In the case of a single component (knot invariants) and 
M = [w3, (7.2), (7.4) and (7.5) were essentially given in [4] according to Vassiliev’s work [ 111. 
2. Besides being a W-module, Vcm)(M) has some other algebraic structures. The isomor- 
phism in Theorem 7.2 will carry these structures from Vcm)(M) to V(*)(M’). For example, 
suppose we have link invariants f; E Y”‘(M), i = 0, 1,. . , m such that 
m-l 
_LI(~+) - fmCLm) = 1 CPihtLm) + vih(LO)13 Pi7 vi E w 
i=O 
for every L x in M. Then the same crossing change formula is also true for every Lx in M’. 
We will discuss this subject in some other place. 
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