Abstract-Most existing Collaborative Filtering (CF) approach relies on single overall ratings assigned to items. However, to precisely understand users' behaviours, sometimes this rating alone is not adequate. A user may show his/her overall preferences on an item through the overall ratings but at the same time, they may not satisfy with certain aspects of the item. This situation happened due to the emphasis on aspects may be different among users and will affect a user's final decisions. Therefore, in this paper, we proposed the multi-aspect tensor factorization (MATF) to enhance the predictive accuracy of multi-aspect recommendation by using Tensor Factorization. The evaluation shows that the proposed model outperforms various well-known existing techniques on both single and multicriteria recommendation.
I. INTRODUCTION
Recommender Systems (RS) are designed to assist users to find relevant available items that closely match the user interest and needs. In recent years, a variety of recommender system implementing various kinds of methods and approaches has been developed. The most popular method is Collaborative Filtering (CF) which relies on user-provided ratings to infer user preferences. CF works well and has achieved great success in a variety of applications. However, the most challenging difficulties of CF is when there is lack of sufficient ratings so-called data sparsity [1] . Although the number of items and users reaches hundreds of millions, the overall coverage of items by each user is relatively low. This situation will generate an extremely sparse user-item matrix.
The increasing popularity of commercial website has encouraged users to express their assessment on an item through reviews. These reviews are useful to other users in order to get the idea of the characteristic of an item such as the quality and aspect that they expected. Although the original reviews are in the form of unstructured and difficult to be understood by the computer, the advanced topic modelling and opinion mining or sentiment analysis make it possible to process the reviews in order to extract valuable elements that can help to improve the accuracy or recommendation.
Based on the existing research, review-based RS can address rating sparsity problem in several ways such as by creating term-based user preferences [2, 3] , generate virtual ratings/rating prediction [4, 5] and by enriching the available ratings [6] with additional preference information. Although these studies do employ review texts, many of them do not consider how aspects of the review influence the overall rating scores.
Aspect is one of the significant review elements in reviewbased RS. From the collections of review texts, aspect can be extracted accordingly using an opinion mining approach. The main problem of the most existing aspect-based recommendation methods is that they do not consider user preferences in the learning processes. Therefore they are unable to predict user interest on other items which they have not written reviews on precisely [7] . These review-based methods only take a review text or a sentence and analyze its sentiment directly without considering how each available aspect influence the user's rating behaviour.
Therefore, in this research, aspects ratings from the review texts and other criteria available from the dataset will be used to infer the rating in the prediction process. The algorithm called Multi-aspect Tensor Factorization (MATF) is composed of three phases, the data pre-processing, the aspect weight estimation and rating inference component which employs the aspect weighting elements using Tensor Factorization. The result is expected to provide more accurate recommendation than the existing single rating approaches for review-based RS.
The remainder of the paper is organized as follows. Section II, reviews some of the related works. Section III explains the proposed recommendation algorithm, MATF. Next, experimental settings and results are presented in Section IV. Finally, section V concludes this paper II. RELATED WORKS Typically, RS recommendations are classified as Collaborative Filtering (CF), Content-based (CB), Knowledgebased (KB) and hybrid [8] depending on the different set of knowledge sources and the algorithmic approach employed by the recommender system. The most popular method is Collaborative Filtering (CF) which relies on user-provided ratings to infer user preferences. Our work is related to Collaborative Filtering and aspects as multi-criteria recommendation.
A. Collaborative Filtering
Collaborative Filtering (CF) is the most popular recommendation approach used in Recommender System. Many CF approaches have been proposed in the literature to resolve the data sparsity problems. CF assist the user in making their choices based on the ratings of other users who share similar interests. Since CF is depending on the rating data, CF only can produce efficient recommendation when the rating data is sufficient. However, rating data suffer from the data sparsity problem because there are lots of items available but it is impossible for the user to provide ratings for most of the items.
CF can be classified into two categories: user-based and item-based approach [9] . In the user-based approach, a user will receive recommendations of items liked by similar users. In the item-based CF approach, a user will receive recommendations of items that are similar to those they preferred in the past. Pure CF take a matrix of given user-item ratings as the only input and typically produce the following types of output: (a) a prediction indication to what degree the current user will like or dislike a certain item and (b) a list of n recommended items. Such a top-N list should of course not contain items that the current user has already bought.
B. Single vs multi-criteria recommender systems
Traditionally, CF works on the two-dimensional matrix of users and items. In a typical user-item rating matrix, rows and column represent users and items accordingly. Users explicitly express their preferences through overall ratings (i.e. single criterion ratings) on the experienced items. The main task of RS is to recommend appropriate items to the users by estimating the suitability of unseen items based on the given overall ratings.
In comparison to single rating recommendation, multicriteria ratings will have n criteria and one overall rating. Fig. 1 and Fig. 2 show the different views when we plot single and multi-criteria rating using the same dataset. From Fig. 1 , we observe that User1 and User2 have strong similar preferences on all hotels. However when we consider Fig. 2 with multicriteria ratings of three aspects(R-Room, L-Location and CCleanliness), generally User1 is seen to be more similar with User5. From this visualization, we can see how multi-criteria rating can affect the preferences of the items.
Considering only overall ratings to make a prediction of unseen items for RS is very limited because the suitability of items for a user may depend on more than one criterion that user takes into consideration while rating an experienced item [10, 11, 12] . Therefore, it would be good to incorporate multiple ratings on various criteria of items for capturing user preferences efficiently and these efficient user preferences will be responsible for enhancing the accuracy of recommender systems [13, 12] . In multi-criteria recommender system (MCRS), users provide ratings to items corresponding to their multiple criteria separately. Therefore, it can be assumed that MCRS works on three-dimensional matrixes of users, items and criteria.
C. Aspect as multi-criteria recommendation
In recent years, a number of recommendation techniques that attempt to take advantage of such multi-criteria preference such aspects, have been proposed. Aspect is one of the valuable elements in the review that can be used to identify user preferences. Users usually placed different emphasis towards different aspects of the item they experienced. Therefore, the aspects element can be one of the components that can to improve prediction accuracy by suggesting more accurate recommendation based on users' preferences.
To the best of our knowledge, there are few works that incorporate user preferences from the reviews into Collaborative Filtering. [14] [15] and [16] employ review-based methods that analyze sentiment from the reviews directly. Most of the studies try to enhance the Collaborative Filtering (CF) performance by integrating Matrix Factorization (MF) with other techniques such as [17] . [18] and [7] use Tensor Factorization to learn user interest from reviews and understand users' preferences. [19] and [20] consider aspects from the reviews to infer the overall ratings. [7] extends [21] work to employ TF in calculating the aspect weight and rating predictions.
The models mentioned above have made great contributions to the modelling of user review information in recommendation tasks. However, the dominant problem of most existing review-based methods is that they do not consider user preferences in the learning processes so that they are unable to predict user opinions on new items. Therefore, this research will consider the multi-criteria rating using aspect ratings and other available criteria such as contextual information as another important factor that may affect users' final decision. In addition, this research will assist the recommender system by providing more freedom to integrate useful information by combining a variety of different type of elements into recommendation process. The first phase works on the pre-processing of raw data to be organized accordingly to the standard data. Data filtering and cleaning are done by removing invalid users such as users with 63486 reviews and unregistered users. Filtered data is reduced more or less half of the original data as shown in Table  II. In the second phase, we implement Multi-Aspect tensor factorization approach using HOSVD with multi-dimensional array to estimate the aspect weights. Multi-Aspect Tensor Factorization (MATF) Model is based on a tensor factorization algorithm used to compute aspect weights. Weightage of each aspect is necessary to consider the preference on individual aspects for more accurate rating prediction. We adopt tensor factorization approach to learn the weights of the user preferences over various aspect of a hotel.
The multi-aspect dataset is considered in a tensor with 3 dimensions for the user(u), hotel(h) and ratings(r), where r referred to ratings for each aspect. Factorization can be computed in several ways such as HOSVD model and CANDECOMP/PARAFAC(CP) model which are the most widely used mode l [7] Matricization of CP is done by executing (1):
In this study, we use HOSVD decomposition approach, which can effectively decompose a tensor into a core tensor multiplied by a matrix along each mode.
In the third phase, we employ SVD for rating prediction by utilizing aspect rating and aspect weight and finally the results are presented as the list of Top-N recommendation. To make prediction for users rating on new items, we perform matrix completion using singular value decomposition (SVD) for each sub-matrices produced in the earlier phase. SVD is used to factorize matrix A: A= V V T . The original document vectors are reduced into n-dimensional vectors.
IV. EXPERIMENT
This section describes the statistical characteristics of the datasets, experimental settings and finally presents the experimental results. 
A. Dataset
The effectiveness of our proposed method is evaluated by conducting several experiments on TripAdvisor dataset that consists of the rating on multiple aspects provided by [22] .
In the dataset, the preference information on hotels was provided by users on eight pre-defined aspects namely Cleanliness, Location, Room, Service, Sleep Quality, Value, Business and Check-In. An overall rating that measures the final users' satisfactory also available in the dataset. Ratings were measured on a 5 scale starting from 1 for the lowest preference to 5 which is the highest preference. Table I shows the sample available data from the dataset.
For the evaluation of the proposed method, the dataset is divided into 90% for training and 10% for testing. To reduce the error caused by the missing aspects ratings, and to evaluate the proposed method with more effective results, we filter the dataset based on these conditions: remove all unregistered users and invalid users, and remove reviews which any of seven aspect ratings was missing. We also take out both Business and Check-In aspects because of too many missing rating values. Table II shows the detail description of the dataset after the filtering processes.
Even though there are 1229304 and 286200 reviews respectively in the original and filtered dataset, however, if compared with the number of users and hotels, the sparsity rate is still high. The sparsity is measured using (2):
In order to achieve different sparsity levels, we filter the available data based on the condition setting in Table III . Fro this settings, highest sparsity data contains more reviews, and the lowest sparsity levels have fewer reviews.
To show the strength of correlations between ratings of the six aspects and the overall ratings, we conduct basic statistics as presented in Table IV and Table V . As seen from the correlations values, the overall rating has a strong relationship with Room and less with Location aspects. Location seems to be escalated from all aspects because of quite obvious different correlations values with others. 
B. Evaluation Metrics
Root Mean Squared Error (RMSE) is used to measure the inconsistency between the predicted ratings and the actual ratings. RMSE is one of the common statistical accuracy metric used for recommendation algorithm such as Collaborative Filtering. RMSE is measured using (3).
Where rij is the actual rating, pij is the predicted ratings and n is the total number of test sample set T. RMSE metric measure how much our predicted rating differs from the true rating. A lower value of RMSE indicates a more accurate prediction.
(3)
C. Experimental Results
Experiments were carried out in order to answer these research questions: (a) which sparsity level leads to the best predictive accuracy for multi-aspects RS? (b) How does the proposed algorithm perform, when compared to a singlecriteria CF algorithm as well as to other state-of-the-art CF techniques based on matrix factorization.
In order to start measuring the recommendation quality of the proposed algorithm in terms of the sparsity response, we first divide the dataset into four (4) different sparsity level. These divided data consists of 99%, 96%, 91% and 87% sparsity rate retrieved using the available data from the dataset. Fig 1 shows the RMSE for overall ratings with different sparsity levels. This experiment is conducted to show how the sparsity effects the performance MATF compared to the stateof-the-art CF technique based on matrix factorization. The use of overall rating is just to get an idea of the sparsity response to the algorithm. Based on the experimental result shown in Fig.1 , we observed that the higher sparsity levels, the better the accuracy results. Sparsity level at 99.9% yields the best overall performance with the lowest RMSE compared to the others. The result posits that the proposed algorithm has the best performance in adapting to data sparsity compared to the other algorithms. Therefore, we decide to choose data from the sparsity levels of 99.9% for the next step in the algorithm.
This situation may be due to the improved quality of training because 99% sparsity is actually had more reviews, users and hotels compared to other sparsity levels.
We then explore the performance of the algorithms on each of the aspect rating prediction. We conducted experiments on the proposed method and all baseline algorithm for all available aspects with different sparsity levels separately. We can observe from the plot in Fig. 4 that, MATF achieved the best accuracy with the lowest value of RMSE for all aspects when the sparsity at the highest levels. We compare with RMSE results for 96%, 91% and 87% sparsity rate for all aspects as shown respectively in Fig 5, Fig. 6, Fig 7 and Fig 8. Based on the findings from Fig. 4 , the result for overall rating shows the best accuracy for the high sparsity levels of 99.9% and 96% but the lowest accuracy for 91% and 87% respectively. For 99% sparsity levels also shows the best accuracy in all aspects. But for other sparsity levels, the plots are inconsistent for all aspects including the overall rating. We aware that this situation may cause by the selection of data done in the data filtering processes as mention in the dataset sparsity settings. In order to achieve the percentage of different sparsity levels, we removed the users with certain numbers of reviews as shown in Table III . This action has given the impact on the number of available users that share same preferences. There are many users share preferences in data with 99% sparsity but less for the 87% sparsity. Therefore, we should improve the way we processed the data to achieve the different sparsity levels.
Sparsity levels do affect the performance of recommender systems. Additionally, the selection and organization of data for the training and testing purposes also important and must be determined properly.
V. CONCLUSION
We have shown that rating on multiple aspects can improve the accuracy of collaborative filtering recommendation. We explore a variety of different sparsity levels of the data with multiple aspects ratings and produce comparative results for various well-known existing techniques base on single and multiple ratings. The experimental results also show the proposed method outperformed other methods in terms of prediction accuracy in both the overall rating prediction and aspects-preferences prediction. The outcome from the results reported in this paper will be used as the benchmark on our next research stage to focus on the weights of the aspects so that we could perform more personalized RS. . RMSE for sparsity levels 99% for all aspects using different algorithm Fig. 6 . RMSE for sparsity level 96% for all aspect using different algorithm. Fig. 7 . RMSE for sparsity level 91% for all aspect using different algorithm. Fig. 8 . RMSE for sparsity level 87% for all aspects using different algorithm.
