A simulation of a turbulent flow was then conducted, and these data as well as a discussion of the code will be presented in this paper. Though the overall goal of this work is an in-depth examination of the quality and type of information that can be extracted from such a simulation, the purpose of this paper is to document the basic simulation.
The simulation results will be compared with experimental mean measurements as well as previous DFS results.
The increased resolution of this work over previous DFS resulted in an improvement in the prediction of the Nusselt number; it was sufficiently close to experimental results to suggest that in addition to a good prediction of the large-scale flow, the small-scale features are accurately represented.
Grotzbach discusses this connection extensively [7, 8] .
Comparisons with experimental data which are more dependent on the small scale components of the flow will also be presented to justify further this conclusion.
II. RAYLEIGH-BENARD PROBLEM
The Rayleigh-Benard problem is a simple geometry, laboratory-type problem used to study natural convection ( Figure I ). Chandrasekhar [9] The temperature and pressure in Equations (la,b,c) are the difference between the actual temperature, Ta, and pressure, Pa' and the values due to the static temperature gradient only. These are defined as follows:
T (x,t)= T -x3 + T(x,t) Figure 2 . A line with slope, B--_ -= Nu, is drawn in this figure.
From this one can estimate the conductive layer thickness, _ . This will be used later in a more extensive examination of C the temperature data near the wall.
In Figures  3 and 4 , the vertical dependence of the velocity and temperature RMS values are compared to the simulation of Grotzbaeh [7] and the measurements of Deardorff and Willis [13] (slightly larger Ra). In Table 1 In Figure 6 , the several terms in the horizontally averaged kinetic give three examples. In Figure 7 the absolute value of each of the three components of vorticity is shown. As expected, the x and y components are large near the wall due to the creation there of a boundary layer by the large eddies. Near the center the flow is more isotropic. The ratio of the volume average of the horizontal to vertical vorticity was 5.0 and 4.3 for the x and y directions, respectively. This is higher by a factor of 2 than in the previous DFS by Eidson [19] . Figure  8 shows Figure 9 .
For the horizontal components, these approach 3 in the core, a value which is similar to that in channel flow turbulence away from the wall [21] . The larger flatness factor near the wall suggests that the flow is more intermittent in this region. Figure 2 ) and its vertical derivative ( Figure 18) show good agreement with Carroll's data. The higher order statistics give a variation with z which is similar to the experimental results although the magnitudes differ in some cases.
In Table I However, the experiments show a return to negative skewness in the core.
The final comparison is for the temperature gradient versus Nu*z near the wall (Figure 18 ). Various power laws have been hypothesized which predict a linear slope for the data plotted in log-log form.
Carroll [14] , Businger Some of the features that we have observed in this calculation were also found in a reference pointed out to us by a referee [26] . However, we have not yet performed a detailed comparison with this data.
V°CONCLUDING REMARKS
From the comparison with the gross properties of the experimental data, it can be concluded that the completed computer simulation is a reasonably accurate realization of a turbulent flow even down to the dissipation scales.
Moreover, the detailed database has enabled us to identify a feature in the skewness of the vertical temperature derivative which has been overlooked in the experiment due to data scatter. The three-dimensional, incompressible Navier-Stokes and energy equations with the Bousines~assumption have been directly simulated at a Rayleigh number of 3.8 x 10 and a Prandtl number of 0.76. In the vertical direction, wall boundaries were used and in the horizontal, periodic boundary conditions were used. A spectral/finite difference numerical method was used to simulate the flow.
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The flow at these conditions is turbulent and a sufficiently fine mesh was used to capture all relevant flow scales.
The results of the simulation are compared to experimental data to justify the conclusion that the small scale motion is adequately resolved. 
