Gaussian Mixture Models (GMMs) are used for model-based clustering in a variety of applications. In this paper, we study two practically important but relatively less explored cases of fitting GMMs (1) when there is misspecification and (2) on high-dimensional data. Our empirical analyses reveal limitations of likelihood based model selection in both Expectation Maximization (EM) and Gradient Descent (GD) based inference methods. We design new KL divergence based model selection criteria and GD-based inference methods that use the criteria in fitting GMM on low-and high-dimensional data as well as for selecting the number of clusters. Our experiments on simulated and real datasets show the superiority of our approach over state-of-theart methods for clustering 1 .
Introduction
Mixture models are a principled statistical approach to clustering heterogeneous collections of data. Gaussian Mixture Models (GMM) have been studied and used extensively for clustering in statistics and machine learning. Fitting a GMM to the observed data entails solving two problems: (1) Model Selection: choosing the number of components (clusters), and (2) Parameter Inference: estimating the mean, covariance and weight of each Gaussian component. Standard frequentist approaches to solving both the problems are based on the likelihood.
Model selection criteria such as Bayesian Information Criterion (BIC) and Akaike Information Criterion (AIC) are based on likelihood. Parameter estimation by maximizing the likelihood is non-trivial due to the non-convexity 1 Code available at https://bitbucket.org/cdal/sia/ of GMM likelihood. Expectation Maximization (EM) (Dempster et al, 1977) and its variants are widely used to obtain approximate Maximum Likelihood Estimates (MLE) (McLachlan and Krishnan, 2007) . Theoretical properties of MLE and EM remain active areas of research (Azizyan et al, 2013; Jin et al, 2016; Balakrishnan et al, 2017; Heinrich et al, 2018) .
In this paper, we study two practically important but relatively less studied cases of misspecified models and highdimensional data. Previous works assume that the true component distribution is Gaussian; this is not true in practice and in such conditions MLE iterates do not converge to the true model (White, 1982) . The other case where EM fails is for high-dimensional data, where in the E-step inversion of a matrix that is typically not full-rank is required and there are singularities in the parameter manifolds (Amari et al, 2006) . Computational difficulties also arise due to quadratic increase in covariance matrix parameters. To address these problems variable selection methods (Fop et al, 2018) and subspace methods that reduce the number of parameters by imposing constraints on the covariance structure (Bouveyron and Brunet-Saumard, 2014) have been developed; but they fail in high dimensional (p n) cases (Kasa et al, 2019) . Further, in high dimensions likelihood-based criteria cannot be used for model selection (Giraud, 2014) .
In this paper we empirically analyze misspecified models and find that likelihood based criteria for model selection lead to selection of sub-optimal models with poor clustering performance (measured by the Adjusted Rand Index). To address this problem, we design a new criterion based on KL-divergence between the components of a fitted GMM, that penalizes clusterings with high overlap in the components. This criterion is used along with likelihood as an objective function for GMM parameter estimation and, with modifications, for clustering highdimensional data. A suitable variant, called Maximum absolute Pairwise difference between KL divergence (MPKL) is designed for model selection in high dimensions.
Our algorithms use Gradient Descent (GD) based inference and leverage Automatic Differentiation (AD) tools, that are surprisingly under-utilized for parameter inference of GMM (and other complex statistical models). AD-based tools obviate the need to derive closed-form expressions of gradients and can be used to implement both first and second order optimization methods -that also aids traditional likelihood-based GMM inference. Moreover, through the use of AD, the entire suite of optimization algorithms (e.g., SGD, Adam) and programming frameworks (e.g., Pytorch, Tensorflow) that have powered the deep learning revolution becomes available for efficient parameter inference of mixture models.
In fact, in likelihood-based inference itself our experiments show that AD-based GD outperforms EM for both cases of misspecification and high-dimensional data. This, to our knowledge, has not been reported earlier. Using our criterion for inference -we call this algorithm Sequential Initialization Algorithm (SIA) -improves clustering performance further. For high-dimensional data, AD-based GD leads to only one of the components dominating the final clustering. We illustrate this problem and show that it can be addressed with our modified KL-divergence based criterion to further improve clustering performance. We call this algorithm SIA-HD. To summarize, our contributions in this paper are as follows:
• We empirically investigate the robustness to random initialization for mixture models (both misspecified and non-misspecified) in terms of clustering performance. We find that: -When there is no misspecification, EM outperforms AD-based GD inference. -For misspeicified models, AD-based GD inference outperforms EM. • Our empirical analysis shows that:
-Likelihood-based model selection criteria may yield sub-optimal clusterings with EM and GD based inference in misspecified GMMs. -For high-dimensional data, where EM fails, AD-based GD leads to dominating components in the fitted GMM that deteriorates clustering performance. • We design a new KL divergence based criterion that is used as a penalization term in the objective function in our AD-based GD inference (called SIA) to fit a GMM. • We also derive suitable modifications of this criterion that can be used for parameter inference (SIA-HD) and model selection (MPKL) for GMM with highdimensional data. • Our experiments on simulated datasets show that: (1) SIA outperforms both AD-based GD and EM in the case of misspecification, (2) SIA-HD outperforms state-ofthe-art GD and EM-based methods on high-dimensional data and (3) MPKL outperforms BIC in model selection. • A case study on lung cancer patient subtyping also illustrates the advantages of SIA-HD over state-of-the-art clustering methods for high-dimensional data.
Background and Related Work
Consider n independent and identically distributed (iid) instances of p-dimensional data, x = [x ij ] n×p where i denotes the observation, and j denotes the dimension. A Kcomponent mixture model is given by
where θ k and π k are the parameters and weight of the k-th mixture component, f k , respectively. In a GMM, each individual component f k is modeled using a multivariate Gaussian distribution N (µ k , Σ k ) where µ k and Σ k are its mean and covariance respectively. We denote by θ the complete set of parameters comprising the mean vectors, covariance matrices and weights of all components. Appendix C has a list of symbols used in the paper for reference.
Maximum Likelihood Estimation (MLE) aims to find parameter estimatesθ = arg max θ∈Θ f (θ) where Θ denotes the overall parameter space. The problems of degeneracy and singularities plague MLE in mixture models, particularly in high dimensions. Degeneracy occurs because one can always assign a single datapoint to a cluster, the variance of this component can be made as small possible (Pan and Shen, 2007) . Penalization based approaches to address this problem have been proposed in (Pan and Shen, 2007; Bhattacharya and McNicholas, 2014) . Singularities in the parameter space lead to non-identifiability of parameters due to degeneracy of the Fisher information matrix (Amari et al, 2006) . See Appendix A for more details.
Model misspecification. Following (White, 1982) , if the observed data are n iid samples from f (X, θ * ) and the fitted model has the same functional form f (.), then the model is said to be correctly specified. Otherwise, the model is said to be misspecified. It can be shown that, with no misspecification, MLE estimate has the best empirical likelihood among all possible estimates in large samplesizes. However, when the model is misspecified standard MLE techniques are inconsistent with respect to the true parameter (White, 1982) . Recent theoretical results on misspecification in EM-based inference (Tarpey et al, 2008; Dwivedi et al, 2018) do not develop algorithmic solutions to address the problem. See Appendix D for more details.
Misspecification cannot be easily identified for mixture models. White (1982) suggests some tests for detecting misspecification. However, the assumptions in these tests are violated due to non-identifiability of mixture parameters (Bishop, 2006) and in data with near-perfect symmetry (Robert and Casella, 2010) . Note that the notion of misspecification is moot in high dimensions because it is not statistically possible to establish that the datapoints are sampled from any given distribution. E.g., consider two points sampled from a 3-dimensional 2-component mixture model. No statistical test can uniquely establish that these sampled datapoints are from any distribution.
Model Selection. Broadly there are two types of model selection methods: (a) Criterion-based methods, e.g., AIC or BIC, typically favor parsimony in modeling by penalizing overfitting and are easy to implement. Likelihood based criteria are based on asymptotic normality and hence cannot be used in high-dimensions where n p (Amari et al, 2006; Giraud, 2014) . In high dimensions, it has been observed that BIC tends to underestimate the number of components whereas AIC overestimates the number of components (Melnykov et al, 2010) . AIC assumes that there is no misspecification and for misspecified models, Takeuchi Information Criterion (Takeuchi, 1976) has been proposed. that assumes large sample sizes which makes it unsuitable when n p. (b) Test-based methods such as Likelihood Ratio Test and bootstrapping, favor complex models but are computationally expensive (Feng and McCulloch, 1996) .
Expectation Maximization. EM avoids singularities in low-dimensions when the clusters are well separated (Park and Ozeki, 2009 ). In high dimensions (HD), inference is difficult as the number of parameters grows quadratically with the dimension. In the E-step, the weighted sample covariance matrix has to be inverted (to compute the normal density) to calculate the conditional probability of the cluster indicator variable (z nk ):
In HD, this matrix does not usually have a full rank, because the rank of p × p covariance matrix XX T is min(n, p) = n. This is another reason why EM fails in HD. See (Bouveyron and Brunet-Saumard, 2014) for a review on clustering of high-dimensional data.
Broadly, two categories of EM-based approaches have been developed for high-dimensional data: Subspace Clustering methods cluster data and simultaneously attempt to reduce locally each cluster's dimensionality. Mixture of factor analyzers (MFA) (Ghahramani et al, 1996; McLachlan et al, 2003) addresses the problem of overparameterization by constrained covariance structures through a family of parsimonious Gaussian mixture models (PGMMs; McNicholas and Murphy, 2008; McNicholas et al, 2010) : MixGlasso (Städler et al, 2017) . A new algorithm for high-dimensional GMMs, CHIME (Cai et al, 2019) , uses a modified E-step that obviates the need to compute the inverse of the covariance matrix. However, it assumes equicovariance in all clusters, and this modified E-step requires solving an expensive quadratic optimization problem.
Gradient Descent and Autograd. It has been shown that EM is a special case of Gradient Descent (GD) (Xu and Jordan, 1996) . Use of AD tools as black-box gradient-based solvers overcomes the difficulty of evaluating closed form expressions for the gradients which are intractable in complex models. We refer the reader to (Baydin et al, 2018) for a survey on AD and to Appendix B for a brief description.
Since we will use AD-based GD for our algorithms later, we outline how AD can solve the same problems that EM elegantly solves to obtain the MLE of GMMs (Salakhutdinov et al, 2003) : (1) Intractability of evaluating the closedforms of the derivatives, (2) Ensuring positive definiteness (PD) of the covariance estimatesΣ k , and (3) Ensuring the constraint on the component weights ( kπ k = 1 ).
Problem 1 is solved inherently because we do not need to express the gradients in closed form to use AD. Further, we can also evaluate the second-order Hessian matrix using AD, that enables us to use methods that converge faster.
To tackle Problem 2, instead of gradients with respect to Σ k , we compute the gradients with respect to U k , where Σ k = U k U T k . We first initialize U k as identity matrices. Thereafter, we keep adding the gradients to the previous estimates ofÛ t+1 k , i.e.
where α is the learning rate. If the gradients are evaluated with respect to Σ g directly, there is no guarantee that
will still remain PD. However, if the gradients are evaluated with respect to U k , by constructionΣ t+1 k will always remains PD. Cholesky decomposition for reparameterizing Σ k can also be used. In the case of MFA models, there is no need to factorize Σ k as the model ensures PD covariance matrix estimates.
Problem 3 is solved by using the log-sum-exp trick (Robert, 2014) . We start with unbounded α k as the log-proportions: log π k = α k − log( i e αi ). We need not impose any constraints on α g as the final computation of π g automatically leads to normalization, because π k = α k i e α i . Therefore, we reparametrize a constrained optimization problem into an unconstrained one (without using Lagrange multipliers) and we can updateπ k as follows: 
Misspecification and High Dimensions
In this section we illustrate the problems that arise from (1) fitting misspecified models and (2) high-dimensional data in both EM and AD-based methods.
Low-dimensional misspecified models
Consider the 3-component, 2-dimensional pinwheel dataset (i.e. warped GMM) (Johnson et al, 2016; Lin et al, 2018) (having 300 samples). We fit a GMM using two different inference techniques: EM and Second-Order Gradient Descent (SOGD), through AD. We run both the algorithms using 100 random initialzations and the same stopping criterion (convergence threshold 1e − 5). For EM, for these 100 different initializations, there are predominately four different output clustering states as shown in fig. 1 . We observe that the best (highest) ARI is for the 3rd clustering while the best (lowest) AIC value is for the 4th clustering. Fig. 2 shows the clusterings obtained through SOGD. Here, too, the best ARI (1st clustering) and best AIC (4th clustering) do not match. The key problem that in fitting misspecified models is that likelihood-based criterion (AIC/BIC) tend to select sub-optimal models, i.e., models which have poor clustering performance measured in terms of Adjusted Rand Index (ARI).
High Dimensional Data
For high-dimensional data, EM-based methods fail due to the reasons described earlier. We observe that using ADbased methods to maximize the likelihood leads to only one component 'dominating' the final clustering. The final dominating component depends on the initialization. In our experiments, we have noticed that in low dimensions, this problem does not arise when initialized with k-means. This is a well-known phenomenon that happens because the likelihood is unbounded, and, in this case, increases by fitting the covariance matrix of a component on just one datapoint (Bishop, 2006; Kim and Seo, 2014) . Intuitively, the likelihood of a GMM can increase by (a) decreasing the variance over a single datapoint or (b) extending a better fit over a large number of points. In low dimensions, if the initialization is reasonable (e.g. outliers are not given a single cluster), the optimization algorithm chooses (b) over (a) because to decrease the variance over a single point, a component has to 'let go' of many datapoints, i.e., the algorithm has to cross multiple local optima in between. In high dimensions, the datapoints are sparsely scattered and there are few datapoints to let go of; hence the optimization algorithm chooses (a) over (b), i.e., fits a cluster over a single datapoint by decreasing the variance of the component and simultaneously increasing its component weight π k .
In high dimensions, visualization is not possible, so we examine the determinants of covariance matrices. We illustrate this dominating component phenomenon using the SCADI dataset (Zarchi et al, 2018) containing 206 features and 70 observations. We fit the MFA model using AD on this dataset and find that a single cluster is obtained comprising all the 70 datapoints. Fig. 4 (a) illustrates this over multiple iterations: soon after initialization, the variance of one of the components increases to capture all the near-by points and then, the variance of this particular component is reduced while at the same time the corresponding component weight is increased, to maximize the likelihood.
Robustness to initialization
In this subsection, we take a brief detour and compare the robustness to initialization of GD-based inference and EM on pure GMM data as well as non-GMM (misspecified)
data. We do so by simulating test datasets as described below and running both the algorithms with matched settings with respect to random initialization, number of iterations (maximum of 100 iterations) and convergence threshold blue(1e-5). Both the methods are run on each dataset with 30 random initializations.
Pure GMM data : We simulated 36 (6 X 6) different GMM datasets by varying the means and covariance matrices for 3 component mixture models using scikit-learn package in Python. This is to test most possible combinations -from well-separated clusters to highly overlapping clusters. The GMM parameters are varied as follows:
• First, a 2 × 1 vector v i and a 2 × 2 matrix Z i for each of these 3 components is chosen randomly.
• The mean vector of the i th component is obtained by multiplying v i by a factor k µ . This factor k µ is varied from 0.25 to 1.5 in steps of 0.25, i.e., the factor k µ takes one of the six values in {0.25, 0.5, 0.75, 1, 1.25, 1.5}.
• The Z i vector is added to the 2 × 2 Identity matrix I (This step ensures the PD of the covariance matrix that is computed in the later steps).
• We multiply the matrix Z i + I by k Σ to obtain U i . The scaling factor k Σ is varied from 0.05 to 0.65 in steps of 0.1, i.e., the scaling factor takes one of the six values in {0.05, 0.15, 0.25, 0.35, 0.45, 0.55}. The covariance matrix of the i t h component is
By choosing different values of k µ and k Σ , we simulate 36 (6x6) GMM parameters with varying cluster separation. For each these 36 GMM parameters, we simulate 30 different datasets.
Misspecified datasets: :
The pinwheel dataset is characterized by two parametersa tangential component and a radial component. We simulated 36 (6 X 6) different pinwheel datasets by varying the radial and tangential components for 3 component mixture models using Autograd package in Python. This is to test most possible combinations -clusters with tails to warped mixtures as shown in figure 3 . The parameters of pinwheel datasets are chosen as follows:
• 
Results
From tables 1 and 2, we observe:
• When there is no misspecification, EM outperforms AD-based GD inference.
• For misspecified models, AD-based GD inference outperforms EM.
The mathematical intuition behind these results is as follows: In EM, the E-step and M-step can be thought of a set of simultaneous equations. At convergence, given the mean and covariance parameters, mixture weights can be determined automatically (EM assumes that the data is sampled from a GMM), i.e., mixture weights are not free estimates at convergence. However, in GD based methods, all the parameters (including the mixture weights) are free parameters at every iteration, i.e., no constraint is imposed on satisfying simultaaneous equations; hence, in misspecified models, GD based inference gives a better clustering performance. EM estimates converge quickly because it performs optimization over a constrained parameter space by utilizing the structure of the model; this computational speed comes at a cost -its clustering performance deteriorates when there is misspecification.
Our Algorithms
As illustrated earlier, likelihood-based criteria do not always select the optimal clustering for misspecified models.
To address this problem we design a new model selection criterion based on the Kullback Leibler (KL) divergence between Gaussian distributions. Our algorithm, called Sequential Initialization Algorithm (SIA), uses this criterion within its objective function and through AD-based Gradient Descent fits a GMM to obtain the final clustering.
The KL-divergence between two multivariate Gaussian distributions, N (µ 1 , Σ 1 ), N (µ 2 , Σ 2 ), is given by
As seen above KL-divergence is not symmetric about Σ 1 and Σ 2 . If there is an order of magnitude difference in the covariance matrices Σ 1 and Σ 2 , it can detected through the values of KL (N (µ 1 , Σ 1 ), N (µ 2 , Σ 2 )) and KL (N (µ 2 , Σ 2 ), N (µ 1 , Σ 1 )) -the difference in their values is primarily contributed by the difference between the terms (µ 2 −µ 1 ) T Σ −1 2 (µ 2 −µ 1 ) and (µ 2 −µ 1 ) T Σ −1 1 (µ 2 − µ 1 ), and tr{Σ −1 2 Σ 1 } and tr{Σ −1 1 Σ 2 }. Thus the difference in these two KL divergence values provides signal about the overlap or asymmetry of the two Gaussians. To gener- alize this notion to a K-component GMM, we define two combinatorial KL divergences -KLF (forward) and KLB (backward) as follows:
Well separated clusters typically have equal and lower values of KLF and KLB. We denote both the values by KLDivs = {KLF, KLB}. We note that these two sums (KLF + KLB) together give the sum of Jeffrey's divergence between all components.
For example, for a 3 component GMM,
In the clustering shown in state 3 in fig. 2 , we can visually see that cluster separation is poor. The KLF and KLB values are found to be unequal: KLDivs = {258,494}. In the following sections we use the combinatorial KL divergence to design our clustering algorithms.
SIA. SIA consists of two steps. In the first step of SIA, we use likelihood L as the objective and run AD-based (first or second order) Gradient Descent to fit a GMM. Typically, the output at the end of first step will have unequal KLdivergences for misspecified models. We take these parameters at the end of the first step to initialize the algorithm in second step. In the second step we modify the objective function to:
Notice that the weights (−w 1 , −w 2 ) are negative. If we add positive weights GD will further shrink the smaller clusters. Negative weights lead to separation as well as clusters of similar volume. We can also view the negative weights as regularization terms to prevent overfitting. After the second optimization step the likelihood decreases but the KL-divergence values, KLF and KLB, come closer. Thus by trading off likelihood for better cluster separation SIA achieves better clustering performance. In each case, we observe the difference in the clustering after the first and second steps of SIA. Note that after the second step, compared to the clustering after step 1, the likelihood decreases, both the KLF and KLB values decrease, the ARI increases, and the clusters appear to be better visually.
SIA-HD. The objective function M does not address the problem of dominating components in high dimensions. This is because it tends to increase the variance of the nondominating components to reduce KLF and KLB, as shown in fig. 4 (b) . To tackle this problem, we modify the objec-tive function to penalize very small covariance matrices. The penalty function h is:
The new objective function that is maximized is:
To distinguish between the low-dimensional and highdimensional cases, we call this algorithm SIA-HD. The complete algorithm is presented in Algorithm 1. Running SIA-HD on the SCADI dataset gives an ARI of 0.15 (compared to 0 for SIA and MFA); furthermore, there is no dominating component in the final clustering ( fig. 4 (c) ).
Model Section Criterion. We define the maximum absolute pairwise difference between KL divergence values (MPKL) for a K-component GMM as follows:
As discussed earlier, it is an indicator of how well the separation between clusters is. This can be used as a criterion for selecting the number of clusters. For a chosen range of number of clusters (2, . . . , L), we compute MPKL for each value and choose K that minimizes MPKL:
argmin K∈[2,...,L] M P KL Computational Complexity. The computational complexity is dominated by evaluating KLF and KLB which involves O(K 2 ) matrix inversion steps (O(p 3 )). Therefore, the overall computational complexity of all our algorithms (SIA,SIA-HD and model selection) is O(K 2 p 3 ).
Experimental Results
We empirically evaluate the clustering performance of our algorithm and model selection criterion on simulated and real datasets. We use Adjusted Rand Index (ARI) (Hubert and Arabie, 1985) to evaluate clustering performance where higher values indicate better clustering.
Simulations
Low-Dimensions: Here our aim is to evaluate clustering performance when there is model misspecification. To this end, we simulate 10 datasets from a 2dimensional mixture model with 3 Gaussian components, N ((λ, λ), I 2 ), N ((−λ, λ), I 2 ), N ((λ, −λ), I 2 ), where λ is a scaling factor which controls the cluster separation and Algorithm 1 SIA Input: Observed n datapoints (as n × p dimensional matrix X = (x1, x2, ..., xp)) and number of clusters K and tolerance γ for convergence Initialize:μ 0 i 's using K-Means or random initialization;Û 0 i 's as identity matrices;αi's using K-Means or random initialization;
Step I Objective:
argmax θ L(θ|X)
REPEAT: At every iteration t + 1,
Step II For Low Dimensional Data:
For High-Dimensional Data: Identify the dominating components based on the determinant of Σi's and formulate the penalty terms λ k 's accordingly. Set I 2 is a unit covariance matrix. We evaluate the performance for λ values {3, 4, 5}. We sample 100 datapoints from each of these 3 components. These sampled datapoints are cubed so none of the components is normally distributed. Now we fit a misspecified 3-component GMM using three different inference techniques -EM, Gradient Descent using AD tools (AD-GD) and our SIA algorithm.
High Dimensions: Following (Hoff, 2004 (Hoff, , 2005 Pan and Shen, 2007) , we simulate 10 datasets with 100 datapoints from a 2-component GMM, with 50 datapoints from each component. The dimensionality (p) values evaluated are {50, 100, 200}. Both the components have unit spherical covariance matrices but differ in their mean vectors. 90% of the dimensions of the mean vector are kept same (with value 0) across both the components and 10% of the dimen-sions of the mean vector differ (0 in one and 1 in the other cluster). Hence, for the purpose of clustering, only 10% of the dimensions are discriminating features and remaining 90% of the dimensions are noise features. We compare the performance of EM and AD-based GD methods (on both GMM and MFA) with that of SIA.
Model Selection in High Dimensions: We follow the approach used in (Hoff, 2004 (Hoff, , 2005 Pan and Shen, 2007; Wang and Zhu, 2008; Guo et al, 2010) Features Cluster-1 Cluster-2 Cluster-3 Cluster-4 1-5 N (0, 1) N (λ, 1) N (0, 1) N (0, 1) 5-10 N (0, 1) N (0, 1) N (λ, 1) N (0, 1) 10-15 N (0, 1) N (0, 1) N (0, 1) N (λ, 1) 15-50 N (0, 1) N (0, 1) N (0, 1) N (0, 1)
Results Table 4 shows the ARI obtained by SIA and baseline algorithms by fitting (misspecified) GMMs on low-dimensional datasets with varying cluster separation (λ). In all three cases, AD-GD outperforms EM and SIA outperforms AD-GD, with the improvement increasing with increasing cluster separation. Table 5 shows the ARI obtained by SIA-HD and baseline algorithms by fitting GMMs and MFA on high-dimensional datasets. EM fails in high dimensions while all the AD-GD based algorithms run to completion. SIA-HD outperforms AD-GD for both GMM and MFA. Table 6 shows that at very low cluster separation (λ = 1), both the criteria do not select 4 clusters. At moderate and high cluster separation (λ = 5, 10), BIC always underestimates the number of clusters to 3, which is consistent with previous findings on BIC (Melnykov et al, 2010 ). In contrast, MPKL identifies 4 clusters in 7 out of 10 times in moderate separation and 8 out of 10 times in high cluster separation.
Case Study: Lung Cancer Patient Subtyping
The LUSCRNA-seq data (Kandoth et al, 2013 ) is a preprocessed sample of gene expression and methylation data as well as selected clinical covariates such as gender, cigarette packs smoked per year, survival time, and survival status (206 attributes in total) for 130 patients with lung squamous cell carcinoma (LUSC) as available from The Cancer Genome Atlas (TCGA) database (Weinstein et al, 2013) .
The MPKL criterion identifies 2 clusters: # of clusters 2 3 4 MPKL 6.739 27.26 9.74
We compare the performance of SIA-HD using MFA with state-of-the-art model-based clustering algorithms HDDC (Bouveyron and Brunet-Saumard, 2014), VarSelLCM (Marbac and Sedki, 2017) and MixGlasso (Städler et al, 2017) . We use Gaussian mixture models (GMM) and Kmeans as additional baselines. For all the EM-based algorithms, 5 different K-Means initializations were used, where K-Means itself uses a random initialization. The result with the best BIC is reported. Table 7 shows the ARI obtained by all the methods. EM and HDDC fail to run. Among the other methods, SIA-HD achieves the best ARI. MixGlasso has the next best ARI. We evaluate the clusters obtained on by SIA-HD and Mix-Glasso, with respect to their clinical subtypes, in terms of survival probability. The survival probabilities are estimated using Kaplan-Meier method and the p-values are obtained by the log-rank test on the survival analysis based on the cluster memberships. Fig. 6 shows the survival curves obtained on clusters from SIA-HD and MixGlasso.
We observe that only SIA-HD yields significant clusters (p-value < 0.05) that are the least overlapping indicating a good separation of patient subtypes. Fig. 7 shows bivariate dependencies in the two clusters from SIA-HD, thereby illustrating its ability to find meaningful patterns. Each scatterplot shows pairwise dependencies and the univariate distribution (diagonal). The bivariate pattern between smoking and survival is distinctly different between the two clusters: in the cluster with higher survival probability patients tend to smoke less when they are older.
Conclusion
In this paper we designed a model selection criterion based on combinatorial KL divergences between pairwise distributions in a mixture model. Using this criterion we developed algorithms SIA, SIA-HD for clustering and MPKL for selecting the number of clusters. Experiments on simulations and real datsets demonstrate the efficacy of our methods in the practically important cases of misspecification and high dimensions. Our algorithms and experiments also illustrate the benefits of automatic differentiation (AD), that is well known but rarely used, for parameter inference in mixture models. SIA can be used for many families of mixture models (e.g., MFA and PGMM), as different constraints imposed by these models can be easily handled by AD. A limitation of SIA is that when cluster covariances are asymmetric in terms of their volume, its performance deteriorates. Future work can address this limitation and explore several extensions such as the use of our model selection criterion for other models. Theoretical properties such as convergence and sample complexity can be investigated.
If the symbolic form is not required and only numerical evaluation of derivatives is required, computations can be simplified by storing the values of intermediate subexpressions. Differentiation and simplification steps can be interleaved for further efficiency in computation. This is the underlying principle of AD that applies symbolic differentiation only for the elementary operations and stores intermediate numerical results to efficiently evaluate the main function.
To illustrate the problem, consider the following example: Iterations of the logistic map l n+1 = 4l n (1 − l n ), l 1 = x and the corresponding derivatives of l n with respect to x, illustrating expression swell. The table 8 clearly shows that the number of repetitive evaluations increase with n. 
A rudimentary solution to counter expression swell would be: for e.g.: x(1 − x) occurs many times in the derivative. So, while computing the dl dx say at x = 0.5, we can compute this value of x(1 − x) = 0.5 * 0.5 = 0.25 once and use it whenever we encounter. What AD does actually is that rather than first getting the expression of l n+1 entirely in terms of x and then differentiating, we can do the following: The derivative of l n+1 = 4l n (1 − l n ) can be found using the chain rule dln+1
The thing to note is that evaluating the AD way is computationally linear in n (because we add only one (1 − l n − l n ) for each increase by 1) whereas using the SD way is exponential (as evident in the table above). This linear time complexity is achieved due to carry-over of the derivatives at each step, rather than evaluating the derivative at the end and substituting the value of x. Also note the simplicity of the code for this evaluation: from a u t o g r a d i m p o r t g r a d d e f my func ( x , n ) : p = x y = x * ( 1 x ) f o r i i n r a n g e ( n ) : y = y * ( 1 y ) r e t u r n y g r a d f u n c = g r a d ( my func ) g r a d f u n c ( 0 . 5 , 4 ) Also, doing the differentiation using the SD way is suitable only when the function is expressed in a closed mathematical form such as polynomials, trigonometric functions, exponential functions, etc. However, if the function is a computer program with control structures such as for, if, while , we cannot use SD, as the function is not in a closed-form. In such cases only AD and ND are suitable.
We use toy problem to motivate the advantages of using AD tools vis−à−vis SD tools when the expressions to differ-entiate are complicated. Consider the following recursive expressions: l 0 = 1 1+e x , l 1 = 1 1+e l 0 , ....., l n = 1 1+e l n−1
We evaluate the derivative of l n wrt x and compare the runtime in Mathematica (SD) vs Python (AD) for various values of n. As n increases, it is expected that runtime also increases. However, it can be seen from the results in Table  9 that runtime increases linearly for Python (AD) whereas it increases exponentially for Mathematica (SD). 
C Symbols and Notation
Please refer table 10 for the details of symbols and notation used in the paper.
D Maximum Likelihood Estimation and Model Selection under misspecification
Maximum Likelihood Estimation (MLE) is a widely used frequentist approach for parameter inference. The aim is to find the best estimate of parametersθ from the overall parameter space Θ for the probability distribution f (X, θ) such that probability of observing the samples x 1 , . . . , x n from this distribution is maximized, i.e.,
When the observed data x 1 , . . . , x n are indeed n iid samples from f (X, θ * ) where θ * is the true set of parameters and the model being fit has the same functional form f (.), then model is said to be correctly specified or there is no misspecification. If the model being fit is some other probability distribution g, the model is said to be misspecified.
Estimates from MLE enjoy properties such as consistency and asymptotic normality, with inverse Hessian as the covariance matrix (LeCam, 1953; Wald, 1949) . It can be also be shown that, when there is no misspecification, MLE estimate has the best empirical likelihood among all possible estimates in large sample-sizes.
However, when the model is misspecified standard MLE techniques are inconsistent with respect to the true parameter (White, 1982) . In misspecified models, maximizing likelihood leads to quasi-Maximum Likelihood estimator (QMLE) with similar consistency and asymptotic normality properties as described earlier but with respect to a different parameter estimate (not the true parameters) ( Estimate of parameter a at the end of iteration t Table 10 : Symbols used in the paper 1982, Theorem 2.1). If the misspecified model that is being is fit is g whose paramaters are θ g , then under certain regularity conditions, QMLEθ
where Θ g is parameter space of the probability distribution g. Moreover, it has also been shown thatθ g → θ g * as n → ∞, where θ g * is the quantity that minimizes the KLdivergence
White suggests several tests for detecting misspecificationwhich rely on the key assumption that there is a unique parameter vector that maximizes the misspecified likelihood. There are two limitations of White's test:
• Most of these tests are asymptotic in nature and require large sample sizes.
• Assumption A3 of White : "KL(g, f ) has a unique minimizer in Θ g " -which is used to prove the consistency property of QMLE -is violated in mixture models due to non-identifiability of parameters because all the mixture components can be permutated K! times (Bishop, 2006) . Further, in data with nearperfect symmetry, this assumption is violated because more than one component will have the same weight (Robert and Casella, 2010) . E.g., consider data sampled from two equally weighted univariate Gaussians with µ 1 = 0 and µ 2 = 1 and both with σ = 1. Different initializations lead to one of these estimates (µ 1 , µ 2 ) = (0, 1) or (µ 1 , µ 2 ) = (1, 0). This leads to multiple different parameter estimates with the same likelihood.
Hence, it is not possible to apply these simple tests for detecting misspecification before inference.
Model Selection Predominately there are two types of model selection methods -a) Criterion based methods and b) Testing based methods. Criterion based methods, such as AIC (Akaike Information Criterion) or BIC (Bayesian Information Criterion), typically favor parsimony in modeling (i.e. they have a term that penalizes overfitting in the model) and are easy to implement. It has been pointed out that MLE based criteria such as AIC/BIC are based on asymptotic normality, hence cannot be used for model selection in high-dimensions where n << p (Amari et al, 2006; Akaho and Kappen, 2000; Giraud, 2014) . Moreover, in high dimensions, it has been observed that BIC tends to underestimate the number of components whereas AIC overestimates the number of components (Melnykov et al, 2010) . Kass and Raftery (1995) suggests, without a theoretical basis, that difference between BIC values should be greater than at least 10 to reliably choose one model over the other. All these drawbacks of criterion based methods make them unsuitable for high-dimensional model selection. Testing based methods, which involve Likelihood Ra-tio Test (LRT) and bootstrapping, favor sophisticated models but are time-consuming to implement (Feng and Mc-Culloch, 1996) . AIC assumes that there is no misspecification which is usually not the case in high dimensions.
For misspecified models, a generalization of AIC called Takeuchi Information Criterion (TIC) (Takeuchi, 1976) has been proposed. Let f be the actual density from which X is sampled. Let g be the misspecified model that is being fit. The TIC is defined as:
where,Ĵ = − 1 n n i=1 ∂ 2 log g(xi,θ) ∂θ∂θ andV = 1 n n i=1
∂ log g(xi,θ) ∂θ ∂ log g(xi,θ) ∂θ
When there is no misspecification, J = V due to the information-matrix equality, implying that T IC = AIC = 2L(θ) + 2|θ| 0 where |θ| 0 is the zero-norm indicating the number of elements in θ. Nevertheless, in the derivation of TIC, there is an assumption of large sample sizes which makes it unsuitable when n << p.
Compared to the literature on mixture models, prior literature on the properties of misspecified mixture models is scant. Tarpey et al (2008) investigates the effects of fitting a GMM using EM on population data where there are no mixtures to begin with. They also introduce a population-based EM for misspecified models where the misspecified population density g(x, .) needs to be specified apriori. This work is pertinent to the clinical trials and health care community where, artificially fitting clusters/mixtures in sample data may lead to unintended consequences. Dwivedi et al (2018) , one of the first works to study the theoretical guarantees of misspecified models, analyze the theoretical behavior of EM algoirithm under mis-specification of the number of components; in particular, they study the bias and convergence rates of EM in univariate mixtures. Another recent work on misspecification of number of clusters in the Bayesian approach is by Cai et al (2017) where the authors show using experimental results that while fitting mixture model with an unknown number of components, there are severe inconsistencies while estimating the number of components using posterior distribution. Our work is complementary to all these previous works in the sense we move away from EM to a general GD based approach for inference and show its superior performance.
