Annals of Economic and Social Measurement, Volume 5, number 4 by Forrest D. Nelson
This PDF is a selection from an out-of-print volume from the National
Bureau of Economic Research




Publication Date: October 1976
Chapter Title: On a General Computer Algorithm for the Analysis of Models
with Limited Dependent Variables
Chapter Author: Forrest D. Nelson
Chapter URL: http://www.nber.org/chapters/c10492
Chapter pages in book: (p. 493 - 509)Annals of Ecoizomic and Social Measureme,,t, 5/4, 197(
ON A GENERAL COMPUTER ALGORITHM FOR THE
ANALYSIS OF MODELS WITH LIMITED
1)EPENDENT VARIAI3LES
y Foiasi' D. NFLSON*
Several econometric models/or the analysis of relationships with limited dependent variable.c have been
proposed including the probi. Tobit, IWO -limit pro hit, ordered discrete, and friction models. Widespread
application of these methods has been hampered by the lack of suitable computer programs. ilzis paper
proeides a concise survey of the various models; suggests a generalfunctionul model under which they
may be formulated and analyzed; reviews the analytic problems and the similarities and dissimilarities of
the models; and outlines the appropriate and necessar methods of analysis including, but not limited to,
estimation. it is thus intended to serve as a guide for users of the various models, for the preparation of
suitable computer pro grains, for the users of those programs; and, moore specifically, for the users of the
program package utilizing the functional model as implemented on the NLtER TROLL sy.c:en!.
I NTRODU('TION
Economic relationships involving limited dependent variables arc receiving wide-
spread attention in the Econometrics literature. Much of the discussion has
focused on methodology with only scattered application to real problems, the one
exception being the qualitative variable problem frequently treated with logit and
probit analysis. Since potential applications for these models abound, it is likely
that the scarcity of computer programs and their limited dissemination is partly
responsible for the infrequency of empirical studies using them. In turn, useable
computer routines may be scarce because the models though similar in many
respects are dissimilar enough so as to seem to require a separate algorithm for
each model.
The purpose o this note is to suggest a general functional model which is
readily adaptable to computer coding and flexible enough to fit a wide variety of
limited dependent variable problems.' It should be emphasized that the model
presented here is functional as opposed to theoretical. That is, it is not advocated
as the structuralmodel underlying any limited dependent variable relationship.
Rather we suggest that many of the theoretical relationships may be reformulated
to fit this functional model so that a single computer program mayhe used to
analyze all of them.
The terminology "limited dependent variable" is usedhere to denote vari-
ables endogenous to some underlying economicrelationship which are not
continuously measurable (or observable) over the entire real lineeither directly or
even after some transformation such aslogarithms. Thus it applies to discrete
(ordinal) variables, qualitative (non-ordinal) variables and tovariables subject to
threshold constraints such as non-negativity. Such discontinuities mayresult from
* Research supported in part by National Science Foundation Grant GJ-1154X3 to the National
bureau of Economic Research, Inc.
'Torn Johnson [I] presents a general discussion of many of the models but falls short ofdescribing
in detail a central model around which a computer algorithm canhe constructed.
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theoretical considerations, from physical constraints on the variableor simply
from measurement difficulties.
The effect of the discontiiitiiiies on estimation is that when such adependent
variable enters the usual sort of regression model the properties of theimplied
disturbance term cannot satisfy the assumptions needed for leastsquares estima-
tion. The alternative estimation method generally ProPosed is maximumliklj
hood. After a suitable choice for the distribution of the disturbances isspecified
the distribution of the limited dependent variable is derived and thelikelihood
function is constructed. This typically involves both probability densityand
distribution functions and yields non-linear normal equationsso that iterative
maximization algorithms, generally NewtonRaphson, are suggested forobtain.
ing estimates. These pioceditres arc of course straightforward butthey may
become quite expensive and time consuming if computerprograms do not exist
for the particular model being examined.
Section 1 of this paper presents a brief review ofa number of limited
dependent variable models. Such a survey will serve tomotivate the types of
models to be treated and highlight their similarities anddissimilarities. In Section
II the functional model is introduced. Itis of course possible to outlinea
completely general model but the aim here is fora model which may be easily
implemented in a single computer algorithm. With thisgoal in mind reasonable
restrictions on the model are imposed andmany of the details needed for
implementation are discussed. A final section outlinesfeatures which should be
included in a general computer algorithm.
I. Rivmw olSOMELir%IITEI)DEPENDENT VAroAI3Ij MODELS
A. Binomial choice Models
In these models each measuringunit or individual is faced with thechoice of one of two mutually exclusive alternativesand the choice made is thoughtto depend on some vector ofexogenous variables. One way to formalize thechoice
mechanism is to view the decisionmaker as having associated with eachalterna-
tive some preference function,say
i, =f1(X1)ti
'21J2(X) + t7j,
and choosing thatalternative which yields thehigher preference. Assuming fj(Xj),j= 1,2, is of theformf1(X1) alternative 2 is chosen if
J7>Ii>( +V21Vh>0
13 'X4- u1>0
2These modelsappear to have been hrst examinedin the Context of economics by Tobin [81 who outlined the method ofestimation which he termed"probit regression analysis." Theil [71,among others, treated thesame problem with 'logic'analysis. The distinction between thetwo lies in the assumptions made regarding thedistribution of the underlyingdisturbance.
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where Y1 is some latent (i.e., unobserved) variable and W1 is the observed
dependent variable which indicates the choice made. Maximum likelihood esti-
mation requires some assumption about the distribution of u. If that distribution
is normal, i.e., u1IN (0, if2), the likelihood function is given by
L(/3, cr1 W, X)
=
where P(x) represents the standard normal cumulative density function, P(x) =
J1/'J2irexp (-u2/2) die.
UnfortunatelyX/cr is observationally equivalent to (k)'X7(ku) where k
is any positive constant so that a is not estimable andfiis estimable only up to a
scale factor. Thus we estimate a(1/cr)f3, say, which is equivaknt to normalizing
a- at unity.




where Z is some observed variable. A concrete example might bethe estimation
of a wage expectation function for say new labor force entrants.Expectations ()
are not observable but wemight argue that when faced with a job offer (that is an
offered wage of Z1) the entrant will accept the job (W, =1) only if that offer meets
or exceeds his expectation.The appropriate likelihood function, under the
assumption of normality, is given by
L(,aIWX, Z)=
(Z1_PZ) P'X)
In this case a- is estimable because observations onZ1 provide information on the
scale of Y.
In another variation on the same modelZ, is replaced by some constant
threshold. If p'X includes an intercept termthen a- is again not estimable since
(c-- 'X)/cr isobservationally equivalent to (c --a0 -a'X)/(kcr) where a0 =
kp0 + (1- k)c and a = k. If that constant isalso unknown and to beestimated the
identification problem is further compoundedand estimation will require some
normalization on either /3or the threshold parameter.
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3 B. Multinornialchoice Mode s
An obvious generalization of the binomial choicemodel isto allow lotmore than two alternatives in the set of possible choices.Such models fita large and important set of problems encountered in economicsand are mentionedhere for that reason. Regretably the functional model to hepresented herecannot be used to analyze these models. This is the one class oflimited dependentVariable models, however, for which thereseems to be wide dissemination
of Suitable computer programs. The approach used in theseprograns is logitanalysis a choice dictated in part by the fact thata specification of the underlying
disturbance distributions such that the selection probabilitiesare of the logistic formleads to tractable likelihood functions, while almostevery other choice ofdistributions leads to nearly insurmountable computationaldifficulties.
C. Ordinally Discrete Dependent Variables4






If the u'sare independently andnormally distributed withmean zero the likelihood function is
L(f3,jX, (T)W2(ff)(cr)
As in the binomialchoice model,o is not identifiable and theset of thresholds and the interceptcannot all be estimated.After suitable normalization, for example o- = I andp = Owe can estimate
UI) to a multiplicative scale factor and
Refer to McFadden[3] for a descriptionof the most generalmultinomjal model, an extensive bibliography of practicalappJicatj(ns and a discu33toof the estimatjfln problems. 4See McKelvey[4] for a detaileddiscussion of the models.
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the differencebetween the thresholds up to the same scale.Estimates of the's
would represent therelative scale among the values taken on by the observed
dependent variable.
Whenthe scale of the variable W is knownthe model is the same except for
replacing the unknownp1's with appropriate known constants and in this case ois
estimable.
D. TruncatedDependent Variables
in many economicrelationships the dependent variable is necessarily non-
negative. Thus wemight write the model as
W='X1+u ifRHS>O
=0 otherwise.
Alternatively we mightconceive of an unconstrained latentvariableY1and
reformulate the model as
= L3'X + u,
W1Y1ifL,
=L, if Y1<L1
where the thresholdof C) has been replaced by a moregeneral variable threshold
and only X,,W1andLare observed. Forindependent normalu'sthe likelihood
function is given by
L(l3alW,X,L)=fl jj
W=L1 CT W>LCT IT
where Z(x) is the standardnormal density function(1/ñ) exp (--x2J2).
Examples of problems towhich this model might beapplied include con-
sumer expenditure onsome class ofgoods, which is constrained tobe non
negative, and interest ratespaid by commercial banks onsavings deposits, which
are constrainedby regulation0not to exceed a certain ratefixed by the Federal
Reserve. Note that for purposesof estimation alone theparticular value assigned
toW,for limit observations isnot used while thethreshold value is. On theother
hand for non limit observationsthe threshold valueneed not be known. Thusthe
model may under certaincircumstances beutilized to estimate separatelythe two





The observed variables are0,X1andX2and we assume thatX1 and X2 are
independent ofu1and a2. For estimationof the demandequationDis the latent
5mese models were investigated byTobin [91 and have come tobe called "Tobit" models-
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variable and S the thresholdwith the roles reversed forestimation of thesupply equation. We must, for thetruncated model to apply, know
which Observationsin a given sample correspndto demand (i.e. excess supply)and whichcorrespond to supply. Furthermoreinforniation on this samplescparatiuji must heCxogenoO Suppose that in the simpletruncated dependentvariable model thethreshold is an unknownconstant to be estimated with limitobservations on wSoniChow distinguishable, thoughnot equal to the threshold. Thendirectmaximization of the likelihood fuCtiowith respect to /3,r and(the threshold)would lead toart estimate for /.L of infinity,But this would beiflCOflSiSte0t with themodel which specifies that theconstant threshold mustnecessarily be less thanor equal to the minimum observed value ofW, over the set ofnon-limit ohservjtjonsThus the maximum likelihoodestimate of s would bethis minimumvalue of W,and the other estimates wouldbe obtained bymaximizing the likelihoodwithrespect to the otherparameters holding s fixed.
E. Doubly TruncatedDependent Variables
Some dependentvariables of interestmay he truncated bothat high andat low values. The model7becomes




and the likelihoodfunction is givenby





In someproblems theintermediate or non-lijobservations may also be Unobserved. Providedthe samplemay still beseparated into the threesubsets of observations and thethresholds are knownconstants or observablevariables, all parameters of themodel are stillestimable Themiddle term iii thelikelihood function isreplaced in thiscase by
I jL2j'gJL-f3'x
and the modelis seen to bea specific case ofthe ordereddiscrete variable model with knownscale.
6Sc MaddajaandNeIo f2J fora detailed diScusSionof disequiljhrju111market ,mel estimation
under these andother assumptions
See Rosefl andNelson [6} fora detailed treatmentof this class ofmodels.
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An example of a problem to which this model has been applied is the demand
for health insurance bypeople on medicare. A certainmum coverage (the
lower threshold) is provided toall j)articipants. They may purchase supplemental
IISLIranCCOnlY up to some maxmuim which fallsSiloEtof full coverage,
F. Models of Friction
Rosett [5] considered a model in which the dependent variable rest onds only
to numerically largevalues of the eogeiious variables. I lis nindel may he written
as:
Y = /3'X' + U1
W, = Y, - a if Ya
=0ifa1<:(I2
= 'Yja2 ifOH
Denote the sample separation intO the three subsets by three sets of integers '1's,
'4'2 and 'I3. The likelihood function is given by
L(a1,,, oW, X)=fl'-'-z(+a1 /3'X11'IH p(az 13'xi) ,(ai_f'x1)
U-' (T /
The model provides for a different intercept in the two sets ofcontinuous
observations. One might assume no difference in the intercepts by setting W =
in both extreme cases and deleting a1 and a2 from the corresponding termsin the
likelihood. Going thc other direction even the slope coefficients might be permit-
ted to change between the two sets by appropriate modification of themodel and
the likelihood function.
Examples of problems to which this model might apply are changes in the
holdings of some asset in response to changes in its price or rate of returnand
changes in wage offers by a firm in response to changes in market conditions.
Ii. A GENERAl FUNIIONAI M )1WI.
Most of the limited dependent variable models may he specified,perhaps
after reformulation, as
(i) a single regression equation relating a latent, i.e., not directly observable,
endogenous variable to a stochastic function of some vector of exogenous
vnrables, say Y =f(X,,u) and
tii) a discontinuous mapping from the latent variable Y to an observable
dependent variable W, say W, = g( Y, Z)
The role played by the vector of exogenous variables Z will he discussed below.
Observed variables include X, Z1 and W, and parameters to he estimated include
the vector j3 and perhaps parameters of the distribution of u1 and of the function g.
499The functional form ofboth g and f must he knownand Constantover all observations If the model isto conform to theVariouslinitted dependentvariable models and beoperationally feasiblewe will require certainrestrictions on the form of these twotunci ions. Consider firstthe function f. Since theestimation method to be used ismaximum likelihood thedistribution of thestochastic I componentmust be specified. We willassume that the disturbancetermu appears, perhaps aftera suitable transformation,additively and followsan independent normal distributionwith zero mean andconstantvariance.5Restric- tions on the degree ofnon-linearity of f may also bedesirable. The iterative maximization algorithms usedfor obtaining estimatesgenerally require at least first and perhaps secondderivatives. Thus if nonlinearspecifications forf arcto be allowed implementationwill require acomputer system with analyticdifferentia. tion capability,numerical derivativesor user supplied derivatives.Restricting Ito be linear would avoidthis problem butwe will not irripose thatconstraint here. The regression equationtobe used in the modelis thus of the form
(I) =f(X,fi) +u0 a11N (0, u2).
In the limited dependentvariable models the mappingW,= g() is neces- sarilycjiscontjnu5 with thediscontinuities appearingat well defined points,to be called thresholds, in therange of}ç.Assume that thereare S - I threshold points and partition therange ofYinto the S disjointintervals. Then g(}',Z)may be written as
(2) g(,Z)=g1(y)ift.1<,j1,...,s
wherer,j = 1,..., S - I are the threshold points andtandi,are defined to be -and -+co respectively. Theconstrainttfl...J1,..., S must hold across all observations I but thethreshold points neednot be constant acrossobservations. Any combination of thefollowing specificationsfor the t,,'s should bepermissible: known numericconstants
observable variables (i.e.one of the variables in thevectorZ) constant but unknownparameters to be estimated.
The individual g1(Y)'s,j=l,... ,s are oftwo basic types, to becalled Continuous and mass pointas determined by the distributionof the random variableWwithin the relevant intervalon V1.9 A mass point g1( V)specifies that within the jth intervalof the range ofY1W, is a constant functionof Y (i.e., independent of the levelof Y). Typicalspecifications for mass pointg1's are (i) g1( Y,)= tik (whereikis one of the thresholdpoints of the type (i)or (ii) as given above)
The choiceof distributionsmay of course be changed but isan integral part of the analysis and thus must be heldfixedforimp!ementationof the model.Notethat the normal distribution leadsto probit analysis for thebinomial choice modeland isthe distribution suggestedmost often for extensionsofthe limited dependentvariableniodels. Achoiceof thelogistic (sech2) distributionwould lead to logit analysisfor thebinomial choicemodel. 9The termsmass point and continuous willbe loosely applied to thesubfunctions g,. to the corresponding interval on } andto the values takenon by What is impliedin allcasesis that, within some intervals of therange of }',W1is defined byg1 to be a constant so thatitsassociated measure of probability is probabilitymass. In other intervals WI isa continuous function ofY within that intervalsothat the appropriatemeasure of probabilityis its probability density.
500g1()Z1(whereZIkis some observable exogenous variable)
g1(V1)c (some known constant).
continuous g1(Y)'sspecify continuous and strictly increasing functions of Y
within the correspondinginterval on V1. The most cOlflhilOflspectficatu)il will be
g1(Y Y1.
We will in factrequire that all continuous g1's be of this form, delaying for the
moment a discussionof the advantages and disadvantages of such a restriction.
Derivation of the likelihood function for thefunctional model is straightfor-
ward. We need first toderive the distribution of W. For mass point intervals we
have
Pr ( W' =V1)) = Pr t11)
= Pr (t_ - f(X1, /3)u <Ig,f(X1, 13))
which under the Normalityassumption onu1becomes
Pr(W,=gj(yj))=p(tIJf(;13))(
r_ f(X1, /3))
where P(x) is thestandard normal cumulative densityfunction. A general
derivation of the density functionforW1over continuous intervalsrequires strong
assumptions about the specificationof continuous g1(Y)'s. If thesefunctions are
strictly increasing(decreasing) over the relevant interval onV1then the inverse
function Y=g'(W)
exists and is differentiable sothat the p.d.f. of continuous W1, sayh(W1), is given
by
h(wç)=Jj±Z(J(f)I /3))
where11is the Jacobian of thetransformation, .J,=-(ag/aW,I,and Z is the
standard normal densityfunction. Construction of thelikelihood requires know-
ledge of the sampleseparation. That is for eachobservation on W', we must beable
to determine theinterval in which thecorresponding unobserved valuefor V1
lies.'0 For notational conveniencedefine the subsetsW1of integers 1,.. . , n,
where n is the sample size, as
iE4'1ift11_1Y<t,i=l....,n,
The likelihood function isgiven by
(3) L(OIW,X,Z)II A,fl A-2
i'l'i iE12
'°Detenniiiation of the sample separationis made by comparing,for each observation, VI,with
each g,( Y). For mass point g1's amatching of W1 and g1( Y1) for somej determinesthat the observation
coiiesponds to a value of Y in the jthinterval. This leaves onlythe Continuous observationsto be
classified but, as will be pointed outlater, so long as werestrict continuous gd's tobe of the form
g1( Y,) = Y1 the knowledge that an
observation on W, is a continuousone is all that isrequired; we need
not know to which continuousinterval it belongs.
501
I E'P
Jwhere 0 isa vector of allparameters to he estimated and theA9's are definedas
/3))p(t9f(X.fl))
1ff Corresponds toa mass point interval on V and
if / Corresponds toa Continuous interval of .
It should now be clearwhy the restrictivespecification g1)V, for continuous intervals wasimposed. Such a restrictionmakes it easy todistinguish mass point from Continuous intervalsand permits all COnhI5
observations to be grouped intoa single subset, forpurposes of estimation sincethey allenter the likelihood in exactly thesame form (J = I andg, '(W.) = W, forevery COfltIflUOLJS intervalf.) Thuswe can avoid a good deal ofperhaps messycomputer coding and additional user suppliedinformation. Note too thatthis restrictioncreates diffi- culty with onlyOflC of the liniited dependentvariable modelsreviewed in section I, the friction model.But even this problemis easilysurmounted by judicioususe of dummy variables.







= - I when Y,. liesin the lowerCon tlflUs interval
= Ootherwise
=I whenlies in theupper Continuousinterval
t) otherjs




Note that thetwo COfltifltiOintervals on }'are not properlydefined in this formulation butrecall that forcontinuous intervalsthe thresholdpoints do not appear in thecorrespn(Ii iig terms inthe likelihoodfunction Thus withregard to estimation the is onlytransparent. Theinconsistency could in factbe
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removed by redefining the two intervals as Y1 <0 and UY,. But this would make
the model more difficult toimplement since then, without specifically accounting
for the specificationOf f(X1,13)the intervals ()flWOuld appear to either overlap
or fail toexhaust the entire range of Y. Several other points are worth noting, in
this model 13'X1 should notinclude an intercept term or identification problems
among 13, a and a2will arise. The friction model is unique in that threshold
parameters and parameters of the functionfoverlap. Finally, similar use of
dummy variables canprovide for slope coefficients which differ in the two
continUous intervals while if all intercept andslope coefficients are the same the
restriction on the specification of the continuous g1's is satisfied without a
reformulation using dummy variables.
III.FEATURES OF A COMPUTATIONAL ALGORITHM
In this section we will discuss the specific details involved in a suitable
computer program for the functional model. First the model is restated.





Y1 is a latent variable and W', the vectorX1 and perhaps some vector Z1 are the
observed variables. Parameters to be estimated include13and perhaps u and/or
some of the ta's. Thethreshold points tand tare defined as -and +
respectively for alli=1, .. ., nwhere nis the sample size. The remaining
threshold pointst, .., may be any of the following:
known numeric constants
observable exogenous variables (one of the Z1k's)
constant hut unknown parameters to beestimated
The g1(Y)'s define W', to be either a masspoint observation or a continuous
observation when the unobserved Y fallsin the corresponding jth interval.
Continuous g,( Y)'s must be of the form
g1(Y1)= Y
while mass point g,(Y1)'s may he either
known constants, i.e., g1( Y) C
or
observable exogenous variables, i.e.,g1( Y)= Z1,
Furthermore the mass point g,( Y)'s mustbe such that a comparison of W'for
each observation with each mass point g1will determine uniquely asample
separation defined by the following subsetsof the integers I, .. ., n
if W=g1(Y1)
itT 14g(Y)
for mass point intervalj
for any mass point intervalj.
Note that "1's will be empty for anycontinuous interval1.
The components of the likelihoodfunction were presented inSection II.
Estimation involves maximization of thelogarithm of the likelihoodfunction. The
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iEnormal equations obtained by setting the derivatives of log Lwith respectto each estimable parameter equal to zero will he nonlinearSO that someiterative maximization algorithm is rcquircd. Expericnce has shownthat the Newton...
Raphson algorithm0 works quite well on these modelswith fairlyrapid Con- vergence when starting from reasonable initial estimates. This
algorithm does require both first and second derivatives which, thoughmessy, are fairlyeasy to derive. Table 1 presents the components of the likelihoodfunctioncorresponding to each type of interval on Y1 and the associated terms inthe first andsecend derivatives of the log likelihood function. Several points shouldbe noted. Firstthe parameters to be estimated are denoted by the vector0 with elements0. Secondly, the derivatives presented there make thefollowing use of thechain rule: The terms in the log likelihood functioninvolve the functionsP(A) and Z(B), where A and B are representativearguments, and have thefollowing derivatives:
3P(A)Z(A)
and Z(B). B 30,P(A) 30 30,
We have carried the differentiation only thisfar, since thearguments A and B
involve the unspecified functionf(X1, f3),and assume that the derivativesof these arguments can be readily obtained bysome combination of usersupplied derivatives, restrictions on the functionalform of f and internaldifferentiation capability.'2 Finally, note thatlower and upper mass pointintervals have been
distinguished in that table from interiormass point intervals since recognitionof their simpler structure generallywill achieve significanteconomies in computer time.
As was suggested by the discussionin Section I, not allparameters in the functional model are necessarilyestimable. in particularucan be estimated only if the observed variable W'contains some information regardingthe scale of the
latent variable Y1. in generalany one of the following conditionson the model will be sufficient to permitestimation of o.
At least one continuousinterval.
At least one threshold isan observable, varying threshold.
At least two thresholdpoints are known constants.
if none of theseconditions are met thenestimation may proceed only after
normalization of u-, e.g.,o = 1. If the model includes both thresholdparameters to be estimated andan intercept term in theregression equation there will generally be an identificationproblen among thisset of parametersonly the difference
As was noted earlier theconstraint t,t must hold for 1 = I s and all i = 1.n If these thresholds includeparameters to be estimated the constraintshould be taken into account ifl the maximization algorithm. This is awkwardto do however, in the general model sincenot all problems will require estimation ofthreshold parameters. Thereis no danger that straightforward application of Newton's method will produceestimates which violate theconstraint since this would require taking logarithms of negativenumbers. We thereforesuggest using Newton's method with the provisioa of allowing someuser control in the iterative
process for handling those occasional problems in which the constraint causes difficulty.














































































































































































































































































































































































































































































































































































































































































































]between each pair ofparameters in the setcan he estimated.Again anormal iza- tion is requiredon one parameter in thisset.
The iterativetuaxinlization algorithmwill requirestarting valuesfor the parameters to be estimated.We have notbeen successfulin obtaininga straightforward routine forselecting good startingvalues for allparameters inthe functional model.Tohin [9], in thecontext of the Tohitmodel,Suggested approximating the non-linearterms in the normalequations bysome simple functions to allowanalytic solution ofthose equationshut thisapproachbecomes quite difficult toimplement in themore general functional
model, especiallyif the regression equation isitself non-linear.Similarly someexpansion of thenormal equations with a loworder truncation isalso difficultto implement.In lieu ofa general solutionwe offer the followingsuggestions forimplementationon a case by case basis.
If the modelincludes continuousintervals, leastsquares regressionof W on X over just thesubset of continuousobservations villoften provide satisfactory, thoughbiased, startingvalues for theregressioncoefficients and for o-.
For thresholdparameters choosestarting valuessuch that thespacing between adjacentthreshold points isproportionalto thepercentage of observations falling ineach interval.
In models withno continuousintervals andvalues for VI,whichcorres- pond ordinallyto Y, try astraightforward leastsquares regressionof W on X1 for startingvalues for theregression coefficients. for many datasets and if theiterativemaximizationalgorithm is fairly stable, zeroSstarting valuesfor many ofthe parameterswill generally suffice.
Generallyparameter estimationis only part ofthe analysisto be performed on a given model.The remainderof this sectiondiscusses variousother analyses which may oftenbe desired andwhich arereasonablyeasy to implementin the functional model.
It is oftenquite informativeto examinesimple descriptivestatistics, suchas mean, varianceand range, ofvarious variablesin the modelboth over all observations andover the subsets ofobservationscorresponding toeach interval on Y. Furthermorewhile suchinformationmay be of use byitself it canas well serve to detector explain failuresin the estimation
process. To see thisconsider a simple binomialchoice modelwith a singleregressor variable.The likelihood function is givenby
L(r,/3W, X)= jj P(-a 13X1)1] [1- P(-a f3X)]. w,o w,-i
Suppose thatin a givenset of data theobser- vationsare as picturedin the figureto the right. It iseasy in thiscase to find valuesfor a and 13 suchthat wheneverW1 =0 (a/3X) is positiveand whenW= 1 (a---pX)is negative. Allobservationscan thus beper-











value (a+f3X)for such a and 13. In fact the likelihood is maximized asaandp
tend to negativeand positive ii)fiflity respectively. This failure in the estimation
process couldeasily be predicted, in this simple model, by comparing the range of
Xwithin the two sets ofobservations. The same problem arises in this model with
more than oneexogenous variable and all the other models as well, suggesting that
as aprelude to estimation one should always critically examine simple statistics,
especially the range, ofthe exogenous variables within each subset Of observa-
tions. In addition, evenif the individual exogenous variables do overlap, there
may be somecombination which provides perfect classification of the observa-
tions. Such a situationis often difficult to detect until after the estimation process
has failed. Performingthe same analysis on= f(x, f)where /3 is the vector of
regression coefficient estimates when the iterative maximization procedure began
to diverge mayoften reveal the source of the problem.
Estimated classification probabilities (i.e., Pr (We=g,( Y)IX,Z1)or alterna-
tively Pr Y<tIX, Z1))are often as important to the analysis as estimates
of the parameters themselves.The expressions for obtaining them are given by the
components of the likelihoodfunction for mass point intervals and similar
expressions for Continuous intervals. Inaddition to their independent use they
serve an importantrole in an examination of the estimation results analogous to
residual analysis in least squares regression.They provide, for example, one
measure of classification error.Letjbe the interval in which an observation falls
and be the interval with largest associatedclassification probability. An observa-
tion may be viewed as being misclassifiedifj
A variety of measures of "residuals" may be readilyobtained. Using esti-
mated coefficients to compute= f(X1, /3)we can obtain directly ü,= for
continuous observations. For mass pointobservations the estimated residual may
be "bracketed" bytYandY .Another indicator of misclassification is
given by a comparison ofjandjwherejthe interval in whichfalls and, as
before,j'is the observed interval.
An important part of the analysis for a given problemmight be the calculation
of mean values for the observed dependentvariables. These might be needed, for
example, for prediction purposes or for the calculationofelasticities.14The







u Whether this isan appropriate measure ofmisclassification will depend on the modelbeing
exammnej. For example it may be a useful measure for the binomialchoice model while in the ordinatly
diserete model, since the frequency of misclassification underthis measure is easily altered by
arbitrarily collapsing adjacent intervals, it may not be at all appropriate.
If the prediction or elasticity is for a single individual orobservation then the appropriatevalUe
forWto be used should be t*= g( p',).On the other hand if we need the meanpredicted value or
aggregate elasticity the appropriate 'alue is E(WIX1,Z1)as is given here.
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For mass point intervalsg1(y)is a constantso that thecorrespond ingterm in the expected value of LV, is
Ai;gj(Y).f
For continuous intervals,integration over therelevant rangeyields'5
A, f(X, 13) -
_r{(iL'.))-z(J'fl))J.
One could compute similarexpressions for thevariance of thedeserved dependentvariable,'6but it would not be ofmuch practiesluse. it is notuseful, for example, in constructingconfidence intervalsabout individualor meanpredicted values of lit,. For these,one must return to theregression equation ifthe model contains Continuous intervals,and make probability
statements aboutinter%ra;S aroundf(x, fJ) orf(X fi)+uas would be done in theusual regressionmodel but taking care toaccount explicitly for thethreshold points.For mass pointvalues, estimated selectionprobabilities themselvesprovide conciseProbability state- ments about occurrenceor nonoccurrence.







L, = (t-fix, $)J/(r and L, = f-fix, 13)J/.
XZ() = -dZ(x)/dx,J Z(d =
'4 =f(x 13) EP(L2)- P(L,)J - u[Z(L2)- ZiL, )}.
16
Such anexpression for the "Tobjt'odcl with a towerthreshold of zero, for example, would have thevariance going tou for large, positive
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