Genome scans are increasingly used to study ecological speciation, providing a useful genome-wide perspective on divergent selection in the presence of gene flow. Here, we compare current approaches to detect footprints of divergent selection in closely related species. We analyzed 192 individuals from two interfertile European temperate oak species using 30 nuclear microsatellites from eight linkage groups. These markers present little intraspecific differentiation and can be used in combination to assign individual genotypes to species. We first show that different outlier detection tests give somewhat different results, possibly due to model constraints. Second, using linkage information for these markers, we further characterize the signature of divergent selection in the presence of gene flow. In particular, we show that recombination estimates for regions with outlier markers are lower than those for a control region, in line with a prediction from ecological speciation theory. Most importantly, we show that analyses at the haplotype level can distinguish between truly divergent (bi-directional) selection and positive selection in one of the two species, offering a new and improved method for characterizing the speciation process.
INTRODUCTION
Divergent selection, defined as selection acting in contrasting directions in different groups of individuals (Schluter, 2000) , has been a topic of great interest in recent years because of its central role in studies of ecological speciation. Although work in this area initially focused on the responses of individual genes to divergent selection, there has been a gradual shift towards a genomic approach (Nosil and Feder, 2012) , with a growing number of studies using genome/ multilocus scans to analyze this process in relation to ecological speciation (Nosil et al., 2009; Apple et al., 2010; Galindo et al., 2010; and references therein) . Such scans rely on single-locus outlier detection methods, which are based on population genetics theory (Lewontin and Krakauer, 1973; Bowcock et al., 1991; Beaumont and Nichols, 1996; Schlötterer, 2002; Beaumont and Balding, 2004) . Positive selection reduces neutral diversity at linked neutral sites via hitchhiking effects (Maynard-Smith and Haigh, 1974) , creating a selective sweep. Other phenomena associated with selective sweeps include changes in linkage disequilibrium (LD) patterns (Kim and Nielsen, 2004; McVean, 2007) and in the site frequency spectrum (Braverman et al., 1995; Nordborg et al., 2005) .
Recently, Via and West (2008) and Via (2009) described a new type of hitchhiking that differs from hitchhiking after a selective sweep. This between-population process (Via, 2012 ) is exclusive to organisms evolving under divergent selection and has therefore been named 'divergence hitchhiking' . In contrast to what happens following a selective sweep in a large panmictic population, where LD created by the sweep is rapidly eroded, LD tends to be more persistent around genes that are responding to divergent selection among populations due to a reduction in the rate of effective gene flow and recombination (Via, 2009) . Eventually, as speciation progresses, divergent selection in the presence of gene flow produces a genetic mosaic of divergent and non-divergent genomic regions (Nosil et al., 2007; Smadja et al., 2008; Via, 2012) . Divergence hitchhiking should also operate under other modes of divergent selection, such as when intrinsic (non-environmental) factors drive selection, which should produce distinctive selection footprints (Bierne, 2010) . Therefore, there is a need to evaluate suitable approaches to better characterize the molecular signatures of these processes.
Attempts to use outlier detection tests to infer divergent selection have highlighted the lack of available information on several related subjects, such as the actual causes of selection, the potential impact of background differentiation on outlier detection and the likelihood of false positives (Nosil et al., 2009; Michel et al., 2010) . Despite these issues, a growing number of researchers have attempted to infer the occurrence of ecological speciation by identifying outlier markers related to changes in environmental variables (Murray and Hare, 2006; Savolainen et al., 2006; Joost et al., 2007) or by identifying cases where the same outliers occur in replicated pairs of populations (Bonin et al., 2006; Egan et al., 2008; Poncet et al., 2010) . To date, none of these studies have considered linkage information. However, haplotype tests based on LD mapping have proven to be more powerful (that is, require smaller sample sizes) than standard singlelocus methods in association studies (Bader, 2001; Liu et al., 2008) and candidate gene studies (Clark, 2004) . Haplotype tests should also be more robust than single-marker tests because evolutionary forces tend to increase the variability of single markers and the simultaneous analysis of multiple markers in the form of haplotypes should thus yield comparatively simpler patterns (Akey et al., 2001) . Moreover, advanced statistical methods for inferring haplotypes from genotypic data have now been developed (Stephens et al., 2001; Excoffier et al, 2003; Stephens and Donnelly, 2003) and divergence hitchhiking is expected to produce LD extending across relatively large chromosomal regions (Via, 2012) . This suggests that it may be possible to analyze divergence hitchhiking regions by scanning the genomes of ecologically important non-model species with linked markers.
Oaks represent a particularly good model system to study divergent selection in the presence of gene flow because the reproductive barriers in this genus seem to depend on the ecological contexts (Muller, 1952; Lepais et al., 2009; Zeng et al., 2010) . Two of the most extensively studied oak species are the sessile Quercus petraea and the pedunculate Q. robur (Petit et al., 2004) . They are commonly found in sympatry across Europe and Asia, in mixed forests, where hybridization occurs spontaneously (Streiff et al., 1999; Lepais et al., 2009; Lepais and Gerber, 2011) . However, there are persistent strong differences between the two species with respect to certain ecologically important traits, such as leaf and fruit morphology (Kremer et al., 2002) , water-use efficiency (Ponton et al., 2002; Parelle et al., 2007) and the amount of volatile compounds in their wood (Prida et al., 2007) . Scotti-Saintagne et al. (2004) used a genetic mapping approach to demonstrate the existence of several 'islands' of strongly differentiated loci surrounded by regions of low differentiation, which is consistent with the expected spatial clustering of outlier markers due to ecological speciation (Via, 2009) . Later, Muir and Schlötterer (2005) identified one outlier marker in two such islands using a different outlier detection test.
In the study presented herein, we further investigate the signatures of divergent selection in these oak species. The study was conducted in three stages. First, we used five outlier detection methods based on different underlying assumptions to search for selection signals at individual loci. Second, we used a limited number of loosely linked markers to explore the haplotypic structures around outlier loci from several linkage groups. Clear differences were observed between the haplotypic structures of the selected regions and those of a control region consisting of three markers with average differentiation. Finally, we show that haplotypic methods, in contrast to outlier methods, are capable of distinguishing between truly divergent (bi-directional) selection and directional selection in one species only.
MATERIALS AND METHODS
A total of 192 trees from the two European temperate oak species (Q. petraea (Matt.) Liebl. and Q. robur L.) were sampled from 10 populations located in eight European countries. Their geographical coordinates, the type of stand involved (mono-specific or mixed-species stands), the morphological classification of the sampled trees and the number of trees and simple sequence repeats (SSRs) analyzed within each population are provided in Table 1 . Half of the studied data set has been used in a previous investigation (Scotti-Saintagne et al., 2004) . In this work, we increased the number of trees in all mixed stands and added three new stands. For these new samples, we analyzed only a subset of 18 SSRs that displayed significant between-species differentiation (based on F ST ) in the first survey.
Leaf morphology was used to guide sampling in mixed forests. In particular, morphologically intermediate individuals were avoided because they could increase the proportion of admixed trees in the sample (see below). The SSRs used in this study were designed by Dow et al. (1995) , Steinkellner et al. (1997) and Kampfer et al. (1998) . We selected 30 SSRs that had been mapped on a Q. robur-controlled cross ( Figure 1 . Protocols for DNA isolation and PCR amplification were slightly modified from those described by Mariette et al. (2002) . Forward primers were 5 0 labeled with either the IRD700 or the IRD800 chromophore (Eurofins MWG Operon, Ebersberg, Germany) and alleles were visualized on a LI-COR sequencer (LI-COR Biosciences, Lincoln, NE, USA). The absolute sizes of the alleles were determined by direct comparison with a 10-bp ladder (LI-COR Biosciences) run in triplicate on each gel. Stutter bands and the IMAGEJ (Abramoff et al., 2004) software package were used to match the different alleles within each gel.
Population structure
We inferred the genetic structure in our sample using STRUCTURE v.2.1 (Pritchard et al., 2000; Falush et al., 2003) . Inferences were based on a linkage model with correlated allele frequencies, using a unique drift rate from the ancestral population(s) (see Supplementary File 1 for the results obtained with another model and for an admixture test). We ran five independent chain replicates of 10 6 iterations following a burn-in period of 10 5 iterations, for a fixed number of populations (K ¼ 1-5). Previous analyses on a subset of the data had already demonstrated that when using this model, the probabilities obtained decreased steadily after K ¼ 3 (data not shown). Model convergence was checked using STRUCTURE likelihood and summary statistics plots. We used the post-hoc criterion described by Evanno et al. (2005) to determine the most likely number of clusters. The full search algorithm of CLUMPP v.1 (Jakobsson and Rosenberg, 2006) was used to handle the across-chains variation in the proportion of intra-individual mixed ancestry. The resulting final configuration was used to plot the ancestry coefficients with DISTRUCT v.1.1 (Rosenberg, 2004 
Genetic diversity and differentiation
The data set for 'pure' species (see Supplementary File 1) was used to estimate the genetic diversity and interspecific differentiation for the 30 SSRs. Observed (Ho) and expected heterozygosities (He) and allelic richness (AR) were calculated using the methods described by Nei (1973) and El Mousadik and Petit (1996) , respectively. We measured interspecific differentiation using F ST (Weir and Cockerham, 1984) and D (Jost, 2008) , another differentiation parameter that uses a multiplicative partitioning of diversity based on the effective number of alleles. Unbiased estimates of these parameters were calculated with FSTAT (Goudet, 2001 ) and SMOGD (Crawford, 2010) . The significance of each F ST estimate was evaluated using 16 000 permutations. Similarly, 1000 bootstrapped samples were used to calculate the variance of D and its 95% confidence intervals. These results are shown in Supplementary File 2.
Outlier tests
Only data on purebred individuals were retained for these analyses. We used five outlier tests with different underlying assumptions. The first two tests are based on the FDIST2 method of Beaumont and Nichols (1996) , which uses coalescent simulations under either the infinite allele model (IAM, Kimura and Crow, 1964) or the stepwise mutation model (SMM, Ohta and Kimura, 1973) to characterize genetic differentiation (F ST ) for a given heterozygosity level. The third test, BAYESFST (Beaumont and Balding, 2004) , relies on a Bayesian analysis to characterize differences in migration rates among individual markers. The last two methods, ln RV and ln RH (Schlötterer, 2002; Kauer et al., 2003) , use the observed data to fit standardized normal distributions whose tails contain the outliers. Further details concerning these analyses are presented in Supplementary File 3.
Linkage disequilibrium
LD estimates were used to search for further selection signals in our data, as an increase in LD between markers is commonly used to infer selection (Hudson et al., 1994; Kohn et al., 2000) . Genotypic LD within species was investigated using FSTAT (Goudet, 2001) , based on data from purebred individuals. Significance tests were conducted using the log-likelihood ratio G-statistic (Goudet et al., 1996) , with 16 000 permutations. Deviations from HardyWeinberg equilibrium (H-W equilibrium) were tested for on a per locus basis by randomizing alleles among individuals within samples to determine the departure of F IS from zero. Obtaining reliable genotypic LD estimates from multiallelic markers, such as SSRs, requires very large sample sizes given the large number of genotypes involved. This difficulty can be eliminated by analyzing haplotypic LD, for which smaller sample sizes are needed. We therefore estimated haplotypic LD in all segments harboring positive selection outliers (linkage group 2 (LG2),
LG10 and LG12) and in one control LG without outliers (LG9). Following haplotype reconstructions (see below), we used ARLEQUIN v.3.5 (Excoffier and Lischer, 2010) to perform LD analysis while accounting for haplotype information. The exact test of Guo and Thompson (1992) was used to detect deviations from H-W equilibrium using 5 Â 10 5 dememorization steps and a final chain of 10 7 steps. The significance of the observed LD was estimated using an extension of Fisher's exact test on contingency tables (Raymond and Rousset, 1995) . In this test, Markov chains were run for 10 7 steps that were preceded by 9 Â 10 5 dememorization steps. Results concerning both genotypic and haplotypic LD estimates are shown in Supplementary File 6.
Inferring haplotypes
We first inferred haplotypes and then performed haplotype-based analyses and studied haplotype sharing among individuals and between species. Haplotypes were inferred using two methods that explicitly allow for recombination: PHASE v.2.1 (Stephens et al., 2001; Stephens and Donnelly, 2003) and the ELB algorithm (Excoffier et al., 2003) . Four linkage groups were studied: the three
LGs that contain at least one marker that appeared to be under positive selection (LG2 (Qp119, Qp46 and Qr87), LG10 (Qr11 and Qr96) and LG12 (Qr8, Qr112 and Qr30)) and one control region in which we found no outliers (LG9 (Q16, Qr31 and Qp15)). Note that Q16 and Qp15 had low/moderate allelic richness, which facilitated the detection of shared haplotypes in spite of the lower number of genotyped trees at Q16 and Qr31. Other segments with non-outliers situated at appropriate distances could not be used as additional control regions owing to the large number of alleles at the corresponding loci (that is, Qr72 and Qr101 or Qp7, Qr25 and Qr65). Haplotype reconstruction was conducted for markers from each LG using the full data set after excluding trees with missing data. Details on the inferences made using the ELB algorithm are presented in Supplementary File 5.
PHASE haplotype inferences for each linkage group were based on five independent Bayesian chains with lengths of 5 Â 10 8 , chains were sampled every 500 iterations after a burn-in period of 2.5 Â 10 5 iterations. The relative positions of each marker within the linkage groups ( Figure 1) were transformed into base pairs using the assumption that 1 cM is roughly equal to 10 8 bp. This is the default value for humans (PHASE documentation) and was used by Koopman et al. (2007) in their analyses of gene flow and introgression in apple trees, whose genomes are about the same size as those of oaks. We also tested a larger recombination probability obtained by computing the ratio of the size of the oak genome (Zoldo et al., 1988) to the full linkage length (c ¼ (0.94 pg Â 0.975 Gb pg À1 )/1200 cM]. The IAM was used to model mutations at loci Qp46 and Qr31 (because they contain a large number of alleles that differ by only 1 bp), whereas the SMM was used to model mutations at all other markers. Both models were allowed to occasionally deviate from the most stringent assumptions by using d values of 0.01 and 0.99 (where d ¼ 0 and d ¼ 1 correspond to the pure IAM and SMM models, respectively). Our assumptions concerning the variation in the recombination rate are consistent with the general model of Li and Stephens (2003) .
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We also used PHASE to estimate the population genetics recombination parameter (r ¼ 4Nc), where c is the recombination probability per base pair and N is the effective population size, using inferred haplotypes as a starting point (Li and Stephens, 2003; Crawford et al., 2004) . We compared the recombination estimates for the three LGs containing markers putatively under positive selection (LG2, LG10 and LG12) to that for the control LG without any apparent outliers (LG9). We used the -X100 option and modified the number of burn-in iterations, the thinning intervals and the final chain lengths to increase the accuracy of the estimates (see Supplementary File 4 for details). Recombination rates were estimated using the default number of individuals (100) in all cases save that of LG9 (84). To test the calculations' sensitivity to the recombination priors, we first used the default priors for the population genetics recombination parameter (m ¼ 0.0004) and for the difference allowed between the estimate and the prior (f ¼ 10 6 ), both of which are appropriate for humans (PHASE documentation). We then used two 'oaks priors' (m ¼ 0.04, f ¼ 10 4 ) that are expected to be more informative on the basis of experimental results (see Jaramillo-Correa et al. (2010) , for a r estimate in tree populations).
In all cases, we tested the convergence of the Bayesian chains (Supplementary File 4) before reporting the medians.
Haplotype score tests
We used haplotype score tests (Schaid et al., 2002) to search for significant associations between haplotypes and species. The score tests are an extension of the trend in proportions tests (Armitage, 1955) , which are commonly used to compare haplotypic frequencies between cases and controls in association studies (Devlin and Roeder, 1999) . One important advantage of using score tests is that they can incorporate the posterior haplotype probabilities, which are included as covariates. This makes them appropriate for analyzing inferred haplotypes (Schaid et al., 2002) . On the other hand, the tests assume that all individuals are unrelated (Sinnwell and Schaid, 2009 ), which could make them sensitive to the genetic structure in our data (but see below). After excluding missing data, we used the full data set to analyze the five markers in the LG2 (region Qp119-Qr7), the three markers in the LG12 (region Qr8-Qr30), the two markers in the LG10 (region Qr11-Qr96) and the three markers in the LG9 (region Q16-Qp15).
These analyses were performed using the 'haplo.stats' library (Sinnwell and Schaid, 2009) in the R environment (R Development Core Team, 2010). We obtained 100 maximum likelihood estimates of haplotype probabilities for each species with the modified EM algorithm (Excoffier and Slatkin, 1995; Schaid et al., 2002) and the solution with the largest likelihood was retained. Score statistics for the associations between the haplotypes and the binary trait 'species' , together with P-values, were obtained using the 'haplo.score' function with the additive haplotype effects model. We used two thresholds for minimum haplotype counts (10 and 5) to avoid introducing bias in the global score due to rare haplotypes. The data set for LG9 was comparatively small and so a threshold of 3 was used in this case. The contributions of consecutive two-marker haplotypes from LG2, LG12 and LG9 were compared with the function 'haplo.score.slide' , which uses a sliding-window approach.
RESULTS
The structure of the genetic data We identified two clusters in our sample (Supplementary Figure S1-1a) using the post-hoc criterion of Evanno et al. (2005) . Furthermore, the plot of intra-individual ancestries showed that the genetic groups closely reflected the trees' morphological classification (Supplementary Figure S1-1b) . The ancestry of most of the studied trees derived almost exclusively from just one of the genetic groups (q i o0.15 or q i 40.85). These trees were considered to be 'purebreds' . However, a significant number of the trees (13.5%), most of which came from the two British populations, had more balanced levels of shared ancestry (0.15oq i o0.85). Simulations including a prior based on morphological classification (see Supplementary File 1 and Supplementary Figure S1 -3) provided statistical support for the hypothesis that this shared ancestry was due to admixture.
Heterozygosity and differentiation
The two oak species were found to have similar levels of genetic diversity and allelic richness (Supplementary File 2) . The mean heterozygosity values for Q. petraea and Q. robur were 0.874 and 0.875, respectively, whereas the corresponding mean allelic richness values were 23.0 and 24.8. A total of 19 SSRs had interspecific F ST values differing significantly from zero after the Holm-Bonferroni correction. All LGs studied contained at least one marker with a significant F ST value. The estimated values for the differentiation parameter D (Jost, 2008) were much larger than those for F ST . All of the confidence intervals for D excluded zero, indicating significant interspecific differentiation for all 30 markers.
Outlier tests
The various methods used to search for outlier loci yielded complex results. In particular, none of the markers was identified as an outlier by every test applied. Two tests (FDIST2, using the SMM, and ln RV) were sufficient to discover all five candidate loci for positive selection ( Figure 2) ; the other tests either provided redundant information or Figure 2 Detection of differentiation outlier markers using two outlier detection methods: FDIST2 (using the SMM for coalescent simulations) and ln RV. In the first chart, (a) the observed heterozygosity is plotted against the differentiation values. The 95% envelope (dashed lines) and the median (dotted line) obtained from the coalescent simulations are also plotted. In the second chart, (b) the standardized ln RV estimates are plotted against the differentiation values. Dashed lines indicate the limits of the 95% confidence interval ( À1.96, þ 1.96).
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PG Goicoechea et al identified candidate loci for balancing selection (Supplementary  Table S3 -1). At least part of the observed heterogeneity in the selection signal is likely to be due to differences in the models underpinning the different tests, as shown in Supplementary Figure S3 -2. Markers for which the heterozygosity was much lower in one species than in the other (for example, Qr30, Qr96 or even Qp119) were outliers in tests based on F ST -heterozygosity comparisons. Markers that had fewer alleles at the distribution tails in one species (Qr87, Qr112) were outliers in the ln RV test statistic. The Bayesian test, which is the only one that models migration, detected one marker with reduced heterozygosity (Qr96) and one marker with reduced variation in the number of repeats (Qr112).
Genotypic linkage disequilibrium
Only two markers located 5 cM apart in LG2 (Qp46 and Qr87) showed significant LD in both species (Supplementary File 6, Supplementary Table S6-1). One of the involved loci (Qr87) was identified as a significant outlier based on the ln RV test statistic.
Haplotype sharing among individuals and between species
We used three criteria to evaluate the confidence in the haplotypes inferred using PHASE: (1) the coincidence of the haplotypes obtained from five independent Bayesian chains, (2) the goodness of fit between the inferred haplotypes and an approximate coalescent with recombination (Supplementary File 4) and (3) the probabilities assigned by PHASE to the inferred haplotypes (Supplementary Figure S4-1) . Furthermore, we found that the two reconstruction methods (PHASE and the ELB algorithm) infer similar haplotypes and similar haplotypic LD patterns. As a result, the following discussion focuses exclusively on the haplotype sharing and haplotypic LD results obtained using PHASE. See Supplementary File 4 and  Supplementary Tables S6-2,3 for results obtained using the ELB algorithm.
Despite the low number of shared haplotypes and their low frequencies (Supplementary Table S4 -1), almost two-thirds of the trees carried at least one shared haplotype. As expected, shared haplotypes were slightly easier to reconstruct (that is, had higher probabilities) than unique haplotypes (Supplementary Figure S4-1,  left panel) . The medians of the probability values for all the inferred haplotypes were rather large for all LGs harboring putatively selected loci (LG2: 0.80; LG10: 0.96; and LG12: 0.76). For LG9, three-marker haplotypes were reconstructed with lower confidence (median value ¼ 0.69), this was probably partly due to the lower sample size and partly because of a lower LD in this case (see below). Comparisons between the two species showed that Q. petraea haplotypes were reconstructed with higher confidence than Q. robur haplotypes in LG2 and LG12, whereas the opposite pattern was found for LG10 (Supplementary Figure S4-1, right panel) . We attribute this to heterozygosity differences at the corresponding loci (see Supplementary File 2) .
High-frequency haplotypes were species-specific in LG2, LG10 and LG12, whereas in LG9 they were shared across species (Figure 3) . Note that in LG10, the most frequent haplotype was shared between the two species but other frequent haplotypes were species-specific.
Recombination estimates
Coalescent modeling was used to estimate background recombination rates using haplotypic data as the starting point. Only Bayesian chains that used the 'oak priors' and the small recombination probability reached convergence (Supplementary File 5) . Therefore, we report only estimates obtained with these priors (Table 2 ). The rate of recombination within LG10, which includes a segment that is putatively under positive selection, was more than ten times lower than that within control segments from LG9. Bayesian chains reached convergence for recombination estimates in LG12, but longer chains were needed to ensure accurate point estimates (Supplementary File 5) . Despite this, the results obtained suggest that the background recombination rate for this region is 15 times lower than that for the control, and that the rate for the Qr112-Qr30 region, which was also inferred to be under directional selection, is even lower.
LD using haplotype inferences
Considering only markers in H-W equilibrium, we found significant LD at LG2 in both species (Supplementary Table S6 -2). Several allele pairs showed large contributions to the disequilibrium (Table 3 ). The only other region in Q. petraea with markers at H-W equilibrium is the Qr112-Qr30 segment. The global LD test was not significant for this region (Supplementary Table S6 -2), as would be expected for such a large segment. Two other regions in Q. robur were at H-W equilibrium (Qr11-Qr96 and Qr8-Qr112). The global LD in the first of these regions was not significant, although one haplotype was not at equilibrium. The last segment showed significant global LD and an excess of several high-frequency haplotypes (Table 3 and  Supplementary Table S6 -2).
In the case of LG10 in Q. petraea, Qr96 displayed only weak deviation from H-W equilibrium frequencies, whereas Qr11 was in H-W equilibrium. Significant global LD and an excess of several highfrequency haplotypes were inferred in this region, assuming that the analyses are robust to weak departures from H-W equilibrium (Table 3 and Supplementary Table S6 -2).
Haplotype score tests for association Global score tests for association between full-length haplotypes and species were significant in LG2, LG10 and LG12, but non-significant in LG9 (data not shown). The sliding-window approach (Figure 4a) showed that the tests were significant for the LG2-S region (Qp119-Qp46-Qr87), with the strongest association found for the Qp46-Qr87 segment. The two-marker haplotypes from LG12 were also significantly associated with species, this association was strongest for the Qr112-Qr30 segment. However, the tests were non-significant for the two segments from LG9.
In contrast to global scores, haplotype-specific scores can be used to determine whether the associations between haplotypes and traits are present in both species or only in one (Figure 4b ). The two LG2 segments contain haplotypes that are significantly associated with both species (positive scores for Q. petraea and negative scores for Q. robur), whereas LG12 haplotypes are significantly associated with Q. petraea only (positive scores). LG10 had haplotypes associated with both species (not shown). We did not estimate haplotype-specific scores for LG9 because the global and the sliding-window tests were non-significant in this case.
DISCUSSION
We have used haplotypic tests and recombination estimates to characterize regions surrounding differentiation outliers in oaks. Our results provide stronger evidence for directional selection than was obtained in previous studies that used multilocus data sets to search for selection signals without considering LD information, because LD between markers is expected to increase around gene(s) responding to selection (Kim and Nielsen, 2004) . The number of markers used in this methodological study was substantially smaller Detecting selection with linked SSRs PG Goicoechea et al than those typically used in current genome scans, which could create doubts about haplotype reconstructions. However, genetic distances among markers used in the haplotype reconstructions were around 5 cM. Although these distances might be close to the upper limits for haplotype reconstruction, the haplotype probabilities obtained (which depend on the homozygosity of the data) were quite high. This was probably due in part to our decision to reconstruct haplotypes in segments showing strong selection signals and which thus exhibit reduced heterozygosity. Note that the reduced population recombination rates observed in such segments probably mean that the genetic distances obtained in the controlled crosses progenies were overestimated in relation to the effective recombination rate observed in natural populations. Overall, the clear detection of LD signals, reduced rates of recombination and strong associations with particular species achieved with these haplotypic analyses makes them very promising for the analysis of divergence hitchhiking.
As noted before, outlier detection methods appear to be partly redundant and partly complementary. This suggests the need to use several outlier methods to detect selection signals corresponding to different evolutionary scenarios (Przeworski, 2002; Przeworski et al., 2005; Kim, 2006) . For instance, the method based on the loss of rare alleles (ln RV) can probably detect older selection footprints than methods based on heterozygosity differences (FDIST2, BAYESFST, ln RH), because heterozygosity recovers faster than allelic richness following a bottleneck (Nei et al., 1975) . On the other hand, multiple testing increases the risk of false positives (Narum and Hess, 2011) . Therefore, we performed three types of tests to further characterize the regions surrounding differentiation outliers: a search for frequent haplotypes with extended LD, a comparison of population genetics recombination estimates in regions that are potentially under selection and in control regions, and score tests for association between frequent haplotypes and species status. LG2 Qp119-Qp46-Qr87
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(21) (13) (8) (4) (3) (2) (4) (2) (1) (1) (1) (1) (1) (1) (38) (12) (4) (1) (1) Figure 3 Intra vs interspecific haplotype sharing around chromosome fragments that are probably under selection (LG2, LG10 and LG12) and in the control segment with no selection signals (LG9). Inferred haplotypes are represented by vertical bars (light and dark grays for Q. petraea and Q. robur, respectively). Haplotype frequencies (in order of decreasing frequency from left to right) and the number of different haplotypes with such frequencies (in brackets) are indicated below the plots.
Detecting selection with linked SSRs PG Goicoechea et al The first of these analyses is essentially a simple long-range LD test. These tests have been used extensively in fine-scale LD mapping and association studies (McPeek and Strahs, 1999; Sabeti et al., 2002; Butty et al., 2007; Curtis et al., 2008) , investigations of genome-wide epistatic interactions (Zhang and Liu, 2007) and in gene flow and introgression studies (Koopman et al., 2007) . A direct comparison of LD among segments with and without outliers was not possible due to large Hardy-Weinberg disequilibrium at two of the three linked loci in the control region. Nevertheless, our recombination estimates indicate that the LD should be lower in the control region than in regions of similar length containing outlier loci. One limitation of our analyses is the potential bias in LD estimates due to uncertainties in haplotype reconstructions. However, the agreement between the two haplotype reconstruction methods, the large probabilities for the two-marker haplotypes inferred using reconstructions based on the coalescent and the uniqueness of most low-probability haplotypes should considerably reduce this risk. On the other hand, LD could be increased by several biological and historical factors besides divergent selection, including admixture (Gaut and Long, 2003) . However, we do not believe that the sampling of different populations from each species presents a problem in our study because: first, high-frequency haplotypes were not exclusive to one population (data not shown), and second, the two temperate European oaks exhibit little differentiation among populations (Zanetto et al., 1993) .
The second test estimates the population genetics recombination parameter (r), which is expected to decrease under divergence hitchhiking (Via, 2009 ). We are not aware of any previous use of this parameter in such a context, but it seems to be a very promising tool for detecting reduced rates of recombination around the genes that are responding to divergent selection. Although there seems to be Detecting selection with linked SSRs PG Goicoechea et al a need for further fine-tuning before this approach can be generalized, our estimates indicate that regions around putatively selected genes do indeed exhibit reduced effective recombination relative to control regions. The third approach used score tests to identify associations between frequent haplotypes and species. Score tests have been widely used for haplotype association studies in humans (North et al., 2006; Li and Schaid, 2009) . In principle, these tests could be sensitive to existing interspecific genetic structure. However, the association score tests were in good agreement with both the haplotypic LD estimates (LG2, LG10) and the outlier tests (LG12). Moreover, the differences revealed by the sliding-window analyses of LG2 suggest that these tests have enough sensitivity to differentiate between putatively selected and neutral regions located in the same linkage group. However, it remains to be determined whether H-W disequilibrium could affect the conclusions obtained with these tests (Schaid et al., 2002) .
Advantages of haplotypic approaches for studying divergent selection As noted previously, the search for ecological speciation footprints is one of the main causes for the increase in the number of studies dealing with divergent selection and outlier tests. Ascertaining the actual environmental causes leading to divergent selection is one of the major challenges in such studies. This has been partly solved with the application of several indirect methods, such as co-location with QTLs (Rogers and Bernatchez, 2005) or the search of parallel outliers in replicate pairs of populations (Bonin et al., 2006) . However, these methods do not solve another problem arising from allele frequencies-based outlier methods, that is, whether outliers are caused by directional or divergent (bi-directional) selection. One major advantage of haplotypic LD and score tests is that they can detect selective pressures affecting either both species in question or only one of them ( Figure 5 ). Conversely, allele frequencies-based differentiation outlier methods can only detect selection in the species with the lower heterozygosity (FDIST2, ln RH), variance in number of repeats (ln RV) or migration rate (BAYESFST). Our results based on haplotype reconstruction point to simultaneous divergent (that is, bi-directional) selection in at least two out of the three linkage groups harboring outlier markers, suggesting that both oak species are evolving according to their own trajectories, rather than there being a situation in which only one of the two species is actively diverging from the other. Such insights into the selection type (that is, divergent vs directional) can only be obtained by the use of haplotype-based methods. If used more broadly, these methods could greatly improve the characterization of divergent selection in nature.
Overall, our results indicate that haplotypic approaches may be uniquely powerful in studies of divergent selection. As such, they should now be adapted and scaled-up to analyze larger data sets (for example, Galindo et al., 2010; Baxter et al., 2011; Hohenlohe et al., 2011) . Higher marker density will improve the probabilities of the inferred haplotypes, thereby further increasing the confidence in haplotypic analyses.
DATA ARCHIVING
Full genotypes and metadata, together with Supplementary Information files, are stored at the Dryad repository (provisional 10.5061/ dryad.099s2).
LG 2
LG 10
LG 12 Comparison among selection signals detected by single-locus methods (differentiation outliers tests, circles) and methods that account for haplotypic information (LD, arrows; Score Tests, rectangles). The symbol patterns indicate whether selection signals were detected in both species (hatched) or in only one of them (empty, Q. petraea; filled, Q. robur). Approximate distances (cM) between markers are given to the left of the linkage groups.
Detecting selection with linked SSRs PG Goicoechea et al
