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ABSTRACT 
 In this thesis work, the Method of Lines ( )MOL  which is based on eigenpair calculation is 
modified using Padé approximants ( )PBPM .  Because the use of Padé approximants decreases the 
numerical demand of the MOL  from 3N  to N, where N  is the number of discretizations,  the 
PBPM  is far more efficient than the MOL.  Various numerical experiments which are reported in 
this thesis work confirm that the PBPM  is much more efficient than the MOL  when the number of 
transverse mesh points is large. The PBPM  has been applied in the analysis of a variety of integrated 
optical devices. This includes a beam expander, which connects two waveguides of different core widths, 
using a linearly tapered junction. In addition, a waveguide crossing with a resonant cavity at the center 
has been studied. Finally a novel three-way 900 beam splitter is proposed and its operation has been 
verified using the developed PBPM  approach. This type of beam splitter utilizes a rectangular cavity 
at the center. 
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  ﻣﻠﺨﺺ اﻟﺮﺳﺎل
  TCARTSBA (CIBARA)
  ﻣﺤﻤﺪ  أﻣﻴﺮ اﻟﺪﻳﻦ: ــــــﻢـاﻻﺳــــــــ
  ﻃﺮﻳﻘﺔ ﺗﻘﺮﻳﺒﺎت ﺑﺎدﻳﻪ واﺳﺘﺨﺪاﻣﺎهﺎ ﻓﻲ ﺗﺤﻠﻴﻞ ﺗﻘﺎﻃﻌﺎت  ﻗﺎﺋﺪ اﻟﻤﻮﺟﺔ و ﻣﻘﺴﻤﺎت اﻟﺤﺰم اﻟﻀﻮﺋﻴﺔ : اﻟﺮﺳﺎﻟﺔ ﻋﻨﻮان
  هﻨﺪﺳﺔ آﻬﺮﺑﺎﺋﻴﺔ: ــﺺــاﻟﺘﺨﺼــــ
  م4002ﻣﺎﻳﻮ : ﺮجــاﻟﺘﺨ ﺗﺎرﻳﺦ
  :اﻟﻤﻠﺨﺺ
ﻟﺠﻬﺪ إن اﺳﺘﺨﺪام ﺗﻘﺮﻳﺒﺎت ﺑﺎدﻳﻪ ﺗﻘﻠﻞ ﻣﻦ ا. ﻓﻲ هﺬﻩ اﻟﺮﺳﺎﻟﺔ ﺗﻢ ﺗﻐﻴﻴﺮ ﻃﺮﻳﻘﺔ اﻟﺨﻄﻮط وذﻟﻚ ﺑﺈدﺧﺎل ﺗﻘﺮﻳﺒﺎت ﺑﺎدﻳﻪ ﻋﻠﻴﻬﺎ
ﺑﺪًﻻ ﻣﻦ ﺗﻨﺎﺳﺒﻪ ﻣﻊ ﻣﻜﻌﺐ ن ﻗﺒﻞ ( ﻋﺪد اﻟﻨﻘﺎط اﻟﻤﺴﺘﻌﻤﻠﺔ ﻓﻲ اﻟﺤﻞ)اﻟﺤﺴﺎﺑﻲ ﻟﻠﺤﺎﺳﻮب ﺣﻴﺚ ﻳﺘﻨﺎﺳﺐ هﺬا اﻟﺠﻬﺪ ﻣﻊ ن 
وﺗﻮﺟﺪ اﻟﻌﺪﻳﺪ ﻣﻦ اﻟﺘﺠﺎرب اﻟﺤﺴﺎﺑﻴﺔ ﻓﻲ هﺬﻩ اﻟﺮﺳﺎﻟﺔ واﻟﺘﻲ ﺗﺆآﺪ ﺑﺄن .  اﺳﺘﺨﺪام ﺗﻘﺮﻳﺒﺎت ﺑﺎدﻳﻪ ﻋﻠﻰ ﻃﺮﻳﻘﺔ اﻟﺨﻄﻮط
وﻗﺪ اﺳﺘﺨﺪﻣﺖ ﻃﺮﻳﻘﺔ اﻟﺤﺴﺎب . ﻜﺜﻴﺮ ﻣﻦ اﻟﻄﺮﻳﻘﺔ اﻟﻤﺴﺘﺨﺪﻣﺔ ﻣﻦ ﻗﺒﻞاﻟﻄﺮﻳﻘﺔ اﻟﻤﺘﺒﻌﺔ ﻓﻲ هﺬﻩ اﻟﺮﺳﺎﻟﺔ أآﺜﺮ ﻓﻌﺎﻟﻴﺔ ﺑ
اﻟﺠﺪﻳﺪة واﻟﻤﺒﻨﻴﺔ ﻋﻠﻰ ﺗﻘﺮﻳﺒﺎت ﺑﺎدﻳﻪ ﻟﺪراﺳﺔ وﺗﺤﻠﻴﻞ أﻧﻮاع ﻋﺪﻳﺪة ﻣﻦ اﻟﺪواﺋﺮ اﻟﻀﻮﺋﻴﺔ اﻟﻤﺪﻣﺠﺔ، ﻣﺜﻞ داﺋﺮة ﺗﻮﺳﻴﻊ 
 ﻣﻮﺟﻬﺎ آﻤﺎ ﺗﻤﺖ دراﺳﺔ ﻣﻨﻄﻘﺔ اﻟﺘﻘﺎﻃﻊ  ﺑﻴﻦ. اﻟﺸﻌﺎع واﻟﺘﻲ ﺗﻜﻮن ﺣﻠﻘﺔ وﺻﻞ ﺑﻴﻦ ﻣﻮﺟﻬﺎ ﻣﻮﺟﺔ ذا ﻋﺮﺿﻴﻦ ﻣﺨﺘﻠﻔﻴﻦ
وأﺧﻴﺮًا ﺗﻤﺖ دراﺳﺔ ﻗﺎﺳﻢ أﺷﻌﺔ ﺟﺪﻳﺪ ﺛﻼﺛﻲ . ﻣﻮﺟﺔ ﻣﺘﻌﺎﻣﺪان، ﺣﻴﺚ ﺗﺤﺘﻮي هﺬﻩ اﻟﻤﻨﻄﻘﺔ ﻋﻠﻰ ﻓﺠﻮة رﻧﻴﻦ ﻓﻲ وﺳﻄﻬﺎ
اﻟﺤﺰم ذا أﻗﺴﺎم ﻣﺘﻌﺎﻣﺪة  وﻗﺪ ﺗﻤﺖ ﻣﺤﺎآﺎة ﻋﻤﻞ هﺬا اﻟﻘﺎﺳﻢ ﺑﺎﺳﺘﺨﺪام ﻃﺮﻳﻘﺔ اﻟﺤﺴﺎب اﻟﺠﺪﻳﺪة، ﻣﻊ اﻟﻌﻠﻢ ﺑﺄن هﺬا اﻟﻘﺎﺳﻢ 
  .ﻠﺔ اﻟﺸﻜﻞ واﻟﺘﻲ ﺗﻮﺟﺪ ﻓﻲ ﻣﺮآﺰ اﻟﻘﺎﺳﻢاﻟﺠﺪﻳﺪ ﻳﻌﺘﻤﺪ ﻋﻠﻰ اﺳﺘﺨﺪام ﻓﺠﻮة رﻧﻴﻦ ﻣﺴﺘﻄﻴ
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CHAPTER 1  
INTRODUCTION 
1.1. INTEGRATED OPTICS 
 Integrated optics or integrated photonics [1-5] is a branch of optics that combines 
various technologies such as electro-optics, non-linear optics, opto-electronics waveguide 
technology etc. In 1969 S.E. Miller [2], introduced the term “integrated optics” which 
emphasized the similarity between the planar optical circuits technology and the 
integrated micro-electronic circuits technology. His idea was to fabricate integrated 
optical circuits in which various optical elements, passive as well as active, were 
integrated in a single substrate, combining and interconnecting them via small optical 
transmission lines called optical waveguides. Thus, resulting in devices which are 
compact and low weight, robust, faster operational capability, stability with regards to 
alignment, high optical power density and low cost. 
 
 When the refractive index contrast between the waveguide core and the outside 
regions is high, the waveguide core can be made sufficiently small while maintaining 
strong confinement of the field. This leads to the concept of the so called photonic wire, 
which results in improved utilization of space in integrated optical circuits, leading 
potentially to high density integrated optics. 
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  Also, because of the strong light confinement in high contrast optical waveguides, 
new and interesting device operations are possible, which do not exist in low contrast 
waveguides. 
1.2. PROPOSED THESIS WORK 
 In this thesis work, we will consider only high index contrast waveguides and study 
various IO  structures based on them. This includes a waveguide junction between two 
waveguides of different core widths. This type of junction is termed beam expander. In 
addition, we will analyze a waveguide junction in which two waveguides cross each other 
at a 090  angle. In reality, this later case can give rise to a multitude of possibilities. We 
will consider two of those possibilities. The first is when the junction is designed to 
prevent optical power from leaking from one waveguide into the other leading to 
minimum cross-talk and the bulk of optical power remaining in the same waveguide. In 
this thesis, this type of junction is termed as waveguide crossing. The second possibility 
considered in this thesis is when the junction is designed as a 090  three-way beam splitter. 
In this later case, we are interested in controlling the amount of optical power that is 
channeled into the various arms of this 090  three-way beam splitter. For simplicity this 
type of junction will be termed as a beam splitter. 
 
 Thus in summary, our purpose is to analyze a simple waveguide junction, a 
waveguide crossing and a beam splitter. 
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1.3. CALCULATION METHOD 
 In general, analytical solutions of the electromagnetic field in IO  structures are not 
available which makes numerical methods indispensable for analysis of these structures. 
Various numerical tools are available for this purpose, which includes the Method of 
Lines ( )MOL  [6-23], the finite-difference time-domain method ( )FDTD  [24-28], the 
finite-element method ( )FEM  [29-32], and the beam propagation method ( )BPM  [33-
45].  
 
 In this thesis work, we will utilize the MOL  for the analysis of the proposed 
structures. However, the MOL  relies on the calculation of the eigenvalues and 
eigenvectors (eigenpairs) of the system matrix. Although the MOL  is accurate, it is very 
demanding numerically when the matrix dimension exceeds few hundreds in value. In this 
thesis work, therefore, the computation of the eigenpairs will be avoided. Instead, we will 
incorporate Padé approximants in the Method of Lines ( )PMOL  in order to enhance the 
CPU memory and time requirements. Due to the similarities in the formulation of the 
PMOL  and the Matrix formulation of BPM  with Padé approximants, PMOL  will be 
referred to as PBPM  so as to credit the initial work done in the BPM  Framework.  
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1.4. THESIS ORGANIZATION 
 The thesis work is organized in seven chapters. The first chapter is an introductory 
which includes introduction to integrated optics. The second chapter introduces the basic 
Method of Lines and describes how the eigenpairs are utilized in the field calculations. 
The third chapter introduces Padé approximants with sufficient details. This chapter also 
contains a general procedure for deriving Padé primes for arbitrary functions. It also 
discusses a general iterative approach for analyzing multiple longitudinal discontinuities 
in planar waveguide structures. Chapters four, five and six are dedicated respectively to 
the analysis of the beam expander, the waveguide crossing, and the three-way beam 
splitter mentioned earlier. The final chapter (chapter 7) concludes this thesis work. 
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CHAPTER 2  
METHOD OF LINES 
2.1. INTRODUCTION 
 The Method of Lines ( )MOL  [6-23] is a semi analytical technique for solving 
partial differential equations ( )PDE . The PDE  is transformed into an ordinary 
differential equation ( )ODE  by discretizing all the independent variables except one. If 
there are n  independent variables then ( 1)n −  variables are discretized resulting in an 
ODE  which can then be solved analytically in terms of the remaining variable [46]. The 
MOL  has been applied to several types of planar longitudinally uniform optical and 
microwave waveguide problems. It has been used to analyze single [47] and multiple 
discontinuities in optical waveguides [7, 48] and to solve non-linear waveguide problems 
[9] as well as diffraction problems from waveguide ends [8]. It has been successfully used 
to model 3 D−  problems [14-16] for both optical and microwave waveguides. This 
procedure guarantees a high numerical precision and an acceptable computational expense 
[6]. However, the MOL  relies on the computation of eigenvalues and eigenvectors 
(eigenpairs) of the system matrix. If the size of the problem is exceedingly large, the 
computation of the eigenpairs becomes computationally demanding and even prohibitive 
in some cases. This is due to the fact that the eigenpairs calculation requires a numerical 
6 
 
effort proportional to 3,M  where M  is the number of discrete points used in the field 
representation.  
 
 Consequently, in the simulation of two-dimensional optical waveguide problems 
using a relatively large value of ,M  the method of lines ( )MOL  approach (based on 
eigenpair calculation) becomes unpractical. A similar situation occurs in the simulation of 
three-dimensional problems, in which case M  can easily become large, prohibiting the 
MOL  approach. Part of the objectives of the present thesis work is to implement a new 
numerical approach [49, 50] that does not require calculation of the eigenpairs of the 
system matrix. The new approach is based on Padé approximants for the solution of the 
Helmholtz equation. This approach which will be discussed in detail in the next chapter, 
reduces the numerical effort significantly making it proportional to ,M  rather than the 
3M  as in the case of the MOL . In the present chapter, however, the basic MOL  
formulation will be introduced including its use in the conventional manner. Extensions to 
the basic MOL  will be discussed in this chapter as well. This includes:  
1. Incorporation of a perfectly matched layer ( )PML . 
2. The use of a higher order approximation of the second derivative operator in 
the transverse direction. 
 Finally, application of the MOL  to calculate the reflected and transmitted fields due 
to a single and to a double longitudinal waveguide discontinuities will be discussed. 
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2.2. BASIC MOL FORMULATION 
 One of the simplest optical waveguide structures is the dielectric slab waveguide. 
Because of longitudinal uniformity in its geometry, the guided modes and the radiation 
modes of the slab waveguide retain their basic shape as the field propagates within this 
waveguide and can thus be described by simple mathematical expressions. A schematic 
diagram of a three layer planar waveguide is shown in Figure 2-1. It consists of the 
superstrate, the core and the substrate with refractive indices 3 1 2,   and n n n , respectively, 
where 1 2 3( ,  )n n n>  in order to ensure total internal reflection in the core. In order to 
simplify the numerical analysis, the structure is assumed to be uniform and infinitely 
stretched along the y  direction, so that the field does not vary along the y − axis, which 
means 0y∂∂ = . The direction of propagation is assumed to be the z − direction and the time 
dependence is assumed to be j te ω− . For this waveguide structure, the waveguide 
geometry is discretized in the x-direction and the boundary layers are parallel to the y-z 
plane. The computational window is bounded by an electric wall ( 0)yE =  or a magnetic 
wall ( 0)yH = . Under this assumption, the three-dimensional wave equation is reduced to 






( , ) ( , ) ( , ) 0x z x z k n x z
z x






Figure 2-1 A dielectric slab waveguide 
 
where ψ  represents either yE  or yH  depending on whether we have TE  or TM  
polarized waves, respectively. 0k  is the free space wave number and n  is the refractive 
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index. Upon discretization, the 22x
∂
∂  term in equation (2.1) is replaced by the three-point 







i i i i
x x




where the subscript i  refers to the field at the thi  mesh line in the discretized space, as 
shown in Figure 2-2.  
 
 
Figure 2-2 Discretization of space in the x-direction 
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 If M  is the total number of transverse discretization points, then equation (2.3) 
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d C k N
dz
Ψ + Ψ + Ψ =  (2.5) 
where C  is a tri-diagonal matrix, N  is a diagonal matrix with elements being the square 
of the refractive indices ( )2 2 21 2 3n n n ………  at the mesh points and 
[ ]21 3( ) ( ) ( ) ( ) tMz z z zψ ψ ψ ψΨ = "  is a column vector that represents the 









+ Ψ =  (2.6) 
where 20 .Q C k N= +  
 Equation (2.6) is an ordinary second order matrix differential equation whose 
general solution is given by [10] 
 j Qz j Qze A e B−Ψ = +  (2.7) 
 The first term on the right hand side of equation (2.7) represents field propagation in 
the z+  direction and the second term represents field propagation in the z−  direction. A  
and B  represent the z±  propagating fields at 0,z =  respectively. Both A  and B  are 
column vectors of size 1M × , and ( ) or j Qz j Qze e+ −  is a matrix of size M M×  and is 
evaluated using eigenvalue decomposition. The square matrix Q  is first expressed in 
terms of its eigenpairs in the form: 
 1Q UVU −=  (2.8) 
and 
 1Q U VU −=  (2.9) 
where U  is the eigenvector matrix and V  is a diagonal matrix containing the eigenvalues 
of Q . The matrix exponentials j Qze±  can then be found using the following relation: 
 1j Qz j Vze Ue U± ± −=  (2.10) 
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 The above procedure, which relies on eigenpair calculation for the evaluation of 
Q  and j Qze± , is a fundamental feature of the MOL . 
2.3. IMPROVEMENT TO THE BASIC MOL SCHEME 
 In the previous section,  the basic MOL  has been presented, however, important 
improvement and extensions are required to enhance the MOL  performance. This 
includes the introduction of a suitable perfectly matched layer ( )PML  in order to absorb 
the radiative part of the field. In addition, the central difference approximation used to 
approximate 22x
∂
∂  can be replaced with a much more accurate approximation using higher 
order approximation. The above extensions have been made to the basic MOL  and the 
results will be presented next. 
2.3.1. Perfectly Matched Layer 
 The field samples 0 ( )zψ  and 1( )M zψ +  are not included in equation (2.4) which 
implies that the computational window is terminated by either an electric or a magnetic 
wall ( ) ( )0 1 0Mz zψ ψ += =⎡ ⎤⎣ ⎦ . The presence of these walls on the extreme end of the 
computational window causes the radiative field to experience complete reflection and 
causing it to return to the computational window and thus resulting in large errors in the 
calculated field. Because the problems under consideration in this thesis are unbounded, 
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there is a need for absorbing the radiated field. This can be done using the well known 
Perfectly Matched Layer ( )PML  [11, 51-53]. PML  layers are added on the top as well as 
on the bottom of the computational window as shown in Figure 2-3. The PML  that will 
be used in this work is based on the transformation of the real space into the complex 
space [52], so that the field is substantially attenuated before it reaches the electric wall 
(magnetic wall) of the computational window. The real space is transformed to a complex 
one according to: 
 (1x x j→ + σ)  (2.11) 
 (1x x j∆ → ∆ + σ)  (2.12) 
where σ  is the attenuation or the decay factor of the PML  region. Under this type of 
transformation, a wave ( )jkxe+  propagating in  x+  direction becomes: 
 ( )1jkx j jkx k xe e e+ + σ + − σ=  (2.13) 
in the complex space. The resulting exponential decay factor causes the field to attenuate 
in the x+  direction. The value of σ  and the number of points in the PML  are chosen so 
that the field becomes significantly low when it reaches the electric or the magnetic wall 




Figure 2-3 Discretization of space in the x-direction including the PML layers 
  
 There are various ways of selecting appropriate values of σ  [54]. The value of σ  
may be assumed to be uniform throughout the PML  region or else it can be taken as non-
uniform. In general  
 ( ) ( ) ( )P iix f xησ∆ =  (2.14) 
where ( )ixσ∆  represents the value of the imaginary part of the mesh size σ  at the thi  
mesh point in the PML , η  is the PML  strength parameter and P  represents the number 






 and ( )if x  
is an arbitrary increasing function of ix , which can be linear ( )i if x x= , tangent 
( ) ( )tani if x x= , parabolic ( ) 2i if x x=  or any other suitable increasing function of ix . In 
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this thesis work ( )if x  is chosen to be tangent which has a superior performance 
compared to other functions. 
  
 In order to test the PML  performance, a TE −polarized Gaussian beam is used as 
excitation at the input of a planar single mode three layer waveguide (see Figure 2-4). 
Because the Gaussian beam is not completely guided by the planar waveguide, the excess 
energy is radiated away from the waveguide core and effectively absorbed by the PML . 
After a sufficiently long distance in the z − direction the remaining field (guided) has a 
transverse pattern identical to the 0TE  mode pattern, as seen in the same figure. 
 
Figure 2-4 Gaussian beam propagation in single mode waveguide. 
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2.3.2. Improvement to the Basic MOL Scheme 
 In section 2 of this chapter, the 22x
∂
∂  term was approximated by a three-point central 
difference approximation given by equation (2.2). This approximation is inaccurate as it 
does not incorporate the interface conditions at the superstrate/core and the core/substrate 
interfaces. It is also inefficient, because it utilizes a uniform meshing scheme. In order to 
efficiently model the field a three-point, five-point and seven-point approximation 
schemes that accounts for the boundary condition and that utilizes a non-uniform mesh 
size will be used in our work [55]. The use of higher order schemes reduces the numerical 
error due to the field discretization. 
 
 Consider the planar waveguide structure shown in Figure 2-5. The refractive indices 
of the superstrate, the substrate and the core are respectively taken as 3 1,n =  2 3.4,n =  
1 3.6n = .  The width of the core is taken to be 0.3 µm. The widths of superstrate and the 
substrate are taken sufficiently wide in order for the 0TE  modal field to decay 
substantially before reaching the electric wall of the computational window. The 
wavelength of operation is 1 µm. This structure has been numerically simulated for 
evaluating the modal effective refractive index using the three, the five and the seven 
point approximation schemes with different number of discretization points. The 3, 5 and 
7 point approximation schemes considered here have been reported in reference [17, 55] 











































Figure 2-6 Absolute Error in the Effective Refractive Index for the 3-point, the 5-point 




 The results shown in Figure 2-6 correspond to the 0TE  mode. For the 0TM  mode, 
the results are similar to those shown in Figure 2-6 and therefore, they will not be 
presented here. Figure 2-6 clearly shows a decrease in the absolute error 
( ), , eff exact eff calculatedn n−  as the order of approximation increases and as the number of 
transverse discretization points increases. Accuracy and computational expense are the 
two major criteria for the selection of the approximation scheme. However, the five point 
approximation scheme provides significant accuracy and smaller computational expense 
when compared with the seven point approximation scheme. Therefore, the five point 
approximation scheme will be used throughout this thesis work. 
2.4. ANALYSIS OF WAVEGUIDE DISCONTINUITIES 
 Longitudinal waveguide discontinuities can be modeled effectively by use of the 
MOL . Consider the simple case of a waveguide with a single longitudinal discontinuity 
as shown in Figure 2-7. The discontinuity is assumed to be located at 0z = . The problem 
space is divided into two regions namely region 0 and region 1. The field is assumed to be 
incident from region 0. Due to the discontinuity, part of the field is reflected back into 




Figure 2-7 A single longitudinal waveguide discontinuity  
 
 The mathematical expressions for the transmitted and the reflected fields derived 
from the interface conditions at 0z =  are given as [12]: 
 0 0B RA=  (2.15) 
and  
 1 0A TA=  (2.16) 
where 0A  is the incident field in region 0 at 0z = , 0B  is the reflected field at 0z =  in 
region 0, and 1A  is the transmitted field at 0z =  in region 1. R  and T  are respectively, 
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where 0N  and 1N  are diagonal matrix containing the square of the refractive index 
distribution of region (0) and (1) respectively. I  is the identity matrix having the same 
size as Q . In the above expressions S  and 1S −  are to be computed. Here S Q=  where 
Q  has been defined in section 2 and the subscripts 0 and 1 represent the respective region. 
S  is evaluated by first decomposing Q  in terms of its eigenpair, V  and U . Where V  is a 
diagonal matrix containing the eigenvalues of Q  and U  is a square matrix containing the 
corresponding eigenvectors of Q  as column vectors. S  is then evaluated using: 
 12 1S UV U −=  (2.17) 
 Let us next consider the case of a planar waveguide structure with two longitudinal 
discontinuities one located at 0z =  and the other located at z d=  as shown in Figure 2-8. 
The problem space in this case is divided into three regions. The field within each region 
is the sum of the forward and the backward fields. Using the layer by layer algorithm [23, 
56], the reflected and the transmitted fields are given as: 




 ( ) ( )1 12 2 1 1 1 2 1 10.5A I S S D A I S S B− −⎡ ⎤= + + −⎣ ⎦  (2.19) 
where 0A  is the incident field in Region 0 and 
 
( ) ( )
( ) ( )
1 1
0 0 1 0 1 1 1 1
11 1
0 1 0 1 1 1 1
x
            
I S S I S S D D




⎡ ⎤Γ = − + + Γ⎣ ⎦
⎡ ⎤+ + − Γ⎣ ⎦
 (2.20) 
 1 11
jS dD e+=  (2.21) 
 
11 1
1 1 2 0 1I S S I S S
−
− −⎡ ⎤ ⎡ ⎤Γ = − +⎣ ⎦ ⎣ ⎦  (2.22) 
 1 1 1 1B D A= Γ  (2.23) 
 ( ) ( )1 11 1 0 0 1 0 00.5A I S S A I S S B− −⎡ ⎤= + + −⎣ ⎦  (2.24) 
  
 The major difference between the single discontinuity and the double discontinuity 
waveguide (or the multiple discontinuity) problems is the appearance of the exponential 
factor ( )1 11 jS dD e+=  in the equations (see equations (2.18)-(2.24)) to be solved. The 
exponential is evaluated in a similar manner to the square-root, using also eigenvalue 
decomposition, giving:  
 




Figure 2-8 A double discontinuity waveguide 
 
 Multiple longitudinal discontinuities in a planar waveguide structure can be 
implemented using either the Layer by Layer [23, 56] or the Cascading and Doubling 
Procedures [13]. Numerical results for the single discontinuity and the double 
discontinuity problems will be presented in the next chapter including a comparison along 
of the new approach based on Padé approximants. 
 
 The MOL  is known to have a high numerical accuracy. However, computation of 
the eigenvalues and the eigenvectors is numerically inefficient when the number of 
discretization points is too large. The memory and time requirements of the MOL  is 
known to be proportional to 2M  and 3M  respectively [57]. 
 
 In the next chapter we will introduce an alternative approach which does not rely on 
eigenpairs calculation. This new approach is based on Padé approximants [58]. Padé 
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approximants have been implemented in the beam propagation method ( )BPM  
framework [34, 35, 38, 43, 44, 57, 59, 60]. This approach significantly reduces the 








CHAPTER 3  
APPLICATION OF PADÉ APPROXIMANTS TO THE METHOD OF 
LINES 
3.1. INTRODUCTION 
 As discussed in the previous chapter, the MOL  relies on computing the eigenpairs 
of the system matrix, which makes it numerically inefficient when the matrix dimension is 
relatively large. However, computation of the eigenpairs can be avoided with the use of 
the Padé approximation, which makes it potentially a very efficient approach. The basic 
idea of Padé approximants is to overcome the divergent nature of Taylor series 
approximation by representing a given function as a ratio of two polynomials. Padé 
approximants can provide an approximation to the function throughout the whole complex 
plane, and is a topic of study in mathematical approximation theory [58]. 
3.2. PADÉ APPROXIMANTS 
 A Padé Approximant is the ratio of two polynomials, the coefficients of these 
polynomials (called Padé primes) are constructed from the coefficients of the Taylor 
series expansion of the function to be approximated. This ratio is matched with the Taylor 
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series as far as necessary. Any arbitrary function ( )f X  can be represented in one of the 
two standard Padé forms: 










h Xf X f
e X=
⎛ ⎞
= +⎜ ⎟⎜ ⎟+⎝ ⎠∑  (3.1)  
or  



























where ( ) ,pkd  
( ) ,pkh  are called Padé primes of order p  for the numerator and 
( )n
ke  is the 
Padé prime of order n  for the denominator. The approximated function is represented as 
( ), ,P p n  where p  is the order of the numerator and n  is the order of the denominator. In 
this thesis work the order of the numerator and the denominator are taken to be equal 
( ).p n=  The second Padé approximant form given by equation (3.2) will be used since it 
offers certain advantages over the first form. The advantage of this form will be seen later. 
In the next section, detailed explanation for obtaining Padé primes will be presented. It is 
to be stressed here that this is just one of many other possible approaches that can be used 
for this purpose. 
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3.3. CALCULATION OF PADÉ PRIMES 
 Consider an arbitrary function ( )f X  whose Padé primes are to be evaluated. This 
function is first represented by its Taylor series expansion as shown below 












= =∑ ∑  (3.3) 
where 




fc m=  are the Taylor series coefficients. 
  
 In order to obtain a Padé approximation of order ( ),P N N  we equate equation (3.3) 
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 The symbol N  has been used here to indicate the order of Padé approximants. In 
order to simplify our calculations we let 0 1b =  which results in ( )0 0 0a c f= = . Thus we 
are left with 2N  unknowns, by considering the Taylor series terms up to 2N  we should 
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=∑ ∑ ∑  (3.6) 
 
Matching the coefficients of equal powers of X  from 1 to 2N N+  in equation (3.6) 
results in the following set of equations: 
 
1 1 2 2 2 1 1 2
1 1 1 2 2 2 1 2 1




                                                                     
N N N N N N N N
N N N N N N N N
N N N N N N N N
c b c b c b c b c
c b c b c b c b c
c b c b c b c b c
+ − + − −
− − + − − −
− − − − − −
+ + + + = −
+ + + + = −




# # # #
1 2 1 3 2 1 1
  
                                                                       
                                                                       
            N N N N Nc b c b c b c b c− − ++ + + + = −
#
# # # # #
# # # # #
"""
 (3.7) 
which can be represented in matrix form as: 
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 [ ] [ ] 1B C C− ⎡ ⎤= ⎣ ⎦  (3.10) 
  
 With the use of equation (3.10) all the ib  coefficients are evaluated. Using equation 
(3.6) and matching coefficients of equal powers of X  from 0 to ,N  results in the 
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 Which gives all the ia  coefficients from the previously calculated ib  coefficients. 
The form shown in equation (3.4) can easily be modified to be represented in product 
form (or zero-pole form) as shown in equation (3.2). This can be done by finding the roots 
of the numerator and the denominator in equation (3.4). 
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3.4. PADÉ APPROXIMATION OF THE SQUARE ROOT 
FUNCTION 
 Let us consider an example of the simple square-root function y  of the scalar 
quantity y . The square root function is first modified in order to avoid the singularity of 
the higher derivatives of y  in Taylor series expansion at 0y = .  The function y  is 
then rewritten as  
 ( ) 1y f X X= = +  (3.12) 
 
( ) ( )









h X d XX
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+ ≈ + =
+ +
∑ ∏  (3.13) 
where 1X y= − , and ( )pkd , ( )pke  and ( )pkh  are called Padé primes of order p . These Padé 
primes are actually available in closed form [60] and are obtained from ( )( ) 2cos ,pke kθ=  

















 The Padé primes of the same square root function were evaluated using the above 
mentioned method and compared with the ones available in closed form. The results are 






















d1 2.2214E-02 2.2214E-02 4.7330E-08 e1 9.7779E-01 9.7779E-01 3.0580E-08
d2 8.6880E-02 8.6881E-02 1.6807E-07 e2 9.1312E-01 9.1312E-01 1.1513E-07
d3 1.8825E-01 1.8826E-01 3.0972E-07 e3 8.1174E-01 8.1174E-01 2.3235E-07
d4 3.1733E-01 3.1733E-01 4.1448E-07 e4 6.8267E-01 6.8267E-01 3.4995E-07
d5 4.6263E-01 4.6263E-01 4.4506E-07 e5 5.3736E-01 5.3737E-01 4.2986E-07
d6 6.1126E-01 6.1126E-01 3.9691E-07 e6 3.8874E-01 3.8874E-01 4.4011E-07
d7 7.5000E-01 7.5000E-01 2.9349E-07 e7 2.5000E-01 2.5000E-01 3.6975E-07
d8 8.6653E-01 8.6653E-01 1.7141E-07 e8 1.3347E-01 1.3347E-01 2.4011E-07
d9 9.5048E-01 9.5048E-01 6.7172E-08 e9 4.9515E-02 4.9516E-02 1.0134E-07
d10 9.9442E-01 9.9442E-01 7.7363E-09 e10 5.5846E-03 5.5846E-03 1.2190E-08
 
For the above mentioned square root function, the Padé approximation of equation 
(3.13) is not accurate when 0y <  (this fact can easily be concluded, since y  is pure 
imaginary when 0,y <  while the calculated Padé primes are real. Padé approximants 
predict a real number for y  in this case, which is a clear contradiction). Figure 3-1 
shows the absolute relative error in calculating y  using Padé approximants of order 






 The relative error ( ). .R E  is defined as: 






=  (3.14) 
where exactf  is the exact value of the function and approxf  is its approximated value using 
either Padé approximants or Taylor series approximation. 
 
 It is well known that the Taylor series has a limited range of convergence, when y  
increases beyond this range Taylor series expansion fails to converge. However, the Padé 
approximation has a wider range of convergence for positive values of y  and 
comparatively superior performance with respect to Taylor series approximation. This fact 
can easily be seen in Figure 3-1. In this figure, the Padé approximation results in small 
error for 0y > . However, for 0,y <  it produces large relative error. Hence, equation 


























Figure 3-1 The relative error for y  using Taylor and Padé approximations 
  
 In order to extend Padé approximation to include the range 0,y <  we use [49]: 
 ( )1y y−12= γ 1+ γ −  (3.15) 
or,  
 X−12= γ 1+  (3.16) 
where 1X y= γ −  is used in this case. The complex factor γ can be written in the form 
jeα θγ =  where α  is the magnitude and θ  is the angle of γ . When θ ≠ 0 , the factor γ  
causes the branch cut of the square root function to be rotated in the complex plane. In 
this case, equation (3.13) can be used to approximate 1 X+  appearing in equation (3.16) 
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 Figure 3-2 shows the relative error for the square root function for different values 
of γ . When we make γ  pure imaginary by letting 2
πθ = − , we find a substantial 
decrease in the relative error of the Padé approximants of the square root function. The 
relative error is reduced even further when α  the magnitude of γ  is reduced. In reality, 
there is a limited range of α  and θ , for which Padé approximation converges. In the next 
sections, when Padé approximation with branch cut rotation is applied to the MOL , we 
will address the range of α  and θ  that result in low calculational errors.  
 
































3.5. IMPLEMENTATION OF THE MOL WITH PADÉ 
APPROXIMANTS 
 This section is divided into three sub-sections. The first sub-section deals with the 
computation of the reflection operator at a single longitudinal discontinuity using Padé 
approximants. The second sub-section deals with the computation of the propagation 
operator. Finally, in the third sub-section, a generalized approach that utilizes Padé 
approximants is developed for the analysis of multiple longitudinal waveguide 
discontinuities. 
3.5.1.  Implementation of the Reflection Operator 
 As discussed in the previous chapter, the problem of a single longitudinal 
discontinuity (see Figure 3-3) involves computation of S Q= . The matrix Q  is 
inherently sparse and computing its square root produces a full matrix, which results in 
large memory requirements. With the use of Padé approximants (as in equation 2.2), the 
sparsity of the matrices can be fully utilized which results in small memory requirements 
and faster computational time. Applying equations (2.15) and (2.16) for TE  polarized 
waves at the single longitudinal discontinuity, we have: 
 ( ) ( )11 10 0 1 0 1 0B I S S I S S A−− −= + −  (3.17) 
 ( ) 111 0 1 02A I S S A−−= +  (3.18) 
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Equation (3.17) is first rewritten in the form: 
 ( ) ( )1 10 1 0 0 1 0I S S B I S S A− −+ = −  (3.19) 
Incorporating Padé approximation for 1S  and 
1
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where 0 0 0X Q I= γ − , 1 1 1X Q I= γ − . The complex constants 0γ  and 1γ  are associated with 




−γ γ = . I  represents the identity matrix with the same dimensions as Q . 11S −  can 
easily be obtained by simply interchanging the Padé primes of the numerator and the 
denominator respectively as clearly seen in equation (3.20). Expanding equation (3.20) for 
the case 4p =  (i.e. fourth order Padé approximants): 
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 In equation (3.21) the matrices 0X  and 1X  are sparse because 0Q  and 1Q  are also 
sparse and 0A  and 0B  are M  element column vectors. Considering the right hand side 
( )RHS  of equation (3.21), we first multiply ( )4 1I a X+  with 0A  which results in a 
column vector. The resulting vector is next left divided by ( )4 1I b X+  which again results 
in a column vector. The left division is used in this case to avoid inversion of ( )4 1I b X+ , 
which would result in a full matrix, thereby causing both the memory and runtime 
requirements to be large. Thus, by repeating this procedure we would never encounter full 
matrices and after every multiplication and division step the resultant is a column vector. 
Thus equation (3.21) is implemented computationally using only sparse matrix vector 
product and sparse matrix vector divide. After computing the RHS  of equation (3.21), 0B  
can then be calculated using the BICGSTAB (Biconjugate Gradients Stabilized Method) 
[61] subroutine in Matlab environment which solves a system of linear equations 
iteratively. BICGSTAB guesses a particular value of 0B  and that guessed value is fed as 
input to a function which evaluates the LHS  of equation (3.21) in a similar way as the 
RHS  was evaluated and then tries to equate it to the RHS . If the residual norm is less 
than a certain specified value, then BICGSTAB converges. The convergence of 
BICGSTAB depends on the type of the problem at hand. If the problem is complex then 
BICGSTAB needs more iterations to converge which in turn increases the computational 
time. The single longitudinal discontinuity problem presented in section 4 of chapter 2 
was calculated using the method that we have just described. The input waveguide is 
excited by its fundamental TE  mode, whose profile is shown in Figure 3-4. The reflected 
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and the transmitted fields are shown in Figure 3-5 andFigure 3-6 for a range of Padé orders using 
1α =  and 2
πθ = − .  
 
 
Figure 3-3 An abrupt longitudinal waveguide discontinuity 
























Fundamental TE Mode Profile of Region 0
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Figure 3-5 Reflected field at 0z =  at the waveguide discontinuity using the MOL and the 
PBPM computational methods. The order of Padé approximants are shown in the 
brackets. 
  
 As shown in Figure 3-5, with the increase in the Padé order in the MOL , the 
reflected fields computed using the MOL  and PBPM  have better agreement as the Padé 
order increases. However, even when the Padé order becomes large [i.e. order P (16, 16)], 
as seen in Figure 3-5 d, there is a substantial disparity between the two approaches. This 
situation can be largely improved by reducing the value of α = γ , as can be seen in the 
next set of figures (see Figure 3-6 a-d).  
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  When α  is reduced from unity to 0.1, the agreement in the calculated reflected 
fields improves, as seen in Figure 3-6 a. A better agreement is achieved for 0.02α =  and 
0.01α =  as seen in Figure 3-6 b and c. However, when α  is too low the calculated 
results begin to disagree again (see Figure 3-6 d). The value of 0.0007α =  is too low to 
allow accurate results using the PBPM  for this particular problem. It is noteworthy that 
the calculated results shown in Figure 3-6 correspond to a Padé order of 4. This means 
that there is a range of values of the parameter α  for which the PBPM  gives accurate 
results for the reflected field, even for a relatively low order of Padé approximant.  
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Figure 3-6 Reflected field at 0z =  at the waveguide discontinuity using the MOL and 
PBPM computational methods. 
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 The effect of the magnitude α  and the phase θ  of γ  is analyzed for various Padé 
orders in the computation of the reflected field. Firstly, the effect of α  is studied. Figure 
3-7 shows the root mean square error between the reflected fields computed using the 
PBPM  with different values of α  and MOL  computational methods. The root mean 





































































θ = -π/2 
 
Figure  3-7 Relative error in the reflected field (computed using the PBPM, and the MOL 
computational methods) versus α  with 2
πθ =  
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 As seen in Figure 3-7, there is a range of α  for which the error is low. This range of 
α  depends on Padé order used and this range is seen to increase with higher orders of 
Padé approximation. For the case of 4p = , α  ranges approximately from 
3 21 10  to 2 10− −× × . Based on a number of simulations for various problems, the value of 
α  was set to ( )20
1
1.5k
α = , where 0k  is the wave number. The value of α  in this case 
is evaluated to be 0.011, which lies within the range of α  specified above for low error. 
In this thesis work, the value of α  is fixed to ( ) 201.5k − . However, the phase θ  also has a 
significant effect on the convergence of the PBPM .  
 
 Figure 3-8 shows the relative error in the reflected field versus θ  and fixed value of 
0.011.α = . As can be seen in the figure, the optimum value of θ  also depends on the 
Padé order used. However, for any Padé order 4p ≥ , 2
πθ = −  is seen to have a low 
relative error ( )310−≤ .  Thus, ( ) 201.5 kα −= ×  and 2πθ = −  will be used throughout this 
























α = 0.011 
 
Figure 3-8 Relative error in the reflected field (computed using the PBPM and the MOL 
computational methods) versus θ  with 0.011α =  
  
 Using the above mentioned fixed values, the reflected field is computed. After 
computing the reflected field 0B , the transmitted field 1A  can easily be obtained using the 
relationship 1 0 0A A B= + . Figure 3-9 shows the transmitted field 1A  computed using the 
PBPM  and the MOL  methods. As can be seen in the figure, the two fields agree well 































P (4, 4) 
α = 0.011
θ = -π/2 
 
Figure 3-9 Transmitted field at 0z =  at the waveguide discontinuity using the MOL and 
the PBPM computational methods 
   
 Figure 3-10 shows the computational time requirements for the MOL  and the 
PBPM  for the calculation of the reflected field at the waveguide discontinuity. Clearly, 
the time taken to numerically simulate the single discontinuity problem with the MOL  is 

























Figure 3-10 Comparison of computational time requirements for the MOL and the PBPM 
for the calculation of the reflected field 
 
 The time taken by the MOL  when the number of transverse mesh points 520M =  
is 312.06 seconds. For the same case, the time requirement is reduced to just 3.6 seconds 
when the PBPM  is used. The PBPM  is faster than the MOL  in this case by a factor of 
approximately 85. From Figure 3-10, it is also easily seen that the MOL  time requirement 
is proportional to 3M . However, the PBPM  time requirement is proportional to M . 
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3.5.2. Implementation of the Propagation Operator 
 In order to analyze multiple discontinuities the propagation operator 
j QzjSze e++ =  discussed at the outset of this section also needs to be accounted for in 
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=  (3.23) 
 
where g j z
−1
2
= + γ  and .X Q I= γ −  The Taylor series expansion coefficients of 
( )exp 1g X+  need to be obtained first. Calculation of Taylor series coefficients of this 
function is straight forward, but this task becomes tedious for higher order coefficients. In 
order to simplify this process, we have used the Matlab symbolic math function for this 
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 The expressions for the coefficients in equation (3.24) are stored as a function in an 
m-file with g  as a variable, which can be accessed to compute the Taylor series 
coefficients, whenever needed. 
 
  Based on a number of simulations, it became clear to us that there is an upper limit 
on z  ( )z+ , which depends on the problem at hand. However, the most important attribute 
of the maximum step size z+  is that, it is actually independent of x∆  (the transverse 
mesh size). Subsequently, if the field needs to be propagated over a distance larger than 
the maximum step size z∆ , then multi-step propagation is used. 
 
 In order to analyze the effect of z+ , a TE −polarized Gaussian beam with a spot 
size of 0.1µm was propagated a total distance of 5µm in a homogeneous medium (see 
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Figure 3-11) of width 3 µm and refractive index 1n =  at the operating wavelength λ=1.0 
µm. The Gaussian beam is first propagated over the 5 µm distance using the MOL . The 
same beam was then propagated using the PBPM  using different values of z+ . The 
order of the Padé approximants for the propagation operator is set to 10p = . This order 
will be used throughout this thesis work to approximate the propagation operator.  
 
 
Figure 3-11 A homogeneous medium 
 
 In Figure 3-12, the Gaussian beam propagation over the 5 µm distance, as calculated 
by the MOL  is used as reference. When the step size z∆  is relatively large, the PBPM  
results are clearly inaccurate (see Figure 3-12 (a) corresponding to 2 µmz∆ = ). However, 
as seen in the remaining figures (Figure 3-12 b-d ), when z∆  is approximately 0.5 µm or less, 
the PBPM  results agree very well with the MOL  calculations. Although, this may 
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appear as a serious limitation of the PBPM , the PBPM  actually remains more efficient 
than the MOL  with respect to the CPU time and memory requirements, as will be seen 
later. 

























































Figure 3-12 Comparison of the MOL and the PBPM in the case of Gaussian beam 
propagation over a 5 µm distance in air 
  
 In the previous two sections (5.1 and 5.2), we have presented and demonstrated the 
application of the PBPM  in the case of reflection from a single longitudinal discontinuity 
as well beam propagation in a longitudinally uniform region. However, many interesting 
integrated optical devices involve multiple longitudinal discontinuities. The procedures 
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presented in section 5.1 and 5.2 cannot be used on their own to handle this type of 
problem. Thus, we need a general procedure that can effectively account for multiple 
longitudinal waveguide discontinuities. This general procedure, which will be presented 
in the next section relies on the results that were presented in sections 5.1 and 5.2 as will 
be seen next. 
3.5.3. Generalized PMOL Procedure for Analysis of Multiple 
Longitudinal Waveguide Discontinuities 
 Consider the arbitrary structure shown in Figure 3-13 which contains multiple 
longitudinal discontinuities along the direction of wave propagation. The discontinuities 
are assumed to be present at iz  where 0,  1,  2 ...., m-1, m, ........, Li = .  
 
 
Figure 3-13 Arbitrary multiple longitudinal waveguide discontinuities 
  
 The first discontinuity is assumed to be at the origin. The width of the thm  layer is 
1m m md z z −≡ − . The field in the 
thm  layer is expressed as: 
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 ( )1m m mmjS z z jS z zm m me A e Bψ
⎛ ⎞⎜ ⎟⎝ ⎠−− − −
= +  (3.25) 
For TE −polarized waves, application of the boundary conditions at mz z=  result in: 
 1 1 1m m m m m mP A B A P B+ + ++ = +  (3.26) 
and 
 1 1 1 1 1m m m m m m m m m mS P A S B S A S P B+ + + + +− = −  (3.27) 
where 
 ( )1m m mm m jS z zjS dmP e e −
−
= =  (3.28) 
and 0P I= , where I  is the identity matrix having the same size as Q . By substituting 
different values of m  in equations (3.26) and (3.27), we have: 
 
 1 0 1 1 0 0 0A B PB P A A+ − = − = −  (3.29) 
 1 1 0 0 1 1 1 0 0S A S B S PB S A− − + = −  (3.30) 
 1 1 2 1 2 2 0P A A B P B− + − =  (3.31) 
 1 1 1 2 2 1 1 2 2 2 0S P A S A S B S P B− − + =  (3.32) 
 2 2 3 2 3 3 0P A A B P B− + − =  (3.33) 
 2 2 2 3 3 2 2 3 3 3 0S P A S A S B S P B− − + =  (3.34) 
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We proceed in this manner and finally arrive at the last set of equations which are: 
 
 1 1 1 0L L L L L LP A A B P B+ + +− + − =  (3.35) 
 1 1 1 1 1 0L L L L L L L L L LS P A S A S B S P B+ + + + +− − + =  (3.36) 
  Note that since, there is no reflected field in the transmission layer ( )1m L= + , the 
vector 1LB +  will be set to zero in equations (3.35) and (3.36). In equation (3.29), 0A  is the 
incident field vector at 0z = . The above set of equations can be simplified by eliminating 
m mP B  from equations (3.29), (3.31), (3.33) up to (3.35), and by eliminating m m mS P A  from 
equations (3.32), (3.34) up to (3.36) while retaining equation (3.30). Thus, we have the 
new set of equations: 
 ( ) ( )1 1 1 0 0 1 0 02S A S S B S S A− + − = − +  (3.37) 
 1 1 0 0 1 1 1 0 0S A S B S PB S A− − + = −  (3.38) 
  
 ( ) ( )1 2 1 1 2 2 2 1 12 0S S P A S A S S B+ − + − =  (3.39) 
 ( ) ( )2 1 2 1 1 2 1 2 22 0S S A S B S S P B− + − + =  (3.40) 
 ( ) ( )2 3 2 2 3 3 3 2 22 0S S P A S A S S B+ − + − =  (3.41) 
 ( ) ( )3 2 3 2 2 3 2 3 32 0S S A S B S S P B− − − + =  (3.42) 
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We proceed in a similar manner for the remaining equations. The last set of equations is 
thus: 
 ( ) ( )1 1 1 12 0L L L L L L L L LS S P A S A S S B+ + + ++ − + − =  (3.43) 
 ( )1 1 2 0L L L L LS S A S B+ +− + =  (3.44) 
  
 Arranging equations (3.37), (3.38) up to (3.44) in matrix form, with all the 
unknowns iA  and iB  assembled in a column vector as shown in equation (3.45). The 
square matrix in equation (3.45) has been sub-divided into four regions in order to 
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            The matrix relation (3.45) can be made computationally more efficient by 
multiplying it by 1iS
−  at appropriate positions and by removing the common factors. This 
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          The unknowns in equation (3.46) are iA  ( )1 1L i+ ≥ ≥  and iB  ( )0L i≥ ≥ . Because 
of the extremely large size of the square matrix in equation (3.46), explicit solution of this 
equation will be avoided. In addition, the matrix elements of the square matrix are 
themselves full square matrices, which will not be obtained explicitly in order to maintain 
relatively low memory usage. An iterative procedure using the BICGSTAB routine will 
be used to solve for all the unknown in equation (3.46) simultaneously. 
3.6.  ANALYSIS OF WAVEGUIDE WITH TWO 
LONGITUDINAL DISCONTINUITIES 
 The general PMOL  procedure that accounts for multiple longitudinal 
discontinuities, which was presented in the previous section, will be demonstrated for a 
waveguide structure having two longitudinal discontinuities.  
 
 Consider the structure shown in Figure 3-14, which has two longitudinal 
discontinuities, one located at 0z =  and the other at 0.5z d mµ= = . The 0TE  mode of 
region 0 is assumed to be incident from the left hand side of the structure. In the case of 




Figure 3-14 Waveguide with two longitudinal discontinuities 
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                                 (3.47) 
 In equation (3.47), the right hand side vector is known. This vector can be computed 
once using sparse matrix vector multiply and sparse matrix vector divide as mentioned in 
section 5.1. On the other hand, the vector on the left hand side of equation (3.47) is 
unknown. The BICGSTAB subroutine in Matlab environment provides a guess for the 
value of this unknown vector. Then using the procedures presented in section 5.1 and 5.2, 
the matrix vector product shown on the left hand side of the equation is performed. This 
process is repeated until the left and the right hand side are equal. In this case BICGSTAB 
converges, giving accurate results.  
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 As mentioned earlier, the value of γ will be fixed to a specific value for both the 
square root and propagation operators. A Padé order of four is used for the square root 
operator and a Padé order of 10 is used for the propagation operator. 
 
 The reflected and the transmitted fields associated with Figure 3-14, (at 
1.00 µmλ = ) were calculated using both the PBPM  and the MOL . The results are 
shown in Figure 3-15 andFigure 3-16 respectively. The computed fields are seen to be in good 
agreement with each other. 
 
























Figure 3-15 Reflected field at z=0 for the double discontinuity waveguide using the 
PBPM and the MOL 
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Figure 3-16  Transmitted field at z=d+ for double discontinuity waveguide using PBPM 
and MOL 
 
 In order to verify the accuracy of the generalized procedure further, a multiple 
discontinuity problem with more than two discontinuities was analyzed. The planar 
waveguide shown in Figure 3-17 with six longitudinal discontinuities, each 0.5µm apart, 






Figure 3-17 Planar waveguide with six longitudinal discontinuities spaced 0.5µm apart. 
  
 The generalized PBPM  and the MOL  were both used to compute the reflected and 
the transmitted fields and their results were compared, as shown in Figure 3-18 andFigure 3-19 
respectively. There is good agreement between the two methods as can be observed from 






























Figure 3-18 Comparison of the reflected field at z=0 for the waveguide with multiple 
longitudinal discontinuities 
 



























Figure 3-19 Comparison of the transmitted field at z=2.5 µm for the waveguide with 




 In conclusion, it has been seen that the PBPM  provides results that are very close 
to the MOL  calculations, establishing the accuracy of the approach discussed in this 
chapter. The CPU time requirement of the PBPM  as compared to the MOL  is in general, 
problem dependent. For problems with relatively low number of mesh points (few 
hundred or less), the MOL  is faster than the PBPM . However, when the number of mesh 
points exceeds fewer hundred, the PBPM  becomes faster than the MOL . A 
demonstration of this statement will be shown in the next chapter, when the PBPM  is 
applied to a practical problem. 
 
 Having developed and validated the general PBPM  approach, we apply it in the 
next chapter for the analysis of the beam expander as mentioned in chapter 1. 
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CHAPTER 4  
ANALYSIS OF WAVEGUIDE BEAM EXPANDER 
4.1. INTRODUCTION 
 In this chapter, we study a simple waveguide junction in the form of a linearly 
tapered waveguide that connects two waveguide having different core widths, as shown in 
Figure 4-1. We focus our attention on waveguides with high refractive index contrast. The 
reflected, transmitted and radiated power associated with this beam expander will be 
considered. 
  
 A major advantage of the general PBPM  formulation discussed in the previous 
chapter is the simulation of guided structures exhibiting many longitudinal discontinuities. 
The MOL , in general is inefficient when applied to such structures if the reflected, 
transmitted as well as the field within the structure are of interest. This is due to the large 
memory storage requirements of the MOL  in this particular case. However, the PBPM  
does not suffer this limitation, because its memory requirements are very low. The study 
of the linearly tapered waveguide junction will provide us with an opportunity to test the 
general PBPM  approach for this type of problems and compare its results with the MOL  
based calculations. The linearly tapered junction will be modeled using locally 
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homogeneous layers based on the staircase approximation scheme, thus treating this 
problem as a multi longitudinal discontinuity problem. 
  
 We will assume that the input power is incident from the narrow waveguide into the 
wider waveguide, thus we effectively have a beam expander. Both a symmetric and 
asymmetric beam expanders will be considered in this chapter.  
 
4.2. SYMMETRIC BEAM EXPANDER 
 We will first study the symmetric beam expander (see Figure 4-1). As mentioned 
above, the tapered beam expander will be modeled using the staircase approximation. The 
input core width 1w  is kept at 0.2 µm which ensures single mode operation for the input 
waveguide at the operating wavelength 1.55 mλ = µ . The taper is allowed to expand 
resulting in an output waveguide with a core width of 2w . The tapered section of length t  
connects cores of the input and the output waveguides. The refractive index of the input 
waveguide core, the tapered section, and the output waveguide core have the same value 
of 3.6n = . The cladding is assumed to be air throughout. The tapered section is divided 
into a number of divisions ( )sN  in the z-direction using the staircase approximation. The 
width of each division ( )dz  is thus 
s
tdz N= . Initial simulations were done to check the 
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convergence of the staircase approximation for the tapered section for different values of 
sN  and different values of dx , where dx  is the transverse mesh size. 
 
 
Figure 4-1 A symmetric beam expander 
 
  Figure 4-2 shows the modal reflectivity of the symmetric beam expander for 
2 2 µm,w =  2 µmt =  and 25sN = , for different values of dx . It can be seen in this 
figure, that as dx  decreases the modal reflectivity converges. Values of 0.03dx <  give 
convergent results. The structure is then checked for convergence by varying sN . The 
same values of 2w  and t  were used with dx  fixed to 0.04. Figure 4-3 shows the modal 
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reflectivity of the symmetric beam expander for different values of sN . As sN  increases, 
the results converge. Convergence is obtained for values of 18,sN >  implying a proper 
staircase approximation to the tapered section of the beam expander. In this chapter, 

























Ns = 25 
 



























Figure 4-3 Convergence of the modal reflectivity of the symmetric beam expander with 
Ns 
 
 The behavior of the beam expander was studied by varying its various parameters. 
The input waveguide core width, as mentioned earlier is fixed to 0.2 µm, and the effect of 
varying t  and 2w   is studied. Firstly, the effect of varying t  on the modal reflectivity and 
the fraction of power transmitted was studied. The output waveguide core width was fixed 
at 2 2 w m= µ  in this case. 
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 As can be clearly seen in Figure 4-4, as t  increases from zero, the modal reflectivity 
initially decreases. However, beyond a certain value of ,t  it starts to increase reaching a 
peak value near 5.6 µmt =  and then it starts to decrease again. 
 























Figure 4-4 Variation of the modal reflectivity of the symmetric beam expander with t 
 
 Figure 4-5 shows the fraction of power transmitted versus t . The fraction of power 
transmitted is fairly constant at around 1 for values of t  below 5 µm. However, at few 
values of t , the fraction of power exceeds 1 by a small amount, which can be ascribed to 
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slight numerical inaccuracies in the PBPM . The fraction of transmitted power exceeds 
unity by less than 1 %. It is also seen from this figure that the fraction of power 
transmitted starts to decrease as t  exceeds 5 µm. 
 































Figure 4-5 Fraction of power transmitted versus t 
  
 The fraction of power transmitted in the output waveguide was calculated at 
different longitudinal positions along the output waveguide. This was done for various 
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values of t. the results are shown in Figure 4-6, the fraction of power transmitted is seen to 
decrease as we advance along the output waveguide.  






























Figure 4-6 Fraction of power transmitted along the output waveguide 
 
 The other parameter that was varied is the output waveguide core width 2w  with t  
fixed to 2 µm. The modal reflectivities were calculated using both the PBPM  and the 
MOL  as shown in Figure 4-7. The modal reflectivity calculated using both methods agree 
very well with each other, thus verifying the accuracy of the general PBPM  for this type 
of problem. As can be seen in the figure, the modal reflectivity increases from zero for 
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2 0.2 µmw =  (equal core widths for the input and the output waveguides 
1 2 0.2 µmw w= = ) to approximately 0.004 at 2 7 µmw =  and continues to increase as the 
outer waveguide core width increases.  
























   
Figure 4-7 Comparison of the modal reflectivities for the symmetric beam expander for 
different output waveguide core widths w2 using the PBPM and the MOL 
  
 As seen in Figure 4-8, there is no significant variation in the fraction of power 
transmitted as the outer waveguide core width increases. 
71 
 
































Figure 4-8 Fraction of transmitted power versus the output waveguide core width w2 
 
 Figure 4-9 shows the fraction of power transmitted along the output waveguide, 
which is seen to decrease linearly with distance along the output waveguide. However, 
even after a sufficiently long distance, the power drop is in the range of 2-4 % only. 
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Figure 4-9 Fraction of power transmitted along the output waveguide 
 
 The computational time required by the PBPM  and the MOL  for the waveguide 
with a single longitudinal discontinuity was demonstrated in chapter 3. However, the 
problem of the single discontinuity requires less computational time. This is due to two 
reasons. Firstly, the propagation operator is not required in this case and secondly, the 
BICGSTAB requires more iterations, in general, for multi-discontinuity problems. In 
order to illustrate the efficiency of the general PBPM  over the MOL  in the case of 
multiple longitudinal discontinuities, the two methods were compared with respect to the 
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computational time required in the analysis of the symmetric beam expander. As 
mentioned earlier, sN  and dx  are fixed at 25 and 0.025 respectively. Thus, increasing 2w  







, where M  is the number of transverse discretization points. Thus 
increasing 2w  results in higher discretization points.  
 
 The layer by layer approach was used in the MOL  in such a manner so that the 
memory requirement by the MOL  is minimized. By doing so, the MOL  was constrained 
to computing only the reflected field, without computing the fields inside the structure or 
the transmitted field. However, in the PBPM  case, the reflected field and more 
importantly the field within the structure and the transmitted field were computed.  
 
 Figure 4-10 shows the computational time requirements for both the MOL  and the 
general PBPM  versus the number of discretization points .M  As can be seen, when M  
is small, the MOL  requires a smaller computational time than the general PBPM . At 
350M ≈ , the computational time required by both of these approaches is almost the 
same. However, as M  increases further, clearly the general PBPM  becomes faster than 
the MOL . The computational time requirements of the MOL  is seen to be proportional to 
3,M  which fits the cubic interpolation shown in the same figure. Whereas, the general 
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PBPM  is seen to increase only linearly with M  which fits the linear interpolation, also 
shown in the Figure 4-10.  
 
























Figure 4-10 Comparison of the computational time requirement by the PBPM and the 
MOL for the symmetric beam expander. 
 
 At 630M = , the general PBPM  is about four times faster than the MOL , thus 
establishing its higher efficiency as compared to the MOL  for large values of .M  It is 
also obvious that as M  increases further, the PBPM  becomes much more efficient than 
the MOL . Comparison of the time required by the two methods for 630M >  was not 
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done, because the MOL  becomes exceedingly slow and it almost exhausts the computer 
memory available. However, the time requirement of the PBPM  continues to increase 
linearly and can easily obtain the required results for much higher values of .M  
 
 The symmetric waveguide structure shown in Figure 4-1 is studied with the input 
being fed from the wider waveguide as shown in Figure 4-11. The output core width is 
fixed at 1 0.2w µm=  and the effect of varying t  and 2w  is studied.  
 
 
Figure 4-11 Symmetric tapered waveguide structure with wide input waveguide and 




 Firstly, the modal reflectivity and the modal transmissivity were studied by varying 
t  while fixing 2w  at 2 µm.  As can be seen in Figure 4-12, the modal reflectivity has a 
peak value of 0.26  at 0.9 .t µm  Beyond this peak, the modal reflectivity generally 
becomes a decreasing function of .t  The modal transmissivity shown in Figure 4-13 
generally increases with t  and remains fairly constant at approximately 0.97 for 5 .t µm> . 
 




















Figure 4-12 Variation of modal reflectivity with t 
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Figure 4-13 Modal Transmissivity versus t 
 
 With t  fixed at 2 µm, the input waveguide core width 2w  is varied. Figure 4-14 
shows the modal reflectivity versus 2w . Initially the modal reflectivity increases with 2w , 
reaching a peak value of 0.57≈  at approximately 2 4.2w µm= . Beyond this peak, the 
modal reflectivity decreases with 2w , reaching very low values beyond 2 6w µm≈ . The 
modal transmissivity shown in Figure 4-15, is generally a decreasing function of 2w . 
However, the modal transmissivity remains high for 2 1.0w µm≤ . 
78 
 




















Figure 4-14 Modal reflectivity versus w2 
























Figure 4-15 Modal Transmissivity versus w2 
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4.3. ASYMMETRIC BEAM EXPANDER 
 Consider the asymmetric beam expander shown in Figure 4-16. The input and 
output waveguide cores have a refractive index of 3.6 and are surrounded by air 
throughout. The widths of the input and the output waveguide cores are taken to be 0.2 
µm and 2 µm, respectively. The length t  of the tapered section is fixed at 2 µm. The 
position of the output waveguide core, is kept fixed while the core of the input waveguide 
is moved vertically away from the line of symmetry. The lower end of the output 
waveguide core is taken as the reference axis and the input waveguide is shifted upwards. 
The resulting displacement is denoted as .d  The structure becomes symmetric when 
0.9 µm.d =  The values  25sN =  and 0.025dx =  were used because they lead to 




Figure 4-16 An asymmetric beam expander 
  
 This beam expander is analyzed by varying .d  Figure 4-17 shows the modal 
reflectivity of the beam expander for different values of .d  As can be seen in the figure, 
as d  increases from zero, the modal reflectivity also increases and reaches a peak value of 
approximately 48.8 10−×  at 0.9  µm.d =  which corresponds to the value of the modal 
reflectivity for 2 2 µmw =  in Figure 4-7. This means that maximum modal reflectivity 
occurs, when the beam expander becomes symmetric. 
 
 Figure 4-18 shows the fraction of power transmitted for different values of .d  The 
fraction of power transmitted is fairly constant at about 1. 
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Figure 4-17 Modal reflectivity of the asymmetric beam expander versus d 
 
































Figure 4-18 Fraction of power transmitted for the asymmetric beam expander versus d 
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4.4. SPECIAL CASE OF THE ASYMMETRIC BEAM 
EXPANDER 
 We next analyze a special case of the asymmetric beam expander. As shown in 
Figure 4-19, the lower boundaries of the input and the output waveguide cores are 
aligned, resulting in a one-sided linearly tapered beam expander. The width of the input 
waveguide core is fixed at 0.2 µm. The beam expander is then analyzed by varying t . 
 




 The output waveguide width 2w  was kept fixed at 2 µm and t  was varied. Figure 
4-20 shows the modal reflectivity versus t . The modal reflectivity is in general low. 
However, it reaches a peak value of approximately 38.8 10−×  when 5.7 µm.t =  The 
fraction of power transmitted is also fairly constant up to 5.7 µmt <  and then it decreases 
as shown in Figure 4-21. 
 
 Figure 4-22 shows the fraction of power transmitted along the output waveguide for 
various values of t . It can be seen in the figure that the transmitted power decreases with 
both t  and the propagation distance along the output waveguide. 























Figure 4-20 Modal reflectivity of the one-sided linearly tapered beam expander versus t 
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Figure 4-21 Fraction of power transmitted versus t 































 The behavior of the one-sided beam expander was analyzed for different values of 
2w . The results are almost similar to those of the symmetric beam expander, and thus the 
results will not be shown here. 
4.5. CONCLUSION 
 In this chapter, we have demonstrated the efficiency of the general PBPM  
approach when applied to a multi-discontinuity problem. The linearly tapered beam 
expander was modeled using the stair-case approximation, thus giving rise to a multi-
discontinuity situation. The performance of the general PBPM  and the MOL  were 
compared. Even for a constraint MOL  routine based on the layer by layer approach, the 
PBPM  is seen to be more computationally efficient, when the number of transverse mesh 
points is relatively large. The time requirement of the MOL  was seen to be proportional 
to 3,M  while the general PBPM  time requirement is proportional only to .M  
 
  For the case of the symmetric beam expander, it is observed that any value of t  
(length of the tapered section) less than 5 µm results in low modal reflectivity and high 
fraction of power transmitted in the output waveguide. Whereas, increasing t  further 
results in higher modal reflectivity and reduces the fraction of power transmitted in the 
output waveguide. A similar behavior was observed for the case of the asymmetric beam 
expander. However, the modal reflectivity continuously increases as the output waveguide 
core width 2w  increases for both the symmetric and asymmetric beam expanders. The 
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fraction of power transmitted in the output waveguide, in general decreases as we advance 
long the output waveguide.  From the analysis of the asymmetric beam expander, it can be 
concluded that maximum modal reflectivity occurs when the beam expander is symmetric 
along the horizontal axis. However, the fraction of power transmitted is lower than that 
associated with the symmetric beam expander. 
 
 When the input optical power is incident from the wide waveguide side of the beam 
expander, the structure has a completely different response. When compared to the 
response of the same device when excited from the narrow waveguide side. 
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CHAPTER 5  
ANALYSIS OF WAVEGUIDE CROSSINGS 
5.1. INTRODUCTION 
 Waveguide crossings ( )WC  are integral part of any optical integrated circuit, 
because they are essential for realizing complex optical integrated circuit designs. The 
main criterion in designing the junction is the ability of the structure to couple negligibly 
small power from one waveguide into the other thus minimizing crosstalk. The term 
crosstalk is defined as the undesirable power that is coupled to the other waveguide. The 
other design criterion is of optical symmetry of the structure on all four sides of the 
waveguide crossing. In a simple waveguide crossing, the two waveguides are made to 
intersect directly. This results in a relatively large amount of optical power being reflected 
back into the input waveguide. In addition, an undesirably high crosstalk results in this 
case and the resulting transmitted power is relatively low. Thus, the simple waveguide 
crossing needs to be modified to avoid these undesirable effects. 
 
 In addition to analysis of the waveguide crossing, this structure will give us an 
opportunity to test the PBPM  in the situation where optical guided fields in the vertical 
(transverse direction) are encountered. The PBPM  has not been tested for accuracy or 
convergence in this unique situation.  
  
88
5.2. A SIMPLE 90-DEGREE CROSSING 
 The structure shown in Figure 5-1 is a simple four way 90-degree symmetric 
waveguide crossing. The two waveguides directly cross each other and have the same 
core width 0.2 µmcw =  and the same core refractive index 3.2n = . The waveguide core 
is surrounded by air. This insures single mode operation for TE  polarized waves in the 
entire wavelength range under consideration. 
   
 
Figure 5-1 A simple 900 waveguide crossing 
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 Ideally, when two waveguides cross each other, they should not affect each other. 
That is to say, the reflected power back into the input waveguide should be zero, the 
crosstalk should be zero and all the input power should be transmitted (i.e. all the input 
optical power should remain in the input waveguide). This ideal situation, as we will see 
shortly is not even nearly achievable by the simple waveguide crossing depicted in Figure 
5-1. However, this simple waveguide crossing will be analyzed in order to establish useful 
reference values. The modal reflectivity in the left arm(input arm) is denoted as 1R , the 
modal transmissivity in the right arm is 3T , the crosstalk in the upper and the lower arms 
are denoted as 2T  and 4T , respectively.  
 
 The left arm of the WC  is excited by the 0TE  mode of the waveguide. The spectral 
response of the structure is then calculated over the wavelength range 1.48-1.62 µm. As 
seen in Figure 5-2 the modal reflectivity ( )1R , which is clearly undesirably high, is in the 
approximate range 0.015-0.03. The modal reflectivity is also seen to increase with 
wavelength. This value of 1R  may seem to be somewhat low. However, in some 
applications it may prove to be undesirably high. 
 
 The crosstalk ( )2 4 and T T  are computed using the following procedure. The field 
samples are collected at specific intervals ( )dz  along the propagation axis (z-axis), 
sufficiently far from the center of the waveguide crossing in the transverse direction (x-
axis) as shown in Figure 5-3. In addition, the analytically available 0TE  mode pattern 
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along the z-direction is discretized at the same points used in the sample field. Finally, 
overlap integration is calculated using these two field samples in order to calculate the 
crosstalk.   























Figure 5-2 Modal reflectivity in the simple waveguide crossing 
 
 The crosstalk level is shown in Figure 5-4. Because of structural symmetry, the 
crosstalk levels ( )2 4 and T T  in the upper and lower vertical arms, respectively, are 
identical to each other and thus only one crosstalk level is depicted in Figure 5-4. The 
value of 2 4T T=  is about 0.07, which is clearly undesirably high. The modal 
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transmissivity 3T  is approximately 0.83 as can be seen in Figure 5-5. It can be seen that 3T  
is substantially independent of λ over the range of the figure. The fraction of radiated 
power due to the WC  is shown in Figure 5-6. The figure shows that only a small fraction 
of the input optical power is lost to radiation. This power generally decreases with 
wavelength, as seen in Figure 5-6. 
 
 
Figure 5-3 Simple waveguide crossing 
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Figure 5-4 Crosstalk in a simple waveguide crossing 


















Figure 5-5 Modal transmissivity in a simple waveguide crossing 
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Figure 5-6 Fraction of radiated power in the simple waveguide crossing  
 
5.3. WAVEGUIDE CROSSING WITH SQUARE RESONANT 
CAVITY 
 In order to transmit maximum power with minimum reflection and minimum 
crosstalk the simple WC  is modified at the junction. Instead of joining all the four arms 
directly, the four arms are coupled using a resonant cavity as shown in Figure 5-7 [62, 
63]. The square cavity shown in Figure 5-7 has the same refractive index as the 
waveguide core and it is separated from the four arms by a small air gap of width ga . If 
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the size of the square cavity (of dimensions s s× ) is appropriately chosen, then the 
resonant mode with odd symmetry in the horizontal direction and even symmetry in the 
vertical direction is excited by the input modal field. Excitation of this mode insures small 
power coupling to the vertical arms, which results in low crosstalk 2T  and 4T  [62, 63]. If 
the air gap is appropriately chosen, the modal reflectivity 1R  can be made small and the 
modal transmissivity 3T  is maximized.  
 
 




 When the side of the square cavity 0.36 µms =  and the air gap separating the 
cavity from the four arms is taken as 0.04 µm,ga =  the WC  is optimized (i.e. small 1R , 
2T , 4T  and large 3T ) around the wavelength 1.55 µm.λ =  Figure 5-8 shows an image of 
the field intensity around the WC . The origin is located at the geometrical center of the 
cavity. The fundamental mode of arm 1 is assumed to be incident on the WC  and is not 
shown in the image in order to enhance the visibility of the reflected field. 
 
 





























Figure 5-8 Field intensity image inside the WC with square resonant cavity 
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 Figure 5-8 clearly shows odd mode excitation (in the horizontal direction) inside the 
square resonant cavity, thus causing a small amount of power to be coupled to the upper 
and the lower arms of the WC . Figure 5-9,Figure 5-10,Figure 5-11 andFigure 5-12 respectively show a 
comparison between the modal reflectivity, crosstalk, the modal transmissivity and the 
fraction of power radiated for the simple WC  and WC  with the square resonant cavity. As 
seen in Figure 5-9, the modal reflectivity of the modified WC  (having a square cavity) is 
generally much smaller than that corresponding to the simple WC . The minimum 
reflectivity of the modified WC  is about 41.5 10−×  which occurs around 1.57 µm.λ =  
The modal reflectivity generally remains low ( )210−<  for λ  ranging between 1.54-1.60 
µm. 















Wavelength in µm  

























Figure 5-10 Comparison of crosstalk of the simple WC and the WC with square cavity 

























































Figure 5-12 Comparison of fraction of radiated power of the simple WC and the WC with 
square cavity 
 
 As seen in Figure 5-10, the crosstalk has decreased from about 0.07 for the simple 
WC  to about 0.001 for the WC  with the square cavity. This reduction in the crosstalk is 
important, because crosstalk is undesirable. The modal transmissivity, as shown in Figure 
5-11, has increased from approximately 0.83 for the simple WC  to about 0.965 for the 
WC  with square cavity. The modal transmissivity in this case remains higher than the 
modal reflectivity of the simple WC  for a wide range of wavelengths. However, there is 
an increase in the fraction of radiated power for the WC  with square cavity as can be seen 
in Figure 5-12. This can be ascribed to the presence of the air gaps between the arms and 
the resonant cavity.  
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5.4. WAVEGUIDE CROSSING WITH OCTAGONAL CAVITY 
 In this section, we replace the square resonant cavity with a resonant cavity having 
the shape of an octagonal. We have two major aims in the selection of the octagonal 
cavity. First, we are interested in examining the suitability of the general PBPM  for this 
type of structure, since it contains longitudinally tapered portions and at the same time, 
this structure gives rise to a guided optical field in the vertical direction. Thus, this should 
be a unique structure for testing the applicability of the PBPM .  
 
 The second aim is to analyze the spectral response of the WC  with octagonal and 
square cavities and compare the results in order to make a decision on which cavity shape 
provides a better spectral response.  
 
 The octagonal cavity can be thought of as a square with the corners chopped off. 
The structure consists of eight sides with four sides parallel to the four waveguide arms 
with equal width ( )cw  as that of the waveguide cores, and the other four sides are inclined 
as shown in Figure 5-13 each having a width of w . The inclined walls of the octagonal 
cavity are approximated using the staircase approximation as done in chapter 4 when 
considering the beam expander. The number of steps used for the stair case approximation 
to the inclined walls were fixed at 10 which gives convergent results using the general 
PBPM . With 10 steps for the stair case approximation, the total number of longitudinal 
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discontinuities are 24, which makes the analysis of this type of problems computationally 
demanding using the MOL . The number of transverse mesh points per micron were fixed 
at 40 points. 
 
 An extensive number of simulations were done in order to find optimized parameter 
values of ga  and w . The air gap width 0.06 µmga =  and the inclined width 0.13 µmw =  
gave optimized results. Figure 5-14 shows comparison of the modal reflectivities for the 
WC  with the octagonal and the square resonant cavities. The octagonal cavity results in a 
smaller reflectivity minimum ( 52 10−×  at λ=1.564 µm) than the square cavity ( 41.5 10−×  at 
λ=1.57 µm). The octagonal cavity also gives rise to a wider reflectivity bandwidth. 
However, there is an increase in the crosstalk for the WC  with octagonal cavity, as seen in 
Figure 5-15. However, for a wide wavelength range, the crosstalk remains below 0.01. 
  
 Figure 5-16 shows a comparison of the modal transmissivities for the WC  with 
octagonal and square resonant cavities. The value of 3T  for the WC  with the octagonal 
cavity is slightly higher than that of the WC  with the square cavity. The fraction of 
radiated power is approximately 0.015 for the WC  with the octagonal cavity when 





Figure 5-13 Waveguide crossing with an octagonal resonant cavity 













































Figure 5-15 Comparison of crosstalk of the WC with octagonal and square cavities 























































Figure 5-17 Comparison of the fraction of radiated power of the WC with octagonal and 
square cavities 
 
 The air gap ga  and the width w  of the WC  are crucial in deciding the values of 1R , 
2T , 3T  and 4T . The effect of which are analyzed and shown in Figure 5-18 andFigure 5-19. 
Figure 5-18 shows the behavior of the structure with different values of w  while fixing 
ga  at 0.06 µm. As can be seen in the figure, that as w  increases, the resonance 
wavelength of the WC  shifts towards higher wavelengths. In each case considered, the 
minimum reflectivity is very small. 
 
 When the air gap changes while fixing w  to 0.13 µm there is also a shift in the 
resonance wavelength, as seen in Figure 5-19. The resonance wavelength also increases 
with the air gap width. From Figure 5-18 andFigure 5-19 it can be observed that the air gap and 
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the width are inter-related with each other. For a particular value of ga  there is a certain 
value of w  which gives the least modal reflectivity. For some combinations of these two 
parameters, the minimum modal reflectivity can reach as low as 610− .  
 
























Figure 5-18 Comparison of modal reflectivities for the WC with the octagonal cavity for 
different widths w, and fixed air gap ag=0.06 µm 
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Figure 5-19 Comparison of modal reflectivity for the WC with the octagonal cavity for 
different air gaps ag and fixed width w =0.13 µm 
 
5.5. CONCLUSION 
 Three different types of waveguide crossings were studied in this chapter. The 
simple WC  has a comparatively high modal reflectivity and high crosstalk, with relatively 
low transmissivity. However, the radiation loss is small. The performance of this WC  can 
be improved by coupling to a resonant cavity. The square resonant cavity offers higher 
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transmissivity, lower reflectivity and lower crosstalk but with higher radiation losses 
when compared to the simple WC . The proposed octagonal structure surpasses 
performance of the simple WC  and the WC  with square cavity in all aspects with the 
exception of some increase in the crosstalk. 
  
 As discussed at the outset of this chapter, the primary design criterion of waveguide 
crossing is to minimize crosstalk. However, the cavity in the waveguide crossing may be 
modified in order to result in relatively high coupling to the vertical arms, leading to a 
three way beam splitter. As will be shown in the next chapter, a rectangular cavity of 









CHAPTER 6  
ANALYSIS OF THREE WAY BEAM SPLITTER 
6.1. INTRODUCTION 
 We have seen in the previous chapter that when a resonance cavity is imbedded at 
the center of the WC , it is possible to minimize the modal reflectivity and the crosstalk, 
while maximizing the modal transmissivity. The device operation relies on the excitation 
of a cavity mode which has odd symmetry in the horizontal direction and even symmetry 
in the vertical direction. In this chapter, we introduce a novel three way beam splitter that 
relies on a similar principle to the above mentioned WC . Here we are interested in 
causing optical power to be coupled to the vertical arms, rather than to inhibit the 
coupling, as has been done in the WC . If the square cavity of the WC  considered in the 
previous chapter is replaced by a rectangular cavity by reducing its horizontal dimension, 
the odd mode in the horizontal direction is suppressed and the mode with even symmetry 
in the horizontal direction is excited instead. Thus, the field in the horizontal center of the 
rectangular cavity is maximized in this case, which may result in substantial power 
coupling to the vertical arms. This principle will be demonstrated in the present chapter, 
which leads to a 90-degree three way beam splitter. All the calculational results were 
obtained using the general PBPM  approach and the field intensity images that will be 
presented correspond to an operating wavelength of λ = 1.55 µm.  
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6.2. THREE WAY BEAM SPLITTER 
 Consider the structure shown in Figure 6-1. This structure is similar to the structure 
discussed in the previous chapter. It differs only in the resonant cavity which is here 
rectangular in shape. The width w  of the cavity is taken to be less than the waveguide 
core width of the arms. This is done in order to insure excitation of the cavity mode which 
has symmetry in the horizontal and vertical directions. The height h  of the structure is 
assumed to be larger than the core width in order to improve power coupling in the upper 
and the lower waveguide arms. The waveguide core width is fixed to 0.2 µmcw = . The 
parameters 1 2 3 4, ,  and a a a a  are associated with the four air gap widths as shown in Figure 
6-1. the parameters 2a  and 4a  represent the upper and lower air gap width, respectively. 
However, 1 4 and a a  represent only a portion of the air gap width in the horizontal 
direction. The complete air gap in the horizontal direction can easily be calculated from 
the figure, if necessary. 
 
 The primary design criterion for the structure is to have minimum modal 
reflectivity. For all the cases considered in this chapter, the modal reflectivity is kept 




Figure 6-1 Three way beam splitter 
  
  The values of the various parameters of the three way beam splitter (i.e. 1a , 2a , 
3a , 4a , w  and h ) will be varied in order to control the splitting ratio in the different arms 
of the beam splitter, while maintaining low modal reflectivities. Only key cases will be 
presented in the sections to follow. We begin by considering the case in which most of the 
power transmitted in the forward direction to the right arm of the beam splitter. 
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6.2.1. Case I Maximum Forward Transmission 
 The first case to be studied is when maximum power transmission occurs in the 
forward direction with minimum power being coupled to the vertical arms and minimum 
reflectivity. The structure is kept symmetric with respect to the horizontal and the vertical 
axes, i.e. 1 3a a=  and 2 4a a= . The air gaps and the width and the height of the rectangular 
cavity are tuned in order to obtain the desired effect. The tuned parameter values in this 
case are 1 3 0.00 a a µm= = , 2 4 0.50 a a µm= = , 0.09 w µm=  and 0.53 h µm= . The 
parameters 1a  and 3a  being zero as mentioned earlier does not actually mean that there is 
no air gap separating the (left and right) arms from the rectangular cavity. The air gaps 
separating the horizontal arms from the cavity are both equal to 0.055 µm in this case.  
  
 Figure 6-2 shows the resulting modal reflectivity spectrum of the beam splitter. As 
can be seen in the figure, the modal reflectivity is extremely low ( )32 10−< ×  over a wide 
range of wavelength. Minimum reflectivity of ( )56 10−×  occurs at a wavelength of 1.56 
µm. Figure 6-3 shows the modal transmissivity coupled in the vertical arm. Note that 
since 2 4T T=  in this case, only one curve is shown in the figure. The value of 2 4T T=  is 
approximately 0.006 and it decreases with wavelength.  
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Figure 6-2 Modal reflectivity spectrum of the beam splitter 
































 Figure 6-4 shows the modal transmissivity 3T  of the beam splitter. As can be seen 
from the figure, 3T  remains fairly high and is fairly constant over the entire wavelength 
range. It is approximately 0.985. The fraction of the radiated power is shown in Figure 
6-5. It remains relatively low, within the approximate range 0.003-0.007.   
 
 Figure 6-6 shows an image of the field intensity around the splitter. As mentioned 
earlier, all the field intensity images correspond to an operating wavelength 1.55 µm.λ = . 
The origin of the images is always centered at the geometric center of the structure. The 
0TE  modal field is assumed to be incident from the left. As can be seen in the figure, the 
power coupled into the upper and the lower arms of the splitter is very small. The absence 
of any visible standing wave pattern in the input arm indicates insignificant amount of 
power reflection.  
 
 The air gaps play an important role in coupling power to the respective arms. If the 
air gaps are not properly tuned, this would result in large radiation losses, large modal 
reflectivity, or lower modal transmissivities. Figure 6-7 shows the effect of varying 3a  
(with all other parameters fixed to their previous values) on 1R , 2 4T T= , 3T  and the 



























Figure 6-4 Modal transmissivity T3 of the beam splitter 






















































Figure 6-6 Field intensity image showing maximum power coupling into the forward arm 
 
 As 3a  increases, 1R  initially increases reaching a peak value at 3 0.3 µma =  (see 
Figure 6-7 a) and starts to decrease as 3a  increases further. However, 1R  again starts to 
increase for 3 0.75 µm.a > . A similar behavior is observed for ( )2 4T T=  as seen in Figure 
6-7 b. As seen in Figure 6-7 c, there is a large decrease in 3T  as 3a  increases. This can be 



















































Air gap a3 in µm  
Figure 6-7 Variation of R1, T2, T3 and the fraction of radiated power with a3 
 
6.2.2. Case II Controlled Power in the Upper and the Lower 
Arms 
 The previous case studied was of low coupling of power in the vertical arms. 
However, this structure can be easily tuned for coupling more power in the vertical arms. 
This can be achieved by increasing the parameter 3a  and effectively reducing the air gaps 
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( )2 4by reducing  and a a  between the cavity and the vertical arms thus forcing the cavity 
to couple more power into the vertical arms. The parameter values 1 0.04 µm,a =  
3 0.07 µm,a =  2 4 0.12 µm,a a= =  0.06 µmw =  and 0.62 µmh =  cause an increase in 
the power coupled to the vertical arms from almost negligible values, as in case I, to 
around 0.11 in both arms. In order to maintain equal power coupling in the vertical arms, 
the two air gaps 2a  and 4a  were kept equal so that we always have 2 4T T= . The air gaps 
2 4 and a a  have been reduced from 0.5 µm in the previous case to 0.12 µm which helps in 
coupling more power in the vertical arms, while the air gap 3a  has been increased in order 
to cause less coupled power in arm 3.  
 
 Figure 6-8 shows the resulting modal reflectivity 1R  of the beam splitter. As can be 
seen, using the last set of parameters, the modal reflectivity is low over a wide range of 
wavelength. The coupling in the vertical arms increases in this case as can be seen in 
Figure 6-9. The modal transmissivity coupled is approximately 0.11. It is noteworthy that 
2T  remains almost unchanged over a wide range of bandwidth. The modal transmissivity 
is reduced in this case as can be seen in Figure 6-10 and it is approximately 0.77 in value. 
 
The fraction of the radiated power is shown in Figure 6-11. It remains relatively low, 
within the approximate range 0.005-0.01. Figure 6-12 shows an image of the field 
intensity around the splitter. 
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Figure 6-8 Modal reflectivity spectrum of the beam splitter 
 


























Figure 6-9 Variation of the modal transmissivity in the upper arm with wavelength 
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Figure 6-10 Variation of the modal transmissivity T3 with wavelength 



















































Figure 6-12 Field intensity image showing increased power coupling in the upper and 
lower arms 
 
6.2.3. Case III Equal Power in all Arms 
 The third case considered is when nearly equal power is being coupled in the 
vertical and the forward arms. This can also be achieved in a similar manner as in case II 
by further increasing 3a . The set of parameters used in this case are 1 0.04 µm,a =  
3 0.19 µm,a =  2 4 0.3 µm,a a= =  0.06 µmw =  and 0.53 µm.h =  
120 
 
 As can be seen in Figure 6-13, the modal reflectivity remains relatively low over the 
entire wavelength range considered. The modal transmissivities 2T  and 3T , are shown in 
Figure 6-14 andFigure 6-15 respectively. It is clear from these two figures that 2 4 3T T T= ≈  over 
the entire range of wavelength. The fraction of radiated power has slightly increased when 
compared with the previous case to about 0.015-0.02 (see Figure 6-16). 
 














































T2 = T 4
 
Figure 6-14 Variation of the modal transmissivity in the upper arm with wavelength 






















Figure 6-15 Variation of the modal transmissivity T3 with wavelength 
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Figure 6-16 Variation of the fraction of radiated power with wavelength 
 
 Figure 6-17 shows an image of the field intensity around the beam splitter. The 


























Figure 6-17 Field intensity image showing equal power coupling 
 
6.2.4. Case IV Higher Power in the Vertical Arms  
 The fourth case we have considered is when the guided power coupled into the 
vertical arms (arms 2 and 4) is higher than the power in arm 3. In order to achieve this 
effect, the parameter 3a  is further increased and the vertical air gaps 2a  and 4a  are further 
reduced in value. The parameters are 1 0.00 µm,a =  3 0.31 µm,a =  2 4 0.08 µm,a a= =  
0.08 µmw =  and 0.23 µm.h =    
124 
 
 Figure 6-18 shows the modal reflectivity spectrum corresponding to this case. The 
reflectivity remains to be extremely low over a wide range of wavelengths. The modal 
transmissivity in each vertical arm is in this case around 0.42 as shown in Figure 6-19 
which is greater than the power being coupled to arm 3. The modal transmissivity 3T  is 
around 0.14 as seen in Figure 6-20. Figure 6-21 shows the fraction of radiated power 
which is generally less than 0.05 and decreases with wavelength. 























































Figure 6-19 Modal transmissivity spectrum in the vertical arms 






















Figure 6-20 Modal Transmissivity spectrum in the output horizontal arm (T3) 
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Figure 6-21 Fraction of radiated power associated with the beam splitter 
  
 As can be clearly seen from the field intensity image shown in Figure 6-22, higher 
field power is coupled to the vertical arms than to arm 3. This is the maximum power that 
we could achieve for symmetric power coupling in arms 2 and 4. It is also possible, by 
selecting a different set of parameters, to cause asymmetric power coupling between arms 
2 and 4, making the power, for instance, higher in arm 2 with respect to arm 4. This case 



























Figure 6-22 Field intensity image showing higher power being coupled to the vertical 
arms 
 
6.2.5. Case V Maximum Power in the Upper Vertical Arm 
 The fifth and the final case to be considered is when maximum power is coupled to 
the upper vertical arm and comparatively less power being coupled to the lower vertical 
and the forward arms. The tuned parameters that give rise to this case are 1 0.00 µm,a =  
128 
 
3 0.25 µm,a =  2 0.02 µm,a =  4 0.23 µm,a = , 0.08 µmw =  and 0.22 µm.h =  Note that 
2a  was reduced with respect to 4a  in order to achieve this effect. 
 
 As seen in Figure 6-23, the modal reflectivity is very low reaching a minimum of 
about 63 10−×  at λ=1.54 µm. The modal reflectivity remains below 310−  for the entire 
wavelength range under consideration. Figure 6-24 shows the modal transmissivity 2T  
and 4T  in the vertical arms. Since this is a vertically asymmetric case (since 2 4a a≠  and 
thus 2 4T T≠ ), both 2T  and 4T  are shown. 2T  is approximately 0.67, which is much higher 
than 4T  which is only 0.13 in this case. The modal transmissivity 3T  in the forward arm is 
around 0.17 as seen in Figure 6-25. As seen in Figure 6-26, the fraction of radiated power 
in this case ranges from 0.025 – 0.045 which can be ascribed to the increase in the 
parameters 3a  and 4a . Figure 6-27 shows an image of the field intensity around the beam 
splitter corresponding to this case. It is clearly seen in the image that the power coupled to 
the upper vertical arm ( )2T  is higher than the power coupled to the forward ( )3T  and the 
lower vertical ( )4T  arms. 
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Figure 6-23 Modal reflectivity spectrum of the beam splitter 

































Figure 6-24 Modal transmissivity spectrum in the vertical arms 
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Figure 6-25 Modal transmissivity spectrum in the forward arm 
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Figure 6-26 Variation of the fraction of radiated power with wavelength 
 































 The proposed novel three way 090  beam splitter provides flexibility with regards to 
the coupling of power in all the three arms and has a wide controllability range. The 
spectral response of all the cases presented show relatively wide spectral responses, which 
is an important advantage of the proposed device. In addition, it is relatively easy to tune 
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the device for a certain power distribution. Finally, the radiation loss of the proposed 















CHAPTER 7  
CONCLUSION AND FUTURE WORK 
7.1. SUMMARY 
 In this thesis work we have presented an important extension to the Method of 
Lines, by use of Padé approximants. In addition, several types of waveguide junctions 
have been analyzed. A summary of the several key points covered in this thesis work is as 
follows: 





 (transverse second derivative operator) was 
incorporated in the MOL  and verified for accuracy. 
 
o A perfectly-matched layer using a non-uniform loss profile was incorporated into 
the MOL  and verified for accuracy. 
 
o A general routine for obtaining Padé primes from Taylor series expansion of a 
given function was presented and tested for accuracy. 
 
o The implementation and verification of the square root operator using Padé 




o Calculation and verification of the reflected field at a single longitudinal 
discontinuity using Padé approximants. 
 
o The calculation and verification of the field propagation in longitudinally uniform 
media was implemented using Padé approximants. 
 
o A general approach for implementing Padé approximants was presented in the 
MOL  framework, which leads to the general PBPM  approach. The general 
PBPM  approach ability to account for multiple longitudinal discontinuities was 
tested and verified in various situations. 
 
o We have utilized the BICGSTAB numerical routine for obtaining the reflected 
field from a single longitudinal discontinuity as well as in the general PML  
approach. 
 
o We have studied in some details a high contrast linearly tapered symmetric beam 
expander as well as its asymmetric version. 
 
o Waveguide crossings that utilize a resonant cavity were also studied for both the 
square and the octagonal cavity shapes. 
 
o Finally, a novel three way 090  beam splitter that also utilizes a resonant cavity 





o The general PBPM  approach presented in this thesis produced accurate results in 
a variety of guided-wave problems. 
 
o The general PBPM  is generally much more memory efficient than the MOL . The 
CPU time requirement of the MOL  is smaller than the requirement of the PBPM  
when the number of mesh points is relatively small ( 350M ≤  points). However, 
the PBPM  becomes much more time efficient for large values of .M  
 
o The MOL  and the PBPM  time requirements are proportional to 3N  and ,N  
respectively. 
 
o The maximum longitudinal step size z∆  in the PBPM  is independent of the 
transverse mesh size .x∆  
 
o It is necessary to use branch-cut rotation along with Padé approximants in the 
PBPM  in order to account for the evanescent part of the field correctly. In 
addition, the complex factor ,je θαγ =  which causes branch-cut rotation, has to 
have a low magnitude α  for enhanced accuracy. 
 
o Padé orders of 4p =  for the square root operator and 10p =  for the propagation 




o Generally speaking a branch-cut rotation angle of 090θ = −  is adequate for all the 
problems considered. 
 
o From the analysis of the symmetric beam expander it can be concluded that, for 
efficient coupling of the input and the output waveguide cores, the distance joining 
them should not exceed a certain value. As the distance increases, the fraction of 
power transmitted to the output waveguide is reduced.   
 
o A similar behavior was observed in the case of the asymmetric beam expander 
studied. 
 
o For the two variants of beam expanders studied, as the output waveguide core 
width increases, the modal reflectivity increases and thus the fraction of power 
transmitted in the output waveguide decreases. 
 
o The WC  with octagonal cavity is observed to be superior to the WC  with square 
cavity and the simple WC , in terms of lower modal reflectivity, lower fraction of 
power radiated and higher modal transmissivity. However, it gives a higher value 
of the crosstalk. 
 
o A minimum modal reflectivity of about 52 10−×  at 1.564 µmλ =  is achieved for 
the WC  with octagonal cavity. Whereas, for the WC  with square cavity the 




o The air gaps between the rectangular cavity and the four arms, and the width and 
the height of the cavity, in the three way beam splitter play an important role in 
deciding the amount of power flow to each arm. 
 
o With, proper tuning of the parameters 1a , 2a , 3a , 4a , w  and h , the power flow in 
any of the output arms of the three way beam splitter can be controlled over a wide 
range of values.  
 
7.3. FUTURE WORK 
o The developed general PBPM  method can be used to analyze complex 2-D 
problems which require higher number of discretization points. 
 
o This method can be considered as an initial step forward in the analysis of 3-D 
problems, which require higher number of discretization points (in the order of 
thousands) and thus cannot be analyzed using the MOL . 
 
o An alternate to the BICGSTAB subroutine can be developed which minimizes the 
computational time required, thereby making the general PBPM  much more time 
efficient. 
 
o The developed general PBPM  can be formulated in order to compute just the 
reflected and the transmitted fields without actually computing the field inside the 





o Different types of Padé polynomials may be investigated, such as the mini-max 
polynomial and the chebychev polynomials. These special polynomials may 






%% This is the main program which computes the entire field for a multiple 
%% discontinuity structure. 
 
clear all;close all;clc; 
format long e; 
 
global I whichpt TE lambda w d_x m Xp d exp_order sq_order bcr exp_a exp_b c0 sq_a 
sq_b d_z; 
 
whichpt=5; %% ORDER OF APPROXIMATION 3,5 OR 7. 
 
w=[1 0.3 0.3 2.5]; %% w = WIDTH OF EACH LAYER 
 
n=[ 1 1 3.6 3.4         %% REFRACTIVE INDEX PROFILE 
    1 3.6 3.6 3.4 
    1 1 3.6 3.4]; 
 
M=10*[2 2 2 4];  %% NUMBER OF DISCRETIZATION POINTS IN EACH LAYER 
 
lambda=1.00;     %% WAVELENGTH 
k0=2*pi/lambda;  %% WAVE NUMBER  
TE=1;  %% 1 FOR TE AND 0 FOR TM MODE  
 
pmlsup=10; %% NUMBER OF POINTS IN PML ABOVE SUPERSTRATE  
etasup=1.2; %% VALUE OF ETA IN PML ABOVE SUPERSTRATE 
 
pmlsub=10; %% NUMBER OF POINTS IN PML BELOW SUBSTRATE 
etasub=1.2; %% VALUE OF ETA IN PML BELOW SUBSTRATE
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d=[0.5]; %% DISCONTINUITIES 
 
exp_order=10; sq_order=4;  
%% EXPONENTIAL AND SQUARE ROOT FUNCTION ORDER 
 
bcr=(1.5*k0)^-2*exp(-j*0.5*pi); %% COMMON BRANCH CUT ROTATION VALUE 
 
[d_x,n,M,w]=pml(pmlsup,etasup,pmlsub,etasub,n,M,w); %% FUNCTION FOR 
ADDING THE PML LAYERS 
 
N=[]; %% REFRACTIVE INDEX MATRIX 
m=length(d_x); %% TOTAL MESH POINTS 
I=speye(m,m);  %% IDENTITY MATRIX 
x=[]; 
 
%% CALCULATING THE Q AND N MATRIX AND STORING THE BRANCH CUT  
%% ROTATED VALUE OF Q 
 
for i=1:1:length(n(:,1)) 
    [qq,nn]=gensol(n(i,:),M,k0); 
    X=bcr*qq-I;     
    clear qq; 
    Xp=[Xp;X];  %% STORING BRANCH CUT ROTATED VALUES OF Q 
    clear X 
    N=[N;nn]; 




%% FINDING THE FUNDAMENTAL MODE OF THE INPUT WAVEGUIDE  
 
[U0,V0] = eigs(bcr.^-1*(Xp(1:m,1:m)+I),1,k0*k0*3.462^2); 
A0=U0/max(abs(U0));  %% FUNDAMENTAL MODE 
clear U0 V0; 
 












%% FINDING THE PADE PRIMES FOR THE EXPONENTIAL FUNCTION 
 




    spalloc(m*length(d),1,1) 
    A0 
    spalloc(m*length(d),1,1)]; 
 




if flag~=0; 'WARNING bicgstab did not converge',flag,end; 
 




%% THIS FUNCTION ADDS THE PML LAYERS AT THE SUBSTRATE AND THE 
%% SUPERSTRATE WITH THE CHOOSEN PML PROFILE. IN THIS THESIS  






h=w./M;         %% DELTA X IN EACH REGION 
d_x=[]; 
 
%% DELTA X WITHOUT PML 
 
for k=1:1:length(n(1,:)) 
    d_x=[d_x h(k)*ones(1,M(k))];  
end 
 
%% ADDING PML LAYER 
 
if pmlsup~=0   %% JUST TO CHECK THAT THERE IS A PML LAYER 
     M=[pmlsup M];h=[h(1) h]; 
     for i=1:1:length(n(:,1)) 
         n1(i,:)=[n(i,1)]; 
     end 
      
    for i=1:1:pmlsup 
        xi=(i*pi)/(2*(pmlsup+1)); 
        img(i)=(etasup/pmlsup)*tan(xi);    
%% tan(xi) TANGENT PROFILE. CHANGE TO ANY APPROPRIATE FUNCTION 
        invimg(pmlsup+1-i)=img(i); 
    end 
    d_x=[h(1)*(ones(size(invimg)))+invimg*j d_x]; 
    w=[h(1)*pmlsup w]; 
end 
 
if pmlsub~=0    %% JUST TO CHECK THAT THERE IS A PML LAYER 
    M=[M pmlsub];h=[h h(end)]; 
    for i=1:1:length(n(:,1)) 
        n2(i,:)=[n(i,end)]; 
    end 
    for i=1:1:pmlsub 
        xi=(i*pi)/(2*(pmlsub+1)); 
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        imgt(i)=(etasub/pmlsub)*tan(xi); 
    end 
     
    d_x=[d_x h(end)*(ones(size(invimg)))+imgt*j]; 











%% GENERATES THE Q MATRIX 
%% GENERATES THE N MATRIX 










    n_x=[n_x n1(k)*ones(1,M(k))];  
end 
 
















function [Dxx]=dxx(n_x,k0);  
global whichpt TE lambda d_x; 
m=length(n_x); 
if whichpt==5 
    a2=[0 0 (-1/12)*d_x(1:end-2).^-2]; 
    a1=[0 (16/12)*d_x(1:end-1).^-2]; 
    a0=(-30/12)*d_x.^-2; 
    a_1=[(16/12)*d_x(2:end).^-2 0]; 
    a_2=[(-1/12)*d_x(3:end).^-2 0 0]; 
    t=[a_2.' a_1.' a0.' a1.' a2.']; 
     clear a2 a1 a0 a_1 a_2; 
     
    Dxx=spdiags(t,-2:2,m,m); 
    clear t; 
     
    for i=2:1:m-2     
        Nn1=n_n(whichpt,d_x(i)); 
        Np1=n_p(whichpt,d_x(i+1)); 
        Mn1=m_n(whichpt,i-1,n_x,k0,TE); 
        Mp1=m_p(whichpt,i,n_x,k0,TE); 
        Mp2=m_p(whichpt,i+1,n_x,k0,TE); 
        qn(1:2,:)=q_n(whichpt,d_x(i-1:i).'); 
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        qp(1:2,:)=q_p(whichpt,d_x(i+1:i+2).'); 
        C=[qn(1,:)*Mn1*Nn1 
            qn(2,:) 
            1 0 0 0 0 
            qp(1,:)*Mp1 
            qp(2,:)*Mp2*Np1*Mp1]; 
        Cm=(C)^-1; 
        if i>2 
            Dxx(i,i-2:i+2)=Cm(3,:); 
        end 
    end 




    a0=-2*d_x.^-2; 
    a1=[0 d_x(1:end-1).^-2]; 
    a_1=[d_x(2:end).^-2 0]; 
    t=[a_1.' a0.' a1.'];     
     clear a1 a0 a_1; 
    Dxx=spdiags(t,-1:1,m,m); 
     clear t; 
     
    for i=1:1:m-1 
        qn1=q_n(whichpt,d_x(i)); 
        qp1=q_p(whichpt,d_x(i+1)); 
        Mp1=m_p(whichpt,i,n_x,k0,TE); 
         
        C=[qn1 
            1 0 0 
            qp1*Mp1]; 
         
        Cm=C^-1; 
        if i>2 
            Dxx(i,i-1:i+1)=Cm(3,:); 
        end 
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    e=(2/180)*d_x.^-2; 
    c=(-490/180)*d_x.^-2; 
    a=(-27/180)*d_x.^-2; 
    b=(270/180)*d_x.^-2; 
     
    a3=[0 0 0 e(1:end-3)]; 
    a2=[0 0 a(1:end-2)]; 
    a1=[0 b(1:end-1)]; 
    a0=[c]; 
    a_1=[b(2:end) 0]; 
    a_2=[a(3:end) 0 0]; 
    a_3=[e(4:end) 0 0 0]; 
    t=[a_3.' a_2.' a_1.' a0.' a1.' a2.' a3.']; 
    Dxx=spdiags(t,-3:3,m,m); 
    clear t; 
    for i=3:1:m-3 
        Nn1=n_n(whichpt,d_x(i-1)); 
        Nn2=n_n(whichpt,d_x(i)); 
        Np1=n_p(whichpt,d_x(i+1)); 
        Np2=n_p(whichpt,d_x(i+2)); 
         
        Mn1=m_n(whichpt,i-2,n_x,k0,TE); 
        Mn2=m_n(whichpt,i-1,n_x,k0,TE); 
         
        Mp1=m_p(whichpt,i,n_x,k0,TE); 
        Mp2=m_p(whichpt,i+1,n_x,k0,TE); 
        Mp3=m_p(whichpt,i+2,n_x,k0,TE); 
        qn(1:3,:)=q_n(whichpt,d_x(i-2:i).'); 
        qp(1:3,:)=q_p(whichpt,d_x(i+1:i+3).'); 
         
        C=[qn(1,:)*Mn1*Nn1*Mn2*Nn2 
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            qn(2,:)*Mn2*Nn2 
            qn(3,:) 
            1 0 0 0 0 0 0 
            qp(1,:)*Mp1 
            qp(2,:)*Mp2*Np1*Mp1 
            qp(3,:)*Mp3*Np2*Mp2*Np1*Mp1]; 
         
        Cm=C^-1; 
        if i>4 
            Dxx(i,i-3:i+3)=Cm(3,:); 
        end 
         









    r=1;        %row  
elseif i==length(n_x) 
    r=1; 
else 




    sig=0;          %sigma 
else 





    Mp=[1 0 0 0 0 
        0 r 0 0 0 
        -sig 0 1 0 0 
        0 -sig*r 0 r 0 
        sig^2 0 -2*sig 0 1]; 
elseif whichpt==3 
    Mp=[1 0 0 
        0 r 0 
        -sig 0 1]; 
elseif whichpt==7 
    Mp=[1 0 0 0 0 0 0 
        0 r 0 0 0 0 0 
        -sig 0 1 0 0 0 0 
        0 -sig*r 0 r 0 0 0 
        sig^2 0 -2*sig 0 1 0 0 
        0 sig^2*r 0 -2*r*sig 0 r 0 
        -sig^3 0 3*sig^2 0 -3*sig 0 1 









    r=1;        %row  
elseif i==length(n_x) 
    r=1; 
else 






    sig=0;          %sigma 
else 




    Mn=[1 0 0 0 0 
        0 r^-1 0 0 0 
        sig 0 1 0 0 
        0 sig*r^-1 0 r^-1 0 
        sig^2 0 2*sig 0 1]; 
     
elseif whichpt==3 
    Mn=[1 0 0 
        0 r^-1 0 
        sig 0 1]; 
         
elseif whichpt==7 
    Mn=[1 0 0 0 0 0 0 
        0 r^-1 0 0 0 0 0 
        sig 0 1 0 0 0 0 
        0 sig*r^-1 0 r^-1 0 0 0 
        sig^2 0 2*sig 0 1 0 0 
        0 sig^2*r^-1 0 2*r^-1*sig 0 r^-1 0 










    Np=[1 h h^2/2 h^3/6 h^4/24 
            0 1 h h^2/2 h^3/6 
            0 0 1 h h^2/2 
            0 0 0 1 h 
            0 0 0 0 1]; 
     
elseif whichpt==7 
    Np=[1 h h^2/2 h^3/6 h^4/24 h^5/120 h^6/720 
            0 1 h h^2/2 h^3/6 h^4/24 h^5/120 
            0 0 1 h h^2/2 h^3/6 h^4/24 
            0 0 0 1 h h^2/2 h^3/6 
            0 0 0 0 1 h h^2/2 
            0 0 0 0 0 1 h 








    Nn=[1 -h h^2/2 -h^3/6 h^4/24 
            0 1 -h h^2/2 -h^3/6 
            0 0 1 -h h^2/2 
            0 0 0 1 -h 
            0 0 0 0 1]; 
     
elseif whichpt==7 
    Nn=[1 -h h^2/2 -h^3/6 h^4/24 -h^5/120 h^6/720 
            0 1 -h h^2/2 -h^3/6 h^4/24 -h^5/120 
            0 0 1 -h h^2/2 -h^3/6 h^4/24 
            0 0 0 1 -h h^2/2 -h^3/6 
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            0 0 0 0 1 -h h^2/2 
            0 0 0 0 0 1 -h 








    qp(:,1:whichpt)=[ones(length(h),1) h h.^2/2 h.^3/6 h.^4/24]; 
elseif whichpt==3 
    qp(:,1:whichpt)=[ones(length(h),1) h h.^2/2]; 
elseif whichpt==7 








    qn(:,1:whichpt)=[ones(length(h),1) -h h.^2/2 -h.^3/6 h.^4/24]; 
elseif whichpt==3 
    qn(:,1:whichpt)=[ones(length(h),1) -h h.^2/2]; 
elseif whichpt==7 







%% COMPUTES THE PADE PRIMES FOR THE EXPONENTIAL FUNCTION 
%% RETURNS THE PADE PRIMES FOR THE NUMERATOR AND THE  






c=expcoeff(g);   




%% INITIALIZATION INORDER TO SAVE MEMORY 
 
%% CHECK THE THESIS FOR THE BELOW IMPLEMENTED STEPS. 
 
for i=exp_order:-1:1 








































%% THIS FUNCTION COMPUTES THE TAYLOR SERIES COEFFICIENTS OF THE 
EXPONENTIAL 







    1/2*g  
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    (-1/8*g+1/8*g^2) 
    (1/16*g-1/16*g^2+1/48*g^3) 
    (-5/128*g+5/128*g^2-1/64*g^3+1/384*g^4) 
    (7/256*g-7/256*g^2+3/256*g^3-1/384*g^4+1/3840*g^5)  
    (-21/1024*g+21/1024*g^2-7/768*g^3+7/3072*g^4-1/3072*g^5+1/46080*g^6)  
    (33/2048*g-33/2048*g^2+15/2048*g^3-1/512*g^4+1/3072*g^5-
1/30720*g^6+1/645120*g^7)  
    (-429/32768*g+429/32768*g^2-99/16384*g^3+55/32768*g^4-
5/16384*g^5+3/81920*g^6-1/368640*g^7+1/10321920*g^8)  
    (715/65536*g-715/65536*g^2+1001/196608*g^3-143/98304*g^4+55/196608*g^5-
11/294912*g^6+1/294912*g^7-1/5160960*g^8+1/185794560*g^9) 
    (-2431/262144*g+2431/262144*g^2-143/32768*g^3+1001/786432*g^4-
1001/3932160*g^5+143/3932160*g^6-11/2949120*g^7+11/41287680*g^8-
1/82575360*g^9+1/3715891200*g^10)  
    (4199/524288*g-4199/524288*g^2+1989/524288*g^3-
221/196608*g^4+91/393216*g^5-91/2621440*g^6+91/23592960*g^7-
13/41287680*g^8+1/55050240*g^9-1/1486356480*g^10+1/81749606400*g^11)  
































































































































































































































































































































































































































































































































































































%% IMPLEMENTS THE DERIVED MATRIX FORMULATION FOR THE  
%% MULTIPLE LONGITUDINAL DISCONTINUITY CASE 
%% sq AND tt ARE BOTH FUNCTIONS 
 
function [Un]=muldisc(An); 
global m Xp d;  
 








    for i=1:1:ndis 
        Un=[Un; tt(A(m*(i-1)+1:m*i,1),Xp(m*i+1:m*(i+2),1:m),d(i),1,-
1)+A(m*i+1:m*(i+1),1)+sq(B(m*i+1:m*(i+1),1),Xp(m*i+1:m*(i+2),1:m),1,1)]; 
    end 





    for i=1:1:ndis-1 
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        Un=[Un; sq(A(m*i+1:m*(i+1),1),Xp(m*i+1:m*(i+2),1:m),-
1,1)+B(m*i+1:m*(i+1),1)+tt(B(m*(i+1)+1:m*(i+2),1),Xp(m*i+1:m*(i+2),1:m),d(i+1),-
1,-1)]; 






















%% K controls the order of inverse K=1 for S1^-1*S0 and K=-1 for S0^-1*S1 
%% L controls the sign L=1 is 0.5*(S1^-1*S0-I)*field and L=-1 is  
%% -0.5*(I+S1^- 1*S0)*field  






global I m sq_a sq_b; 
 









    for i=1:1:length(sq_a) 
        R=(I+sq_a(i)*X1)*R; 
        R=(I+sq_b(i)*X1)\R; 
    end 
     
    for i=1:1:length(sq_a) 
        R=(I+sq_b(i)*X2)*R; 
        R=(I+sq_a(i)*X2)\R; 
    end 
     
elseif K==-1 
    for i=1:1:length(sq_a) 
        R=(I+sq_a(i)*X2)*R; 
        R=(I+sq_b(i)*X2)\R; 
    end 
     
    for i=1:1:length(sq_a) 
        R=(I+sq_b(i)*X1)*R; 
        R=(I+sq_a(i)*X1)\R; 






    return; 
elseif L==1 
    R=0.5*(R-field); 
elseif L==-1 





%% dont specify K,L to evaluate exp()*field==Pm*field 
%% K controls the order of evaluation of the inverses 
%% K=1 gives S1^-1*S0 and K=-1 gives S0^-1*S1 
%% and L controls the sign L=1 is 0.5*(S1^-1*S0-I)*field 
%% and L=-1 is -0.5*(I+S1^-1*S0)*field 








k1=floor(Z/d_z); %% TOTAL NUMBER OF STEPS 
k2=rem(Z,d_z);  %% THE RESIDUE LESS THAN THE STEP 
 
if nargin==3 
    for i=1:1:k1 
        field=trans_field(field,X); 
    end 
    if k2~=0 
        field=trans_field(field,X,k2); 






    if K==1 
        for i=1:1:k1 
            field=trans_field(field,X(1:m,:)); 
        end 
        if k2~=0 
            field=trans_field(field,X(1:m,:),k2); 
        end 
    elseif K==-1 
        for i=1:1:k1 
            field=trans_field(field,X(m+1:end,:)); 
        end 
        if k2~=0 
            field=trans_field(field,X(m+1:end,:),k2); 
        end 




    E=sq(field,X,K,L); 
else 




%% This function computes the field (A) transmitted by a distance of d_z in  
%% region defined by X  
 
function field=trans_field(A,X,d_z); 
global I bcr exp_order exp_a exp_b c0; 
if nargin==2 
    a=exp_a; 
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    b=exp_b; 
    c1=c0; 
end 
if nargin==3 
    g=j*d_z*bcr^-0.5; 






    field=field+a(k)*X*field; 
    field=(I+b(k)*X)\field; 
end 
PROP 































    R=(I+sq_a(i)*X)*R; 










global I sq_a sq_b bcr; 
Xp2=bcr*(Q2)-I; 
Xp1=bcr*(Q1)-I; 
clear Q1 Q2; 
for i=1:1:length(sq_a) 
    A=A+sq_a(i)*Xp1*A; 






    A=A+sq_b(i)*Xp2*A; 
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