For joint performances X and Y , we say X <_ Y whenever for all c E C ,
X(c) <_ Y(c) . Then (C,((i) is a coherent system whenever: (1) if X^Y , then ((.(X) <. (KY) .
Some components may have no effect on the system's behavior. We classify these as Inessential components; all components not inessential will be called Examples of coherent systems with all components essential are the series system on C , for which (j)(X) ■ Min {X(c) | c e C} , the parallel system on C , for which ({i(X) ■ Max {X(c) | c e C} , and the k-out-of-n system on any n-element set C , for which «.(X) ' 1 <**> I X(c) >_ k . ceC
Coherent systems are examined in [3] , [6] , [5] and [1] , while [2] gives an excellent application of coherent systems in formulating a class of life distributions, those with increasing hazard rate average.
B. Paths and Min Paths
The following notions are well defined for any function <)) on {0,1} to We give a characterization of coherent systems in terms of their mln path sets.
It is easily proven from the definitions.
Proposition 1;
C. Duality
If 1 e {0,1} Is identically one on C , then for (() d (X) -1 -<|)(1 -X) , r d where X e {0,1}' , and (€,4») is a coherent system, (C,({) ) is also a coherent system, the dual of (C.dO . The paths and cuts of (0,$) are the cuts and paths respectively of its dual (€,$ ) . This notion of duality is a reasonable one;
These observations imply a dual proposition to Proposition 1, in which we just replace every occurence of the word "path" by the word "cut" and change the last line to read: "Indeed, we can define i)>(X)-0<=>3 PeP3X<I
From now on we will assume our coherent systems have no inessential components, equivalently that the union of all min paths is C . This will avoid needless complications, particularly where modules are concerned, and brings our assumptions into line with those made in [1] , A module of a coherent system is a subset of the components which functions as a coherent system itself within the given system. Let (C,4>) be a coherent system with min path sets P . We say a nonempty set A c C is a module of (C,*) if V P and Q E P 3 PA + 0 and QA + 0 , we have PA U Q(C -A) e P .
This definition is motivated by our needs. However, it does correspond to the notion of a module given in [1] , except there the set C of all components is not a module, while, under our definition, it always is. The following characterization of modules is shown in [1] to be equivalent to our definition. Proof;
Simply show no min path is strictly contained in PH U Q(C -H) by assuming not and reach a contradiction by using the hypothesis about H . It then follows that PH U Q(C -H) is In fact a min path. Accordingly, we will show that R ■ P(A -B) U Q(C -(A -B)) is a path whenever
(1) follows by applying the previous lemmas. (2) and (3) will follow by using the lemma below and repeated application of the definitions. 
U (C -E)) is a min path intersecting A. U A. , so P(A 1 U A 2 ) U (P(A 2 U A 3 ) U Q(A 1 U (C -E)))(A 3 U (C -E)) -PE U Q(C -E) is a min path, showing E is a module. Again by using the two modules lemma, if (A U B.D , (A^I^) , (

F. Extentlons to Systems with Inessential Components
We have focused our attention on coherent aystems with all components essential, principally to duplicate the results of [1] and also because the statements in this case are aesthetically more pleasing. We will give a brief review of how the previous results extend without this hypothesis. 
G. An Application
An excellent application of the three modules theorem concerns "maximal" modules. We give the results here and refer the interested reader to [1] for the proof.
We will say a module M ■f C of (C,ij)) is maximal if it Is set maximal with respect to being a module other than C . 
BLOCKING SYSTEMS
Blocking systems are studied extensively in [7] , [4] and [8] . We show below they are fundamentally the same mathematical notion as coherent systems.
A basic notion for what follows is that of a clutter. We say a family F of subsets of the set C is a clutter on C whenever no member of F contains another member of F . This is exactly the property which characterizes those families of subsets of C which are the min path sets of some coherent system with components C .
Let C be a finite nonempty set and let P and K be families of subsets of C . We say (C,P,K) is a blocking system when (1) both P and K are clutters on C and (2) V A C c , either SPePaPCAor aKeKsKSc-A, but not both.
Our definition follows that given in [7] , except that there the set C may be empty.
If (C,^) is a coherent system, then for every subset A c c , either A is a path Ud.) "1) or C -A is a cut (^(1.) " 0) . but not both. It follows that if P and K are the min paths and min cuts respectively of (C,4>) , then (C,P,K) is a blocking system. This mapping of coherent systems to blocking systems is one-to-one since a coherent system is characterized by its min paths and min cuts. Further, we see the mapping Is onto because the blocking system (C,P,K)
is the image of the coherent system (C,^) when 
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We will express this one-to-one onto mapping between coherent systems and blocking systems by writing (C,^) -(C,P,K) whenever (C,^) is mapped to (C,P,<) . In
[A], a correspondence from blocking systems into switching functions (all functions C 4) on {0,1} to {0,1}) is mentioned briefly, however, the "monotonic" switching functions (those 9 for which (C,I$I) is a coherent system) are not identified.
In [7] , the blocking system ^(C,P,K) has as its dual (C, The significance of Proposition 3 is that it outlines how a blocking system might be decomposed into pseudo-elements. For example, this decomposition could be the one Indicated by the maximal modules partition theorem of Section 1.
As for applying the ideas surrounding blocking systems to coherent systems, it seems there might emerge a useful tool in computing system reliability for certain coherent systems, namely, those whose corresponding blocking system satisfies a length-width inequality (see [7] ). 
