Principal gradient schemes have regular reduced closed subschemes by Mullet, Joshua P.
ar
X
iv
:0
81
1.
34
18
v2
  [
ma
th.
AG
]  
20
 N
ov
 20
08
PRINCIPAL GRADIENT SCHEMES HAVE REGULAR REDUCED
CLOSED SUBSCHEMES
JOSHUA P. MULLET
1. Introduction
This paper represents the first steps in a program whose goal is to understand the
formal properties of gradient schemes, i.e., schemes that are locally analytically cut
out by the gradient of a function (see Definition 4.3). In [1], Clemens has shown that
Hilbert Schemes of curves on K-trivial threefolds are gradient schemes. Therefore
it is the hope that an understanding of gradient schemes will shed light on the
geometry of these Hilbert schemes. The problem of understanding gradient schemes
is also interesting from the point of view of commutative algebra in that we are
trying to determine which ideals in power series rings are gradient ideals.
The contents of the paper are as follows. In Section 2 we review some basic alge-
braic facts and definitions about Jacobian ideals and gradient ideals in power series
rings. In Section 3 we prove a regularity criterion (Theorem 3.3) for the reduced
quotient ring of a power series ring modulo a principal ideal. This criterion is stated
in terms of the associated primes of the Jacobian ideal and is interesting in its own
right. We are currently working on generalizations. Finally, in Section 4 we prove
our main result (Theorem 4.6), which states that principal gradient schemes have
regular reduced subschemes. We consider complete intersection gradient schemes in
[5].
1.1. Acknowledgments. I am indebted to Herb Clemens for his guidance and for
suggesting this project. I would also like to thank Linda Chen and Sheldon Katz
for valuable conversations. Finally, I would to thank Yu-Han Liu who has shown
me an elementary proof of Theorem 4.6 that does not use Theorem 3.3.
2. Basic facts regarding gradient and Jacobian ideals
Let k be a field of characteristic zero and consider the ring of formal power series
k[[x1, . . . , xn]]. We gather some basic facts and definitions regarding Jacobian and
gradient ideals in k[[x1, . . . , xn]].
Definition 2.1. Let f ∈ k[[x1, . . . , xn]] be a power series. The gradient ideal of f
is the ideal
I∇f :=
(
∂f
∂x1
, . . . ,
∂f
∂xn
)
⊆ k[[x1, . . . , xn]],
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and the Jacobian ideal of f is the ideal
(f, I∇f ) ⊂ k[[x1, . . . , xn]].
Remark 2.2. We may also write
∂f
∂xi
as fxi.
Definition 2.3. Let f ∈ k[[x1, . . . , xn]] be a nonzero power series. The order of f
is the minimal total degree of all nonzero monomials appearing in f .
Lemma 2.4. If f ∈ k[[x1, . . . , xn]] is a squarefree power series, then the ring
k[[x1, . . . , xn]]
(f, I∇f )
has dimension less than n− 1.
Proof. If
dim
k[[x1, . . . , xn]]
(f, I∇f )
= n− 1,
then there exists an irreducible factor h of f such that for all 1 ≤ i ≤ n the power
series h divides the partial derivative of f with respect to xi. Write f = h
kg where
h does not divide g. Then for all 1 ≤ i ≤ n the factor h divides
∂f
∂xi
= hk
∂g
∂xi
+ khk−1g
∂h
∂xi
.
It follows that h divides all its partial derivatives, but this is impossible since there
must exist an 1 ≤ i ≤ n such that the order of the series
∂h
∂xi
is less than the order of h. 
Lemma 2.5. Let h be an irreducible factor of a power series f ∈ k[[x1, . . . , xn]]. If
for all 1 ≤ i ≤ n we have
hk divides
∂f
∂xi
,
then hk+1 divides f .
Proof. Write f = hlg, where h does not divide g. We wish to show that l ≥ k + 1.
For 1 ≤ i ≤ n we compute
∂f
∂xi
= hl−1
(
h
∂g
∂xi
+ l
∂h
∂xi
g
)
. (2.1)
If l < k + 1 then since hk divides the right hand side in (2.1), it must be the case
that h divides (
h
∂g
∂xi
+ l
∂h
∂xi
g
)
.
Since h does not divide g, it follows that h must divide all of its partials. This
contradicts Lemma 2.4. 
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Lemma 2.6. Let f ∈ k[[x1, . . . , xn]] be a power series that is not a unit. Then
f ∈√I∇f .
Proof. This follows from the stronger statement that f is in the integral closure of
the ideal (x1, . . . , xk)I∇f . See [3]. 
3. A regularity criterion
We recall the Jacobian criterion for power series rings due to Nagata, see [2,
Proposition 22.7.2]. For any k-algebra A we denote by Derk(A) the A-module of all
k-linear derivations from A to A.
Theorem 3.1 (Nagata). Let I be an ideal of the ring k[[x1, . . . , xn]], and let p be a
prime ideal with I ⊆ p. Then the ring
k[[x1, . . . , xn]]p
I · k[[x1, . . . , xn]]p
is regular if and only if there exist elements g1, . . . , gk ∈ I and derivations D1, . . . ,Dk ∈
Derk(k[[x1, . . . , xn]]) such that
(1) the images of g1, . . . , gk in I ·k[[x1, . . . , xn]]p generate I ·k[[x1, . . . , xn]]p, and
(2) det{Digj} /∈ p.
Corollary 3.2. Let f ∈ k[[x1, . . . , xn]] be an element that is not a unit. Then the
local ring
k[[x1, . . . , xn]]
(f)
is regular if and only if the ideal
(f, I∇f) (3.1)
is the unit ideal.
Proof. First, suppose that the ideal (3.1) is the unit ideal. Since f is not a unit, this
means that one of the partial derivatives of f is a unit. We may assume that
∂f
∂x1
∈ k[[x1, . . . , xn]]×.
But then the derivation ∂
∂x1
and the element f satisfy the conditions of Theorem 3.1,
and
k[[x1, . . . , xn]]
(f)
is regular.
Now suppose that the ring
k[[x1, . . . , xn]]
(f)
is regular. Let g1, . . . , gk ∈ k[[x1, . . . , xn]] and D1, . . . ,Dk ∈ Derk(k[[x1, . . . , xn]])
be elements satisfying the conditions of Theorem 3.1. Since det{Digj} is a unit, it
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follows that Dlgm must be a unit for some l and m. Recall ([4, Theorem 30.6]) that
Derk(k[[x1, . . . , xn]]) is a free k[[x1, . . . , xn]]-module of rank two with basis{
∂
∂x1
, . . . ,
∂
∂xn
}
.
Suppose
Dl =
n∑
i=1
αi
∂
∂xi
(3.2)
for power series α1, . . . , αn ∈ k[[x1, . . . , xn]]. Since Dlgm is a unit, one of the sum-
mands in (3.2) applied to gm is a unit. We may assume that
∂gm
∂x1
∈ k[[x1, . . . , xn]]×.
But f | gm so we may write gm = fh for some h ∈ k[[x1, . . . , xn]]. Applying the
product rule for partial differentiation, we find
∂gm
∂x1
= f
∂h
∂x1
+ h
∂f
∂x1
.
Now f is not a unit by assumption so it follows that
∂f
∂x1
∈ k[[x1, . . . , xn]]×
as required. 
We next establish a Jacobian criterion that can determine when the reduced
quotient ring of a ring is regular. Recall that if M is an R-module, we say that a
prime ideal p ⊆ R is an associated prime of M if p = Ann(Rm) for some m ∈ M .
The set of all associated primes of an R-module M is called AssR(M). Recall that
minimal elements of AssR(0) correspond to irreducible components of SpecR and
non-minimal elements correspond to embedded components. Note that p ∈ AssR(M)
if and only if there exists an injective R-linear map
R
p
// M. (3.3)
Theorem 3.3. Let f be an element of the ring k[[x1, . . . , xn]] that is not a unit.
Then the local ring
k[[x1, . . . , xn]]√
(f)
is regular if and only if all elements of the set
Assk[[x1,...,xn]]
(
k[[x1, . . . , xn]]
(f, I∇f )
)
,
have height one.
PRINCIPAL GRADIENT SCHEMES 5
Proof. First suppose that k[[x1,...,xn]]√
(f)
is regular. It follows that f = gk for some irre-
ducible element g ∈ k[[x1, . . . , xn]]. For if f were divisible by two distinct irreducible
factors g and h not unit multiples of each other, then the quotient ring k[[x1,...,xn]]√
(f)
would have the cosets of g and h as zero-divisors. But this would contradict the fact
that regular local rings are integral domains [4, Theorem 14.3]. Since
√
(f) = (g),
we find that the ideal (g, I∇g) is the unit ideal by Corollary 3.2. Hence,
k[[x1, . . . , xn]]
(f, I∇f )
=
k[[x1, . . . , xn]]
(gk, kgk−1gx1 , . . . , kg
k−1gxn)
=
k[[x1, . . . , xn]]
(gk−1(g, I∇g))
=
k[[x1, . . . , xn]]
(gk−1)
,
and
Assk[[x1,...,xn]]
(
k[[x1, . . . , xn]]
(gk−1)
)
=
{
∅ if k = 1
(g) if k > 1
as required.
Now, suppose that the ring
k[[x1, . . . , xn]]√
(f)
is not regular. We may assume that
f =
k∏
i=1
geii
for some positive integers e1, . . . , ek and where the elements g1, . . . , gk are pairwise
relatively prime irreducible factors of f . Then the radical of the ideal (f) is given
by √
(f) =
(
k∏
i=1
gi
)
.
We then may compute the Jacobian ideal of f :
(f, I∇f ) =
(
k∏
i=1
geii ,
k∏
i=1
geii
(
k∑
i=1
eigix1
gi
)
, . . . ,
k∏
i=1
geii
(
k∑
i=1
eigixn
gi
))
=
(
k∏
i=1
gei−1i
)(
k∏
i=1
gi,
k∏
i=1
gi
(
k∑
i=1
eigix1
gi
)
, . . . ,
k∏
i=1
gi
(
k∑
i=1
eigixn
gi
))
.
Since gi cannot divide all of its partial derivatives by Lemma 2.4, it follows that the
ideal (
k∏
i=1
gi,
k∏
i=1
gi
(
k∑
i=1
eigix1
gi
)
, . . .
k∏
i=1
gi
(
k∑
i=1
eigixn
gi
))
(3.4)
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is either the unit ideal or has height greater than two. An ideal
(φ1, . . . , φs) ⊆ k[[x1, . . . , xn]]
is the unit ideal if and only if φi is a unit for some 1 ≤ i ≤ s, and a power series
ψ ∈ k[[x1, . . . , xn]] is a unit if and only if its constant term is not zero. For 1 ≤ j ≤ n,
the constant term of
k∏
i=1
gi
(
k∑
i=1
eigixj
gi
)
is the sum of the constant terms of the elements
eigi · · · gi−1gixjgi+1 · · · gk (3.5)
for 1 ≤ i ≤ k. If k ≥ 2, the constant term in (3.5) is zero and the ideal in (3.4) is
not the unit ideal. Hence, the ideal (3.4) has height two if k ≥ 2, and the theorem
follows. If k = 1, we put g1 = g and e1 = e and compute
(f, I∇f ) = (g
e, ege−1gx1 , . . . , eg
e−1gxn)
= (ge−1)(g, I∇g),
and (g, I∇g) is not the unit ideal by Corollary 3.2 because we are assuming that the
ring
k[[x1, . . . , xn]]√
(f)
=
k[[x1, . . . , xn]]
(g)
is not regular. Since g is irreducible, Lemma 2.4 implies that
dim
k[[x1, . . . , xn]]
(g, I∇g)
< n− 1.
Hence, there exists a prime ideal
p ∈ Assk[[x1,...,xn]]
(
k[[x1, . . . , xn]]
(g, I∇g)
)
such that p has height two or more.
We are now in the situation where
k[[x1, . . . , xn]]
(f, I∇f )
=
k[[x1, . . . , xn]]
(ψ) · I
for some element ψ ∈ k[[x1, . . . , xn]] and some ideal I such that
p ∈ Assk[[x1,...,xn]]
(
k[[x1, . . . , xn]]
I
)
As in (3.3), there is an injective k[[x1, . . . , xn]]-linear map
k[[x1, . . . , xn]]
p
//
k[[x1, . . . , xn]]
I
.
Composing with the injective k[[x1, . . . , xn]]-linear map
k[[x1, . . . , xn]]
I
//
k[[x1, . . . , xn]]
(ψ) · I
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induced by multiplication by the element ψ shows that
p ∈ Assk[[x1,...,xn]]
(
k[[x1, . . . , xn]]
(ψ) · I
)
as required. 
4. Application to gradient ideals and gradient schemes
Definition 4.1. Let I be an ideal of the power series ring k[[x1, . . . , xn]]. We say
that I is a gradient ideal if there exists an element f ∈ k[[x1, . . . , xn]] such that
I = I∇f .
Lemma 4.2. The property of an ideal I ⊆ k[[x1, . . . , xn]] being a gradient ideal
is invariant under isomorphism, the gradient ideal of an element being sent to the
gradient ideal of the image of the element under the isomorphism.
Proof. Let θ be an isomorphism
k[[x1, . . . , xn]]
θ
// k[[u1, . . . , un]], (4.1)
and put θ(xi) = xi(u1, . . . , un) for each 1 ≤ i ≤ n. For 1 ≤ i ≤ n, we apply the
chain rule to find
∂θ(f)
∂ui
=
n∑
j=1
θ
(
∂f
∂xj
)
∂xj
∂ui
. (4.2)
Since θ is an isomorphism, the Jacobian matrix of θ is invertible. It follows that
the image of the gradient ideal of f under θ is equal to the gradient ideal of θ(f) as
required. 
Definition 4.3. Let X be a scheme of finite type over k, and let P ∈ X be a
k-rational point. We say that the pointed scheme (X,P ) is a gradient scheme if the
completion of the local ring at P with respect to its maximal ideal is isomorphic as
a complete local k-algebra to
k[[x1, . . . , xn]]
I
for some gradient ideal I ⊆ k[[x1, . . . , xn]]. If I is a principal ideal, we say that the
gradient scheme is principal.
We state a simple lemma regarding ideals in power series rings.
Lemma 4.4. If an ideal (f1, . . . , fk) ⊆ k[[x1, . . . , xn]] is principal, then
(f1, . . . , fk) = (fi)
for some 1 ≤ i ≤ n.
For any ring R, let nilR denote the nilradical of R.
Lemma 4.5. Let (A,m) be a local k-algebra that is the localization of a finitely
generated k-algebra, and let Â denote the m-adic completion of A. Then(
A
nilA
)b
∼= Â
nil Â
.
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Proof. Since completion is flat ([4, Theorem 8.8]) and Î = I · Â for any ideal I ⊆ A
([4, Theorem 8.11]), we know that(
A
nilA
)b
∼= Â
(nilA) · Â
.
Since (
A
nilA
)
is the localization of a finitely generated k-algebra and an integral domain, its
completion has no nilpotent elements ([6, Ch. VIII, § 13, Theorem 32]). Hence,
(nilA) · Â = nil Â as required. 
Theorem 4.6. If a gradient scheme (X,P ) is principal, then its reduced subscheme
is regular at P .
Proof. Let OP denote the local ring at P . We must show that the local ring
OP
nilOP
is regular. A local ring is regular if and only if its completion is regular ([6, Ch. VIII,
§ 11]), so by Lemma 4.5 it suffices to show that the ring
ÔP
nil ÔP
is regular. We are assuming that the pointed scheme (X,P ) is a principal gradient
scheme so we may assume, by Lemma 4.4, that
ÔP ∼= k[[x1, . . . , xn]]
(fx1)
for some element f ∈ k[[x1, . . . , xn]] that is not a unit and such that fx1 6= 0. To
establish the theorem we must show that the ring
k[[x1, . . . , xn]]√
(fx1)
is regular.
We proceed by analyzing the form of the element f . First note that if f = gk
for some element g ∈ k[[x1, . . . , xn]] having non-zero linear term, then the result
follows from Lemma 4.2. Indeed, in this case there is a formal change of coordinates
(x1, . . . , xn) 7→ (u1, . . . , un) under which gk is sent to u1k.
We next consider the case f ∈ I∇f . In this case, we have (f, I∇f ) = (fx1) and
hence all associated primes of the ring
k[[x1, . . . , xn]]
(f, I∇f )
=
k[[x1, . . . , xn]]
(fx1)
have height one. It follows from Theorem 3.3 that the ring
k[[x1, . . . , xn]]√
(f)
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is regular. Therefore f = gk for some power series g with nonzero linear term, and
we are in the case of the previous paragraph.
To complete the proof it suffices to show that we must have f ∈ (fx1). By
Lemma 2.6, we know that fk ∈ (fx1) for some integer k ≥ 1. This implies that if an
irreducible power series h divides fx1 it must also divide f . The result now follows
from Lemma 2.5. 
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