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Résumé – Nous nous intéressons au problème de l’adaptation au signal analysé de la fenêtre d’une représentation de Fourier à
court terme dans deux cas de figure: adaptations globale et locale. Nous montrons que la représentation “optimale” dépend forte-
ment du critère choisi dans le cas de l’optimisation globale, et qu’une optimisation locale peut permettre de pallier ce problème,
au moins dans certaines situations. L’intérêt de telles techniques est illustré par un exemple de séparation de composantes.
Abstract – We consider the problem of window optimization for short time Fourier transform in two different frameworks:
global and local optimization. We show that in the global situation, where the window is adapted to the complete signal, the
“optimal” representation depends strongly on the chosen criterion. This suggests to turn to procedures which adapt the window
to specific “components” of the signal, and we show that such approaches overcome at least partially the above mentioned
shortcoming. The interest of such techniques is illustrated by an example of separation of components.
1 Introduction
Il est bien connu que les représentations temps-fréquence
ne permettent de donner qu’une image relativement “sub-
jective” d’un signal, dans la mesure où celle-ci dépend
de choix préalables (type de représentation, fenêtres, lis-
sages,...). Se pose donc le problème de la détermination
de la “meilleure” représentation pour un signal donné ou
une classe donnée de signaux, si tant est que cette no-
tion ait un sens. Dans un certain nombre de situations
simples, comme par exemple la représentation de Wigner-
Ville pour les chirps linéaires, la meilleure représentation
est connue (voir par exemple [1, 4]). Il ne s’agit cependant
que de cas très particuliers, difficilement généralisables à
des situations plus complexes.
Nous nous intéressons ici à une approche adaptative,
en nous limitant au cas de représentations “atomiques”
de type Gabor ou ondelettes, que nous cherchons donc
à adapter à un signal donné, en fonction d’un critère à
optimiser. Plus précisément, nous considérons deux ap-
proches pour la sélection de la fenêtre optimale dans le
cas d’une représentation de Fourier à court terme : l’une
exploitant des critères d’adéquation de la fenêtre au signal
étudié (au sens développé notamment dans [6]), l’autre des
critères de parcimonie de la représentation (dans l’esprit
des algorithmes de “best basis” [7]). Dans un cadre comme
dans l’autre, le domaine d’applicabilité de telles approches
s’avère confiné à des classes de signaux extrêmement sim-
ples. Ceci apparâıt clairement sur quelques exemples de si-
gnaux “académiques”, pour lesquels un calcul exact mon-
tre une dépendance nette de la fenêtre dans le critère
choisi, ainsi que sur des signaux réels complexes. Ceci
nous conduit à proposer des variantes “localisées”, qui
adaptent la représentation à des composantes isolées du
signal analysé. L’intérêt de telles variantes est illustré par
des exemples numériques sur des signaux réels.
Dans un cadre d’analyse et de synthèse de signaux au-
diophoniques, ce programme est également motivé par
la perspective de définir (et estimer) des “objets sono-
res”, dans l’esprit des représentations hybrides proposées
dans [2].
2 Critères d’optimalité
Pour simplifier, nous nous placerons dans cet article
dans le cadre de signaux fonctions d’une variable continue,
et nous nous focaliserons sur la représentation de Fourier




x(t)g(t − b) e−iω(t−b) dt
(g ∈ L2(R) étant la fenêtre d’analyse). L’adaptation de la
représentation de Fourier à court terme est effectuée en
sélectionnant parmi une famille de fenêtres données celle
qui optimise un critère donné d’optimalité. On a souvent
recours aux deux familles suivantes de critères, qui ex-
ploitent deux idées différentes : l’adéquation (“matching”)
de la fenêtre au signal analysé, ou la parcimonie (“sparsi-
ty”) de la représentation obtenue.
2.1 Critères d’adéquation
La fenêtre g est sélectionnée de manière à ce que son
“étalement” dans le plan temps-fréquence soit le plus pro-
che possible de celui du signal. Comme l’a montré W. Ko-
zek [6], cette démarche aboutit à une relation liant la fonc-
tion d’ambigüıté de la fenêtre à celle du signal analysé.
Dans les formulations les plus simples, la fenêtre optimale
est solution d’un problème d’optimisation du type (voir
par exemple [6])
g = arg max
γ
〈K ∗ |Ax|2, |Aγ |2〉 ,




x(t)x(t − b) e−iω(t−b) dt ,
Aγ celle de la fenêtre γ et K un noyau de lissage bidi-
mensionnel. Cette optimisation est alors effectuée numéri-
quement. L’extension au cas des signaux x aléatoires s’ef-
fectue en substituant à Ax la “fonction d’ambigüıté moy-
enne” E {Ax}. Cette dernière doit généralement être es-
timée à partir d’une réalisation du signal.
2.2 Critères de parcimonie
On recherche ici la fenêtre qui rend la représentation
la plus parcimonieuse, c’est à dire telle que l’énergie du
signal soit concentrée sur un petit nombre de coefficients
significatifs. Cette démarche est proche de celle utilisée
dans des algorithmes de choix de meilleure base [7]. Les
mêmes types de critères peuvent être utilisés, par exemple
des critères d’entropie. Pour cela, on définit un spectro-





avec Xγ la transformée de Fourier à court terme du signal
x calculée avec la fenêtre γ. ργ est alors une densité de
probabilités, et on introduit l’entropie de Shannon
S(γ) = −
∫ ∫
ργ(τ, ω) log(ργ(τ, ω))dτdω ,








, α ∈ (0, 1) .
La recherche de la fenêtre optimale g = arg minS(γ) ou
g = arg minRα(γ) (à l’intérieur d’une famille paramétrée
de fenêtres) est effectuée numériquement.
3 Optimisation globale
Il s’avère que cette approche est rapidement mise en
difficulté lorsque la composition temps-fréquence du si-
gnal se complexifie, comme le montrent quelques calculs
explicites dans les cas les plus simples. Par exemple, dans
le cas d’un logon Gaussien x(t) = eiλte−
t2
2σ2 analysé avec
une famille de fenêtres Gaussiennes d’écart-type s (donc






















Fig. 1 – Influence du critère sur le choix de l’échelle opti-
male dans le cas mixte : valeur de l’échelle optimale pour
l’entropie de Renyi en fonction de α, pour deux logons
d’échelles σ = 1 et σ′ = 10




















On voit apparâıtre dans tous les cas la fonction u → u +
1/u, qui est minimale en u = 1, ce qui montre que dans
ce cas d’école, la fenêtre optimale est effectivement celle
dont l’échelle s cöıncide avec l’échelle σ de x, et ce, quel
que soit le critère utilisé.
En revanche, dans un cas à peine plus complexe où le si-
gnal est la somme de deux logons d’échelles différentes (lo-
calisés dans des régions éloignées du plan temps-fréquen-





2σ′2 , les différentes en-
tropies de Renyi et de Shannon conduisent à des fenêtres
“optimales” très significativement différentes. L’hypothèse
de séparation des localisations temps-fréquence des deux
logons permet d’approximer avec une bonne précision (à
un terme d’erreur près, décroissant exponentiellement en
fonction de b−b′ et λ−λ′) le spectrogramme de la somme
par la somme des spectrogrammes, ce qui simplifie le cal-
cul explicite des entropies. On obtient alors


























pour les entropies de Renyi, ainsi que






























Ces expressions ne se prêtent pas facilement à une ana-
lyse théorique, mais sont aisées à étudier numériquement.
Comme on peut le voir sur les résultats présentés en Fig. 1,
la valeur de l’échelle optimale dépend maintenant du critère
utilisé.
Cette situation se retrouve également dans des situa-
tions plus complexes où de plus grands nombres de lo-
gons “séparés” sont considérés. Le cas plus réaliste de lo-
gons “non-séparés” n’est accessible que numériquement,
et conduit aux mêmes conclusions.
Fig. 2 – Optimisation globale de fenêtre : entropie de
Renyi pour deux choix différents de α (α = 0.1 et α = 0.9)
Cet effet est confirmé par les tests sur des signaux réels
illustrés en Fig. 2 (son de cloche frappée par un marteau
qui rebondit) : la taille optimale de fenêtre dépend am-
plement du critère utilisé (ici l’entropie de Renyi, avec
deux valeurs significativement différentes du paramètre
α), dès que le signal contient des composantes ayant des
caractéristiques temps-fréquence différentes. Comme on
peut le constater, la fenêtre “optimale” résulte d’un com-
promis entre les différentes “composantes” présentes dans
le signal, et ici de faibles valeurs de α ont tendance à
privilégier la localisation temporelle, alors que les grandes
valeurs privilégient la localisation fréquentielle. Ceci limite
donc l’intérêt d’une optimisation globale de la fenêtre pour
ces signaux.
4 Optimisation locale dans le plan
temps-fréquence
Lorsque l’optimisation globale n’a pas un sens bien défi-
ni, l’adaptation peut être rendue locale dans le plan temps-
fréquence, limitant ainsi l’influence du critère utilisé.
Après identification (et sélection) d’une région d’intérêt
Ω du plan temps-fréquence, l’optimisation de fenêtre est
effectuée en se limitant aux composantes correspondantes
du signal. Plus précisément, étant donnée une fenêtre d’ana-







Xh(b, ω)eiω(t−b)h(t − b) , dbdω ,
et la recherche de fenêtre optimale est effectuée comme
Fig. 3 – Optimisation locale de fenêtre : mise en évidence
de structures transitoires et tonales (entropie de Shannon)
précédemment, mais à partir du signal xh,Ω cette fois. De
nouveau, la fenêtre optimale pour la région Ω est celle
qui optimise le critère choisi, et fournit une représentation
temps-fréquence pour le signal (complet) x, qui a été opti-
misée pour une composante donnée de x. On affine ainsi la
représentation non seulement de la composante sélection-
née, mais aussi de toutes les autres composantes présentant
des caractéristiques similaires. Dans toutes les situations
où sont présentes des composantes “séparées”, des cal-
culs similaires à ceux présentés dans la section précédente
peuvent être effectués. Essentiellement, dès qu’une com-
posante peut être isolée, les différents critères fourniront
des résultats concordants pour la fenêtre optimale.
Cette technique a été mise en œuvre dans un logiciel,
permettant à l’utilisateur de sélectionner graphiquement
une région d’intérêt dans le plan temps-fréquence, et de
déterminer la fenêtre optimale correspondante. L’exemple
de la Fig. 3 (avec le même signal qu’en Fig. 2) présente
les représentations ainsi obtenues avec une adaptation de
la fenêtre à différentes régions (ici transitoire et tonale)
du plan temps-fréquence.
5 Perspectives
L’approche locale présentée ici constitue une bonne al-
ternative aux approches globales. Elle permet notamment
d’envisager, via des resynthèses partielles de composantes
que l’adaptation aura permis de définir précisément, des
représentations adaptatives faisant intervenir plusieurs fe-
nêtres simultanément (dans l’esprit des modèles hybrides
de [2]). En cela, elle offre une alternative simple et intéres-



























Fig. 4 – Adaptation locale pour la resynthèse par-
tielle : (a) spectrogramme du son original (flûte + chant
d’oiseau) ; (b) spectrogramme du son obtenu par re-
synthèse après adaptation à la partie tonale de la flûte
puis seuillage ; (c) spectrogramme du son obtenu par re-
synthèse après adaptation au chant d’oiseau puis seuillage
sante aux représentations “multifenêtre” proposées notam-
ment dans [3, 8, 9].
Elle est en particulier bien adaptée aux applications de
transformation des sons par modification de leurs représen-
tations temps-fréquences, puisqu’elle permet d’utiliser une
représentation optimisée pour chacune des composantes à
modifier.
En améliorant ainsi la résolution dans le plan temps-
fréquence, on se donne également la possibilité d’améliorer
la qualité de resynthèses partielles de diverses composantes
du signal. On exploite ainsi la parcimonie de la représen-
tation pour effectuer une séparation de source “unicap-
teur”.
L’exemple présenté en Fig. 4 illustre les possibilités of-
fertes par l’adaptation locale pour isoler des composantes
spécifiques. Les exemples sonores correspondants et les
représentations couleur sont disponibles sur le site
http ://www.cmi.univ-mrs.fr/~jaillet/GRETSI03.
Le son original est composé d’une note de flûte et d’un
chant d’oiseau. Sur la représentation du son original, les
composantes tonale quasi-sinusöıdales de la flûte sont bien
identifiables sous forme de traits horizontaux, alors que le
chant d’oiseau apparâıt sous forme de composantes chir-
pées bien localisées entre 2000 et 4000 Hz.
On réalise une adaptation sur le fondamental du son
de flûte d’une part, et sur un des éléments du chant d’oi-
seau d’autre part. Par simple seuillage sur le module des
coefficients des transformées obtenues, nous pouvons alors
extraire les composantes pour lesquelles l’adaptation a été
réalisée.
Ainsi sur la deuxième représentation de la Fig. 4, le si-
gnal reconstruit après seuillage de la transformée adaptée
à la partie tonale de la flûte ne contient que les princi-
paux partiels de la composante tonale du son de flûte et
aucun élément du chant d’oiseau, alors que la troisième
représentation montre qu’après adaptation sur le chant
d’oiseau, on reconstruit uniquement des éléments du chant
d’oiseau et aucune composante de la flûte.
Une alternative à ce type d’approche consiste à adapter
dynamiquement les fenêtres dans des régions déterminées
du plan temps-fréquence, par exemple via un premier pa-
vage de ce dernier en “superpavés”, à l’intérieur desquels la
fenêtre optimale peut être recherchée. Des résultats dans
ce sens, dans un contexte de repères (or frames) de Gabor
seront présentés dans [5].
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