Abstract-Wireless communication is a critical component of battlefield networks. Nodes in a battlefield network exist in hostile environments and thus fault-tolerance against node and link failures is a desirable property for the communication topology of such networks. The network nodes are mobile and move depending on the objective they try to achieve; thus the topology needs to be re-established periodically. The transmitters used for communication have a fixed transmission range, so additional nodes are required for the construction of a fault-tolerant topology among network nodes. As the network nodes move, the additional nodes need to be moved as well; and it is desirable to move them a minimum amount to re-establish the topology as quickly as possible. We propose algorithms for minimizing the number of additional nodes required and the distance they need to move for construction of a topology with desired levels of fault-tolerance. We show via extensive simulations that the algorithms perform much better than an algorithm that does not take minimizing the movement of additional nodes into account.
ogy (backbone network) among themselves. In the hierarchical model, traffic is routed from an ad-hoc node to the nearest cluster-head, and is then forwarded through the backbone network to a cluster-head close to the destination ad-hoc node. In this scenario, providing fault-tolerance to the backbone network is much more critical as it carries aggregate traffic from clusters of ad-hoc nodes. Our framework can be applied to design the backbone topology separately from the topology of individual clusters. For the case of backbone network design, the nodes in consideration would be the cluster-heads. From now on, we call the nodes we want to construct a topology on as terminal nodes.
There has been recent work in construction of a 2-vertex connected topology on a network of mobile robots [3] . The authors propose algorithms for movement of robots to construct a topology that remains connected after failure of a single robot. They minimize the total movement of the robots needed to construct the topology. They propose an optimal algorithm for robots distributed on a Euclidian line, and heuristics for robots distributed on a plane. In a typical network, it is not possible to control the movement of all nodes as that might hamper the objective the nodes are trying to achieve. We consider the scenario where we can control the movement of only a subset of nodes, and those nodes are used just to provide the desired connectivity among the terminal nodes. Thus, the data originates and ends at terminal nodes only, and we need disjoint paths between the terminal nodes. We call these additional nodes relay nodes. Relays are required because of the limited transmission range of terminals. Transmission power control may not be enough to construct a desired topology as the nodes may be outside the maximum possible transmission range of the transmitters being used.
The second generalization we consider is providing kedge and k-vertex connectivity for any k > 2. We consider minimizing the number of relays required for constructing a topology that has k-edge (vertex) disjoint paths between every pair of terminals. The secondary objective we consider is to minimize the total movement of existing relays in the network to reconstruct a fault-tolerant topology on the terminals once they move enough to disrupt the existing topology. We assume the terminals move at a slow time-scale, as would be the case in the backbone of a battlefield network. The problem of construction of a fault-tolerant topology on terminal nodes using minimum relays is NP-Hard, thus we use the approximation algorithms proposed in [4] . We propose algorithms that lead to considerable savings in the total movement of existing relays and use about the same number of relays as the algorithm that just minimizes the number of relays without taking movement into consideration.
The paper is organized as follows: Section 2 gives the network model and problem definition. Section 3 presents the proposed algorithms. Section 4 gives the computational complexity and simulation results. Section 5 concludes the paper.
II. NETWORK MODEL AND PROBLEM STATEMENT
The network consists of a set of terminal nodes (T) at known locations. We assume the terminal nodes have a transmission range constraint (assumed to be one by normalizing the distances). Thus, nodes can connect only to nodes within a unit distance. Therefore, we may require additional nodes (which we call relays) to construct the desired fault-tolerant topology on terminal nodes. We model the topology as a graph G = (V, E), where V is the set of terminal and relay nodes, and E is the set of links between them. The links can be either omnidirectional RF, directional RF or Free Space Optical links (without obscuration). We assume the relay nodes are identical to the terminal nodes in terms of their transmission range and type of links.
We define fault-tolerance as the topology being k-edge or kvertex connected on the terminals. The objective is to minimize the number of relays required. The problem can be stated as follows: Given a graph G = (T, ET), find the minimum number of relay nodes needed (and their locations) so that the set of nodes T is k-edge (vertex) connected (k > 2) in the resulting graph G' = (V',E'),T C V',ET C E'.
The objective is to construct a graph such that A(u, v) > kVu,v C T where A(u,v) is the number of edge-disjoint (vertex-disjoint) paths between u and v in G'. This problem was studied in [4] .
In this paper, we consider an extension of the problem in which there is a fault-tolerant topology on the terminals, and the terminal nodes move at a slow time scale. Thus, once their locations have changed significantly, we would like to re-establish the desired topology using minimum number of relays. Since some relays already exist in the network (used in the topology on previous terminal locations), the secondary objective is to move the existing relay nodes a minimum distance to the new relay positions so that the topology is constructed quickly.
III. PLACEMENT AND MOVEMENT ALGORITHMS
We develop algorithms for minimizing the number of relays required to establish a fault-tolerant topology among the terminal nodes. The secondary objective is to minimize the total distance the existing relays have to be moved. We first describe the algorithm used to compute a k-edge or k-vertex connected topology that tries to minimize the number of relays required [4] . We then describe the framework followed by the proposed algorithms to minimize the distance travelled by existing relays as a secondary objective, and then explain the algorithms. Table I lists the notations used in this section.
A. Algorithm for achieving k-connectivity
The algorithm for constructing k-edge or k-vertex connected (k-connected for brevity) topology is described as follows. The algorithm proceeds by forming a complete graph on the terminal nodes. It then weights the edges of the graph according to a weight function W(e). Equation 1 gives the weight function used for minimizing the number of relay nodes, where lel is the length of an edge. The weight represents the number of relay nodes required to form an edge. The relay nodes are restricted to be placed on the lines joining two terminal nodes. We say the relay nodes are associated with the terminals they are placed to join. Also, they are not allowed to have edges other than the ones required to form the edge they are placed on.
Then it computes an approximately minimum weight spanning k-edge (or vertex) connected subgraph of the complete graph. For k-edge connectivity, the 2-approximation algorithm of [5] can be used. For k-vertex connectivity, the 2-approximation algorithm of [6] for can be used k = 2, the 2-approximation of [7] can be used for k = 3, the 3-approximation of [8] can be used for k = 4, 5, the 4-approximation algorithm of [9] can be used for k = 6, 7, and the k-approximation algorithm of [9] can be used for k > 7.
After computing the k-connected subgraph, the relays are allowed to form edges with all relay and terminal nodes within the transmission range. They are then sequentially removed in an arbitrary order, if their removal does not violate the desired connectivity. The algorithm has been proved to be a 10-approximation for k = 2 for edge and vertex connectivity [4] . [10] to move the existing relay nodes to the new relay positions such that the total movement is minimized. If more relay nodes are needed, they are added to the network. The framework is given in Algorithm 2. The initial weighting favors certain edges to be included in the k-connected subgraph by giving them a lower weight. The weight of each edge is reduced from the number of relays needed if existing relays can be moved to the relay positions on that edge. The algorithms we propose differ in the way they assign these edge weights, and thus lead to different total relay movement. Steps Enhanced Group Matching based Algorithm (EGMA) is a variation of GMA that takes into account the difference between the number of relays in sets Ro and Rp while assigning them weights for matching in Step 6 of Algorithm 4. Rather than keeping the weight as the minimum distance needed to move the existing relays in R, j, to RP for all (il, jl), (i2, j2), the algorithm multiplies the weight by max{ R 1,1 /RP2,2, iRj2| /Rj1 j1}. Here, j (RRipj) denotes the number of relays (> 0) in the set Roj (RPj).
Thus, the algorithm favors matching two sets which have less disparity in the number of relays.
IV. COMPUTATIONAL COMPLEXITY AND SIMULATION RESULTS
A. Computational Complexity Assuming the network is in a square region of length L, the maximum distance between (and thus the number of relays associated with) any pair of terminals is O(L). The number of edges in a k-edge connected subgraph on N terminals obtained by the algorithm of [5] is bounded by k (N -1) . Thus, the number of relays is N' = 0(kNL). The maximum number of relays in any complete graph is O(N2L). 
B. Simulation Results and Discussion
The networks simulated were in a square region of side length lOkm. The nodes were assumed to have a transmission range of lkm. The mobility model used was random waypoint, in which the nodes move to a point within a circle of a certain radius (R) around their current location randomly. Each node independently picks a distance between 0 and R uniformly randomly, an angle from 0 to 27 uniformly randomly, and moves to a point at that distance and that angle. Whenever any coordinate of the point to move to is outside the square network region, the point is taken to be the boundary of the network region in that coordinate.
We implemented the algorithms for finding a k-edge connected network. The initial node locations were chosen independently randomly with a uniform distribution. A k-edge connected topology was formed using the algorithm for minimizing the number of relays presented in Section Ill-A. The relays were placed at the required positions and the terminals were moved using the mobility model described before. Then, the algorithms were run to find the new relay positions to construct the desired topology. The algorithms were compared for the number of relays they require and the movement of the existing relays. We study the performance of the algorithms for different values of R, and different number of terminal nodes (N) in the network. The matching algorithm used was an implementation of Gabow's N-cubed weighted matching algorithm [11] . 1) Variation with movement of terminals: We first fixed the number of terminal nodes (N) at 20, and varied the amount of movement of the terminal nodes. The network was formed with 10 different randomly generated node locations, and for each set of node locations, 10 different sets of node movements were generated. Thus, the algorithms were run a total of 100 times. The first set of results are for achieving 2-edge connectivity among the terminal nodes. The maximum movement allowed (R) for each node was varied from 500m to 5km. Figure 1 shows the average total distance moved by existing relays in MRA, IMA, STPA, GMA and EGMA. Figure 2 shows the average total number of relays required in the new topology formed by MRA, IMA, STPA, GMA and EGMA. STPA and EGMA work better than GMA and IMA, which in turn work better than MRA in terms of the total relay movement. MRA saves only a few relays compared to the other methods. This savings is offset by the larger movement distance it requires. STPA works slightly better than EGMA when the terminal nodes do not move much, whereas EGMA works much better than STPA as the terminal movement increases. This is expected as STPA tries to move the existing relays to connect the same terminal pair they were associated with before, and thus works well for small terminal node movements. For large movements, EGMA works better as the terminals may move quite far from their original locations and thus it may be better to move existing relays to connect terminal nodes other than the ones they were associated with before. Figures 3 and 4 show the ratio between EGMA and MRA of distance moved by relays and of total number of relays required. EGMA leads to a savings of 20% in the distance travelled by existing relays on an average, for all values of R. Also, the number of relays required by EGMA is almost the same as in MRA on an average. It is worthwhile to note than in some instances MRA may require more relays because the algorithm for finding a minimum-relay k-edge connected topology is not optimal. Thus, other algorithms may use less relays than MRA in some instances, though that is not true on an average (as the results show). We also simulated MRA and STPA (it works as well as EGMA for the values of R used) for the objective of constructing a 3-edge connected topology. The number of simulations were the same as before. Figures 5 and 6 show the ratio between STPA and MRA of distance moved by relays and of total number of relays required. STPA leads to a savings of 20-25% in total relay movement on an average for varying values of R for k = 3 as well. Also, the number of relays used is almost the same as in MRA on an average.
2) Variation with number of terminals: We now study the variation with respect to the number of terminal nodes in the network. The simulation set up is the same as before, and they are done on 10 sets of network locations with 10 sets of random movements. The objective is to construct a 2-edge connected topology among the terminal nodes. The maximum movement allowed (R) for each node is fixed at 1500m. Figures 7 and 8 show the ratio between STPA and MRA of distance moved by relays and of total number of relays required. STPA leads to about 15-20% less movement of existing relays than MRA, and uses almost the same number of relays on an average for all values of N considered.
Thus, STPA works much better than MRA for a wide range of number of terminals and amount of movement of terminal nodes (R). If the amount of terminal movement is very high, then EGMA performs better than STPA (and all other algorithms), and thus should be used in those cases.
V. CONCLUSION
This paper considers the problem of providing faulttolerance to nodes in an ad-hoc network with low mobility. The tolerance is provided against node and link failures. We use additional relay nodes for construction of a fault-tolerant topology due to transmission range constraints. We provide algorithms for construction of a topology tolerant against the desired number of failures, using as few relays as possible. The algorithms re-establish the topology when it is disrupted due to node movement, and try to minimize the distance travelled by relays in the network, thus re-establishing it quickly. We do extensive simulations to show that the proposed algorithms lead to significant savings in the distance travelled by relays (while using almost the same number of relays) compared to an algorithm that only tries to minimize the number of relays. The algorithms are shown to work well with varying amount of terminal movement and varying number of network nodes.
