Abstract. Currently many applications require tracking moving objects, and that information is used to plan the path of motion or change according to the position of a visual target [1] [2]. Computer vision systems can predict the motion of objects if the movement behavior is analyzed over time, ie, it is possible to find out future values based on previously observed values. In this paper, a proposal to predict motion of segmented regions is presented, through an analysis of a time series using an ARMA model. Two scenarios with different characteristics are presented as test cases. Segmentation of moving objects is done through the clustering of optical flow vectors for similarity, which are obtained by Pyramid Lucas and Kanade algorithm.
Introduction
Computer vision has become a tool that provides us the information for "smart" interaction with the environment without being physically in contact with it [3] . One of the primary tasks of computer vision is to reconstruct, from two-dimensional images, the 3D properties of a scene, such as shape, motion and spatial order of objects. In monocular vision, an important goal is to recover from multiple images over time, the relative motion between an observer and the environment. The structure of the environment obtained is used to generate relative distances between points on a surface in the scene and the observer [4] . Many applications that incorporate computer vision are used to track moving objects. To understand the motion of objects in a series of frames, there are two main tasks: identification and description [5] . Identification is finding the objects of interest in a set of frames from a video stream. The second task would be to describe the movement. With the analysis of motion over time, we can create a model that allows us to predict, with some confidence, the position in the following frames.
The outcome is the result of the analysis of phenomena or events that occur over time. We propose the application of an ARMA (autoregressive moving average) model to predict, based on the temporary records, the position of moving objects. We use two scenarios as test cases. In the scenario 1 is shown the prediction of vehicle moving from left to right. In the second scenario is show an arm with a chess board moving randomly. This paper is organized as follow. In section 2, related work about tracking motion and ARMA models are presented. A brief description of our proposal is shown in section 3. The methodology for the segmentation of moving objects in regions is provided in Section 4. In Section 5 the description of the technique to build a model of motion is explained. In Section 6 the details of the experiments and the results are shown. Finally section 7 draws some conclusions and future work.
Related Work
For decades, it has attempted to identify moving objects, track them, and to anticipate their movement. In recent years, optical flow has been used for segmenting moving objects. In [6] the authors show results of an application to segment moving cars from points of interest formed by optical flow vectors obtained by the method of pyramid LukasKanade. Since in this application is only for cars, it only detect moving objects from a priori information on the object type. Moving objects are detected from the image regions with nonzero optical flow vectors and grouped according to the moving speed and Euclidean distance. The Segmentation of the detected objects is performed using a priori information of the same shape, so that segmentation is carried into rectangles of similar size. Once defined the regions that are in motion in the image sequence, we could predict the motion of regions in consecutive frames. A common technique for tracking and motion prediction is the Kalman Filter. This method has been used in several areas when it is looking to describe the motion of objects and that somehow it could be found or measured the position of these. In [7] the Kalman filter was used to generate a model that it could predict the movement of regions. This model has two phases: prediction and adjustment. In this last phase, the parameters of the model are adjusted depending on the error caused in the prediction phase. However, other approaches have been used to predict the motion in sequences of images.
In [8] is proposed a model for the interframe correspondences existing between pixels of an image sequence. These correspondences form the elements of a field called the motion field. In their model, spatial neighborhoods of motion elements are related based on a generalization of autoregressive (AR) modeling of time-series. Also in [9] a framework for predicting future positions and orientation of moving obstacles in a time-varying environment using autoregressive model (AR) is described. The AR model has been used in other fields, because it has a low complexity of computation [10] , for example in the mo-tion of vechicles [10] [11] , or in the medical field to predict the evolution of a tumor [12] [13] . Even the AR model can be used to modify the model performed in Kalman filter [14] . However, using AR model does not involve to get parameters of the trend in a time series. On the other hand, In [15] an aggregation approach is proposed for traffic flow prediction that is based on the moving average (MA), exponential smoothing (ES), autoregressive MA (ARIMA), and neural network (NN) models. However the aggregation approach assembles information only from relevant time series of the traffic flow volume that it is collected 24 h/day over several years.
Our Proposal
Because we can know the position of the region (object) in time, it is possible to predict the next position from these records. A time series is a set of chronological observations of a phenomenon that it is occurring in a defined time period. So, we want a model that incorporates the previous records of that phenomenon and it could be satisfied with an Auto Regressive model (AR), but also the model must involve trend and periodicity (if these elements are present in the behavior) and we can use a Moving Average model (MA). So we propose using a combined model with both elements (ARMA) to predict the motion of segmented regions by optical flow.
Segmentation
The ability to detect motion is crucial for vision and guided behavior by the sense of sight [16] . So, if we want to identify objects that are moving, we need to have at least two images. This is because it is necessary to know if there was any change in the intensity of the pixels between the two images, allowing us to identify a motion. Object tracking systems require accurate segmentation of the objects from the background for effective tracking [17] . To identify object that have moved from one scene to another, the optical flow is often used. For the identification and segmentation of moving objects in regions, it is used the methodology proposed in [18] , which consists in to select the points of interest in the image where the optical flow can be reliable. Harris called to these points of interest corners [19] and they are obtained by the method of Shi and Tomassi [20] , where the eigenvalues λ1 and λ2 are calculated from the autocorrelation matrix of each pixel, and we can obtain one of three possible cases:
1. If λ1 ≈ 0 and λ2 ≈ 0, then the pixel does not have relevant information. 2. If λ1 ≈ 0 and λ2 has a large positive value, then it is an edge. 3. If λ1 and λ2 are large positive values, then the pixel is a corner.
If the minimum eigenvalue exceeds a threshold α, then the corner has a reliable value to be identified and it is a good point to track. Later the optical flow is calculated by the method of Lucas and Kanade [21] only at points of interest. In the figure 1 are shown examples of the optical flow vectors in both scenarios.
After obtaining the optical flow vectors, they are grouped by similarity. To create each region that define each object, it is necessary to group the optical flow vectors based on 3 criteria: proximity, direction and magnitude.
Then, for each group of vectors, their convex hull is obtained to address the problem of discontinuity of optical flow regions and segment the region [18] . The points used to generate the convex hull of each region are the starting points of the vectors belonging to the region. We can represent the condition to determine whether two points belong to the convex hull from the set of points S. Two points P(x1, y1) and Q(x2, y2) belong to the set of the covex hull C if and only if all points R(x3, y3) belonging to S (except P and Q) when they are evaluated in the equation of the line through the points P and Q, are on one side of the line (the sign must have a single value for every point R, either positive or negative). In other words, Equation 1 is satisfied or Equation 2 is satisfied, but not both.
(1)
Since the phase of segmentation, a polygon is obtained, and the polygon could change in shape and size of a pair of frames to others due various factors, so it is necessary to interact with a representative point of the polygon in the modeling process. Therefore, the centroid of each polygon is taken as reference. Figure 2 shows examples of the segmentation procedure for each scenario and their centroids. 
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ARMA Model
Time series forecasting is the use of a model to predict future values based on previously observed values. ARMA is a probabilistic model which assumes that errors have a normal distribution with mean zero and variance σ 2 . This assumption is called White Noise. Also, this assumes that there is no autocorrelation in the errors. The expression used to represent this assumption is shown in (3):
AutoRegressive Model (AR)
The autoregressive (AR) model [22] [23] specifies that the output variable depends linearly on its own previous values. Its set-up is based on using data observed in the past to develop the AR model coefficients. Once the model is established, future realizations can be predicted by present occurrences [24] . The autoregressive model of order p, is expressed by (4):
Where εt errors satisfy a white noise sequence and p is the number of autoregressive parameters.
Moving Average (MA)
Moving Average is one of widely known technical indicator used to predict the future data in time series analysis [25] . MA is a common average of the previous n data points in time series data. Each point in the time series data is equally weighted. The moving average process of order q, is expressed by (5):
Where εt errors satisfy a white noise sequence and q is the number of moving average parameters. This kind of model is crucial, because it helps us to engage the trend and periodicity in the time series to the model, if these elements are presented.
The autoregressive and moving average process, denoted as ARMA(p; q), is a combination of an autoregressive process of order p and moving average process of order q. This combination can be written as it is shown in the equation (6):
In the combined models ARMA(p, q), we have to select the values of p and q. For this, it is necessary to know how to determine the maximum values of p and q which are generated and tested in several models. To select the best model we choose the adjusted model with lower values of Akaike information criterion AIC (which is a measure of the relative quality of a statistical model for a given set of data) and σ 2 .
Experiments and Results
For the experiments, in the scenario 1 were used images of 640 x 480 pixels and in the scenario 2 where used images of 1920 x 1080 pixels. In both cases the images were taken from a video with a frequency of 30 images per second. The value for was λ = 0.01 and the results were obtained offline. Although the images were taken in RGB format, the image processing was performed on a single channel, i.e. gray scale. For each block of frames, two time series are made, one of these is to describe the motion in the axis x, and another is to describe the axis y. The time series are smoothed, obtaining the ARMA model. Figure 3 and 4 show examples of adjusted model, where in blue is drawn the original time series and in red color are drawn the fitted values from the ARMA model. As can be appreciate, the fitted values have the similar behavior than the original series, but it eliminates the peaks. In figure 3 , can be seen that the time series presents trend in the axis x, because the motion is from left to right and the value of the pixels in axis x is increasing. Before using the ARMA model, the time series should be stationary in mean and variance, so they are all tested with the Phillips-Perron test. To find the number of tentative autoregressive parameters, the partial correlogram is calculated and to find the number of moving average parameters, the correlogram of the time series is obtained.
In figure 5 are shown examples of correlograms of scenario 1 with a lag of 50. In figure 5 (a) can be appreciated that there are significant correlations and they rise and fall slowly, which suggests that the time series has trend and we can test models with 24 parameters of moving average (there are 24 significant autocorrelations. Conversely, in figure 5 (b) is drawn the correlations at the same scenario 1 in axis y and the program can assume that the model does not require moving average parameters because there are not significant autocorrelations. The number of autoregressive and moving average parameters chosen depends of the model that has a lower value of Akaike in the combination of models. In figure 6 and 7 the predictions are presented. In red color is drawn the outcome, and the black color shows the confidence band of the model. With this method, the confidence bands presented an average of 7.5 pixels of certain in scenario 1 and 9 pixels in the scenario 2. In figures 8 and 9, are shown the errors in the outcome. The red line represents the average of significant band along 50 frames, and it can be seen that errors are rarely above the allowed limit that mark the confidence bands, and when this happens, the difference is a few pixels. 
Conclusions and Future Work
A proposal to predict the motion of segmented regions using an ARMA model is presented. The confidence bands present a very narrow confidence compared to the size of the captured images, similar case in the average of errors. With this process, we can involve in the model previously observed values, trend and cycles, therefore, it is possible to predict the movement of the regions (centroids) although the time series have virtually any behavior. The outcome depends of the segmentation process, but this process does not affect drastically the model, because the statistical analysis of time series gives us a confidence band to mitigate error in segmentation. This error could be caused by factors that influence in the generation of the polygon, as partial occlusion of the object, changes in light intensity or speed. As future work it can be evaluated this kind of probabilistic models with other predictive models as the Kalman filter in the same scenarios, to observe the behavior of both processes.
(a) scenario 2, axis x (b) scenario 2, axis y Fig. 9 . Magnitude of the erros in scenario 2.
