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Abstract. We study the inference of a model of dynamic networks in which both communities and
links keep memory of previous network states. By considering maximum likelihood inference from
single snapshot observations of the network, we show that link persistence makes the inference of
communities harder, decreasing the detectability threshold, while community persistence tends to make
it easier. We analytically show that communities inferred from single network snapshot can share a
maximum overlap with the underlying communities of a specific previous instant in time. This leads
to time-lagged inference: the identification of past communities rather than present ones. Finally
we compute the time lag and propose a corrected algorithm, the Lagged Snapshot Dynamic (LSD)
algorithm, for community detection in dynamic networks. We analytically and numerically characterize
the detectability transitions of such algorithm as a function of the memory parameters of the model
and we make a comparison with a full dynamic inference.
Community detection in time-evolving interacting systems is an open problem in data mining. Tem-
poral networks [1] provide a framework to study the dynamic evolution of interacting systems, and can
be analysed as a sequence of network snapshots. In this paper we study the problem of learning the dy-
namic evolution of the community structure of a temporal network with link and community persistence.
The problem of disentangling the two different sources of persistence in a model of temporal networks
has been recently addressed in [2] in a slightly different context concerning Dynamic Fitness Models.
On the other hand community detection is a long-standing problem that has been thoroughly studied in
the static network case with various approaches: modularity maximization [3], spectral methods [4, 5],
belief-propagation [6], and other heuristic algorithms [7].
In this paper we focus on Stochastic Block models with dynamic community structure and link persis-
tence, which introduce time correlations in the network structure. When time correlations are present,
the information obtained from the inference on individual snapshots might be contaminated by the past
history of the system. This is analogous to what happens in multilayer networks [8], for which the
analysis cannot be decomposed into the separate analysis over each layer if they are correlated.
Static stochastic block models have been shown to display a detectability transition [6, 9, 10] when
the ratio between the average degree within a block of nodes and the average degree towards different
blocks, i.e. the assortativity parameter, becomes too low: below a critical value of assortativity, detection
becomes computationally hard.
Recently the problem was also investigated in temporal networks [11, 12, 13, 14] and in a specific
case of Markovian community structures [15]. In this latter dynamic network model, it was shown
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that persistence in communities can help detection, by decreasing the detectability threshold: a weaker
assortativity is required to infer communities with respect to the static case. On the contrary, we show
that persistence in relations can hinder detection, eventually causing the detection of old communities
instead of the ones present at the time the detection is performed. We compute analytically the time
lag in community detection and provide a dynamic community detection algorithms for the model under
study. The method is built upon optimal static algorithms on individual snapshots combined with our
analytic result to correct for the time lag.
The paper is organized as follows: in section 1 we define the dynamic stochastic block model where
both communities and links are persistent in time. In section 2 we study the single snapshot inference
and we show how link persistence leads to time lagged inference, that is the detection of past communities
rather than present ones. In Section 3 we introduce the lagged snapshot dynamic (LSD) algorithm, that
corrects static detection algorithm for the time lag. In Section 4 we show that the LSD algorithm can be
considered an interesting tradeoff between the accuracy of a full dynamic inference and the simplicity of
a naive single snapshot inference. We conclude suggesting new possible directions of research in Bayesian
inference for temporal networks.
1. Definition of the model
We consider a Dynamic Stochastic Block Model (DSBM) with link persistence, i.e. at each time step
the presence of a link between two nodes is copied from the previous time with probability ξ, while
with probability 1− ξ the link is generated according to a SBM where the community structure changes
over time. Several models of DSBM were previously introduced for community detection in dynamic
networks [16, 17, 18, 15]. Our variant includes both link and community persistence. The SBM is a
classical generative model for static networks with community structure, where a network (V,A) with
|V | = N nodes and adjacency matrix A is generated as follows. According to a prior {qr}kr=1 over k
possible choices, each node i ∈ V is assigned to a community gi with probability qgi . Edges are then
generated according to a k × k affinity matrix p and the community structure g: each couple of nodes
i, j ∈ V are linked independently with probability pgigj .
In the DSBM the community structure changes over time. It consists of a sequence of networks
(V,At)Tt=1, each with its own community structure gt. We will indicate with A = {A0, ...,AT } the
sequence of observed adjacency matrices and with g = {g0, ..., gT } the sequence of community structures.
As in [15], the dynamic of each node’s assignment gti is an independent Markov process with transition
probability P (gti |gt−1i ) = η δgti ,g(t−1)i + (1− η)qgti , meaning that with probability η a node remains in the
same community, otherwise it changes randomly to a group r (including gt−1i ) with probability qr. Since
at t = 0 labels are assigned according to the prior, it is
P (g) =
N∏
i=1
[
T∏
t=1
η δ
gti ,g
(t−1)
i
+ (1− η)qgti
]
qg0i (1.1)
Adding link persistence to the DSBM we obtain the persistent dynamic model, see the flow in Fig. 1
P (A|g) =
N∏
(ij)
p
A0ij
g0i g
0
j
(1− pg0i g0j )1−A
0
ij × (1.2)
×
T∏
t=1
(
ξ δ
Atij ,A
(t−1)
ij
+ (1− ξ)pA
t
ij
gtig
t
j
(1− pgtigtj )1−A
t
ij
)
,
where the network at t = 0 is generated according to a static SBM from g0. Thus the two parameters
η and ξ can be interpreted as, respectively, the persistence of communities and the persistence of links.
Community persistence models the tendency of nodes to remain in the same group over time. Link
persistence models the preference of nodes in keeping pre-existent relations over time, for example because
of the cost of adding or removing links in socio-economic networks [19].
Here we focus on the common choices of a uniform prior, i.e. qr = 1/k ∀r = 1, . . . , k, and affinity
matrix with a constant pin on the diagonal and another constant pout ≤ pin off diagonal, the so called
assortative planted partition model that is widely used as benchmark in the mathematics and computer
science community detection literature [6, 5, 25, 26]. Moreover we measure the level of assortativity with
a parameter a ∈ [0, 1] such that
p = a kp¯I + (1− a)p¯1 (1.3)
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Figure 1. Schematic representation of the persistent dynamic blockmodel. Label is
kept with probability η and randomly changed with probability 1− η, while the link re-
lation, i.e. the presence or absence of a link, is conserved with probability ξ or resampled
with the new block structure with probability 1− ξ.
interpolating between a fully assortative kp¯I (proportional to the identity matrix) and a fully random
p¯1 (proportional to a matrix of ones) affinity matrix, with fixed mean degree N/k2
∑
ab pab = Np¯. We
are interested in the sparse regime p¯ = c¯/N , that is the most challenging from the inference perspective,
since most of real networks of interest are sparse and because sparsity allows to carry out asymptotically
optimal analysis.
The central problem is to study under which conditions we can detect, better than chance, the
correct labeling of the latent communities g from the observation of A, together with the most probable
model’s parameters φ = (a, ξ, η). For the static SBM, it was shown (and proved at least for k = 2
[20]) that there exists a sharp threshold below which no algorithm can perform better than chance in
recovering the planted community structure. This threshold occurs, in terms of the parametrization
(1.3) at a = ac := c¯−1/2 meaning that there is a necessary minimum signal to noise ratio, in terms
of assortativity, under which a community structure may still exist but is undetectable. The Bayesian
inference approach considers the posterior distribution of the latent assignments
P (g|A, φ) = P (A, g|φ)∑
γ P (A,γ|φ)
= Z−1e−H(g;A,φ), (1.4)
where we have defined H(g;A, φ) = − logP (A, g|φ), for inferring a set of statistically significant com-
munities gˆ and the posterior distribution over the model parameters
P (φ|A) = P (φ)
P (A)
∑
γ
P (A,γ|φ) ∝ P (φ)Z (1.5)
to learn the most likely set of parameters φˆ given the data. Using smooth priors P (φ), φˆ is obtained by
maximizing the likelihood (1.5) with respect to φ, i.e. by solving the equations∑
g
Z−1e−H(g;A,φ)∂φH(g;A, φ) = 〈∂φH(g;A, φ)〉 = 0. (1.6)
Since the maximization of the likelihood (1.5) requires computing expectations w.r.t the posterior (1.4),
this is called Expectation-Maximization (EM) procedure [21]. The criticality of this approach is in
the summation over all possible assignments whose number grows exponentially with N . Overtaking
this problem is usually done by Monte Carlo (MC) sampling [22] or by using belief propagation (BP)
algorithms [6, 23]. Both provide an estimate of the posterior (1.4) in terms of their marginals. From
them, a partition is obtained by assigning each node to its most likely group
gˆi = argmaxr P (gi = r|A, φˆ).
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Figure 2. Asymptotic phase space for single snapshot detectability as function of assor-
tativity a and community/ link persistences, η and ξ, compared to the static threshold
ac, in the case of two equally sized planted groups k = 2.
This is known [24] to be an optimal estimator, maximising the overlap with the planted assignment
q(g, gˆ) =
N−1
∑N
i=1 δgˆigi −maxr qr
1−maxr qr , (1.7)
where the normalization is chosen to ensure q = 0 if labels are assigned randomly.
In a static network, generated by a static SBM, the EM procedure described before provides a set
of inferred assignments gˆ together with an estimate of the affinity matrix pˆab, obtained using the static
posterior corresponding to H(g;A,p) = − log pAijgigj (1− pgigj )1−Aij and solving iteratively the equation
pab =
〈∑
(i,j)Aijδgi,aδgj ,b∑
(i,j) δgi,aδgj ,b
〉
. (1.8)
This is the equivalent of Eq. (1.6), by deriving w.r.t. pab. The value of aˆ is obtained by fitting it on
the inferred affinity matrix as in Eq. (1.3). Finally, throughout the paper, we will use the static EM
procedure introduced in [6] where a BP algorithm is used for the expectation step, i.e. the estimate of
the posterior marginals.
2. Single snapshot inference
The inference for the full dynamical model is complicated by the presence of both the link and
community persistence. Here we ask first which community structure is inferred from a single snapshot
of the dynamic network at a time t. This might occur, for example, if one is unaware that At is one
observation of a dynamic process. Thus we need to compute the posterior P (gt|At) giving the probability
of community structure when only the information on the network at time t is used. It holds that the
posterior P (gt|At) is that of a static SBM with an effective assortativity
atξ,η = a 
t
ξ,η = a
(
1− ξ
1− ξη2 + (ξη
2)t
ξ(1− η2)
1− ξη2
)
. (2.1)
In fact it is sufficient to note that, from Bayes’ rule, P (gt|At) ∝ P (At|gt), that can be always be
written as
P (At|gt) =
∏
(i,j)
(ptgtigtj
)A
t
ij (1− ptgtigtj )
1−Atij , (2.2)
with ptab := P (A
t
ij = 1|gti = a, gtj = b). Marginalising over previous network instances we get the recursive
equation
ptab = ξ P (A
t−1
ij = 1|gti = a, gtj = b) + (1− ξ)pab.
= ξ
(
η2pt−1ab + (1− η2)p¯
)
+ (1− ξ)pab, (2.3)
4
where in the first equality we have conditioned and summed over At−1ij , while in the second over g
t−1
i , g
t−1
j
and where we used that P (Atij = 1) = p¯ and P (gti = a) = 1/k for every i, j, t, a, that can be proved
recursively. Since p0ab is simply pab we get
ptab =
(
ξ(1− η2)p¯+ (1− ξ)pab
) t−1∑
`=0
(
ξη2
)`
+
(
ξη2
)t
pab,
that gives (2.1) once used the representation (1.3).
Eq. (2.1) states that the posterior of a single snapshot of a DSBM is equal to the posterior of a
static SBM with modified assortativity parameter. It is important to outline it does not imply that a
single snapshot inference gives the planted assignments with modified assortativity parameter. Instead
it states that, if the inferred assignments are the planted ones, then the estimated assortativity is the one
of Eq. (2.1), i.e. aˆ = atξ,η, which is smaller than the value a of the model. This happens because the link
persistence ξ decreases the effective assortative structure of the network, increasing the number of links
assigned randomly with respect to those assigned on the base of their group labels. This effect is partially
mitigated by the persistence of communities η since it increases the probability that a link copied from
a previous time is not actually random but was in turn assigned through the same community structure.
One of the consequences of Eq. (2.1) is that the signal provided by the observation of At to the
community structure at the same time decreases by the effect of the dynamics as ac → ac/tξ,η, reducing
to the static one in absence of link persistence (ξ = 0)1. For t → ∞, it is a∞ξ,η = a(1 − ξ)/(1 − ξη2).
Figure 2 shows the asymptotic phase space as a function of ξ, where we have defined, in the same spirit
of the static case, a detectability line as a(1− ξ)/(1− ξη2) = c¯−1/2.
Figure 3 compares the theoretical predictions of aˆ with numerical simulations and BP inference of a
DSBM, by varying planted parameters (a, ξ, η, t) . In panel (a) the agreement is very good and this holds
also in the other panels in the regions when ξ is small. However the panels (b) and (c) show that when
both ξ and η are large, some discrepancies between the theoretical curve and the simulations appear.
This does not contradict necessarily Eq. (2.1), which gives the assortativity parameter if the inferred
assignments are the planted ones (or at least close to them). We now show that indeed the observed
discrepancies can be explained by the fact that, for large community and link persistence, the inferred
assignments are closer to a past planted assignment than to those at the time when the single snapshot
inference is performed.
Given a network sequence of length T generated with parameters (ξ, η, a), we call time lagged inference
the problem of inferring communities at time t−τ given the observation of the network at time t. It holds
that the posterior P (gt−τ |At) ∝∏ij P (Atij |gt−τ ) is that of a static SBM with an effective assortativity
a
(t,τ)
ξ,η = ξ
τat−τξ,η + (1− ξ)η2
η2τ − ξτ
η2 − ξ a, (2.4)
where atξ,η is given by (2.1). In fact, as for Eq. (2.1) it sufficient to compute the quantity Ln = P (Anij =
1|gt−τ = g), evaluated at n = t. For n > t− τ , keepinig fixed i, j and t , it is
Ln =
∑
An−1ij ,gn
P (Anij = 1|gn, An−1ij )P (gn, An−1ij |gt−τ = g)
= ξLn−1 + (1− ξ)
∑
gn
pgni gnj P (g
n|gt−τ = g). (2.5)
Moreover, defining T n = ∑gn pgni gnj P (gn|gt−τ = g), for n > t− τ it is
T n =
∑
gn,gn−1
pgni gnj P (g
n|gn−1)P (gn−1|gt−τ = g)
= η2T n−1 + (1− η2)p¯ (2.6)
1 Note that the detectability threshold from single snapshot is however higher than the threshold of the dynamic
problem, i.e. the inference of all the assignments given the observation of the entire network series. For example [15]
considers a DSBM without link persistence and shows that the detectability threshold ac is in general lowered by the group
persistence.
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Figure 3. Effective assortativity aˆ inferred using static BP from single snapshot obser-
vations of a DSBM with link persistence, for different values of ξ, η and t. Black dotted
lines represent atξ,η while colored dashed lines are the theoretical optimum a
?
t (ξ, η) of
Eq. (2.7) . Each point is the result of the inference on a dynamic network with N = 300,
T = 40, c¯ = 10 and k = 2 evolving communities. Vividness of colors is proportional to
the overlap q(gt, gˆt) between the planted and the inferred communities.
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Figure 4. Overlap q(gˆt, gt−τ ) between the communities inferred at time t (t = 10) and
the planted assignment at time t−τ of a dynamic network with N = 300, T = 40, c¯ = 10
and k = 2 evolving communities according to η = 0.75. Dashed lines are computed by
solving the problem in Eq. (2.7).
Solving (2.6) and then (2.5), i.e. the recursive equation Ln = ξLn−1 + (1− ξ)T n we get
Lt = ξτLt−τ + (1− ξ)
τ−1∑
`=0
ξ`T t−l
= ξτLt−τ + (1− ξ)
τ−1∑
`=0
ξ`
(
η2(τ−`)pgigj + (1− η2(τ−`))p¯
)
.
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Figure 5. (a) Optimal lag τ∗t (ξ, η) as function of ξ and η and (b) a
(t,τ)
ξ,η /a
t
ξ,η as function
of the lag τ for different δ = η2ξ/(1 − ξ), both in the asymptotic limit t → ∞ and for
finite t. (c) Optimal effective assortativity a?t (ξ, η) (full lines) compared with the non
lagged atξ,η (dotted line) and the asymptotic a
?
∞(ξ, η) (dashed lines). Black squares
indicate the two transitions (see text).
Since Lt−τ corresponds to the non lagged pt−τgigj in Eq. (2.1), we get Eq. (2.4) simply using the represen-
tation (1.3).
The meaning of Eq. (2.4) is that every lagged inference problem has the posterior of a static SBM
with effective assortativity a(t,τ)ξ,η . Thus fixing t and varying τ we have a sequence of inference problems
with the same posterior, same input data At, and only different effective assortativity, thus detectability
threshold. Fig. 4 shows the overlap of Eq. (1.7) between the inferred communities gˆt and the planted
ones at t − τ . For small ξ the maximum overlap is with gt, while for larger ξ we observe a series of
transitions where the largest overlap is with a gt−τ with τ > 0. We now show that the τ that maximizes
the overlap q(gˆt, gt−τ ) is the one for which the effective assortativity a(t,τ)ξ,η is maximal. To this end we
define
a?t (ξ, η) = max
τ 6 t
a
(t,τ)
ξ,η ; τ
?
t (ξ, η) = argmax
τ 6 t
a
(t,τ)
ξ,η (2.7)
Panel (a) of Fig. 5 shows that for small link persistence ξ, τ?t (ξ, η) = 0, i.e. a single snapshot inference
solves the problem at the time of the observed snapshot t. At a critical ξ, depending on η and t, it is
τ?t (ξ, η) > 0, suggesting that the inference procedure converges to the assignments at time t− τ?t . In fact
the dashed lines in Fig. 4 are computed by solving the problem in Eq. (2.7) and it is clear that they
correspond to the transitions in the overlap. Moreover the theoretical a?t (ξ, η) is shown in Fig. 3 to be
in perfect agreement with the inferred assortativity aˆ.
To get more intuition, we note that for large t
a
(τ)
ξ,η := limt→∞ a
(t,τ)
ξ,η = a
(
ξτ
1− ξ
1− ξη2 + (1− ξ)η
2 η
2τ − ξτ
η2 − ξ
)
. (2.8)
Since a(τ)ξ,η → 0 as τ →∞, when a(1)ξ,η > a(0)ξ,η, i.e.
δ := η2
ξ
1− ξ > 1 (2.9)
7
the maximum of a(τ)ξ,η is not anymore at τ = 0 (see the panel (b) of Fig. 5).
For finite t, there is a finite size effect since the range of τ is bounded by t. In this situation for
large ξ and η the maximum of a(t,τ)ξ,η is achieved at the extremum τ = t (panels (a) and (b) of Fig. 5).
Finally, the panel (c) of Fig. 5 compares a?t (ξ, η), atξ,η, and a
?
∞(ξ, η). The black squares indicate the two
transitions, the first one from zero to positive τ∗ (computed with Eq. (2.9) ) and the second when τ∗ = t
due to the finite size effect. These correspond to the transitions observed in the empirical analysis of
Fig. 3.
3. Lagged snapshot dynamic (LSD) algorithm
In this Section we propose a single snapshot algorithm for the inference of the optimal assignments
together with a set of learned model parameters from the observation of a dynamic network. In Section
2 we showed how a naive single snapshot inference procedure, applied to a dynamic network with group
and link persistence, introduces a systematic bias in the result. This bias takes the shape of a temporal
lag: communities inferred at time t share a maximum overlap with planted communities at time t− τ?.
This can affect also the goodness of the optimal parameters learned from data, for example the measured
effective assortativity parameter is systematically overestimated at high link persistency. For this reason
we now propose a single snapshot algorithm able to detect and thus correct the possible presence of a
temporal lag. Using only observations of the time series At, we look for a set of inferred parameters ηˆ,
ξˆ, aˆ and group assignments gˆt using the following scheme, whose details are presented below:
(1) for each snapshot we estimate the assortativity and the assignments using a static method (e.g.
BP on SBM);
(2) we estimate the link and group persistence ξˆ and ηˆ from the sequence of inferred assignments;
(3) we compute the optimal lag τˆ∗ to get an unbiased estimation of the assortativity parameter and
the correct assignments at time t by considering the inferred assignments at time t− τˆ∗.
We now detail the three phases of the LSD algorithm.
Single snapshot estimate. For each snapshot observation At we perform the inference from a static
SBM, as in [6]. The result is a set of assignment yt and an effective assortativity aˆ?. As shown in Section
2, the use of a static procedure introduces a bias in the result: aˆ? is a downward biased estimation of
the assortativity parameter and yt is an estimate of the planted assignment sequence but shifted by a
lag τ?, i.e. yt = gˆt−τ
?
. Clearly at this point τ∗ is still unknown.
Estimate of the persistence parameters. The inference of the persistence parameters ξˆ and ηˆ is
performed by maximizing the likelihood (1.5). Deriving the log-likelihood w.r.t. η we get
1
NT
∂η logZ(φ) =
1
NT
〈
T∑
i,t
I
gti ,g
(t−1)
i
− qgti
ηI
gti ,g
(t−1)
i
+ (1− η)qgti
〉
(3.1)
=
〈
1
NT
T∑
i,t
∑
a,b
δgtiaδg(t−1)i b
δa,b − qa
ηδa,b + (1− η)qa
〉
(3.2)
=
〈
k∑
a=1
1− qa
η + (1− η)qa fgti=g(t−1)i =a −
1
1− η fgti 6=g(t−1)i
〉
= 0 (3.3)
where fE means the empirical frequency of an event E over space and time. The quantity inside the
bracket in Eq. (3.1) is exactly what we would obtain by fitting a given observed assignment g with
a Markov chain. The difference is that now it is averaged over the posterior. As a first approxima-
tion, assuming the posterior to be peaked around yˆ, the assignments inferred from the single snapshot
procedure, we can simply find the solution η = ηˆ of the polynomial equation
k∑
a=1
1− qa
η + (1− η)qa fyˆti=yˆ(t−1)i =a −
1
1− η fyˆti 6=yˆ(t−1)i = 0. (3.4)
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Similarly, deriving the log-likelihood with respect to ξ, we get
2∂ξ logZ(φ)
N(N − 1)T =
〈
2
N(N − 1)T
∑
(i,j)
T∑
t=1
δ
AtijA
(t−1)
ij
− pA
t
ij
gtig
t
j
(1− pgtigtj )1−A
t
ij
ξδ
AtijA
(t−1)
ij
+ (1− ξ)pA
t
ij
gtig
t
j
(1− pgtigtj )1−A
t
ij
〉
(3.5)
=
〈
2
N(N − 1)T
∑
(i,j)
T∑
t=1
∑
a,b
0,1∑
,′
δgtiaδgtjbδAtijδA(t−1)ij ′
δ,′ − pab(1− pab)1−
ξδ,′ + (1− ξ)pab(1− pab)1−
〉
=
〈∑
a,b
0,1∑
,′
δ,′ − pab(1− pab)(1−)
ξδ,′ + (1− ξ)pab(1− pab)(1−)
mab′→(g)
〉
= 0 (3.6)
having the same structure of (3.1), averaged over the posterior (1.4) and where we have introduced the
quantities
mab′→(g) =
2
TN(N − 1)
T∑
t=1
∑
(i,j)
δ(gti = a)δ(g
t
j = b)δ(A
t−1
ij = 
′)δ(Atij = ). (3.7)
Again, as soon as the posterior is concentrated around a set of inferred assignments yˆ, we can simply
find the solution ξ = ξˆ of the equation
k∑
a,b=1
0,1∑
,′
δ,′ − pab(1− pab)(1−)
ξδ,′ + (1− ξ)pab(1− pab)(1−)
mab′→(gˆ) = 0 (3.8)
Note that as soon as we use the inferred assignment instead of the full posterior distribution, Eqs. (3.4)
and (3.8) are not coupled, thus ξˆ and ηˆ can be obtained independently. It is worth noticing that the
presence of a temporal lag doesn’t affect the result of learning link and group persistences even if we use
yt = gˆt−τ
?
instead of gˆt. This is because asymptotically, at large t, the lag is constant, thus preserving the
ordering, and the procedure bias can be considered as just a uniform shift over the inferred communities.
At the same time, Eqs. (3.4− 3.8) work as soon as a sequence of consecutive assignments is considered.
In the next subsection we numerically test this procedure to infer the persistence parameters.
Lagged inference. Starting from the estimates ξˆ and ηˆ we get an estimate of the asymptotic optimal
lag as
τˆ? = argmaxτ
(
ξˆτ
1− ξˆ
1− ξˆηˆ2 + (1− ξˆ)ηˆ
2 ηˆ
2τ − ξˆτ
ηˆ2 − ξˆ
)
, (3.9)
from which we can shift back the inferred assignments gˆt−τˆ
?
= yˆt and correct the effective learned
assortativity aˆ? to
aˆ = aˆ?
(
ξˆτˆ
? 1− ξˆ
1− ξˆηˆ2 + (1− ξˆ)ηˆ
2 ηˆ
2τˆ? − ξˆτˆ?
ηˆ2 − ξˆ
)−1
(3.10)
We perform extensive numerical simulations to test the effectiveness of the LSD algorithm. Before
showing the results of the full LSD, we first test step (2) of the algorithm, which estimates the persistence
parameters from the (biased) estimation of the assignments. Fig. 6 shows the result of learning η and
ξ from Eqs. (3.4) and (3.8) using the assignment yˆ from the single snapshot procedure. The learned
parameters ηˆ and ξˆ are in agreement with the planted ones, at least as soon as the overlap between the
planted and inferred communities is far from zero.
We then test the performances of the LSD procedure against synthetic dynamic networks generated
according to the DSBM with group and link persistence. We use T = 50 snapshots of networks with
N = 300 nodes, mean degree c¯ = 10, k = 2 equally sized evolving communities and a wide range of
planted parameters η, ξ, a. In Fig. 7 (top left) we show the the overlap q(gˆ, g) between planted and
inferred assignments as a function of η, ξ. For a large region of the parameter space the overlap is very
high, showing that the LSD algorithm is able to recover the planted assignment. The black dots indicate
the detectability transition line of equation a∗∞(ξ, η) = c¯−1/2. As expected in the region to the right of
this line the overlap is very small. The top right panel shows the estimated value of τˆ∗ as a function of
the persistence parameters. and the top right corner is the region where lagged inference is necessary.
In fact the bottom left panel shows q(gˆt, gt)− q(yt, gt) to highlight the role of time shift in assignment
inference. As expected, the region where time shift is critical is the one where τˆ∗ is different from zero.
The transition line between these two region is described by η2ξ/(1 − ξ) = 1 (dashed line). Finally the
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Figure 6. Learning η and ξ from synthetic dynamic networks generated according to
the DSBM with group and link persistence. We use T = 50 snapshots of networks with
N = 300 nodes, k = 2 equally sized evolving communities and planted parameters η,
ξ, a = 1.0, c¯ = 10. The panels show the learned ηˆ and ξˆ as function of the planted η,
ξ. They coincide at least until the detectability transition line (black dots), where the
overlap q(gˆ, g) between inferred and planted assignments vanishes (see top left panel of
Fig. 7.
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Figure 7. Performances of the LSD algorithm on synthetic networks. We use T = 50
snapshots of networks with N = 300 nodes, k = 2 equally sized evolving communities
and planted parameters η, ξ, a = 0.9, c¯ = 10. Top left panel: overlap between the
inferred and planted assignments. Top right panel: optimal inferred lag τˆ∗ of Eq. 3.9 and
comparison with the analytical transition lines (diamonds) signing lag jumps. Bottom
left panel: difference between q? = q(gˆt, gt) and q = q(yt, gt), i.e. after and before
the time lag correction. There is a net positive gain to the right of the dashed line,
indicating the first jump from zero to nonzero optimal lag at η2ξ/(1 − ξ) = 1. Bottom
right panel: learned assortativity aˆ as function of η and ξ. In all panels black dotted
line is the detectability transition line a?∞(ξ, η) = c¯−1/2.
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bottom right panel shows the inferred aˆ, which in the detectability region is always very close to the
planted value a = 0.9.
4. Comparison with a full dynamic inference
In this Section we compare the LSD algorithm, that is a single-snapshot based algorithm, with a fully
dynamic algorithm, i.e. that uses at once the information of the whole time series of network snapshots
and the dynamic rules of the generating process. It is a suitable modification of the dynamic algorithm
by Ghasemian et al. [15]. This method is based on the observation, by an anonymous referee we want
to thank, that if one was able to detect and remove links that have been copied from the past and
not generated according to the communities at the present, then it would be as the resulting temporal
network was generated according to the Ghasemian et al. model, for which their BP algorithm is thought
to be optimal. Thus the second method is based on the manual detection and subsequent remotion of
links in the snapshot at time t that appears both in the snapshots at time t and t− 1 (that in the sparse
regime are with high probability links that have been copied from the past) followed by the use of the
BP algorithm by Ghasemian et al. [15].
The comparison in this Section concerns the detectability regions of the two procedures that can be
found as suitable modification of the detectability region of a model without link persistence [15], being
a > 1√
c
√
1− η2
1 + η2
, (4.1)
where a = (1 − )/(1 + ) is the assortativity parameter,  = cout/cin, and c is the mean degree. In
absence of group persistence, we retrieve the static threshold a > 1/√c.
Case η = 0. Let’s now start by considering the detectability performance of the two methods in the
case of a dynamic network with ξ > 0 and η = 0. According to the LSD algorithm the role of the link
persistence is to decrease the effective assortativity of the network, from a to a(1− ξ). Thus
a(1− ξ) > 1√
c
=⇒ a > 1√
c(1− ξ) . (4.2)
On the other side, according to the modified Ghasemian method, the network resulting from the cleaning
of persistent links is statistically equivalent to a network generated through the same SBM, but with
an effective degree that is smaller, from c to c(1 − ξ). Thus the detectability region of this method is
expected to be
a > 1√
c(1− ξ) =
√
1− ξ√
c(1− ξ) (4.3)
that is larger than the one of the LSD algorithm. The conclusion is that, in both cases, link persistence
affects the detectability, reducing the effective assortativity in the first case and the effective degree in
the second case. Both outcomes make the inference harder. Nevertheless detecting and removing the
source of the noise, at the cost of reducing the effective degree of the network, is better than leaving
random uninformative links reducing the effective assortativity.
General case η > 0. In this case the presence of the group persistence mitigates the negative effect of
the link persistence. In the LSD algorithm again we need just to consider the effective assortativity that
in this case will be a(ξ, η): for example out of the lagged region a(ξ, η) = a(1 − ξ)/(1 − ξη2). Thus the
detectable region will be
a
1− ξ
1− ξη2 >
1√
c
=⇒ a > 1− ξη
2
(1− ξ)√c (4.4)
that is increasing with η. In the lagged region the bias correction allows the detectable region to be a
bit larger, just the expression of a(ξ, η) is a bit more involved.
In the case of the second method, again we have a decrease in the effective degree but also a net gain
in the detectability due to the group persistence and the optimality of the Ghasemian algorithm, i.e.
using Eq. (4.1)
a > 1√
c(1− ξ)
√
1− η2
1 + η2
. (4.5)
Since 1− ξη2 >√(1− η2)(1− ξ)/(1 + η2), the detectable region of the LSD is always smaller. To visu-
alize the difference it is possible to plot the critical line in the phase diagram (ξ, η), Fig. 8, keeping fixed
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Figure 8. Overlap after the LSD inference in terms of the two persistencies ( T = 50,
N = 300, a = 1.0, c¯ = 10 and k = 2 equally sized evolving communities). Squares and
crosses represent the detectability lines respectively of the LSD algorithm and the full
dynamic algorithm based on [15].
c and a. Inverting the previous relations we get respectively for the LSD and the modified Ghasemian
method
ξ 6
√
ca− 1√
ca− η2 and ξ 6 1−
1
a2c
1− η2
1 + η2
. (4.6)
In particular, as soon as a > 1/√c, both the critical link persistencies tend to 1 when η → 1, being
maximally different at η = 0. On the contrary if a 6 1/√c, the LSD algorithm is always in the
undetectable region while the Ghasemian one is always in the detectable region for η close enough to
1. The same comparison can be expressed in terms of the minimal average degree necessary for the
detectability: again inverting Eqs. (4.4) and (4.5) we get, again for LSD and Ghasemian respectively,
c > 1
(1− ξ)a2
(1− ξη2)2
(1− ξ) and c >
1
(1− ξ)a2
1− η2
1 + η2
. (4.7)
We can conclude that both procedures are able to leverage on the group persistence to increase the de-
tectability performances even in the presence of link persistence (for any ξ the communities are detectable
for η large enough): the modified Ghasemian algorithm makes use of the whole temporal network, the
LSD procedure uses only the information of a single snapshot enriched by the information on past com-
munities codified in the copied links. As expected the LSD procedure cannot be optimal but can be
considered as an interesting tradeoff between a full dynamic inference that uses the whole time series
history, accurate but expensive, and a naive single snapshot inference, blind to the dynamics but sim-
pler. Moreover it can be also considered faster and more flexible in the perspective of online inference,
in which, given all the information up to t, the analysis of a single new snapshot at time t+ 1 is required
without examining the entire past. It is faster because in this context the complexity of a full dynamic
inference would be O(TN) for each new snapshot, instead of O(N) for a single snapshot inference and
O(τN) for LSD with time lag correction. It is more flexible because typically real temporal networks are
not stationary and a localized-in-time procedure can be desirable for a better tracking of the dynamics.
5. Conclusions
We studied the inference problem in a temporal network model where both communities and links
are time varying. We focused on static algorithms for temporal networks, where inference is performed
on each snapshot network and found that link persistence is the driver of a new kind of detectability
transition bringing to time lagged inference, i.e. a bias towards the detection of past communities. Ana-
lyzing static detection of dynamic communities we were able to introduce a time-lag corrected procedure,
the lagged snapshot dynamic (LSD) algorithm, able to correct the bias thus outperforming naive single
snapshot inference. This algorithm leaves room for improvement from new algorithms that, using the
information given by the full temporal network, might reach optimality still maintaining the flexibility
of a single-snapshot based approach. Suitable generalization of a single snapshot based procedure is
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necessary for online learning techniques where only few snapshots in the past (τ in the LSD case), in-
stead of the whole time series, are necessary to get the assignments of a new network snapshot. This is
particularly relevant especially if we aim at studying real networks that are far from being stationary.
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