ABSTRACT. Let S be a smooth compact hypersurface in Rn, and let (jbea measure on S, absolutely continuous with respect to surface measure. For t in R+, fit denotes the dilate of p by t, normalised to have the same total variation as p.: for / in S(Rn), p.*f denotes the maximal function supt>0 \pt * f\-We seek conditions on p which guarantee that the a priori estimate Hm#/IIp<ci/||p, feS(Rn), holds; this estimate entails that the sublinear operator /¿* extends to a bounded operator on the Lebesgue space Lp(Rn). Our methods generalise E. M. Stein's treatment of the "spherical maximal function" [5]: a study of "Riesz operators", g-functions, and analytic families of measures reduces the problem to that of obtaining decay estimates for the Fourier transform of p.. These depend on the geometry of S and the relation between p. and surface measure on S. In particular, we find that there are natural geometric maximal operators limited on Lp(Rn) if and only if p € (<?, oo]; q is some number in (1, eo), and may be greater than 2. This answers a question of S. Wainger posed by Stein By expressions like C, Cp, Ck%u, etc., we denote various constants, which may vary from line to line, and which depend on p, k and R, and so on. These constants will normally also depend on other parameters, like n, the dimension of the ambient space, but we do not mention this dependence explicitly.
For f in S and <p in S', the maximal function <p*f is defined thus: <P#f = sup{\6t(P*f\:tcR+}.
In § §1-3 of this paper, we treat the theory of maximal functions associated to measures supported by surfaces; roughly speaking, the three sections contain the cases p -2, 1 < p < 2, and p > 2. §4 contains a family of examples; the estimation of the Fourier transforms in §4 requires many applications of van der Corput's lemma. We have grouped these together in an Appendix.
This work was announced in 1980 by the first-named author [1] . Related work has been presented by A. Greenleaf [3] , and can be found in the recent preprint of C. D. Sogge and E. M. Stein [4] , which arrived while this paper was being typed.
1. The L2-theory.
In this section, we prove that the maximal operator <p# is L2-bounded for a compactly supported distribution <p whose Fourier transform vanishes fast enough at infinity. The proof hinges on a study of "Riesz operators", introduced below, and a g-function argument. In particular, Lemma 2 examines the effect of Riesz operators on Fourier transform decay and Lemma 3 studies their composition. The techniques of Lemma 2 come from the theory of fractional differentiation, and were well known to the experts.
Lemma 3 involves a real variable argument which is simpler than some other approaches, which superficially invoke properties of Bessel functions (e.g. Stein [5] ). Finally, Theorem 1 is based on the work of Stein (see also Stein and Wainger [7] ).
Our first result, a preliminary lemma, is standard. Then <p is C°°, and further, for all k in N, there are constants Ck,R such that \dk/dpk4>(p*)\ < cfc,H(i + P)a, o g Sn~\ p g R+. Ra,zf(x) = 2T(z)~1 f dtta~l(l -t2y-Htf(x), x G Rn.
PROOF. It is well known that <p is real analytic, so </> is certainly G°°. Next, if h in S(R) agrees with the function t --> (-2Trit
)
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This integral converges absolutely, and Ra,zf is integrable and rapidly decreasing. For fixed a and x, z -y Ra,zf(x) continues analytically into C. Indeed, if x = 0, 6tf(x) is constant, and the claim is clear. Otherwise, t -+ 6tf(x) vanishes rapidly as í -y 0+ and is C°°, so admits a Taylor expansion about 1 of arbitrary order. where the remainder Riuit) is bounded and satisfies Rm^) = 0((1 -t)M). Our integral breaks into the sum of M ß-like integrals, whose poles are annihilated by the factor T(z)~x, and an integral involving the remainder which continues into the region Re(z) > -M. The analytic continuation follows by the arbitrary size of M. By this same argument, it is clear that Ra,zf is G°° away from 0 and is differentiable at 0 to any preassigned order, provided that a is large enough.
Note that Raßf = f. Moreover, by the Mean Value Theorem
where (1 + t)9(t) = d/ds(p(spo-), for some s (depending measurably on t) between t and 1. Hence, if Re(z) > 6 -1, then because |0(i)| < Cp(tp)a by Lemma 1, we
The constants involved grow at most exponentially in |z|, so complex interpolation shows that if -1 < Re(z) < 0, then
(See e.g. E. M. Stein and G. Weiss [8] for a discussion of the complex interpolation method.)
In order to treat z with Re(z) < -1, we note that (1.1) is just a low order Taylor expansion of t -> (p(tpa) about í = 1: by using the expression It may be of interest to note that, if <p admits an asymptotic expansion like that of a Bessel function, then one can show that [iRa,z<prip°)\<cii+p)a-Reiz)+£ for Re(z) > 0, provided that Re(a) is large enough. The Fourier transform of measures we consider later fall into this category.
Our third lemma gives a formula for the composition of two Riesz operators. Its form is one justification for the normalisation of Ra<z. LEMMA 1.2. When Re(z), Re(a -2w) > 0, we have *la -2w,w**'a,z --*ta-2w,w-\-zi U),Z tz; \^i.
PROOF. We may assume that Re(z) and Re(w) are positive, and then obtain the general result by analytic continuation. For £ in Rn and / in S(Rn),
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In order to evaluate this expression, we set PROOF. Choose ß in R, h in S(Rn) and e in R+ so that max(a, -3/4) < ß < -1/2, h(0) = (R2,ß<pr(0) and 0 < £ < ß -a. Then
by the differentiability of \R2,ß^> -h\~, Lemma 2, and the decay of h. Consequently, We avoided using the Mellin transform techniques of our previous paper [2] in this section. The Mellin method expresses <p as an integral:
Jr
where c(o,-7) = (2tt)_1 /r+ dpp~l~ll<p(po-), and then one has (essentially) U*fh< /"dl||c(-,7)IU~||/||2 Jr (actually one works with <p -h, with h on 5(Rn), as above). In order to obtain good estimates for the integral, one needs to have \4>(po-)\<C(l + p)a, aCSn-\ for some a in (-00,-5), ani^ a^so some oscillatory control, which can be verified in the examples involving surfaces. One also needs a stronger version of Lemma 2, involving oscillatory behaviour, in order to obtain Lp-estimates: this can be done, but is more involved. Finally, the Mellin approach requires uniformity in a which is more complicated than in the g-function approach. In fact, there are (rather unnatural) examples, which the g-function can handle, for which
but also /Rd'y||c(-,7)||¿oo = 00, so that the Mellin technique fails where the gfunction works.
Our closing remark on Theorem 1 is quite obvious: it applies to distributions <p which do not have compact support but which satisfy the conclusions of Lemma 1.
2. Lp-estimates. 1 < p < 2. Hereafter, we consider measures supported by curved surfaces. Let T: Rn\{0} -> R+ be a positive Lipschitz function, homogeneous of degree 1, and let S be the level set:
Then S is a Lipschitz surface, and VT is an outward normal vector to S. (Conversely, given a Lipschitz surface 5, which intersects each ray from the origin in one point, we can define T by the rule T(x) -A o X~lx G S, A G R+', x G Rn\{0}.) We shall be interested in measures p of the form dp(x) = h(x)dS(x), where h: Rn\{0} -> R is a Borel function, homogeneous of degree 0, and dS(x) is the usual element of surface area. By using Stein's complex interpolation theorem, we prove that if
for some a in (5, (n -l)/2), then p* is Lp-bounded for pin (1 + l/2a, 00 
PROOF. Observe that, if Re(z) > 1 and g G S(Rn), then
by changing the order of integration and variables, and integrating by parts. Another integration by parts shows that
where n(x) is the outward unit normal to E(l). Thus
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By approximating by smooth functions, we see that this formula is still valid for continuous and for Borel measurable g.
Since T is homogeneous of degree 1, Euler's differential equation for homogeneous functions implies that, if T(x) = 1,
f . The constant Cz grows exponentially in z, so that Stein's complex interpolation method can be applied, to deduce that (Rn,oß)* is Lp-bounded for p in (1 + l/2a,2\.
Since p = Rn,oß, we are done.
3. Lp-estimates. 2 < p < oo. Let S be a surface of the sort considered in the preceding section, let p be ordinary surface measure on S, and let h: Rn\{0} -> R+ U {0} be bounded, Borel and homogeneous of degree 0. We suppose that /x({x G S: h(x) -0}) = 0. For z in C, denote by hz the function
Then the family of measures pz, where dßz = hzdS, is analytic. More precisely, there exists c in R+ U {0} such that if Re(z) > -c, then hz\s is integrable relative to surface measure: the measures (iz are analytic for these values of z. The number c depends on h. in [1, oo] such that p* is V-bounded and pf is Lq-bounded. Then, if0<9< 1, w = 9u + (1 -9)v and 1/r = 9/p + (1 -9)/q, p# is LT-bounded. PROOF . We use Stein's complex interpolation method once again. If Re(z) = u, then \pz * f\< \pz\ * l/l = pu * l/l, so nf f < pf\f\. Therefore pf is Lp-bounded License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use with norm no greater than that of p*. Similarly, if Re(z) = v, then pf is Lqbounded with norm at most that of ßf. Interpolation implies that p* is indeed //-bounded. D
The main new idea of the first three sections of this paper is incorporated in the following theorem. In this section, we estimate the Fourier transforms of a particular family of hy persurf aces in R3, with weighting factors. These will illustrate the difficulties involved in the general problem of controlling Fourier transforms of measures supported by hypersurfaces.
Revolve the curve |x|2a + \z\2b = 1 about the z-axis in R3. The surface of revolution obtained is given, in cylindrical coordinates (r, 9, z), by r2a + [z\2b = 1, and the element of surface area is dS = rd9dl, where dl2 = dr2 + dz2, i.e. dl "is" the line element on the curve. We suppose that a, b > \ ; the surface is then convex, differentiable, and smooth except perhaps where r = 0 or z = 0. The Gaussian curvature n of the surface is approximately (2a -l)(a/b)2r4a~4 near r = 0 and (26-l)(6/a)|z|26-2nearz = 0.
Let p be the surface measure carried by S, and let ps,t (for complex s and i) be the measure with dßSit = rs|z|* dp. With a view to applying the results of the previous sections, we shall study the behaviour of the Fourier transform of pSttThe cylindrical symmetry present means that it suffices to look at As,t(€, 0,77). In order to avoid chasing factors of 2-7T, we consider the integral I(t,v) = ff exp^x + nzjy^dS, where s and t are complex. It is routine to check that // exp(i[£z + nz[)dS < 00, as long as Re(s) > -2 and Re(i) > -1. For such values of s and t, I(£,n) is uniformly bounded as £ and n vary. It is possible to continue I(£,n) meromorphically in s and t, by standard arguments.
For integral a and 6, the surface is analytic: stationary phase arguments then indicate that, for s = t = 0, I(psinu,pcosuj)
should decay as p~x (p -y 00), as long as sin w cos w ^ 0, and further suggest that "damping" dS by a factor of k1/2 might have the effect of producing decay which is uniform in all directions. This turns out to be correct, though not for all nonintegral values of a and b. (Further, the corresponding result in higher dimensions is false.) Since we want estimates which hold uniformly in uj, we seek only estimates of decay like p~l, since these are best possible uniformly, even though in special directions faster decay may occur.
In this section, we consider a, b to be fixed, and £,»7 to be variable. More generally, unless otherwise specified, Greek parameters (£, n,cr, r,...) are assumed to be real and to vary over all their range in inequalities.
Thus the inequality |Jo(£,*?)| < G(l -I-|£|)_1 holds uniformly in £ and n; C may however depend on a and b. Then
The constant Cs¿ grows at most polynomially in \s\ and \t\ ifRe(s) and Re(t) are restricted to compact subintervals of [2a -2,00) and (-00,00).
PROOF. The interval Ix is obviously bounded. We note that z > 0 in the region of effective integration. We show first that 
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The first integral is known to be bounded uniformly in £ and n and the second is easily checked to be bounded too. To estimate the third, we write We write 7 = min{c, \Í\~í/2b}. Then where h is reasonably well behaved near 0. The "singularity at z = 0" therefore "propagates in the z direction", in as much as it causes a decay of the order of [n[~b in the Fourier transform, and this decay is less rapid than the |f?|-1 decay one might hope for. This phenomenon depends on the unboundedness of k, so one might imagine that for nicer surfaces (e.g. analytic surfaces) it might not occur. However, such fancies are idle. We consider the analytic surface S in R6 given by u2 + v2 + w2 + x2 + y2 + z4 = 1.
The singularity in the curvature is at z = 0, where we have (approximately) k ~ 3z2. In this case, r + l (/c1/2mH0, 0,0,0,0, r¡) ~ / etr"y/3\z\h(z) dz, where h is reasonably well behaved, and so (rc1/2//)^ decays as |?y|_2 because of the singularity of |z| at 0. This is not as rapid as one would like; indeed, in other directions, the decay is of the order of p~5^2, which is what one would hope for. Even for analytic surfaces, then, there can be "nonnormal propagation of singularities" in the Fourier transform (k9/í)~, except when 9 is a natural number. The simpleminded conjecture that (/c1/2^)^ decays as p-^-1^2, n being the dimension of the ambient space, fails.
We conjecture that, for reasonably smooth hypersurfaces, (np) decays as p-("-i)/2) n being the dimension of the ambient space. At present, the best we can do in general is to show that (kP ß) has this decay, where 9 is the integer part of (n + 3)/2, though for n = 2 the methods of the Appendix are sufficiently powerful to show that (nl^2ßf" decays as p~x¡2 if p is the arc measure on a compact analytic curve. We also conjecture that if n > 3 and if fi decays as p~a, where a < 1, then (neß)^ decays as p ' when 9 = (1 -a)/(n -1 -2a) (the result one would obtain by interpolation if (/c1/2//)^ decayed as p~("-1)/2; however, we have only been able to verify this for a few examples, including the example of measures supported on the graph of a homogeneous function whose curvature vanishes at the origin only).
Since none of our results is definite, and the proofs are long, we have not included them here, but hope to publish more on these questions soon.
Appendix-van der Corput type lemmata. In this Appendix, we have collected various results on the decay of oscillatory integrals, which use van der Corput's techniques (see, e.g., [7] for an account of these).
We assume that a, b are fixed real numbers, with a > ^ and b > 5; we suppose 0 < r < 1, 0 < z < 1 and r2a + z2b = 1, so that r is implicitly a function of z and vice versa. The parameters a,ß,£,n,cr are arbitrary real numbers, unless further restrictions are specifically indicated. All inequalities hold uniformly as all the (Greek) parameters vary over their ranges. which we do using van der Corput's method.
Notice that (w3(p'"(w))' = (w3tp'"(w))', which is of constant sign for w in [0, 7] . (This can be seen by writing z(w2/£) as a power series in w with all nonconstant terms with negative coefficients, and manipulating this series.) Consequently, w -* w3<p'"(w) and hence <p'" vanish at most once in (0,7), cp" vanishes at most twice, and (0,7) can be divided into at most three intervals where <p' is monotone. < (Aa -l)(3c -2) + 2 + 2c = -2(2o -1).
To prove (A.l), integrate over the region where w < ([ff\/c)1/2 + 1, which contributes at most (loi/c)1/2 +1 to the total, and break up the rest into integrals over the intervals in which <p' is monotonie. These intervals in turn break up into at most two intervals in which cp' is monotonie and |<^'(u>)| > cw (hence also \(p'\ > c) and at most one interval where |<A'(w)| < cw and so \<p"\ > 2(2a -1). By van der Corput's lemma, 
Jo
The last integral is clearly bounded, uniformly in the parameters. It suffices to estimate rß £i/2 / e-ir"e-i*rzb-1+tTdz.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use two zeros in (0,1). Thus there are at most three subintervals of [7,/?] in which 4>' is monotone; each of these subintervals breaks up into at most two subintervals in which 4>' is monotone and |^(t»)|>(€/4a)(2-l/6)|l/6 -1|"S >Cç1/2(l + |r|)1/2, and a third subinterval in which |¿»|>(t74a)(2-l/6) = Cí.
