This paper introduces a nonparametric copula-based approach for detecting the strength and uniquely, the monotonicity structure of linear and nonlinear statistical dependence between pairs of random variables or stochastic signals, termed CIM. CIM satisfies the data processing inequality and is, consequently, a self-equitable metric. Simulation results using synthetic datasets reveal that the CIM compares favorably to other state-of-the-art measures of association that satisfy the data processing inequality, including the estimators of mutual information based on k-nearest neighbors, k-NN, adaptive partitioning, AP, and the von-Mises expansion, vME. Additionally, CIM performs similarly to other stateof-the-art statistical dependency metrics, including the Maximal Information Coefficient (MIC ), Randomized Dependency Coefficient (RDC ), distance correlation (dCor ), copula correlation (Ccor ), and the Copula Statistic (CoS ) in both statistical power and sample size requirements. Simulations using real world data highlight the importance of understanding the monotonicity structure of the dependence.
Introduction
A fundamental problem in statistics and machine learning involves understanding the organization of large datasets and the dependencies between features in them. An unsupervised approach to this problem entails modeling the features within these datasets as random variables and discovering the dependencies and conditional dependencies between them. The most familiar measure of statistical dependence, the correlation coefficient, however only measures linear dependence (Pearson, 1895) . Several indices of nonlinear dependence for continuous random variables have been introduced in the literature, including MIC (Reshef et al., 2011) , the RDC (Lopez- Paz et al., 2013) , the dCor (Székely et al., 2007) , the Ccor (Chang et al., 2016), and CoS (Ben Hassine et al., 2016) . MIC can process continuous and discrete random variables, but it does so by discretizing continuous random variables. Although heuristics can be applied, finding the optimal discretization algorithm is an NP-complete problem dependent upon the end goals of the data analysis task (García et al., 2013) . An additional limitation of these dependence measures is their intrinsic in-ability to provide a complete insight into the structure of the dependency. By structure, we mean whether the dependency is monotonic or nonmonotonic. One way may be to use the difference between an index of linear dependence such as the correlation coefficient and a nonlinear index of dependence such as MIC can be used as a measure of nonlinearity (Reshef et al., 2011) . However, this difference cannot fully characterize whether the nonlinearity is monotonic or nonmonotonic. Additionally, this methodology is prone to error, as the measure of nonlinearity must scale identically to the measure of linearity, in order to make sense of any functional operations between these two measures. We show in Section 4.2 that the characterization of the monotonicity structure has important consequences for accurate modeling and analysis of stochastic data.
In this paper, we introduce a new index of nonlinear dependence, termed Copula Index for detecting dependence and Monoticity, or CIM for short. This index is based on copulas and the rank statistic Kendall's τ (Kendall, 1938) , that naturally handles continuous, discrete, and hybrid random variables or stochastic signals. In this paper, we define hybrid random variables to be pairs of random variables where one is continuous and the other is discrete. CIM identifies nonlinear associations between random variables by transforming realizations of random variables into their pseudo-observations by applying the probability integral transform, scanning them for regions of monotonicity in the dependence structure, and computing a weighted average of association within each of these identified regions. The identified regions of monotonicity, a unique byproduct of the CIM algorithm, provide insight into the monotonicity (or lack thereof) between the random variables or stochastic signals. The CIM algorithm's ability to identify nonlinear associations as well as the monotonicity characteristics of the dependency for all types of random variables make it a powerful tool for exploratory data analysis.
At a high level, CIM overcomes two limitations of Kendall's τ , namely: 1) its inability to handle hybrid random variables and 2) detection of nonmonotonic dependencies. We overcome the first limitation by proposing a new extension to Kendall's τ , which augments its current modifications to account for discrete random variables with a new correction factor for hybrid random variables. We overcome the second limitation by developing a new algorithm to detect regions of monotonicity and processing each region separately. This paper is organized as follows. Section 2 introduces copulas, rank statistics, and our proposed extension to Kendall's τ . Section 3 then introduces the CIM algorithm. Here, important properties of copulas are proved, which theoretically ground CIM as an index of dependence. Additionally, properties of the CIM index are discussed. Next, section 4 provides simulations to exercise the developed metric against other state-of-the-art dependence metrics, including MIC, RDC, dCor, Ccor, and CoS and measures of information including kNN, vME, and AP using synthetic data and conducts real-world data experiments with various datasets from the fields of computational biology, climate science, and finance. Concluding remarks are then provided in Section 5.
Copulas, Concordance, and Rank Statistics
In this section, we provide a brief overview of copulas, concordance, and rank statistics. We focus on Kendall's τ as it provides the basis for CIM, and propose a new extension of
Introduction to Copulas and Concordance for Continuous Random Variables
Copulas are multivariate joint probability distribution functions for which the marginal distributions are uniform (Nelsen, 2006) . The existence of a copula C(·) associated with a collection of random variables, X 1 , . . . , X n , following a joint probability distribution function, H(·), and marginals F X i (x i ) is ensured by Sklar's theorem, which states that H(x 1 , . . . , x n ) = C(F X 1 (x 1 ), . . . , F Xn (x n )).
This theorem guarantees the unicity of the copula C for continuous random variables and it unveils its major property, which is its ability to capture the unique dependency structure between any continuous marginal distributions X 1 , . . . , X n . Thus, the copula C can be used to define a measure of dependence between continuous random variables. A popular measure of dependence that is based on the copula is concordance. Concordance is a form of dependence that measures the degree to which two random variables are associated with each other. More precisely, points in R 2 , (x i , y i ) and (x j , y j ), are concordant if (x i − x j )(y i − y j ) > 0 and discordant if (x i − x j )(y i − y j ) < 0 (Nelsen, 2006) . This can be probabilistically represented by the concordance function, Q, defined as
where (X 1 , Y 1 ) and (X 2 , Y 2 ) are independent vectors of continuous random variables with distribution functions H 1 and H 2 having common margins of F (of X 1 and X 2 ) and G (of Y 1 and Y 2 ). Nelsen (2006) then shows that the concordance function can be written in terms of the copulas of (X 1 , Y 1 ) and (X 2 , Y 2 ), C 1 and C 2 respectively, rather than the joint distribution function as Q(C 1 , C 2 ) = 4
Note that (3) is the general definition of the concordance between two random vectors (X 1 , Y 1 ) and (X 2 , Y 2 ) with identical marginals but different dependency structures. To compute the concordance between two random variables X and Y , the concordance function in (3) reduces to Q(C, C), where C is the copula of the joint distribution (X, Y ). Many metrics of association are based on the concept of concordance, with the two most popular being Kendall's τ (Kendall, 1938 ) and Spearman's ρ (Spearman, 1904 ). Kendall's τ is defined in terms of the concordance function as
where C is the copula of the joint distribution (X, Y ), and interpreted as the scaled difference in the probability between concordance and discordance. It can be estimated bŷ
Concordance-based measures of association such as Kendall's τ are ideal for detecting linear and nonlinear monotonic dependencies because they are rank statistics. These measures have the desirable properties of being margin independent and invariant to strictly monotonic transforms of the data (Scarsini, 1984; Nelsen, 2006) . Although these statistics work well for measuring monotonic association between continuous random variables, adjustments need to be made to account for discrete and hybrid random variables. It turns out that in that case, Sklar's theorem does not guarantee the unicity of the copula C when the marginal distribution functions are non-continuous. If some or all of the marginal distribution functions are associated with discrete random variables, then many copulas satisfy (1) due to ties in the data. Consequently, the measure of concordance becomes margin-dependent (i.e, cannot be expressed solely in terms the joint distribution's copula as in (3)) and in many cases cannot reach 1 or −1 in scenarios of perfect comonotonicity and countermonotonicity, respectively (Genest and Nešlehová, 2007) .
Extension of Kendall's τ for Hybrid Random Variables
Several proposals for adjusting Kendall's τ for ties have been made, including τ b (Kendall, 1945) , τ V L (Vandenhende and Lambert, 2003) , and τ N (Nešlehová, 2007) . The common theme among these proposals is that they use different rescaling factors to account for ties in the data. However, even with rescaling, perfect monotone dependence does not always imply |τ b | = 1, and τ V L is not interpretable as a scaled difference between the probabilities of concordance and discordance (Genest and Nešlehová, 2007) . Nešlehová (2007) overcomes both of these limitations and defines the non-continuous version of Kendall's τ , denoted by τ N as:
where C S XY is the standard extension copula (Schweizer and Sklar, 1974) given by
where a i and b i denote the least and the greatest element in the closure of the range of F X and F Y such that a i ≤ u i ≤ b i ∀i = 1, 2, and ∆F X (X) = F X (X) − F X (X − ). Nešlehová (2007) then defines an estimator of the non-continuous version of τ N as:
r is the number of distinct values observed in x and s is the number of distinct values observed in y, u k is the number of times the k th Figure 1 : The hybrid random variable pair (X, Y ) is comonotonic, with X the continuous random variable and Y the discrete random variable. In the computation ofτ , the pairs of points [p i , p j ] for i = 1 : 5, j = 1 : 5 and i = 6 : 10, j = 6 : 10 are not counted as concordant.
Only the pairs of points [p i , p j ] for i = 1 : 5, j = 6 : 10 are, leading toτ not reaching +1 in the perfectly comonotonic case for hybrid random variables. distinct element occurred in the u dimension, v l is the number of times the l th distinct element occurred in the v dimension. From (8), it can be seen thatτ N performs well in the discrete case by subtracting the number of ties for each variable u and v independently from the denominator. The subtraction allows the value ofτ N to achieve plus or minus one in the comonotonic and countermonotonic cases, respectively, because ties do not get accounted for in the numerator. The accounting of ties is due to the strict inequalities used for concordance and discordance in (2). In the continuous case, there are no ties and τ N defined in (6) reduces to the original Kendall's τ defined in (4).
Although the measure defined by (6) is valid for continuous, discrete, or hybrid random variables, the estimatorτ N in (8) does not achieve a value of plus or minus one in the perfectly comonotonic and countermonotonic cases, respectively, for hybrid random variables. In order to extendτ N to that case, we propose to use the maximum number of ties as a correction factor. This is because in that case, the numerator ofτ N does not count the increasing continuous variables as concordant. Fig. 1 illustrates this counting in an example, and shows whyτ N fails to achieve plus or minus one in the hybrid random variable case for perfectly comonotonic/countermonotonic random variables respectively. In it, the pairs of samples along the continuous dimension x within a discrete value ([p i , p j ] for i = 1 : 5, j = 1 : 5 and i = 6 : 10, j = 6 : 10) are not counted as comonotonic. To overcome this drawback, our proposed extension toτ N is defined aŝ
where t = max(u, v) − K, and where u and v are the same as inτ N , and K = u 2 × v , u denotes the number of overlapping points in the continuous dimension and between different discrete values in the discrete dimension, and v denotes the number of unique elements in the discrete dimension. K is zero for perfectly monotonic hybrid random variables, but takes nonzero values for copula-based dependencies; it helps to reduce the bias ofτ KL when hybrid random variable samples are drawn from a copula dependency. The expression ofτ KL given by (9) can be interpreted as the scaled difference between P
< 0] = 0 by definition of concordance. Thus, regardless of the scaling factor, E[τ KL ] will be zero when X ⊥ ⊥ Y .
Figs. 2 (a),(b),(c), and (d) show the bias and variance between the estimated value ofτ KL and the value of τ that generates the corresponding copula. Here, samples of
are drawn from a Gaussian distribution and from a uniform discrete distribution, respectively. All the samples are generated using four possible copulas averaged over 300 Monte-Carlo simulations; U and V are generated by drawing pseudoobservations from the copula model. This follows the methodology described by Madsen and Birkes (2013) for simulating dependent discrete data. Figs. 2 (e) and (f) display the bias and variance ofτ KL in the comonotonic and countermonotonic cases. The results show thatτ KL achieves +1 in the comonotonic case for all continuous, all discrete, and hybrid scenarios, and −1 in the countermonotonic case for all continuous, all discrete, and hybrid scenarios. It also achieves low bias and variance among all proposed modifications to estimators of τ for hybrid random variables with copula-based dependencies. The null distribution ofτ KL under independence, that is, X ⊥ ⊥ Y , is depicted in Fig. 3 . It shows thatτ KL is Gaussian with a mean of approximately zero and a decreasing variance as the sample size M increases for continuous, discrete, and hybrid random variables.
These properties suggest thatτ KL can additionally be useful for estimating parametric copulas when building hybrid copula Bayesian Networks (HCBN) , rather than using empirical copulas, which are computationally intractable for large dimensional networks. Briefly, in HCBN, a family of nodes is modeled with a copula; the difficulty that HCBN attempts to address is the scenario where some families contain nodes which are both continuous and discrete. In the context ofτ KL , when building Hybrid Copula Bayesian networks, families of this nature can be estimated either with parametric copula families, or empirical copulas. Although the latter fit the data with less error, more computational resources are required in order to process inference queries with empirical copulas, rather than parametric copulas with closed form expressions such as the Gaussian or Archimedean families. Thus, for large networks with many nodes, it is preferable to use the parametric copula families; however, using parametric copulas with discrete data is prone to biased estimates (Genest and Nešlehová, 2007) . The properties ofτ KL shown above suggest thatτ KL can be used to estimate a parametric copula's parameter, θ, via the one-to-one relationship between τ and θ that exists for popular copula families, with low bias.
Another example of why the correction factor detailed in (9) is important is displayed in Fig. 4 . In it, a step function dependency with various levels of discretization is displayed, and it is seen that with small levels of discretization,τ b andτ N misrepresents the dependence
(e) (f) Figure 2 : Average bias and standard deviation ofτ b ,τ N , andτ KL for varying number of samples of copula based and monotonic dependencies with hybrid random variables, where M refers to the sample size. For the copula dependencies, the bias and variance for each sample size was averaged over the entire range of copula dependencies for 300 Monte-Carlo simulations. More specifically, for the Gaussian copula, the copula parameter θ was varied from [−1, 1]. For the Frank, Gumbel, and Clayton copulas, the copula parameter α was varied from [1, 10] . Samples of X = F −1 X (U ) were generated from a normal distribution, and samples of Y = F −1 Y (V ) are generated from a uniform discrete distribution and U and V are generated by drawing pseudo-observations from the four possible copula models. Step function dependency with various levels of discretization; it is seen that τ approaches 1 as the number of discretization levels increases, but without the bias correction described in (9), dependence between continuous and discrete random variables is not measured accurately by τ b and τ N .
strength between X and Y , while the correction factor inτ KL compensates and achieves the true dependence value of 1 in all situations.
Copula Index for Detecting Dependence and Monotonicity between Stochastic Signals
In this section, we describe how τ N is used to detect nonlinear monotonic and nonmonotonic statistical dependencies, with a new index termed CIM. The theoretical foundations of this methodology are developed. We then describe the properties of CIM and propose an algorithm to estimate it.
Theoretical Foundations of CIM
CIM detects statistical dependencies by leveraging concepts from concordance, defined above in (3). However, measures of association directly based on concordance do not perform well for measuring nonmonotonic dependencies. This is because two random variables can be perfectly dependent, while having the probability of concordance,
, yielding a null concordance function Q. One example of such a dependency is Y = X 2 , with X ∼ U [−1, 1]. Thus, in order to use concordance as a measure of nonmonotonic dependence, one must consider regions of concordance and discordance separately; this provides the basis of CIM. Specifically, CIM identifies regions of concordance and discordance, and computes a weighted average of |τ KL | for each of these regions.
To develop the CIM, we begin by proving that a set of observations drawn from any mapping can be grouped into concordant and discordant subsets of pseudo-observations which are piecewise linear functions of each other. Let F X d (x d (m)) is the m th pseudoobservation for the d th dimensional data point and denote the range-space of (X, Y ), where X and Y are random variables, to be the subset of R 2 which encompasses every pair of values that the bivariate random variable (X, Y ) can take on. Based on these definitions, we can state the following theorem:
Theorem 1 Suppose X and Y are random variables where X and Y are associated through the mapping defined by g(·), where g(·) is monotone over each of the regions Ω i ∀i = 1, . . . , n that form a partition of the range-space of (X, Y ). Define the random variables U = F X (x) and V = F Y (y). Then, V is a piecewise linear function of U .
See Appendix A for the proof.
Theorem 1 shows that if two random variables are dependent in a deterministic sense, their Cumulative Distribution Functions (CDFs) are piecewise linear functions of each other. This implies that the pseudo-observations of realizations of these dependent random variables can be grouped into regions of concordance and discordance. Furthermore, in each region, the dependent variable's pseudo-observations are linear functions of the independent ones, contained in the unit square I 2 . Using this as a basis, CIM detects dependencies by identifying regions of concordance and discordance after transforming the original data x and y into pseudo-observations, F X (x) and F Y (y) respectively.
As displayed in Fig. 5a , by definition of concordance, in the independence scenario, no regions of concordance or discordance exist. Similarly, as depicted in Fig. 5b , for monotonic dependencies only one region, I 2 , exists. Finally, for nonmonotonic dependencies, many regions may exist. As an example, Fig. 5c displays the pseudo-observations of sinusoidal functional dependence. Here, it is easy to see that R 1 and R 3 are regions of concordance, and R 2 is a region of discordance.
The foregoing examples motivate the following definition of the CIM : Figure 5 : Regions of concordance and discordance for three different scenarios: (a) shows two independent random variables, in which case by definition there are no regions of concordance or discordance; (b) shows comonotonic random variables, in which there is one region of concordance, R 1 ; (c) shows a sinusoidal dependence between two random variables, in which there are two regions of concordance, R 1 and R 3 , and one region of discordance,
where |τ i N | is the absolute value of (6) for the i th region and w i is the ratio of the area of region R i to I 2 . From (10) and the properties of τ N , CIM reduces to τ for monotonic continuous random variables, and zero for independent random variables. It should be noted that (10) defines the CIM metric, but an algorithm is required in order to identify each region for which τ N is computed. In Section 3.3, we propose an algorithm to identify these regions.
Properties of CIM
In this section, we describe the properties of CIM. We begin by discussing Rényi's seven properties of dependence measures, and show that CIM satisfies six of them. We then discuss the metric's characteristics and properties under noise, and show through simulations and the definition of concordance, that any dependency metric based on concordance (including CIM ) does not follow Reshef's definition of equitability, known as R 2 -equitability. We then show that CIM does, however, satisfy the Data Processing Inequality (DPI), which implies that it satisfies self-equitability. We now discuss the implications of this property for the CIM metric.
Dependence Metric Properties
Alfréd Rényi defined seven desirable properties of a measure of dependence, ρ * (X, Y ), between two random variables X and Y (Rényi, 1959) :
CIM satisfies the first property because it operates on copula transformed data (pseudoobservations, which exist for any random variable) rather than the raw data. Because of the following identities: Σ i w i = 1, min(|τ i N |) = 0, and max(|τ i N |) = 1, the value of CIM given by (10) takes values between 0 and 1, and thus the third property is satisfied. In the independence case, because there are no regions of concordance or discordance, (10) reduces to |τ N | = 0. From Scarsini (1984) , any measure of concordance is 0 when X and Y are independent; because CIM reduces to |τ N |, which is an absolute value of the concordance measure τ for independent random variables, the fourth property is satisfied. The fifth property is satisfied because Kendall's τ is invariant to increasing or decreasing transforms (see Nelsen, 2006, Theorem 5.1.8) , so the convex sum of Kendall's τ must also be invariant to increasing or decreasing transforms. Note that we cannot guarantee that τ N be invariant to bijective transforms because the rescaling depends upon the marginal distributions. Thus, the fifth property is only valid for CIM for continuous random variables. The second and sixth properties are satisfied by virtue of Theorem 1. Finally, although the seventh property is not directly satisfied by CIM, if (X, Y ) ∼ N (µ, Σ), the CIM metric is the absolute value of Kendall's τ for a Gaussian copula and can be converted to the correlation coefficient θ, with the relation θ = sin( CIM π 2 ) in order to satisfy the seventh property. This is because the Gaussian copula captures monotonic linear dependence, and hence there is only one region. Thus, the summation in (10) collapses to |τ N |, which for continuous random variables is |τ |.
Equitability and Noise Properties
Equitability is a measure of performance of a statistic under noise. Notionally, an equitable statistic assigns similar scores to equally noisy relationships of different types (Reshef et al., 2011) . Kinney and Atwal (2014) formalize this concept as R 2 -equitability. A dependence measure D[X; Y ] is R 2 equitable if and only if, when evaluated on a joint probability distribution p(X, Y ), that corresponds to a noisy functional relationship between two real random variables X and Y , the relation given by
holds true, where g is a function that does not depend on p(X, Y ), R 2 denotes the squared Pearson correlation measure, and f is the function defining the noisy functional relationship Y = f (X) + η, for some random variable η.
We begin by showing that Kendall's τ , the rank correlation metric which CIM is dependent upon, does not satisfy R 2 equitability. The estimator of Kendall's τ is defined in (5), and for a given set n of points in the R 2 space drawn from random variables X and Y , indexed by a subscript as (x i , y i ), computed usinĝ
where sgn(·) is the sign function. Equation (12) reveals the lack of equitability. This can be explained as follows. The distance information between points (x i , y i ) and (x j , y j ) is not used by the sgn(·) function in (12), and thus, if two different processes generate data where the distances between points vary, then random perturbations to that data (noise) will affect these processes differently from a data ordering perspective, resulting in differing estimates of Kendall's τ . More concretely, consider the points p 1 = (0, 0), p 2 = (1, 1) and p 3 = (1, 10). It is more likely that the lexicographical ordering between p 1 and p 2 is reversed after the addition of noise, than the ordering between p 1 and p 3 . Fig. 6 shows this phenomenon via simulations. Fig. 6 (a) depicts the noiseless relationship for a uniformly distributed X with the association Y = X is plotted, while Fig. 6 
where Y = X +N (0, 2). As for Fig. 6 (c) , it depicts the noiseless relationship for a uniformly distributed X with the association Y = e X , and Fig. 6 (d (0, 2). Figs. 6 (b) and (d) reveal how the ordering of the data, which directly corresponds to the pseudo-observations, changes when the distance between points is not accounted for. We infer from the plots that the exponential relationship, which generates points that are spaced further apart, is differently affected by noise than the linear relationship. Numerically, Kendall's τ in Fig. 6 (b) is estimated to 0.62, while τ in Fig. 6 (d), it is estimated to 1.0, which again shows that these two processes are differently affected by noise, and thus makes τ an unequitable metric as defined by Reshef et al. (2015) .
Additionally, the equitability curves, which show the relationship between τ and R 2 for different relationships, for the two association patterns Y = X and Y = e X are displayed in Fig. 7 . The worst interpretable interval, which can be informally defined as the range of R 2 values corresponding to any one value of the statistic is represented by the red hashed line. Fig. 7 depicts a large interval, which is indicative of the lack of R 2 -equitability of this estimator.
As discussed above, the definition of concordance inherently does not lend itself to the R 2 equitability, which implies that CIM is not an R 2 -equitable statistic. Although equitability is a desirable property, Reshef et al. (2015) show that there exists a direct trade-off between statistical power and equitability. We empirically validate this trade-off in Section 4.1.
Self Equitability and the Data Processing Inequality
Although the R 2 -equitability is difficult to achieve, related properties such as the DPI and self equitability are important desirable properties of a dependence metric. In this section, we prove that |τ | and CIM both satisfy the DPI, and are thus both self-equitable for continuous random variables. We show that the scaling factors proposed in (8) and (9) to account for discrete and continuous random variables, unfortunately, does not satisfy the DPI. We then propose a solution to allow CIM to satisfy DPI, even in the discrete and hybrid scenarios.
The DPI is a concept that stems from information theory. It states that if random variables X, Y , and Z form a Markov chain, denoted by X → Y → Z, then I(X; Y ) > I(X; Z), where I(X; Y ) is the mutual information between X and Y defined as
is the joint distribution of X and Y , and f X (x) and f Y (y) are the marginal distributions of X and Y , respectively (Cover and Thomas, Figure 6 : Graphs that show the lack of equitability for concordance. In (a), the dependence
. We see that although the same noise was added to both dependencies, the pseudo-observations behave differently. Numerically, τ for the association pattern in (b) is estimated to 0.62, while τ for the association pattern in (d) is estimated to 1.0. However, τ is estimated to be 1 in both (a) and (c). Both (b) and (d) are different functional relationships affected by the same noise, and hence R 2 -equitability is violated by τ . Figure 7 : Equitability curves for Kendall's τ for two functional dependencies, where X ∼ U [2, 10] and Y = X in green and Y = e X in blue. Here, we see that the worst interpretable interval, shown by the red hashed line, is large, indicating lack of equitability ofτ . 2006). Intuitively, it states that information is never gained when being transmitted through a noisy channel (Kinney and Atwal, 2014) . As an analog to the information theoretic definition of the DPI, Kinney and Atwal (2014) define a dependence metric D to satisfy the DPI if and only if D(X; Y ) ≥ D(X; Z), whenever the random variables X, Y , and Z form a Markov chain, X → Y → Z. Here, we prove that CIM, as defined by (10), satisfies the DPI for continuous random variables, and later on we show that a modified version of CIM, termed CIM S satisfies the DPI for discrete and hybrid random variables. More precisely, we have
Theorem 2 If the continuous random variables X, Y , and Z form a Markov chain
See Appendix B for the proof.
An immediate implication of CIM satisfying the DPI is that it can be used for network modeling and information flow of data through Markov chains. One approach is to use the Algorithm for Reconstruction of Accurate Cellular Networks (ARACNe) procedure (Margolin et al., 2006) ; here, triplets of random variables for which all three CIM values are greater than a baseline threshold are examined, and from the DPI, it can be inferred that no edge exists between the two random variables with the smallest value of CIM (Margolin et al., 2006) . Fig. 8 displays a Markov chain of four random variables, X 1 → X 2 , → X 3 → X 4 . In that figure, the network connections between X 1 and X 3 and X 1 and X 4 are represented by red hashed lines (i.e. non-existent connections). This is because from Theorem 2, we infer that CIM (X 1 , X 2 ) ≥ CIM (X 1 , X 3 ) and CIM (X 1 , X 2 ) ≥ CIM (X 1 , X 4 ). Similar reasoning is applied to the connection between X 2 and X 4 .
Another approach to network modeling using CIM is to perform repeated Max-Relevance Min-Redundancy (MRMR) feature selection (Peng et al., 2005) for each variable in the dataset and construct a Maximum Relevancy Network (MRNET) (Meyer et al., 2007) . In principle, for a random variable X j ∈ X, MRMR works by ranking a set of predictor variables X S j ⊆ {X \ X j } according to the difference between the mutual information (MI ) of X i ∈ X S j with X j (the relevance) and the average MI with the selected variables in X S j (the redundancy). By choosing the variable that maximizes this difference, a network can be constructed in which direct interactions between variables imply edges. By virtue of Theorem 2, CIM and average CIM can be substituted for MI and average MI to apply CIM to MRNET reconstruction. As for Fig. 8 , using the MRNET algorithm and Theorem 2, we can readily say that Figure 8 : The true Markov Chain X 1 → X 2 → X 3 → X 4 ; because CIM satisfies DPI, indirect interactions represented by the red arrows will be removed as edges in the network discovery algorithm for both ARACNe and MRNET.
yielding the connection between X 1 and X 2 in Fig. 8 . Similar reasoning can be applied to the other network connections. Simulation results discussed in Section 4.1 motivate the use of CIM as a substitute for the MI. In it, we compare the statistical power of CIM to various estimators of the Mutual Information (MI) including: 1) k-nearest neighbors (k-NN ) estimation (Kraskov et al., 2004) , 2) adaptive partitioning (AP ) MI estimation (Darbellay and Vajda, 1999) , and 3) MI estimation via von Mises expansion (vME ) (Kandasamy et al., 2015) , and show that CIM is more powerful. This suggests that CIM is indeed a viable alternative for use in the estimation of Markov networks from datasets.
Another implication of CIM satisfying DPI is that it is a self-equitable statistic. A dependence measure D(X; Y ) is said to be self-equitable if and only if it is symmetric, that is, (D(X; Y ) = D(Y ; X)), and satisfies D(X; Y ) = D(f (X); Y ), whenever f is a deterministic function, X and Y are variables of any type, and X → f (X) → Y form a Markov chain (Kinney and Atwal, 2014) . Self equitability implies that CIM (X, Y ) is invariant under arbitrary invertible transformations of X or Y (Kinney and Atwal, 2014) , which is in-fact a stronger condition than the 5 th property defined by Rényi in his proposed list of desirable properties for dependence metrics (Rényi, 1959) .
We now address the case where X, Y , and Z are discrete or hybrid random variables as related to the DPI. Unfortunately, the scaling factors proposed in (8) and (9) to account for discrete and continuous random variables cannot be guaranteed to satisfy the DPI. Indeed, for a Markov Chain X → Y → Z, the scaling factor for τ N (X, Y ) is
(
). However, the relationship between E[∆F Y (Y )] and E[∆F Z (Z)] is not obvious from X → Y → Z because the scaling factors are dependent on the marginal distributions, which are related to, but not derivable from, knowledge of the joint distribution's copula. Therefore, we cannot infer that τ N (X, Y ) ≥ τ N (X, Z). In order to enable CIM to satisfy these properties, we propose to remove the scaling factors defined in (9) and to compute |τ | of the standard extension copula given by (7), for both discrete and hybrid random variables (i.e. the numerator in (8) and (9)). More specifically, let us define
where C S XY is the standard extension copula expressed by (7). From Denuit and Lambert (2005) and Nešlehová (2007) , we know that C S XY follows the concordance ordering. Combining this property with Theorem 2, it is straightforward to show that τ S (X, Y ) does indeed satisfy the DPI, and thus CIM S defined as
also satisfies the DPI, where w i is defined as before in (10). The consequences of not using the scaling factor are that τ S does not reach plus or minus one for either the perfectly comonotonic, or countermonotonic discrete, or hybrid cases. However, from the perspective of ranking dependencies, as long as concordance order is followed, the absolute value of τ S is irrelevant; only the relative values of τ S (X, Y ) and τ S (X, Z) are pertinent. It should be noted that the effect of the scaling factors is decreased in two scenarios: 1) the support of the discrete random variables is large, and 2) the probability mass is more evenly distributed among the support of the discrete random variable (Genest and Nešlehová, 2007) . In these scenarios, it is safe to use CIM as defined in (10) when constructing networks using the DPI principle, as the effect of the scaling factor is negligible in the presence of noisy data. However, in scenarios where the support of the discrete random variables are small, or the discrete distribution is skewed, it is advisable to use (13) when comparing the relative strengths of dependencies for tasks such as building Markov Networks using the ARACNe or MRNET algorithms described above.
Algorithms
In this section, we propose an algorithm to estimate the CIM metric. From (10), the CIM estimator can be defined as
where |τ i KL | is the absolute value of (9) for the i th region and w i is the ratio of the number of samples in R i to the total number of samples being considered. It is seen that CIM performs a weighted average of |τ KL |, computed for each region of concordance and discordance within I 2 . Thus, the primary goal of the algorithm is to identify these regions of concordance and discordance within I 2 . To this end, the proposed algorithm performs repeated computations ofτ KL on the pseudo-observations of increasing subsets of the data in the unit-square. Large changes in values ofτ KL between consecutive subsets of pseudo-observations indicate that a boundary between a concordant and discordant region has been identified. When all the region boundaries have been identified, the CIM value is estimated by applying (14).
More specifically, the first step in approximating the CIM statistic is to transform the data by applying the probability integral transform, via the empirical cumulative distribution function, to both dimensions of the data independently, generating the pseudoobservations. Next, the unit square is scanned to identify regions of concordance and discordance. The output of this step for independent, linear, and sinusoidal association patterns is shown in Figs. 5 (a), (b), and (c) respectively. The scanning is performed by creating an empty region in the unit square, increasing the size of the region by a defined amount, si, in the u dimension, and estimating theτ KL metric over all points contained within that region, denoted byτ KL . Everyτ KL is compared to the previous value, denoted asτ KL . Ifτ
where στ KL is the standard deviation of theτ KL , then a new region boundary is declared. Stated differently, if the current valueτ KL has decreased by more than four standard deviations from its previously estimated valueτ KL for the given noise level, then the algorithm declares this a new boundary between monotonic regions. Fig. 11 pictorially depicts these steps. In Fig. 11 (a) , R 1 that has been decided by the algorithm to contain points of concordance, noted byτ KL . Additionally, the green region in Fig. 11 (a) shows the region under consideration by the algorithm, which is an increment of the region by si.τ KL andτ KL are compared according to the criterion given above. In Fig. 11 (a) , the criterion in (15) yields the decision that the points in the green region belong to the same region as R 1 . In Fig. 11 (b) , the same criterion in (15) yields the decision that the points in the green region belong to a new region, R 2 , as depicted in Fig. 5c .
The rationale behind this approach can be understood by considering eachτ KL as a random variable, with a given mean and standard deviation. For a linear relationship and continuous random variables, a non-parametric view of the distribution ofτ KL is shown via box and whisker plots in Fig. 9 . In it, it is seen that the variance ofτ KL is not only dependent upon the number of samples, but also on the noise level (swept on the x axis). The standard deviation of theτ KL estimate across all noise levels for a linear relationship can be modeled as σ τ KL = (1 − E[τ KL ])Var(τ KL ). This simple model's fit is displayed in Fig. 10 , which shows the experimental and predicted value of the standard deviation of τ KL for various noise levels and sample sizes for a linear relationship. Because each region of monotonicity manifests as a linear relationship after the data is transformed with the probability integral transform, by virtue of Theorem 1, the results from the linear relationship apply to each region of monotonicity independently.
For continuous random variables, becauseτ KL reduces toτ , the standard deviation is analytically characterized as 2(2M +5) 9M (M −1) , where M is the number of points for which the estimate ofτ KL is being computed. For discrete and hybrid random variables, the standard deviation is empirically characterized by using the sample mean in Fig. 3 . Because the distribution ofτ KL is shown to converge to the Normal distribution, four standard deviations from this value represents a confidence interval associated with a 99.9% probability that the newly added points being tested do not belong to the same region of monotonicity. Thus, the algorithm above can be viewed as a hypothesis testing problem, where the null hypothesis that the next set of points belongs to the same region is rejected at a level of α = .000063. By a similar argument, because the standard deviation of the estimate approaches 0 in the limit as M → ∞, the boundaries of the regions will be perfectly detected in the asymptotic case of an infinite sample size. 
Orientations of data to be tested 4:
for uv cf g in uv cfg do 6:
for si in si do 7:
τ , R ← scan-unit-sq(si, uv cf g ) 
Hypothesis test detection threshold m prev ← m return m, RR getNumPoints(R) -gets the number of points encompassed by the region R createNewRegion -creates a new region of monotonicity from the boundary where the previous region was determined to end expandRegion(si,uv cf g ) -expands the region by the scanning increment amount, si, as depicted in Fig. 11 in the orientation specified by the uu cf g storeRegion(R) -called when a boundary between regions is detected; stores the region R's boundaries and the value of |τKL| for this region. newRegion(R) -determines if the region R was created in the last loop iteration or not unitSqNotCovered -a variable which flags when the expansion of R is covering the entire unit square.
Algorithm 1 details a pseudocode description of the proposed algorithm to estimate CIM for a given set of configuration parameters. In order to maximize the power of the CIM estimator against the null hypothesis that X ⊥ ⊥ Y , the scanning process described above, and detailed in function scan-unit-sq of Algorithm 1, is conducted for multiple values of (a) (b) Figure 11 : Operation of the CIM algorithm. In (a), the CIM algorithm decides that the green region belongs to the same region as R 1 . In (b), the CIM algorithm decides that green region belongs to a new region, different from R 1 .
si and for both orientations of the unit-square (u-v, and v-u). Line 2 of Algorithm 1 shows that the values of si which are tried are a geometrically decreasing series of values in the range of 1 and 1 msi , where the hyperparameter minimum scanning increment is denoted by msi. The choice of using a geometric series to test a series of values between the bounds is arbitrary, and the Algorithm sensitivity testing in Section 3.3.1 leads us to believe that the specific pattern chosen will not have a large effect on the estimated CIM value.
The scanning and orientation of the unit square, which maximizes the dependence metric, is the approximate value of CIM, as shown in function compute-cim. Note that different scanning and orientation values are independent of each other, so the outer two for loops in compute-cim can be parallelized.
The minimum scanning increment (width of the green region in Fig. 11 (a) ), msi, is the only hyperparameter for the proposed algorithm. The value of msi used in all the simulations, except the sensitivity study, is 1 64 . The denominator of this value bounds the size and frequency of changes to the monotonicity that the algorithm can detect. By choosing 1 64 , it is found that all reasonable dependence structures can be captured and identified. The experiments conducted in Section 4.1 and 4.2 corroborate this choice.
Algorithm Performance
In this section we investigate the performance of Algorithm 1 using various synthetic datasets. We show that the proposed algorithm is robust to the input hyperparameter. We also investigate the convergence properties and speed of convergence of CIM as estimated by Algorithm 1. Because the algorithm performance depends heavily on how well it detects the regions of concordance and discordance, we begin by characterizing the region detection performance. To test the region detection performance, we simulate noisy nonmonotonic relationships of the form:
where X ∼ U (0, 1). By varying r and the number of samples, M , that are drawn from X, nonmonotonic relationships of this form comprehensively test the algorithm's ability to detect regions for all types of association. This is becuase r directly modulates the angle between the two piecewise linear functions at a region boundary, and the number of samples and the noise level test the performance of the decision criterion specified previously in (15) as a function of the number of samples. After generating data according to (16) for various values of r, M , and σ, Algorithm 1 was run on the data and the boundary of the detected region was recorded, for 500 Monte-Carlo simulations. A nonparametric distribution of the detected regions by Algorithm 1 for different values of r and M are displayed in Fig. 12 . It is seen that on average, the algorithm correctly identifies the correct region boundary.
In the scenario with no noise, the variance of the algorithm's detected region boundary is small, regardless of the sample size. For larger levels of noise, the variance decreases with the sample size, as expected.
Our goal now is to investigate the sensitivity of Algorithm 1 to the hyperparameter msi, for the values [ 1 4 , 1 8 , 1 16 , 1 32 , 1 64 ]. For various dependency types, we compute the maximum deviation of the CIM value over 500 Monte-Carlo simulations for sample sizes (M ) ranging from 100 to 1000. Fig. 13 shows the maximum deviation of the estimated CIM value for each value of noise over sample sizes ranging from 100 to 1000 for eight different Figure 13 : The maximum sensitivity of Algorithm 1 for various association patterns (shown in the upper left inset) swept over different values of noise for sample sizes (M ) ranging from 100 to 1000. association patterns. The results show that the algorithm is robust to different values of the hyperparameter because the maximum deviation of CIM over the noise range, sample sizes, and dependencies tested is no greater than 4e − 3. In the sensitivity study, we excluded values of msi when testing dependencies for which large values of msi would have masked the dependence structure. For example, in the high-frequency sinusoidal dependency, the monotonicity structure changes at region boundaries with multiples of 0.029. To test the robustness of the algorithm for an msi value of greater than 0.029 does not make sense, so these values were excluded. Similar exclusions were applied to both the cubic and low-frequency sinusoidal dependence structures in the sensitivity tests.
Finally, we show that Algorithm 1 converges to the true CIM value through simulation. The results of the algorithm's convergence performance are shown in Fig. 14 below. The subtitles for each subplot indicate the number of samples required such that the error between CIM and CIM over all computed noise levels is less than 0.01 over 500 Monte-Carlo simulations. It can be seen that for dependencies with small numbers of regions of monotonicity, Algorithm 1 converges very quickly to the true value over all noise levels. For dependencies with large numbers of regions of monotonicity, such as the high frequency sinusoidal relationship depicted in the fifth subplot, a larger number of samples is required in order to ensure convergence. This can be explained from Fig. 9 , which shows that the variance of the CIM increases as the number of samples decreases. Thus, with a smaller number of samples in a dependency structure, the increased variance leads Algorithm 1 to make incorrect decisions regarding the region boundaries. As the number of samples increases, the detection performance increases. 
Sampling Distribution of CIM
Simulations were also conducted in order to characterize the null distribution of the CIM approximation algorithm provided in Algorithm 1. It was found experimentally that the the algorithm provided produces a statistic which can be approximated by the Beta distribution, as displayed in Fig. 15. Figs. 15 (c) and (d) both show that as the sample size increases, the α shape parameter remains relatively constant while the β shape parameter increases linearly as a function of M . This roughly corresponds to a distribution converging to a delta function centered at zero. This is a desirable property because it implies that the CIM approximation algorithm yields a value close to 0 for data drawn from independent random variables with a decreasing variance as the number of samples used to compute CIM increases.
It is interesting to note that the Beta distribution is intimately connected to rank statistics. More precisely, one can show that if U 1 , . . . , U n are n independent random variables, each following ∼ U [0, 1], then the distribution of the k th order statistic, U (k) follows ∼ Beta(k, n + 1 − k)∀ k = [1, n] (Ahsanullah et al., 2013) .
Computational Complexity
In this section we describe the computational complexity of computing the CIM algorithm above. We propose a new algorithm to computeτ KL to achieve a computational complexity of O(n 2 ) for estimating CIM for continuous and discrete random variables, and O(n 3 ) for hybrid random variables. The core of Algorithm 1 consists of repeated computations ofτ KL . If one were to näively compute this, by recomputing the number of concordant and discordant pairs every time a new region was tested, the operations required to compute the number of concordant and discordant samples would exponentially increase. Instead, we describe an algorithm to computeτ KL efficiently while accumulating new samples into the batch of data for which the value ofτ KL is desired (i.e. when expanding the region by si). The essence of the algorithm is that it pre-sorts the data in the direction being scanned, so that the number of concordant and discordant samples do not need to be recomputed in every iteration of the scanning process. Instead, the sorted data allows us to store in memory the number of concordant and discordant samples, and update this value every time a new sample is added to the batch of samples being processed. Additionally, during the sorting process, the algorithm converts floating point data to integer data by storing the statistical ranks of the data rather than the data itself, allowing for potentially efficient FPGA based implementations. The efficient algorithm to computeτ KL for continuous and discrete data, given a new sample, is described in the consume function of Algorithm 2. If n samples are to be processed, then the consume function is called n times. For clarity of exposition, the remaining helper functions are not presented; however, their operation is only to initialize the variables.
The consume function has a computational complexity of O(n), due to lines 9 and 10 in Algorithm 2, which require computation over a vector of data. Because the consume function is called n times in order to process all the samples, this algorithm has a computational complexity of O(n 2 ). It should be noted that lines 9 and 10 in Algorithm 2 are vectorizable operations, and the initial presorting is an O(nlog(n)) operation. For hybrid data, addi-tional calculations are required in the consume function in order to count the number of overlapping samples between discrete outcomes in the continuous domain, as described in (9). This requires an additional O(n) operations, bringing the computational complexity to process hybrid random variables to O(n 3 ). For clarity, the pseudocode to compute the overlapping points is not shown in Algorithm 2, but a reference implementation to computê τ KL is provided 1 .
Algorithm 2 τ S KL 1: function consume 2:
ii end ← ii end + 1 3:
Increment number of samples, m, we have processed 4:
mmc2 ← mmc2 + mm − 1 Increment running value of m 2 for denominator Get the subset of u and v 5:
Compute ordering of new sample, in relation to processed samples 7: 
Simulations
In this section, we compare CIM to other metrics of dependence and analyze their performance. We begin by conducting synthetic data experiments to understand the bounds of performance for all state-of-the-art dependence metrics. We then apply CIM to real world datasets from various disciplines of science, including computational biology, climate science, and finance.
Synthetic Data Simulations
We begin by comparing the estimated indices for various functional and stochastic dependencies for continuous and discrete marginals. The results, displayed in Fig. 16 , show that CIM performs equivalently to other leading measures of dependence, including M IC e , RDC, dCor, Ccor, and CoS for continuous and discrete random variables in the absence of noise. CIM achieves +1 for all functional dependencies with continuous marginals (Fig. 16 (a) , (c)), +1 for monotonic functional dependencies with discrete marginals (Fig. 16 (a) , (c)), and values close to +1 for nonmonotonic functional dependencies with discrete marginals (Fig. 16 (d) , (e), (f)). Only RDC shows similar performance. However, as shown in Fig. 16 (b) and (e), RDC has the highest bias in the independence case. We note that discrete random variables were not tested for the Ccor and CoS metrics because the reference implementations were not designed to handle discrete inputs.
Following Simon and Tibshirani (2014) , we test the statistical power of the dependence metrics against the null hypothesis that X ⊥ ⊥ Y . The results in Fig. 17 show that CIM displays the best performance for quadratic, cubic, and sinusoidal dependence. For linear, fourth-root, and step function dependence, it performs better than RDC, TIC, and Ccor, but is beaten by CoS and dCor. In the high frequency sinusoidal case, it is more powerful than the RDC but less powerful than the TIC. This can be explained by the fact that the region configuration which maximizes the dependence (lines 25-26 in Algorithm 1) becomes more ambiguous as the noise level increases when multiple partitions of the range space of X −Y are needed. Our general observations from Fig. 17 are that the CoS and dCor are the best for monotonic dependencies (Fig. 17 (a) , 17 (f)), CIM exhibits the best performance for small numbers of monotonic regions (Fig. 17 (b) , 17 (c), 17 (d)), and TIC performs extremely well for high frequency sinusoidal dependencies ( Fig. 17 (e) ). We also investigate the power characteristics of the dependency metric as a function of the sample size. Fig. 18 displays the minimum number of samples required to achieve a statistical power of 0.7 for the different dependency metrics for each noise level. The results show that CIM outperforms all other metrics of dependence for dependencies with small numbers of regions of monotonicity, but is beaten by CoS and dCor for monotonic dependencies. In general, CIM displays good small sample performance in general because it is based on Kendall's τ , which is shown to have superior small sample performance as compared to other metrics of monotonic dependence (Bonett and Wright, 2000; Helsel and Hirsch, 2002) .
Finally, we investigate the statistical power of CIM against various estimators of Mutual Information, including k-nearest neighbors estimation (Kraskov et al., 2004) , adaptive partitioning MI estimation (Darbellay and Vajda, 1999) , and MI estimation via von Mises expansion (Kandasamy et al., 2015) . The motivation for this simulation stems from Section 3.2.3, where it is suggested that CIM be substituted for measures of MI when used with network reconstruction algorithms. Fig. 19 compares these metrics and shows that CIM outperforms the compared estimators of Mutual Information for the dependency types considered 2 . The results displayed in Fig. 19 are from simulations with a sample size of M = 500. Although we do not include additional plots here, even for small sample sizes such as M = 100 (which are typical for biological datasets where estimators of MI are commonly used), CIM outperforms the compared estimators of MI for all the association patterns tested. The results are shown in Figs. 19 (a-h) . These experiments suggest that CIM can indeed be used in place of estimators of MI when used with algorithms which rely on the DPI, such as ARACNe (Margolin et al., 2006) or MRNET (Meyer et al., 2007) .
Real Data Simulations
In this section, we apply the CIM metric to real data with the primary goal of characterizing the monotonicity structure of data from different areas of science. This is motivated by the field of joint probabilistic data modeling. More explicitly, for joint probabilistic modeling of large datasets, many copula-based techniques are beginning to be adopted in practice, including Copula Bayesian Networks (Elidan, 2010) and Vine Copula models (Bedford and Cooke, 2002) due to their flexibility and ability to model complex nonlinear relationships between random variables unlike the multivariate Gaussian distribution. The authors of these methods advocate the use of parametric copula families for modeling local joint probability distributions. The main reason for this is that it is computationally efficient to estimate a parametric copula for a joint dataset using the relationship between the copula parameter, θ, and a measure of concordance such as Kendall's τ . However, popular copula families such as the Archimedean and Gaussian families only capture monotonic dependencies. Thus, if datasets being modeled are nonmonotonic, these copulas will fail to model all the dynamics of the underlying data. Conversely, if the dependencies within these datasets are monotonic, these efficient procedures can be used and data can be fitted to known copula families, and computationally intensive techniques such as estimating empirical copulas can be ignored.
Thus, To know whether a parametric copula family can be used, the monotonicity structure must be understood. Therefore, from a copula modeling and analysis perspective, knowledge of the monotonicity structure provides more actionable information than Reshef's 2 The source code for Shannon Adaptive Partitioning and von Mises based MI estimators is from the ITE Toolbox (Szabó, 2014) . K-NN based MI estimation source code is from https://www.mathworks.com/ matlabcentral/fileexchange/50818-kraskov-mutual-information-estimator proposed nonlinearity coefficient, defined as
where ρ is Pearson's correlation coefficient (Pearson, 1895) . Because copulas can capture monotonic nonlinear relationships and the nonlinearity coefficient defined in (17) cannot distinguish between monotonic and nonmonotonic, it is inadequate to answer the probabilistic data modeling question described above.
In order to answer these questions, we processed pairwise dependencies for multiple datasets related to gene expression data, financial returns data, and climate features data 3 . For each pairwise dependency within a dataset, we count the number of monotonic regions by examining the number of regions detected by the CIM estimation algorithm. Additionally, to prevent overfitting, we decide that a pairwise dependency only has one monotonic region if the value ofτ KL is within 5 % of the estimated value of CIM. When time-series data is compared, we first verify that we only include results of dependencies where the data is considered stationary by the Dickey-Fuller test, at a significance level of α = 0.05, and ensure time coherency between the series being compared. Due to the CIM's reliance on copulas, the only requirement is that the data be identically distributed; independence between samples is not required because a copula can capture both inter-dependence as well as serial dependence within realizations of a random variable. Additionally, we only count dependencies if the dependence metric is statistically significant at a level of α = 0.05 and the dependence strength exceeds a value of 0.4 as measured by the CIM estimation algorithm. Dependencies are only calculated for all unique combinations of features within each dataset. With these procedures, after processing 7765 pairwise dependencies which meet the criterion above for various cancer datasets, we found that 96% of gene expression indicators within a cancer dataset are in fact monotonic. Similarly, we process 73 pairwise dependencies between closing price returns data for 30 major indices over a period of 30 years. We found that 99% of the dependencies are monotonic. Finally, we process over 42185 pairwise dependencies of El-Nino indicators in the Pacific ocean, land temperatures of major world cities over the past 200 years, and air quality indicators in major US cities in the past 15 years. In these datasets, termed climate related datasets, we found that 97% of the dependencies within each dataset that meet the criterion above are monotonic. Fig. 20 displays these results, aggregated into pie charts for data analyzed from these diverse areas of science. We are careful to note that the lack of nonmonotonicity in the various datasets that we analyzed is not representative of all real-word datasets.
As stated above, the prevalence of monotonicity in these datasets suggests that techniques that use copula modeling with popular copula families such as the Gaussian or Archimedean families will tend to capture the underlying dynamics of the data properly.
We explore the monotonicity structure thread further in the domain of computational biology by using the MRNET algorithm described in Section 3.2.3 with the MI estimators previously described, Kendall's τ , and CIM using the gene regulatory network benchmarking tool netbenchmark. That tool uses over 50 datasets of known gene regulatory networks and compares the performance of a provided algorithm when different amounts of noise are added to the datasets in order to assess in a standardized way, the performance of mutual shows that 96% of the statistically significant dependencies detected in the Gene Expression datasets analyzed had one monotonic region. (b) shows that 99% of the statistically significant dependencies in the financial datasets analyzed had one monotonic region. (c) shows that 97% of the statistically significant dependencies in the climate datasets analyzed had one monotonic region. For all the figures, the blue section of the pie-charts indicates the percentage of statistically significant dependencies which contained one monotonic region. The green section indicates the percentage of significant dependencies which contained two or more monotonic regions. information based network reconstruction algorithms (Bellot et al., 2015) . The datasets used by netbenchmark are different than the gene expression datasets we previously analyzed for monotonicity. The area under the precision-recall curve of the 20 most confident predictions (AUPR20) is shown for MRNET in Fig. 21 , using a measure of monotonic dependence (Kendall's τ ), CIM , and the various measures of nonmonotonic dependence using MI described previously. The results reveal that for the 150 different variations of the syntren300 dataset that were compared, the average performance of MRNET is actually greater when using CIM and τ . These results are not surprising, and are corroborated by the analysis and the results displayed in Figs. 19 and 20 (a) . The root cause of this monotonicity needs to be further explored by geneticists and computational biologists.
To study the counter-example of lack of monotonic dependence structures, we examine nonmonotonic dose response data from (Zhu et al., 2013) . The data are displayed in Fig. 22 , and regions of importance of the relationship between the data as labeled by scientific experts in the field of toxicology is highlighted in the blue and pink regions. Additionally, the unique ability of the CIM to identify these regions automatically is shown by the hashed green line. The regions detected by CIM correspond to where the monotonicity changes in the dependence structure. Although the regions do not correspond exactly to the regions identified by domain experts (there is no automated way of doing so without expert knowledge of the domain for which the data are being processed), the unique region detection ability of the CIM could prove useful in automatically identifying interesting dependence structures for further study by domain experts. To understand why regions of monotonicity are important to understand from a data modeling perspective, we take the OMIM data from Fig. 22a and show the difference between modeling it with a Gaussian copula and an empirical copula. Fig. 23b shows pseudo-observations drawn from a Gaussian copula model of the data displayed in Fig. 22a , and Fig. 23c shows the pseudo-observations drawn from an empirical copula model of the data displayed in Fig. 22a . The red highlighted region represents pseudo-observations which are incorrectly modeled by the Gaussian copula model. This problem would in fact occur with any popular copula model, including copulas from the Archimedean family, due to the fact that the latter only capture monotonic dependence structures.
We conclude by recognizing that although generalizations about all datasets cannot be drawn from these findings, it is prudent to understand the details of the dataset being analyzed. More specifically, in the context of assessing dependency and modeling joint behavior probabilistically, the simulations conducted show the importance of understanding whether dependencies are monotonic or not.
Conclusions and Future Work
In this paper, we described a new statistic of dependence between discrete, hybrid, and continuous random variables and stochastic signals termed CIM, based on copula theory. We showed that this index follows six out of the seven Rényi's properties for a metric of dependence, satisfies the data processing inequality (DPI), and is a self-equitable metric. The implications of satisfying DPI are then discussed in the context of construction of Markov networks using DPI measures. CIM is then compared to other measures of mutual information and state-of-the-art nonparametric measures of dependence, and is shown to compare favorably and similarly to these compared metrics in various synthetic data experiments. A unique output of the CIM estimation algorithm is the number of regions of monotonicity in the dependence structure. This information is used to analyze numerous real world datasets. The results revealed that among all the datasets compared, atleast 96% of the statistically significant dependencies are indeed monotonic. Due to the tradeoff between statistical power and detecting nonmonotonic dependencies, it is somewhat unanticipated to find that using monotonic measures of dependence (Kendall's τ ) rather than nonmonotonic measures (Mutual Information) network modeling applied to Gene Regulatory networks yield a better area under the precision-recall (AUPR) metric. Although generalizations about the monotonicity of all data sources and dependence structures cannot be made, simulations conducted with real-world datasets highlight the need to fully understand the dependence structure before applying statistical techniques.
In its current form, CIM is a powerful tool for bivariate data analysis. However, there are many directions to further this research. A logical first step is to extend CIM to a measure of multivariate dependence. To accomplish this, it is important to understand how monotonicity is defined in the multivariate Euclidean space, and how to detect these regions of monotonicity, whether that be directly through a scanning algorithm as was proposed in Algorithm 1 or other means such as projection methods. After algorithms are developed to efficiently and accurately detect these regions, multivariate measures of Kendall's τ such as the proposal made by Joe (1990) can be substituted to create the multivariate version of CIM. Along the algorithm design thread, additional research can be conducted to improve the performance of the CIM algorithm for monotonic dependencies, as this is an important class of dependencies as observed in by Fig. 20 . Additionally, a more computationally efficient algorithm to count the number of overlapping points for the hybrid case in Algorithm 2 could be researched.
From a copula theory and Markov chain perspective, the instability of the W copula, the stability of the Π copula, and the "apex" nature of the M copula as discussed in Appendix B should be further investigated. One area of research here is to understand the speed of convergence to maximum entropy, represented by the Π copula, when the Markov chain is time-homogeneous and non time-homogeneous Additionally, it is well known that the W copula is not a valid copula for D ≥ 3, where D is the dimensionality of the copula. This seems to correspond loosely to the n-fold Markov product of W corresponding to either W or M depending on whether n is even or odd, and this link should be further investigated.
Another area of research that will be conducted is to extend CIM to a measure of conditional dependence. By the invariance property of copulas to strictly increasing transforms (Embrechts et al., 2001) , we can readily state that if {Y ⊥ ⊥ Z}|X, then {V ⊥ ⊥ W}|U, where U = (U 1 , . . . , U d ) = (F X 1 (x 1 ), . . . , F X d (x d )), V = (V 1 , . . . , V k ) = (F Y 1 (y 1 ), . . . , F Y k (y k )), and W = (W 1 , . . . , W n ) = (F Z 1 (z 1 ), . . . , F Z k (z n )), and X, Y, and Z are random vectors of arbitrary dimensionality. Due to the invariance property, conditional independence (and dependence) can be measured with the pseudo-observations. Using techniques from partial correlation, linear regression in each identified region of monotonicity can be computed. Similar to partial correlation, the residuals from this processing can then be compared for dependencies to create a measure of conditional dependence. Initial results have shown promising results for this application of CIM.
Proof Let X and Y be two random variables such that X and Y are associated through the mapping g(·). Additionally, let Ω be the range-space of (X, Y ) ∈ R 2 . Partition the sample space Ω into subspaces Ω i , where each Ω i corresponds to a monotonic section of the range space of (X, Y ) . The partition of the sample space implies that i Ω i = Ω, Ω i ∩ Ω j ∈ ∅ ∀i = j. Define the random variable X i = X(Ω i ). Additionally, define ∀i, g i (x) = g(x) ∀x ∈ X i 0 otherwise ∴ g(x) = n i=1 g i (x). We can then write F Y (y) = P (Y ≤ y) = P (g(X) ≤ y) (by substitution) = i P (g i (X i ) ≤ y)P (X i |X) (by Law of Total Probability) Additionally,
where K i is a constant.
g −1 i (y) = g −1 i (g(x)) = x i =⇒ F X i (g −1 i (y)) = F X i (x i ) where x i ∈ X i . From the definition of conditional probability, we have that P (g i (X i ) ≤ y) = F X (x) P (X i |X)
∀x ∈ X i due to P (X i ∩ X j ) = 0. Because F X i (x i ) and F X (x) are proportional to each other by the constant P (X i |X), and F X i (x i ) = F X i (g −1 i (y)) = F Y (y), F Y (y) is a piecewise linear function of F X (x).
property of concordance, which states that if C 1 C 2 , then κ(C 1 ) ≤ κ(C 2 ), where κ is a measure of concordance (Scarsini, 1984) . Using these three elements, we show that C XY C XZ when C XZ Π, which completes the proof that |τ | satisfies the DPI. Note that considering the set of copulas {C : C Π} is equivalent to computing the absolute value of any measure of concordance. This is due to the fact that if a copula C 1 has a negative concordance τ 1 , (i.e. C 1 Π), then we can define C 2 (u, v) = C 1 (v, u), where τ 2 = |τ 1 |, implying that C 2 Π.
From Darsow et al. (1992) , if X, Y , and Z follow a Markov Chain X → Y → Z, then
dt. Using this, we would like to show that |τ (C XZ )| ≤ |τ (C XY )|. From the 5 th property of concordance, this is equivalent to showing that C XZ C XY , with the condition that C XY , C XZ Π. From Zheng et al. (2011) , we can decompose a copula C as the convex combination of the Fréchet-Hoeffding lower and upper bounds, W and M respectively, and the independence copula Π, on patches of the unit-square. Decomposing C Y Z , we have 
From Darsow et al. (1992) , we have that C * M = C, C * Π = Π, and C * W (u, v) = u − C(u, 1 − v). From here on, for clarity of exposition, we omit the indices ij and the notation below is implied for each patch. Substituting these relations, we get
Due to the 2-increasing property of copulas and α + β + γ = 1, we can say that for each patch, C XY C XY =⇒ C XY αC XY , and C XY Π =⇒ C XY βΠ. Additionally, by assumption, we have
Thus, C XY C XZ with the constraint that C XZ Π for every patch, and because we have a convex combination of patches and increasing the number of patches, m, decreases the approximation error to an arbitrarily small amount, it follows that |τ | satisfies DPI. We now use this result to show that CIM satisfies the DPI. respect to time) was analyzed separately. The script to identify these chunks and coherently compute pairwise dependencies after checking for stationarity is provided at: https: //github.com/stochasticresearch/depmeas/tree/master/test/analyze_elnino.m.
The global land temperatures data was normalized by extracting the land temperature for each country over the available date ranges. Again, due to significant chunks of missing data, each chunk of contiguous data was analyzed separately. The script to identify these chunks and coherently compute pairwise dependencies after checking for stationarity is provided at: https://github.com/stochasticresearch/depmeas/tree/master/test/ analyze_landtemperatures.m.
The US pollution data was normalized by extracting NO 2 Air Quality Indicators (AQI), O 3 AQI, SO 2 AQI, and CO AQI for each location over the available date ranges. Again, due to significant chunks of missing data, each chunk of contiguous data was analyzed separately. The script to identify these chunks and coherently compute pairwise dependencies after checking for stationarity is provided at: https://github.com/stochasticresearch/ depmeas/tree/master/test/analyze_pollution.m.
