In 1977, Keane and Smorodinsky [9] showed that there exists a finitary homomorphism from any finite-alphabet Bernoulli process to any other finite-alphabet Bernoulli process of strictly lower entropy. In 1996, Serafin [17] proved the existence of a finitary homomorphism with finite expected coding length. In this paper, we construct such a homomorphism in which the coding length has exponential tails. Our construction is source-universal, in the sense that it does not use any information on the source distribution other than the alphabet size and a bound on the entropy gap between the source and target distributions. We also indicate how our methods can be extended to prove a source-specific version of the result for Markov chains.
Introduction
Let a, b ∈ N, and define the two finite alphabets A = {i ∈ Z : 1 ≤ i ≤ a}, B = {i ∈ Z : 1 ≤ i ≤ b}. Equip the sequence spaces A Z and B Z with the product σ-algebras A and B respectively. A measurable map ϕ : Ω → B Z ,
where Ω ⊆ A Z is measurable, is called translation-equivariant if for all x = (x i ) i∈Z ∈ Ω, the left shift T (x) = (x i+1 ) i∈Z of x is also in Ω and the equality ϕ(T (x)) = T (ϕ(x)) holds. A translation-equivariant map ϕ : Ω → B Z is finitary if for all x ∈ Ω, there exists an N ∈ N such that for all y ∈ Ω, if (x i ) |i|≤N = (y i ) |i|≤N then ϕ(x) 0 = ϕ(y) 0 . In this case we let N ϕ (x) be the minimal such N, and call N ϕ the coding length of ϕ.
If p = (p(i)) i∈A is a probability vector (that is to say, p(i) ≥ 0 for all i ∈ A, and i∈A p(i) = 1), let P p be the product measure p Z on A. The quadruple B(p) = (A Z , A, P p , T ) is the Bernoulli shift of p. Similarly if q = (q(i)) i∈B is a probability vector on B, let P q be the product measure q Z on B, and let B(q) = (B Z , B, P q , T ) be the Bernoulli shift of q. A homomorphism ϕ from B(p) to B(q) is a translation-equivariant map ϕ : Ω → B Z with the properties that Ω ∈ A, P p (Ω) = 1, and for all E ∈ B we have P p (ϕ −1 (E)) = P q (E). Denote by h(p) = − i p(i) log p(i) the entropy of a probability vector. Keane and Smorodinsky [9] proved that if h(p) > h(q), then there exists a finitary homomorphism ϕ from B(p) to B(q). Serafin [17] demonstrated that ϕ may be chosen in such a way that the expected coding length E p (N ϕ ) is finite. Iwanik and Serafin [6] strengthened this result to all moments below the second.
We say that a finitary homomorphism has exponential tails if there exist c > 0 and 0 < d < 1 such that P p (N ϕ ≥ n) ≤ c · d n for all n. In general, we say that a non-negative sequence (c n ) n∈N decays exponentially if there exist c > 0 and 0 < d < 1 such that c n ≤ c · d n for all n. We say that a random variable W has exponential tails if (P (|W | ≥ n)) n∈N decays exponentially.
Our main result is a new construction of a finitary homomorphism from B(p) to B(q), when h(p) > h(q). Our construction improves on the abovementioned results in two ways. First, the coding length will have exponential tails. Second, the homomorphism is source-universal, in the sense that the same function works simultaneously for all source vectors p over a given alphabet which have full support and whose entropy is greater than h(q) by at least a given ε. In particular, this answers the open problem mentioned in the last two lines of [14] .
The precise result is the following:
Theorem 1 Fix a probability vector q = (q(i)) i∈B , and fix ε > 0. There exists a measurable subset Ω ⊆ A Z and a finitary translation-equivariant map ϕ : Ω → B Z , such that for any probability vector p = (p(i)) i∈A for which p(i) > 0 for all i ∈ A and h(p) ≥ h(q) + ε, ϕ is a finitary homomorphism from B(p) to B(q) with exponential tails.
Here is a brief description of the motivation and method of the proof of Theorem 1. A homomorphism can be thought of as a translation-equivariant function that, given a sequence of independent samples with distribution p, simulates a sequence of independent samples with distribution q. Thus, it is natural to try to construct such a function using existing constructions of functions that simulate one discrete distribution using another. Such constructions have been described in [3] , [4] , [13] , [16] , [14] .
Our construction combines elements from several of these constructions. First, divide the source sequence (x k ) k∈Z into blocks separated by markers. A marker is defined as an appearance of a certain (sufficiently rare) pattern, say a 2 followed by t 1's, where t is a large enough integer. Next, feed the contents of each block into a specially designed function which converts these approximately independent p-distributed samples into independent unbiased bits. Next, at each block, start feeding these unbiased bits into another function designed to generate a number of independent samples of the distribution q sufficient to fill the length of that block. This function may require more bits than that block contains, but on the average, because of entropy considerations it requires less. Any unused bits are then used to satisfy blocks whose simulation did not end in the first round. Continuing in this manner one obtains the required number of samples of q, which are then used to generate the value ϕ(x). Everything is done simultaneously for all blocks in a translation equivariant manner, with an added bonus being the source universality property.
The following is an extension of Theorem 1 to Markov chains.
Theorem 2 Let α = (α i,j ) i,j∈A , β = (β i,j ) i,j∈B be two aperiodic, irreducible Markov transition matrices over the finite alphabets A, B. We indicate in Section 5 how our methods may be adapted to prove Theorem 2. For Markov chains, our construction is not source-universal, except in the weak sense that it will work, under the assumption of an entropy gap, simultaneously for all Markov transition matrices with all entries positivesee Section 5.
Simulations
In this section, we construct two procedures for simulating one discrete distribution from another. The constructions are variants of those used by Elias [3] , Han and Hoshi [4] , Knuth and Yao [13] , and Romik [16] . In all of these constructions, a key point is that the loss in entropy is small.
Simulating a distribution from independent unbiased random bits
For b ∈ N, let B = {i ∈ Z : 1 ≤ i ≤ b} be a finite alphabet, and let q = (q(i)) i∈B be a probability vector. Let ({0, 1} N , F , P) be the probability space of (one-sided) infinite binary strings, equipped with the natural product σ-algebra, and the probability measure under which the coordinate functions are independent unbiased random bits. Let E denote expectation with respect to the measure P.
A simulation of q from independent unbiased bits is a pair of measurable functions T : {0, 1} N → N and S : {0, 1} N → B, defined P-a.s., with the following properties:
(ii) Under the measure P, S(x) has distribution q.
T is called the stopping time of the simulation, and S is called the output symbol.
The following theorem was first proved by Knuth and Yao [13] . We present an independent proof with a more explicit construction.
Theorem 3
There exists a simulation (T, S) of q from independent unbiased bits satisfying the additional properties:
Proof.
Construct T and S as follows. Define a partition of [0, 1] 
In words, the idea is to consider x = (x i ) i∈N as the binary expansion of a number u =
, and to define the output symbol S(x) as that 1 ≤ j ≤ b for which u ∈ (Q j−1 , Q j ). Determining the correct j necessitates looking at only the first T (x) bits in the binary expansion of u. So T (x), S(x) are defined for all x which are not the binary expansions of any of the Q j , and property (i) in the definition of a simulation is clearly satisfied. Also, since, under the measure P, u is uniformly distributed in [0, 1], we have that
so property (ii) is also satisfied, and (T, S) is indeed a simulation of q from independent unbiased bits. To prove the additional properties claimed in the theorem, note that
be a binary expansion of Q j , and define for 1 ≤ j ≤ b
Then, checking the definitions we see that, for l ≥ m j ,
while for l < m j , this event is empty. Since
(ii) will follow if we prove that for all 1 ≤ j ≤ b,
Indeed, by using (1) we see that the representation
can be rewritten as a representation of q(j) as a sum of negative powers of 2, namely
where each summand 2 −n j,i is the probability of one of the two events on the right-hand side of (1) . Arrange the n j,i such that n j,1 ≤ n j,2 ≤ n j,3 ≤ ..., and note also that n j,i < n j,i+2 for all i ∈ N, since any given power of 2 appears at most twice in the sum. Then in particular we get
Remarks. Knuth and Yao [13] proved Theorem 3 with the better constant 2 replacing 6 in Theorem 3(ii). Their construction is described in slightly less concrete terms than the one above, but it is optimal, in the sense that the constant 2 is sharp, and in the strong sense that the stopping time is stochastically dominated by the stopping time of any possible simulation of q using independent unbiased bits. For more information see Section 5.12 of [1] . A generalization of the construction given above to simulation of q from a source of independent samples of an arbitrary probability vector p was given by Han and Hoshi [4] and independently by Romik [16] , both of whom proved a statement analogous to Theorem 3(ii), with the base-2 entropy of q replaced by the ratio h(q)/h(p), and with the constant 6 replaced by some function of the vector p.
Simulating independent unbiased random bits from a block with an excluded pattern
For a ∈ N, let A = {i ∈ Z : 1 ≤ i ≤ a} be a finite alphabet, and let p = (p(i)) i∈A be a probability vector. For each n ∈ N, let (A n , p n ) be the discrete elementary probability space of A-valued n-tuples, with the i.i.d. product measure with marginal probabilities p. In the case a = 2 of a binary distribution, Elias [3] constructed a function that, given an A n -valued, p n -distributed input, simulates a random number of independent unbiased random bits; that is, a pair (N, F ), where N is an N-valued random variable, and for each k ∈ N, given N = k, the random vector F is distributed uniformly on the set {0, 1} k . We shall need a generalization of Elias's construction, which takes as input n independent samples from a general discrete distribution, conditioned on the non-appearance of a certain pattern, and returns a random number of independent unbiased random bits.
For any t ∈ N, let E n,t be the subset of A n consisting of all vectors x = (x 1 , . . . , x n ) ∈ A n for which for no i ∈ {1, . . . , n − t} is it true that
That is, E n,t contains all vectors which, considered as words, do not contain the pattern "2 followed by t − 1 1's". We sometimes call such vectors "pattern-free". Letp n,t be the measure p n conditioned on E n,t . Let
k be the set of finite strings over the alphabet {0, 1}.
Theorem 4
For any n, t ∈ N there exist functions N n,t : E n,t → {0, 1, 2, . . .}, F n,t : E n,t → {0, 1} * , G n,t : E n,t → {1, 2, . . . , n a−1 } with the properties:
(iii) For any x ∈ E n,t we have N n,t (x) ≤ (log a/ log 2)n.
Before going on with the proof, we explain briefly the idea behind this construction and its importance in what follows. The functions N n,t , F n,t , G n,t accept as input ap n,t -distributed random variable and produce a binary string, F n,t (x), of length N n,t (x). Conditioned on the number of bits, the binary string is distributed uniformly over all binary strings of that length, in other words contains N n,t (x) independent unbiased bits. We would like to ensure that the construction is efficient, i.e., extracts enough information from the input; this is guaranteed by claim (ii), which states that adding the complementary information G n,t (x) makes the function injective, and so enables reconstruction of the input, together with the statement that the range of G n,t (x) is relatively small, so the amount of entropy contained in it is limited. As for claim (iii), it will be used in our proof that the homomorphism we construct has exponential tails.
Proof of Theorem 4. Throughout the proof, for convenience we shall consider n and t as fixed and in most places omit reference to the dependence of the various quantities on them. To construct the functions N n,t , F n,t , G n,t , we first divide E n,t into classes of equiprobable elements. We do this as follows. Let
and let
Then clearly E n,t can be written as the disjoint union
For each m ∈ C, we have for all x ∈ D m that
In other words, all elements of D m are equiprobable underp n,t . Now, for each m ∈ C, let d m = |D m |, and write
for the binary expansion of d m . The functions N n,t , F n,t and G n,t may now be defined as follows. For each m ∈ C, arrange the elements of D m in lexicographical order, and for each x ∈ D m denote by rank(x) the position of x in this order. Set for each
F n,t (x) = the length-N n,t (x) binary expansion of the number
G n,t (x) = the position of m in the lexicographical order on C.
The functions N n,t , F n,t , G n,t are clearly defined on all E n,t and have the desired range. In words, we have used the lexicographical order to give an explicit partition of D m into subsets of sizes 2 r m,i , 1 ≤ i ≤ s m . On each subset of size 2 r m,i we define N n,t = r m,i , and for the value of F n,t assign to the 2 r m,i possible elements the 2 r m,i different binary strings of length r m,i . This implies claim 4(i), since the elements of D m are equiprobable. The function G n,t is defined so as to encode the residual information needed to recover the value of x given F n,t (x). Indeed, if x, x ′ ∈ E n,t and
Construction of the homomorphism
We now construct the homomorphism ϕ that will be used to prove Theorem 1. We call the sequence (x i ) i∈Z the input sequence, and the resulting sequence (ϕ(x) i ) i∈Z the output sequence. For convenience, we fix a source probability vector p = (p(i)) i∈A , which we assume has full support and satisfies h(p) ≥ h(q) + ε, and denote P = P p . We may also assume without loss of generality that 0 / ∈ (q(i)) i∈B . For an alphabet A, denote by A * = ∪ n≥0 A n the set of finite words over A. For each w ∈ A * , denote by length(w) the length of w.
The construction is done in several stages. Here is an informal description of the steps, which are also drawn schematically in Figure 1 .
Step 0: Fix a parameter t ∈ N, the marker length. Its value will be some large integer that will be determined later, and will only depend on the target distribution q and the entropy gap bound ε.
Step 1: Divide the input sequence into blocks. A marker is an index i for which
Enumerate the markers as . . . , R −2 , R −1 , R 0 , R 1 , . . ., where R 1 is the first marker to the right of the origin. A block is the set of indices between two markers, namely {i :
The input word associated with block k is the sequence Computation of the associated bit strings
Step (3, 0): The simulators are running
...
Step (3, 8) ... All the input words have the property that, conditioned on the length of W k being equal to n, W k has distributionp n,t .
Step 2: Apply to each input word W k the function F n,t from Section 2.2, where n is the length of W k , to obtain a string U k = F n,t (W k ) of N n,t (W k ) independent unbiased random bits. U k is called the bit string associated with block k.
Step 3: For each block k ∈ Z, attempt to use the random bits in U k to simulate a B R k+1 −R k -valued random variable B k with distribution q R k+1 −R k , using the simulation (T, S) from Section 2.1. In many blocks, the stopping time will be reached. If the stopping time is reached, U k may contain unused bits, which are still independent and unbiased. For any block k whose stopping time is not reached, look at U k+1 in the next block to the right to find unused bits to continue the simulation. If now the stopping time is reached, compute B k . If not, iterate, looking one block further to the right at each step for unused bits, until the stopping time is reached. This iteration is done simultaneously for all blocks, in order to maintain translation-equivariance of the construction. A further complication arises because some bit strings may have length zero, so two or more simulators may try to read the same bits at the same time. In such situations we give priority to the simulator belonging to the rightmost block. We will refer to such a situation as a queue-up.
The ergodic theorem will ensure that, for a proper choice of the parameter t, a.s. enough bits are present overall to complete the process for all k ∈ Z. Having computed B k , the B-symbols it contains are assigned to the indices of the k-th block, to produce the output sequence ϕ(x).
Each block length has exponential tails. For each k ∈ Z, the number of blocks which must be examined in Step 3 to simulate B k has exponential tails. It follows that this homomorphism has exponential tails.
Formal definition of ϕ Let x = (x i ) i∈Z . Let t, the marker length, be a positive integer to be chosen later.
We first define the marker locations, (R k ) k∈Z . Let
Inductively, for k ≥ 2, let
Inductively, for k ≥ 1, let
It follows from well-known facts of elementary probability theory that (R k ) k∈Z are defined for P-almost every input sequence (
be the input word associated with block k, an A * -valued random variable, and let
* -valued random variable, called the bit string associated with block k. Denote its length by
For any ℓ ∈ N, let the pair (T ℓ , S ℓ ) be a simulation of the distribution q ℓ from independent unbiased bits, as in Section 2.1. (Recall that T ℓ is the stopping time and S ℓ is the output symbol of the simulation). For an input x ∈ {0, 1} * , say that the simulation (T ℓ , S ℓ ) is successful for input x if for some y ∈ {0, 1} N (and hence also, by the definition of a simulation, for all y ∈ {0, 1} N ) we have T ℓ (x * y) ≤ length(x), where x * y is the concatenation of x by y.
In Step 3, for each k ∈ Z we will generate a B * -valued random variable B k = (β k (1), . . . , β k (λ k )) such that, conditioned on (λ k ) k∈Z , the B k are independent and each B k has distribution q λ k . To do this, in each Step (3,n) for n ≥ 0, to each block k ∈ Z we assign the following:
, called the position of the k-th simulator at Step (3, n) (here "position (j, k)" refers to the kth bit of block j); a word Z n k ∈ {0, 1} * called the input read by the k-th simulator by Step (3, n); and a set G n k of pairs (j, m) ∈ Z × N such that Z n k is the concatenation of all the bits ǫ j (m), (j, m) ∈ G n k , arranged in lexicographical order on (j, m), called the set of positions used by the k-th simulator by
Step (3, n). If for input Z n k , the simulation (T λ k , S λ k ) is successful, then let B k = S λ k (Z n k * y) for some (and hence all) y ∈ {0, 1} N and say that B k was computed by step (3, n). For a pair (j, m), with j ∈ Z, V j > 0 and
the next bit position after (j, m) (which is a random variable).
Step ( Step (3,n):
) was used by some simulator by Step (3, n − 1), i.e. whether (J
) was not used by any simulator by Step (3, n−1):
, a phenomenon we refer to as a queue-up of the k-th simulator. If there is a queue-up, set
If the k-th simulator is not queued up: ). We will show later that, if the marker length t is chosen large enough, then for P-almost every input sequence (x i ) i∈Z , for all k ∈ Z there exists an n ≥ 1 for which B k was computed by Step (3, n). So all the B k 's are a.s. defined B * -valued random variables. Note that it is immediate from the definition that length(
be the B-symbols comprising B k . For each i ∈ Z, we define (ϕ(x)) i as follows. Let K(i) ∈ Z be the index of the block containing i, namely the unique k ∈ Z for which R k < i ≤ R k+1 , and set
This completes the formal definition of ϕ. Figure 1 shows a schematic illustration of the construction. Table 1 summarizes our main notation for convenient reference. simulation of q ℓ from independent unbiased bits (N n,t , F n,t , G n,t ) simulation of independent unbiased bits from pattern-free block π "forbidden pattern" (2, 1, 1 , . . . , 1) (t − 1 ones)
position of the k-th simulator at Step (3, n) Z n k input read by the k-th simulator by Step (3, n) G Proof. Let µ 0 , µ 1 be the measures on A * defined as follows.
. . , a n ) ∈ E n,t 0 otherwise
We claim that for any j ≥ 0 and (
This will prove that (W k ) k∈Z are independent, with W 0 having distribution µ 0 and all the other W k 's having distribution µ 1 -with both µ i 's clearly having the desired property that conditioning on the length n givesp n,t . (Incidentally, it will also prove that µ 0 , µ 1 are probability measures, although this can be checked directly.) Indeed, to prove (2), let π = 211 . . . 1 be the word "2 followed by t − 1 1's", and let w be the word obtained by the concatenation w = π * w −j * π * w −j+1 * . . . * π * w j * π.
Denote len + = 1≤k≤j length(w k ), len − = −j≤k≤0 length(w k ). Then, if all the w k 's do not contain the pattern π, we have
and furthermore the above union is disjoint. (In words, this simply means that (W k ) −j≤k≤j = (w k ) −j≤k≤j if and only if for some r, a string of x i 's centered around the origin such that the offset of the 0-th block relative to the origin is equal to r, is equal to w. This follows directly from the definitions.) Therefore
If some w k contains π, the event on the left hand side of (3) is empty, and (2) holds trivially. It remains to prove that the block lengths R k+1 − R k have exponential tails, or equivalently to prove the same for
which decays exponentially in n. Similarly, since the distribution µ 0 is at most a factor O(n) times µ 1 , L 0 = length(W 0 ) also has exponential tails. 2
Lemma 6
The associated bit strings (U k ) k∈Z are independent {0, 1} * -valued random variables. For each k ∈ Z and n ∈ {0, 1, 2, . . .}, U k conditioned on
Proof.
It is immediate from Lemma 5 that (W k ) k∈Z are independent and (W k ) k∈Z\{0} are identically distributed, therefore the same holds for the sequence (U k ), as required. Now, for any k ∈ Z, V k = N L k ,t (W k ) ≤ (log a/ log 2)L k by Theorem 4(iii), so it has exponential tails by Lemma 5.
Finally, let k ∈ Z and n ∈ {0, 1, 2, . . .}. Then by Theorem 4 and Lemma 5, for any w ∈ {0, 1} n ,
Lemma 7
The marker length t may be chosen so that for k = 0,
Proof. Consider temporarily a new probability measureP, with expectation operatorẼ, under which W 0 has the same distribution as W 1 and is independent of all other random variables, while all other random variables have the same distribution as before. By Lemma 5 and the computation in its proof, the process (W k ) k∈Z is now isomorphic to the induced dynamical system B(p) M , where = (2, 1, ..., 1) is the forbidden pattern.) By Abramov's formula ( [15] , p. 257-259), this dynamical system has entropy h(W 1 ) = h(p)/p t (π). This is also equal to h(p)Ẽ(λ 1 ) = h(p)E(λ 1 ), since by Kac's formula ( [15] , p. 46), the expected return time (or expected block length) is the reciprocal of the probability of the inducing set.
By Theorem 4(ii), the mapping
) is injective. Therefore, using Lemma 5 and elementary properties of the entropy function,
By Theorem 3, we have E(T λ 1 ) log 2 ≤ 6 log 2 + E(λ 1 )h(q) ≤ 6 log 2 + E(λ 1 )(h(p) − ε).
Combining the last two inequalities gives that
To bound the negative terms on the right-hand side, recall the following properties of the entropy of integer-valued random variables (see [1] , Lemma 12.10.2): If X is a random variable with finite expectation that takes values in N, then h(X) ≤ h(Y ), where Y has a geometric distribution with E(Y ) = E(X). Furthermore, h(Y ) = O(log E(Y )) when the expectation is large. This implies, using the fact that V 1 ≤ (log a/ log 2)L 1 , that for some positive constant C (that depends on a),
(because the range of G n,t is {1, 2, . . . , n a−1 }). Therefore
for some function
where C ′ > 0 is a constant that depends only on a. Now, f (u) → ∞ as u → ∞. Choosing the marker length t sufficiently high will force E(λ 1 ) = 1/p t (π) to be large, uniformly over all probability vectors p under consideration, i.e. that satisfy h(p) ≥ h(q) + ε and p(i) > 0 for all i ∈ A (note that p(1) is bounded away from 1 because the alphabet size is fixed and h(p) is bounded away from 0). So for sufficiently large t we get E(V 1 ) − E(T λ 1 ) > 0, proving the lemma.
2
From now on we consider t as having a fixed value for which (4) holds. Note that in particular it follows from Lemma 7 that almost surely, V k > 0 for infinitely many positive values of k. Therefore (J n k , M n k ) in Steps (3, 0), (3, n) are a.s. defined.
Recall the notion of stochastic domination. Let Λ be a compact metric space on which there is defined a partial order " ", and assume that is a closed subset of Λ × Λ. If X, Y are two random variables (not necessarily defined on the same probability space) taking values in Λ, denote X stoc Y (read: "X is stochastically dominated by Y ") if for any e ∈ Λ we have
It is known (see [11, Th. 2.4, p. 71]) that, under the above topological assumptions, X stoc Y if and only if there exist random variables X ′ , Y ′ , defined on the same probability space, such that the variable X ′ has the same distribution as X, the variable Y ′ has the same distribution as Y , and
On the set {0, 1} # = {0, 1} * ∪ {0, 1} N of all finite and infinite bit strings, let w w ′ denote the order "w is a prefix of w ′ ". Equip {0, 1} # with the topology consisting of open sets of the form w ′ ∈ {0, 1} # : w w ′ for w ∈ {0, 1} * . It is not difficult to verify that {0, 1} # with this topology is a compact metric space, and that is a closed subset of {0, 1} # × {0, 1} # . On the set ({0, 1} # ) Z of Z-indexed vectors of finite and infinite bit strings, let Z denote the (strong) product order of , i.e., we define
For each ℓ ∈ N, let Z ℓ be the following {0, 1} * -valued random variable: take independent unbiased bits ν 1 , ν 2 , ν 3 , . . ., and set
where T ℓ is the stopping time of the simulation of q ℓ from independent unbiased bits as in Section 3. We call Z ℓ (an instance of) an acceptable input for the simulation (T ℓ , S ℓ ). Let (Z ℓ,k ) ℓ∈N,k∈Z be an infinite array of independent random variables, where Z ℓ,k has the same distribution as Z ℓ . Denote τ ℓ,k = length(Z ℓ,k ). Clearly τ ℓ,k is equal in law to T ℓ (ν 1 , ν 2 , . . .). (j, m) .
s. stochastically dominated, in the order ≤
Z (the product order of the usual order on numbers), by (τ r k+1 −r k ,k ) k∈Z .
Proof.
Claim (i) follows trivially by induction on n, as the simulator locations (J by the addition of at most one location (j, m), and, since we made allowance for the phenomenon of queue-ups, where multiple simulators are at the same location during Step (3, n), any given location (j, m) is added to G n k for at most one value of k ∈ Z, keeping the G n k 's disjoint. It remains to prove Claim (iii), which implies (iv) trivially. To do this, let (θ k,j ) k∈Z,j∈N be an array of independent unbiased bits which are independent of all other random variables.
Because of Lemma 6 together with claims (i) and (ii) proven above, it follows that, conditional on (R k ) k∈Z = (r k ) k∈Z , we have that (X k ) k∈Z is a sequence of independent infinite sequences of independent unbiased bits. Set ξ k = (X k,j ) 1≤j≤T r k+1 −r k (X k ) . Then (still working conditionally) (ξ k ) k∈Z are independent and for each k ∈ Z, ξ k has the distribution of Z r k+1 −r k . Also, from the construction necessarily Z n k ξ k . We have constructed a realization of (Z r k+1 −r k ,k ) k∈Z that dominates (Z n k ) k∈Z , thereby proving the stochastic domination claim.
We shall use the following mass-transport lemma:
Lemma 10 Almost surely, for all k ∈ Z there exists an n ≥ 1 for which B k was computed by Step (3, n).
Proof. As in the proof of Lemma 7, we introduce the probability measurẽ P with expectation operatorẼ under which (W k ) k∈Z are i.i.d. Since P is absolutely continuous with respect toP (see the proof of Lemma 5), it is enough to prove that each B k is eventually computed,P-a.s.
=Ẽ number of bits from U j read by the k-th simulator .
The function f satisfies the assumption of Lemma 9, since (W k ) k∈Z is a stationary sequence underP, and it is easy to see from the construction that
Denote the quantity in (5) by g (by stationarity it does not depend on k). The left-hand side of (5) is equal toẼ(|G ∞ k |), the expected number of bits eventually read by the k-th simulator. By Lemma 8(iv), g ≤ E(T λ 1 ). The right-hand side is equal to the total number of bits from the k-th associated bit string U k eventually used by any simulator, and clearly cannot exceed E(V k ) = E(V 1 ). In particular, this implies that g < ∞, so almost surely Z ∞ k is a finite string.
Assume that with positiveP-probability, B k is not computed by Step (3, n) for any n. Since Z ∞ k is finite, the only way for this to happen is for the k-th simulator to eventually fail to find any unused bits in the blocks to its right. Because of stationarity, by the ergodic theorem this implies that a.s., this happened to a positive proportion of the simulators. Therefore, a.s. all the bits are eventually used! In other words, there is the equality g = E(V 1 ). We have shown E(V 1 ) = g ≤ E(T λ 1 ), in contradiction to Lemma 7. So the assumption that B k was not computed with positive probability is false. 2
Lemma 11
Conditioned on (R k ) k∈Z = (r k ) k∈Z , the random variable (B k ) k∈Z are independent, and for each k ∈ Z, B k has distribution q r k+1 −r k .
Proof.
By Lemma 8, conditioned on (R k ) k∈Z = (r k ) k∈Z , the random vector (Z ∞ k ) k∈Z is stochastically dominated in the product prefix order by (Z r k+1 −r k ,k ) k∈Z . Assume that these two sequences are defined on the same space and that there is actual a.s. domination. For each k ∈ Z, both Z
Therefore (still working conditionally) (Z ∞ k ) k∈Z are independent and each Z ∞ k has the distribution of an acceptable input for the simulation (T r k+1 −r k , S r k+1 −r k ). Therefore, since
Conditioned on (R k ) k∈Z , these symbols are all independent B-symbols with distribution q. This immediately implies the claim of the lemma. 2
Lemma 13 ϕ is translation-equivariant.
Our goal is to prove that for all i ∈ Z, (ϕ(x ′ )) i = (ϕ(x)) i+1 . If X is any of the various quantities in Table 1 which are implicitly dependent on x, denote by X ′ the corresponding quantity taken as a function of x ′ rather than x. Consider separately two cases: Case 1: R 1 > 0. In this case, it is easy to check directly that for all k ∈ Z,
(the markers are shifted by one). By induction on n, for all k ∈ Z and all n ≥ 0,
Case 2: R 1 = 0. In this case, check that for all k ∈ Z,
(the markers are shifted by 1, and the indexing of the blocks is shifted by 1). Therefore, by induction on n, for all k ∈ Z and for all n ≥ 0,
The following facts concerning random variables with exponential tails will be useful. Proof. Proof of (i): we have P(|X + Y | ≥ n) ≤ P(|X| ≥ n/2) + P(|Y | ≥ n/2), which decays exponentially. Proof of (ii): we have
which decays exponentially. Claim (iii) is a standard fact from large deviation theory; see for example ( [8] Corollary 27.4).
Proof of (iv): Let c > 0 and 0
In the last bound, the second term decays exponentially in n. The first term decays exponentially, by (iii) above. 2
For each k ∈ Z, let J ∞ k = lim n→∞ J n k be the value of J n k for that n for which B k was computed at Step (3, n) ; that is, the index of the rightmost block used by simulator k. Proof. Let τ be that n > 0 for which B 0 was computed at Step (3, n). If we define I 0 = 0,
and inductively for k > 1,
then because of Lemma 6, it is easy to prove in a manner similar to the proof of Lemma 5 that (I k+1 − I k ) k≥0 are independent, (I k+1 − I k ) k≥1 are identically distributed and have the geometric distribution Geom(p 0 ), where p 0 = P(V 1 > 0) (so in particular have exponential tails), and I 1 is stochastically dominated by (I 2 − I 1 ) + 1. We know that
This is because J 0 0 = I 1 , and at any Step (3, n), 1 ≤ n < τ , we have
It follows, by Lemma 14(iv) , that it is enough to prove that τ has exponential tails. Let c > 0, δ > 0 be parameters whose value we will fix shortly. Write
By Lemma 8(iv), the second term is at most P(T λ 1 ≥ cn). Note that T λ 1 has exponential tails, since by 3(i),
2 n , whence
can be seen to decay exponentially by taking d = log 2/(2 log b). It remains to deal with the first term in (6),
Note the event inclusion
E n ⊆ τ > n,
since on E n , by Step (3, n) simulator number 0 would have used all the bits 
(we denote the quantity on the right-hand side by θ n ). So we have shown
The value of θ n is, with probability exponentially close to 1, close to (E(V 1 )) −1 n. More precisely, for any δ > 0
has probability which decays exponentially by Lemma 6 and Lemma 14(iii), and similarly, the probability of
decays exponentially. So, summarizing the latest developments, we can now write
The first event has probability which decays exponentially by the remarks above. The second event is a union over linearly many events, each of whose probability we can only increase by replacing length(Z n k ) by T ′ k , an independent copy of T λ 1 , using Lemma 8(iv). So it is enough to prove that
decays exponentially in n. For this, invoking Lemma 7, choose c and δ sufficiently small (the following choices will work:
will hold, and use Lemma 14(iii). 2
Lemma 16 ϕ is a finitary homomorphism from B(p) to B(q) with exponential tails.
Proof. From Lemmas 12 and 13 it follows that ϕ is a homomorphism from B(p) to B(q). From the definition (ϕ(x)) 0 = β K(0) (−R K(0) ) = β 0 (−R 0 ) (since K(0) = 0) we see that (ϕ(x)) 0 is determined from the input symbols
+t . This proves that ϕ is finitary, with a coding length N ϕ that satisfies
Since by Lemma 5, (R j+1 − R j ) j>0 are i.i.d. with exponential tails, and R 1 − R 0 has exponential tails, it follows from Lemma 14(i),(iv) and Lemma 15 that N ϕ has exponential tails. 2
Extension to Markov chains
We indicate here the changes in the ideas presented above required to prove Theorem 2. We omit the details of the proofs, which are similar to those above.
Coding from a Markov source
If the Bernoulli source B(p) is replaced by a Markov source, two changes to the construction are needed. First, the marker pattern "211 . . . 1" must be replaced with a sequence which is assigned positive probability by the Markov chain. Here, we must give up the source-universality property, or make the rather restrictive assumption that all the entries in the matrix α are positive. Second, it is necessary to replace the function F n,t that produces independent unbiased bits from a pattern-free Bernoulli block with a new function, F ′ n,t designed to do the same for a pattern-free Markov block conditioned to begin with a "1" (which we assume without loss of generality to be the last symbol in the left marker) and to end with a "2" (the first symbol in the right marker). Note that the construction of F n,t used only the symmetries of the distributionp n,t , namely the fact that the space E n,t can be partitioned into classes of equiprobable elements, since the probability of an element only depends on the count of the different A-symbols, and not on the order of their appearance.
For a Markov source, the probability of an element in E n,t will depend on the count of adjacent pairs of symbols. Thus, there will again be classes of equiprobable elements. The number of classes, which bounds the range of the complementary function G ′ n,t (and hence the amount of lost entropy -see the proof of Lemma 7), is at most n a 2 . All the proofs carry through identically to the Bernoulli case.
Coding to a Markov chain
Things get more complicated when the target process is Markov. Here, it is not enough for each block to independently generate the B-symbols required to fill its spaces, since one must make sure that there are the correct transition probabilities on the boundaries between blocks. We propose the following solution to this problem.
First, we need a process version of Theorem 3. That is, given a sequence of random variables Y 1 , Y 2 , . . ., not necessarily independent, taking values in a finite alphabet B, one may construct a sequence of simulations (T k , S k ) k∈N , such that the stopping times T k are increasing, and for each k, (T k , S k ) is a simulation of the distribution of (Y 1 , Y 2 , . . . , Y k ) from independent unbiased bits. Each simulation is efficient, in the sense of Theorem 3(ii). The proof is obvious, by successively refining the partition 0 = Q 0 < Q 1 < . . . < Q b = 1 of (0, 1) used in the proof of Theorem 3.
Since the Markov matrix β is irreducible and aperiodic, there exists an m ≥ 1 for which all the entries of β m are positive. For each block k ∈ Z, the k-th simulator will start by generating, using the independent unbiased bits U k at her disposal (and, if necessary, bits from the blocks to her right), b separate Markov trajectories of length m, (z k,i,j ) 1≤i≤b, 1≤j≤m , such that for each 1 ≤ i ≤ b, (z k,i,j ) 1≤j≤m is a finite Markov chain that starts with the symbol i and has transition probabilities given by the matrix β. We call these finite chains the preamble chains. One of them will later be chosen to fill the first m places in the k-th block, but at the moment we don't know which.
Next, we want the k-th simulator to compute symbols to fill the remainder of her block. This can be done if in the sequences (z k,i,j ), coupling was achieved, i.e., if all the symbols (z k,i,m ) 1≤i≤b are identical; since in this case, no matter which of the preamble chains we later choose, we will need the same conditional distribution to compute the (m + 1)-th symbol in the block, then the (m + 2)-th, and so on.
Because of our choice of m, we know that coupling is achieved with a positive probability. So a positive proportion of the simulators will be able to continue and compute symbols to fill their blocks, using the nested simulations described above. But each simulator that filled her block, also determined for the block to her right which of the preamble chains to use -the one that corresponds to the last symbol in the block that was filled. For each block for which the preamble was determined in this second round of computations, one may now proceed to simulate the remainder of the block. This then determines the preamble of more blocks, for which the block remainder is then computed. By iterating this process, the choice of preamble chains is propagated to the right until a single output sequence is determined.
The computation of the preamble chains uses a fixed amount of entropy per block. Since the blocks may be made arbitrarily large in expectation by choosing a long enough marker, the loss in entropy can be made negligible. The computation of the remainder of each block uses nested simulations, which are efficient. Therefore it can be shown that the total entropy loss is small, and the simulation will terminate a.s. The output sequence is clearly a stationary process, and by the construction its transition probabilities are exactly given by the transition matrix β. Therefore, it is the stationary Markov shift M(β). The construction is a finitary homomorphism, which can be shown to have exponential tails using large-deviations estimates similarly to the Bernoulli case.
Open Problems Remark. If the function is not required to be a finitary map, the answer to the above question is positive, for a trivial reason. The function can simply use the law of large numbers to discern whether the input is in the almost-sure set of B(p) or of B(p ′ ), and apply one of two Keane-Smorodinsky [10] finitary isomorphisms accordingly.
(ii) Construct finitary isomorphisms between general Bernoulli sources with explicit bounds on the tails. (See [5] , [7] , [12] for such constructions in specific cases). 
