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Organic materials are known to feature long spin-diffusion times, originating in a generally small
spin-orbit coupling observed in these systems. From that perspective, chiral molecules acting as
efficient spin selectors pose a puzzle, that attracted a lot of attention during the recent years.
Here we revisit the physical origins of chiral-induced spin selectivity (CISS), and propose a simple
analytic minimal model to describe it. The model treats a chiral molecule as an anisotropic wire with
molecular dipole moments aligned arbitrarily with respect to the wire’s axes, and is therefore quite
general. Importantly, it shows that helical structure of the molecule is not necessary to observe
CISS and other chiral non-helical molecules can also be considered as a potential candidates for
CISS effect. We also show that the suggested simple model captures the main characteristics of
CISS observed in experiment, without the need for additional constraints employed in the previous
studies. The results pave the way for understanding other related physical phenomena where CISS
effect plays an essential role.
INTRODUCTION
The main goal and technological challenge of spintron-
ics is to be able to coherently inject, manipulate, and
detect spins in condensed-matter systems [1]. However,
despite numerous spin-based logic devices proposed dur-
ing the last decades, the field is still far from being com-
petitive with charge-based architectures [2, 3]. The limi-
tations partially come from the low level of control of spin
degrees of freedom, which requires both long mean-free
path and considerable spin precession due to spin-orbit
coupling (SOC). Besides the initial attempts to produce
inorganic spintronic devices, organic elements have also
been widely explored [4, 5]. In particular, starting from
1999 [6] and more actively during the last decade [7, 8] it
was shown that chiral molecules can be used as efficient
spin signal generators.
Chiral-induced spin selectivity (CISS) denotes the ef-
fect in which the electron’s spin current acquires a sub-
stantial polarization after passing through a monolayer
of chiral molecules. Initially discovered in a double-
stranded DNA [7], CISS was later confirmed for other
types of molecules [9–14]. As of now, there are several es-
tablished experimental techniques used to observe CISS.
Besides the original photoelectron transmission through
a self-assembled monolayer of chiral molecules [7], the
CISS effects was also established by spin-specific conduc-
tion through chiral molecules, with gold nanoparticles
attached to one end of the molecule [9, 15], as well as by
the Hall device measurements, where spin-polarization
was accompanied by charge redistribution [16, 17]. Cur-
rently, the CISS effect is used as a tool to generate other,
quite diverse, physical phenomena [8, 18–21]. As a promi-
nent example, CISS can be used to generate enantiose-
lectivity, which can have important implications in the
biorecognition [21, 22].
While the experimental methods for generating the
CISS effect are well established, a comprehensive theoret-
ical approach to this phenomenon is still lacking. The-
oretical models usually cluster around two approaches,
both of which require additional constraints and assump-
tions in order to reproduce experimentally observed ef-
fects. First type of approaches are based upon calculat-
ing the scattering cross sections within the Born approx-
imation [23–25]. In order to account for the observed
values of spin polarization, however, it was necessary
to increase the magnitude of SOC due to the effective
mass renormalization [23], sum over incoherent contribu-
tions to the scattering amplitudes from many molecules
or many turns of one molecule [24], or include inelas-
tic scattering processes [25] in the theory. In the sec-
ond type of approaches, one attaches leads to a chiral
molecule in order to calculate its transmission properties
[26–34]. Similarly, addition of extra terms corresponding
to dissipation [26], next-nearest-neighbor hopping [29],
or a molecular axis aligned dipolar field [31] was required
in order to obtain considerable spin polarization in such
transport calculations. A different modeling of CISS was
given recently, by exploring the idea that initially not all
possible states of the electron with the same energy are
excited and the effect of SOC is enhanced due to the de-
generacies of the excited states of the molecule [33]. In
contrast to other works, the effect of the SOC in the sub-
strate for generation of CISS effect was also explored [35].
Finally the role of electron-electron correlations in the
molecule for CISS effect has also been addressed lately
[36].
By now it is theoretically usually agreed that the nec-
essary ingredients for observing CISS are (i) molecular
chirality and (ii) a considerable amount of SOC. At the
same time, the actual magnitude of SOC [37], as well as
the importance and the physical meaning of the extra
terms listed above is highly debated. Therefore, it is of
high importance to develop a simple and general model
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2that captures the main physics of CISS with a relatively
small number of parameters. Such a theory would allow
one to understand the role played in CISS by each in-
gredient and to make direct predictions for future exper-
iments. Besides, it should be pointed out that all previ-
ous theoretical models for chiral molecules on a substrate
[23–31, 33–35, 37, 38] employ as a model for the molecule
in a form of helix (see Fig. 1). The notion, that for the
observation of the CISS effect the necessary ingredient is
chirality and not helicity, have not been stressed consid-
erably in the literature, except for the initial papers for
the gas phase [39–41]. While the effective electrostatic
potential experienced by the electrons turns out to be
helical in general, the modeling for the molecule using a
potential as a helix or spiral is not a necessary ingredient
to obtain CISS effect.
Here we propose an analytically tractable minimal
model, which captures the main characteristics of CISS.
Motivated by the microwave spectroscopy measurements
of chiral molecules [42], we model the molecule as a
anisotropic wire with the dipole field which is not aligned
along any specific molecular axis, see Fig. 1. Our theory
is able to reproduce the CISS effect observed in experi-
ment using realistic material parameters and without in-
troducing any extra terms into the model Hamiltonian.
We believe that our approach can be used as a starting
point to explore a variety of experimental measurements
relying on the CISS, such as observation of unconven-
tional triplet pairing superconductivity induced by chiral
molecules in s−wave superconductors [43], enantioselec-
tivity using an achiral magnetic substrate [22], observed
correlations between charge and spin separation in chiral
molecules [17], and other related phenomena. Besides
our theory suggests, that other chiral but non-helical
molecules can also be used to observe the CISS in the
experiment.
THEORETICAL MODEL
We start from a general Hamiltonian describing the
system of Fig. 1 (b):
H = −~
2∇2
2m
+ VD(r) + VSOC(r), (1)
Here VD(r) is the interaction of the electron with the
electric field of molecular dipoles, which are confined due
to the wire geometry and VSOC(r) describes the SOC
due to that potential. We model the molecule as a fi-
nite anisotropic quantum wire. The molecular dipole mo-
ment with components µ = (µx, µy, µz) can point in an
arbitrary direction with respect to the molecular axes.
Therefore, the dipolar part of the Hamiltonian will be
VD(r) = (eExx+ eEyy + eEzz) e
− ξ
2
1x
2+ξ22y
2+ξ23z
2
2 , (2)
(a) (b)
(c)
FIG. 1. Pictorial representation of the molecule: (a) As a
helix used in the previous studies and (b) As a finite quan-
tum wire employed in this study. Implementation of two
enantiomers with finite quantum wire potential is also shown.
Electrons are depicted as red and yellow spheres, where color
and arrows is related to the spin of the particles. µx, µy and
µz are different components of the dipole field of the molecule.
(c) Graphical representation of the scattering events consid-
ered in (4).
where e is the charge of the electron and the electric field
components Ex, Ey and Ez are produced by the corre-
sponding dipole components. ξ1, ξ2 and ξ3 determine
the sizes of the aniostropic wire. We evaluate Ei as the
value of an electric field at the center of the dipole µi,
modeled as a two point charges. That is, Ei = 8µi/l
3
i ,
where li is the length of the molecule in the correspond-
ing direction. We take the length to be defined as the
full width half maximum of the Gaussian profile of the
dipole field (liξi = 2
√
2 ln 2). The SOC is calculated as
the Rashba SOC due to the dipolar field as
VSOC(r) = −iαSOCσ · [∇VD(r)×∇] (3)
As discussed below, the actual value of SOC in chiral
molecules is quite different from the SOC parameter for
a free electron, αSOC = ~2/4m2c2.
We consider the CISS effect from the perspective of an
incident electron scattering from the potential P (r) =
VD(r) + VSOC(r) of Eqs. (2) and (3). We start from a
free particle in the initial state 〈r, s|ψ0〉 = ψ0(r)χms =
eikirχms , where ki = k(sinα cosβ, sinα sinβ, cosα), α
and β determine the polar and azimuthal angle of the
incident electron, and χms is the incident spin state.
Within the second-order Born approximation, the scat-
tering state is given by (see Fig. 1 (c)):
|ψ〉 = |ψ0〉+ GˆPˆ |ψ0〉+ GˆPˆ GˆPˆ |ψ0〉, (4)
where Gˆ is the Green’s function for the free parti-
cle 〈r|Gˆ|r′〉 = G(r, r′) = −eik|r−r′|/4pi |r− r′|. We
are interested in the state of the electron far away
from molecule, so we can approximate the leftmost
3Green’s function in Eq. (4) by its well known asymp-
totic form, G(r, r′) = − (eikr/4pir) e−iksr, where ks =
k(sin θ cos τ, sin θ sin τ, cos θ), and θ and τ determine the
polar and azimuthal angles of the scattered electron. We
consider only elastic (energy-conserving) scattering of the
electron on the molecule. Since spin polarization is zero
in the up to first order (see below), we need to calcu-
late the second order correction as well. Unfortunately,
this cannot be done analytically for the case of free parti-
cle Green’s function. Therefore, we consider additionally
the potential Vw(r) =
(
~2/2m
) (
x2/a4x + y
2/a4y
)
, which
spatially confines the scattering event in xy plane (ax
and ay define the characteristic lengths of the potential).
While, in the current treatment it is just a mathemati-
cal tool to make the second order scattering analytically
tractable, it can be justified also physically as a wave
packet width of the incoming electron or finite size of the
sample. Using the complete basis of the eigenstates of
this x − y potential, φn1,n2(x, y), where n1 and n2 are
quantum numbers of two separate harmonic oscillators,
we can insert the completeness relation into the integrals
of (4), which greatly simplifies the calculation. The sum-
mations are truncated at finite values of n1 and n2. The
cutoff values of n1,n2 and characteristic lengths ax, ay
are determined from the condition, that up to first or-
der the outgoing current should be comparable to the
current obtained with the free particle Green’s function
treatment. After evaluating all the integrals analytically,
we arrive at the final expression of the asymptotic form
of the wave function
ψ(r, s) =
[
ψ0(r) +
eikr
r
fˆ(ki,ks)
]
χms , (5)
where fˆ(ki,ks) is the scattering amplitude, which is
an operator in the spin space [44, 45]. Quite gener-
ally fˆ(ki,ks) =
∑3
m=0 fm(ki,ks)σi, where σi for i =
1, 2, 3 are Pauli matrices, σ0 is the identity matrix and
fi(ki,ks) are complex functions. Once the scattering
amplitude is computed, the polarization of the outgo-
ing beam in the direction a = {x, y, z} can be eval-
uated as Pa = Tr(σaρ
′(ki,ks))/Tr(ρ′(ki,ks)), where
ρ′(ki,ks) = fˆ(ki,ks)ρ0fˆ†(ki,ks) is the denisty matrix
of the outgoing beam and ρ0 is the density matrix of in-
coming beam. In particular, for a non-polarized beam
ρ0 = (1/2)I. It can be shown that [24]
Pa =
1∑3
m=0 |fm(ki,ks)|2
(2Re [f0(ki,ks)f
∗
a (ki,ks)]−
2Re
[
ifl(ki,ks)f
∗
p (ki,ks)
])
,
(6)
where indices (a, l, p) form a cyclic order. It
is fairly easy to see from this relation that
spin polarization up to first order should be
zero. Taking into account that up to first order
fˆ(ki,ks) = − m2pi~2
∫
dre−iksr (VD(r) + VSOC(r)) eikir
and that VD(−r) = −VD(r), VSOC(−r) = VSOC(r),
it is easy to show that f∗0 (ki,ks) = −f0(ki,ks) and
f∗m(ki,ks) = fm(ki,ks) m = 1, 2, 3. This directly shows
that for the chosen potential the polarization (6) in any
direction is always zero up to first order of perturbation
theory. Therefore, finite spin polarization can only be
obtained considering the scattering up to second order
of perturbation theory.
RESULTS AND DISCUSSION
In what follows, we present the results of the spin
polarization in z direction for different values of the
model parameters. In the current calculation we choose
lx = 0.8 nm, ly = 2.0 nm and lz = 10.0 nm [46]. For
the magnitudes of the molecular dipole moments we use
µx = 2.4 D, µy = 5.0 D, µz = 1.8 D as representative val-
ues. These values are comparable to the experimentally
measured values for 1,2-propanediol or for molecules with
similar structure [42, 47]. As noted above, we calculate
scattering terms up to second order perturbation theory.
For this regime we can both observe finite polarization
and make the model analytically tractable.
By analogy to the previous theoretical studies [37],
the amplitude of SOC requires special consideration. It
is now well established that free electron SOC, α =
~2/4m2c2, is too small to account for CISS effect. In
fact the situation for chiral molecules is quite similar to
the case of graphene and carbon nanotubes, where the
issue of SOC has been actively studied before [48–51].
Generally, there are three types of SOC which can be re-
alized by combining the SOC of carbon atoms and the
overlap of the orbitals at the adjacent sites of the lattice
(motion of the electrons in the lattice). The first type
is the intrisic SOC due to the carbon atoms and over-
lap of the σ orbitals of nearest-neighbors. The second
type, the Rashba SOC, is a combination of the Stark ef-
fect, SOC of atoms, and σ orbital overlap. Generally,
the effective SOC of pi bands due to these two mech-
anisms is considered to be small, which limits potential
applications of graphene in spintronics. Finally, the third
mechanism is due to the curvature effect, which induces
hopping between pi and σ bands. In conjunction with
SOC of carbon atoms this generates an effective SOC
for pi bands for carbon nanotubes which is at least an
order of magnitude larger than the SOC calculated for
graphene. This observation was confirmed by several the-
oretical [48, 50, 51] and experimental [52–54] studies. In
fact the large amplitude of SOC observed in [54] is hard
to account for even considering curvature effects. Similar
reasoning also applies to chiral molecules [37], which jus-
tifies using a renormalized value of the SOC magnitude in
the calculations. In order to determine the actual value
of SOC in the current calculation we consider the same
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FIG. 2. Dependence of the outgoing beam spin polarization
in the z direction (a) on the polar angle θ and (b) on the
incoming electron energy when integrated over θ in the range
[0− pi/2], for different angles of incoming polar angle α. The
incoming electron energy is 1000 meV in (a); the results are
integrated over both incoming and outgoing azimuthal angles
β and τ .
model of the molecule, but take it to be infinite in z di-
rection. By numerically calculating the energy spectrum
of that system we find that when the bare electron SOC
is renormalized by a factor 107 the resulting energy split-
ting is approximately 40− 80 meV. There were no direct
experimental measurements of the energy splitting for
the chiral molecule due to the SOC. As was noted above,
these type of measurements have been performed for car-
bon nanotubes [52–54] and a splitting in the range of a
few meV was observed. Recently, singlet-triplet splitting
for injected electron from ferromagnet into chiral mono-
layer was measured experimentally through Kelvin-probe
force microscopy and the value of 30 meV was found [55].
While this value is a consequence of not only SOC, but
also electron exchange interaction between substrate and
the molecule, we correlate the SOC splitting in the cur-
rent model with this value. This is partially justified,
since the effect of the substrate in the current model is
taken into account only phenomenologically. Therefore,
we apply a similar 107 factor renormalization of the SOC
magnitude in Eq. (3) in order to obtain results compara-
ble with experimental observations.
Another aspect of the measurement worth further con-
sideration is integration of the input and output channels
over the angles. While integration over azimuthal angles
for both incoming and outgoing cases is justified, inte-
gration over polar angle is more subtle. In the current
study, we both show the results for the case of specific
polar angles α and θ as well as results when all the an-
gles are integrated out. We chose the range of integration
for azimuthal angles from 0 to 2pi and for polar angles
from 0 to pi/2. It should be noted that the incoming po-
lar angle α is related to the orientation of the molecule
with respect to the surface of the substrate in the exper-
iment. Therefore, ideally integration range of α should
be controlled by the orientation of the molecule and the
range 0 to pi/2 is not fully justified. Since this issue is
also related to material specifics of the substrate (prob-
ability distribution of the outgoing electrons) and also
imperfections of the surface growth, we do not take them
into account in the current model study. It should be
noted that for perfectly aligned molecule the integration
of the polar angle in the range of 0 to pi/2 captures all the
electrons entering into and living from molecular mono-
layer. Therefore, for this ideal arrangement this range of
integration captures all the transferred electrons which
mimics the situation usually observed in the experiment.
Fig. 2 (a) shows the θ−dependence of spin polarization
in the z direction in the outgoing beam, for the incom-
ing electron energy of 1000 meV. As one can see from
the figure, the obtained polarization reaches up to sev-
eral percent. While these numbers are smaller than the
ones observed in the experiment, by modifying the pa-
rameter values it is possible to get results comparable to
the experiment. Since our goal here is to demonstrate
that chiral non-helical system can act as a spin polarizer
and in the mean time use analytically tractable model,
we refrain from such parameter tuning. As can be seen
from the figure polarization shows oscillations with the
outgoing angle. While this would suggest that overall in-
tegrated polarization should be small, this viewpoint is
misleading. The reason for that is physically the exper-
imental setup does no integrate polarization, but rather
the current. Therefore, while in some directions polar-
ization can be quite large, the contribution of the cur-
rent in that direction to the overall polarization can be
minor. When calculating polarization in the directions
where the current is several tens of magnitude smaller
than the original one, we just put the polarization result
to be zero (this explains the strict zero result observed in
the figure).
Fig. 2 (b) shows the dependence of spin polarization in
z direction of the outgoing beam on the incoming elec-
tron energy, when integrated over outgoing angle θ in the
range [0, pi/2]. As can be seen from the figure the polar-
ization is relatively constant with respect to energy for
small incoming angles α. While for larger values of α
the polarization shows pronounced peaks for some ener-
gies it quickly drops to zero for larger values of energy.
Physical consequence of this observation is well known
in the experiment. In order to get stable polarization
results the molecules should be aligned perpendicular
to the substrate, which means reducing incoming angle
α. This is justified also for stronger attachment of the
molecule to the substrate and for aligned organization of
the molecules in the monolayer, which is known to affect
the efficiency of CISS effect [56, 57]. We have checked
that the obtained results are reversed when flipping to
the other enantiomer, which in the current model can be
done by adjusting the relative direction of the dipolar
field with respect to the anisotropic wire potential (see
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FIG. 3. (a) Dependence of the outgoing beam spin polar-
ization in the z direction on the length of the molecule lz, for
different angles of incoming polar angle, α. The results are
integrated over outgoing polar angle θ and in the incoming
and outgoing azimuthal angles β and τ . (b) Dependence of
the fully integrated outgoing beam spin polarization in the z
direction on the length of the molecule lz and energy of in-
coming electrons. The integration range for polar angles is
again [0, pi/2] and for azimuthal angles [0, 2pi]. The electron
energy is 1000 meV for the length dependence curves.
Fig. 1 (b)). Also we have confirmed that the effect disap-
pears, if we make the wire potential circular or align the
dipolar field along one of the wire’s axes. Therefore, the
observed spin polarization is due to the chirality of the
system and both the non-circular wire potential and ar-
bitrary aligned dipolar field are essential ingredients for
observing CISS.
It was known from early on [7] that increasing the
length of the molecule decreases the amplitude of out-
going current due to backscattering and electron cap-
ture [58], however it increases the observed spin polar-
ization. This has been already confirmed experimentally
for different systems [9, 59, 60]. To test that feature,
in Fig. 3 (a) the dependence of the polarization on the
length of the molecule is shown for different values of in-
coming polar angle α. As in Fig. 2 (b) the results are
integrated over azimuthal angles and the outgoing po-
lar angle θ in the range of [0, pi/2]. For small incoming
polar angles the polarization indeed increases with the
length of the molecule, taking into account also the fact
that electric field in that direction decreases. The trend
changes only for larger incoming angles (for α = 60◦ in
the figure), although in this case the outgoing current is
fairly small.
Finally Fig. 3 (b) shows the dependence of the spin
polarization in z direction on the energy of electron and
the length of the molecule, when all angles are integrated
out. As in the previous cases the azimuthal (polar) an-
gles are integrated in the range of 0 to 2pi (0 to pi/2). As
can be seen from the figure, the results are quite simi-
lar to the case with α = 0, since predominant outgoing
current is produced by these electrons. Again the polar-
ization is almost constant with the change of energy of
electron and increases with the length of the molecule,
which is qualitatively similar to the trends observed in
the experiment.
CONCLUSIONS
In conclusion, in this work we have constructed a min-
imal model of a chiral molecule, which captures the main
characteristics of the CISS effect. In particular, in com-
parison to previous studies, our model does not assume
helical molecular structure, but models the molecule as
an anisotropic potential in combination with a electric
dipole field. In such a setting, all the terms in the scat-
tering theory up to second order can be evaluated ana-
lytically. The role of dipole field is crucial in our model,
since the chirality of the system is determined by the
mutual orientation of the electric dipole moment and
anisotropic wire potential. The current model ignores
substrate effect considering it only as a source of unpo-
larized electron current. We have shown that the current
model produces considerable spin polarization. It is also
demonstrated that not only the chirality of the molecule,
but also the alignment of the molecule with respect to
substrate plays an important role in the overall spin po-
larization observed in the outgoing current. Being quite
general and analytically solvable, the model can be used
to describe other related physical phenomena where chi-
rality of the molecule plays an essential role. Addition-
ally, we hope that this will stimulate further experimental
studies of CISS effect for chiral molecules which does not
posses helical structure.
Finally it should be noted that, the proposed model
being minimal cannot account for the effects of specific
atomic potentials of the molecules on the nature of CISS.
This type of refinements can be included by considering
an extended and more complex model of the molecule,
which can shed light on the specific characteristics of the
constituent atoms responsible for CISS. These issues will
be addressed in our future studies.
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