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by 
Constance van Eeden 
1. Introduction 
It is well known (cf. e.g. CramJr [1], pp. 477-483) that, under certain 
regularity conditions, the efficiency of an unbiased estimate of a parameter 
relative to the most efficient unbiased estimate is equal to the square of 
the correlation coefficient between the two estimates. 
In this paper it will be proved that, under certain regularity conditions, 
the same relation holds between Pitman's asymptotic relative efficiency of a 
test with respect to a (in a later to be defined ·sense..~) best test and the 
limit of the square of the correlation coefficient between the two test 
statistics under H0• 
The theo~em will be stated and proved in section 2; section 3 contains 
some examples. 
2. The theorem 
Let T and T' be two tests for the hypothesis H. : 8=0. against the 
0 0 
alternative e > e. Then the relative efficiency of T' with respect to T 
0 
is the ratio n/n', where n and n' are the number of observations necessary to 
give T and T' the same power~ for a given level of significance a. The con-
cepe of asymptotic relative efficiency is due to Pitman [8]. He considers 
the limit of n/n' for a sequence of alternatives depending on the sample size 
and converging to H in such a way that the power of both tests converges to 
0 
a limit< 1. Pitman proved the following theorem (cf. e.g., Noether [6] and [7]). 
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Let T be a tes t for the hypothesis H: 8=0 against the alternative e > e 
n o o o 
based on n observations, l e t t be the test statistic and let 
n 
1Jr (e) def E(t j e) 
n n (2;1) { 
cr2 (e) def cr2(t je). 
n n 
Let further e be a sequence of alternatives such that 
n 
(2;2) e e k = + , n 0 [ti 
where k is a positive, finite cons tant independent of n and let the f ollowing 
conditions be satisfied . 
A. an E exists such tha t, for e ~ e ~ e .+€, 1Jr ' (e) exists, 
o o n 
B. lim 
n ""? oo 
'VI ( e ) 
n n 
'VI ( 0 ) 
n o 
= 1 , 
c. lim = 1 ' 
n ""? oo 
'VI ( e ) 
D. C def = lim n o exists and is positive , 
n ""? oo r:::- cr(e) 
'-JU n 0 
t -1Jr ( e) 
E. the distribution of n n 
cr ( e) tends t o the normal distribution with 
n 
mean O and variance 1 , uniform in e. 
Condition E can be replaced by 
t -1Jr ( e ) 
EI. the distribution of tends t o the normal distribution with n n n 
cr ( e ) 
n n 
mean O and variance 1 . 
If T and T' are two tests both satisfy i ng these conditions t hen Pitman proved 
n n 
that for the asymptotic relative efficiency 
we have 
- 2 -
e(T', T) of T' with respect to T 
n n 
-(2;3) ( ' ) ( cc' )2 • e T , T = 
Now let u be a normal random variable with mean O and variance 1, let 
(2;4) daf t(u) = P(u ~ a) 
and let ua be defined by ~(ua) = a, then (cf. e.g., Noether [7]) the asymptotic 
power of a test T satisfying the above given conditions is ~(u -kc). 
n a 
Let C be the class of all tests of H satisfying the conditions A-E (or A-E') 
0 
and suppose C contains a test, Tnb say, such that for every given a and k 
no other test in Chas a larger asymptotic power than T ; then 
nt> 
(2;5) for all T e C. 
n 
A test T satisfying (2;5) will be called a best test in C and the following 
no 
theorem will be proved. 
Theorem 
(2;6) 
then 
Proof. 
If T e C with 
n 
def p 
e(T, T ) = p2 • 
0 
Consider the tests T (A) based on the test statistic 
n 
(2;8) 
wher:e A is a constant independent of n. 
all A. Further 
(2;9) 
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It is easily verified that T € C for 
n 
-From the fact that T (~) e C for every~ and the fact that T is a best test 
· n no 
in Cit follows that 
(2; 10) for every~ 
and (2;10) is identical with 
(2; 11) 
From (2;11) it follows that 
(2; 12) 
which is identical with c2 (c-pc )2 ~ 0 or 
0 0 
(2;13) p = 
3. Examples 
C 
C 
0 
= ~ e(T, T ) • 
0 
\ 
3.1 Tests for the hypothesis that the mean of a symmetric distribution is zero 
Let X be a random variable with a continuous synnnetric distribution F(xl0) 
with mean 0 and let x1 , ••• ,xn be a sample from this distribution. Let u1 , ••• ,un 
be the ordered absolute values of the observations; let, for i=l, ••• ,n, v. be 
1. 
defined by 
(3.1;1) 
1 if u. corresponds to a positive observation, 
1. 
-1 if ui corresponds to a negative observation. 
and consider tests for H0 : 0::0 based on test statistics of the form 
(3.1;2) t = 
n 
where, for i=l, ••• ,n, the weights ai are given functions of i and n. Examples 
of test statistics of the form (3.1;2) are e.g., 
1. 
2. 
the sign test with a.=1 for i=l, ••• ,n, 
1. 
Wilcoxon's signed rank test with a1=i for i=l, ••• ,n, 
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3. van der Waetden's test. In this case the a 1 satisfy 
i=l, ••• ,n. 
"1(a) 
So if \jr(a) is defined by a = - 1- J e-\x2 dx 
\l"27r ..(X) 
then 
(3.1;4) a. = 
l. 
"1( n+l+i ) 
2n+2 i=l, ••• ,n • 
4.- the Fisher-Yates test. For this test ai is the expected value of the 
i th order statistic of a sample of size n from ax-distribution. This test is 
asymptotically identical with the van der Waerden test. (cf. e.g., Lehman [5]). 
Another test for H
0 
that will be considered is the test based on the sample mean 
(3.1;5) X = n 
1 n 
E x1 = n i=l 
n 1 't" .... 
- LI UV 
n i=l i i 
The correlation coefficient under H9 of two test statistics of the form (3.1;2) 
with weights a 1 and a1 respectively is 
n 
E ' ai ai 
(3.1;6) p(t, t~ lHo) i=l = n 
n n 
E a~ E a•2 
i=l l. i=l i 
and the correlation coefficient under H0 between a statistic of the form (3.1;2) and 
X is 
n 
p( t , x IH0.) n n 
where a2 is the variance of X. 
= aw.~ a~ 
. 1 l. l.= 
Two distributions F(xfe) will be considered for X. 
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I. X has a normal distribution with mean e and variance 1 
are Best tests in this case,.._the test based on the mean, the van der Waerden test 
and the Fisher-Yates test. So the asmymptotic relative efficiency of the sign 
test with respect to a best test may e.g. be found from (3.1;6) with ai=l and 
a' = w( n+l+i ) or from (3.1;7) with ai=l, a=l and ui is the :L th order statistic i 2n+2 
of the absolute values of x1 , ••• ,xn. From (3.1;6) we obtain (cf. also van Eeden 
and Benard [ 2 ]) 
1 
n 
,i,( n+l+i ) )2 <J "1( y+l )dy)2 ( I: 2 
i=l 2n+2 0 (3.1;8) e = p2 = lim = = 2 
n 7 00 n n+l+i 1 7r 
n I: {w( 2n+2 ) )2 J { "1( y+l ) )2dy i=l 2 
0 
and from (3.1;7) 
(3.1;9) e = p2. = lim 
n ~ 00 
n (.! I: Eui)2 = lim 
n i=l n """? 00 
( .! 
n 
(E)Xl)2 = g_ • 
7r 
For the Wilcoxon test the asymptotic relative efficiency with respect to a best 
b f d f ( 1 6 ) i h . a'_ ,t,( n+l+i) test may e.g. e oun rom 3. ; wt ai = i, i - ~ 2n+2 
1 
n 
n+l+i ) )2 <J y "1( y+l )dy)2 ( E 1 w( 2 
i=l 2n+2 0 l (3.1;10) e = P2 = lim = 3 = 
n....;;. 00 n n n+l+i 1 . 7r I: i2 I: {w( ) )2 J {"' ( y+ l. ) ) 2 dy 2n+2 i=l i=l 2 
0 
The asymptotic relative efficiency of the sign test with respect to the Wilcoxon 
test follows from (3.1;8) and (3.l;l0): e = 2/3. This efficiency is not equal 
to the square of the correlation coefficient between the test statistics. For 
the correlation coefficient we find from (3.1;6) (cf. also van Eeden and 
Benard [2]) 
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(3.1;11) p = lim 
n ~ 00 
n 
E i 
i=l 
~ ~ LL 1:1 J. 
II. X has a double exponential distribution with density \e-lx-ej 
A best test in this case is the sign test (cf. Ruist [9] or Hoeffding and 
Rosenblatt [3]). So the asymptotic relative efficiency of the van der 
Waerden test with respect to a best test follows from the correlation co-
efficient between the test statistics. This correlation coefficient is in-
dependent of the distribution of X, the two tests being simultaneously non-
parametric. So the asymptotic relative efficiency of the van der Waerden test 
with respect to the sign test is 2/w for a sample from a double exponential 
distribution, the same as the asymptotic relative efficiency of the sign test 
with respect to the van der Waerden test for a sample from a normal distribution. 
For the Wilcoxon test we find (cf. (3.l;ll))e = 3/4 for the asymptotic 
relative efficiency with respect to a best test. 
For the test based on the mean the asymptotic relative efficiency with 
respect to a best test follows from (3.1;7) with ai=~, er is the variance of a 
d$ble exp9Mnl::ii1:tl dms tI'iibuti9n witll dEfnl;:hty \e -Jx~eJ and ui is the i th order 
statistic of the absolute value of x1 , ••• ,xn, so 
n 
(3.1;12) 
E Eui 
e = P2 = lim ( i=l )2 = 
n ~ 00 na 
( ~ f = \. 
a 
Finally a test analogous to van der Waerden's test will be considered, i.e. 
we choose the a. such that (cf. (3.1;3)) 
l. 
(3.1;13) J
ai 
0 
e-xdx i 
= ti+l or 
-7-
n+l 
ai = tn n+l.;..l i=l, ••• ,n 
... 
-
-
-
_, 
·-
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The asymptotic relative efficiency of this test with respect to a best test 
follows from (3.1;6) with ai=l and a~= tn n:1~i 
1 
n 
n+l <] tn(l-x)dx)2 ( I: tn )2 
n+l-i (3.1;14) p2 lim i=l 0 \ , e = = = 1 = n {tn n+l _ )2 n 7 oo I: J n { tn( 1-x) )2dx i=l n+l-1. 
0 
so the test with weights (3.1;13) has the same efficiency as the test based on 
the mean. The same holds for the normal distribution: the test of van der 
Waerden has the same efficiency as the test based on the mean. 
Remark 
As already remarked earlier in this section the van der Waerden test and 
the Fisher-Yates test are asymptotically identical; their asymptotic relative 
efficiency is 1 for a sample from any distribution and their correlation co-
efficient is asymptotically 1. So these tests are, for a sample from e.g. a 
double exponential distribution, an example of a case where the relation 
e = p2 ht> ids and none of the two tests is a best test. 
An example will now be given of this situation with e+l. Let T and 
n,l 
Tn,2 be two tests in C with c 2 ~ c 1 , 
(3.1;15) def p um p( t 1 , tn2 I e,._) n...;>oo n ·O = lim p(t 1' t 2le) n~oo n, n, n 
c2 
and pf - • Consider the test based on the statistic 
cl 
(3.1;16) = A. tnl (. ) tn2 ( e ) + l-1'. ( e ) 0 nl o O'n2 o 
and choose A.=A.~ in such a way that the test Tn(A.0) based on tn(,..,b) has maximum 
efficiency. Then~ is the value of A. maximizing c(1'-) and 
0 
-8-
--
.., 
(3.1;17) { 
A, = 
0 
> cf • 
So Tn (A
0
) has a higher efficiency than Tnl and Tn2. Further 
(3.1;18) lim 
n 7 co 
= 
(')\. + (1-A )p]2 
0 0 
')\.2 + (1-A )2 + 2A. (1-')\. .)p 
0 0 0 0 
So T land T (~) are two tests in C for which the relation e=p2 holds; that 
n, n o 
T (A.) is not necessarily a best test follows from the following example; let 
n o 
x1 , ••• ,xn be a sample from a normal distribution with known variance and let 
T 1 and T 2 respectively be the Wilcoxon test and the sign test. Then n, n, 
c 1 = $ , c 2 = $ and p = %,n- (cf. (3.l;ll)). So p 
(3.1;19) [c(>.. )]2 = J + 4(Jg_ __ 3_ )2 
0 7r 7r 2~ 
= 20-12 J'[: 
7r 
and 
A best test in this case has c =1 and from (3.1;19) it follows that c(')\. ) < 1, 
0 0 
so T (')\.) is not a best test~ 
n o 
3.2 Tests for the hypothesis that two distributions are identical 
Let X and Y be two independent random variables with distribution functions 
F(x) and G(y) respectively. Let x1 , ••• ,xm and y1 , ••• ,yn be two samples from 
F and G respectively, let (with N = m+n) z1 , ••• ,zN be the ordered observations 
in the pooled samples and let 
-9-
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1 if z. is an observation of X { l. (3.2;1) v. = l. 
0 if z. is an observation of Y . 
l. 
The tests to be considered for the hypothesis H that F and Gare identical 
0 
have statistics of the form 
(3.2;2) ~ = 
N 
E a. (v. - N~), 
i=l l. ]. 
where, for i=l, ••• ,N, the weights ai are given functions of i and N. Examples 
of tests of the form (3.2;2) are 
1. Wilcoxon's two sample test with a.=i 
1. 
2. van der Waerden's two sample test with ai = v(N!l) 
3 • the test of Ansari and Bradley with a. - I~ LI 1. - N+l - ;a ' 
4. Mood's test with ai = (N!l - \)2 
5. a test with ai = (w(N!1)}
2
• In this case the ai correspond to 
applying the technique of van der Waerden to Mood's test. 
The examples 1 and 2 are both tests for location; 3,4,and 5 are, if it is 
assumed that X and Y have the same median, tests for scale. Another test for 
location is the test based on the difference between the sample means 
X - y = 
1 m 
E 
m i=l 
x. 
1. 
1 n 
E y. 
n j=l J = 
The correlation coefficient under H between two statistics of the form 
0 
( 3.2;2) is 
-10-
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N 1 N N E a.a~ 
- N E ai E a~ 
i=l l. l. i=l i=l l. (3.2;4) p( 1N.' t~IHo) = 
N 1 N N !c N { E a2 - -( E ai)2}{ E a•2 - E a! )2 } 
i=l l. N i=l i=l l. N i=l l. 
and the correlation coefficient under H between a statistic of the form (3.2;2) 
0 
and x - y is 
N 1 N N E a. Ez. 
-N E a. E Ez. 
i=l l. l. i=l l. i=l l. (3.2;5) p( tN, x-yjH.
0
) = 
~N-1 er .N 
a1 - ~( 
N 
E E a )2 
i=l i=l i 
where cr2 is the (common) variance of X and Y. 
For the tests for location we will consider the case where X and Y both 
have a logistic distribution with equal known variance and difference between 
means 9; for the tests for scale we will consider the case where X and Y both 
have normal distributions with equal known means and ratio of variance e. 
I. X and Y have a log is tic distribution 
Let X and Y have distribution functions 
(3.2;6) { 
respectively. 
F(x) 1 = 
-(x-e1 ) l+e 
G(y) 1 = 
-(y-e) 2 l+e 
A best test for testing H: 
0 
test (cf. Lehman [5]). 
So the asymptotic relative efficiency of the van der Waerden test with 
respect to the Wilcoxon test for samples from logistic distributions is 3/~, 
the same as the asymptotic relative efficiency of the Wilcoxon test with respect 
to the van der Waerden test for samples from normal distributions, the two 
-11-
tests being simultaneously nonparametric and the van der Waerden test being a 
best test in the case of a normal distribution. 
For the test based on the difference between the sample means the asymptotic 
relative efficiency with respect to a best test follows from (3.2;5) with ai=i 
(3.2;7) e = 
where 
(3.2;8) 
N 
r. 
i=l 
p2 
= 
i Ez. 
l. 
N 
[ r. i Ez. 
-
i=l l. lim N N ~ 00 (N-1) a2 ( r. i2 
i=l 
= N EX+ N(N-1): EXF(X) 
N 
EX r. i]2 
i=l 
N 1 
- -( r. i)2) N i=l 
= N(N-1): ·EXF(X)· = \N(N-1). 
So from (3.2;7) and (3.2;8) we obtain e = p2 = 9/r.. 
We now consider a test analogous to van der Waerden's test, i.e., we 
choose a. such that 
l. 
(3.2;9) 1 i 
-a. = N+l 
l+e i 
i 
or a 1 = tn N+l-i 
This test has (analogous to the case of the normal and the exponential distri-
bution) the same efficiency as the test based on the difference between the 
sample means. Its efficiency with respect to a best test follows from (3.2;4) 
with a1=i and a1= tn N+~-i 
(3.2;10) N i 1 N N i 
[ i:li tn N+l-i - N i:li i:ltn N+l-i 12 
e = p2 = lim _N ______ N __________________ _ 
N~ 1 N i 2 1 N • 00( 4 i2 - -N( r, i)2}( r, (tn N 1-·} - -N( r, tn N 1.1 .}2} 
i=l i=l i=l + ]. i=l + -l. 
1 
cf x tn lx dx)2 
-x 
12 0 9/rf • = 1 = 
J (tn l~x)2dx 
0 
-12-
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II. X and Y have a normal distributi on 
Let X and Y have normal distributions with mean zero and variances e1 and e2 
respectively. Best tests for tes ting H : 
0 
e1;e2=1 are the F-tes t , based on 
the ratio of the sample variances and the t est of the form (3.2 ;2) with 
ai = (w(N!1 ))
2 (cf . Klot z (4]). 
So for the t es t of Ansari and Bradley the asymptotic rela tive efficiency 
with respect to a best test is found from (3 .2;4) with a.= (w( i 1))2 and 1 ~ 
a~= IN!l - \ I 
( 3 .2; 11 ) 
N . . l N . N . 
l .~ IN~1 - \I (w(N~1 ) 12 - N.~ IN~1 - \ I _~ (w(N~1 )J 2 J2 
1=1 1=1 1=1 
e = p2 = lim 
N-;>. oo( f (w(~ )J 4- ! (; (w(~ ))2 J2 H f (~ -~) 2 - ! (; I~ -\I )2J 
i =l N+ l N i =l N+l i=l N+l . . . N i=l N+l 
1 1 1 
l j~ lx-~I (w(x)J 2 dx- f ix-\ ldx f (w(x)J 2 dxJ 2 
0 0 0 6 
= 1 1 1 1 7r2 • [ J (w(x ) )4dx-( J (w(x)) 2 dx) 2 ][ J (x- \) 2 dx- ( J lx - \ jdx} 2 ] 
0 0 0 0 
For Mood's tes t we f i nd from (3.2;4) with a . = (w(Ni 1)) 2 and a~= 1 + 1 (N!l - ~) 2 
2 15 
e = P = 27r2 
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