An overview of the current status and research directions of the vehicle exemplar is given. We discuss the function of the component modules of the vision system, and the need to integrate the operation of diverse knowledge sources in visual recognition of vehicles.
The concept of a reasoning strategy is introduced and illustrated.
The identification of effective reasoning strategies appropriate to a wide range of images is a pre-requisite to specifying the control mechanisms needed to guide the automatic recognition of vehicles. We have developed an interactive environment allowing the informed user to investigate the performance of visual cues, and the subsequent use of processing modules to form coherent reasoning strategies. The environment forms a support tool, used to develop a range of strategies which cover the application domain. It also represents a practical framework within which to develop a context-dependent control framework for autonomous vehicle recognition in natural scenes.
This paper presents an overview of part of the work of the Alvey MMI-007 Consortium, and discusses issues concerned with the management of the various processing modules developed for the "vehicle exemplar". The design of a computer vision system to locate and recognise vehicles in natural daylight scenes has proved extremely challenging. The human observer in carrying out this task is able to draw upon knowledge of many different aspects of vehicles and their expected circumstances, including both the geometrical structure and disposition of vehicles and schematic expectations of general scenes. Machine vision needs a similar ability to exploit diverse sources of knowledge to contribute, as opportunity allows, to the understanding of the sensed image.
In the course of the project, the consortium has explored a variety of methods for expressing and exploiting knowledge about different facets of the overall problem of seeing vehicles. We have created a set of "modules", each capable of reasoning about some limited visual or contextual problem, in the specific application of vehicle recognition. Associated papers give details of methods for using knowledge concerned with • Viewpoint independent perceptual groups which may be associated (ambiguously) with labelled parts of vehicles 3
• View-and model-specific patterns, of particular significance for the initial cueing of vehicles and the viewpoint 4 • The iterative inversion of the perspective transformation based on geometrical contraints arising from labelled model features 5 • The criteria for making reliable decisions about the existence, type and position of a vehicleT he different modules comprise a heterogeneous set of competences. They each make use of different types of knowledge using different kinds of constraints, and exploit different reasoning mechanisms.
The Vision System Components
The modules of code developed so far for the exemplar task fall into several classes. Early visual processing includes:
• Low level feature extraction and description, using both edges and regions
• Context ftee grouping of salient features into higher order structures
• The discovery of object-specific "cues"
These modules create the primary data for intermediate modules concerning:
• Scene analysis based on the classification of large-scale regions
• The search for mutually consistent labels for feature groups
• The construction of bounds on the viewpoint Each module uses data associated with only a limited aspect of the total visual information available. To recognise different types of vehicle in widely varying scenes requires an overall strategy to organise the way reasoning is carried out, and to coordinate the various sources of knowledge available as the interpretation evolves. This is the central problem for all large vision systems, and is a major topical research issue. Several control models have been put forward, using architectures based on production-rules 7 > 8 , blackboards 9 , frames 10 -11 , or schemas 12 . One difficulty is that different processing tasks require radically different methods of reasoning. Analysis of outdoor scenes or of remotely sensed images has mainly been based on relational properties of separate regions in images, which can fairly readily be expressed in declarative structures. On the other hand, the identification of 3-d objects requires knowledge of how an image of an object changes with the viewpoint; Ibis information seems more easily represented procedurally. In visual tasks involving natural scenes, such as the vehicle exemplar, both types of reasoning are of concern, and it is not yet clear what type of architecture is most appropriate.
Towards a vision system architecture.
The main components of the existing vision system fit together as illustrated in Figure 1 . There are two fairly independent reasoning mechanisms: a study of individual cases, using generate and test methods, and constraint propagation within scene schema expressed as conceptual graphs. These are concerned with object-and sceneknowledge respectively. At present their interaction is minimal: a scene interpretation acts to focus the attention of the object hypothesiser, decisions about the presence of a vehicle are used to resolve residual scene ambiguity. Current work is intended to allow a deeper interaction, so that partial evidence for vehicles will feed the scene analysis system directly.
The two main reasoning processes use different types of inference, and exploit different types of regularity in images.
Scene labelling is mainly concerned with statistical characteristics and spatial relationships between fairly large areas of the image. It propagates local constraints to generate the most plausible global description, according to pre-established scene schemas 12 -2 . On the other hand, object labelling is based on the association of discrete image entities with discrete object entities. The labelling is ambiguous rather than statistical, and reasoning proceeds by means of a case study of the interpretation tree 13 ' 3 .
Combining evidence from knowledge sources
In principle we could imagine all low level modules running independently to completion. Each feature group can be associated with a set of labelled components of the vehicle. Some groups, such as parallel or coincident lines, have many interpretations, others, such as object-specific cues are more restricting. Each may be tentatively associated with components of the model, which can trigger off the final detailed verification processes. This exhaustive approach ignores the possibility of making use of knowledge derived from one module as additional constraints in other modules. It also provides no guidance for optimising the processing strategy and in a serial system is extremely wasteful of resources.
Intermediate reasoning modules are needed to reduce the number of hypotheses selected for further examination by the system. Several recent studies have made use of pre-compiled pairwise constraint tables 13 , which allow the mutual consistency of pairs of features to be checked by means of a simple table look-up. These methods rely on a view-independent comparison between the object model and image features, and have been most successful when used to match 3-d objects to 2.5d data (e.g. Murray et al., 1987 , Knapman, 1987 .
Reliable depth information is not available from 2-d images of the vehicle exemplar.
The constraints available to us are highly dependent on viewpoint, and much more expensive to evaluate. These are usually expressed procedurally, and cannot be pre-compiled into tables. The tree-pruning strategy of Grimson & LozanoPerez, based on depth-first search with chronological back-tracking, frequently carries out repeated work, especially if the pair-wise constraints are weak. If the constraints are also very expensive then repeated work must be avoided. Kleer's ATMS 16 to find mutually consistent labels efficiently. It is not yet clear how much this has to offer, since the savings that can be made may not compensate for the overhead imposed by the ATMS. As Provan 17 showed, even in quite simple problems, if the scope of the nogood sets is small, then the number of environments needed to be maintained in an ATMS increases exponentially with the number of constraints. To make such a problem manageable it is necessary to pre-compile strong expectations about the plausible routes to the solution, and to specify an optimal order in which to apply further constraints. Such knowledge represents a particular strategy for reasoning about a specific visual task.
Reasoning Strategies.
As is common with other vision systems, our recognition process proceeds from the point where a cue, i.e. a cluster of features thought to have some known perceptual significance, has been detected. Especially significant cues are used to trigger a series of reasoning stages each seeking more evidence in support of, or counter to, the evolving hypothesis.
Visual cues are the first stage evidence for perceptual interpretation. Each cue is associated with a chain of reasoning, that is likely to resolve the uncertainty, and lead to a perceptual decision. We call the combination of cues and reasoning processes a reasoning strategy. It is to be expected that each observed cue can potentially give rise to a large number of actions some of which may be very costly in terms of relative computational loads. Selecting the most appropriate cue to explore as the interpretation evolves is the main task of the control mechanism.
hi our current implementation the search proceeds as follows. A "best" feature is selected as the seed cue for expansion based on two criteria:
• A rank order of preference based on a priori estimates of utility
• The expected likelihood of finding such a label given its context within the current scene description
The seed cue provides an approximate estimate of scale, which is used to put bounds on a neighbourhood of interest within the image. All feature groups within the neighbourhood become options for expansion of the interpretation tree. The seed cue may be associated with many possible object labels each of which imposes a set of constraints on the neighbouring features. At present we use two kinds of constraint:
• 2-d constraints, based on the expected relative position and orientation of features within the image 3 • Viewpoint constraints, which determine if feature labels could arise from a single viewing angle 4 If these constraints are satisfied, then sets of labelled feature clusters are used to invert the viewpoint^, hi turn, if this converges successfully, then a full refinement and evaluation of the view hypothesis is carried out 6 . Examples of eventual solutions are given in associated papers.
Experimental Interactive Environment
The reasoning strategies represent knowledge about how to discover vehicles in particular images. To date, our experience implies that a strategy is likely to have very limited application, and that a general solution to the vehicle exemplar will require many different strategies.
In part this is due to major changes of context: parallel lines and strongly coloured image segments provide cues which help to pick out a car in open country, but are very poor discriminators in urban street scenes. Much of the problem arises from the fundamental difficulty of devising robust grouping algorithms. It is rare for such algorithms even to approximate the expectations of their authors, and it seems clear that much further effort has to be put towards improving the initial segmentation and feature extraction processes.
hi order to facilitate the development of our understanding of visual strategies, we are developing an interactive environment running on SUN workstations. This makes use of the POPLOG window manager to provide a convenient interface to SUN graphics facilities. All the major modules developed for the vehicle exemplar have now been provided with simple interactive tools, using WIMP technology. These currently include:
• Edge-based image descriptions, using the Canny or Visive edge finders; connected arcs can be picked out, joined, or broken by graphical intervention by the user.
• Rule-based geometrical grouping algorithms, whose control parameters can be tuned interactively.
• Region segmentation and attribute generation, which can be interrogated and edited on screen.
• Rule-based scene schemas, displayed as conceptual graphs.
• Geometrical models of vehicles, which can be rotated and scaled, to initiate iterative solutions of viewpoint.
• line labelling (with respect to a given model) to impose viewpoint constraints.
An example is given in Figure 2 . This shows the graphical interface to the ATMS, displaying the edgedata with the seed cues emphasised, and part of the justification network of the current state of analysis. The user is able to observe the development of the reasoning process, and intervene to explore the effects of changes to the input data or the constraints.
These interactive methods enable the 'informed user' to explore the performance of the available modules and to define potential cues and their associated actions. The POPLOG interface allows the order of processing to be experimented with, under the full control of the user. Alternatively, predefined sequences of modules may be invoked and applied to selected areas of the image. This allows the user to bring bis own expertise to decide upon the most appropriate course of action opportunistically.
One objective of this empirical investigation is to identify possible strategies and to test them against a variety of images.
We anticipate the need to develop many different visual strategies, each fragile in itself, but between them, covering a wide enough range of circumstances to create a robust whole. Humans make use of diverse sources of knowledge to perceive the vehicles in the images we have studied. We have based our existing reasoning strategies on an appeal to our own intuitions, but the image descriptions derived from existing low-level analysis are feeble, distorted caricatures of our own phenomenal experience. Introspection often fails, since in natural vision the experience of fragments of the image is so strongly dominated by the context of the perceived whole. One way out of this problem is to use the interactive facilities to experiment with the datastructures derived from early processes. Perhaps the most difficult task for artificial vision is the identification of characteristics in the data, which can mobilise knowledge of high level structures, and thus initiate the reasoning process. This pivotal issue takes many different guises. In the absence of context, we can only have recourse to domain-independent grouping of image elements 18 , some of which carry direct implications for significant 3-d relationships 19 . Where the expectation of context is strong, groupings of features act as cues which evoke hypotheses 20 , as focus features to direct attention 21 , as triggers to reduce the search 22 , or as discriminating features for "exemplar selection and extension" 12 ' 23 . It is argued that some features are themselves specially constraining and are sufficient to act as seeds of perception 24 , from which to grow interpretations of known structures 17 .
All of these approaches seek to reduce the cost of the combinations of relating stored knowledge to derived data. At present it seems unlikely that a uniform solution to this problem will arise. Instead we expect that each visual task needs to make use of deep knowledge, specific to that task. Part of the motive in adopting the vehicle exemplar was to stimulate the development of modules able to use deep geometrical and scene knowledge about vehicles and traffic scenes, and to develop reasoning strategies applicable to this domain.
The development of many different visual strategies forces us to address the problem of shared resources. Computer vision systems currently rely on serial machines for all but the simplest of algorithms and the tightest of loops. In a complex system involving alternative strategies a major problem arises concerning the control and allocation of resources. Efficient control depends crucially on the assessment of the likely cost and benefit of the different options, as reasoning proceeds. This is the key knowledge, relating the visual task to the vision resources, which is difficult to collect. It requires the ability to carry out a systematic study of available methods under the expected conditions. The interactive environment offers us a means to assess and quantify the performance of different strategies under controlled conditions.
At present the methods we have developed form a very loosely coupled system. This has been for important practical reasons, due to the involvement of several different sites within the consortium, hi the final stage of the project we have begun a process of coordination and integration of the various components into a coherent system. At the present state of development we are mainly concerned with the ability to experiment and to contrast performance with that of a human user. It seems premature to identify a preferred system architecture. As our ability to specify the functional requirements of the system grows, we expect progressively to automate the reasoning strategies we develop. No doubt the core concepts of blackboard systems to control global communication, and frames to support preconceived schema (both already implicit in the experimental environment) will play a part.
