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UNOCCLUDED GESTURES INPUT USING A SECONDARY TOUCH SCREEN 
 
ABSTRACT 
This publication describes systems and techniques for a computing device that includes 
multiple touch screens that enables a user to cause the computing device to update the graphical 
user interface (GUI) being outputted by a first touch screen of the computing device by 
providing gesture input at a second touch screen of the computing device. For example, a mobile 
computing device, such as a foldable smartphone, may include two touch screens that can be 
folded up to 360 degrees so that the two touch screens face away from each other in a back-to-
back position.  
When such a mobile computing device is being used by a user, a first touch screen may 
face towards the user while a second touch screen may face away from the user. As the first 
touch screen of the mobile computing device outputs content that is viewable by the user, the 
user may interact with the second touch screen of the mobile computing device, such as by 
providing or performing touch input (e.g., gesture input) at the second touch screen to cause the 
mobile computing device to change, modify, or update the content outputted by the first touch 
screen. For example, the user may perform a gesture input at the second touch screen that causes 
the mobile computing device to zoom in and/or out of content displayed at the first touch screen. 
By enabling the user to interact with the second touch screen of the mobile computing device to 
change, modify, or update the content outputted by the first touch screen of the mobile 
computing device, the mobile computing device allows the user to interact with the computing 
device via touch-based input without the user’s finger occluding the user’s view of content being 
outputted by the first touch screen of the computing device.  
2
Shin and Pathak: UNOCCLUDED GESTURES INPUT USING A SECONDARY TOUCH SCREEN
Published by Technical Disclosure Commons, 2021
DESCRIPTION 
Currently, mobile computing devices such as smartphones typically have a single touch-
sensitive display (i.e., touch screen) with which a user may interact via touch-based input, such 
as gesture input. There are several potential drawbacks to current single-screen mobile 
computing devices. For example, the display of the mobile computing device may typically be 
quite small (e.g., less than six inches in diagonal), thereby limiting the amount of text that can be 
legibly outputted at the display. In cases where the mobile computing device outputs text at the 
display that is too small to be legibly read by the user, the user may provide touch-based input at 
the display, such as a two-finger pinch gesture, to zoom (i.e., increase the size) the text being 
outputted the display so that the text outputted at the display can be more easily read by the user. 
When the user provides touch-based input at the display to zoom the text of a document  
being outputted at the display, the amount of text that is outputted at the display decreases. Thus, 
the user may have to zoom in and out of the document several times or slowly scroll through the 
document in order to read the entire document, which increases the amount of touch-based input 
that the user may have to provide, thereby increasing the user burden to read the document being 
outputted at the display. Further, as the user provides touch-based input at the display, the user’s 
finger may occlude the user’s view of the text outputted at the display. 
This publication describes systems and techniques for a computing device that includes 
multiple touch screens that enables a user to cause the computing device to update the graphical 
user interface (GUI) being outputted by a first touch screen of the computing device by 
providing touch input, such as a gesture input, at a second touch screen of the computing device. 
In the example of a mobile computing device that is a foldable smartphone with two touch 
screens, the mobile computing device may be folded so that the two touch screens are disposed 
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back-to-back and face away from each other. When the user holds the mobile computing device, 
a first touch screen of the mobile computing device may face towards the user while a second  
touch screen of the mobile computing device may face away from the user. The first touch 
screen that faces the user may output content, such as a document, and the user may interact with 
the second touch screen that faces away from the user, such as by providing touch-based input at 
the second touch screen to change, modify, or update the content outputted by the second touch 
screen, such as to zoom in or out on a portion of a text document outputted at the first touch 
screen.  
 
 As shown in FIG. 1A, computing device 100 may be a smartphone or another mobile 
computing device and may include two touch screens: touch screen 102A and touch screen 
102B. The user may hold computing device 100 to view content outputted at touch screen 102A, 
such that touch screen 102A may face the user and touch screen 102B may face away from the 
user. The user may provide touch input at touch screen 102B, and computing device 100 may 
change, modify, or update the content outputted by touch screen 102A by mirroring the touch 
input at touch screen 102B to a corresponding touch input at touch screen 102A. That is, 
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computing device 100 may determine the location of the touch input at touch screen 102B and 
map the touch input to a corresponding location of touch screen 102A. 
As shown in FIG. 1B, when the user provides touch input at location 104B of touch 
screen 102B, computing device 100 may map the touch input at location 104B of touch screen 
102B where touch input was provided by the user to a corresponding location 104A of touch 
screen 102B. If touch screens 102A and 102B of computing device 100 are folded so that they 
are back-to-back with respect to each other, such as shown in FIG. 1A, the location 104A of 
touch screen 102A that corresponds to location 104B of touch screen 102B may be a location of 
touch screen 102A that is directly opposite of location 104B of touch screen 102B. In this way, 
location 104A of touch screen 102A that corresponds to location 104B of touch screen 102B 
may be a mirror of location 104B of touch screen 102B. 
As shown in FIG. 1C, computing device 100 may, in response to receiving touch input at 
location 104B of touch screen 102B, change, modify, or update the content outputted by touch 
screen 102A. For example, when computing device 100 outputs content, such as text, at touch 
screen 102A, computing device 100 may, in response to receiving touch input provided by the 
user at location 104B of touch screen 102B, update the content being outputted by touch screen 
102A to magnify a portion 106 of the content, where the portion 106 of the context being 
magnified is at location 104A of touch screen 102A that corresponds to location 104B of touch 
screen 102B.  
In some examples, if touch screen 102B is a pressure-sensitive touch screen, computing 
device 100 may sense the pressure of the touch input at location 104B of touch screen 102B and 
may adjust the amount of magnification of the portion 106 of content based on the sensed 
pressure. The amount of magnification of the portion 106 of content at location 104A of touch 
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screen 102A may correspond to the level of pressure of the touch input at location 104B of touch 
screen 102B, so that a user may control how much to magnify the portion 106 of content by 
adjusting the amount of pressure applied when providing user input at location 104B of touch 
screen 102B. 
 
 As shown in FIG. 2, touch screen 102B may receive touch input at location 104B. 
Computing device 100 may perform the functions of sparse source detector 212 to record the raw 
touch event of the touch input at location 104B as a touch image in grid form and to determine 
whether the touch image is indicative of a finger touch event at touch screen 102B. Specifically, 
computing device 100 may determine whether the raw touch event is indicative of a finger touch 
event by determining whether the recorded touch image corresponds to that of a finger of the 
user as opposed to, for example, a palm of the user. Computing device 100 may perform such 
finger detection using an unsupervised learning approach, such as by fitting a gaussian mixture 
model onto the touch image. If computing device 100 determines that the gaussian mixture 
generates a single gaussian M=1 with expected standard deviation, then computing device 100 
may confirm that the recorded touch image corresponds to that of a finger of the user. 
6
Shin and Pathak: UNOCCLUDED GESTURES INPUT USING A SECONDARY TOUCH SCREEN
Published by Technical Disclosure Commons, 2021
 Computing device 100 may also perform the functions of source area compute 214 to 
determine the area of the finger-to-screen contact area of the touch input at location 104B of 
touch screen 102B. The finger-to-screen contact area of the touch input may correspond to the 
pressure applied by the touch input, as a larger finger-to-screen contact area may correspond to a 
higher level of pressure applied by the touch input. Computing device 100 may determine the 
finger-to-screen contact area of the touch input based on the location 104B of the touch event at 
touch screen 102B. Specifically, the finger-to-screen contact area of the touch input may be 
based on the average of the standard deviation in the x-axis and the y-axis of the gaussian 
mixture, as follows: A = (STDEV_x + STDEV_y) / 2, where A is the finger-to-screen contact 
area of the touch input. 
 Computing device 100 may perform the function of location and degree converter 216 to 
determine the location 104B of the touch event at touch screen 102B and to determine the degree 
of magnification associated with the touch input. Computing device 100 may determine the 
location 104B of the touch event at touch screen 102B as the mean x and y locations of the result 
of the gaussian mixture , such that LOCATION = (MEAN_x, MEAN_y).  
Computing device 100 may determine the degree of magnification associated with the 
touch input based on the finger-to-screen contact area of the touch input and a lookup table 
(LUT) 218 to convert the finger-to-screen contact area of the touch input to a degree of 
magnification. LUT 218 may include pre-calibrated scalar values, which may be set based on 
user experience studies regarding associations between pressures of touch inputs and optimal 
degrees of magnification. Computing device 100 may use the finger-to-screen contact area of the 
touch input to look up an associated scalar value in LUT 218 and may multiply the finger-to-
screen contact area of the touch input with the looked up scalar value to determine the degree of 
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magnification associated with the touch input as Degree = A x LUT_scalar, where A is the 
finger-to-screen contact area of the touch input. 
Computing device 100 may, upon determining the location 104B of the touch event at 
touch screen 102B and to determine the degree of magnification associated with the touch input, 
perform back to front mirroring 220 to map the location 104B of the touch event at touch screen 
102B to a corresponding location 104A of touch screen 102A. In some examples, computing 
device 100 may determine the location 104A of touch screen 102A that corresponds to location 
104B of touch screen 102B as a location of touch screen 102A that is physically the directly 
opposite of location 104B of touch screen 102B when touch screens 102A and 102B are situated 
back-to-back and are facing away from each other. 
Computing device 100 may therefore perform an action that corresponds to the location 
104A of touch screen 102A and the degree of magnification associated with the touch input. For 
example, computing device 100 may update touch screen 102A to display a magnified view of a 
portion of text at location 104A of touch screen 102A, where the portion of text at location 104A 
is magnified at the degree of magnification associated with the touch input. In this way, 
computing device 100 may enable the user to quickly zoom in and out of text displayed at touch 
screen 102A by providing touch input at touch screen 102B without occluding the user’s view of 
touch screen 102A 
Although this publication describes touch input at touch screen 102B that causes 
computing device 100 to magnify content outputted by touch screen 102A, the techniques of this 
publication can be equally applied to using touch input at touch screen 102B to update, modify, 
or change the content outputted by touch screen 102A in any suitable fashion. For example, a 
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user may provide touch input at touch screen 102B to scroll content outputted by touch screen 
102A, to navigate a user interface outputted by touch screen 102A, and the like.   
It is noted that the techniques of this disclosure may be combined with any other suitable 
technique or combination of techniques. As one example, the techniques of this disclosure may 
be combined with the techniques described in U.S. Patent Application Publication No. 
2019/0042045 A1. As another example the techniques of this disclosure may be combined with 
the techniques described in Noor, Faizuddin M., Ramsay, Andrew, Hughes, Stephen, Rogers, 
Simon, Williamson, John, and Murray-Smith, Roderick, “Predicting Screen Touches from Back-
of-Device Grip Changes”, CHI 2014: ACM CHI Conference on Human Factors in Computing 
Systems, 26 April - 1 May 2014, Toronto, Canada. available online at 
http://eprints.gla.ac.uk/89008/1/89008.pdf. As another example the techniques of this disclosure 
may be combined with the techniques described in U.S. Patent Application Publication No. 
2017/0060257 A1. As another example the techniques of this disclosure may be combined with 
the techniques described in U.S. Patent Application Publication No. 2017/0177211 A1.  
 
9
Defensive Publications Series, Art. 4322 [2021]
https://www.tdcommons.org/dpubs_series/4322
