This paper investigates new algebraic resolution methods for the modal logics K, KD, T , S4, S5 and for intuitionictic logic. The methods are based on the Polynomial Ring Calculus introduced in [4] , and extend the results obtained in [1] . Several examples are provided, as well as a comparison with other methods.
Introduction and motivations
The Polynomial Ring Calculus (PRC), introduced in [4] , is an algebraic proof method which consists of translating formulas of a logical system into polynomials over an adequate field, in such a way that algebraic reductions on polynomials allow us to determine whether a formula is or is not a theorem of the respective system (details of this method will be given below). As shown in [4] , the PRC is particularly applicable to any truth-functional finite-valued propositional logic, and can also be applicable to some non-truth-functional propositional logics.
In [1] , the PRC is adapted to deal with modalities, obtaining PRCs for the modal system S5 in two different ways. The first way consists of translating formulas α into 'hidden variables' X α and adding 'polynomial constraints' to the PRC rules in order to obtain an algebraic representation of the necessitation connective and its properties. The polynomial constraints are initially defined by a straightforward translation of the modal axioms and the necessitation rule. However, more elaborate constraints are gradually obtained until a complete set of algebraic reductions is attained which allows us to perform deductions in a mechanical fashion. The second way consists of using 'operators' instead of hidden variables, to interpret the necessitation connective; these operators are the ring analogous to the operators defined in Modal Algebras (or Boolean Algebras with Operators (BAOs)). It is then proven that both methods are equivalent and that they provide an algebraic procedure capable of determining whether an S5-formula is or is not an S5-theorem.
In the last section of [1] , it is claimed that "The PRC for S5 can be easily adapted to other modal logics", and a brief description of how this goal can be attained for the hidden variables version of the PRC is given. Moreover, Footnote 8 points out that "To define PRCs in terms of more elaborated polynomial reductions additional work is needed, following a similar way of gradually obtaining deeper relations between hidden variables, so as to obtain a complete set of reductions allowing mechanical proofs". It seems to just be a question of time until this task is performed and a PRC with hidden variables is obtained for other normal modal logics. Nevertheless, when one tries to perform this task, technical difficulties appear. For the modal system K, for instance, the equation X (p∨ (p∧p)) ≈ X (p∨ p) must be provable (since (p ∨ (p ∧ p)) and (p ∨ p) are equivalent formulas in K). However, due to the fact that does not distribute with respect to ∨ and that there are no equivalences like (A ∨ B) ↔ ( A ∨ B) in K, it seems to be necessary to introduce a condition like X A ≈ X A[B/C] if K B ↔ C (where A[B/C] represents the result of substituting B for C in A). But this is a condition based on a logical fact, and the idea is that the PRC simulates but does not depend on logical operations. The PRC with hidden variables for S5 functions well because of the fact that in this system there are equivalences that allow us to reduce any formula to a formula of modal degree at most 1.
Adapting the PRC with operators as done in S5 for other modal logics does not present the difficulties noted in the previous paragraph. However other difficulties arise in this context. Although it is easy to define equational theories of polynomials with operators for normal modal logics, in some cases it is difficult to identify how the equations must be used in order to obtain reduced polynomials which allows us to determine if the corresponding formulas are or are not theorems (this will be made clear in Section 3). This makes it difficult to provide a uniform generalization of the PRC with operators for a huge class of modal logics, like all the systems defined by the Lemmon-Scott axiom schema. Albeit, here we define PRCs with operators for the well-known modal logics K, KD, T , S4 and S5. As a consequence of the so called Gödel-McKinsey-Tarski translation of intuitionistic logic into S4, the methods presented here are also useful for this logic.
It is important to mention that the PRCs defined here for K and KD can be viewed as alternative definitions of the Term Rewriting Systems (TRSs) defined in [5] for the same logics. However, in the TRSs the reduction rules are defined over formulas of the logical system, while in the PRC the reduction rules are not directly applied to formulas; they first have to be translated into polynomials with operators (which are their algebraic counterparts or interpretations), over which the reductions are then applied. By defining adequate translations, this separation between the logical and the algebraic context allows the use of the same algebraic reduction system for different logics (in fact, we will show in Section 3 that the same system of algebraic reductions is useful for K and T ).
The PRCs defined here take advantage of the algebraic semantics of BAOs for modal logics, the definitional equivalence of these structures with BROs and the properties of polynomials to provide new mechanical procedures that can be used as resolution methods for a fairly representative set of modal logics. In contrast to [5] , where the focus is on defining TRSs and proving that they are terminating and confluent (and hence provide decision procedures), here the interest is in providing mechanical procedures for modal logics which are completely based on the algebraic properties of BROs. As a result of this difference, our PRC for S5 is much more simple than the TRS defined (for this logic) into [5] , where many rules are included in the system in order to 'internalize' the logical procedure of transforming S5-formulas in their conjunctive normal form. Moreover, while no TRS for S4 is defined in [5] (since it is difficult to obtain a terminating TRS for this logic), we define a PRC for this logic and the intuitionistic one. This article is structured in the following way: in Section 1 , a brief description of the algebraic semantics for modal logics is presented. In Section 2, the class of Boolean Rings with Operators (BROs), which are the ring structures natural analog of BAOs, is defined; then the correspondence between Boolean Algebras (BAs) and Boolean Rings (BRs) is extended to BAOs and BROs. As a direct consequence, if follows that BROs are also an adequate algebraic semantics for modal logics. Although these algebraic generalizations are fairly simple, we point out the advantages of moving from the first class of structures to other ones. By taking advantage of the benefits offered by some BRO properties, PRCs for the aforementioned modal logics are introduced in Section 3. In a final section, we offer some comments and concluding remarks.
Algebraic semantics for modal logics
In this paper, the set of formulas of a logical system L (generated with the set of propositional variables V = {p i | i ∈ Z + } and the connectives of L) will be denoted by F orm L , and the terms of the algebraic structures of a class C (generated with the set of 'algebraic' variables X = {x i | i ∈ Z + } and the operations in C) will be denoted by T erm C . With these conventions, the first step in the construction of the algebraic semantics for the Classical Propositional Logic (CPL) consists of interpreting elements of F orm CP L as elements of T erm BA , where BA represents the class of all BAs. Considering {¬, ∨, ∧, →, ↔} as the set of CP L connectives and { , , −} as the operations of BAs (where , and − represent the operations of join, meet and complement, respectively), the interpretation can be stated as the function T BA :F orm CP L →T erm BA recursively defined by:
where α and β represent arbitrary elements of F orm CP L . By representing the top element of a BA by , the algebraic semantics for CP L states that a CP Lformula α is a CP L-theorem (denoted by CP L α) if and only if the equation T BA (α) ≈ holds in all BAs (denoted by BA T BA (α) ≈ ). The extension of this result for normal modal logics is described in the following section.
The modal logic K, the minimal normal modal logic, is defined by extending CP L to include a new unary connective (called necessitation) in the language, adding the axiom:
and the necessitation rule:
In this logic, the connective ♦ of possibility is defined by ♦α def = ¬ ¬α. An infinity of normal modal systems can be obtained by adding new axioms to K, which establishes new conditions on the necessitation connective. For instance, the following axioms:
are used to define the systems KD, KT , KT 4 and KT 5 (where KA 1 . . . A n denotes the system obtained by adding the axioms A 1 . . . A n ) to K. The systems KT , KT 4 and KT 5 are more commonly known as T , S4 and S5, respectively. The BAs are extended with operators in order to obtain an algebraic semantics for normal modal logics: Definition 1. The structure A = A, , , −, ⊥, , n is a boolean algebra with operator (BAO) (or a modal algebra) if A, , , −, ⊥, is a BA and n:A→A satisfies:
n(x y) = n(x) n(y).
As expected, the operator n is used to interpret the necessitation connective. Given the definition of the possibility connective provided above, a BAO can be alternatively defined by means of the operator p:A→A, instead of the operator n, satisfying the properties p(⊥) = ⊥ and p(x y) = p(x) p(y). This alternative definition is more common in the literature, but here the former definition will be more useful .
Let F orm M be the set of formulas of any normal modal logic. The interpretation function T BAO :F orm M →T erm BAO allows us to view formulas of a normal modal logic as terms of BAOs and obtained by adding the following condition to the recursive definition of T BA :
Then, it is proven that a K-formula is a K-theorem (i.e. In [3, p. 125 ], a criticism of the previous result is raised: "This result encouraged the impression that algebraic semantics is only 'syntax in disguise' and that it is uninformative, in the sense that it adds nothing to the syntactical objects that it aims to modelize. As a matter of fact, relational semantics is prominent not only because it is conceptually informative, but also because it provides in many interesting cases practical decision procedures, as for instance the already seen tableau procedures." In the following sections, it is shown that the simple shift from BAOs to BROs also provide practical decision procedures for modal logics, and so this new form of algebraic semantics is free from that criticism.
From BAOs to BROs
The correspondence (also known as definitional equivalence) between BAs and BRs is well known. Given a BA A = A, , , −, ⊥, , the structure rA = A, +, ·, 0, 1 is a BR in cases where 0 = ⊥, 1 = and the operations + and · are defined as follows:
In the other direction, given a BR R = R, +, ·, 0, 1 , the structure bR = R, , , −, ⊥, is a BA in cases where ⊥ = 0, = 1 and the operations , and − are defined as follows:
A consequence of this correspondence is that CP L-formulas can be interpreted as terms of BRs using the translation function T BR :F orm CP L →T erm BR recursively defined by:
Accordingly, it is immediately obtained that CP L α if and only if
In a BR, the term 1 and the terms of the form x i1 · . . . · x in (where all x ij are different elements of X ) are called boolean monomials. Moreover, it is said that an element of T erm BR is reduced (or is in normal form) if it is 0, 1 or an expression of the form m 1 +. . .+m k , where all m i are distinct boolean monomials (module associativity and commutativity of ·). An interesting property of BRs is that any element of T erm BR is equal to a unique expression in normal form, (up to commutativity and associativity of the ring operations). This is an important advantage of BRs with respect to BAs, where normal forms like Conjunctive Normal Form (CNF) and Disjunctive Normal Form (DNF) are not unique (for instance, p ∨ (p ∧ q) and p are two different but equivalent expressions in DNF). This property of BRs is the key element that is used, for instance in [7] , in order to provide practical decision procedures for CP L. The extension of this property to BROs is precisaly the way that we define PRCs for modal logics.
It is simple to extend the correspondence between BAs and BRs to BAOs and BROs: Definition 2. The structure R = R, +, ·, 0, 1, n is a boolean ring with operator (BRO) (or a modal ring) if R, +, ·, 0, 1 is a BR and n:A→A satisfies:
Theorem 1. Let A = A, , , −, ⊥, , n be a BAO, then rA = A, +, ·, 0, 1, n , where 0 = ⊥, 1 = and the operations + and · are defined by equations (1) and (2), is a BRO.
Proof. Direct from the correspondence between BAs and BRs.
Note that a dual definition of a BRO does not function well using an operator p:A→A such that p(0) = 0 and
Theorem 2. Let R = R, +, ·, 0, 1, n be a BRO. Then bR = R, , , −, ⊥, , n , where ⊥ = 0, = 1 and the operations , , − are defined by equations (3), (4) and (5), is a BAO.
Formulas of a normal modal logic M can be interpreted as terms of BROs by extending the translation function T BR to the function T BRO :F orm M → T erm BRO , adding to the definition of T BR the condition:
As an immediate consequence of the theorems above, an algebraic semantics for normal modal logics in terms of BROs instead of BAOs is obtained : 
Definitions of monomial and normal forms can be adapted for the context of BROs in the following way: Definition 3.
1. An expressions M · O, where M is a boolean monomial and O is 1 or a product n(P 1 ) · · · n(P n ) (with P 1 , . . . , P n ∈ T erm BRO ), will be called a monomial with operators (or a modal monomial ). When O = 1, the expression M · O will be denoted by M .
A modal monomial is reduced if all its boolean subterms are in normal
form and if it contains neither subterms of the form n(1) nor of the form n(P 1 ) · · · n(P n ) with n > 1.
3. An element of T erm BRO (which will also be called a polynomial with operators or a modal polynomial ) is reduced (or in normal form) if it is 0, 1 or an expression of the form m 1 + . . . + m k , where all m i are distinct reduced modal monomials (module associativity and commutativity of + and ·).
By using the theory of TRSs, it is proven in [5] that any element of T erm BRO can be reduced to a unique term in normal form (up to associativity and commutativity of + and ·). In the following section, we take advantage of this property to define algebraic proof methods for the modal logics aforementioned.
3 Polynomial ring calculus for logics between K and S5
As remarked in the Introduction, PRC consists of translating formulas of a logical system into polynomials over an adequate field, in such a way that algebraic reductions on polynomials allow us to determine whether a formula is or is not a theorem of the respective system. More specifically, for a finite (Galois) field F p n (where p is a prime number, the field characteristic, and n is a positive integer) and a set of variables X , the reduction rules of the PRC are specified as a consequence relation ≈ over polynomials in F p n [X ] established by the following rules (where the addition and product of polynomial coefficients are performed via the addition and product of F p n ):
• Ring rules:
• Index rules:
• Uniform substitution:
• Leibniz rule:
1 The index rule (I2)is specified here in a simpler way than in [4] . The correctness of this rule is based in the fact that a p n = a for every a ∈ F p n (see, for instance, [8, Lemma 2.3,
pag. 48]).
The following are some rules that can be easily derived from the PRC:
Note that the PRC is rooted in the equational theory of polynomial rings over finite fields, but the equations are used only in some directions in order to obtain reduced polynomials (or polynomials
, where all x ij are different elements of X and all e j are positive integers strictly lower than p n ). Due to the fact that any function of the form f :(F p n ) r →F p n can be represented by a polynomial in F p n [X ], with variables in {x 1 , . . . , x r }, and the number of such functions (namely (p n )
r ) is exactly the same that the number of reduced polynomials with variables in {x 1 , . . . , x r }, the reduced polynomials are unique canonical representatives (up to associativity and commutativity) of the equivalence classes of F p n [X ] under the equality relation. Then, by reducing polynomials to normal forms, the uniqueness of this normal forms allows to determine whether the polynomial represents a theorem or not. For CP L, formulas are translated into polynomials over the field Z 2 (the integers module 2) with variables in X , by using the previously defined function T BR (the elements of T erm BR represent polynomials in Z 2 [X ]). Then, the expression obtained in the translation is reduced to a polynomial in normal form by using the reduction rules of the PRC (in this case −P = P ). The constant polynomial 1 is obtained if and only if the translated formula is a CP L-theorem.
The reduced polynomials in Z 2 [X ] (called boolean polynomials) are unique representatives of the elements of the quotient ring Z 2 [X ]/I, where I is the ideal generated by the set {x 2 − x |x ∈ X }. The particular case of the PRC for Z 2 can be viewed as an alternative way of defining the TRS introduced in [7] for CP L. However, in the case of PRC, there is a clear differentiation between the logical and algebraic contexts, which allows us to view the PRC not only as a proof method but also as an algebraic semantics. Moreover, the PRC is really a class of reduction systems (one system for each finite field F p n ) which when added with adequate translations provides decision methods for any finite-valued propositional logic, and even for propositional logics not characterizable by finite-valued logical matrices (cf. [4] ). The following definition is an adaptation of the PRC which will permits to deal with normal modal logics.
Definition 4. The polynomial Ring Calculus with Operators (PRCO) is the extension of the PRC with p n = 2, where the consequence relation ≈ is over modal polynomials and the following operator rules are added:
Note that the operator rules permit to avoid expressions of the form n(1) and of the form n(P 1 ) · · · n(P n ) with n > 1, a crucial step to obtain reduced modal polynomials.
Theorem 4. For every α ∈ F orm M , its translation T BRO (α) can be reduced to a modal polynomial in normal form P , by using only the rules of the PRCO. Moreover P is 1 if and only if K α.
Proof. The first part can be proven by structural induction on α. The second part is a consequence of Theorem 3 and the uniqueness of normal forms (which assures that if P is in normal form and is different from 1, then P / ≈1 in the equational theory of BROs).
The next two examples show how the PRCO functions for K (in the examples, the symbol ≈ will be used to denote the application of PRCO rules, and hereafter the product symbol · will be omitted as usual).
Example 1. Using the PRCO, a proof of
can be given by:
Example 2. Using the PRCO, aproof of
Note that the final modal polynomial is reduced.
For KD, the PRCO must be appropriately extended:
Definition 5. PRCO D is the extension of the PRCO achieved by adding the following operator rule:
Moreover, the normal form of polynomials in PRCO D must be redefined:
Definition 6. A modal polynomial P is D-reduced (or in D-normal form) if P is a reduced modal polynomial and does not contain subterms of the form n(0).
The following theorem can now be proven:
Theorem 5. For every α ∈ F orm M , its translation T BRO (α) can be reduced to a modal polynomial in D-normal form P by using only the rules of the PRCO D . Moreover P is 1 if and only if KD α.
Proof. The first part can be proven by structural induction on α. The second part is a consequence of Theorem 3, the equivalence of T BRO ((D)) ≈ 1 and n(0) ≈ 0 in the equational theory of BRO D and the uniqueness of D-normal forms (which is proven in [5] by using the theory of TRSs).
The next example shows how the PRCO D functions.
Example 3. Using the PRCO D , a proof of KD ¬ (p 1 ∧ ¬p 1 ) can be given by:
For the case of T , the equational theory BAO T is equivalent to adding the equation n(x) ≈ x n(x) to BAO, which corresponds with the equation n(x) ≈ xn(x) in BRO T . As noted in [5] , this equation must be used in the left-to-right direction in order to prove that modal polynomials like x 1 n(x 1 + x 2 + 1) and x 2 n(x 1 + x 2 + 1) are equivalent. However, this way generates a non-terminating TRS. This problem is then solved in [5] by translating the necessitation of T into the necessitation of K, introducing a new symbol in the TRS to differentiate the necessitation of both systems and assure that the equation n(x) ≈ xn(x) is applied exactly once to each occurrence of n. In this way a terminating and confluent TRS is obtained.
In the context of PRC, we are not interested in proving that any sequence of reductions is finite, but in providing enough rules to reduce polynomials until we can obtain some easily identifiable normal form. Such normal forms correspond to unique canonical representatives (up to associativity and commutativity) of the equivalence classes of BROs under the equality relation (these classes differ, of course, when new equations are added to the equational theory of BROs).
The addition of the equation n(x) ≈ xn(x) to BRO makes it more difficulty to identify which format of the reduced modal polynomials is unique representative of the classes of BRO T under the equality relation. However, following [5] , they can be characterized in the following way: Definition 7. Let the function T r:T erm BRO →T erm BRO be recursively defined by:
T r(n(P )) = T r(P ) · n(T r(P )).
A term P ∈ T erm BRO is saturated if BAO P ≈ T r(P ), while P is T -reduced (or in T -normal form) if P is a saturated reduced modal polynomial.
The saturated condition can be checked by using the PRCO: Theorem 6. A term P ∈ T erm BRO is saturated if and only if P + T r(P ) reduces to 0 by the rules of the PRCO.
Proof. BRO P ≈ T r(P ) if and only if BRO P + T r(P ) ≈ 0. Then, taking into account the inherent uniqueness of normal forms, since the rules of the PRCO allow us to reduce any element of T erm BRO to a modal polynomial in normal form, the reduction of P + T r(P ) by the PRCO has to be 0 if and only if BRO P ≈ T r(P ) (i.e. if P is saturated).
For instance, the term x 1 n(x 1 + x 2 + 1) is not saturated, since x 1 n(x 1 + x 2 + 1) + x 1 (x 1 + x 2 + 1)n(x 1 + x 2 + 1) ≈ x 1 n(x 1 + x 2 + 1) + (x 1 + x 1 x 2 + x 1 )n(x 1 + x 2 + 1) ≈ x 1 n(x 1 + x 2 + 1) + x 1 x 2 n(x 1 + x 2 + 1) (note that the last polynomial is reduced).
A similar thing occurs with the term x 2 n(x 1 + x 2 + 1). Contrarily, the term
Both non-saturated terms x 1 n(x 1 + x 2 + 1) and x 2 n(x 1 + x 2 + 1) can be transformed into the saturated term x 1 x 2 n(x 1 + x 2 + 1) by using the equation n(x) ≈ xn(x) and reducing the resulting expression with the PRCO rules. More generally, any term P ∈ T erm BRO can be transformed into a T -reduced modal polynomial by applying the equation n(x) ≈ xn(x) (from left to right) at least once to each subexpression of the form n(x) and then reducing the resulting expression to a modal polynomial in normal form using the rules of the PRCO. Moreover, applying the equation n(x) ≈ xn(x) to the same subexpression more than once is innocuous because xn(x) ≈ xxn(x) ≈ xn(x).
Consequently, a way to define a PRC for T is by extending the PRCO in the following way: Definition 8. PRCO T is the extension of the PRCO obtained by adding the operator rule:
n(P ) ≈ P n(P ).
And now we have the following theorem:
Theorem 7. For every α ∈ F orm M , its translation T BRO (α) can be reduced to a modal polynomial in T -normal form P by using only the rules of the PRCO T . Moreover P is 1 if and only if T α.
Proof. The first part can be proven by structural induction on α. The second part is a consequence of Theorem (3), the equivalence of T BRO ((T)) ≈ 1 and n(x) ≈ xn(x) in the equational theory of BRO T and the uniqueness of T -normal forms (which is proven in [5] using the TRSs theory).
The next example shows how the PRCO T functions.
Example 4. Using the PRCO T , a proof of T (p 1 ∧ p 1 ) ↔ p 1 can be given by:
Note that although x 1 n(x 1 ) + n(x 1 ) + 1 is a modal polynomial in normal form, it is not in T -normal form (because it is not saturated). Hence the reduction process will never stop in this expression.
Alternatively, the fact that T can be conservatively translated into K (which is proven in Theorem 8) allows us to solve the theoremicity of modal formulas in T by means of the PRCO (without any extension) instead of the PRCO T . This way, there is no need to worry about assuring that the final expression in the reduction is saturated, because the saturation of any expression in the reduction is a consequence of the translation of T into K. 
Proof. The 'only if' direction can be proven by induction on the length of the proof of T α. First, the translations of CP L-axioms, (K) and (T) by T T − are theorems of K. Second, if α is obtained by modus ponens (MP) from β → α and β, by the inductive hypothesis 
For the 'if' direction, it can be first proven by structural induction on α that
(i) For propositional variables and the classical connectives the result is easily obtained by CP L properties.
(ii) If α = β, by inductive hypothesis an extension of K) , and consequently T α.
As a consequence of this theorem we have that:
Theorem 9. For every α ∈ F orm M , its translation T BRO (T T − (α)) can be reduced to a modal polynomial in normal form P by using only the rules of the PRCO. Moreover P is 1 if and only if T α.
Proof. By Theorems 8 and 4.
The next example shows how the PRCO can be used to prove that T (p 1 ∧ p 1 ) ↔ p 1 (an alternative to Example 4, where PRCO T is used instead of PRCO).
Example 5. Using the PRCO, a proof of T (p 1 ∧ p 1 ) ↔ p 1 can be given by:
For the system S4, the equational theory BAO T 4 is equivalent to adding the equation n(n(x)) ≈ n(x) to BAO T , which corresponds to the same equation in BRO T 4 . Although it seems to be easy to use this equation in the reduction of modal polynomials, it can be difficult to establish how it can be used to obtain unique representatives of the classes of BRO T 4 under the equality relation. For instance, the following equalities are valid in BRO T 4 :
and consequently the expressions
and n(n(
are equal in BRO T 4 , and they are modal polynomials in normal form (they can also be transformed into two different T -reduced modal polynomials by using the equation n(x) ≈ xn(x)). Then, the question is how the unique representatives of the classes of BRO T 4 under the equality relation can be characterized and which rules we have to add to PRCO T to obtain such representatives? Note that in the first sequence of reductions in the previous paragraph the equation n(n(x)) ≈ n(x) was used, while in the second it was not. However, the expression n(n(x 1 + 1) + n(x 1 x 2 + x 2 )) can be factorized into n(n(x 1 +1)+n(x 2 (x 1 +1)) ≈ n(n(x 1 +1)(1+n(x 2 )) ≈ n(n(x 1 +1))n(1+n(x 2 )), and therefore we can apply the equation n(n(x)) ≈ n(x) and reduce the modal polynomial to n(x 1 + 1)n(1 + n(x 2 )) ≈ n(x 1 + x 1 n(x 2 ) + 1 + n(x 2 )). This is also a modal polynomial in normal form equals to n((1 + n(x 1 + x 2 ))n(x 1 + 1)) in BRO T 4 , which is different from both reduced modal polynomials obtained in the previous paragraph. The question now is why this happens if the equation n(n(x)) ≈ n(x) is applied wherever it is possible, and Z 2 [X ] is a unique factorization domain (UFD). Note that (x 1 + x 2 )(x 1 + 1) is the unique factorization of x 2 1 + x 1 x 2 + x 1 + x 2 into irreducible factors in Z 2 [X ] (irreducible in the sense that they cannot be expressed as a product of two polynomials with lower degree in Z 2 [X ] , not in the sense of being irreducible by PRC rules), while x 2 (x 1 + 1) is the unique factorization of x 1 x 2 + x 2 into irreducible factors in Z 2 [X ]. However these polynomials are equal in Z 2 [X ]/I, where I is the ideal generated by the set {x 2 − x |x ∈ X }, which is not a UFD. Taking into account the fact that the factorization in Z 2 [X ] can be accomplished in an algorithmic way (by using Berlekamp's algorithm for instance), this procedure will be used in the definition of the PRC for S4. Modal polynomials will be factorized in Z 2 [X ] by considering expressions of the form n(L) as variables (n(L) expressions that differ only by associativity and commutativity of their terms have to be considered as equals). The factorization of a modal polynomial Q will be denoted by Fact(Q); morever Fact(Q) = SL will be used to specify that S is a factor of Q and that L is the product of the other factors.
Definition 9. PRCO S4 is the extension of the PRCO T attained by adding the following operator rules: n(P n(Q)) ≈ n(P Q) (if P is a boolean polynomial), (n5) n(P n(Q) + R) ≈ n(P Sn(L ) + R) (if P is a boolean polynomial, Q is T-reduced, Fact(Q) = SL and S is a factor of R).
If S is a factor of R, i.e. if R ≈ SL (for some modal polynomial L), then SR ≈ SSL ≈ SL ≈ R. Consequently, it is possible to determine whether S is a factor of R by reducing the product SR by means of PRCO T . Moreover, if R = P 1 n(Q 1 ) + . . . + P k n(Q k ) and S is a common factor of Q 1 , . . . , Q k , then S is also a common factor of R (because rule (n4) can be applied to each n(Q i ), for 1 ≤ i ≤ k). The normal form of polynomials in PRCO S4 are then defined as:
Definition 10. A modal polynomial P is S4-reduced (or in S4-normal form) if P is the result of avoiding subterms of the form n(P n(Q)) and of the form n(P n(Q) + R) in a T -reduced modal polyomial, where Q and R have common factors.
Theorem 10. For every α ∈ F orm M , its translation T BRO (α) can be reduced to a modal polynomial in S4-normal form P by using only the rules of the PRCO S4 . Moreover P is 1 if and only if S4 α.
Proof. The first part can be proven by structural induction on α. Rules (n5) and (n6) assure the implicit application of equation n(n(Q)) ≈ n(Q) whenever possible (i.e. to any expression that is equivalent to an expression of the form n(P n(Q)) in BAO T 4 ). However, they demand that if there is any products n(R)n(Q) in the expansion of P n(Q), the product RQ needs to first be T -reduced. Then the factorization of the reduced term is unique, assuring the uniqueness of S4-normal forms. The second part is then a consequence of Theorem 3, the validity of equations n(P n(Q)) ≈ n(P Q) and n(P n(Q) + R) ≈ n(P Sn(L ) + R) (when Q = SL and S is a factor of R) in the equational theory of BRO S4 and the uniqueness of S4-normal forms.
The next example illustrates how the PRCO S4 can be applied.
given by:
= ((n(x 1 + 1) + 1)n(x 2 ))(n(x 1 n(x 2 ) + 1) + 1) + (n(x 1 + 1) + 1)n(x 2 ) + 1
By apllying the well-known G'odel-McKinsey-Tarski translation of Intuitionistic Logic (IL) into S4, the PRCO S4 can also be applied as a proof method for IL. The translation function T GM T :F orm IL →F orm M is recursively defined by (cf. [6, p. 109]):
Then it is proven that IL α if and only if S4 α. Consequently IL α if and only if T BRO (T GM T (α)) reduces to 1 in PRCO S4 . The following examples illustrate this fact.
Example 7. Using the PRCO S4 , a proof of IL (p 1 ∨ ¬p 1 ), is given by:
The polynomial x 1 n(x 1 )+n(x 1 n(x 1 )+1) is S4-reduced because it is the result of avoiding the term x 1 n(x 1 n(x 1 )+x 1 ) in the polynomial x 1 n(x 1 )+x 1 n(x 1 n(x 1 )+ x 1 ) + n(x 1 n(x 1 ) + 1), which is T -reduced.
Example 8. Using the PRCO S4 , a proof of IL ¬¬(p 1 ∨ ¬p 1 ) is given by:
= n(n(x 1 n(x 1 ) + n(x 1 n(x 1 ) + 1) + 1) + 1) (by using Example 7)
≈ n(n(x 1 n(x 1 ) + x 1 n(x 1 ) + 1 + 1) + 1) ≈ n(n(0) + 1)
The definition of a PRC is easier for the modal system S5 than for S4. Taking into account that every S5-formula is equivalent to an S5-formula of modal degree at most 1, it is enough to add an adequate reduction rule to BRO T to obtain the reduction of the modal degree of any modal polynomial to 1 or 0. The modal degree of modal polynomials can be determined by the function D:T erm BRO →N, which is recursively defined by: Then, the PRC for S5 and the normal form of S5-polynomials are defined in the following way:
Definition 11. PRCO S5 is the extension of the PRCO T obtained by adding the operator rule: n(P n(Q) + R) ≈ n(QR + QP ) + n(QR) + n(R).
(n7)
Definition 12. A modal polynomial P is S5-reduced (or in S5-normal form) if P is T -reduced and D(P ) ≤ 1.
Theorem 11. For every α ∈ F orm M , its translation T BRO (α) can be reduced to a modal polynomial in S5-normal form P by using only the rules of the PRCO S5 . Moreover P is 1 if and only if S5 α.
Proof. The first part can be proven by structural induction on α. The second part is a consequence of Theorem 3, the equivalence of BRO T 5 with the addition of the equation n(P n(Q) + R) ≈ n(QR + QP ) + n(QR) + n(R) to BRO T . The proof follows from the fact that BRO T 5 n(P n(Q) + R) ≈ n(QR + QP ) + n(QR) + n(R) and BRO T plus n(P n(Q) + R) ≈ n(QR + QP ) + n(QR) + n(R) validates T BRO ((5)) ≈ 1 (see Example 9) and from the uniqueness of S5-normal forms (which is a direct consequence of the uniqueness of T -normal forms).
The next example is a proof of (5) (taking α as p 1 ) which uses the PRCO S5 .
Example 9. Using the PRCO S5 , a proof of S5 ♦p 1 → ♦p 1 is given by:
T BRO (♦p 1 → ♦p 1 ) = (n(x 1 + 1) + 1)n(n(x 1 + 1) + 1) + n(x 1 + 1) + 1 + 1 ≈ n((x 1 + 1)n(x 1 + 1) + x 1 + 1) + n(n(x 1 + 1) + 1) + n(x 1 + 1)
≈ n(x 1 + 1 + x 1 + 1) + n(x 1 + 1) + n(x 1 + 1) + n(x 1 + 1 + x 1 + 1) + n(x 1 + 1)
+ n(1) + n(x 1 + 1)
≈ n(0) + n(0) + n(1)
By considering R = 0 in (n7), n(P n(Q)) ≈ n(P Q) is obtained as a derived rule of PRCO S5 , which is similar to (n5) but does not require P to be a Boolean polynomial.
Concluding considerations and remarks
The PRCs defined here for the modal logics K, KD, T , S4 and S5 provide purely algebraic resolution methods for these logics, and even for intuitionistic logic. However, it is still necessary to define suitable heuristics for concrete computer implementation of these methods. Depending on the heuristics defined, it would also be possible to find answers related to the computational complexity of these new algorithms. These tasks, though, have been left for future research.
It is shown here that a simple shift from BAOs to BROs permits us to interpret modal formulas as polynomials and establishes new relation between deductions in modal logics and some algebraic operations-a notion which softens the criticism in [3, p. 125] , where it is warned that algebraic semantics for modal logics risk to be no more than uninformative 'syntax in disguise'. This new algebraic method of proof illustrates the interest of shifting from Boolean algebras to Boolean rings, a subtle move that might have been overlooked in modern logic.
