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INTRODUCTION 
An interest in problems involving functional differential equations has 
been evidenced recently and several papers have been written using .results 
about these systems which were previously published. In particular, the 
book [4] by Halanay has become an often used reference. The purpose of this 
note is to point out a mistake in [4] and to present the correct results. 
The systems under consideration here are linear differential systems with 
time delays (Chapter 4, Section 3 of [4]); namely, n-vector systems of the 
form (see p. 362-370 in [4]) 
where the n x n matrix function 7, which is of bounded variation (B.V.) 
in s, may contain a singular part. The case where 7 has no singular part is 
considered correctly in [4]. We shall derive the correct results for the general 
case under slightly less restrictive hypotheses than in [4]. The systems (I), 
under the hypotheses stated below, appear as the linear variational equations 
in the study of general nonlinear variational (optimal control) problems 
(see La* 
The error in [4] is due to an incorrect interchange of the order of integration 
involving a Stieltjes integral. If the Stieltjes integral can be written as a sum 
plus a Lebesgue integral (i.e., if 7 has no singular part and can be written as 
a saltus plus an absolutely continuous function) then the ordinary Fubini 
theorem can be used as was done in [4]. However, in the general case where 
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the measure depends on both variables of integration and contains a singular 
part, an unsymmetric Fubini type theorem (see [3]) must be used. To use 
this correctly, one must always interchange over regions which are rectangles 
(the cross-product of intervals). 
For those readers who are not familiar with Lebesgue-Stieltjes integration, 
the following reasoning will show that some of Halanay’s results on the 
general systems (1) are incorrect. The system (1) includes as a special case 
a system with a simple time lag 
n(t) = A(t)+) + B(t)+ - 0) +f(t) (2) 
and 77 is very easy to find in this case. The adjoint system for (2) is well-known 
and is given correctly in [#]. If the adjoint system given by Halanay for the 
general case of (I) is correct, it should reduce to the adjoint system for (2) 
whenever (2) is considered as a special case of (1). It is not hard to show that 
it does not and hence must be incorrect. 
In what follows we shall use vector matrix notation and a vector and its 
transpose will not be distinguished when it is clear what is meant. For the 
convenience of the reader, we have used the notation of Halanay in [4] 
whenever possible. 
1. REPRESENTATION OF SOLUTIONS 
In this section we derive a representation theorem (a variation-of-constants 
formula) for solutions x of (1) in terms of solutions of an adjoint system under 
the following assumptions on 7. The n x 71 matrix function ~(t, s) is measur- 
able in (t, s), and for each t, it is of bounded variation in s. We suppose that 
there exists a finite constant --T such that ~(t, s) = ~(t, -T) for s < --7 
and every t, and also that ~(t, s) = 0 for s > 0. We further assume that there 
is an L, function m(t) such that 
and 
for all s 
for every t. 
Our assumptions on 7 are quite reasonable and systems satisfying these 
hypotheses actually appear in applications (see [Z]) where 71 is a measure (in s) 
obtained from the Riesz theorem. We are considering essentially the same 7 
as in [4] except the condition that ~(t, s) be continuous in t, uniformly in s, 
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has been dropped. Assuming ~(t, s) continuous in t is of no value here since 
the crucial step in the following arguments is an interchange of order of 
integration involving a Stieltjes integral with integrator ~(t, s - t) which 
will not in general be continuous in t since 71 is only B.V. in the second 
argument. Thus a Fubini type theorem which does not require continuity 
in t must be used. 
Under the above assumptions the system (1) can be written 
+) = jt 48) 4d4 B- 4 +fw (3) t--s 
where we assume that f is a given 15, function. In the discussions below, it 
will often be convenient to use a function p which we now define as p(t, s) G 
~(t, s - t). Thenp(t, s) = 0 for s 3 t andp(t, s) = p(t, t - T) for s < t - 7. 
Let ~(a) be a solution to (3) for (Y > 0 which satisfies x(a) = r+(a) on 
[u - T, o], where v is in BV[o - T, u]. That is, ~(a) is an absolutely contin- 
uous function for a > u, satisfying (3) a.e. on some interval [a, T] and 
agreeing with the function v of bounded variation on [u - 7, u]. For each t 
in (u, T], let Y(c,, t) be B.V. in 01 and satisfy 
y(s, t) + j; +% s - a) Y(a, t) da = E s E [u, t] (4) 
where E is the II x n identity matrix. We also assume that Y(s, t) = 0 
for s > t. This assumption is not necessary in order to find the solution of (4), 
but is convenient for the representation to be found below. Theorems 
guaranteeing the existence and uniqueness of a solution to (4) may be found 
in [2]. Similar theorems for the system (3) can be obtained by an easy 
generalization of Theorems 1 and 2 in [I]. (The requirement that the initial 
function q be continuous in [I] is not necessary; v of bounded variation is 
sufficient.) 
Using the integration by parts formula for Lebesgue-Stieltjes integrals, 
we obtain 
j’ x(a) t&Y@, t) + r’ c?(a) Y(a, t) da = x(a) Y(a, t)];. 
0 * ” 
This gives 
I = +) Y(U, 2) + it x(“) d,Y(a, t) + It 3i(o1) Y(or, t) dol 
0 u 
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or 
x(t) = x(u) Y(u, t) + f)(a) Y(a, t) da f f’ x(a) d,Y(oc, t) 
” <r -0 
x(s) d,T(ol, s - a)[ Y(a, t) da. (5) 
Let us consider the last term on the right side of equation (5). This term 
may be written 
which is equal to 
-t -t 
! J (T 1 o-7 
4s) Ma, 41 Y(a, t) da: 
sincep(cu, s) = constant = 0 for s 2 a: andp(ol, s) = constant = p(a, a: - T) 
for s ,( Q: - T. We next use an unsymmetric Fubini type theorem due to 
Cameron and Martin [3] to interchange the order of integration in the above 
integral. This theorem says that under certain hypotheses on the functions 
involved (these hypotheses are easily shown to be satisfied in our case) one has 
Applying this we have 
j’ 1 j” 
0 o-7 
X(S) d&(cy, s)\ Y(% t) da = f” 
* o-7 
X(S) d, J’ p@, S) Y(&, Z)dol. 
0 
Sincep(ol, s) = 0 for a < s, this integral may be written 
j" 
o-7 
4s) 4 jt ~(a, s) Y(,, t) da: + jt 4s) 4 I' ~(a, s) Y(,, t) da. 
cl 0 s 
Thus equation (5) becomes 
x(t) = x(o) Y@, t) + jtf&4 Y@, t) da + f x(s) d,Y(s, t) 
82 (I 
+ j” 
0-T 
~(4 4 jt ~(a, 4 Y(,, 2) da 
0 
+ j; 4s) 4 jt I+, 4 Y(,, t) da 
s 
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+ j; a+) d, 1 Y(s, 4 + jt $(a, 4 Y(a, 4 da;. 
s 
(6) 
Since Y(s, t) satisfies (4) we obtain 
x(t) = v(u) Y(u, t> + j’f(4 Y(,, t) da i j” 
0 o--T 
v(s) 4 jt ~(a, s) Y(a, t) da. 
CJ 
l” 
If CJ and t are such that cr + 7 < t, then the properties of 7 imply that 
p(a, s)Y(ol, t) da is a constant function of s for s in [u - 7, U] so that 
&glast term above may be written as 
If u + 7 > t, then we may still write the last term this way since Y(,, t) = 0 
for 01 > t. Hence we have 
+ j;-, 4s) 4 j"+k, s - 4 Y(,, t) da. (7) 0 
This is a variation-of-constants formula for solutions x of (3) in terms of a 
particular adjoint solution Y of (4). It should be noted that both the adjoint (4) 
and the representation in (7) differ from those of Halanay in [4]. This author 
has been unable to find any meaningful representations using the type of 
systems given as the adjoint system in [4]. 
We next let X(t, u) be a solution as a function of t for t > u to (3) with 
f= 0 and 
X(t, u) = 0 for t<u 
X(u, u) = E. 
(8) 
From the representation given in (7) we have that the rows q(t) of X(t, u) 
are given by 
xi(t) = Xi(U)Y(U, t) 
for t > U. Hence we obtain 
X(t, u) = X(a, u)Y(cr, t) 
404 BANKS 
X(t, u) = Y(0, t) for t : 0. 
From the definitions of Y and X for G 2 t we find that X((t, u) = J‘(cr, t) 
for all 0, t. Using this result in (7) we find that the solution x of (3) with 
x =z p on [o - 7, u] is given by 
x(t) =I ?(cr) X(t, u) -1 ?^“f(a) X(t, a) da 
0 
2. THE GENERAL ADJOINT SYSTEM AND THE 
ASSOCIATED BILINEAR FORM 
In this section we shall discuss the general adjoint system to (3) (of which (4) 
is a special case). A bilinear form associated with the system (3) and its 
adjoint will be given. 
Let --co < a < b < CC with a (( 6. Let s be a solution to (3) on [a, h] 
with f = 0; that is 
it(t) = J 44 4&, 4 t E [a, 61 t--7 (10) 
with x(t) = p)(t) f or a - r ,( t ,< a, where T is of bounded variation. Let y 
be an n-vector solution of 
for s E [a, b] and y(z) -= $(a) for 01 E [b, co), where $ is of bounded variation. 
Note that for s < b, equation (11) may be written 
since jby, p(a, s>y(4 d 01 is constant in s for s < 6. Thus to solve (I 1) for 
s < b, one need give the initial function # only on [6, b + ~1; that is, one may 
essentially take 4 = 0 on (b + 7, CO). 
Let a < c < t < 6. At this point we assume that (T + r < t. We shall 
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later remove this restriction. Using integration by parts as in Section I we 
obtain 
40 ~(4 - ~(4 ~(4 = jt 44 dy(4 + j; /J“- 4s) ds~(a, 4 IY(~ da. (12) 0 D17 
We now consider the last term on the right in (12). As in Section 1, this 
may be written 
t t 
s Is 0 o-7 
4s) dsP(at 4/y(a) da 
which becomes, when one uses the unsymmetric Fubini type theorem, 
jt o-7 4s) d, j" ~(a, 4~(4 da- * 
Using the fact that u + T < t and p(a, s) = 0 for 01 < s, this term can be 
written 
Since for s in [u - T, u], the term 
is a constant function of s, the three integrals above are equal to 
j" 4s) 4 4 ~(4 da o-7 j'+ka, 
(I 
+ j'-' 44 d, j" I+, 4 y(a) da 
0 8 
+ ,I-, 4s) 4 j" ~(a, 4 ~(4 da. 
s 
Adding and subtracting the term 
(13) 
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to (13) we obtain 
.- it-’ x(s) d, it p(a, s)y(a) da 
‘0 . $ 
- 
i 
‘I_ 
T 
x(s) d, !‘y&, s) y(a) da 
which may be written 
+ St-’ x(s) 4 jt+‘p(s s) y(a) da: 
m J 
i- j” 
t--r 
4s) 4 jt+‘A~, 4~64 6 
s 
since for s in [u, t - T], the term 
I 
t+r 
f4% s) Y(“) da 
t 
in constant in s. 
Combining two of the terms in (14), one obtains 
(14) 
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Substituting (15) for the last term in (12) gives 
x(t) y(t) - ~(0) y(u) = jt x(s) dy(s) $- j_’ s(s) d, jtLTf+, s) y(x) da 
0 -0 s 
j’ 
t--T 
s(s) d, j’-’ ~(a, s) .~(a) da. 
t 
Now for s in [u, t] we have that 
is constant in s. Hence the second term on the right side of (16) may be written 
jt 44 4 j” ~(a, 4 ~(4 da. 
0 s 
Thus equation (16) may be written 
If y is a solution of (1 I), we obtain 
x(t) r(t) + j:-, 4s) 4 j:" ~(a, 4 y(a) da 
= 44Y(U> + j,, x(s) d, j”+‘f@, s)y(a) da. (17) D 
We have thus shown: If we define af(x, y) as 
at@> Y) = x(t) y(t) + j:-, 4s) 4 j:+ka> 4 ~(4 da, (18) 
then along solutions s and y of (10) and (11) we have 
%.(% Y> = Bt(x, Y> 
whenever u < t and u + T < t. 
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It is easy to see that if F(U) = F(t) for u and t arbitrary such that o C. t 
and 0 + ‘T < t, then F(C) = P’(t) for arbitrary CJ and t, o < t. This implies 
that F is a constant function. 
Hence, along solutions x and y of (10) and (I I), the function .%‘,(Cv, y) 
defined in (18) is a constant in t, a < t < b. 
We now have (17) holding for arbitrary u < t, u, t in [a, b]. We next fix t. 
We are interested in a representation for y(o) for arbitrary CJ < f. 
For any u < t, let X(CU, D) be a solution of (10) as a function of a for a _ ’ Q’, 
satisfying X(a, u) = 0 for a < a, X(u, u) = E. Then (17) gives 
x(t, 0) r(t) + jt 
t--7 
X(s, u) d, jtiT$+, 4 y(a) da 
t 
= X(0, 4Yb) + j:_, X(s, 0) 4 j”+ky, 4 ~(4 da. D 
This is the same as 
y(u) =~(4 u)y(t) + j;, X(s, 4 4 jFp(a, s)y(a) da. (19) 
From this one sees that knowing y on [t, t + T] and X(S, u) for each u < t is 
sufficient to find y(u) for u < t. 
As we have already seen, if Y(s, t) is a solution of (4), (this is actually 
the system (11) with Y(s, t) specified as Y(s, t) = 0 for s > t, Y(t, t) = E 
and Y(s, t) satisfying (11) as a function of s for s < t), then Y and the matrix 
function X in (19) are related by X(t, a) = Y(ol, t). Hence, (19) may be 
written 
y(u) = Vu, 9~44 + j;-, Vu, 4 4 j;‘Aa, 4~(4 da. (20) 
The formula (20) expressesy(u) for u < t as a function ofy(a), a E [t, t + ~1 
and the solution matrices Y(s, a), OL E [t - 7, t], of (11) with “initial functions” 
Q(s) = 0 for s > a, @(a) = E. 
Note that these results agree with the previous remarks about system (11) 
being written as 
for s < b, where one specifies Z/J on [ZJ, b + T] to obtain a solution y(s), s < b. 
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