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MOTIVIC DEGREE ZERO
DONALDSON–THOMAS INVARIANTS
KAI BEHREND, JIM BRYAN, AND BALA´ZS SZENDRO˝I
Abstract. Given a smooth complex threefold X , we define the
virtual motive [Hilbn(X)]vir of the Hilbert scheme of n points on
X . In the case whenX is Calabi–Yau, [Hilbn(X)]vir gives a motivic
refinement of the n-point degree zero Donaldson–Thomas invariant
of X . The key example is X = C3, where the Hilbert scheme can
be expressed as the critical locus of a regular function on a smooth
variety, and its virtual motive is defined in terms of the Denef–
Loeser motivic nearby fiber. A crucial technical result asserts that
if a function is equivariant with respect to a suitable torus action,
its motivic nearby fiber is simply given by the motivic class of a
general fiber. This allows us to compute the generating function
of the virtual motives [Hilbn(C3)]vir via a direct computation in-
volving the motivic class of the commuting variety. We then give
a formula for the generating function for arbitrary X as a mo-
tivic exponential, generalizing known results in lower dimensions.
The weight polynomial specialization leads to a product formula in
terms of deformed MacMahon functions, analogous to Go¨ttsche’s
formula for the Poincare´ polynomials of the Hilbert schemes of
points on surfaces.
Introduction
Let Z be a scheme of finite type over C. The virtual Euler character-
istic of Z is defined to be the topological Euler characteristic, weighted
by the integer-valued constructible function νZ introduced by the first
author [1]:
χvir(Z) =
∑
k∈Z
k χ
(
ν−1Z (k)
)
.
Unlike the ordinary Euler characteristic, the virtual Euler characteristic
is sensitive to singularities and scheme structure. A virtual motive of
Z is an element [Z]vir in a suitably augmented Grothendieck group of
varieties (the “ring of motivic weights ”, see §1.1 MC) such that
χ ([Z]vir) = χvir(Z).
In the context where Z is a moduli space of sheaves on a Calabi–Yau
threefold X , the virtual Euler characteristic χvir(Z) is a (numerical)
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Donaldson–Thomas invariant. In this setting, we say that [Z]vir is a
motivic Donaldson–Thomas invariant.
In this paper, we construct a natural virtual motive [Hilbn(X)]vir for
the Hilbert scheme of n points on a smooth threefold X . In the Cala-
bi–Yau case, the virtual Euler characteristics of the Hilbert schemes of
points are the degree zero Donaldson–Thomas invariants of X defined
in [26] and computed in [2, 23, 22] (cf. Remark 3.8). So we call our
virtual motives [Hilbn(X)]vir the motivic degree zero Donaldson–Tho-
mas invariants of X .
If f : M → C is a regular function on a smooth variety and
Z = {df = 0}
is its scheme theoretic degeneracy locus, then there is a natural virtual
motive (Definition 1.13) given by
[Z]vir = −L
− dimM
2 [ϕf ],
where [ϕf ] is the motivic vanishing cycle defined by Denef-Loeser [10,
24] and L is the Lefschetz motive. (This is similar to Kontsevich and
Soibelman’s approach to motivic Donaldson–Thomas invariants [21]).
The function f is often called a global Chern-Simons functional or
super-potential. This setting encompasses many useful cases such as
when Z is smooth (by letting (M, f) = (Z, 0)) and (less trivially) when
Z arises as a moduli space of representations of a quiver equipped
with a super-potential. The latter includes Hilbn(C3) which we show
is given as the degeneracy locus of an explicit function fn : Mn → C
on a smooth space Mn (see §2.2).
We prove (Theorem B.1, cf. Propositions 1.10, 1.12, and 1.11) that
if f : M → C is equivariant with respect to a torus action satisfying
certain properties, then the motivic vanishing cycle is simply given by
the class of the general fiber minus the class of the central fiber:
[ϕf ] = [f
−1(1)]− [f−1(0)].
This theorem should be applicable in a wide variety of quiver settings
and should make the computation of the virtual motives [Z]vir tractable
by quiver techniques.
Indeed, we apply this to compute the motivic degree zero Donald-
son–Thomas partition function
ZX(t) =
∞∑
n=0
[Hilbn(X)]vir t
n
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in the case when X is C3. Namely, it is given in Theorem 2.7 as
ZC3(t) =
∞∏
m=1
m−1∏
k=0
(
1− Lk+2−
m
2 tm
)−1
.
The virtual motive [Hilbn(C3)]vir that we construct via the super-
potential fn has good compatibility properties with respect to the
Hilbert-Chow morphism Hilbn(C3)→ Symn(C3). Consequently we are
able to use these virtual motives to define virtual motives [Hilbn(X)]vir
for the Hilbert scheme of any smooth threefold X (see §3.1). The now
standard technology [6, 15, 17, 13] allows us to express in Theorem 3.3
the motivic degree zero Donaldson–Thomas partition function of any
threefold X as a motivic exponential
ZX(−t) = Exp
(
[X ]
−L−
3
2 t
(1 + L
1
2 t)(1 + L−
1
2 t)
)
.
See §1.5 for the definition of Exp.
While the above formula only applies when dim(X) = 3, it fits
well with corresponding formulas for dim(X) < 3. In these cases, the
Hilbert schemes are smooth and thus have canonical virtual motives
which are easily expressed in terms of the ordinary classes [Hilbn(X)]
in the Grothendieck group. The resulting partition functions have been
computed for curves [17] and surfaces [15], and all these results can be
expressed (Corollary 3.4) in the single formula
ZX(T ) = Exp
(
T [X ]vir Exp
(
T [Pd−2]vir
) )
valid when d = dim(X) is 0, 1, 2, or 3. Here
[X ]vir = L
− d
2 [X ],
also1
T = (−1)dt,
and the class of a negative dimensional projective space is defined
by (3.3). In particular, [P−1]vir = 0 and [P
−2]vir = −1. There are some
indications that the above formula has significance for dimX > 3; see
Remarks 3.5 and 3.6.
The weight polynomial specialization of the class of a projective man-
ifold gives its Poincare´ polynomial. For example, if X is a smooth
1Note that the variable “t” has special meaning in the definition of “Exp”; in
particular, one cannot simply substitute t for T in the above equation for ZX .
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projective threefold, we get
W
(
[X ], q
1
2
)
=
6∑
d=0
bd q
d
2 ,
where bd is the degree d Betti number of X . Taking the weight polyno-
mial specialization of the virtual motives of the Hilbert schemes gives
a virtual version of the Poincare´ polynomials of the Hilbert schemes.
In Theorem 3.7 we apply weight polynomials to our formula for ZX(t)
to get
∞∑
n=0
W
(
[Hilbn(X)]vir, q
1
2
)
tn =
6∏
d=0
M d−3
2
(
−t,−q
1
2
)(−1)dbd
where Mδ is the q-deformed MacMahon function
Mδ
(
t, q
1
2
)
=
∞∏
m=1
m−1∏
k=0
(
1− qk+
1
2
−m
2
+δ tm
)−1
.
The above formula is the analog for threefolds of Go¨ttsche’s famous
product formula [14] for the Poincare´ polynomials of Hilbert schemes
on surfaces. Similar q-deformed MacMahon functions appear in the
refined topological vertex of Iqbal-Kozcaz-Vafa [18]. We discuss Mδ
further in Appendix A.
In addition to motivic Donaldson–Thomas invariants, one may con-
sider categorified Donaldson–Thomas invariants. Such a categorifica-
tion is a lift of the numerical Donaldson–Thomas invariant χvir(Z) to
an object [Z]cat in a category with a cohomological functor H
• such
that
χ(H•([Z]cat)) = χvir(Z).
We have partial results toward constructing categorified degree zero
Donaldson–Thomas invariants which we discuss in §3.4. See also the
recent work [20].
1. Motivic weights and vanishing cycles
All our varieties and maps are defined over the field C of complex
numbers.
1.1. The ring of motivic weights. Let K0(VarC) be the Z-module
generated by isomorphism classes of reduced C-varieties2, under the
2One can also consider the rings K0(SchC) and K0(SpC) generated by schemes
or algebraic spaces (of finite type) with the same relations. By [5, Lemma 2.12],
they are all the same. In particular, for X a scheme, its class in K0(VarC) is given
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scissor relation
[X ] = [Y ] + [X \ Y ] ∈ K0(VarC)
for Y ⊂ X a closed subvariety. K0(VarC) has a ring structure whose
product is the Cartesian product of varieties. The following two prop-
erties of the setup are well known.
(1) If f : X → S is a Zariski locally trivial fibration with fiber F ,
then
[X ] = [S] · [F ] ∈ K0(VarC).
(2) If f : X → Y is a bijective morphism, then
[X ] = [Y ] ∈ K0(VarC).
Let
L = [A1] ∈ K0(VarC)
be the class of the affine line. We define the ring of motivic weights
(or motivic ring for short) to be
MC = K0(VarC)[L
− 1
2 ].
We set up notation for some elements of MC that we will use later.
Let
[n]L! = (L
n − 1)(Ln−1 − 1) · · · (L− 1)
and let [
n
k
]
L
=
[n]L!
[n− k]L![k]L!
.
Using property (1) above, elementary arguments show that
[GLn] = L
(n2)[n]L!
Then using the elementary identity
(
n
2
)
−
(
k
2
)
−
(
n−k
2
)
= (n − k)k, the
class of the Grassmanian is easily derived:
[Gr(k, n)] =
[
n
k
]
L
.
For later reference, we recall the computation of the motivic weight of
the stack of pairs of commuting matrices. Let Vn be an n-dimensional
vector space, and let
Cn ⊂ Hom(Vn, Vn)
×2
by [Xred], the class of the associated reduced scheme. We will implicitly use this
identification throughout the paper without further comment.
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denote the (reduced) variety of pairs of commuting n×n matrices over
the complex numbers. Let
(1.1) c˜n =
[Cn]
[GLn]
∈MC[(1− L
n)−1 : n ≥ 1]
be its class, renormalized by taking account of the global symmetry
group GLn. Consider the generating series
(1.2) C(t) =
∑
n≥0
c˜nt
n.
Proposition 1.1. We have
(1.3) C(t) =
∞∏
m=1
∞∏
j=0
(1− L1−jtm)−1.
Proof. The main result of the paper of Feit and Fine [12] is the analo-
gous formula
C(t, q) =
∞∏
m=1
∞∏
j=0
(1− q1−jtm)−1
for the generating series of the number of pairs of commuting matrices
over the finite field Fq, renormalized as above. Feit and Fine’s method
is motivic; in essence they provide an affine paving of Cn. For details,
see [27]. 
Remark 1.2. In (1.2), the coefficient c˜n of t
n in C(t) is in the ring
MC[(1 − L
n)−1 : n ≥ 1]. In (1.3), the coefficients are the Laurent ex-
pansions in L of these elements.
The following result is now standard [15, Lemma 4.4].
Lemma 1.3. Let Z be a variety with the free action of a finite group G.
Extend the action of G to Z × An using a linear action of G on the
second factor. Then the motivic weights of the quotients are related by
[(Z × An)/G] = Ln[Z/G] ∈MC.
Proof. Let π : (Z × An)/G → Z/G be the projection. By assumption,
π is e´tale locally trivial with fiber An, and with linear transition maps.
Thus it is an e´tale vector bundle on Z/G. But then by Hilbert’s The-
orem 90, it is Zariski locally trivial. 
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1.2. Homomorphisms from the ring of motivic weights. The
ring of motivic weights admits a number of well-known ring homo-
morphisms. Deligne’s mixed Hodge structure on compactly supported
cohomology of a variety X gives rise to the E-polynomial homomor-
phism
E : K0(VarC)→ Z[x, y]
defined on generators by
E([X ]; x, y) =
∑
p,q
xpyq
∑
i
(−1)i dimHp,q(H ic(X,Q)).
This extends to a ring homomorphism
E : MC → Z[x, y, (xy)
− 1
2 ]
by defining
E(Ln) = (xy)n
for half-integers n.
The weight polynomial homomorphism
W : MC → Z[q
± 1
2 ],
is defined by the specialization
x = y = −q
1
2 , (xy)
1
2 = q
1
2 .
This maps L to q, and encodes the dimensions of the graded quotients of
the compactly supported cohomology of X under the weight filtration,
disregarding the Hodge filtration. For smooth projectiveX ,W ([X ]; q
1
2 )
is simply the Poincare´ polynomial of X . Specializing further,
χ([X ]) =W ([X ]; q
1
2 = −1)
defines the map
χ : MC → Z
of compactly supported Euler characteristic; this agrees with the ordi-
nary Euler characteristic.
1.3. Relative motivic weights. Given a reduced (but not neces-
sarily irreducible) variety S, let K0(VarS) be the Z-module gener-
ated by isomorphism classes of (reduced) S-varieties, under the scis-
sor relation for S-varieties, and ring structure whose multiplication
is given by fiber product over S. Elements of this ring will be de-
noted [X ]S. A morphism f : S → T induces a ring homomorphism
f ∗ : K0(VarT ) → K0(VarS) given by fiber product. In particular,
K0(VarS) is always a K0(VarC)-module. Thus we can let
MS = K0(VarS)[L
− 1
2 ],
8 KAI BEHREND, JIM BRYAN, AND BALA´ZS SZENDRO˝I
anMC-module. A morphism f : S → T induces a ring homomorphism
f ∗ : MT →MS by pullback, as well as a direct image homomorphism
f! : MS →MT by composition, the latter a map of MT -modules.
In the relative case, the E-polynomial, weight polynomial and Euler
characteristic specializations map to the K-group of variations of mixed
Hodge structures (or mixed Hodge modules), the K-group of mixed
sheaves, and the space of constructible functions, respectively.
1.4. Equivariant motivic weights. Let G be a finite group. An
action of G on a variety X is said to be good, if every point of X is
contained in an affine G-invariant open subset; all actions in this paper
are going to be good.
We will have occasion to use two versions of equivariant rings of
motivic weights. For a fixed variety S with G-action, let K˜G0 (VarS)
be the K-group generated by G-varieties over S, modulo the G-scissor
relation. Let alsoKG0 (VarS) be the quotient of K˜
G
0 (VarS) by the further
relations
(1.4) [V,G] = [Cr × S]
where V → S is any G−equivariant vector bundle over S of rank r and
Cr× S is the trivial rank r bundle with trivial G-action. The affine S-
line A1 × S inherits a G-action and so defines elements L ∈ K˜G0 (VarS)
and L ∈ KG0 (VarS); we let M˜
G
S and M
G
S be the corresponding exten-
sions by L−
1
2 .
If the G-action on S is trivial, then product makes MGS and M˜
G
S
into MS-algebras. In this case, there is a map of MS-modules
(1.5) πG : M˜
G
S →MS
given on generators by taking the orbit space. This operation is clearly
compatible with the module operations and scissor relation. In general,
this map does not respect the relations (1.4), so it does not descend to
MGS .
As a variant of this construction, let µˆ = lim← µn be the group of
roots of unity. A good µˆ-action on a variety X is one where µˆ acts via
a finite quotient and that action is good. Let MµˆS = K
µˆ
0 (VarS)[L
− 1
2 ]
be the corresponding K-group, incorporating the relations (1.4). The
additive group MµˆS can be endowed with an associative operation ⋆
using convolution involving the classes of Fermat curves [8, 24, 20]. This
product agrees with the ordinary (direct) product on the subalgebra
MS ⊂M
µˆ
S of classes with trivial µˆ-action, but not in general.
We will need the following statement below.
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Lemma 1.4. Let A ∈ MC be a general class, n a positive integer.
Then the class An ∈ MC can be given a structure of a class in M˜
Sn
C ,
the ring of Sn-equivariant motivic weights.
Proof. Up to powers of L±
1
2 , we can write A = B − C where B,C are
classes represented by actual varieties. Then by the binomial theorem,
An =
n∑
i=0
(−1)iXi,
where Xi is the variety which consists of
(
n
i
)
disjoint copies of the
variety Bn−iC i. We claim that all these varieties Xi carry geometric
Sn-actions. Label the B’s and C’s in the expansion of (B − C)
n with
the labels 1, . . . , n, depending on which bracket they come from. Then
every term will carry exactly one instance of each label. The group Sn
acts by interchanging the labels, and does not change the number of
B’s and C’s in a monomial. Thus each element of Sn defines a map
Xi → Xi, i.e. a geometric automorphism of Xi. 
1.5. Power structure on the ring of motivic weights. Recall that
a power structure on a ring R is a map
(1 + tR[[t]])× R→ 1 + tR[[t]]
(A(t), m) 7→ A(t)m
satisfying A(t)0 = 1, A(t)1 = A(t), A(t)m+n = A(t)mA(t)n, A(t)mn =
(A(t)m)n, A(t)mB(t)m = (A(t)B(t))m, as well as (1 + t)m = 1 +mt +
O(t2).
Theorem 1.5 (Gusein-Zade et al [16], cf. Getzler [13]). There exists
a power structure on the Grothendieck ring K0(VarC), defined uniquely
by the property that for a variety X,
(1− t)−[X] =
∞∑
n=0
[SymnX ]tn
is the generating function of symmetric products of X, its motivic zeta
function.
Since we will need it below, we recall the definition. Let A(t) =
1+
∑
i≥1Ait
i be a series with Ai ∈ K0(VarC). Then for [X ] ∈ K0(VarC)
a class represented by a variety X , the definition of [16] reads
(1.6) A(t)[X] = 1 +
∑
α
πGα
[(∏
i
Xαi \∆
)
·
(∏
i
Aαii
)]
t|α|.
10 KAI BEHREND, JIM BRYAN, AND BALA´ZS SZENDRO˝I
Here the summation runs over all partitions α; for a partition α, write
αi for the number of parts of size i, and let Gα =
∏
i Sαi denote the
standard product of symmetric groups. ∆ denotes the big diagonal in
any product of copies of the variety X . By Lemma 1.4, the product
(
∏
iX
αi \∆)×
∏
iA
αi
i can be represented by a class in K
Gα
0 (VarC), and
the map πGα is the quotient map (1.5).
Note that if we replace the coefficients Ai by L
ciAi for positive in-
tegers ci, then by Lemma 1.3 above, the individual terms in the sum
change as
πGα
[(∏
i
Xαi \∆
)
×
∏
i
(LciAi)
αi
]
=
= L
∑
i ciαiπGα
[(∏
i
Xαi \∆
)
×
∏
i
Aαii
]
,
since the action of Gα on the L
∑
i ciαi factor comes from a product of
permutation actions and is hence linear. We thus get the substitution
rule
A(Lct)[X] = A(t)[X]
∣∣∣
t7→Lct
for positive integer c. We extend the definition (1.6) to allow coefficients
Ai which are from MC, by the formula
πGα
[(∏
i
Xαi \∆
)
×
∏
i
((−L
1
2 )ciAi)
αi
]
=
= (−L
1
2 )
∑
i ciαiπGα
[(∏
i
Xαi \∆
)
×
∏
i
Aαii
]
for integers ci (see Remark 1.7 for the reason for the appearance of
signs here). This implies the substitution rule
A
(
(−L
1
2 )nt
)[X]
= A(t)[X]
∣∣∣
t7→(−L
1
2 )nt
for integers n. We also extend the power structure to exponents from
the ring MC by defining
(1− t)
−
(
−L
1
2
)n
[X]
=
(
1−
(
−L
1
2
)n
t
)−[X]
for all n ∈ Z; as in Theorem 1.5, this determines a unique extension of
the power structure.
Finally, still following [16, 13], introduce the map
Exp: tMC[[t]]→ 1 + tMC[[t]]
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by
Exp
∞∑
n=1
[An]t
n =
∏
n≥1
(1− tn)−[An].
Note that the variable t plays a special role here.
Note that the above equations imply the following substitution rule:
(1.7) Exp(A(t))|
t7→
(
−L
1
2
)n
t
= Exp
(
A
((
−L
1
2
)n
t
))
.
Example 1.6. It is easy to check that the generating series C(t) of the
motivic weight of pairs of commuting matrices (1.3) can be written as
a motivic exponential (cf. [20, Prop. 7]):
C(t) = Exp
(
L2
L− 1
t
1− t
)
.
Remark 1.7. The existence a power structure on K0(VarC) is closely
related to the fact that K0(VarC) has the structure of a pre-λ-ring
where the operations σn are characterized by σn(X) = [Sym
n(X)] (see
[13]). In order to extend the power structure to MC so that the Euler
characteristic homomorphism respects the power structure, we must
have3 σn
(
−L
1
2
)
=
(
−L
1
2
)n
which explains the signs in the formulae
above.
1.6. Motivic nearby and vanishing cycles. Let
f : X → C
be a regular function on a smooth variety X , and let X0 = f
−1(0) be
the central fiber.
Using arc spaces, Denef and Loeser [10, § 3],[24, § 5] define [ψf ]X0 ∈
MµˆX0, the relative motivic nearby cycle of f . Using motivic integration,
Denef–Loeser give an explicit formula for [ψf ] in terms of an embedded
resolution of f . We give this formula in detail in Appendix B.
Let
[ϕf ]X0 = [ψf ]X0 − [X0]X0 ∈M
µˆ
X0
be the relative motivic vanishing cycle of f . It follows directly from the
definitions that over the smooth locus of the central fiber, the classes
[ψf ]X0 and [X0]X0 coincide, so the motivic difference [ϕf ]X0 is a relative
class [ϕf ]Sing(X0) over the singular locus of X0. The latter is exactly
the degeneracy locus Z ⊂ X , the subscheme of X0 corresponding to
the subscheme given by the equations {df = 0}. We will denote by
3We thank Sven Meinhardt for calling our attention to this sign issue.
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[ψf ], [ϕf ] ∈ M
µˆ
C the absolute motivic nearby and vanishing cycles, the
images of the relative classes under pushforward to the point.
We next recall the motivic Thom–Sebastiani theorem. Given two
regular functions f : X → C and g : Y → C on smooth varieties X, Y ,
define the function f ⊕ g : X × Y → C by
(f ⊕ g)(x, y) = f(x) + g(y).
Theorem 1.8. (Denef–Loeser [9], Looijenga [24]) Let f, g be non-
constant regular functions on smooth varieties X, Y , and let X0, Y0
be their zero fibers. Let
i : X0 × Y0 → (X × Y )0
denote the natural inclusion into the zero fiber of f ⊕ g. Then
i∗[−ϕf⊕g]X0×Y0 = p
∗
X [−ϕf ]X0 ⋆ p
∗
Y [−ϕg]Y0 ∈M
µˆ
X0×Y0
where pX , pY are the projections from X0 × Y0 to the two factors.
Remark 1.9. Consider the functions f(x) = x2 and g(y) = y2. Re-
stricting to the origins in C and C2, Theorem 1.8 reads
(−ϕx2) ⋆ (−ϕy2) = −ϕx2+y2 ∈M
µˆ
C.
Direct computation (using for example (B.1)) yields
−ϕx2+y2 = L −ϕx2 = −ϕy2 = 1− [2pt, µ2]
where [2pt, µ2] is the space of 2 points, with the µ2-action which swaps
the points. We see that rather than adjoining L
1
2 formally to MµˆC, we
could have taken
(1.8) L
1
2 = 1− [2pt, µ2]
(cf. [21, Remark 19]). Indeed, imposing the above equation as a re-
lation in MµˆC has some desirable consequences such as making the
relative virtual motive of a smooth variety canonical at each point; see
Remark 1.14.4
1.7. Torus-equivariant families. We wish to study regular functions
f : X → C on smooth varieties X with the following equivariance
property5. We assume there exists an action of a connected complex
torus T on X such that f is T -equivariant with respect to a primitive
character χ : T → C∗. That is, for all t ∈ T and x ∈ X , we have
f(tx) = χ(t)f(x).
4We thank Sheldon Katz for discussions on this issue.
5We thank Patrick Brosnan and Jo¨rg Schu¨rmann for very helpful correspondence
on this subject.
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Assuming the existence of such a T -action, the family defined by f
is trivial away from the central fiber. Indeed, since χ is primitive, there
exists a 1-parameter subgroup C∗ ⊂ T such that χ is an isomorphism
restricted to C∗. Let X1 = f
−1(1), then the map X1 × C
∗ → X −X0
given by (x, λ) 7→ λ · x has inverse
x 7→
(
1
f(x)
· x, f(x)
)
and thus defines an isomorphism X1 × C
∗ ∼= X −X0.
Proposition 1.10. Assume that the regular function f : X → C on
a smooth variety X has a T -action as above, and assume that f is
proper. Then the absolute motivic vanishing cycle [ϕf ] of f lies in
the subring MC ⊂ M
µˆ
C. Moreover, this class can be computed as the
motivic difference
[ϕf ] = [X1]− [X0] ∈MC
of the general and central fibers of f .
Proof. Using the trivialization of the family discussed above, there is a
diagram
X ✲ X1 × C
C
p
✛
f ✲
with the birational map being an isomorphism over C∗; here Xt denotes
the fiber of f over t ∈ C, and p denotes the projection to the second
factor.
The fiber product W of f and p is proper over C. Let Z¯ be the
irreducible component of the closure of the graph Γg which maps dom-
inantly to C; Z¯ is proper over the fiber product W so proper and
birational over X and X1 × C. Let Z be a desingularization of Z¯. We
get a diagram
Z
X ✲
g
✛
X1 × C
h
✲
C
p
✛
f ✲
with g, h proper maps.
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Denote the composite f ◦ g = p2 ◦ h by k. On the central fibers, we
get a diagram
Z0
X0
g0
✛
X1
h0
✲
{0}
p0✛f0
✲
since the central fiber of the family p is X1; of course the central fibers
are no longer birational necessarily.
By [4, Rem 2.7], for the motivic relative nearby cycles,
[ψf ]X0 = g0![ψk]Z0 ∈M
µˆ
X0
,
and
[ψp]X1 = h0![ψk]Z0 ∈M
µˆ
X1
.
Thus, the absolute motivic nearby cycle of f is given by
[ψf ] = f0!g0![ψk]Z0 = k0![ψk]Z0 = p0![ψp]X1 ∈M
µˆ
C.
But p is an algebraically trivial proper family over C, so its motivic
nearby cycle is the class of its central fiber with trivial monodromy. So
the absolute motivic nearby cycle of f is
[ψf ] = p0![X1]X1 = [X1] ∈MC ⊂M
µˆ
C.
Finally by definition,
[ϕf ] = [ψf ]− [X0],
with X0 carrying the trivial µˆ-action. The proof is complete. 
In our examples, our f will not be proper. To weaken this assump-
tion, we say that an action of C∗ on a variety V is circle compact, if the
fixed point set V C
∗
is compact and moreover, for all v ∈ V , the limit
limλ→0 λ · y exists. We use the following variant of Proposition 1.10.
Proposition 1.11. Let f : X → C be a regular function on a smooth
quasi-projective complex variety. Suppose that T is a connected complex
torus with a linearized action on X such that f is T -equivariant with
respect to a primitive character χ, i.e. f(tx) = χ(t)f(x) for all t ∈ T
x ∈ X. Moreover, suppose that there exists C∗ ⊂ T such that the
induced C∗-action on X is circle compact. Then the absolute motivic
vanishing cycle [ϕf ] of f lies in the subring MC ⊂ M
µˆ
C, and it can be
expressed as the motivic difference
[ϕf ] = [X1]− [X0] ∈MC
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of the general and central fibers of f .
We do not have a conceptual proof of this Proposition as we did
for Proposition 1.10. Instead, in Appendix B, we prove this directly
using Denef and Loeser’s motivic integration formula for [ϕf ]. The key
point is that the circle compact C∗-action gives rise to a Bia lynicki-
Birula stratification of X . The conditions that X is quasi-projective
and the T -action is linear can probably weakened; they are added for
convenience in the proof and because they should hold in most cases
of interest. The condition that the fixed point set of the C∗-action is
compact can be dropped; we only use the existence of λ→ 0 limits.
We will also use the following enhancement of the proposition.
Proposition 1.12. Let f : X → C be a T -equivariant regular function
satisfying the assumptions of Proposition 1.11. Let Z = {df = 0} be
the degeneracy locus of f and let Zaff ⊂ Xaff be the affinizations of Z
and X. Suppose that X0 = f
−1(0) is reduced. Then [ϕf ]Zaff , the motivic
vanishing cycle of f relative to Zaff, lies in the subring MZaff ⊂M
µˆ
Zaff
.
This result will also be proved in Appendix B.
1.8. The virtual motive of a degeneracy locus.
Definition 1.13. Let f : X → C be a regular function on a smooth
variety X , and let
Z = {df = 0} ⊂ X
be its degeneracy locus. We define the relative virtual motive of Z to
be
[Z]relvir = −L
− dimX
2 [ϕf ]Z ∈ M
µˆ
Z ,
and the absolute virtual motive of Z to be
[Z]vir = −L
− dimX
2 [ϕf ] ∈M
µˆ
C,
the pushforward of the relative virtual motive [Z]relvir to the absolute
motivic ring MµˆC.
Remark 1.14. As a degenerate but important example, consider f =
0. Then we have X0 = X and [ψf ]X0 = 0, so the virtual motives of a
smooth variety X with f = 0 are given by
(1.9) [X ]relvir = L
− dimX
2 [X ]X ∈ MX ⊂M
µˆ
X
and
(1.10) [X ]vir = L
− dimX
2 [X ] ∈MC ⊂M
µˆ
C.
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If one imposes (1.8) as a relation in MµˆC, then it is not hard to show
that whenever Z is smooth, [Z]relvir agrees with equation (1.9) at each
point, that is for each P ∈ Z, [Z]relvir|P = L
− dimZ
2 .
Proposition 1.15.
(1) At a point P ∈ Z, the fiberwise Euler characteristic of the rela-
tive virtual motive [Z]relvir ∈M
µˆ
Z, evaluated at the specialization
L
1
2 = −1, is equal to the value at P ∈ Z of the constructible
function νZ of [1].
(2) The Euler characteristic of the absolute virtual motive [Z]vir ∈
MµˆC is the virtual Euler characteristic χvir(Z) ∈ Z of [1]:
χ([Z]vir) = χvir(X) =
∑
k∈Z
k χ
(
ν−1Z (k)
)
.
Proof. By [1, Eq (4)], for Z = {df = 0} ⊂ X , the value of the func-
tion νZ at the point P is
νZ(P ) = (−1)
dimX(1− χ(FP )),
where FP is the Milnor fiber of f at P . On the other hand, the point-
wise Euler characteristic of [ϕf ] at P is the Euler characteristic of the
reduced cohomology of the Milnor fiber FP [10, Thm. 3.5.5], equal to
χ(FP ) − 1. The factor −L
dimX/2 at L
1
2 = −1 contributes the factor
−(−1)dimX . This proves (1). (2) clearly follows from (1). 
Remark 1.16. If Z = {df = 0} is a moduli space of sheaves on a Cala-
bi–Yau threefold, then the associated Donaldson–Thomas invariant is
given by χvir(Z). So by the above proposition, [Z]vir is a motivic refine-
ment of the Donaldson–Thomas invariant and hence can be regarded as
a motivic Donaldson–Thomas invariant. The function f in this context
is called a global Chern-Simons functional or a super-potential.
Remark 1.17. Unlike the ordinary motivic class of Z, the virtual mo-
tive is sensitive to both the singularities and the scheme structure of Z
since in particular, the constructible function νZ is. However, unlike
the function νZ , we expect the virtual motive of Z to depend on its pre-
sentation as a degeneracy locus Z = {df = 0} and not just its scheme
structure. We will not include the pair (X, f) in the notation but it will
be assumed that whenever we write [Z]vir, it is to be understood with
a particular choice of (X, f). When Z is smooth, a canonical choice is
provided by (X, f) = (Z, 0).
Remark 1.18. Let us comment on our use of the term virtual, which
has acquired two different meanings in closely related subjects. On
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the one hand, there are what are sometimes called virtual invariants,
invariants of spaces which are additive under the scissor relation; these
invariants are generally called motivic in this paper. Examples include
the virtual Hodge polynomial and the virtual Poincare´ polynomial, for
which we use the terms E-polynomial and weight polynomial. On the
other hand, there is the philosophy of virtual smoothness and the tech-
nology of virtual cycles for spaces such as Hilbert schemes of a threefold,
which have excess dimension compared to what one would expect from
deformation-obstruction theory. We use the term virtual exclusively in
this second sense in this paper.
2. The Hilbert scheme of points on C3
2.1. Generalities on Hilbert schemes of points. For a smooth and
quasi-projective variety X of dimension d, let
Symn(X) = Xn/Sn
denote the n-th symmetric product of X . For a partition α of n, let
Symnα(X) ⊂ Sym
n(X)
denote the locally closed subset of Symn(X) of n-tuples of points with
multiplicities given by α. This gives a stratification
Symn(X) =
∐
α⊢n
Symnα(X).
Assume that the number of parts in α is n(α) and that α contains αi
parts of length i. Let Gα =
∏
i Sαi be the corresponding product of
symmetric groups. Then there exists an open set Tα ⊂ X
n(α) such that
Symnα(X) = Tα/Gα
is a free quotient.
There is a similar story for the Hilbert scheme. The Hilbert scheme
Hilbn(X) is stratified
Hilbn(X) =
∐
α⊢n
Hilbnα(X)
into locally closed strata Hilbnα(X), the preimages of Sym
n
α(X) under
the Hilbert–Chow morphism. On the deepest stratum with only one
part,
Hilbn(n)(X)→ Sym
n
(n)(X)
∼= X
is a known to be a Zariski locally trivial fibration with fiber Hilbn(Cd)0,
the punctual Hilbert scheme of affine d-space at the origin; see e.g. [2,
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Corollary 4.9]. For affine space, we have a product
Hilbn(n)(C
d) ∼= Cd × Hilbn(Cd)0.
For an arbitrary partition α, by e.g. [2, Lemma 4.10],
Hilbnα(X) = Vα/Gα
is a free quotient, with
Vα =
∏
i
(
Hilbi(i)(X)
)αi
\ ∆˜,
where ∆˜ denotes the locus of clusters with intersecting support. The
product of Hilbert–Chow morphisms gives a map
Vα →
∏
i
Xαi \∆,
where as before, ∆ is the big diagonal in a product of copies of X . This
map is a Zariski locally trivial fibration with fiber
∏
i(Hilb
i(Cd)0)
αi .
2.2. The Hilbert scheme of C3 as critical locus. Let T be the
three-dimensional space of linear functions on C3, so that
C3 = Spec Sym• T.
Fix an isomorphism vol : ∧3T ∼= C; this corresponds to choosing a holo-
morphic volume form (Calabi–Yau form) on C3. We start by recalling
the description of the Hilbert scheme as a degeneracy locus from [34,
Proof of Thm. 1.3.1].
Proposition 2.1. The pair (T, vol) defines an embedding of the Hilbert
scheme Hilbn(C3) into a smooth quasi-projective variety Mn, which in
turn is equipped with a regular function fn : Mn → C, such that
(2.1) Hilbn(C3) = {dfn = 0} ⊂Mn
is the scheme-theoretic degeneracy locus of the function fn on Mn.
Proof. A point [Z] ∈ Hilbn(C3) corresponds to an embedded 0-dimen-
sional subscheme Z →֒ C3 of length n, in other words to a quotient
OC3 → OZ with H
0(OZ) of dimension n. Fixing an n-dimensional
complex vector space Vn, the data defining a cluster consists of a linear
map T ⊗ Vn → Vn, subject to the condition that the induced action
of the tensor algebra of T factors through an action of the symmetric
algebra Sym• T , and a vector 1 ∈ Vn which generates Vn under the
action.
Let
Un ⊂ Hom(T ⊗ Vn, Vn)× Vn
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denote the space of maps with cyclic vector, the open subset where
the linear span of all vectors obtained by repeated applications of the
endomorphisms to the chosen vector v ∈ Vn is the whole Vn.
Let χ : GL(Vn) → C
∗ be the character given by χ(g) = det(g). As
proved in [34, Lemma 1.2.1], the open subset Un is precisely the subset
of stable points for the action of GL(Vn) linearized by χ. In particular,
the action of GL(Vn) on Un is free, and the quotient
Mn = Hom(T ⊗ Vn, Vn)× Vn//χGL(Vn) = Un/GL(Vn)
is a smooth quasi-projective GIT quotient.
Finally consider the map
ϕ 7→ Tr
(
∧3ϕ
)
,
where ∧3ϕ :
∧3 T × Vn → Vn and we use the isomorphism vol before
taking the trace on Vn. It is clear that this map descends to a regular
map fn : Mn → C. The equations {dfn = 0} are just the equations
which say that the action factors through the symmetric algebra; this
is easy to see from the explicit description of Remark 2.2 below. Finally,
as proved by [29] (in dimension 2, but the proof generalizes), the scheme
cut out by these equations is precisely the moduli scheme representing
the functor of n points on C3. Thus, as a scheme,
Hilbn(C3) = {dfn = 0} ⊂Mn.

Remark 2.2. Fixing a basis of Vn, the commutative algebra C[x, y, z]
acts on Vn by a triple of matrices A,B,C. The variety Mn is the space
of triples with generating vector, where the matrices do not necessarily
commute, modulo the action of GL(Vn). The map fn on triples of
matrices is given by
(A,B,C) 7→ Tr[A,B]C.
Written explicitly in terms of the matrix entries,
Tr[A,B]C =
∑
i,k
∑
j
(AijBjk − BijAjk)Cki,
and so
∂CkiTr[A,B]C =
∑
j
(AijBjk − BijAjk) = 0
for all i, k indeed means that A and B commute.
Remark 2.3. This description of Hilbn(C3) can also be written in the
language of quivers. Consider the quiver consisting of two nodes, with a
single arrow from the first node to the second (corresponding to v) and
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three additional loops on the second node (corresponding to A, B, and
C), with relations coming from the super-potentialW = A[B,C]. Then
the spaceMn can be identified with stable representations of this bound
quiver, with dimension vector (1, n), and specific choice of stability
parameter which matches the GIT stability condition described above.
2.3. Some properties of the family.
Lemma 2.4. There exists a linearized T = (C∗)3-action on Mn such
that fn : Mn → C is equivariant with respect to the primitive character
χ : T → C∗ given by χ(t1, t2, t3) = t1t2t3. Moreover, the action of the
diagonal 1-parameter subgroup is circle compact.
Proof. In the notation of Remark 2.2, consider the T -action
(t1, t2, t3) ◦ (A,B,C, v) = (t1A, t2B, t3C, t1t2t3v)
on the space
Un ⊂ Hom(Vn, Vn)
×3 × Vn
of maps with cyclic vector. The map (A,B,C, v) 7→ Tr[A,B]C is T -
equivariant with respect to the character χ(t1, t2, t3) = t1t2t3. More-
over, the T -action on Un commutes with the GL(Vn)-action acting
freely on Un, so descends to the quotient Mn. The T -action on Un lifts
to the linearization and hence defines a linearized action of T on Mn.
Consider C∗-action on Hom(Vn, Vn)
×3 × Vn induced by the diagonal
subgroup in T . Let
M0n = Hom(Vn, Vn)
×3 × Vn//0GL(Vn)
be the affine quotient, the GIT quotient at zero stability. Then by
general GIT, there is a natural proper map πn : Mn → M
0
n, which is
C∗-equivariant. On the other hand, it is clear that the only C∗-fixed
point in M0n is the image of the origin in Hom(Vn, Vn)
×3 × Vn, and
all C∗-orbits in M0n have this point in their closure as λ → 0. By the
properness of πn, the C
∗-fixed points inMn form a complete subvariety,
and all limits as λ → 0 exist. Thus the diagonal C∗-action on Mn is
circle compact. 
The function fn :Mn → C is not proper, so we cannot apply Propo-
sition 1.10, but as a corollary to the above lemma, we may apply Propo-
sition 1.11 instead.
Corollary 2.5. For each n, the absolute motivic vanishing cycle of the
family fn : Mn → C can be computed as the motivic difference
[ϕfn] = [f
−1
n (1)]− [f
−1
n (0)] ∈MC ⊂M
µˆ
C.
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2.4. The virtual motive of the Hilbert scheme. As a consequence
of Proposition 2.1, the singular space Hilbn(C3) acquires relative and
absolute virtual motives [Hilbn(C3)]relvir and [Hilb
n(C3)]vir. Let us
stress that, a priori, these classes depend on the chosen linear Cala-
bi–Yau structure on C3.
Define the motivic Donaldson–Thomas partition function of C3 to
be
ZC3(t) =
∞∑
n=0
[Hilbn(C3)]vir t
n ∈MC[[t]].
By Proposition 1.15,
W
(
[Hilbn(C3)]vir, q
1
2 = −1
)
∈ Z
is the Donaldson–Thomas invariant, the signed number of 3-dimensio-
nal partitions of n. Hence the Euler characteristic specialization
χZC3(t) = M(−t)
is the signed MacMahon function.
Using the stratification
Hilbn(C3) =
∐
α⊢n
Hilbnα(C
3),
the relative virtual motive
[Hilbn(C3)]relvir ∈M
µˆ
Hilbn(C3)
can be restricted to define the relative virtual motives
[Hilbnα(C
3)]relvir ∈M
µˆ
Hilbnα(C
3)
for the strata. We additionally define the relative virtual motive of the
punctual Hilbert scheme
[Hilbn(C3)0]relvir ∈M
µˆ
Hilbn(C3)0
by restricting [Hilbn(n)(C
3)]relvir to
{0} × Hilbn(C3)0 ⊂ C
3 × Hilbn(C3)0 ∼= Hilb
n
(n)(C
3).
Associated to each relative virtual motive, we have the absolute motives
[Hilbnα(C
3)]vir , [Hilb
n(C3)0]vir ∈M
µˆ
C,
and the absolute motives satisfy
[Hilbn(C3)]vir =
∑
α⊢n
[Hilbnα(C
3)]vir.
We now collect some properties of these virtual motives.
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Proposition 2.6. (1) The absolute virtual motives [Hilbnα(C
3)]vir
and [Hilbn(C3)0]vir live in the subring MC ⊂M
µˆ
C.
(2) On the closed stratum,
[Hilbn(n)(C
3)]vir = L
3 · [Hilbn(C3)0]vir ∈ MC.
(3) More generally, for a general stratum,
[Hilbnα(C
3)]vir = πGα
([∏
i
(C3)αi \∆
]
·
∏
i
[
Hilbi(C3)αi0
]
vir
)
,
where πGα denotes the quotient map (1.5).
Proof. We start by proving (1) and (2) together. On the one hand,
consider the closed stratum
Hilbn(n)(C
3) ∼= C3 ×Hilbn(C3)0,
with projections pi to the factors. By the invariance of the construction
under the translation action of C3 on itself, the relative virtual motive
is
[Hilbn(n)(C
3)]relvir = p
∗
2[Hilb
n(C3)0]relvir.
Taking absolute motives,
(2.2) [Hilbn(n)(C
3)]vir = L
3 · [Hilbn(C3)0]vir,
with both sides living a priori in MµˆC.
On the other hand, as it is well known, the affinization of the Hilbert
scheme Hilbn(C3) is the symmetric product. The conditions of Propo-
sition 1.12, hold, since the cubic hypersurface given by the function fn
is reduced. Applying Proposition 1.12, we see that the relative virtual
motives on the strata of the Hilbert scheme have trivial µˆ-action over
the corresponding strata in the symmetric product. Hence the absolute
motives [Hilbnα(C
3)]vir also carry trivial µˆ-action. The same statement
for the punctual Hilbert scheme then follows from (2.2), with (2.2)
holding in fact in MC.
To prove (3), consider the diagram
Vα ⊂ ✲ Wα ⊂ ✲
∏
i
Hilbi(C3)αi
Hilbnα(C
3)
❄
⊂ ✲ Uα
❄
⊂ ✲ Hilbn(C3)
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from [2, Lemma 4.10]. Here Wα is the locus of points in the product∏
iHilb
i(C3)αi which parametrizes subschemes with disjoint support.
The first vertical map is Galois whereas the second one is e´tale. The
first inclusion in each row is closed whereas the second one is open.
Consider the construction of the Hilbert scheme, as a space of com-
muting matrices with cyclic vector, in a neighborhood of Uα in the
space of matrices. Pulling back to the cover Vα, we see that a point of
Vα is represented by tuples of commuting matrices Xj , Yj, Zj acting on
some linear spaces Vj , with generating vectors vj . The covering map
is simply obtained by direct sum: V = ⊕Vj acted on by X = ⊕Xj
and Y , Z defined similarly. The vector v = ⊕vj is cyclic for X, Y, Z
exactly because the eigenvalues of the Xj, Yj, Zj do not all coincide for
different j; this is the disjoint support property of points of Vα.
On the other hand, clearly
TrX [Y, Z] =
∑
j
TrXj [Yj, Zj]
for block-diagonal matrices. Thus, the Thom–Sebastiani Theorem 1.8
implies that the pullback relative motive
q∗α[Hilb
n
α(C
3)]relvir ∈M
µˆ
Vα
is equal to the restriction to Vα of the ⋆-products of the relative virtual
motives of the punctual Hilbert schemes Hilbi(i)(C
3). Taking the asso-
ciated absolute motives, using the locally trivial fibration on Vα along
with (2), we get
q∗α[Hilb
n
α(C
3)]vir =
[∏
i
(C3)αi \∆
]
·
∏
i
[
Hilbi(C3)αi0
]
vir
∈MC.
Here, using (1), the ⋆-product became the ordinary product. By Lemma
1.4, the Gα-action extends to this class, and (3) follows. 
2.5. Relationship to the Kontsevich–Soibelman definition. Let
E be an object in an ind-constructible Calabi–Yau A∞-category C
(see [21] for the definitions of all these terms). Kontsevich and Soibel-
man associate to E a motivic weight w(E). This weight lives in a
certain motivic ring M¯µˆC, which is a completion of the ring M
µˆ
C used
above, quotiented by the equivalence relation, explained in [21, Section
4.5], which essentially says that two motivic classes are equivalent if all
cohomological realizations of these classes coincide. They claim more-
over that, given a moduli space S of objects of C, their definition gives
an element in a piecewise-relative motivic ring M¯µˆS.
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[21, Definition 17] appears closely related to our definition of the vir-
tual motive of a degeneracy locus above. It relies on a local description
of the moduli space S as the zeros of a formal functional W cooked
up from the A∞-structure on C. The definition is essentially like ours,
using the motivic vanishing cycle of the (local) function W , twisted by
half the dimension of S, as well as certain additional factors arising
from a choice of what they call orientation data on C.
The relevant category for our discussion is an A∞-enhancement of
some framed version of the derived category of sheaves on C3, more
precisely the subcategory thereof generated by the structure sheaf of
C3 and structure sheaves of points. Ideal sheaves of points in this
category have as their moduli space the Hilbert scheme. It would be
interesting to construct directly some A∞-structure on this category, as
well as a consistent set of orientation data (compare [7]). Should this
be possible, we expect that our motivic invariants, perhaps up to some
universal constants, agree with the Kontsevich–Soibelman definition;
compare [21, end of Section 7.1]. For the numerical invariants of the
Hilbert scheme, see also the discussion in [21, Section 6.5].
2.6. Computing the motivic partition function of C3.
The core result of this paper is the computation of
ZC3(t) =
∞∑
n=0
[Hilbn(C3)]vir t
n,
the motivic Donaldson–Thomas partition function of C3.
Theorem 2.7. The motivic partition function ZC3(t) lies in MC[[t]] ⊂
MµˆC[[t]] and is given by
(2.3) ZC3(t) =
∞∏
m=1
m−1∏
k=0
(
1− Lk+2−m/2tm
)−1
.
Proof. Recall that
Hilbn(C3) = {dfn = 0},
where fn is the function
fn(A,B,C, v) = TrA[B,C]
defined on the smooth variety
Mn = Un/GL(Vn),
where Vn is an n-dimensional vector space, and
Un ⊂ Hom(Vn, Vn)
3 × Vn
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is the open set of points (A,B,C, v) satisfying the stability condition
that monomials in A,B,C applied to v generate Vn.
By Corollary 2.5, to compute the virtual motive, we need to compute
the motivic difference of the fibers f−1n (1) and f
−1
n (0).
Let
Yn = {(A,B,C, v) : TrA[B,C] = 0} ⊂ Hom(Vn, Vn)
3 × Vn,
and let
Zn = {(A,B,C, v) : TrA[B,C] = 1} ⊂ Hom(Vn, Vn)
3 × Vn.
The isomorphism
Hom(Vn, Vn)
3 × Vn\Yn ∼= C
∗ × Zn
given by
(A,B,C, v) 7→
(
TrA[B,C], (TrA[B,C])−1A,B,C
)
yields the motivic relation
[Yn] + (L− 1)[Zn] = [Hom(Vn, Vn)× Vn] = L
3n2+n,
equivalently
(1− L) ([Yn]− [Zn]) = L
3n2+n − L[Yn].
The space Yn stratifies as a union
Yn = Y
′
n ⊔ Y
′′
n
where Y ′n consists of the locus where B and C commute and Y
′′
n is its
complement. Projections onto the B and C factors induce maps
Y ′n → Cn, Y
′′
n → {C
2n2 \ Cn}
where Cn ⊂ C
2n2 is the commuting variety. The first map splits as a
product Y ′n
∼= Cn
2+n×Cn and the second map is a Zariski trivial fibra-
tion with fibers isomorphic to Cn
2−1+n. Indeed, for fixed B and C with
[B,C] 6= 0, the condition TrA[B,C] = 0 is a single non-trivial linear
condition on the matrices A. Moreover, the fibration is Zariski trivial
over the open cover whose sets are given by the condition that some
given matrix entry of [B,C] is non-zero. Thus the above stratification
yields the equation of motives
[Yn] = L
n2+n[Cn] + L
n2−1+n
(
L2n
2
− [Cn]
)
.
Substituting into the previous equation and canceling terms we ob-
tain
(1− L) ([Yn]− [Zn]) = −L
n2+n(L[Cn]− [Cn]).
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Writing
wn = [Yn]− [Zn],
we get the basic equation
(2.4) wn = L
n(n+1)[Cn].
We now need to incorporate the stability condition. We call the
smallest subspace of Vn containing v and invariant under the action of
A, B, and C the (A,B,C)-span of v. Let
Xkn = {(A,B,C, v) : the (A,B,C)-span of v has dimension k}
and let
Y kn = Yn ∩X
k
n,
Zkn = Zn ∩X
k
n.
We compute the motive of Y kn as follows. There is a Zariski locally
trivial fibration
Y kn → Gr(k, n)
given by sending (A,B,C, v) to the (A,B,C)-span of v.
To compute the motive of the fiber of this map, we choose a basis
of Vn so that the first k vectors are in the (A,B,C)-span of v. In this
basis, (A,B,C, v) in a fixed fiber all have the form
A =
(
A0 A
′
0 A1
)
B =
(
B0 B
′
0 B1
)
C =
(
C0 C
′
0 C1
)
v =
(
v0
0
)
where (A0, B0, C0) are k × k matrices, (A
′, B′, C ′) are k × (n− k) ma-
trices, (A1, B1, C1) are (n− k)× (n− k) matrices, and v0 is a k-vector.
Thus a fiber of Y kn → Gr(k, n) is given by the locus of
{(A0, B0, C0, v0), (A1, B1, C1), (A
′, B′, C ′)}
satisfying
TrA[B,C] = TrA0[B0, C0] + TrA1[B1, C1] = 0.
This space splits into a factor C3(n−k)k, corresponding to the triple
(A′, B′, C ′), and a remaining factor which stratifies into a union of
{TrA0[B0, C0] = TrA1[B1, C1] = 0}
and
{TrA0[B0, C0] = −TrA1[B1, C1] 6= 0} .
Projection on the (A0, B0, C0, v0) and (A1, B1, C1) factors induces a
product structure on the above strata so that the corresponding mo-
tives are given by
[Y kk ] · [Yn−k]L
−(n−k)
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and
(L− 1)[Zkk ][Zn−k]L
−(n−k)
respectively. Putting this all together yields
[Y kn ] = L
3(n−k)k
[
n
k
]
L
(
[Y kk ] · [Yn−k] · L
−(n−k)
+ (L− 1) · [Zkk ] · [Zn−k] · L
−(n−k)
)
.
A similar analysis yields
[Zkn] = L
3(n−k)k
[
n
k
]
L
(
[Y kk ] · [Zn−k] · L
−(n−k) +
(L− 2) · [Zkk ] · [Zn−k] · L
−(n−k) + [Zkk ] · [Yn−k] · L
−(n−k)
)
.
We are interested in the difference
wkn = [Y
k
n ]− [Z
k
n]
= L(3k−1)(n−k)
[
n
k
]
L
(
wn−k[Y
k
k ]− wn−k[Z
k
k ]
)
= L(n−k)(n+2k)
[
n
k
]
L
[Cn−k]w
k
k,
where we used (2.4) for the last equality.
Observing that Yn = ⊔
n
k=0Y
k
n and Zn = ⊔
n
k=0Z
k
n, we get
wnn = wn −
n−1∑
k=0
wkn,
into which we substitute our equations for wn and w
k
n to derive the
following recursion for wnn:
(2.5) wnn = L
n(n+1)[Cn]−
n−1∑
k=0
[
n
k
]
L
L(n−k)(n+2k)[Cn−k]w
k
k .
We can now compute the virtual motive of the Hilbert scheme. By
Proposition 1.11, we get
[ϕfn] = −[f
−1
n (0)] + [f
−1
n (1)]
= −
[Y nn ]
[GLn(C)]
+
[Xnn ]
[GLn(C)]
= −
wnn
L(
n
2)[n]L!
.
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The dimension of Mn is 2n
2 + n, so we find
[Hilbn(C3)]vir =− L
−n2−n/2[ϕfn ]
=L−
3n2
2
wnn
[n]L!
.
Working in the ring MC[(1 − L
n)−1 : n ≥ 1], we divide (2.5) by
L3n
2/2[n]L! and rearrange to obtain
c˜n L
n/2 =
n∑
k=0
c˜n−k [Hilb
k(C3)]vir L
−(n−k)/2,
where
c˜n = L
−(n2)
Cn
[n]L!
is the renormalized motive (1.1) of the space Cn of commuting pairs of
matrices. Multiplying by tn and summing, we get
C(tL1/2) = ZC3(t)C(tL
−1/2),
with C(t) as in (1.2). Thus using Proposition 1.1 (cf. Remark 1.2) we
obtain
ZC3(t) =
C(tL1/2)
C(tL−1/2)
(2.6)
=
∞∏
m=1
∞∏
j=0
(
1− L1−j+m/2tm
)−1
(1− L1−j−m/2tm)
−1
=
∞∏
m=1
m−1∏
j=0
(
1− L1−j+m/2tm
)−1
=
∞∏
m=1
m−1∏
k=0
(
1− L2+k−m/2tm
)−1
which completes the proof of Theorem 2.7. 
Remark 2.8. Some formulae in the above proof appear also in recent
work of Reineke [31] and Kontsevich–Soibelman [20]. In particular, the
twisted quotient (2.6) appears in [31, Prop.3.3]. The twisted quotient is
applied later in [31, Section 4] to a generating series of stacky quotients,
analogously to our series C defined in (1.1). Reineke’s setup is more
general, dealing with arbitrary quivers, but also more special, since
there are no relations.
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Remark 2.9. The result of Theorem 2.7 shows in particular that the
absolute virtual motives of Hilbn(C3) are independent of the chosen
linear Calabi–Yau structure on C3.
Remark 2.10. The first non-trivial example is the case of four points,
with Hilb4(C3) irreducible and reduced but singular. The E-polynomial
realization of the virtual motive on Hilb4(C3) was computed earlier
by [11]. The result, up to the different normalization used there, coin-
cides with the t = 4 term of the result above.
Remark 2.11. The Euler characteristic specialization of our formula
is obtained by setting L
1
2 = −1. This immediately leads to
χZC3(t) =
∞∏
m=1
(1− (−t)m)−m = M(−t),
whereM(t) is the MacMahon function enumerating 3D partitions. The
standard proof of
χZC3(t) = M(−t)
is by torus localization [26, 2]. Our argument gives a new proof of
this result, which is independent of the combinatorics of 3-dimensional
partitions. Indeed, by combining the two arguments, we obtain a new
(albeit non-elementary) proof of MacMahon’s formula. It is of course
conceivable that Theorem 2.7 also has a proof by torus localization
(perhaps after the E-polynomial specialization). But as the compu-
tations of [11] show, this has to be nontrivial, since the fixed point
contributions are not pure weight.
3. The Hilbert scheme of points of a general threefold
3.1. The virtual motive of the Hilbert scheme. LetX be a smooth
and quasi-projective threefold. Recall the stratification of Hilbn(X)
by strata Hilbnα(X) indexed by partitions α of n. Proposition 2.6 dic-
tates the following recipe for associating a virtual motive to the Hilbert
scheme and its strata.
Definition 3.1. We define virtual motives
[Hilbnα(X)]vir ∈MC and [Hilb
n(X)]vir ∈MC
as follows.
(1) On the deepest stratum,
[Hilbn(n)(X)]vir = [X ] · [Hilb
n(C3)0]vir,
where [Hilbn(C3)0]vir is as defined in §2.4.
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(2) More generally, on all strata,
[Hilbnα(X)]vir = πGα
([∏
i
Xαi \∆
]
·
∏
i
[
Hilbi(C3)αi0
]
vir
)
,
where the motivic classes [
∏
iX
αi \∆] and
∏
i
[
Hilbi(Cd)0)
]αi
vir
carry Gα-actions, and πGα denotes the quotient map (1.5).
(3) Finally
[Hilbn(X)]vir =
∑
α
[Hilbnα(X)]vir.
Of course by Proposition 2.6, this definition reconstructs the vir-
tual motives of Hilbn(C3) from those of the punctual Hilbert scheme
Hilbn(C3)0 consistently with its original definition.
3.2. The partition function of the Hilbert scheme. Let
ZX(t) =
∞∑
n=0
[Hilbn(X)]virt
n ∈MC[[t]]
be the motivic degree zero Donaldson–Thomas partition function of a
smooth quasi-projective threefold X . We will derive expressions for
this series and its specializations from Theorem 2.7. We use the Exp
map and power structure on the ring of motivic weights introduced in
§1.5 throughout this section.
Let
ZC3,0(t) =
∞∑
n=0
[Hilbn(C3)0]vir t
n
be the generating series of virtual motives of the punctual Hilbert
schemes of C3 at the origin. The following statement is the virtual
motivic analogue of Cheah’s [6, Main Theorem].
Proposition 3.2. We have
ZX(t) = ZC3,0(t)
[X].
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Proof. We have
ZX(t) = 1 +
∑
α
[Hilbnα(X)]virt
|α|
= 1 +
∑
α
πGα
([∏
i
Xαi \∆
]
·
∏
i
[
Hilbi(Cd)0)
]αi
vir
)
t|α|
=
(
1 +
∑
n≥1
[Hilbn(Cd)0]virt
n
)[X]
.
Here, first we use Definition 3.1(3), then Definition 3.1(2), and finally
the power structure formula (1.6). 
Theorem 3.3. Let X be a smooth and quasi-projective threefold. Then
(3.1) ZX(−t) = Exp
(
−t[X ]vir
(1 + L
1
2 t)(1 + L−
1
2 t)
)
.
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Proof. We begin by writing the formula from Theorem 2.7 using the
power structure on MC and the Exp function defined in §1.5.
ZC3(−t) =
∞∏
m=1
m−1∏
k=0
(
1− L2+k−
m
2 (−t)m
)−1
=
∞∏
m=1
m−1∏
k=0
(
1−
(
−L
1
2
)4+2k−m
tm
)−1
=
∞∏
m=1
(1− tm)
−
∑m−1
k=0
(
−L
1
2
)4+2k−m
= Exp
(
∞∑
m=1
tm
m−1∑
k=0
(
−L
1
2
)4+2k−m)
= Exp
 ∞∑
m=1
tm
(
−L
1
2
)4−m
·
1−
(
−L
1
2
)2m
1− L

= Exp
(
L2
1− L
∞∑
m=1
(
−L−
1
2 t
)m
−
(
−L
1
2 t
)m)
= Exp
(
L
3
2
L−
1
2 − L
1
2
·
(
−L−
1
2 t
1 + L−
1
2 t
−
−L
1
2 t
1 + L
1
2 t
))
= Exp
 −L 32 t(
1 + L−
1
2 t
)(
1 + L
1
2 t
)
 .
Replacing t by −t in Proposition 3.2, and letting X = C3, we find that
ZC3,0(−t) = Exp
 −L− 32 t(
1 + L−
1
2 t
)(
1 + L
1
2 t
)
 .
Another application of Proposition 3.2 concludes the proof. 
Our formula fits nicely with the corresponding formulas for surfaces,
curves, and points. Go¨ttsche’s formula [14, 15] for a smooth quasi-
projective surface S, rewritten in motivic exponential form in [16,
Statement 4], reads
(3.2)
∞∑
n=0
[Hilbn(S)] tn = Exp
(
[S]t
1− Lt
)
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and for a smooth curve C we have
∞∑
n=0
[Hilbn(C)]tn =
∞∑
n=0
[Symn(C)]tn = Exp ([C]t) .
Finally, for completeness, consider P , a collection of N points. Then
∞∑
n=0
[Hilbn(P )]tn =
N∑
n=0
(
N
n
)
tn =
(1− t2)N
(1− t)N
= Exp ([P ]t(1− t)) .
Since Hilbn(X) is smooth and of the expected dimension when the
dimension of X is 0, 1, or 2, the virtual motives are given by (1.10):
[Hilbn(X)]vir = L
−n dimX
2 [Hilbn(X)].
The series
ZX(t) =
∞∑
n=0
[Hilbn(X)]vir t
n
is thus well defined for any X of dimension 0, 1, 2, or 3. For dimX ≥ 4,
ZX(t) is defined to order t
3 since Hilbn(X) is smooth for n ≤ 3 in all
dimensions. In order to write ZX(t) as a motivic exponential, we must
introduce a sign. Let T = (−1)dt where d = dimX . Then for d equal
to 0, 1, or 2, we have
ZX(T ) =
∞∑
n=0
[Hilbn(X)]L−
dn
2 T n
=
∞∑
n=0
[Hilbn(X)]
((
−L
1
2
)−d
t
)n
.
Applying the substitution rule (1.7) to the above formulas and includ-
ing the d = 3 case from Theorem 3.3, we find
ZX(T ) = Exp (T [X ]virGd(T )) ,
where
Gd(T ) =

1− T d = 0
1 d = 1
(1− T )−1 d = 2(
1− L
1
2T
)−1 (
1− L−
1
2T
)−1
d = 3
The above can be written uniformly as
Gd(T ) = Exp
(
T [Pd−2]vir
)
,
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where we have defined [PN ]vir for negative N via the equation
(3.3) [PN ]vir = L
−N
2 ·
LN+1 − 1
L− 1
.
In particular we have [P−1]vir = 0 and [P
−2]vir = −1.
Corollary 3.4. The motivic partition function of the Hilbert scheme
of points on a smooth variety X of dimension d equal to 0, 1, 2, or 3
is given by6
∞∑
n=0
[Hilbn(X)]vir T
n = Exp
(
T [X ]vir Exp
(
T [Pd−2]vir
) )
.
where T = (−1)dt.
Remark 3.5. We do not know of a reasonable general definition for
the virtual motive [Hilbn(X)]vir when the dimension of X is greater
than 3. However, it is well known that the Hilbert scheme Hilbn(X)
of n ≤ 3 points is smooth in all dimensions and so the virtual motive
is given by L−
nd
2 [Hilbn(X)] in these cases (cf. (1.10)). Remarkably,
the formula in Corollary 3.4 correctly computes the virtual motive for
n ≤ 3 in all dimensions. This can be verified directly using the motivic
class of the punctual Hilbert scheme for n ≤ 3 [6, §4]:
3∑
n=0
[Hilbn(Cd)0] t
n = 1 + t +
[
d
1
]
L
t2 +
[
d+ 1
2
]
L
t3.
Remark 3.6. Using the torus action on Hilbn(Cd), it is easy to see that
χ
(
Hilbn(Cd)
)
counts subschemes given by monomial ideals. Equiva-
lently, χ
(
Hilbn(Cd)
)
is equal to the number of dimension d partitions
of n. Thus naively, one expects χZCd(T ) to be the generating function
for d dimensional partitions of n, counted with the sign (−1)nd. Indeed,
this is the case when d ≤ 3 or when n ≤ 3. Up to the sign (−1)nd,
the Euler characteristic specialization of our general formula yields ex-
actly MacMahon’s guess for the generating function of dimension d
6We thank Lothar Go¨ttsche, Ezra Getzler and Sven Meinhardt for discussions
which led us to this formulation.
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partitions:
χZCd(T ) = Exp
(
(−1)dt χ[Cd]vir Exp
(
(−1)dt χ[Pd−2]vir
))
= Exp(tExp((d− 1)t))
= Exp
(
t
(1− t)d−1
)
=
∞∏
m=1
(1− tm)−(
m+d−3
d−2 )
However, it is now known that MacMahon’s guess is not correct,
although it does appear to be asymptotically correct in dimension
four [28].
3.3. Weight polynomial and deformed MacMahon. When the
dimension of X is 1 or 2, the weight polynomial specialization of ZX(t)
gives rise to MacDonald’s and Go¨ttsche’s formulas for the Poincare´
polynomials of the Hilbert schemes. When the dimension of X is 3,
the weight polynomial specialization leads to the following analogous
formula, involving the refined MacMahon functions discussed in Ap-
pendix A.
Theorem 3.7. Let X be a smooth projective threefold and let bd be
the Betti number of X of degree d. Then the generating function of
the virtual weight polynomials of the Hilbert schemes of points of X is
given by
(3.4) WZX(t) =
6∏
d=0
M d−3
2
(
−t,−q
1
2
)(−1)dbd
∈ Z[q±
1
2 ][[t]],
where
Mδ(t, q
1
2 ) =
∞∏
m=1
m−1∏
k=0
(
1− qδ+
1
2
+k−m
2 tm
)−1
are the refined MacMahon functions discussed in Appendix A.
Proof. Recall that the weight polynomial specialization
W :MC → Z
[
q±
1
2
]
is obtained from the E polynomial specialization
E :MC → Z
[
x, y, (xy)−
1
2
]
by setting x = y = −q
1
2 and (xy)
1
2 = q
1
2 . It follows from [17, Prop 4]
that theW -specialization is a ring homomorphism which respects power
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structures where the power structure on Z
[
q±
1
2
]
satisfies
(1− tm)
−
∑
i ai
(
−q
1
2
)i
=
∏
i
(
1−
(
−q
1
2
)i
tm
)−ai
.
From Theorems 3.3 we deduce that
ZX(t) = ZC3(t)
L
3
2 [X]vir = ZC3(t)
[X].
It then follows from 2.7 that
ZX(t) =
∞∏
m=1
m−1∏
k=0
(
1−
(
−L
1
2
)2k+2−m
(−t)m
)−[X]
.
Applying the homomorphism W to ZX , using the compatibility of the
power structures, we get
WZX(t) =
∞∏
m=1
m−1∏
k=0
(
1−
(
−q
1
2
)2k+2−m
(−t)m
)−∑6d=0(−1)dbd(−q 12 )d
=
6∏
d=0
∞∏
m=1
m−1∏
k=0
(
1−
(
−q
1
2
)2k+2−m+d
(−t)m
)−(−1)dbd
=
6∏
d=0
M d−3
2
(
−t,−q
1
2
)(−1)dbd
.

Remark 3.8. The Euler characteristic specialization is easily deter-
mined from the formula in Theorem 3.7 by setting −q
1
2 = 1, namely
(3.5) χZX(t) = M(−t)
χ(X).
By Proposition 1.15, this is the partition function of the ordinary degree
zero Donaldson–Thomas invariants in the case when X is Calabi–Yau.
Formula (3.5) is a result, for any smooth quasi-projective threefold, of
Behrend and Fantechi [2].
Note that a variant of this formula, for a smooth projective threefold
X , was originally conjectured by Maulik, Nekrasov, Okounkov and
Pandharipande [26]. This involves the integral (degree) of the degree
zero virtual cycle on the Hilbert scheme, and says that for a projective
threefold X ,
(3.6)
∞∑
n=0
deg[Hilbn(X)]virtn =M(−t)
∫
X
c3−c1c2,
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with ci being the Chern classes of X . This was proved by [22, 23].
The two formulae become identical in the projective Calabi–Yau case,
since then the perfect obstruction theory on the Hilbert schemes is
symmetric [2], and so by the main result of [1], the degree of the virtual
zero-cycle is equal to its virtual Euler characteristic. Note that our work
has nothing to say about formula (3.6) in the non-Calabi–Yau case.
3.4. Categorified Donaldson–Thomas invariants. Our definition
of the virtual motive of the Hilbert scheme Hilbn(X) of a smooth quasi-
projective threefoldX , obtained by building it up from pieces on strata,
is certainly not ideal. Our original aim in this project was in fact to
build a categorification of Donaldson–Thomas theory on the Hilbert
scheme of a (Calabi–Yau) threefold X , defining an object of some cat-
egory with a cohomological functor to (multi)graded vector spaces,
whose Euler characteristic gives the degree zero Donaldson–Thomas
invariant of X . Finding a ring with an Euler characteristic homomor-
phism is only a further shadow of such a categorification.
One particular candidate where such a categorification could live
would be the category MHM(Hilbn(X)) of mixed Hodge modules [32,
33] on the Hilbert scheme. This certainly works for affine space C3,
since the global description of the Hilbert scheme Hilbn(C3) as a de-
generacy locus gives rise to a mixed Hodge module of vanishing cycles,
with all the right properties [11]. However, when trying to globalize
this construction, we ran into glueing issues which we couldn’t resolve,
arising from the fact that the description of Hilbn(C3) as a degeneracy
locus uses a linear Calabi–Yau structure on C3 and is therefore not
completely canonical.
In some particular cases, we were able to construct the mixed Hodge
modules categorifying Donaldson–Thomas theory of the Hilbert scheme.
Since we currently have no application for categorification as opposed
to a refined invariant taking values in the ring of motivic weights , and
since our results are partial, we only sketch the constructions.
• Low number of points. For n ≤ 3, the Hilbert scheme Hilbn(X)
is smooth and there is nothing to do. The next case n = 4 is al-
ready interesting. It is known that for a threefold X , the space
Hilb4(X) is irreducible and reduced, singular along a copy of X
which is the locus of squares of maximal ideals of points. As
proved in [11], forX = C3 the mixed Hodge module of vanishing
cycles of f4 on Hilb
4(C3) admits a very natural geometric de-
scription: it has a three-step non-split filtration with quotients
being (shifted copies of) the constant sheaf on the (smooth) sin-
gular locus, the intersection cohomology (IC) sheaf of the whole
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irreducible space Hilb4(C3), and once more the constant sheaf
on the singular locus. It also follows from results of [ibid.] that
the relevant extension groups are one-dimensional, and so this
mixed Hodge module is unique. Turning to a general (simply-
connected) X , we again have the IC sheaf on the space Hilb4(X)
and the constant sheaf on its singular locus, and a compatible
extension of these mixed Hodge modules exists and is unique.
This provides the required categorification. We expect that
such an explicit construction is possible for some higher values
of n than 4 but certainly not in general.
• Abelian threefolds. Let X be an abelian threefold (or some other
quotient of C3 by a group of translations). Then we can cover X
by local analytic patches with transition maps which are in the
affine linear group of C3. The local (analytic) vanishing cycle
sheaves on the Hilbert schemes of patches can be glued using
the affine linear transition maps to a global (analytic) mixed
Hodge module on Hilbn(X).
• Local toric threefolds. Finally, it should be possible to construct
the gluing directly for some local toric threefolds. We checked
the case of local P1 explicitly, in which case the mixed Hodge
modules on all Hilbert schemes exist. However, we already
failed for local P2.
Compare also the discussion surrounding [19, Question 5.5], and see
also the recent work [20].
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Appendix A. q-deformations of the MacMahon function
Let P denote the set of all finite 3-dimensional partitions. For a
partition α ∈ P, let w(α) denote the number of boxes in α. The
combinatorial generating series
M(t) =
∑
α∈P
tw(α)
was determined in closed form by MacMahon [25] to be
M(t) =
∞∏
m=1
(1− tm)−m.
Motivated by work of Okounkov and Reshetikhin [30], in a recent pa-
per [18], Iqbal–Kozc¸az–Vafa discussed a family of q-deformations of
this formula. Think of a 3-dimensional partition α ∈ P as a subset
of the positive octant lattice N3, and break the symmetry by choosing
one of the coordinate directions. Define w−(α), w0(α) and w+(α), re-
spectively, as the number of boxes (lattice points) in α ∩ {x− y < 0},
α∩{x−y = 0} and α∩{x−y > 0}. For a half-integer δ ∈ 1
2
Z, consider
the generating series
Mδ(t1, t2) =
∑
α∈P
t
w−(α)+( 12+δ)w0(α)
1 t
w+(α)+( 12−δ)w0(α)
2 .
Clearly Mδ(t, t) = M(t) for all δ.
Theorem A.1. (Okounkov–Reshetikhin [30, Thm. 2]) The series
Mδ(t1, t2) admits the product form
Mδ(t1, t2) =
∞∏
i,j=1
(
1− t
i− 1
2
+δ
1 t
j− 1
2
−δ
2
)−1
.
In the main body of the paper, we use a different set of variables.
Namely, we set
t1 = tq
1
2 , t2 = tq
− 1
2 .
Then the product formula becomes
Mδ(t, q
1
2 ) =
∞∏
m=1
m−1∏
k=0
(
1− tmqk+
1
2
−m
2
+δ
)−1
.
The specialization to the MacMahon function is Mδ(t, q
1
2 = 1) = M(t)
for all δ.
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Appendix B. The motivic nearby fiber of an equivariant
function
In this appendix we prove Proposition 1.11, which asserts that if a
regular function f : X → C on a smooth variety is equivariant with
respect to a torus action satisfying certain assumptions, then Denef-
Loeser’s motivic nearby fiber [ψf ] is simply equal to the motivic class
of the geometric fiber [f−1(1)]. To make this appendix self-contained,
we recall the definitions and restate the result below.
Let
f : X → C
be a regular function on a smooth quasi-projective variety X , and let
X0 = f
−1(0) be the central fiber. Denef and Loeser define [ψf ] ∈ M
µˆ
C,
the motivic nearby cycle of f using arc spaces and the motivic zeta
function [8, 24]. Using motivic integration, they give an explicit formula
for [ψf ] in terms of any embedded resolution which we now recall.
Let h : Y → X be an embedded resolution of X0, namely Y is
non-singular and
f˜ = h ◦ f : Y → C
has central fiber Y0 which is a normal crossing divisor with non-singular
components {Ej : j ∈ J}. For I ⊂ J , let
EI =
⋂
i∈I
Ei
and let
EoI = EI −
⋃
j∈Ic
(Ej ∩ EI) .
By convention, E∅ = Y and E
o
∅ = Y − Y0.
Let Ni be the multiplicity of Ei in the divisor f˜
−1(0). Letting
mI = gcd(Ni)i∈I ,
there is a natural etale cyclic µmI -cover
E˜oI → E
o
I .
The formula of Denef and Loeser for the (absolute) motivic nearby
cycles of f is given by
(B.1) [ψf ] =
∑
I 6=∅
(1− L)|I|−1[E˜oI , µmI ] ∈M
µˆ
C
Since all the EoI appearing in the above sum have natural maps to
X0, the above formula determines the relative motivic nearby cycle
MOTIVIC DEGREE ZERO DT INVARIANTS 41
[ψf ]X0 ∈ M
µˆ
X0
. The relative motivic vanishing cycle is supported on
Z = {df = 0}, the degeneracy locus of f :
[ϕf ]Z = [ψf ]X0 − [X0]X0 ∈M
µˆ
Z ⊂M
µˆ
X0
.
Recall that an action of C∗ on a variety V is circle compact, if the
fixed point set V C
∗
is compact and moreover, for all v ∈ V , the limit
limt→0 t · y exists.
The following is a restatement of Proposition 1.11 and Proposi-
tion 1.12. It is the main result of this appendix.
Theorem B.1. Let f : X → C be a regular morphism on a smooth
quasi-projective complex variety. Let Z = {df = 0} be the degeneracy
locus of f and let Zaff ⊂ Xaff be the affinization of Z and X respectively.
Assume that there exists an action of a connected complex torus T
on X so that f is T -equivariant with respect to a primitive character
χ : T → C∗, namely f(t · x) = χ(t)f(x) for all x ∈ X and t ∈ T .
We further assume that there exists a one parameter subgroup C∗ ⊂ T
such that the induced action is circle compact. Then the motivic nearby
cycle class [ψf ] is in MC ⊂ M
µˆ
C and is equal to [X1] = [f
−1(1)].
Consequently the motivic vanishing cycle class [ϕf ] is given by
[ϕf ] = [f
−1(1)]− [f−1(0)].
If we further assume that X0 is reduced then [ϕf ]Zaff , the motivic van-
ishing cycle, considered as a relative class on Zaff , lies in the subring
MZaff ⊂M
µˆ
Zaff
.
By equivariant resolution of singularities [35, Cor 7.6.3], we may as-
sume that h : Y → X , the embedded resolution ofX0, is T -equivariant.
Namely Y is a non-singular T -variety and
f˜ = h ◦ f : Y → C
is T -equivariant with central fiber E which is a normal crossing divisor
with non-singular components Ej, j ∈ J . Let C
∗ ⊂ T be the one-
parameter subgroup whose action on X is circle compact. Then the
action of C∗ on Y is circle compact (since h is proper) and each Ej is
invariant (but not necessarily fixed).
We will make use of the Bia lynicki-Birula decomposition for smooth
varieties [3]. Bia lynicki-Birula proves that if V is a smooth projective
variety with a C∗-action, then there is a locally closed stratification:
V =
⋃
F
ZF
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where the union is over the components of the fixed point locus and
ZF → F is a Zariski locally trivial affine bundle. The rank of the affine
bundle ZF → F is given by
n(F ) = index(NF/V )
where the index of the normal bundle NF/V is the number of positive
weights of the fiberwise action of C∗. The morphisms ZF → F are
defined by x 7→ limt→0 t · x and consequently, the above stratification
also exists for smooth varieties with a circle compact action. As a
corollary of the Bia lynicki-Birula decomposition, we get the following
relation in the ring of motivic weights .
Lemma B.2. Let V be a smooth quasi-projective variety with a circle
compact C∗-action. For each component F of the fixed point locus, we
define the index of F , denoted by n(F ), to be the number of positive
weights in the action of C∗ on NF/V . Then in MC we have
[V ] =
∑
F
Ln(F ) [F ],
where the sum is over the components of the fixed point locus and L =
[A1C] is the Lefschetz motive.
We call this decomposition a BB decomposition.
We begin our proof of Theorem B.1 with a “no monodromy” result.
Lemma B.3. The following equation holds in MµˆC:
[E˜oI , µmI ] = [E
o
I ].
Under the further assumption that X0 is reduced, the above equation
holds in MµˆXaff .
An immediate corollary of Lemma B.3 is that [ψf ] lies in the subring
MC ⊂ M
µˆ
C and that if X0 is reduced, then [ϕf ]Zaff lies in the subring
MZaff ⊂M
µˆ
Zaff
.
To prove Lemma B.3, we recall the construction of the µmI -cover
E˜oI → E
o
I given in [24, § 5]. LetN = lcm(Ni) and let Y˜ → Y be the µN -
cover obtained by base change over the Nth power map (·)N : C → C
followed by normalization. Define E˜oI to be any connected component of
the preimage of EoI in Y˜ . The component E˜
o
I is stabilized by µmI ⊂ µN
whose action defines the cover E˜oI → E
o
I .
Observe that the composition
Ei → Y → X → Xaff
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contracts Ei to a point unless Ei is a component of the proper transform
of X0. Thus for these components (and their intersections), the proof
given below (stated for absolute classes), applies to relative classes over
Xaff as well. Under the assumption that X0 is reduced, those Ei which
are components of the proper transform of X0 have multiplicity one
and so E˜i = Ei and there is nothing to prove.
We define T˜ by the fibered product
T˜
χ˜
✲ C∗
T
❄ χ
✲ C∗
(·)N
❄
Thus T˜ is an extension of T by µN ⊂ C
∗ and it has character χ˜ satis-
fying χ˜N = χ. Moreover, χ˜ is the identity on the subgroup µN ⊂ T˜ .
The key fact here is that since χ is primitive, T˜ is connected.
By construction, T˜ acts on the base change of Y over the Nth power
map and hence it acts on the normalization Y˜ . Thus we have obtained
an action of a connected torus T˜ on Y˜ covering the T -action on Y .
Since T acts on each EoI , T˜ acts on each component of the preimage of
EoI in Y˜ . Thus we have an action of the connected torus T˜ on E˜
o
I such
that the µmI -action is induced by the subgroup
µmI ⊂ µN ⊂ T˜ .
Lemma B.3 then follows from the following:
Lemma B.4. Let W be a smooth quasi-projective variety with the ac-
tion of a connected torus T˜ . Then for any finite cyclic subgroup µ ⊂ T˜ ,
the equation
[W,µ] = [W ] = [W/µ]
holds in MµˆC.
Proof. Let C∗ ⊂ T˜ be the 1-parameter subgroup generated by µ ⊂ T˜ .
The C∗-action on W gives rise to a C∗-equivariant stratification of W
into varieties Wi of the form (V − {0})×F where F is fixed and V is a
C∗-representation. This assertion follows from applying the Bia lynicki-
Birula decomposition to W , any C∗-equivariant smooth compactifi-
cation of W and stratifying further to trivialize all the bundles and
to make the zero sections separate strata. The induced stratifica-
tion of W then is of the desired form. Thus to prove Lemma B.4,
it then suffices to prove it for the case of µ acting on V − {0} where
V is a µ-representation. By the relation given in equation (1.4), we
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have [V, µ] = [V ] and hence [V − {0}, µ] = [V − {0}]. The equality
[V − {0}] = [(V − {0}) /µ] follows from [24, Lemma 5.1]. 
Applying Lemma B.4 to (B.1), we see that in order to prove [ψf ] =
[X1], we must prove
[X1] =
∑
I 6=∅
(1− L)|I|−1[EoI ].
As explained in the beginning of §1.7, there is an isomorphism
X1 × C
∗ ∼= X −X0.
Consequently we get (L− 1)[X1] = [X ]− [X0] or equivalently
[Y ] = [Y0] + (L− 1)[X1].
Combining this with the previous equation we find that the equation
we wish to prove, [ψf ] = [X1], is equivalent to
[Y ] = [Y0]−
∑
I 6=∅
(1− L)|I|[EoI ],
which can also be written (using the conventions about the empty set)
as
(B.2) 0 =
∑
I
(1− L)|I|[EoI ].
By the principle of inclusion/exclusion, we can write
[EoI ] = [EI ]−
∑
∅6=K⊂Ic
(−1)|K|[EI∪K ]
=
∑
K⊂Ic
(−1)K [EI∪K ],
thus we have
(−1)|I|[EoI ] =
∑
A⊃I
(−1)|A|[EA].
Thus the right hand side of equation (B.2) becomes∑
I
(L− 1)|I|
∑
A⊃I
(−1)|A|[EA] =
∑
A
(−1)|A|[EA]
∑
I⊂A
(L− 1)|I|.
Since ∑
I⊂A
(L− 1)|I| =
|A|∑
n=0
(
|A|
n
)
(L− 1)n = L|A|,
we can reformulate the equation we need to prove as
(B.3) 0 =
∑
A
(−L)|A|[EA].
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Note that each EA is smooth and C
∗ invariant and that the induced
C∗-action on EA is circle compact, so we have a BB decomposition for
each.
Let F denote a component of the fixed point set Y C
∗
and let θF,A
denote a component of F∩EA. Since EA is smooth and C
∗ invariant and
the induced C∗-action is circle compact, EA admits a BB decomposition
[EA] =
∑
F
∑
θF,A
Ln(θF,A)[θF,a]
where
n(θF,A) = index(NθF,A/EA).
Therefore the sum in equation (B.3) (which we wish to prove is zero)
is given by∑
A
(−L)|A|[EA] =
∑
A
∑
F
∑
θF,A
(−1)|A| L|A|+n(θF,A) [θF,A].
We define a set I(F ) by
I(F ) = {i : F ⊂ Ei}.
Then clearly
θF,A = θF,A′ if A ∪ I(F ) = A
′ ∪ I(F ).
So writing A = B ∪C where B ⊂ I(F ) and C ⊂ I(F )c, we can rewrite
the above sum as
(B.4)
∑
F
∑
C⊂I(F )c
∑
θF,C
(−L)|C| [θF,C ]
∑
B⊂I(F )
(−1)|B|L|B|+n(θF,B∪C) .
We will show that the inner most sum is always zero which will prove
Theorem B.1.
Let y ∈ θF,A where A = B ∪C. We write the C
∗ representation TyY
in two ways:
TF +NF/Y = TEA +NEA/Y
= TθF,A +NθF,A/EA +
∑
i∈A
NEi/Y
where restriction to the point y is implicit in the above equation.
Counting positive weights on each side, we get
n(F ) = n(θF,A) +
∑
i∈A
mi(θF,A)
where
mi(θF,A) = index(NEi/Y |θF,A).
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Note that mi(θF,A) is 1 or 0 depending on if the weight of the C
∗-action
on Ei|y is positive or not. Note also that if i ∈ I(F ) then
mi(θF,A) = mi,F = index(NEi/Y |F ).
Moreover, if i ∈ I(F )c, then
NEi/Y |y ⊂ TF |y
and so mi(θF,A) = 0.
Thus writing A = B ∪ C with B ⊂ I(F ) and C ⊂ I(F )c, we get
n(θF,A) = n(F )−
∑
i∈B
mi,F ,
and so∑
B⊂I(F )
(−1)|B| L|B|+n(θF,A) = Ln(F )
∑
B⊂I(F )
(−1)|B| L
∑
i∈B(1−mi,F ).
For k = 0, 1, we define
Ik(F ) = {i ∈ I(F ) : mi,F = k}.
Then∑
B⊂I(F )
(−1)|B| L
∑
i∈B(1−mi,F ) =
∑
B0⊂I0(F )
(−L)|B0|
∑
B1⊂I1(F )
(−1)|B1|,
but ∑
B1⊂I1(F )
(−1)|B1| = 0
unless I1(F ) = ∅. Since the above equation implies that the expression
in equation (B.4) is zero, and that in turn verifies equations (B.2) and
(B.3) which are equivalent to Theorem B.1, it only remains for us to
prove that I1(F ) 6= ∅ for all F .
Let y ∈ F . We need to show that for some i, the action of C∗ on
NEi/Y |y has positive weight.
By the Luna slice theorem, there is an etale local neighborhood of
y ∈ Y which is equivariantly isomorphic to TyY . Over the point y, we
have a decomposition
TY = TF +NF/EI(F ) +
∑
i∈I(F )
NEi/Y .
Let (u1, . . . , us, v1, . . . , vp, {wi}i∈I(F )) be linear coordinates on TyY com-
patible with the above splitting. The action of t ∈ C∗ on TyY is given
by
t · (u, v, w) = (u1, . . . , us, t
a1v1, . . . , t
apvp, {t
biwi}i∈I(F )).
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In these coordinates, the function f˜ is given by
f˜(u, v, w) = g(u)
∏
i∈I(F )
wNii
where g(u) is a unit. Since the C∗-action on Y is circle compact, f˜ is
equivariant with respect to an action on C of positive weight l, that is
f˜(t · (u, v, w)) = tlf˜(u, v, w).
This implies that
l =
∑
i∈I(F )
biNi.
Then since Ni > 0 and l > 0 we have that bi > 0 for some i ∈ I(F ) and
so for this i, we have mi,F = 1 which was what we needed to prove.
The proof of Theorem B.1 is now complete. 
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