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Introduction
In an excellent paper [6] , Byrne, Censor, Gibali and Reich introduced the following split common null point problem (SCNPP) for set-valued operators: find a point x * ∈ H 1 such
and y * j = T j x * ∈ H 2 such that 0 ∈ B j y * j , for each j = 1, 2, . . . , r, (1.2) to see that the SZP is obtained from SMVI by letting B 1 and B 2 be zero operators. Since in Moudafi [11] all the applications of the SMVI were presented for f = g = 0, it follows that these applications are also covered by the SCNPP. In addition, the SCNPP is a generation of SZP. Consequently, the SCNPP (1.1)-(1.2) has attracted wide attention thanks to the motivation of the above related problems and works. As for its applications in signal processing and image reconstruction, the reader can refer to Ansari and Rehan [12, 13] , Censor et al. [14] , Ceng et al. [15] and the reference therein.
Under the idea of CQ algorithm in Byrne [16, 17] , relaxed CQ algorithm in Yang [18] , extra-gradient method in Ceng et al. [15] , many authors were dedicated to the study of the approximation solution of the SCNPP (1.1)-(1.2) for two set-valued mappings in Hilbert spaces in recent years, for instance, Byrne et al. [6] studied the following iterative method for two set-valued maximal operators in Hilbert spaces:
λ -I Tx n , ∀n ≥ 1, ∃λ > 0, (1.3) and obtained weak convergence of the sequence under suitable conditions. For more details on the methods of solving the SCNPP and the related issues in Hilbert spaces, the reader might refer to Moudafi and Thakur [19] , Gibali et al. [20] , Censor et al. [7] , Shehu and Iyiola [21] , Ceng et al. [22] , Sitthithakerngkiet et al. [23] . Based on the above works, Takahashi [3, 24] extended such a problem in Hilbert spaces to Banach spaces and then obtained strong convergence theorems. Soon afterwards, Alofi, Alsulami and Takahashi [25] introduced the following Halpern's iteration to find a common solution of split null point problem between Hilbert and Banach spaces:
x n+1 = β n x n + (1 -β n )(α n u n + (1 -α n )J where J E is duality mapping on a Banach space, {u n } is a sequence in a Hilbert space such that u n → u, and the step size λ n satisfies 0 < λ n T 2 < 2. Under suitable assumptions, they obtained a strong convergence theorem. Very recently, Suantai et al. [4] proposed the following scheme to approximate the solution of SCNPP for two set-valued mappings in Banach spaces: 5) where the step size satisfies 0 < λ n T 2 < 2. For more works on the solution of the SCNPP for two set-valued mappings in Banach spaces and related issues, the reader might refer to Promluang and Kuman [5] , Kamimura and Takahashi [26] , Takahashi [27] , Ansari and Rehan [28] , Kazmi and Rizvi [29] , among others.
Although it is clear that the algorithms mentioned above have better theoretic properties such as, but not only, weak and strong convergence to a solution of the SCNPP in Hilbert or Banach spaces, there is still a drawback: either (1.3) in Hilbert spaces or (1.4) and (1.5) in Banach spaces needs prior knowledge of bounded operator norm T . In general, it is not a simple task and it might affect the convergence of these algorithms.
On the other hand, López [2] presented an algorithm in Hilbert spaces for solving split feasibility problem whose step size is self-adaptive:
where the step size
In addition, for approximating the null point of a maximal monotone operator, Alvarez and Attouch [1] introduced the following inertial proximal algorithm:
and obtained the weak convergence of the algorithm. Roughly speaking, the inertial technique may be exploited in some situations in order to "accelerate" the convergence. This point of view inspired various numerical methods related to the inertial terminology, all of them have nice convergence properties by incorporating second order information, see, e.g., Mainge [30] , Alvarez [31, 32] .
So it is natural to ask the following question: [3] , Alofi et al. [25] and Suantai et al. [4] , as well as Promluang and Kuman [5] , we wish to provide an affirmative answer to this question. Our contribution is a new inertial method, combining the idea of inertial proximal technique with self-adaptive rule, for solving the solution of the split common null point problem (SCNPP) (1.1)-(1.2) for two set-valued mappings in Banach spaces.
The outline of the paper is as follows. In Sect. 2, we collect definitions and results which are needed for our further analysis. In Sect. 3, our new inertial algorithms in Banach spaces are introduced and analyzed, and the weak and strong convergence theorems are obtained. In addition, the split minimizing problem is introduced as the application of our results in Sect. 4. Finally, numerical experiment including compressed sensing and a comparison with related algorithms are provided to illustrate the performances of our new algorithms.
Preliminaries
Let E be a real Banach space with norm · and let E * be the dual space of E. A normalized duality mapping J : E → 2 E * is defined by
where ·, · denotes generalized duality pairing between E and E * . Let U = {x ∈ E : x = 1}.
The norm of E is said to be Gâteaux differentiable if for each x, y ∈ U, the limit
exists. In the case, E is called smooth. It is well known that E is smooth if and only if J is single-valued and if E is uniformly smooth then J is uniformly continuous on bounded subsets of E. We note that in a Hilbert space, J is the identity operator. A Banach space E is said to be p-uniformly smooth if for a fixed real number 1 < p ≤ 2, there exists a constant c > 0 such that ρ(t) = ct p for all t > 0. From Chang et al. [33] and
Chidume [34] , we know that if E is a 2-uniformly smooth Banach space, then for all x, y ∈ E there exists a constant c > 0 such that Jx -Jy ≤ c x -y . A multi-valued mapping A : E → 2 E * with domain D(A) = {x ∈ E, Ax = ∅} is said to be monotone if
for all x, y ∈ D(A), x * ∈ Ax and y * ∈ Ay. A monotone operator A on E is said to be maximal if its graph is not properly contained in the graph of any other monotone operator on E.
The following theorem is due to Browder [35] , see also Takahashi [36] . 
where R(J + rA) is the range of J + rA.
Let E be a uniformly convex Banach space with a Gâteaux differentiable norm, and let A : E → 2 E * be a maximal monotone operator. Now we consider the metric resolvent of A
It is well known that the operator Q A μ is firmly nonexpansive and the fixed points of the operator Q A μ are the null points of A; see, e.g., Kohsaka and Takahashi [37, 38] . The resolvent plays an essential role in the approximation theory for zero points of maximal monotone operators in Banach spaces. According to the work of Aoyama et al. [39] , we have the following properties:
in particular, if E is a real Hilbert space, then
where J A μ = (I + μA) -1 is the general resolvent, A -1 (0) = {z ∈ E : 0 ∈ Az}. For more details on the properties of firmly nonexpansive mappings, one can see, e.g., Aoyama et al. [39] , Bauschke et al. [40] . Let H be a Hilbert space with the inner product ·, · , induced norm · and identity operator I. The symbols "→" and " " denote the strong and weak convergence, respectively. For a given sequence {x n } ⊂ H, w w (x n ) denotes the weak w-limit set of {x n }, that is,
It is well known that
for any x, y, z ∈ H and for all α, β, γ with α + β + γ = 1. Moreover, the following inequality holds:
Let C be a closed convex subset of H. For every element x ∈ H, there exists a unique nearest point in C, denoted by P C x, such that
The operator P C is called the metric projection of H onto C and some of its properties are summarized as follows:
Moreover, for all x ∈ H and y ∈ C, P C x is characterized by
Lemma 2.2 (see, e.g., Xu [41] and Maingé [42] ) Assume that {a n } is a sequence of nonnegative real numbers such that
where {θ n } is a sequence in (0, 1) and {δ n } is a sequence such that
Then the sequence {a n } has a limit and lim n→∞ a n = 0. Lemma 2.3 (see, e.g., Maingé [43] ) Let {Γ n } be a sequence of real numbers that does not decrease at infinity, in the sense that there exists a subsequence {Γ n j } of {Γ n } such that Γ n j < Γ n j+1 for all j ≥ 0. Also consider the sequence of integers {σ (n)} n≥n 0 defined by
Then {σ (n)} n≥n 0 is a nondecreasing sequence verifying lim n→∞ σ (n) = ∞ and, for all n ≥ n 0 ,
Lemma 2.4 (see, e.g., Halpern [44] and Suzuki [40] ) Let H be a real Hilbert space and {x n } ∈ H such that there exists a nonempty closed convex subset C ⊂ H satisfying
(ii) Any weak cluster point of {x n } belongs to C. Then there existsx ∈ C such that {x n } converges weakly tox. Lemma 2.5 (see, e.g., Maingé [30] ) Let {Γ k } and {δ n } be sequences in [0, +∞) which satisfy:
Main results
In this section, we introduce our algorithms and state our main results.
Throughout the rest of this paper, we always assume that H is a real Hilbert space and E is a 2-uniformly convex smooth Banach space. Let A :
maximal monotone operators. Let T : H → E be a bounded linear operator with adjoint operator T * : E * → H and T = ∅.
Consider the following split common null point problem in Banach spaces:
and y * = Tx * ∈ E such that 0 ∈ By * .
Now we define the functions
and
where J is the duality operator on E.
In the rest of this paper, we denote
Algorithms
Algorithm 3.1 Choose two positive sequences { n }, {ρ n } satisfying
Select arbitrary starting points x 0 , x 1 ∈ C, constant α ∈ [0, 1), and choose α n such that 0 < α n <ᾱ n , wherē
α, o t h e r w i s e .
Iterative
Step. Given the iterates x n (n ≥ 1), for r > 0, compute
and calculate the step size
and the next iterate
Stop Criterion. If x n+1 = w n then stop. Otherwise, set n := n + 1 and return to Iterative Step.
Algorithm 3.2
Choose positive sequences { n }, {ρ n }, {β n } and {γ n } satisfying ∞ n=1 n < ∞, 0 < ρ n < 4 and
Iterative
Step. Given the iterates x n (n ≥ 1), for r > 0, μ > 0, compute
Stop Criterion. If x n+1 = w n then stop. Otherwise, set n := n + 1 and return to Iterative Step. 
Weak convergence analysis for
λ, μ, r > 0 and z ∈ H. Then the following are equivalent:
and hence
On the other hand, since Q B μ is the resolvent of B for μ > 0, we have
Combining with (3.4) and (3.5), we can get
This completes the proof. 
Proof According to the work of Kohsaka and Takahashi [37, 38] , Q B μ is nonexpansive. Moreover, since E is a 2-uniformly smooth Banach space, there exists a constant c > 0 such that Jx -Jy ≤ c x -y for all x, y ∈ E, therefore we estimate
which implies that F is Lipschitz continuous. Similarly, I -J A r is Lipschitz continuous. This completes the proof.
Lemma 3.3 Let us consider the split common null point problem with its solution
Proof If x n+1 = w n , then we have
According to Lemma 3.1, we conclude that w n ∈ A -1 (0) and Tw n ∈ B -1 (0), that is, w n ∈ Ω. The proof is complete. 6) and since J A r is nonexpansive,
Theorem 3.4 Let H be a real Hilbert space, E be a uniformly convex and 2-uniformly smooth Banach space. Let
It follows from property (2.
and then we have that
Therefore we have from (3.6) that
Thus we get
The fact that
Denoting Γ n = x n -z 2 and using Lemma 2.5 in (3.8), we conclude that x n -z 2 is a converging sequence, which implies that {x n } is bounded, and so is {w n }. Moreover, we have
and it follows from (3.9) that
Since F(w n ) and H(w n ) are Lipschitz continuous by Lemma 3.2, they are bounded, thus we have f (w n ) → 0, therefore
Next we show that w w n (x n ) ⊂ Ω. Letx ∈ w w n (x n ) be an arbitrary element. Since {x n } is bounded, there exists a subsequence {x nk } of {x n } which converges weakly tox. Note that again α n x n -x n-1 ≤ᾱ n x n -x n-1 ≤ n → 0, which implies that w n -x n = α n x n -x n-1 → 0. Therefore, there exists a subsequence {w nk } of {w n } which converges weakly tox. It follows from the lower semicontinuity of On the other hand, according (2.4), we have
According to property (2.2) of the resolvent, we have J
A r z n and z ∈ A -1 (0). Therefore, it follows from (3.10) that
Thus, it follows from (3.11) that x n+1 -w n → 0, which yields J A r (I -λ n T * J(I -Q B μ )T)w nw n → 0. Since recursion (3.3) can be rewritten as w n -x n+1 -λ n T * J(I -Q B μ )Tw n ∈ rAx n+1 , we can conclude that
In addition, from (3.10) and (3.11), we get that
which means that 0 ∈ Ax n+1 , therefore 0 ∈ Ax andx ∈ A -1 (0). Consequently,x ∈ Ω. Since the choice ofx is arbitrary, we conclude that w w n (x n ) ⊂ Ω. Hence it follows Lemma 2.4 that the result holds and the proof is complete. 
Strong convergence analysis for Algorithm 3.2
For the strong convergence theorem of Algorithm 3.2, which we present next, we recall the minimum-norm element of Ω, which is a solution of the following problem: 
Step 1. We show that sequences {x n } and {y n } are bounded. Since Ω is not empty, we take p ∈ Ω, and then it follows from (3.7) that
At the same time, we have that
we have
x n -x n-1 } is bounded, and hence
x n -x n-1 }. Therefore we conclude that the sequence { x n -z } is bounded, which in turn means that {x n } is bounded, and so are {u n } and {w n }.
Step 2. We show that x n+1 -x n → 0 and x n → z, where z = P Ω (0), the minimum-norm element of Ω. To this end, we set y n = (1 -β n )w n + β n u n , and then x n+1 = y n -γ n w n = (1 -γ n )y n -γ n β n (w n -u n ). Therefore we have from (2.4) that
Note that
On the other hand, it follows from (3.6) that
hence we have from (2.3) that
which implies
(3.14)
Next we consider two possible cases for the convergence of the sequence { x n -z 2 }.
Case I. Assume that { x n -z } is not increasing, that is, there exists n 0 ≥ 0 such that x n+1 -z ≤ x n -z , for each n ≥ n 0 . Therefore the limit of x n -z exists and lim n→∞ ( x n+1 -z -x n -z ) = 0. Since lim n→∞ γ n = 0 and α n x n -x n-1
it follows from formula (3.14) that
Note that since inf(1 -β n -γ n )β n > 0, inf ρ n (4 -ρ n ) > 0 and F and H are Lipschitz continuous, we obtain
since γ σ (n) → 0 as n → ∞. Similarly as in the proof in Case I, we get that
where 
Thus lim n→∞ x σ (n)+1 -z 2 = 0. Therefore, according to Lemma 2.3, we have
Consequently, sequence {x n } converges strongly to z = P Ω (0), which is the minimum-norm element of Ω. The proof is complete.
Remark 3.8 If there are two firmly nonexpansive operators U : H → H and W : E → E, where H and E are n-and m-dimensional Euclidean spaces, respectively, and T is a real m × n matrix, we consider the split common fixed point problem as follows: find x * ∈ Fix(U) such that Tx * ∈ Fix(W ), where Fix(U) and Fix(W ) are fixed point sets of U and W , respectively. Taking J A r = U and Q B μ = W , we can then approximate the solution of the split common fixed point problem from the above algorithms. For direct operators in Euclidean spaces, the above algorithms also work for the split common fixed point problem; one can refer to the the work of Censor and Segal [48] and Kaznoon [49] .
Applications
In this part, we consider our result for solving the split minimizing problem. The split minimization problem in Banach spaces is formulated as follows: find x ∈ H such that
where H and E are real Hilbert and Banach spaces, respectively, f : H → R, g : E → R are two proper convex lower semicontinuous functions and T : H → E is a bounded linear operator. Denote
From Rockafellar [50, 51] , one can see that Prox λg (x) is the metric resolvent of ∂g, and Prox rf (x) is the general resolvent of ∂f , where
are subdifferential operators of g and f , respectively. It is clear that ∂g : E → 2 E * and ∂f :
H → 2 H are maximal monotone operators and (∂g)
Now we take A = ∂f , B = ∂g in our theorems, and then the following results hold: 
where the sequences {α n }, {λ n } are the same as in Algorithm 3.1, then sequence {x n } converges weakly to x * ∈ Ω. 
Theorem 4.2 Let H be a real Hilbert space and E be a uniformly convex and
where the sequences {α n }, {λ n }, {β n } and {γ n } are the same as in Algorithm 3.2, then sequence {x n } converges strongly to z = P Ω (0).
Numerical examples
In this section, we present some examples to illustrate the applicability, efficiency and stability of our inertial self-adaptive step size iterative algorithms. We have written all the codes in Matlab R2016b and ran them on an LG dual core personal computer. In this example, we choose n = 1 (n+1) 2 and α ∈ (0, 1).
Numerical behavior of
; otherwise, we take
for all n ∈ N on Algorithm 3.1. We first test different α for given initial points x 0 and x 1 , then test different initial points for r = 1. We aim to find the minimizers of A and B. According to Algorithm 3.1, we have the following numerical results in Fig. 1 . In this example, we set the parameters of Algorithm 3.1 by ρ n = 3 -
At the same time, we set the
, γ n = At this stage we would like to emphasize that our step size of Algorithms 3.1 and 3.2 are self-adaptive and not given beforehand. We have no need to know the norm of the operator T. The above figures and tables imply that sequences {x n } generated by Algorithms 3.1 and 3.2 approximate the null point x * ∈ A -1 (0) ∩ T -1 (B -1 (0)). 
Comparison of Algorithm 3.2 with other algorithms
In this part, we present several experiments to compare Algorithm 3.2 with other algorithms. Two algorithms used to compare are the viscosity method (VM) of Suantai et al. [4] , and the Halpern-type method (HM) of Alofi et al. [25] , in which the step size depends on the norm of operator T. For the three algorithms, the operators A, B, T are defined as in Example 5.2. In view of the fact that the norm T 14.87, we take the step size λ n = 0.001 in the algorithms of Suantai et al. [4] and Alofi et al. [25] .
We set the parameters β n = 2n-1 2n+1
, ρ n = 3 - and u n = 0 in Alofi et al. [25] . In addition, we choose the stopping criterion for all the algorithms x n+1 -x n ≤ DOL. Furthermore, we take x 0 = (13, -12, 25) and compare the iterations and computer times. The experiment results are reported in Fig. 4 and Table 3 .
From Table 3 , we can see that our Algorithm 3.2 is the best and seems to have a competitive advantage. However, as mentioned in the previous sections, the main advantage of our Algorithm 3.2 is that the inertial technique combined with self-adaptive step size is employed without the prior knowledge of operator norms.
Compressed sensing
For the last example we choose a problem from the field of compressed sensing, that is, recovery of a sparse and noisy signal from a limited number of sampling. Let x 0 ∈ R n be K -sparse signal, K n. The sampling matrix A ∈ R m×n , m < n is stimulated from the [23] 0.05 3262 Kazmi et al. [29] 0.05 28,674 K = 40, m = 2 10 , n = 2 12 10 -6 Algorithm 3.2 λ n 1779 Sitthithakerngkiet et al. [23] 0.05 2942 Kazmi et al. [29] 0.05 26,488 K = 20, m = 2 10 , n = 2 12 10 -6 Algorithm 3.2 λ n 1496 Sitthithakerngkiet et al. [23] 0.05 2094 Kazmi et al. [29] 0.05 19, 488 standard Gaussian distribution and vector b = Ax + , where is additive noise. When = 0, there is no noise in the observed data. Our task is to recover signal x 0 from data b. For further explanations, one can consult Nguyen and Shin [52] .
For solving the problem, we recall the LASSO problem Tibshirani [53] : and γ n = 1 2n+1 in our Algorithm 3.2 and compare with the results of Sitthithakerngkiet et al. [23] and Kazmi et al. [29] . For the experiment setting we choose the following parameters: A ∈ R m×n is generated randomly with m = 2 10 , n = 2 12 , x 0 ∈ R n contains K -spikes with amplitude ±1 distributed in the whole domain randomly. In addition, for simplicity, we take f (x) = 
in our algorithms. In addition, we take t = K in all the algorithms and the stopping criterion x n+1 -x n ≤ DOL with DOL = 10 -6 . All the numerical results are presented in Table 4 and Figs. 4-5.
Conclusion
Many important problems in mathematics, sciences, engineering and other fields can be reformulated in terms of finding zero points or null point of nonlinear operators. The split null point problem has received attention due to its wide applications in real world such as signal processing, image reconstruction, with particular progress in intensity-modulated radiation therapy, approximation as well as control theory. For solving the split common null point problem, many authors have dedicated their efforts to the construction of iterative algorithms. However, the drawback of these algorithms is that either the step size depends on the linear bounded operator norm in Banach spaces or the maximal operator belongs to Hilbert spaces. This motivated studying the solution set of the split common null point problem without prior knowledge of the operator norms in Banach spaces. The main result of this paper is a new inertial algorithm which incorporates the self-adaptive step size rule to solve the split null point problems for multi-valued maximal monotone operators in Banach spaces. To some extent, the weak and strong convergence theorems of the new inertial algorithm in this paper complement the approximating methods for the solution of split common null point problem and extend and unify some results (see, e.g., Byrne et al. [6] , Takahashi [23] , Alofi [25] , Suantai et al. [4] and Promluang and Kuman [5] ). In addition, the numerical examples and comparisons are presented to illustrate the efficiency and reliability of our algorithms.
