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Consistency and Regression with Laplacian regularization in
Reproducing Kernel Hilbert Space
Vivien Cabannes
INRIA – ENS – PSL∗
Paris, France
This note explained a way to look at reproducing kernel Hilbert space for regression problems. It consists in
expressing kernel regresssion solutions with simple integral operators algebra, which we can approximate consistently
from empirical data, providing the corresponding estimators of the solutions.
1 Definition
1.1 Problem
Let’s consider the classical regression problem
argmin
f∈F
∫
X×Y
‖f(x)− y‖2 dρ(x, y),
with Y being a Hilbert space. And, to be mathematically formal, X a Polish space, Y real and separable Hilbert,
ρ a probability in ∆X×Y and F the set of measurable functions from X to Y. The optimal solution reads, with
ρ (y |x) the conditional distribution of (Y |X = x)
f∗(x) =
∫
Y
y dρ (y |x) .
Eventually we could add Laplacian regularization, with ρX the distribution of X , we trying to solve for
argmin
f∈F
∫
X×Y
‖f(x)− y‖2 dρ(x, y) + µ
∫
X
‖∇f(x)‖2 dρX (x).
In practice we are going to restrict the search for a solution f ∈ F , over a simpler function space f ∈ H. If H is
close with the L2(ρ) norm, then the solution in H will be the projection with the L2. Yet if H is not close, we will
add a regularization term to make the minimizer well defined. We will look for
fλ = argmin
f∈H
∫
X×Y
‖f(x)− y‖2 dρ(x, y) + λΩ(f).
1.2 Construction.
Scalar-valued Take k : X × X → R such that for any (x1, . . . , xn) ∈ Xn, the matrix (K(xi, xj))i,j is positive
semi-definite. Let’s associate to it the canonical RKHS, see Aronszajn (1950)
HX = Span {kx |x ∈ X} with 〈kx, kx′〉H = k(x, x′),
where kx : x
′ ∈ X → kx(x′) ∈ R.
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Vector-valued HX is a scalar functional space. It is good to find function f from X to R, but what if Y is a real
Hilbert space. Indeed, it is natural to extend the theory of RKHS to vector valued functions Schwartz (1964). For
this we need Γ : X × X → L(Y), mapping (x, x′) ∈ X 2 to a continuous linear endomorphism on Y, such that for
any (x1, . . . , xn) ∈ Xn and (y1, . . . , yn) ∈ Yn,
n∑
i,j=1
〈Γ(xi, xj)yi, yj〉Y ≥ 0.
Once again we can build an Hilbert space of functions from X to Y, let’s first define
γ∗xy : X → Y
x′ → Γ(x, x′)y.
Those are going to be the building element of H
Definition 1 (The RKHS H). From a given vector valued kernel Γ, we can define the following reproducing kernel
Hilbert space
H = Span {γxy |x ∈ X , y ∈ Y} with 〈γxy, γx′y′〉H = 〈Γ(x, x′)y, y′〉Y .
We can refine our building blocks defining
γx : Y → H
y → γxy.
This allow to get the following reproducing property.
Proposition 1 (Reproducing property). For f ∈ H, and x ∈ X , we have
γ∗xf = f(x).
For x′ ∈ X , we also have that
γ∗xγx′ = Γ(x, x
′).
Proof. If f =
∑n
i=1 γxiyi, we have
〈γ∗xf, y〉Y = 〈f, γxy〉H =
n∑
i=1
〈γxiyi, γxy〉H =
〈
n∑
i=1
γ(xi, x)yi, y
〉
Y
= 〈f(x), y〉Y .
From which one can conclude that γ∗xf − f(x) ∈ Y⊥ = {0}, so that f(x) = γ∗xf . We get the same results when f is
in the adherence of the building blocks.
For the second results, we use that
〈Γ(x, x′)y, y′〉Y = 〈γxy, γx′y′〉H = 〈γ∗x′γxy, y′〉Y .
Which concludes the proof.
Definition 2 (Component-wise Regression). In most applications, we are going to consider the component-wise
regression kernel Γ(x, x′) = k(x, x′)IY . In this case, we can identify H with Y ⊗HX with γxy = k(x, ·)y ≃ y ⊗ kx
and
〈y ⊗ kx, y′ ⊗ kx′〉Y⊗HX = k(x, x′) 〈y, y′〉Y .
In the following, we need to bound Γ(x, x), we will suppose, with the operator norm on L(Y)
sup
x∈X
‖Γ(x, x)‖ ≤ κ2. (1)
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1.3 Canonical Operators
Let’s distinguish two functional spaces mapping X to Y. The kernel space H we build Def. 1, and the usual L2
space, with measure ρX , the marginal of ρ on X . Let’s define the canonical L2 space with the ρX measure, the set
of measurable function from X to Y, with scalar product
∀ f, g ∈ L2, 〈f, g〉L2 =
∫
X
〈f(x), g(x)〉Y dρX (x) = EρX
[〈f(X), g(X)〉Y] .
Definition 3 (Canonical Operators). To pass from H to L2, we are going to use the evaluation map. It is define
as
S : H → L2
f → γ∗(·)f = f(·).
The adjoint of S is defined as
S∗ : L2 → H
f → ∫X γxf(x) dρX = EρX [γXf(X)] .
Let’s introduce the covariance operator, operating on H,
Σ = S∗S =
∫
X
γxγ
∗
x dρX (x) = EρX [γXγ
∗
X ] .
Finally let’s introduce the usual kernel operator, operating on L2.
∀ f ∈ L2, Kf = SS∗f =
∫
X
Γ(·, x)f(x) dρX (x)
Proof. For the evaluation map, to make sure, S is well defined we used that, if f ∈ H,
‖Sf‖2L2 = EρX
[
‖γ∗Xf‖2Y
]
≤ sup
x∈X
‖γx‖2L(H,Y) ‖f‖2H .
Now we use that
‖γx‖2L(H,Y) = ‖γxγ∗x‖L(H) = ‖γ∗xγx‖L(Y) = ‖Γ(x, x)‖ ≤ κ2.
Therefore, we conclude ‖Sf‖L2 ≤ κ ‖f‖H, and S is well defined.
For the adjoint, let’s consider f ∈ H, and g ∈ L2,
〈f, S∗g〉H = 〈Sf, g〉L2 =
∫
X
〈γxf, g(x)〉Y dρX (x) =
∫
X
〈f, γ∗xg(x)〉H dρX (x)
=
〈
f,
∫
X
γ∗xg(x) dρX (x)
〉
H
.
Once again, one can make sure that ‖S∗f‖H ≤ κ ‖f‖L2 .
For the covariance operator, let’s consider f ∈ H, we have
Σf = S∗Sf =
∫
X
γxγ
∗
xf dρX (x) =
(∫
X
γxγ
∗
x dρX (x)
)
f.
Again, we do have that ‖Σf‖H ≤ κ2 ‖f‖H .
Finally, for the usual kernel operator, consider f ∈ L2, we have
Kf = SS∗f = γ∗(·)
∫
X
γxf(x) dρX (x) =
∫
X
γ∗(·)γxf(x) dρX (x) =
∫
X
Γ(·, x)f(x) dρX (x).
Again, ‖Kf‖L2 ≤ κ2 ‖f‖L2 .
3
2 Kernel Ridge Regression
Let’s consider the following least square problem
f ∈ argmin
f∈F
R(f), where R(f) =
∫
X×Y
‖f(x)− y‖2Y dρ(x, y), (2)
with Y a real Hilbert space, R being called the risk. Let’s define the Bayes optimum,
f∗(x) =
∫
Y
y dρ (y |x) . (3)
Proposition 2 (Risk formulation). Minimizing the risk R is equivalent to minimizing the distance to the Bayes
optimum f∗ defined Eq. (3),
∀ f ∈ L2, R(f) = ‖f − f∗‖2L2 + C.
Proof. The proof is straight forward
R(f) =
∫
X×Y
‖f(x)− y‖2Y dρ(x, y)
=
∫
X×Y
‖f(x)‖2Y dρ(x, y)− 2
∫
X×Y
〈f(x), y〉Y dρ(x, y) +
∫
X×Y
〈y, y〉Y dρ(x, y)
=
∫
X
‖f(x)‖2Y dρX (x)− 2
∫
X
〈
f(x),
∫
Y
y dρ (y |x)
〉
Y
dρX (x) +
∫
Y
‖y‖2Y dρY(y)
= ‖f‖L2 − 2 〈f, f∗〉L2 +
∫
Y
‖y‖2Y dρY(y)
= ‖f − f∗‖2L2 − ‖f∗‖2L2 +
∫
Y
‖y‖2Y dρY(y)
We conclude with C =
∫
Y ‖y‖2Y dρY(y)− ‖f∗‖2L2 .
Remark. Prop. 2 prove that f∗ define Eq. (3) is a solution of the problem Eq. (2).
2.1 Analytical Solution
Trying to minimize R in H results in, using Prop. 2,
f ∈ argmin
f∈H
‖Sf − f∗‖2L2 .
In finite dimension, we known how to solve this problem, a solution is given by the projection on H of f∗ with the
L2 metric.
πH(f∗) = (S∗S)†S∗f∗.
Yet, in infinite dimension, H is not necessarily closed, and the pseudo inverse doesn’t necessarily makes sense. We
need to regularize it, let’s consider the usual Tikhonov regularization
fλ = (S
∗S + λ)−1S∗f∗. (4)
Proposition 3 (Tikhonov regularization). fλ defines Eq. (4) is the solution of the regularized problem, called kernel
ridge regression,
fλ ∈ argmin
f∈H
R(Sf) + λ ‖f‖2H .
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Proof. With the canonical operators defined previously we have, using Prop. 2,
R(Sf) = ‖Sf − f∗‖2L2 + C = 〈Sf, Sf〉L2 − 2 〈Sf, f∗〉L2 + ‖f∗‖2L2 + C
= 〈S∗Sf, f〉H − 2 〈f, S∗f∗〉H + C˜.
With C˜ = C + ‖f∗‖L2 . Therefore we do have
argmin
f∈H
R(Sf) + λ ‖f‖2H = argmin
f∈H
〈(S∗S + λ)f, f〉H − 2 〈f, S∗f∗〉H .
Solving the left side, we do have, that the solution verify
(S∗S + λ)f = S∗f∗,
which is the characterization of fλ.
2.2 Empirical Approximation
Defining
g = S∗f∗ =
∫
X×Y
γxy dρ(x, y) = Eρ [γxy] ∈ H, (5)
we can express
fλ = (Σ + λ)
−1
g = (Eρ [γxγ
∗
x] + λ)
−1
Eρ [γxy] .
In practice we don’t have access to ρ but to (xi, yi)i∈J1,nK, n samples drawn accordingly to ρ. In this case, we can
introduce the empirical distribution,
ρˆ =
1
n
n∑
i=1
δ(xi,yi) ∈ ∆X×Y . (6)
Follows the empirical approximation of the solution
fˆ =
(
Σˆ + λ
)−1
gˆ, (7)
where
Σˆ = Eρˆ [γxγ
∗
x] =
1
n
n∑
i=1
γxiγ
∗
xi , gˆ = Eρˆ [γxy] =
1
n
n∑
i=1
γxiyi.
Up to now we have express everything in H, yet, we would like H to stay implicit as well as the covariance
operator. On the other side, we have access to L2 and the kernel operator. To go from H to L2, we simply use that
fλ(x) = γ
∗
x(S
∗S + λ)−1S∗f∗ = γ∗xS
∗(SS∗ + λ)−1f∗ = K∗x(K + λ)
−1f∗,
with Kx = Sγx. This allow to redefine the usual kernel ridge regression solution.
Proposition 4 (Empirical solution). When using the component-wise regression kernel, Γ(x, x′) = k(x, x′)IY , the
solution fˆ defined Eq. (7), can be express as
fˆ(x) =
n∑
i=1
αi(x)yi,
where α(x) = K˜Tx (K˜ + λI) ∈ Rn, K˜x = (k(x, xi))i∈J1,nK ∈ Rn and K˜ = (k(xi, xj))i,j∈J1,nK ∈ Rn×n.
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Proof. For the proof, we are going to show that we can substitute ρˆ for ρ everywhere it has appears in the prior
developments. First of all let’s define ℓ2 ≃ L(X ,Y, ρˆ), the usual ℓ2 space on the sequence of n elements in Y, with
norm, for two sequences c = (ci)i∈J1,nK ∈ Yn and s = (si)i∈J1,nK ∈ Yn,
〈c, s〉ℓ2 =
1
n
n∑
i=1
〈ci, si〉Y .
We first redefine
Sˆ : H → ℓ2
f → (γ∗xif)i∈J1,nK = (f(xi))i∈J1,nK.
From it, we get, with the same proof as Def. 3
Sˆ∗ : ℓ2 → H
(ci)i∈J1,nK → 1n
∑n
i=1 γxici.
Also retaking the proof of Def. 3, we have, we Σˆ defined previously,
Σˆ = Sˆ∗Sˆ =
1
n
n∑
i=1
γxiγ
∗
xi .
Finally, also taking the proof of Def. 3, for c = (ci)i∈J1,nK ∈ Yn, we can define
Kˆc = SˆSˆ∗c =
(
1
n
n∑
i=1
Γ(xj , xi)ci
)
j∈J1,nK
∈ Yn.
Now that we have all the operators, we can go on, let’s first notice that, if y = (yi)i∈J1,nK ∈ Yn, we can write the
approximation of g Eq. (5) as we would like
gˆ = Sˆ∗y.
Finally we use the precedent trick to express everything in ℓ2,
fˆ(x) = γ∗x(Sˆ
∗Sˆ + λ)−1Sˆ∗y = γ∗xSˆ
∗(SˆSˆ∗ + λ)−1y = (Kˆx)∗(Kˆ + λ)−1y.
Where we denote Kˆx = Sˆγx operating from Y to Yn, with, for c = (ci)i∈J1,nK ∈ Yn,
Kˆ∗xc = γ
∗
xSˆ
∗c =
1
n
n∑
i=1
Γ(x, xi)ci.
Let’s now consider the case where Γ(x, x′) = k(x, x′)IY , we have
Kˆc =
(
1
n
n∑
i=1
k(xj , xi)ci
)
j∈J1,nK
=
1
n
K˜c.
Where we define K˜ = (k(xi, xj))i,j∈J1,nK ∈ Rn×n, operating on Yn as if it was Rn×dimY with the usual matrix
multiplication. Similarly
Kˆ∗xc =
1
n
n∑
i=1
k(x, xi)ci =
1
n
K˜Tx c,
with K˜x = (k(x, xi))i∈J1,nK ∈ Rn. Finally we have
fˆ(x) =
1
n
K˜Tx (
1
n
K˜ + λ)−1y = K˜Tx (K˜ + nλ)
−1y = α(x)T y.
Which concludes the proof.
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3 Laplacian Regularization
To capture smoothness according to data, Laplacian regularization is a popular concept. It consists of introducing
a penalizing term. Laplacian regularizer reads
EρX
[
‖∇f(X)‖22
]
= EρX
[〈∇∗∇f(X), f(X)〉Y] = −EρX [〈∆f(X), f(X)〉Y] = −〈∆f, f〉L2
It relates to low density separation hypothesis: where there is few data, dρX is small, ‖∇f‖ can be high, and f can
vary a lot; yet, when there is a lot of data, dρX is high, and variations of f are highly penalized. Let’s therefore
consider the Laplacian regularization problem
argmin
f∈F
∫
X×Y
‖f(x)− y‖2 dρ(x, y) + µ
∫
X
‖∇f(x)‖2 dρX (x). (8)
3.1 Sketch of the extension procedure
The work we did for kernel ridge regression can be extended for several problem, in the following, we will consider
the Laplacian regularization problem. Let’s review the big lines of the procedure.
Stating the Problem. Let’s A be integral operator on L2, g ∈ L2.
argmin
f∈H
‖ASf − g‖2L2 .
Let’s T = AS operating from H to L2, we reformulate
‖Tf − g‖L2 = 〈T ∗Tf, f〉H − 2 〈f, T ∗g〉H + 〈g, g〉L2 .
We want to solve in H,
T ∗Tf = T ∗g
Analytical Solution. We can’t necessarily invert T ∗T , yet we can approach the inverse with
fλ = (T
∗T + λ)−1T ∗g ∈ H
And the equivalent solution with the invert in L2,
fλ(x) = (Tγx)
∗(TT ∗ + λ)−1g.
Multiple Terms. When the objective splits as
argmin
f∈H
d∑
i=1
‖AiSf − gi‖2L2 ,
One can consider T = (T1, · · · , Td)T and g = (g1, · · · , gd)T , and you get the same solution.
Consistent Empirical Approximation. If A is a integral operator A = Eρ[ξ], one can approximate it with
Aˆ = Eρˆ [ξ]. Similarly, one can approximate L
2 with ℓ2 introduced for the proof of Prop. 4, g will become a function
of ℓ2, and we can approximate everything with
fˆ(x) = (Tˆ γx)
∗(Tˆ Tˆ ∗ + λ)−1gˆ.
Finally the difference between fˆ and fλ can be bounded thanks to concentration inequality, and the difference
between fλ and f
∗, in the same spirit as Smale and Zhou (2007); Caponnetto and De Vito (2006). can be control
with λ. This will allow to show consistency of our estimator fˆ as we will see later.
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3.2 Derivative Operators
Let’s try to control the Laplacian term in Eq. (8) from H. For this, let’s suppose X ⊂ Rd and use that
‖∇f(x)‖22 =
d∑
i=1
‖∂if(x)‖2Y .
So that Eq. (8) becomes, using Prop. 2
f ∈ argmin
f∈F
‖f − f∗‖2L2 +
d∑
i=1
‖∂if‖2L2 . (9)
Building Derivatives In order to control ∂if in H, we need to build derivatives in H. It can be done, and we
will sketch how. We redirect the curious reader to Zhou (2008) for more precise construction. Using the reproducing
property, let’s look for
∂iγx = lim
t→0
1
t
(γx+tei − γx) ∈ L(Y,H).
Under regularity assumption on Γ, this is well define and using limit linearity and the reproducing property Prop. 1
∀ f ∈ H, (∂iγx)∗f = lim
t→0
1
t
(f(x+ tei)− f(x)) = ∂if(x).
Indeed, simple derivations shows that ∂iγx has the desirable properties of
(γx′)
∗(∂iγx) = (∂iγx′)∗γx =
∂
∂xi
Γ(x, x′) ∈ L(Y),
(∂iγx)
∗(∂jγx′) =
∂2
∂xi∂x′j
Γ(x, x′) ∈ L(Y).
The following definition and properties follows from the construction of Def. 3.
Definition 4 (Canonical Operators). Let’s define the derivative evaluation maps
Zi : H → L2
f → (∂iγ(·))∗f = ∂if(·).
The adjoint of Zi is given by
Z∗i : L
2 → H
f(·) → ∫ ∂iγxf(x) dρX (x).
Define the Gram derivative operator ∆ij operating in L
2 as, for f in L2,
∆ijf = ZiZ
∗
j f =
∫
X
∂2
∂xi∂x′j
Γ(·, x′)f(x′) dρX (x′).
Finally define the cross operators Di operating on L
2 as, for f in L2
Dif = SZ
∗
i f =
∫
X
∂
∂x′i
Γ(·, x′)f(x′) dρX (x′).
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3.3 Analytical Solution
Using Eq. (9), and Def. 4, when trying to minimize Eq. (8) in H, we are solving for
f ∈ argmin
f∈H
‖Sf − f∗‖2L2 + µ
d∑
i=1
‖Zif‖L2 .
It corresponds to solving, with respect to f ∈ H(
S∗S + µ
d∑
i=1
Z∗i Zi
)
f = S∗f.
Once again we can define
fλ =
(
S∗S + µ
d∑
i=1
Z∗i Zi + λ
)−1
S∗f. (10)
3.4 Empirical Approximation
To cast Eq. (10) in L2, we can use the usual flipping,
fλ(x) = γ
∗
x




S√
µZ1
...√
µZd


∗

S√
µZ1
...√
µZd

+ λI


−1

S√
µZ1
...√
µZd


∗

f∗
0
...
0


= γ∗x


S√
µZ1
...√
µZd


∗



S√
µZ1
...√
µZd




S√
µZ1
...√
µZd


∗
+ λI


−1

f∗
0
...
0

 .
If we introduce Z = (Zj)j∈J1,dK, D = (Dj)j∈J1,dK and ∆ = (∆ij)ij∈J1,dK,
fλ =
(
(Sγx)
∗ (
√
µZγx)
∗ )(( K √µD√
µD∗ µ∆
)
+ λI
)−1(
f∗
(0L2)i∈J1,dK
)
.
This is a satisfying way to write the solution in L2. Let’s remember that we can perform matrix block inversion to
specify
(
K + λI
√
µD√
µD∗ µ∆+ λI
)−1(
f∗
0
)
=
(
(K + λI −D∗(∆ + λµI)−1D)−1f∗
1√
µ (∆ +
λ
µI)
−1D∗(K + λI −D∗(∆ + λµI)−1D)−1f∗
)
.
Therefore, we end up with
fλ(x) =
(
(Sγx)
∗ − (Zγx)∗(∆ + λ
µ
I)−1D∗
)(
K + λI −D(∆ + λ
µ
I)−1D∗
)−1
f∗. (11)
With the same proof as previously we deduce that
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Proposition 5 (Laplacian Empirical Solution). We can approximate a solution of Eq. (8), from empirical data
(xi, yi)i∈J1,nK with
fˆ =
n∑
i=1
βi(x)yi.
Where
β(x) =
(
Kˆ∗x −∇(Kˆx)∗(∆ˆ +
λ
µ
Ind)
−1Dˆ∗
)(
Kˆ + λIn − Dˆ(∆ˆ + λ
µ
Ind)
−1Dˆ∗
)−1
.
With ∇Kˆx = (∂iKˆx)i∈J1,dK ∈ Rnd, Dˆ = (Dˆi)i∈J1,dK ∈ Rn×nd and ∆ˆ = (∆ˆij)i,j∈J1,dK ∈ Rnd×nd, and, for c =
(ci)i∈[1,n] ∈ Yn,
(∂iKˆx)
∗c =
1
n
n∑
j=1
∂
∂1,i
k(x, xj)cj
Dˆic =
(
1
n
n∑
k=1
∂
∂1,i
k(xj , xk)ck
)
j∈[1,n]
∆ˆijc =
(
1
n
n∑
k=1
∂2
∂1,i∂2,j
k(xl, xk)ck
)
l∈J1,nK
.
This estimator fˆ is an empirical estimation of fλ when substituting ρˆ for ρ.
Proof. The proof reads the same as the proof of Prop. 4.
4 Consistency Theorems
Let’s prove consistency of our estimator in Prop. 4 for kernel ridge regression. Note that the same could be done
for Laplacian regularization and generic extension of our procedure.
In all the following, ‖(·)‖ has to be understand as the operator norm linked with the Hilbert norms, it correspond
to the biggest absolute singular value.
4.1 Risk Decomposition
Lemma 1 (Risk Decomposition). The excess of the risk defined in Eq. (2) is bounded by√
R(Sfˆ)− R(f∗) ≤ ‖Sfλ − f∗‖L2 +
∥∥∥Σ1/2(Σˆ + λ)−1(Σ + λ)1/2∥∥∥× · · ·∥∥∥(Σ + λ)−1/2 (gˆ − Σˆfλ − (g − Σfλ))∥∥∥H .
Proof. Using Prop. 2, we have that
R(Sfˆ)−R(f∗) =
∥∥∥Sfˆ − f∗∥∥∥2
L2
.
We can first dissociate the empirical approximation from the inverse of Σ approximation with∥∥∥Sfˆ − f∗∥∥∥
L2
≤
∥∥∥Sfˆ − Sfλ∥∥∥
L2
+ ‖Sfλ − f∗‖L2 .
For the first term, let’s first notice that, for f ∈ H
‖Sf‖2L2 = 〈Sf, Sf〉L2 = 〈S∗Sf, f〉H = 〈Σf, f〉H =
∥∥∥Σ1/2f∥∥∥
H
.
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Therefore, ∥∥∥Sfˆ − Sfλ∥∥∥
L2
=
∥∥∥Σ1/2(fˆ − fλ)∥∥∥H .
Let’s now express fˆ and fλ with Σ and g, as defined in Def. 3 and Eq. (5), and its approximation in Eq. (7), we
have
fˆ − fλ = (Σˆ + λ)−1gˆ − (Σ + λ)−1g.
Let’s denote Aλ = A+ λ for any operator A, and let’s dissociate the approximation error in g and in Σλ, we have
fˆ − fλ = Σˆ−1λ gˆ − Σˆ−1λ g + Σˆ−1λ g − Σ−1λ g = Σˆλ
−1
(gˆ − g) + (Σˆ−1λ − Σ−1λ )g.
One can control the difference A−1 − B−1 from the difference A − B using A−1 − B−1 = A−1(B − A)B−1, with
this we get
fˆ − fλ = Σˆ−1λ (gˆ − g) + Σˆ−1λ (Σ− Σˆ)Σ−1λ g.
Indeed we can refine the control with
fˆ − fλ = Σˆ−1λ
(
(gˆ − g) + (Σ− Σˆ)fλ
)
= Σˆ−1λ
(
(gˆ − Σˆfλ)− (g − Σfλ)
)
.
We could bound ∥∥∥Sfˆ − Sfλ∥∥∥
L2
≤
∥∥∥Σ1/2Σˆ−1λ ∥∥∥ ∥∥∥gˆ − Σˆfλ − (g − Σfλ)∥∥∥H .
Yet, since g = S∗f∗, the best way to proceed is to add Σ1/2λ Σ
−1/2
λ at the middle of the split to end up the proof.
In the following we are going to bound the three terms appearing in Lem. 1. First, gˆ − Σˆfλ converges toward
g − Σfλ as ρˆ converges toward ρ. Then, Σ1/2Σˆ−1λ Σ1/2λ converges toward the identity, of norm 1. Finally, if f∗ is in
H or in the adherence of H in L2, we can also show that fλ goes to f∗.
4.2 Vector Concentration
Lemma 2 (Vector concentration). For any δ > 0, with probability 1− δ, holds
∥∥∥Σ−1/2λ (gˆ − Σˆfλ)− Σ−1/2λ (g − Σfλ)∥∥∥H ≤
(
2Cλ
3n
+
√
14c2ρ
n
)
Nλ log
(
10
δ
)
.
With
Cλ = sup
(x,y)∈suppρ
‖y − fλ(x)‖Y , cρ = sup
y∈supp ρY
‖y‖Y N 2λ = sup
x∈supp ρX
∥∥γ∗xΣ−1λ γx∥∥ .
And where the probability has to be understood with the random sampling of the training set Dn = ((Xi, Yi))i∈J1,nK
that is used for ρˆ, with (Xi, Yi) independent variables distributed accordingly to ρ.
Proof. This is a concentration bound. Let’s consider
ξ = Σ
−1/2
λ γx(y − γ∗xfλ) ∈ H.
It provides
Eρˆ[ξ]− Eρ[ξ] = Σ−1/2λ (gˆ − Σˆfλ)− Σ−1/2λ (g − Σfλ).
To apply the concentration bound Cor. 2, we need to bound ξ, and its variance.
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Bound on ξ. To bound ξ, we will go for
‖ξ‖H ≤
∥∥∥Σ−1/2λ γx∥∥∥ ‖y − fλ(x)‖Y .
The right term can be bounded by
‖y − fλ(x)‖Y ≤ sup
(x,y)∈suppρ
‖y − fλ(x)‖Y = Cλ.
For the left term, we can go for∥∥∥Σ−1/2λ γx∥∥∥ = ∥∥γ∗xΣ−1λ γx∥∥1/2 ≤ sup
(x,y)∈suppρ
∥∥γ∗xΣ−1λ γx∥∥1/2 = Nλ.
Bound on E
[
ξ2
]
. To bound E
[
ξ2
]
, we can go for
E
[
‖ξ‖2H
]
= E
[
(y − fλ(x))∗γ∗xΣ−1λ γx(y − fλ(x))
]
≤ E
[
‖y − fλ(x)‖2Y
∥∥γ∗xΣ−1λ γx∥∥]
≤ N 2λ E
[
‖y − fλ(x)‖2Y
]
.
Let’s work on the last term, for we will go for
‖y − fλ(x)‖Y ≤ ‖y − f∗(x)‖Y + ‖f∗(x)− fλ(x)‖Y .
Recall that, using Eq. (3)
‖f∗(x)‖Y =
∥∥∥∥
∫
Y
y dρ (y |x)
∥∥∥∥ ≤
∫
Y
‖y‖dρ (y |x) ≤ cρ.
Therefore, ‖y − f∗(x)‖Y ≤ ‖y‖Y + ‖f∗(x)‖Y ≤ 2cρ. Now we have
E
[
‖y − fλ(x)‖2Y
]
≤ E
[(
cρ + ‖f∗(x) − fλ(x)‖Y
)2]
= 4c2ρ + 2cρ E
[‖f∗(x) − fλ(x)‖Y]+ E [‖f∗(x)− fλ(x)‖2Y]
= 4c2ρ + 2cρ ‖f∗ − Sfλ‖L1 + ‖f∗ − Sfλ‖2L2 .
Now we can use that for any g ∈ L2, ‖g‖L1 ≤ ‖g‖L1 , and recall from Eq. (4),
f∗ − Sfλ = f∗ − S(S∗S + λ)S∗f∗ = (I − SS∗(SS∗ + λ)−1)f∗ = λ(SS∗ + λ)−1f∗.
Therefore,
‖f∗ − Sfλ‖L2 =
∥∥λK−1λ f∗∥∥L2 ≤ ∥∥λK−1λ ∥∥ ‖f∗‖L2 ≤ cρ.
Finally we get
E
[
‖ξ‖2
]
≤ 7N 2λc2ρ.
From here, the lemma is only an application of Cor. 2.
Theorem 1 (Vector Bernstein Inequality). Let’s ξ be a function mapping X ×Y to elements in some Hilbert space.
Assume ξ(x, y) bounded by M , for almost every (x, y). Assume also, that ξ has a finite variance
σ2 = Eρ
[
‖ξ(X,Y )‖2
]
− ‖Eρ [ξ(X,Y )]‖2 .
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Then for all ε > 0, we have
P (‖Eρˆ[ξ]− Eρ[ξ]‖ > ε) ≤ 4 · exp
( −3nε2
6σ2 + 2εM
)(
1 + 3 · 6σ
2 + 2εM
3nε2
)
.
where
Eρ[ξ] =
∫
X×Y
ξ(x, y) dρ(x, y), and Eρˆ[ξ] =
1
n
n∑
i=1
ξ(Xi, Yi).
and the probability has to be understood with the random sampling of the training set Dn = ((Xi, Yi))i∈J1,nK, with
(Xi, Yi) independent variables distributed accordingly to ρ.
Proof. This a reformulation of results in Minsker (2017).
Corollary 2 (Vector Bernstein Bounds). Under the same hypothesis as Thm. 1, for any δ > 0, with probability
1− δ,
‖Eρˆ[ξ]− Eρ[ξ]‖ ≤ 2M
3n
log
(
10
δ
)
+
√
2σ2
n
log1/2
(
10
δ
)
.
Proof. The proof consists in inverting the bound of Thm. 1. First of all, to get a clean results we would like to
remove the left part of the bound in Thm. 1. For this, we would like that
6σ2 + 2εM
3nε2
≤ t.
This allows to refine the bound of Thm. 1, as
P (‖Eρˆ[ξ]− Eρ[ξ]‖ > ε) ≤ 4(1 + 3t) · exp
( −3nε2
6σ2 + 2εM
)
For δ ∈ [0, 1] given, consider ε ≥ 0 such that
4(1 + 3t) · exp
( −3nε2
6σ2 + 2εM
)
≤ δ.
For simplicity, let’s note a = 4(1 + 3t), b = 3n, c = 6σ2 and d = 2M , we are looking for ε ≥ 0 such that
a exp
( −bε2
c+ dε
)
≤ δ.
This is a quadratic equation in ε, we can consider
ε =
d log
(
a
δ
)
+
√
d2 log2
(
a
δ
)
+ 4bc log
(
a
δ
)
2b
.
Therefore, with probability 1− δ, we have
‖Eρˆ[ξ]− Eρ[ξ]‖ ≤ ε.
as long as δ ≤ 4(1 + 3t)e−t−1 , which is always true when t = 1/2 and δ < 1. Let’s continue our majoration, using
that (x+ y)1/2 ≤ x1/2 + y1/2, we have
ε =
d log
(
a
δ
)
+
√
d2 log2
(
a
δ
)
+ 4bc log
(
a
δ
)
2b
≤ d log
(
a
δ
)
b
+
√
c log
(
a
δ
)
b
.
And we conclude by putting back the expression of a, b, c and d.
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4.3 Matrix Concentration
Lemma 3 (Matrix Concentration). When Γ(x, x′) = k(x, x′)IY , for any δ > 0, holds with probability 1− δ∥∥∥Σ1/2Σˆ−1λ Σ1/2λ ∥∥∥ ≤ 2,
as long as
Nλ√
n
log
(
6
δ
(
κ2
‖Σ‖ +
κ2
λ
))
≤ 3
4 + 6
√
2
.
with N 2λ = supx∈supp ρX
∥∥γ∗xΣ−1λ γx∥∥, κ2 = supx∈supp ρX k(x, x) and where the probability has to be understood with
the random sampling of the training set Dn = ((Xi, Yi))i∈J1,nK that is used for ρˆ, with (Xi, Yi) independent variables
distributed accordingly to ρ.
Proof. We can’t use matrix concentration directly, we have to work a little bit for it.
Getting through matrix concentration. We would like to concentrate toward the identity the term
∥∥∥√Σ(Σˆ + λ)−1(Σ + λ)1/2∥∥∥.
To do so, let’s first notice that
Σ
1/2
λ Σˆ
−1
λ Σ
1/2
λ = Σ
1/2
λ (Σˆ
−1
λ − Σ−1λ )Σ1/2λ + I = Σ1/2λ Σˆ−1λ (Σ− Σˆ)Σ−1/2λ + I
= Σ
1/2
λ Σˆ
−1
λ Σ
1/2
λ Σ
−1/2
λ (Σ− Σˆ)Σ−1/2λ + I.
From which we deduce that
Σ
1/2
λ Σˆ
−1
λ Σ
1/2
λ =
(
I − Σ−1/2λ (Σ− Σˆ)Σ−1/2λ
)−1
.
And, as a corollary,
Σ1/2Σˆ−1λ Σ
1/2
λ = Σ
1/2Σ
−1/2
λ
(
I − Σ−1/2λ (Σ− Σˆ)Σ−1/2λ
)−1
.
Thinking with eigen values, we have
∥∥∥Σ1/2Σ−1/2λ ∥∥∥ ≤ 1. For the second term, we recognize a geometric inverse. Let’s
write A = Σ
−1/2
λ (Σ− Σˆ)Σ−1/2λ . With a telescopic sum, you can prove that
‖A‖ < 1 ⇒ (I −A)−1 =
∞∑
m=0
Am.
Therefore, if ‖A‖ ≤ 1, you do have
∥∥(I −A)−1∥∥ ≤ ∞∑
m=0
‖Am‖ ≤
∞∑
m=0
‖A‖m = (1− ‖A‖)−1
From all this we deduce that,∥∥∥Σ−1/2λ (Σ− Σˆ)Σ−1/2λ ∥∥∥ ≤ 12 ⇒
∥∥∥√Σ(Σˆ + λ)−1(Σ + λ)1/2∥∥∥ ≤ 2.
Going back to HX . At one point, if we were to concentrate directly in H, Σ − Σˆ, we will have the quantity
Tr(Σ) appearing. In the case where Γ(x, x) = k(x, x)IY , we have Tr (γxγ∗x) = +∞, and so will be Tr(Σ). However,
somehow Σ is only operating on X , so we would like to get back to the case where Y = R. We can do so, since∥∥∥Σ−1/2λ (Σ− Σˆ)Σ−1/2λ ∥∥∥ = ∥∥∥Σ−1/2X ,λ (ΣX − ΣˆX )Σ−1/2X ,λ ∥∥∥ .
Let’s prove it. With Γ(x, x′) = k(x, x′)IY , we can identify H with Y ⊗HX . Let’s consider (yi)i∈N a basis of Y, and
(kj)j∈N a basis of Hx, we have (fij = yi ⊗ kj)i,j∈N a basis of H. We have the following property
γ∗xfij = fij(x) = kj(x)yi = k
∗
xkjyi.
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From which it follows
γxγ
∗
xfij = k
∗
xkjγxyi = k
∗
xkj(yi ⊗ kx) = yi ⊗ ((k∗xkj)kx) = yi ⊗ (kx ⊗ kx)kj .
Now, by linearity
Σfij = yi ⊗ (ΣXkj).
The same works with more complex operators,
Σ
−1/2
λ (Σ− Σˆ)Σ−1/2λ fij = yi ⊗
(
Σ
−1/2
X ,λ (ΣX − ΣˆX )Σ−1/2X ,λ kj
)
.
In norm, with A the prior left hand side operator, and AX the prior right hand side operator,
‖Afij‖H = ‖yi‖Y ‖AXkj‖HX ≤ ‖yi‖Y ‖kj‖HX ‖AX ‖ .
Using that ‖fij‖H = ‖kj‖HX ‖yi‖Y , we can conclude
‖A‖ ≤ ‖AX ‖ .
This being an equality as soon as kj is a maximal eigen value of the right hand side quantity, which end the proof
that ∥∥∥Σ−1/2λ (Σ− Σˆ)Σ−1/2λ ∥∥∥ = ∥∥∥Σ−1/2X ,λ (ΣX − ΣˆX )Σ−1/2X ,λ ∥∥∥ .
In the following, we will keep the notation Σ even if we meant ΣX .
Matrix concentration. Let’s now bound
∥∥∥Σ−1/2λ (Σ− Σˆ)Σ−1/2λ ∥∥∥ inequality. To do so, let’s define
ξ = Σ
−1/2
λ γxγ
∗
xΣ
−1/2
λ = (Σ
−1/2
λ γx)(Σ
−1/2
λ γx)
∗.
It provides
Eρ[ξ]− Eρˆ[ξ] = Σ−1/2λ (Σ− Σˆ)Σ−1/2λ .
To bound ξ, we go with
‖ξ‖ =
∥∥∥Σ−1/2λ γx(Σ−1/2λ γx)∗∥∥∥ = ∥∥∥Σ−1/2λ γx∥∥∥2H ≤ N 2λ .
To bound E[ξ2], we go for
E[ξ2] = E
[
Σ
−1/2
λ γx(Σ
−1/2
λ γx)
∗Σ−1/2λ γx(Σ
−1/2
λ γx)
∗
]
= N 2λ E[(Σ−1/2λ γx)(Σ−1/2λ γx)∗] + E
[
(Σ
−1/2
λ γx)
(
γ∗xΣ
−1
X ,λγx −N 2λ
)
(Σ
−1/2
λ γx)
∗
]
 N 2λ E[ξ].
Let’s now define
S = E[ξ] = Σ
−1/2
λ ΣΣ
−1/2
λ = Σ
−1
λ Σ.
Thinking in term of eigen value we have that
‖S‖ = ‖Σ‖
λ+ ‖Σ‖ ≤ 1.
For it trace, we need to go back to HX
TrS = Tr
(
Σ−1λ Σ
)
= Tr
(
E
[
Σ−1λ kxk
∗
x
])
= E
[
Tr
(
Σ−1λ kxk
∗
x
)]
= E
[
k∗xΣ
−1
λ kx
]
.
Now we can bound
k∗xΣ
−1
λ kx ≤ ‖kx‖2HX
∥∥Σ−1λ ∥∥ ≤ k(x, x)λ−1.
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From which we deduce,
‖S‖ ≤ κ2λ−1.
Finally, using Cor. 4, for any δ > 0, with probability 1− δ,
∥∥∥Σ−1/2λ (Σ− Σˆ)Σ−1/2λ ∥∥∥ ≤ 2Nλ3n log
(
6
δ
(
λ
‖Σ‖ + 1
)
κ2
λ
)
+ · · ·√
2N 2λ
n
log1/2
(
6
δ
(
λ
‖Σ‖ + 1
)
κ2
λ
)
.
Using n ≥ √n and log(· · · ) ≥ log1/2(· · · ), and adding all element together ends up the proof.
Theorem 3 (Matrix Berstein Inequality). Let’s ξ be a function mapping X × Y to self-adjoint operators in some
Hilbert space. Assume ξ(x, y) bounded by M , for almost every (x, y). Let’s define the variance operator
S = Eρ
[
ξ(X,Y )2
]− Eρ [ξ(X,Y )]2 ,
and suppose that ‖S‖ = σ2. Then for all ε > 0, we have
P (‖Eρˆ[ξ]− Eρ[ξ]‖ > ε) ≤ 2 · Tr (S)‖S‖ exp
( −3nε2
6σ2 + 2εM
)(
1 + 3 · 6σ
2 + 2εM
3nε2
)
.
where
Eρ[ξ] =
∫
X×Y
ξ(x, y) dρ(x, y), and Eρˆ[ξ] =
1
n
n∑
i=1
ξ(Xi, Yi).
and the probability has to be understood with the random sampling of the training set Dn = ((Xi, Yi))i∈J1,nK, with
(Xi, Yi) independent variables distributed accordingly to ρ.
Proof. This is a reformulation of results in Minsker (2017).
Corollary 4 (Vector Bernstein Bounds). Under the same hypothesis as Thm. 3, for any δ > 0, with probability
1− δ,
‖Eρˆ[ξ]− Eρ[ξ]‖ ≤ 2M
3n
log
(
6
δ
Tr (S)
‖S‖
)
+
√
2σ2
n
log1/2
(
6
δ
Tr (S)
‖S‖
)
.
Proof. The proof follows the same inversion as Cor. 2.
4.4 Distance between H and L2
We have been taking precaution in the case where f∗ is not defined in H, in this case there might be a residual
error between any minimizer in H and the solution f∗. We can prove consistency in two cases
– When f∗ is in the closure of H in L2, or more generally when H is dense in L2.
– When f∗ ∈ H.
– When f∗ ∈ H and ρ is such that the problem is made easy.
Lemma 4 (Residual error when f∗ ∈ H). When f∗ is in the adherence of ImK in L2, we have
lim
λ→0
‖Sfλ − f∗‖L2 = 0.
Moreover we have, Nλ ≤ κλ−1/2 and
Cλ ≤ cρ + κλ−1/2 ‖f∗‖L2 .
with cρ = supy∈supp ρY ‖y‖Y and κ2 = supx∈supp ρX ‖Γ(x, x)‖.
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Proof. Since we can’t manipulate f∗ in H, let’s manipulate fλ in L2, with the usual flipping
Sfλ = S(S
∗S + λ)−1S∗f∗ = SS∗(SS∗ + λ)−1f∗ = K(K + λ)−1f∗.
Therefore, we have the same type of control as before
Sfλ − f∗ = (K(K + λ)−1 − I)f∗ = −λ(K + λ)−1f∗.
As λ will go to 0, the component that are not on the range of K in f∗ are going to diverge, yet the multiplication
in front by λ will save us. Let’s diagonalize K in L2
K =
∞∑
i=1
σiuiu
∗
i , with ui ∈ L2, σi ∈ R,
with (ui)i∈N a basis of L2. We have
‖Sfλ − f∗‖2L2 = λ2
∥∥(K + λ)−1f∗∥∥2
L2
=
∞∑
i=1
λ2
(σi + λ)2
〈ui, f∗〉2L2 =
∞∑
i=1
λ2w2i
(σi + λ)2
.
Where we denote wi = 〈ui, f∗〉. Notice that
∑
w2i = ‖f∗‖2L2 . We need to dissociate the stable eigen value to the
unstable ones. Let’s take t a threshold and define It = {i ∈ N |σi ≥ t}. We have
‖Sfλ − f∗‖2L2 ≤
∑
i∈It
λ2w2i
t2
+
∑
i∈N\It
w2i ≤
λ2
t2
‖f∗‖L2 +
∑
i∈N\It
w2i .
Let’s now make concrete our density hypothesis. The fact that f∗ is in ImK, the closure of the image of K, means
that, with all the following geometry in L2
lim
t→0
∑
i∈N\It
w2i = ‖πkerKf∗‖L2 =
∥∥π(ImK)⊥f∗∥∥L2 = ∥∥πImK⊥f∗∥∥L2 = 0.
Now if we consider λ going to 0, we can take t = λ1/2, so that t goes to 0 as well as λ/t, which allows to conclude.
For the bound on N , the proof follows from∥∥γ∗xΣ−1λ γx∥∥ ≤ ‖γx‖2 ‖Σλ‖ ≤ κ2λ−1.
For the last proposition, we have that
‖y − fλ(x)‖Y ≤ cρ + κ ‖fλ‖H
We can use that
fλ = Σ
−1
λ S
∗f∗.
Which gives
‖fλ‖H ≤
∥∥Σ−1λ S∗∥∥ ‖f∗‖L2 .
Using that all square root of Σ are link by unitary transform we have∥∥Σ−1λ S∗∥∥ = ∥∥∥Σ−1λ Σ1/2∥∥∥ = ∥∥Σ−1λ ΣΣ−1λ ∥∥1/2 ≤ ∥∥Σ−1λ Σ∥∥1/2 ∥∥Σ−1λ ∥∥1/2 ≤ λ−1/2.
And we conclude for the second part.
Lemma 5 (Residual error when f∗ ∈ H). Let’s suppose that f∗ = SfH, for fH ∈ H. In this case,
‖Sfλ − f∗‖L2 ≤ λ1/2 ‖fH‖H .
Moreover we have, Nλ ≤ κλ−1/2 and
Cλ ≤ cρ + κ ‖fH‖H .
with cρ = supy∈supp ρY ‖y‖Y and κ2 = supx∈supp ρX ‖Γ(x, x)‖.
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Proof. To prove the first statement, let’s first notice that, since ΣfH = Σλfλ = g,
fλ − fH = (Σ + λ)−1g − fH = ((Σ + λ)−1Σ− I)fH = −λ(Σ + λ)−1fH.
Thus,
‖Sfλ − f∗‖L2 = ‖Sfλ − SfH‖L2 =
∥∥∥Σ1/2(fλ − fH)∥∥∥H ≤ λ
∥∥∥Σ1/2Σ−1λ ∥∥∥ ‖fH‖H .
Finally, we use that ∥∥∥Σ1/2Σ−1λ ∥∥∥ = ∥∥Σ−1λ ΣΣ−1λ ∥∥1/2 ≤ ∥∥Σ−1λ Σ∥∥1/2 ∥∥Σ−1λ ∥∥1/2 ≤ λ−1/2.
Where we used that
∥∥Σ−1λ Σ∥∥ ≤ 1, and ∥∥Σ−1λ ∥∥ ≤ λ−1.
The bound on Nλ works as in Lem. 4. For the last statement, we go with
‖y − fλ(x)‖Y = ‖y − γ∗xfλ‖Y ≤ ‖y‖Y + ‖γ∗x‖ ‖fλ‖H ≤ cρ + κ ‖fλ‖H .
Recall that fλ is the solution of the same problem than fH after adding a penalization on the norm, so ‖fλ‖H ≤
‖fH‖H. We can also just go for
‖fλ‖H =
∥∥Σ−1λ ΣfH∥∥H ≤ ∥∥Σ−1λ Σ∥∥ ‖fH‖H ≤ ‖fH‖H .
Definition 5 (P(a, b, R)). Let’s define the class of problem PH(a, b, R), for a, b ∈ [0, 1] and R ∈ R, where (f∗, ρ) ∈
PH(a, b, R), if
– Low complexity hypothesis,
∃h ∈ H, f∗ = SΣa/2h, with ‖h‖H ≤ R.
– Effective dimension like hypothesis,
Nλ ≤ κλ−b/2
Note that the complexity decreases with a and the dimension increases with b. Note that when f∗ = SfH, this holds
with a = 0, and b = 1.
Lemma 6 (Residual error when f∗ ∈ P(a, b, R)). Let’s suppose that f∗ = SfH, for fH ∈ PH(a, b, R). In this case,
‖Sfλ − f∗‖L2 ≤ Rλ(1+a)/2.
Moreover we have, Nλ ≤ κλ−b/2 and
Cλ ≤ 2cρ + κRλa/2.
with cρ = supy∈supp ρY ‖y‖Y and κ2 = supx∈supp ρX ‖Γ(x, x)‖.
Proof. For the first statement we use that, as in Lem. 5,
‖Sfλ − f∗‖L2 = λ
∥∥∥Σ1/2Σ−1λ Σa/2h∥∥∥H ≤ λR
∥∥∥Σ(1+a)/2Σ−1λ ∥∥∥ .
Finally, we use that∥∥∥Σ(1+a)/2Σ−1λ ∥∥∥ = ∥∥∥Σ−1λ Σ(1+a)Σ−1λ ∥∥∥1/2 ≤ ∥∥∥Σ−(1+a)λ Σ1+a∥∥∥1/2 ∥∥∥Σ−(1−a)λ ∥∥∥1/2 ≤ λ−(1−a)/2.
For the last statement, we use that
y − fλ(x) = y − f∗(x) + γ∗x(fH − fλ) = y − f∗(x) + λγ∗xΣ−1λ Σa/2h.
And again, we bound ∥∥∥γ∗xΣ−1λ Σa/2h∥∥∥H ≤ Rκ
∥∥∥Σ−1λ Σa/2∥∥∥ ≤ Rκλ−1+a/2.
To get ‖y − fλ(x)‖ ≤ 2cρ + λa/2κR.
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4.5 Consistency Theorems
Lemma 7 (Generic Risk Control). Collecting all the prior work, for any δ > 0, we have with probability 1− δ,√
R(Sfˆ)−R(f∗) ≤ ‖Sfλ − f∗‖L2 +
Nλ
n1/2
(
2
√
14cρ +
4Cλ
3n1/2
)
log
(
20
δ
)
.
As long as
Nλ
n1/2
log
(
12
δ
(
κ2
λ
+
κ2
‖Σ‖
))
≤ 3
4 + 6
√
2
.
Where the probability has to be understood with the random sampling of the training set Dn = ((Xi, Yi))i∈J1,nK that
is used for ρˆ, with (Xi, Yi) independent variables distributed accordingly to ρ.
Proof. This proof follows Lems. 1 to 3, where we consider two events of probability 1−δ/2, that holds simultaneously
with probability at least 1− δ.
Theorem 5 (Consistency). Whenever f∗, define Eq. (3), the solution of Eq. (2), can be shown as in the closure
H in L2, more exactly, if f∗ ∈ ImK, one can show the following consistency results for the estimator fˆ , defined
in Prop. 4, considering a regularization scheme λn = Cn
−r with r ∈ (0, 1): for any training set D = (Xi, Yi)i∈N,
the sequence of estimator fˆn defined on the n first samples minimize the risk of Eq. (2), formally
Almost surely, lim
n→∞
R(Sfˆn)−R(f∗) = 0.
Proof. For this proof, we are going to use Borel-Cantelli lemma. Recall
Lemma 8 (Borel-Cantelli). Let (En)n∈N be a sequence of events such that∑
n∈N
P(En) < +∞, ⇒ P(lim sup
n→∞
En) = 0.
where
lim sup
n→∞
En = ∪n∈N ∩k≥n En.
Combining Lems. 4 and 7, we get, for any δ > 0, with probability 1− δ,√
R(Sfˆ)−R(f∗) ≤ h(λ) + κ
(nλ)1/2
(
2
√
14cρ +
4cρ
3n1/2
+
4κ ‖fH‖H
(λn)1/2
)
log
(
20
δ
)
.
Where h(λ) = ‖Sfλ − f∗‖L2 is a function going to 0 when λ goes to 0. As long as
κ
(nλ)1/2
log
(
12
δ
(
κ2
λ
+
κ2
‖Σ‖
))
≤ 3
4 + 6
√
2
.
Let’s only keep the dependency in λ, n and δ with√
R(Sfˆ)−R(f∗) ≤ h(λ) + a
(λn)1/2
(
1 +
b
(λn)1/2
)
log(cδ−1).
As long as
1
(nλ)1/2
log
(
1
δ
(d+
e
λ
)
)
≤ f.
with a, b, c, d, e, f some constants. If λ = n−r as well as δ = n−s, and if r < 1, there will be a rank N , for which the
matrix concentration condition will always holds. For h(λ) to go to 0 we need r > 0. Then all the quantity bound
the excess of risk will go to 0.
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Let’s consider a sequence of probability (δn), define
εn = h(λ) +
a
(λn)1/2
(
1 +
b
(λn)1/2
)
log(cδ−1)
Let’s consider the events
En =
{
R(Sfˆn)−R(f∗) ≥ ε2n
}
Let’s consider δn = n
−2, we know that PP (En) ≤ δn as soon as n ≥ N . Therefore
∑
n∈N
P(En) ≤ N + π
2
6
< +∞.
Therefore, using Borel-Cantelli, we know that
P(lim sup
n∈N
En) = P
(
lim sup
n→∞
{
R(Sfˆn)−R(f∗) > ε2n
})
= 0.
We conclude that
lim sup
n→∞
R(Sfˆn)−R(f∗) ≤ lim sup
n→∞
εn.
Since εn goes to 0, we end up with
lim
n→∞
R(fˆn)−R(f∗) = 0.
Which is the result we wanted to get.
For some H, the functional space is so rich, that it is dense in L2, for any distribution ρ. The polynomial
functions provide a good examples to think of it. In this case, we call H a universal kernel function space. Note
that when
H = {y ⊗ kx | y ∈ Y, kx ∈ HX },
We only need HX to be dense in L2(X ,R, ρX ), to make sure that that H is dense in L2. A review of universal
kernel could be found in Micchelli et al. (2006).
Corollary 6 (Universal Consistency). When k is a universal kernel, ie. when ImKX is dense in L2(X ,R, ρX ) for
any probability measure ρ, we have that for any scheme λn = Cn
rn , with 0 < a < rn < b < 1/2, the estimator
fˆn Prop. 4 will minimize the risk Eq. (2), for any underlying distribution ρ ∈ ∆X×Y .
Theorem 7 (Generalization bounds). Whenever f∗, define Eq. (3), the solution of Eq. (2), can be shown as in H,
more exactly, if f∗ = SfH, one can show the following generalization bound for the estimator fˆ , defined in Prop. 4,
considering the regularization λn = κ
2n−1/2: for any δ > 0, there exists N , such that for any n ≥ N , when getting
a random training set of n elements, with probability at least 1− δ
R(Sfˆ)−R(f∗) ≤ 56
(
cρ log
(
20
δ
)
+ κ ‖fH‖H
)2
n−1/2.
where cρ = suppy∈supp ρY ‖y‖Y , and κ2 = supx∈X k(x, x).
Proof. Combining Lems. 5 and 7, we get, for δ > 0, with probability 1− δ√
R(Sfˆ)−R(f∗) ≤ λ1/2 ‖fH‖H +
κ
(nλ)1/2
(
2
√
14cρ +
4(cρ + κ ‖fH‖H)
3n1/2
)
log
(
20
δ
)
.
As long as
κ
(nλ)1/2
log
(
12
δ
(
κ2
λ
+
κ2
‖Σ‖
))
≤ 3
4 + 6
√
2
.
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Choice of λ. If we were to choose λ = n−r, for r > 0, we first need r < 1, to have the condition on matrix
concentration to hold. Then we have a trade-off between the term in (λn)−1/2 and λ1/2 ‖fH‖H in the risk bound,
that we optimize choosing λ ∝ n−1/2. To simplify the constants, let’s go for λ = κ2n1/2. We have
n1/4
√
R(Sfˆ)−R(f∗) ≤ κ ‖fH‖H +
(
2
√
14cρ +
4(cρ + κ ‖fH‖H)
3n1/2
)
log
(
20
δ
)
.
As long as
1
n1/4
log
(
12
δ
(
n1/2 +
κ2
‖Σ‖
))
≤ 3
4 + 6
√
2
.
Cosmetic changes. We can simplify the different quantity, first as soon as
n ≥
(
4cρ + κ ‖fH‖H
3(2
√
14− 1)κ ‖fH‖H
)2
log2
(
20
δ
)
,
it becomes
R(Sfˆ)−R(f∗) ≤ 56
(
κ ‖fH‖H + cρ log
(
20
δ
))2
n−1/2.
That ends the proof.
Theorem 8 (Fast Rates). Whenever f∗, define Eq. (3), the solution of Eq. (2), and ρ can be shown as easy to find
with H, more exactly, if (f∗, ρ) ∈ P(a, b, R), one can improve the generalization bound on fˆ with, considering the
regularization λn = c
2
1+a
ρ R−
1+a
2 n−
(1+a)
2(1+a+b) : for any δ > 0, there exists N , such that for any n ≥ N , when getting a
random training set of n elements, with probability at least 1− δ
R(Sfˆ)−R(f∗) ≤ 72c2ρ log
(
20
δ
)2
n−
(1+a)
1+a+b .
where cρ = suppy∈supp ρY ‖y‖Y . Note that we found back the rates of Thm. 7 when considering a = 0 and b = 1.
Proof. Combining Lems. 6 and 7 and the bound on Nλ, we get, for δ > 0, with probability 1− δ√
R(Sfˆ)−R(f∗) ≤ Rλ(1+a)/2 + κ
(nλb)1/2
(
2
√
14cρ +
4(cρ + κRλ
a/2)
3n1/2
)
log
(
20
δ
)
.
As long as
κ
(nλb)1/2
log
(
12
δ
(
κ2
λ
+
κ2
‖Σ‖
))
≤ 3
4 + 6
√
2
.
Choice of λ. If we were to choose λ = n−r, for r > 0, we first need br < 1, to have the condition on matrix
concentration to hold. Then we have a trade-off between the term in (λbn)−1/2 and λ(1+a)/2R in the risk bound,
that we optimize choosing λ = Cn−1/(1+a+b). We have
n
(1+a)
2(1+a+b)
√
R(Sfˆ)−R(f∗) ≤ RC(1+a)/2 +
(
2
√
14cρ +
4cρ
3n1/2
+
4κRCa/2
3n
1+2a+b
2(1+a+b)
)
log
(
20
δ
)
.
As long as
1
n
(1+a)
2(1+a+b)
log
(
12
δ
(
n1/2 +
κ2
‖Σ‖
))
≤ 3
4 + 6
√
2
.
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Cosmetic changes. We can simplify the different quantity, since log(20/δ) > 1, we get after a certain rank
n
(1+a)
2(1+a+b)
√
R(Sfˆ)− R(f∗) ≤ (RC(1+a)/2 + 2
√
14cρ) log
(
20
δ
)
.
Taking C = c
2/(1+a)
ρ R−(1+a)/2, we get the desired results.
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