We introduce wavelet-based methodology for estimation of realized variance allowing its measurement in the time-frequency domain. Using smooth wavelets and Maximum Overlap Discrete Wavelet Transform, we allow for the decomposition of the realized variance into several investment horizons and jumps. Basing our estimator in the two-scale realized variance framework, we are able to utilize all available data and get feasible estimator in the presence of microstructure noise as well. The estimator is tested in a large numerical study of the finite sample performance and is compared to other popular realized variation estimators. We use different simulation settings with changing noise as well as jump level in different price processes including long memory fractional stochastic volatility model. The results reveal that our wavelet-based estimator is able to estimate and forecast the realized measures with the greatest precision. Our time-frequency estimators not only produce feasible estimates, but also decompose the realized variation into arbitrarily chosen investment horizons. We apply it to study the volatility of forex futures during the recent crisis at several investment horizons and obtain the results which provide us with better understanding of the volatility dynamics.
Introduction
Volatility of asset returns has become one of the primary concerns in financial econometrics research over the past decades. One of the main improvements in this area has been introduction of high frequency data into the volatility estimation. The most popular Realized Volatility approach was pioneering work which took advantage of the data in a nonparametric fashion, but as both theoretical insights and data availability have grown rapidly in the past decade, this research line has brought great improvements in the volatility estimation and forecasting. While simple realized volatility estimator of Andersen et al. (2003) is still the most popular among researchers due to its simplicity, literature shown that it is important to improve the estimation as microstructure noise (Zhang et al., 2005; Hansen and Lunde, 2006; Bandi and Russell, 2006; Barndorff-Nielsen et al., 2008) and relatively frequent jumps (Barndorff- Nielsen and Shephard, 2006; Huang and Tauchen, 2005; Andersen et al., 2007 Andersen et al., , 2009 Aït-Sahalia and Jacod, 2009; Mancini, 2009 ) play an important role in the price process.
Our motivation is to bring the time-frequency insight into volatility estimation for the first time while most time series models are set in the time domain or frequency domain separately. This is enabled by the use of the wavelet transform. It is a logical step to take, as the stock markets are believed to be driven by heterogeneous investment horizons. In our work, we ask if wavelet decomposition can improve our understanding of volatility series and hence improve volatility forecasting and risk management.
On the theoretical side, wavelets can be easily embedded into stochastic processes, as shown by Antoniou and Gustafson (1999) and we can conveniently use them in the quadratic variation estimation. Several attempts to use wavelets in the estimation of realized variation have emerged in the past few years. Hø g and Lunde (2003) were the first to suggest a wavelet estimator of realized variance. Capobianco (2004) , for example, proposes to use a wavelet transform as a comparable estimator of quadratic variation. Subbotin (2008) uses wavelets to decompose volatility into a multi-horizon scale. Next, Nielsen and Frederiksen (2008) compare the finite sample properties of three integrated variance estimators, i.e., realized variance, Fourier and wavelet estimators. They consider several processes generating time series with a long memory, jump processes as well as bid-ask bounce. Gençay et al. (2010) mention the possible use of wavelet multiresolution analysis to decompose realized variance in their paper, while they concentrate on developing much more complicated structures of variance modeling in different regimes through wavelet-domain hidden Markov models. Work of Fan and Wang (2007) fully completes the current literature on using wavelets in realized variation measurement. Authors utilize wavelets to build the methodology for the estimation of jumps. Finally, Mancino and Sanfelici (2008) , Olhede et al. (2009) propose estimators based on the Fourier transform. While the idea is very similar, this approach leads to realized volatility measurement in the frequency domain solely.
In our work, we revisit and extend these results in several ways. Instead of using the Discrete Wavelet Transform we use the Maximum Overlap Discrete Wavelet Transform, which is a more efficient estimator and is not restricted to sample sizes that are powers of two. We also use smooth wavelets, specifically the Daubechies family of wavelets instead of the Haar type.
An important contribution of this paper is that we allow for decomposition of the realized variance into several investment horizons. Basing our estimator in the two-scale realized variance framework, we are able to utilize all available data and get feasible estimator in the presence of microstructure noise as well as jumps. To study the finite sample behavior of the estimator, we run a large numerical study using several price generating processes including a long memory fractional stochastic volatility model. We use several different jumps and noise levels to compare our estimator to other commonly used estimators, namely realized variance, bipower variation, realized kernels and two-scale realized volatility. Next, we also run a simulation study comparing the forecasting ability of the estimators. The results suggest that under various settings our wavelet-based estimator proves to have the lowest forecast bias.
In the final part of the paper, we apply the wavelet-based estimator to the modeling of currency futures volatility. By studying the statistical properties of unconditional daily log-return distribu-tions standardized by volatility estimated using the different estimators we find that standardization by our wavelet-based estimator brings the returns close to the Gaussian normal distribution. The differences to other estimators are quite large, as we find that the average volatility estimated using our wavelet-based theory is 6.34% lower than the volatility estimated with the standard estimator. More importantly, we study the volatility decomposed to several investment horizons and jumps on the recent data covering financial crisis.
Organization of the paper is as follows. The second Section introduces estimators of integrated variance commonly used in the literature which will be used as a benchmark in our study. The third section introduces wavelet decomposition of integrated variance and derives wavelet-based realized variance estimator and its properties. The fourth Section tests the theory in a numerical study and compares the small sample behavior of the wavelet-based estimator with other popular estimators, while assuming different processes driving the stock market with different amounts of noise and jumps. Specifically, we consider jump-diffusion stochastic volatility and fractional stochastic volatility. The Section concludes with a numerical study assessing the forecasting performance of the estimators. The last Section applies the presented theory and decomposes the empirical volatility of forex stock markets.
Estimation of integrated variance
Consider a univariate risky logarithmic asset price process p t defined on a complete probability space (Ω, F, P). The price process evolves in continuous time over the interval [0, T ] , where T is a finite positive integer. Further, consider the natural information filtration, an increasing family of σ-fields (F t ) t∈[0,T ] ⊆ F, which satisfies the usual conditions. Following Andersen et al. (2003) , we define the continuously compounded asset return over the [t − h, t] time interval, 0 ≤ h ≤ t ≤ T , by r t,h = p t − p t−h . Instantaneous return can be uniquely decomposed into a predictable and integrable mean (expected return) component and a local martingale innovation (e.g. Protter, 1992) . For any univariate, square-integrable, continuous sample path, logarithmic price process (p t ) t∈[0,T ] which is not locally riskless, there exists a representation such that over [t − h, t] 
where µ s is an integrable, predictable and finite-variation stochastic process, σ s is a strictly positive càdlàg stochastic process satisfying
and W t is a standard Brownian motion. In the observed data the logarithmic asset price is latent as it is contamined with microstructure noise and moreover contain jumps. Thus we assume that the latent price process follows a standard jump-diffusion process and is contamined with microstructure noise.
Let (y t ) t∈[0,T ] be the observed log prices, which will be equal to the latent, so-called "true log-price process" dp t = µ t dt + σ t dW t + ξ t dq t ,
and will contain microstructure noise t
where t is zero mean i.i.d. noise with variance η 2 , q is a Poisson process uncorrelated with W and governed by the constant jump intensity λ. The magnitude of the jump in the return process is controlled by factor ξ t ∼ N (ξ, σ 2 ξ ). Quadratic return variation over the [t − h, t] time interval, 0 ≤ h ≤ t ≤ T , associated with p t ,
can be naturally decomposed into two parts: integrated variance of the latent price process, IV t,h and jump variation JV t,h . As detailed by Andersen et al. (2003) , quadratic variation is a natural measure of variability in the logarithmic price.
A simple consistent estimator of the overall quadratic variation under the assumption of zero noise contamination in the price process is provided by the well-known realized variance, introduced by Andersen and Bollerslev (1998) . The realized variance over [t − h, t] , for 0 ≤ h ≤ t ≤ T , is defined by
where N is the number of observations in [t − h, t] and r t−h+( Andersen and Bollerslev, 1998; Andersen et al., , 2003 Shephard, 2001, 2002a,b) . In the subsequent literature, Zhang et al. (2005) Mancini (2009) show that it is important to account for the microstructure noise and jumps. In our study, we use these estimators for comparison to our wavelet-based approach, thus we introduce them in the following Section. Zhang et al. (2005) propose the solution to the noise contamination by introducing so-called two-scale realized volatility (TSRV henceforth) estimator. Authors propose a methodology for measurement of realized variance utilizing all of the available data using an idea of precise bias estimation. The two-scale realized variation over [t − h, t] , for 0 ≤ h ≤ t ≤ T , is measured by
Effect of microstructure noise
where RV
(all)
t,h is computed using Eq. (5) on all available data and RV
is constructed by averaging the estimators RV (k) t,h obtained on K grids of average sizeN = N/K as:
In computing the TSRV, we have to first partition the original grid of observation times, G = {t 0 , . . . , t N }, into subsamples G (k) , k = 1, . . . , K, where N/K → ∞ as N → ∞. For example, G (1) will start at the first observation and take an observation every 5 minutes, G (2) will start at the second observation and take an observation every 5 minutes, etc. Finally, we average these estimators through the subsamples, so we average the variation of the estimator as well. RV
provides the first consistent estimator of the quadratic variation of p t with rate of convergence N −1/6 . Zhang et al. (2005) also provide the distribution theory as well as theory for optimal choice of K grids, K * = cN 2/3 , where the constant c can be set to minimize the total asymptotic variance. Another estimator, which is able to deal with the noise and which we use for the comparison in our study is the realized kernels (RK) estimator introduced by Barndorff-Nielsen et al. (2008) . The realized kernel variance estimator is defined by
i−η N )h denoting the η-th realized autocovariance with η = −H, . . . , −1, 0, 1, . . . , H and k(.) denotes the kernel function. Please note that for η = 0, γ t,h,η = γ t,h,0 = RV t,h is estimate of the realized variance from Eq. (5). For the estimator to work, we need to choose the kernel function k(.). In our study, we will focus on the Parzen kernel because it satisfies the smoothness conditions, k (0) = k (1) = 0 and is guaranteed to produce a non-negative estimate. The Parzen kernel function is given by
We should note that the realized kernel estimator is computed without accounting for end effects, i.e. replacing the first and the last observation by local averages to eliminate the corresponding noise components (so-called "jittering"). Barndorff-Nielsen et al. (2008) argue that these effects are important theoretically, but are negligible practically.
Effect of jumps
By introducing the TSRV and the RK estimators, we will have benchmark estimators which are able to consistently estimate the quadratic variation from noisy observations. Still, we are interested to decompose quadratic variation into the integrated variance and jump variation component. Barndorff- Shephard (2004, 2006) develop a powerful and complete way of detecting the presence of jumps in high-frequency data. The basic idea is to compare two measures of the integrated variance, one containing the jump variation and the other being robust to jumps and hence containing only the integrated variation part. In our work, we use the Andersen et al. (2011) adjustment of the original Barndorff- Nielsen and Shephard (2004) estimator, which helps render it robust to certain types of microstructure noise. The bipower variation over [t − h, t], for 0 ≤ h ≤ t ≤ T , is defined by
where µ a = π/2 = E(|Z| a ), and Z ∼ N (0, 1), a ≥ 0 and RV
provides a consistent estimator of the integrated variance. While RV
provides a consistent estimator of the quadratic variation, the jump variation can be estimated consistently as the difference between the realized variance and the realized bipower variation:
Under the assumption of no jump and some other regularity conditions, Barndorff- Nielsen and Shephard (2006) provided the joint asymptotic distribution of the jump variation. Under the null hypothesis of no within-day jumps,
where
is asymptotically standard normally distributed. Using this theory, the contribution of the jump variation to the quadratic variation of the price process is measured by
where I Z t,h >Φα denotes the indicator function and Φ α refers to the chosen critical value from the standard normal distribution. The measure of integrated variance is defined as
ensuring that the jump measure and the continuous part add up to the estimated variance without jumps. We use the described jump detection methodology as the benchmark and we focus on wavelet methods for detecting jumps in the data, as described in the following sections.
Wavelet decomposition of integrated variance
While most realized variance estimators are naturally set in the time domain, or frequency domain separately, wavelet transform help us to enrich the analysis of realized variance in the time-frequency domain. It is a logical step to take, as the stock markets are believed to be driven by heterogeneous investment horizons, so volatility dynamics should be understood not only in time but at investment horizons as well. We will introduce general ideas of constructing the estimators here.
Decomposition of quadratic return variation with wavelet transform
The quadratic variation can be decomposed using the continuous wavelet transform (CWT):
Eq.(15) decomposes the quadratic variation both in time and frequency. By decomposition in the frequency domain we obtain j components representing scales which can be viewed as investment or trading horizons. For more details about wavelet decomposition, consult Appendix A. Further, Eq.(15), allows to define a model-free measure of the integrated variation in analogy to the simple realized variance estimator. The continuous wavelet transform is a very important concept which helps us with the derivation of theoretical behavior on the time-scale space. Since we work with real data, we need some form of sampling to compute the estimators, i.e., we have to use a suitable form of discretization. We use the maximal overlap discrete wavelet transform (MODWT), which is a special form of discrete wavelet transformation, thus we restrict the scale j and the translation k parameters to integers only. Again, we keep the technical details about the MODWT in Appendix A.1.
Time-frequency decomposition of a stochastic process
For our analysis, it is important to show that we are able to decompose the energy of a stochastic process on a scale-by-scale basis, i.e., we can obtain the energy contribution of every level j, with the maximum level of decomposition J m ≤ log 2 N . The (total) variance of the intraday returns r t−h+( i N )h for i = 1, . . . , N in the [t − h, t] interval can be decomposed on a scale-by-scale basis J m ≤ log 2 N so that
and W j and V j are N dimensional vectors of the j-th level MODWT wavelet and scaling coefficients.
The Proof of the energy decomposition can be found in Percival and Mofjeld (1997) . It is central to derivation of wavelet-based estimators of integrated variance. It is worth noting that the squared norm . is similar to the realized measure discussed in the preceding sections. For example, in the case of the realized variance estimator (RV) the variance decomposition can reveal the contributions of particular scales to the overall energy, hence we can see what form this realized measure takes. This will be introduced in the next paragraphs.
For simplicity in notation let us define a vector W that consists of J m + 1 and N −dimensional subvectors, where the first J m subvectors are the MODWT wavelet coefficients at levels j = 1, ..., J m and the last subvector consists of the MODWT scaling coefficients at level J m :
i.e., for Equation (17) the following holds:
3.3. Wavelet-based realized variance estimator Now we can return to the estimation of the realized variance and propose its wavelet-based estimator. The wavelet-based realized variance over [t − h, t] , for 0 ≤ h ≤ t ≤ T , is defined by
where N is the number of intraday observations in [t − h, t] and J m is the number of scales we consider. W j,t−h+ k N h are the MODWT coefficients defined in Eq. (A.13) on returns data r t,h on components j = 1, . . . , J m + 1, where J m ≤ log 2 N . This result comes readily from the results in the previous paragraphs. Using Percival and Mofjeld (1997) we can write that
and thus we have readily that
estimator takes asymptotic properties of RV t,h and converges in probability to quadratic variation
The wavelet realized variance estimator in fact only decomposes the realized variance. Thus with increasing sampling frequency N → ∞ it is an infeasible estimator of the quadratic variation in the presence of noise in the data. In the following section, we will introduce the concept of treating jumps using wavelets and finally propose the estimator, which will be able to estimate jumps consistently. Inheriting the structure of the TSRV our estimator will also utilize all the available data and will be feasible estimator of integrated variance under the microstructure noise.
Realized jump estimation using wavelets
Wavelets can be utilized for estimating jumps and separating integrated variance from jump variation. The sample path of p t has a finite number of jumps (a.s.). Following the theoretical results of Wang (1995) on the wavelet jump detection of the deterministic functions with i.i.d. additive noise t , we use the MODWT as the discretized version of the continuous wavelet transform. Unlike the ordinary DWT, the MODWT is not restricted to a dyadic sample length. For the estimation of jump location we use the universal threshold (Donoho and Johnstone, 1994) on the first level wavelet coefficients of
thenτ l = {k} is the estimated jump location with sizeȳτ l+ −ȳτ l− (averages over [τ l ,τ l + δ n ] and [τ l ,τ l − δ n ], respectively, with δ n > 0 being the small neighborhood of the estimated jump location 1 τ l ± δ n ) and where d is median absolute deviation estimator defined as (2 1/2 )median{|W 1,k |, k = 1, . . . . , N }/0.6745 . Using the result of Fan and Wang (2007) , the jump variation is then estimated by the sum of the squares of all the estimated jump sizes:
thus we are able to estimate the jump variation from the process consistently with the convergence rate
In the following analysis, we will be able to separate the continuous part of the price process containing noise from the jump variation. This result can be found in Fan and Wang (2007) and it states that the jump-adjusted process y (J) t,h = y t,h − JV W t,h converges in probability to the continuous part without jumps, the integrated variance. Thus, if we are able to deal with the noise in y (J) t,h , we will be able to estimate the true IV t,h .
Jump wavelet two scale realized variance estimator
Finally, let us propose an estimator of realized variance that is able to estimate jumps from the process consistently and with N → ∞, it is be able to recover the true integrated variance from noisy data. Moreover, we can use it to decompose the integrated variance into J m + 1 components. In the final estimator, we utilize what we already know: the TSRV estimator of Zhang et al. (2005) , the wavelet-based realized variance estimator (Eq. 20) and the jump detection method proposed by previous section. Let RV
The jump-adjusted wavelet two-scale realized variance estimator is defined as:
where t,h = y t,h − JV W t,h which are further decomposed by the wavelet transform (MODWT) to j = 1, ..., J m + 1 components. Final estimator is the sum of TSRV (Zhang et al., 2005) estimates on every particular component j. Since the TSRV estimator has rather slow rate of convergence of N −1/6 and the wavelet MODWT estimator of realized variance has the rate of convergence N −1/2 , the speed of convergence of the JWTSRV components will be also N −1/6 . It is clear however, that the wavelet decomposition do not slow down the overall speed of convergence of the TSRV estimator compared to the JWTSRV, as well as it does not increase the asymptotic variance. Hence we can write:
Thus the JWTSRV is a consistent estimator of the integrated variance as it converges in probability to the true integrated variance IV t,h of the process p t . In the next section, we will test the finite sample properties and we show that variance of the JWTSRV is naturally inherited from TSRV. In small samples, a small sample refinement can be constructed (Zhang et al., 2005) :
When referring to the realized volatility estimated using our JWTSRV estimator, we will refer to the RV
Numerical study of the small sample performance of the estimators
In this section, we study the small sample performance of all estimators using Monte Carlo simulations designed to capture the real nature of the data. We use several experiments using different volatility models, including a fractional stochastic volatility model capturing long memory in volatility and add numerical study of the forecasting performance of the estimators. Each experiment compares the performance of the realized variation estimator, the bipower variation estimator, the two-scale realized volatility, the realized kernel, and the jump wavelet two-scale realized variation defined by Eq. (25). All the estimators are adjusted for small sample bias, similarly to Eq. (27). For convenience, we refer to the estimators in the description of the results as RV, BV, TSRV, RK and JWTSRV, respectively. Moreover, we also compare the minimum variance estimators TSRV * and JWTSRV * , which minimize the total asymptotic variance of the estimators (Zhang et al., 2005) .
Jump-diffusion model with stochastic volatility
The first data generating model we assume in our study is a one-factor jump-diffusion model with stochastic volatility, described by the following equations:
where W x and W y are standard Brownian motions with correlation ρ, and c t dN t is a compound Poisson process with random jump size distributed as N ∼ (0, σ J ). We set the parameters to values which are reasonable for a stock price, as in Zhang et al. (2005) , who used model 28 without jumps, µ = 0.05, α = 0.04, κ = 5, γ = 0.5, ρ = −0.5 and σ J = 0.025. The volatility parameters satisfy Feller's condition 2κα ≥ γ 2 , which keeps the volatility process away from the zero boundary. We generate 10, 000 independent sample paths 2 of the process using the Euler scheme at a time interval of δ = 1s, each with 6.5 × 60 × 60 (= 23, 400) steps, corresponding to a 6.5 trading hour day. On each simulated path, we estimate IV t,h over t = 1 day, as the parameter values are annualized (i.e., t = 1/252). The results are computed for sampling of 5 minutes (78 observations) for RV, BV, TSRV, RK and JWTSRV, as well as for the optimal sampling frequency found by minimizing the total asymptotic variance of the estimators for TSRV * and JWTSRV * . We repeat the simulation with different levels of noise as well as different numbers of jumps. We assume that the market microstructure noise, t , comes from a Gaussian distribution with different standard deviations: (E[ 2 ]) 1/2 = {0, 0.0005, 0.001, 0.0015}. Thus, the first simulated model, (E[ 2 ]) 1/2 = 0, has zero noise. The remaining three models have levels of microstructure noise corresponding to 0.05%, 0.1% and 0.15% of the value of the asset price.
Moreover, we add different amounts of jumps, controlled by intensity λ from the Poisson process c t dN t . We start with λ = 0, with model 28 reducing to a modification of the standard Heston volatility model without jumps, and continue with jump coefficients implying up to three jumps per day in the process. This number is realistic according to findings in the literature. The size of the jumps is controlled by parameter σ J , which is set to 0.025, implying that a one standard deviation jump changes the price level by 2.5%. Finally, we have 16 models with different levels of noise and numbers of jumps, and we compare the bias of all the estimators for each simulated day. Table 1 shows the results. The first model, without jumps, corresponds to the findings of Zhang et al. (2005) and Aït-Sahalia and Mancini (2008) , although we add a higher level of noise to the simulations as suggested by the literature. The results show how robust the TSRV-based and RK estimators are to an increase in noise. Even a small increase in the magnitude of noise causes large bias in the other estimators, but the TSRV-based and RK estimators contain bias of order less than 10 −4 . What we add to the original results of Zhang et al. (2005) and Aït-Sahalia and Mancini (2008) are jumps. While TSRV and RK are robust to an increase in noise, they are not robust to an increase in jumps. From the rest of the results, we can see how the wavelets detect all of the jumps in the process and the JWTSRV stays unbiased. From the results we can also see that with a mixture of relatively high noise and a large number of jumps in the process even the JWTSRV estimator suffers from bias. This suggests that jumps are sometimes indistinguishable from noise and remain undetected under the large noise. We can also see that the BV is able to deal with jumps to some extent, but is hurt heavily by noise.
Fractional stochastic volatility model
Empirical evidence suggests that the volatility process may exhibit long memory. Previous models approximate this behavior, but a much more powerful class of models designed to capture long memory is known by the literature, namely, fractional Brownian motion. Instead of describing the solution and method of simulation of this class of models here, we rather point the interested reader to Comte and Renault (1999) and Marinucci and Robinson (1999) for more details.
In our simulations, we use the fractional jump-diffusion model: where W x is a standard Brownian motion, dW H,t is a fractional Brownian motion (FBM) with Hurst parameter H ∈ (0, 1] and c t dN t is a compound Poisson process with random jump size distributed as N ∼ (0, σ J ). We set the parameters to values µ = 0.05, α = 0.2, κ = 20, γ = 0.012 and σ J = 0.025 as in Aït-Sahalia and Mancini (2008) , although these authors use a process without jumps. We generate 10, 000 independent sample paths 3 of the process using the Euler scheme at a time interval of δ = 1s, each with 6.5 × 60 × 60 (= 23, 400) steps, corresponding to 6.5 trading hours. The results are computed for sampling of 5 minutes (78 observations) for RV, BV, TSRV, RK and JWTSRV, as well as for the optimal sampling frequency found by minimizing the total asymptotic variance for TSRV * and JWTSRV * . We again repeat the simulation with different levels of noise as well as different numbers of jumps. We assume that the market microstructure noise, t , comes from a Gaussian distribution with different standard deviations: (E[ 2 ]) 1/2 = {0, 0.0005, 0.001, 0.0015}, and we again start without jumps, and continue with jump coefficients implying up to three jumps per day in the process. Finally, we have 16 models with different levels of noise and numbers of jumps, and we compare the bias of all the estimators for each simulated day on three processes with different long memory parameters.
Increments of the volatility process with H ∈ (0.5, 1] exhibit the desired long memory. Thus we will study this model for a Hurst exponent equal to H = {0.5, 0.7, 0.9}. While the first case has independent increments, the second and third cases exhibit quite strong long memory processes in volatility. Tables 2, 3 and 4 summarize the results for the different H = {0.5, 0.7, 0.9}, respectively. The results confirm exactly the same behavior for all the estimators as in the previous case without long memory. Thus we can conclude that our JWTSRV estimator is robust to jumps and noise on small samples even if we consider the volatility process with long memory, and it proved to be the best estimator of IV t,h even on small samples. While we studied only the in-sample performance of the estimator, we present the out-of-sample, or forecasting, performance in the next section.
One-day-ahead forecasts of IV using JWTSRV
One of the many potential useful applications of the proposed framework is volatility forecasting. In particular, the one-day-ahead return variation forecast, var(p t+1 |F t ), is of huge interest for practitioners. Thus we would like to study the forecasting ability of the proposed methodology as well. While we showed that the in-sample performance of the estimators is the same for different models and that the JWTSRV estimator tends to consistently estimate IV t,h regardless of the level of noise and number of jumps in the process, we will reduce our simulation scheme to model in Eq.(28) with a fixed level of noise and number of jumps. This setting will allow us to study the impact of noise and jumps on the forecasting performance of the estimators and to see if the JWTSRV holds its power and is able to forecast var(p t+1 |F t ).
In this exercise, we follow the framework of Aït-Sahalia and Mancini (2008) closely. Denoting the annualized one day time interval
where σ 2 t follows model in Eq. (28) and F T = σ{σ 2 t ; t ≤ T } is the information set generated by the instantaneous variance process up to time T . If we use integration operators, we have
If we want to express the one-day-ahead forecast, we simply use Eq. (30) and Eq. (31) and we get: where (32) is the exact conditional forecast of
is not observed in practice. But if we replace this term by the estimate of the integrated variance on day m we arrive at a simple method for forecasting the integrated variance on day m + 1. In empirical applications the true underlying model parameters are unknown and the properties of the observed data differ from the simulated ones, even though the simulations are based on estimated parameters on real-world data. Hence, the estimation is required to be realistic, and the AR(1) process seems to serve well in this case.
We use the simulation scheme for model in Eq.(28) from the previous section. This time, we simulate 101 "continuous" sample paths over days [0, T 1 ], . . . , [T 99 , T 100 ], [T 100 , T 101 ], that is, 101×23, 400 log returns. We split each simulated path into two parts. The first part, of 100×23, 400, is used to estimate the time series of 100 daily integrated variations using the tested estimators. Then, the AR(1) model is used to estimate the coefficients of forecast Eq.(32), where the conditional expectation in the right-hand side is replaced by the estimated integrated variation. The second part, the last (101th) day, is saved for out-of-sample comparison purposes as the true integrated variance of the day, which is compared with the AR(1) forecast of the integrated variance for the m + 1th day. This procedure is repeated for each simulated sample path of 101 × 23, 400 log returns and all the estimators tested in the previous exercise.
We employ the traditional Mincer and Zarnowitz (1969) approach to assess the forecasting performance of the individual estimators and we compare alternative variance forecasts by projecting the true integrated variance on day m + 1,
t dt, on a constant and various estimator forecasts. For example, we evaluate the JWTSRV forecasting performance by running the following regression:
is the one-day-ahead forecast of integrated variance from day m to day m + 1 using the AR(1) prediction. Thus, Eq.(33) regresses the true realized variance IV T m+1 from day m + 1 on a constant and the variance forecast using the JWTSRV estimator. If the JWTSRV estimator performs well, the forecast should be unbiased and the forecast error is small. In other words, α = 0 and β = 1, and the R 2 of the regression is close to 1. Thus we will test the null hypothesis of H 0 : α = 0 and H 0 : β = 1 against the alternatives H A : α = 0 and H A : β = 1. In our simulations, we study a Mincer-Zarnowitz style regression combining several estimators:
for j = 1, . . . , 10, 000 simulated sample paths.
is the one-day-ahead forecast of integrated variance from day m to day m + 1 given by the AR(1) model for the time series of daily variance estimated by the M estimator of realized variance. Eq. (34) can be naturally interpreted as a variance forecast encompassing regression, as a coefficient significantly different from zero implies that the information in that particular forecast is not included in the forecasts of other models. To test the robustness of the results, we also run individual regressions where we consider only a constant and a single forecasting model. Thus we run four separate regressions to supplement the joint regression from Eq.(34).
Forecasting without jumps
We run the simulations for two model settings using model in Eq. (28) with one jump and with no jumps. Let us start with the model without jumps first. The OLS estimates of all the forecast evaluation regressions for the model without jumps are reported in Table 5 . The results suggests that the TSRV performs as the best forecasting vehicle. Comparing the individual regressions, the TSRV has the highest R 2 and the coefficient closest to 1 with an insignificant coefficient, which suggests that the forecasts of the TSRV are biased only very slightly (as the coefficient is significantly different from 1). When looking at the joint regressions, we can see that the addition of all the other estimators does not improve this result. Moreover, when the TSRV is included in the regression, it is the only significant estimator, meaning that none of the other estimators has additional information not included in the TSRV forecast. In other words, adding the other estimators' forecasts to the TSRV brings no additional explanatory power to the regression. The JWTSRV forecast has the same performance as the simple TSRV, as there are no jumps in the simulated process, thus the asymptotic behavior of these two estimators should be the same. The JWTSRV is expected to have much better performance in the simulations where we include jumps. All the estimators are estimated with a 5-minute sampling frequency. In addition, we provide results for the optimal sampling minimizing variance of the estimator in the last part of the table. The TSRV * with optimally chosen sampling outperforms the 5 min. TSRV. The JWTSRV * again has the same performance as expected.
Forecasting with jumps
Let's see how the results change when we add a single jump to the simulated model. The OLS estimates of all the forecast evaluation regressions for the model with jumps are reported in Table 6 . Looking at the results of the individual regressions, one can see that the JWTSRV largely outperforms all the other estimators, with R 2 close to the results from the model without jumps from the previous section. This suggests that the JWTSRV is robust to jumps even when we consider forecasting. The joint regression confirms this result. The regression including all the forecasts using the four considered estimators has the largest explanatory power. Moreover, the coefficient of the JWTSRV is significant, while the other coefficients are not significant, suggesting that the other estimators carry no additional information. Taking the JWTSRV forecasts away from the regression results in much lower R 2 . It is interesting to note that in this case all the other coefficients are significant, suggesting multicollinearity caused by jumps in the process. The reader can also note how the addition of the BV improves the result. In fact, the BV rules the TSRV, with much higher R 2 . In fact, the BV is used for jump detection, so this finding confirms the results from the literature.
In addition, we include results for optimal sampling, which minimizes the variance of the TSRVbased estimators. In this case, we can see that the result improves and the JWTSRV * yields the best result.
To conclude this section, the results suggest that when the JWTSRV estimator is used for variance forecasting in the presence of jumps and noise, the forecasts will be unbiased. This makes the JWTSRV estimator a very powerful tool for forecasting the variance of stock market returns. With the theoretical results in hand, we can move to empirical examples and use the JWTSRV to forecast the volatility of real-world data.
Decomposition of empirical volatility
In this section, we turn our focus to real-world data estimation of the proposed theory. We will test several integrated volatility estimators in comparison to our JWTSRV estimator and study their distributional properties. The JWTSRV proved to have lowest bias in the Monte Carlo simulations, thus we also expect it to have the best performance on the real data set.
Data description
Foreign exchange future contracts are traded on the Chicago Mercantile Exchange (CME) on a 24-hour basis. As these markets are among the most liquid, they are suitable for analysis of highfrequency data. We will estimate the realized volatility of British pound (GBP), Swiss franc (CHF) and euro (EUR) futures. All contracts are quoted in the unit value of the foreign currency in US dollars. It is advantageous to use currency futures data for the analysis instead of spot currency prices, as they embed interest rate differentials and do not suffer from additional microstructure noise coming from over-the-counter trading. The cleaned data are available from Tick Data, Inc. 4 It is very important to look first at the changes in the trading system before we proceed with the estimation on the data. In August 2003, for example, the CME launched the Globex trading platform, and for the first time ever in a single month, the trading volume on the electronic trading platform exceeded 1 million contracts every day. On Monday, December 18, 2006, the CME Globex(R) electronic trading platform started offering nearly continuous trading. More precisely, the trading cycle became 23 hours a day (from 5:00 pm on the previous day until 4:00 pm on current day, with a one-hour break in continuous trading), from 5:00 pm on Sunday until 4:00 pm on Friday. These changes certainly had a dramatic impact on trading activity and the amount of information available, resulting in difficulties in comparing the estimators on the pre-2003 data, the 2003-2006 data and the post-2006 data. For this reason, we restrict our analysis to a sample period extending from January 5, 2007 through November 17, 2010, which contains the most recent financial crisis. The futures contracts we use are automatically rolled over to provide continuous price records, so we do not have to deal with different maturities.
The tick-by-tick transactions are recorded in Chicago Time, referred to as Central Standard Time (CST). Therefore, in a given day, trading activity starts at 5:00 pm CST in Asia, continues in Europe followed by North America, and finally closes at 4:00 pm in Australia. To exclude potential jumps due to the one-hour gap in trading, we redefine the day in accordance with the electronic trading system. Moreover, we eliminate transactions executed on Saturdays and Sundays, US federal holidays, December 24 to 26, and December 31 to January 2, because of the low activity on these days, which could lead to estimation bias. Finally, we are left with 944 days in the sample. Looking more deeply at higher frequencies, we find a large amount of multiple transactions happening exactly at the same time stamp. We use the arithmetic average for all observations with the same time stamp. 
Statistical properties of unconditional return and integrated volatility
Having prepared the data, we can estimate the integrated volatilities and study their statistical properties as well as the properties of the daily unconditional returns. For each futures contract, the daily integrated volatility is estimated using the square root of realized variance estimator, the bipower variation estimator, the two-scale realized volatility, the realized kernel and the jump wavelet two-scale realized variance defined by Eq.(25). All the estimators are adjusted for small sample bias. For convenience, we refer to the estimators in the description of the results as RV, BV, TSRV, RK and JWTSRV, respectively. The RV and BV estimates are estimated on 5-min log-returns. The TSRV and the JWTSRV are estimated using a slow time scale of 5 minutes. Table 7 presents the summary statistics for the daily log-returns of GBP, CHF and EUR futures over the sample period, t = 1, . . . , 944, i.e., January 5, 2007 to November 17, 2010. The summary statistics display an average return very close to zero, skewness, and excess kurtosis which is consistent with the large empirical literature started probably by Fama (1965) and Mandelbrot (1963) . As observed by , when the log-returns are standardized by the integrated volatility, r t /IV 1/2 t , the unconditional returns are very close to a Gaussian distribution. Table 8 summarizes the unconditional distribution of the daily log-returns standardized by the integrated volatility, r t /IV 1/2 t , and confirms this result. However, quite significant differences can be found among the estimators. While the high kurtosis (above 4) for the raw returns is reduced to the range of 2.51-2.81 for the log-returns standardized using the integrated volatility estimator, there is a notable difference between the estimators. The RV is expected to perform the worst, as it should be biased by microstructure noise and jumps, which is confirmed. The TSRV as well as the RK are not biased by noise, but it still contains a jump component of integrated variance. The BV should consistently estimate the jump components; the statistical distribution of r t /IV 1/2 t , where IV t is estimated by the BV, should be closer to Gaussian. Finally, we expect JWTSRV estimator to perform the best, as it proved to be robust to noise and jumps in the Monte Carlo simulations. We also borrow the QQ plots plotted in Figure 1 for help. Similarly as Fleming and Paye (2011) and Andersen et al. (2011) , we ask whether the jumps account for the non-normality of the unconditional log-returns standardized by the integrated volatility estimators found in the literature. We add the TSRV, RK and JWTSRV estimators for comparison. Figure 1 shows that returns standardized by integrated volatility using the JWTSRV provide the best approximation of the standard normal distribution. This result is in line with what we expected, as the JWTSRV proved to be robust to noise and jumps in our large Monte Carlo study. The result from the BV leaves us puzzled. While it is expected to be robust to jumps, it should be able to perform better. The returns standardized by the BV have higher kurtosis than those standardized by the RV, TSRV or RK, thus the BV outperforms these estimators to some extent. However, the JWTSRV confirms the theory presented in the previous sections.
Moving from the distributional properties of the standardized daily log-returns, Table 8 also is estimated using the RV, the BV on 5-min. log-returns, and the TSRV and JWTSRV on 5 minutes for a slow time scale and the RK. The sample period extends from January 5, 2007 through November 17, 2010, accounting for a total of 944 observations. shows the distributional properties of the IV 1/2 t estimators. Again, the JWTSRV provides lower estimates of IV 1/2 t and is also less volatile than the RV. This finding is consistent with the fact that the RV can be affected by microstructure noise, and, as demonstrated in the Monte Carlo simulations, the JWTSRV is able to estimate the true integrated variance with the lowest bias in the presence of noise and jumps in the data. It is surprising, though, that the average estimate of IV 1/2 t using the JWTSRV is 6.34% lower than the average estimate from the RV (computed as arithmetic averages on the estimators on GBP futures, CHF futures and EUR futures) with kurtosis 12.32% lower than the RV. The average estimate of IV 1/2 t using the JWTSRV is 3.76% lower than the average estimate using GBP, with kurtosis 6.34% lower. The average estimate of IV 1/2 t using the JWTSRV is 4.52% lower than the average estimate using the TSRV, with kurtosis 4.39% lower. Finally, the average estimate of IV 1/2 t using the JWTSRV is the same as the average estimate using the RK with kurtosis 25.39% lower. It is thus interesting that while the TSRV accounts for noise but not jumps and the BV accounts for jumps but is not able to deal with noise, they have same deviations from the JWTSRV, which seems to estimate the integrated volatility without jumps and noise. Most interesting is that the average estimate of the RK is exactly the same as the average estimate of the JWTSRV. However, the RK estimates has much higher kurtosis. This result shows that the RK is powerful estimator of the realized variance. Finally let us note that these differences are economically significant, as they result in different asset pricing.
Distributions of rt/IV

IV t decomposition using wavelets
From the numerical analysis, we could see that the JWTSRV provides a feasible estimator of integrated variance. Another advantage is that by using our estimator, we are able to decompose the integrated variance into several investment horizons, or components. In our analysis, we limit ourselves 5 to decomposition into four scales corresponding to investment horizons of 10 minutes, 20 minutes, 40 minutes and 80 minutes, and the rest up to 1 day. As shown in the theoretical part of this work, we can comfortably decompose the integrated variance into these components, as their sum will always give the integrated variance estimator.
More precisely, the components of the RV (JW T SRV ) j,t,h from Eq. (25) correspond to various investment horizons. Thus, we will refer to these as JW T SRV j , where j = 1, . . . , 5 are components corresponding to 10 minutes, 20 minutes, 40 minutes, 80 minutes and the rest up to 1 day investment horizon.
The decomposition of volatility into the so-called continuous and jump part is depicted by Figure 2 , which provide the returns, estimated jumps and finally integrated variances using JWTSRV estimator for all three futures pairs. Figure 4 shows the further decomposition into several investment horizons. For better illustration, we annualize the square root of the integrated variance in order to get the annualized volatility and we compute the components of the volatility on several investment horizons. Figure 4 (a) to (e) show the investment horizons of 10 minutes, 20 minutes, 40 minutes, 80 minutes and up to 1 day, respectively. It is very interesting that most of the volatility (around 50%) comes from the fast, 10-minute investment horizon which is a new insight. In fact, it is a logical finding, as it shows that volatility is created on fast scales of up to 10 minutes rather than on slower scales. The longer the horizon, the lower the contribution of the variance to the total variation. We compute the weighted contributions of various investment horizon volatilities to the total to see its dynamics in time. More precisely, we compute the contributions of each scale to total variation as: RV
for each j = 1, . . . , 5. The results are shown in Figure 3 for all investment horizons. Ratio in Eq. (35) is intuitive. If it equals zero, the investment horizon j has zero contribution to the overall variance. If it equals one, the corresponding investment horizon j explains all of the total variance. From Figure 3 we can see that the ratios are the same through all the currencies tested. They change quite considerably over the sample period. While the contribution of the first investment horizon, j = 1, corresponding to 10 minutes investment horizon, to the total IV t is around 51.5%, it is also the one with the largest dispersion. Over time, it changes from 40% to 60%. The second investment horizon (20 minutes), corresponding to j = 2, accounts for approximately 25% of the variance, followed by the third and fourth horizons (40 and 80 minutes, corresponding to j = 3 and j = 4), which account for only 12% and 6% approximately. The remaining 5%-6% are in the last j = 5.
Conclusion
In this paper, we present the wavelet-based methodology for estimation of realized variance allowing its measurement in the time-frequency domain. To support our estimator, a numerical study of the finite sample performance of the estimator is carried out. In this study, we compare our estimator to several of the most popular estimators, namely, realized variance, bipower variation, two-scale realized volatility and realized kernels. The wavelet-based estimator proves to have lowest bias of all the estimators in the jump-diffusion model with stochastic volatility as well as the fractional stochastic volatility model simulated with different levels of noise and numbers of jumps. While all the other estimators suffer from substantial bias caused either by jumps or by noise, our theory proves to hold its properties under both noise and jumps. As predictability of volatility is of interest to researchers as well as practitioners, a numerical study of the behavior of the forecasts is also carried out. Again, our theory proves to be the most powerful in forecasting volatility under the different simulation settings.
In addition, we use the estimator to decompose the empirical volatility and study its behavior at several different investment horizons. By studying the statistical properties of unconditional daily log-return distributions standardized by volatility estimated using the different estimators we find that standardization by our wavelet-based estimator brings the returns close to the Gaussian normal distribution. All the other estimators are affected by the presence of jumps in the data. The differences are large, as we find that the average volatility estimated using our wavelet-based estimator is 6.34% lower than the volatility estimated with the standard estimators.
Concluding the empirical findings, we show that our wavelet-based estimator brings a significant improvement to volatility estimation while it offers a time-frequency way of realized volatility measurement which helps us to better understand the dynamics of stock market behavior. Specifically, our theory uncovers that most of the volatility is created on higher frequencies.
Appendix A. Wavelets introduction
This appendix briefly introduces the continuous wavelet transform (CWT) and maximal overlap discrete wavelet transformation (MODWT) needed for understanding of the proposed estimators in this paper.
Firstly, we outline the theoretical framework of continuous wavelet transform (CWT).
Definition 1. Continuous wavelet transform (Daubechies, 1988) If ψ ∈ L 2 (R) satisfies the admissibility condition C ψ := R ψ (s) 2 1 |s| ds < +∞, (A.1) whereˆdenotes the Fourier transform, then ψ is called a basic wavelet. Relative to every basic wavelet ψ, the continuous (integral) transform on L 2 (R) is defined by
where ., . defines the L 2 -inner product and j, k ∈ R with j = 0.
Next we introduce the Calderón reconstruction formula (Chui, 1992) .
Proposition 1. Calderón reconstruction formula Let ψ ∈ L 2 (R) be a basic wavelet which defines a continuous wavelet transform (W ψ f ) (j, k). Then for any f ∈ L 2 (R) and s ∈ R at which f is continuous, for any f ∈ L 2 (R) and s ∈ R at which f is continuous.
For the proof, see Chui (1992) .
Here we introduce the admissibility condition ensures that the Fourier transform of the wavelet ψ(s) has sufficient decay as s → 0 (Daubechies, 1988) . The finiteness of C ψ is guaranteed if ψ(0) = 0, which is equivalent to zero mean of the wavelet ψ(.) (Mallat, 1998) , Conditions A.6 and A.7 ensure that the wavelet has some non-zero terms, but all excursions away from zero must cancel out. Detailed discussion about the wavelets and wavelet transform can be found in Daubechies (1988) , Daubechies (1992) and Gençay et al. (2002) .
Appendix A.1. The maximal overlap discrete wavelet transform
The maximal overlap discrete wavelet transformation (MODWT) is a special type discrete wavelet transform that is not sensitive to the choice of starting point of the examined time series, i.e. it is translation-invariant transform. Unlike the discrete wavelet transform (Mallat, 1998) (DWT), the MODWT does not use a downsampling procedure, therefore, the wavelet and scaling coefficient vectors at all scales have equal length Gençay et al., 2002) . As a consequence, the sample size of the examined process is not restricted to the powers of two, which makes the transform very useful for empirical data analysis.
The MODWT wavelet and scaling coefficients can be conveniently used for an analysis of variance of stochastic processes in the time-frequency domain. Percival (1995) clearly shows the advantages of the MODWT estimator of variance over the DWT estimator. Moreover, Serroukh et al. (2000) analyze the statistical properties of the MODWT variance estimator for non-stationary and non-Gaussian processes. For more details about the MODWT see Mallat (1998) , Percival and Walden (2000) and Gençay et al. (2002) .
Appendix A.1.1. Definition of MODWT filters
We begin our description of the MODWT with introduction of wavelet filters. In a wavelet transform we use two types of filters; the scaling filter which is a low-pass filter and the wavelet filter that is a high-pass filter. The MODWT scaling and wavelet filters denoted as g l and h l , have length L, l = 0, 1, . . . , L − 1. In our analysis we use the Daubechies D(4) wavelet filter with the filter length L = 4 (Daubechies, 1992) . There are three basic properties that both the MODWT filters must fulfill. Let us show these properties for the MODWT wavelet filter: 
. Pyramid algorithm
With appropriate wavelet and filters we can proceed to compute the wavelet and scaling coefficients. We obtain the MODWT wavelet and scaling coefficients using the pyramid algorithm (Mallat, 1998; Percival and Walden, 2000) . The first scale wavelet coefficients (j = 1) are computed via filtering the process x t for t = 1, . . . , N with the MODWT wavelet and scaling filters:
(A.10)
In the second stage of the pyramid algorithm, we replace x t with the scaling coefficients V 1,k and after the filtering we obtain wavelet coefficients at the second scale j = 2 as:
(A.11)
We can proceed similar way to get The j-th level MODWT coefficients are in the form: The j-th level wavelet coefficients in the vector W j represents frequency bands f ∈ [1/2 j+1 , 1/2 j ] whereas the j-th level scaling coefficients in the vector V j represents f ∈ [0, 1/2 j+1 ]. For our estimator we use the MODWT wavelet coefficients that are unaffected by the boundary conditions. Finally, we define a vector W consisting of J m + 1 subvectors of dimensions N , where the first J m subvectors are the MODWT wavelet coefficients at levels j = 1, ..., N and the last subvector is the MODWT scaling coefficients at a level J m : .13) 
