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Abstract 
Prediction of the conditions required for the transformation of one phase of a mineral 
into another has long been a goal of condensed matter physics. This is especially de-
sirable for phase transitions which are believed be involved in geological processes, but 
for which the conditions of temperature or pressure are hard to reproduce experimen-
tally. This thesis examines a number of structural phase transitions including those 
Of MgSiO3 perovskite, which is thought to form the largest part of the Earth's mantle 
and of Zr02 which plays an important role in inhibiting crack formation in ceramics. 
These phase transitions, in which an alternative phase may be reached by continuous 
distortions of the structure on an atomic level, are examined primarily through the use 
of first principles electronic structure calculations. Existing first principles techniques 
were extended to facilitate determination of the equilibrium structure by relaxation of 
the unit cell and the calculation of the lattice dynamics of complex phases. 
The distortion involved in most of the phase transitions studied is found to reflect 
the normal vibrational modes of one or both phases. The phase transitions of MgSiO 3 
are found to be well described by only a few normal modes of the highest-symmetry 
cubic phase, dominated by two modes involving tilting of the Si0 6 octahedra. These 
modes resemble rigid unit modes, in which Si0 6 octahedra are assumed to remain per-
fectly rigid but may rotate with respect to other octahedra, whilst preserving linkages 
between them. The extent to which such simple modes are an accurate description of 
the dynamics of MgSiO3 , BaZr03 and Si0 2 is investigated by way of structural anal-
ysis and lattice dynamics of both stable and metastable phases. Both simple models 
deduced from the lattice dynamical analysis and molecular dynamics using forces cal-
culated from first principles are used to estimate transition temperatures for thermally 
induced phase transitions in MgSiO3. 
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The human mind is seldom satisfied, and is certainly never exercising its 
highest function, when it is doing the work of a calculating machine. What 
the man of science, whether he is a mathematician or a physical enquirer, 
aims at is, to acquire and develop clear ideas of the things he deals with. For 
this purpose he is willing is enter on long calculations and be for a season 
a calculating machine, if he can only at last make his ideas clearer. 
James Clerk Maxwell, Scientific Papers 1890/1891 
A compound with a given chemical composition may exist in many different crys-
tal structures, known as polymorphs, each stable over some range of temperature and 
pressure. Transitions between them can occur via a range of direct or indirect mecha-
nisms. Prediction of the structure and properties of the most stable phase of a given 
compound under specified conditions has long been a goal of condensed matter theory. 
Furthermore, understanding the mechanisms by which one structure transforms into 
another can not only help explain why a transition occurs, but can also suggest ways of 
detecting the phase transition, and possible applications of the processes involved. The 
atomic rearrangements involved in transition mechanisms may not be directly observed 
experimentally, but instead can sometimes by deduced, for example by way of optical 
probes into vibrational properties. 
In contrast to experimental techniques, computer simulations have the capacity for 
modelling the energetics and dynamics of individual atoms and thus allow investigation 
1 
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of possible transition pathways. They also allow investigation of configurations which 
are unstable and are therefore never observed experimentally. However, there are a 
large number of computational techniques for modelling solid-state systems, which 
vary according to the computational effort required, the range of systems to which 
they are applicable and the reliability and accuracy of the results obtained. Much of 
the work presented in this thesis was performed using a first principles scheme to obtain 
the electronic charge density, from which all properties may be calculated. However, it 
is also intended to show how such calculations may be interfaced with simpler but less 
computationally demanding approaches. 
1.1 Types of phase transition 
There are many types of phase transition; only a subset will be considered in this thesis. 
Displacive phase transitions involve only small changes in the crystal structure, which 
do not require alterations to the bonding topology; in such transitions the symmetry 
of the low temperature phase is usually a subgroup of that at high temperature. In 
contrast, reconstructive phase transitions involve more drastic changes to the structure, 
necessitating the breaking and re-forming of bonds and possibly local migration of 
atoms; the space groups of the two phases may be entirely unrelated. A third type of 
transition occurs where equivalent sites in the high-temperature phase may be occupied 
by one of two (or more) different species, but have a spatially averaged occupancy of 
50% of each species. On lowering the temperature the different species form an ordered 
distribution over these sites, which is likely to reduce the symmetry. Such order-disorder 
transitions also involve bond-breaking and diffusion. 
Only the displacive class of transitions are discussed in detail in this thesis. Such 
transitions, involving only small changes in the structure, are often related to the 
vibrational properties of the phases. It is hoped to investigate in this thesis this relation 
in a number of crystal structures. 
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It should be noted that the terms 'displacive' and 'order-disorder' are also used to 
describe extremes of behaviour in a simple model which may represent both these types 
of transition [1]. The intermediate stages of behaviour have been found to describe a 
great range of phase transitions, and the applicability and parametrisation of this model 
are discussed in this thesis. 
1.2 Ab initio techniques 
Traditionally, atomistic calculations have used analytic interatomic potentials, often 
parametrised from experimental data, to model the interactions between atoms in a 
crystal. Usually interactions between only pairs or triplets of atoms are considered, 
thereby including only bond-stretching and bond-bending terms. Extremely simple 
approaches, like the Lennard-Jones potential for noble gas elements, or the Madelung 
energies of Coulomb interactions in ionic crystals (which although simple in concept 
still require careful evaluation) have produced invaluable insights into the behaviour 
of fundamental crystal structures. Increasingly sophisticated potentials have explained 
many features of more complicated systems [2]. Such potentials have the great ad-
vantages of being analytically tractable and usually quick to evaluate computationally. 
Simulations of millions of atoms are therefore perfectly possible, allowing investigation 
of features such as grain and crack formation, dislocations and surfaces. However, they 
are limited to the extent to which they can describe complex processes, often because 
the parameters which would be needed to describe the necessary potentials may not 
be obtained experimentally. In many cases it is impossible to predict in advance which 
are the salient features of a process, which would be needed to determine the principal 
variables in an appropriate potential. In other cases, the bond-breaking and re-forming 
involved in a process may simply not be described with empirical potentials. 
In contrast, ab initio calculations make no a priori assumptions about a system, such 
as the form of the solution or which details, if any, may be neglected. In principle, such 
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an approach requires the solution of the full Schrödinger equation. This should give 
completely accurate results, but for a macroscopic system is too complex to be solved. 
The advent of density functional theory [3, 4] presented an alternative framework for 
finding the total energy, and by making only a very few approximations, a feasible 
scheme for solving the Schrödinger equation for the electrons was determined (described 
in Chapter 2). Over the last twenty years, such schemes have been used with great 
success to calculate various static and dynamic crystal properties with high accuracy 
[5]. 
However, density functional theory calculations are extremely computationally in-
tensive, and thorough studies are possible only for systems with modest numbers of 
atoms in the simulation cell: typically, cells contain tens of atoms, although a few hun-
dred atoms have been treated. With current levels of computational power, molecular 
dynamics simulations of tens of thousands of atoms are still infeasible, and may only 
be performed with empirical potentials. It would therefore be advantageous to develop 
intermediate approaches whereby the results of first principles calculations are used 
to develop reliable simple potentials, which may then be used to perform much larger 
simulations. Ab initio studies may also be used to identify the dominant features of 
complex processes in solids, and hence determine the variables in terms of which such 
potentials should be parametrised. 
In order to compare related phases, and to calculate the properties of each, the 
equilibrium structure of each phase must be found at the required conditions of tem-
perature and pressure. Traditionally this has required evaluation of the total energy 
over a large range of structural parameters, followed by minimisation via a fitted form 
for the energy as a function of these parameters. However, if the forces on atoms and 
the internal stresses on the unit cell are also calculated from first principles, relax-
ation of the structure towards the minimum of energy may be possible. We describe in 
this thesis developments to this technique, and the sources of inaccuracies in practical 
schemes. 
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1.3 Soft and unstable phonon modes 
The relation of some low-frequency vibrational modes to the onset of structural phase 
transitions has been long known [6, 7] and used as an experimental handle to detect 
and follow such transitions [8]. A low-frequency phonon indicates a distortion of the 
structure which requires only low energy. If the mode is coupled to the strain, a change 
in lattice vectors may be sufficient to render the mode unstable. The slightest thermal 
activity, as must always be present, is then sufficient to introduce a non-zero amplitude 
of the phonon eigenvector. This will reduce the total energy of the system, and will be 
manifested as a phase transition to a new structure, which usually has a space group 
which is a subgroup of that of the initial structure. 
The original, higher-symmetry phase may be recovered in two ways. Firstly, at a 
sufficiently high temperature, the thermal energy may overcome the energy differences 
between the phases. Secondly, a change in pressure may favour the higher-symmetry 
phase, in which the phonon must then be stable. Such pressure-induced phase tran-
sitions may be detected in a straightforward way from first principles simulations, by 
finding the phonon frequency at a range of volumes. However, ab initio simulations 
at finite temperature, which ideally should consider long-range disorder, require such 
large amounts of computer time that proper simulations of phase transitions, although 
possible [9], are not yet routine. Other methods of estimating transition temperatures 
must thus be considered. 
The amplitude of any soft mode involved in such a transition is clearly strongly 
related to the progress of the transition, and may be treated as an order parameter. 
This simplifies the description of the atomic degrees of freedom, by concentrating only 
on those which play a critical role in the transition. 
Not all phase transitions occur by means of an unstable vibrational mode. Dis-
placive transformations, resulting in only small changes in structure, are the most 
commonly described in this way; reconstructive transformations typically involve such 
drastic rearrangement of atoms that a phonon description would be stretched beyond 
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the limit of applicability. Any transition requiring extensive diffusion could not be 
described in this way, since under no conditions would regular oscillatory motion be 
observed. 
The relative displacements of individual atoms in a phonon may not be deduced 
experimentally, although the symmetry and and polarisation may be found. However, 
they may be found via theoretical determinations of the vibrational modes, so compu-
tational studies may complement and extend any results available from experiment. A 
method of calculating phonon frequencies and eigenvectors has been developed as part 
of the work described here, using the first-principles forces available from an established 
density-functional scheme. 
Phonon eigenvectors may yield useful information on the nature of the normal 
modes, and those of low frequency or unstable modes show the initial distortion involved 
in any corresponding phase transition, so that lower energy structures may thus be 
proposed. In some cases, the eigenvectors may be interpreted in terms of groups of 
atoms within the structure, and the origin of any strain coupling may be deduced. 
Such interpretations suggest ways of defining the extent of coupling between the strain 
and a vibrational mode, which will be developed in this thesis. 
1.4 Work submitted for publication 
Much of the work described in this thesis has been submitted for publication; references 
are given here and for completeness also in the Bibliography. 
[10] "Ab initio studies of structural instabilities in magnesium silicate perovskite", 
M.C. Warren and G.J. Ackland Phys. Chem. Minerals, 23:107-118, 1996. 
[11] "Vibrational properties of the layered semiconductor germanium sulfide under hy-
drostatic pressure: theory and experiment", H.C. Hsueh, M.C. Warren, H. Vass, 
G.J. Ackland, S.J. Clark and J. Cram. Phys. Rev. B, 53:14806-14817, 1996. 
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"Structure and elasticity of MgO at high pressure", B.B. Karki, L. Stixrude, 
S.J. Clark, M.C. Warren, G.J. Ackland and J. Cram. Am. Mineral., 82:51-60, 
1997. 
"Ab initio elasticity and lattice dynamics of AgGaSe 2", B.B. Karki, S.J. Clark, 
M.C. Warren, H.C. Hsueh, G.J. Ackland and J. Cram. J. Phys.: Cond. Mat., 
9:375-380, 1997. 
"Origin of the negative thermal expansion in ZrW 208 and ZrV2 0 7", A.K.A. 
Pryde, K.D. Hammonds, M.T. Dove, V. Heine, J.D. Gale and M.C. Warren. 
J. Phys.: Cond. Mat., 8:10973-10982, 1996. 
"Ab initio studies of high-pressure structural transformations in silica", B.B.Karki, 
L. Stixrude, M.C. Warren, G.J. Ackland and J. Cram. Phys. Rev. B, 55:3465-
3471, 1997. 
"Rigid unit modes and the negative thermal expansion in ZrW 208 ", A.K.A. 
Pryde, K.D. Hammonds, M.T. Dove, V. Heine, J.D. Gale and M.C. Warren. 
Phase Transitions. In press. 
"Soft-mode phase transitions from first principles". G.J. Ackland and M.C. War-
ren. Phase Transitions. In press. 
"Elastic properties of orthorhombic MgSiO 3 perovskite at lower mantle pressures", 
B.B. Karki, L. Stixrude, S.J. Clark, M.C. Warren, G.J. Ackland and J. Cram. 
Am. Mineral. In press. 
1.5 Overview of thesis 
In Chapter 2 the main features of density functional theory are presented, including a 
comparison with earlier attempts to solve the Schrödinger equation in a many-electron 
system. The various approximations and numerical techniques which are needed in a 
practical scheme are also described. 
CHAPTER 1. INTRODUCTION 
Chapter 3 explains how a total-energy scheme, and specifically the pseudopotential 
plane-wave codes used in this work, may be used to find the equilibrium structure of a 
crystal; Chapter 4 describes how the vibrational modes may then be determined. Both 
these chapters include developments to existing code which were made by the author, 
and which are used in subsequent chapters. 
Chapter 5 presents the results of calculations on three different phases of MgSiO 3 
perovskite, and implications for the mechanisms of transition between them. First-
principles molecular dynamics techniques are used to further investigate one of the 
transitions. The particular vibrational modes of MgSiO 3 which dominate any phase 
transitions have been described in terms of 'rigid unit modes', in which the Si0 6 octahe-
dra behave as rigid entities. The extent to which these simple models are an accurate 
description of this and other systems is investigated in Chapter 6. A simple model 
for these transitions is deduced from the vibrational information, and the transition 
temperature estimated, in Chapter 7. 
The relation between an unstable vibrational mode and a structural phase transition 
is also evident in Zr0 2 , ab initio studies of which are presented in Chapter 8. A phase 
transition from a cubic to a tetragonal phase is explained by an unstable phonon, but a 
further transition to a monoclinic phase is not predicted, adding to previous speculation 
that the phase present in experiments must have a more complicated structure than 
assumed. 
Chapter 2 
Total energy calculations 
"Do you see, Piglet? Look at their tracks! Three, as it were, Woozies, 
and one, as it was, Wizzle. Another Woozie has joined them!" 
And so it seemed to be. There were the tracks; crossing over each other 
here, getting muddled up with each other there; but, quite plainly every now 
and then, the tracks of four sets of paws. 
A.A. Mime, Winnie the Pooh 
The equilibrium properties of a system, such as cohesive energy, structure or thermal 
vibration, are determined by the interactions between the nuclei and electrons. At 
such small scales, quantum mechanics must be used to calculate these properties. In 
principle, all properties can be obtained from the many-body wavefunction, which is 
the solution of the many-body Schrödinger equation. However, this cannot be solved 
for the enormous number of electrons in a solid which interact very strongly with each 
other and with the nuclei. The various approximations which have been applied to try 
to solve this problem are presented in this chapter. 
This is an overview of established theory, of which there are thorough presentations 
elsewhere [5, 19, 20]. This chapter aims to establish the principles on which the rest of 
the thesis is founded, and to form a basis for later discussion. 
The state of a system includes both the nuclei and the electrons, but since the 
electrons are much lighter than the nuclei, they respond much faster to any change in 
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the system. The Born-Oppenheimer approximation assumes that they move instanta-
neously when the nuclear configuration is changed, so that the many-body problem is 
reduced to that of finding the electronic configuration of a fixed arrangement of atomic 
nuclei. This approximation is made throughout the work described here. 
2.1 Many-body problems in quantum-mechanics 
The electrons in a solid interact strongly with each other via the Coulomb interaction, 
so the state of the system must depend on all the electrons. The Schrödinger equation 
is therefore applied to a many-body wavefunction kI'(r i , r2 , ...rN) describing all the N 
electrons, rather than to each one separately. For a static external potential Vext  (e.g. 
the Coulomb interaction with the nuclei in the Born-Oppenheimer approximation) the 
Hamiltonian takes the form 





= __.ext r 	r - rj 
~ 2 
4 
The third term in the Hamiltonian is the Coulomb interaction between pairs of elec-
trons. However, it is not known in what functional form iJi  should be expressed, and 
thus this equation cannot be solved. We therefore turn to various approximations that 
have been made, which each make assumptions for the form used to write T. 
2.1.1 Electron interaction 
The Coulomb repulsion between electrons favours a state in which they are as far apart 
as possible. However, for the electrons to be each highly localised and well separated 
from one another, the many-electron wavefunction would require high kinetic energy 
components (via V 2 W), so a compromise must be reached. In addition, electrons are 
fermions and must be antisymmetric under exchange. This helps to keep electrons 
apart, via the Pauli exclusion principle, since no two electrons of the same spin may 
be localised in the same place. The overall problem is not a simple one: in a system 
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with more than two electrons, many-body effects contribute to the full electron corre-
lation. For example, pairs of electrons with opposite spins are indirectly affected by 
exchange via their individual interactions with other electrons, some of which must 
include exchange effects. 
2.1.2 The Hartree approximation 
The Hartree approximation treats electrons as independent non-interacting particles, 
with wavefunctions which are solutions of a one-electron Schrödinger equation. The 
interaction with the other electrons is taken into account only by calculating each elec-
tron's Coulomb interaction with the overall electronic charge density. The Schrödinger 
equation for the ith electron, represented by b 2 (r), is then: 
h2 
	
--V2 01(r)+ (VN + Vjq)b(r) = 	 (2.2) 
2m 
where the ion-electron interaction forms the nuclear potential, which is the 'external' 
potential in (2.1): 
Z1 e2 
VN(r) = 	47r€0 r - R1 I 	
(2.3) 
The interaction with the overall charge density p(r) is given by the Hartree potential: 
VH(r)ef 	
p(r') 
= 	 dr' 	 (2.4) 
47r€0 I r - r' 
If the charge density is known, so that (2.2) can be solved, the eigensolutions may 
be populated by electrons, enforcing orthogonality to ensure Pauli exclusion. The 
overall charge density could then be obtained by summing the contributions from all 
the wavefunctions: 
p(r) = e&(r)b(r) 	 (2.5) 
Equations (2.2-2.5) can thus be solved iteratively. However, not only does (2.4) include 
each electron's interaction with itself, which must be incorrect, it also takes no account 
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of individual interactions. The Hartree approximation that electrons are independent, 
apart from interaction via the average charge, is equivalent to representing the overall 
wavefunction 'Ji  as a product of individual one-electron wavefunctions: 
'PH (rl,r2,...,rN) = '1(r1)b2(r2) ... 'N(rN) 	 (2.6) 
so that the Schrödinger equation can be solved for each one. However, "H  is symmetric 
under the exchange of any two electrons, violating the Fermi spin statistics. The 
Hartree approximation thus takes no account of the exchange energy of the electrons. 
The Hartree-Fock approximation to the many-body wavefunction takes the form 
of a Slater determinant, which contains all possible products of the individual wave-
functions with appropriate signs, so as to be antisymmetric under electron exchange. 
This includes the exchange interaction between electrons with the same spin but still 
neglects the interactions between electrons with opposite spins; correlation is therefore 
ignored. Even so, the Hartree-Fock approximation is much more complicated to solve 
than the Hartree approximation, and produces some unfortunate results such as a zero 
density of states at the Fermi level [21]. 
Density-functional theory provides a more general framework for taking account of 
exchange and correlation between electrons, without increasing the complexity of the 
problem beyond that of the Hartree approximation. 
2.1.3 Density functional theory 
Density functional theory (DFT) was first proposed by Hohenberg and Kohn [3] in 1964, 
and states .that all the properties of the system, including the total energy, are unique 
functionals of only the electron density n(r). Furthermore, that electron density which 
minimises the total energy is the ground state density and thus gives the correct total 
energy. The electron density thus acquires a central variational role in the problem. 
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This is in contrast to the usual status of the charge density' as a quantity found after 
solving the Schrödinger equation with a given external potential. 
An exact expression for the energy within the formalism of density-functional theory 
was given by Hohenberg and Kohn for an external potential Vext  as a functional of the 
electron density: 
e 2 . I.  n(r)n(r') 
E[n(r)] = f Vex t(r)n(r)dr + 	jJ 4ir€0 r - r' dr' dr + G[n(r)] 	(2.7) 
where G[n(r)] is a universal functional of the electron density n(r), acting in addition 
to the Hartree interaction energy. This functional contains all the exchange and corre-
lation due to electron interaction, and the electronic kinetic energy, but is not known 
analytically. 
Kohn and Sham [4] broke up the G[n(r)] functional by identifying the kinetic energy 
of an equal number of non-interacting 'pseudo-electrons'. This mapped the many-body 
problem of minimising the total energy given in (2.7) with respect to n(r) to a number 
of one-particle equations. These 'Kohn-Sham equations' represent pseudo-electrons 
moving in an effective potential T4 ff : 
__V20, (r) + V ff01(r) = e(r) 	 (2.8) 
2m 
with 
Vff = Vext(r) + J 	
n(r')e2 	
dr' + ILxc(n(r)). 	 (2.9) 
4ir€0 I r - r' 
The potential axc(n(r))  contains the exchange and correlation term, and is the func- 
tional derivative of the exchange and correlation energy with respect to electron density 
'The charge density p(r) is taken in this thesis to include a factor of e, so has units C/rn 3 , but the 
electron density n(r) is dimensionless. 
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(see Section 2.1.4). The electron density may now be found from the individual pseudo-
wavefunctions: 
n(r) = 	&'(r)&(r) 	 (2.10) 
The Kohn-Sham system of equations (2.8-2.10) can be solved iteratively, from an ini-
tial guess for {}, to find the single-electron pseudo- wavefu nctions. These represent 
pseudo-electrons moving in an effective potential, with energy eigenvalues e, which are 
strictly no longer the true electron band energies, but are known as Kohn-Sham eigen-
values. The electron density given can then be used to find the correct total energy 
using (2.7). 
Density functional theory would in principle be exact, if a correct form for the 
exchange and correlation potential were available; if this were the case, equations (2.8-
2.10) could be solved iteratively. All the exchange and correlation physics is contained 
in ,Uxc and the orthogonality between wavefunctions, but an exact form for [Lxc  is 
still unknown. Approximation to this are thus still required, and the simplest of these 
is the local density approximation [4]. 
2.1.4 Local density approximation 
The local density approximation takes the exchange-correlation energy per electron at 
a point r to be that of a homogeneous electron gas (jellium) with the same electron 
density n(r), so that 
Exc[n(r)] = f E XC 	n(r)dr 	 (2.11) 
The exchange-correlation potential is then given by [4] 
uxc(n(r))
0[n  EXC - 8Exc[n(r)] -  
- 	Sn(r) 	- 	
(2.12) 
The Pauli exclusion principle, which underlies the many-body effects of exchange and 
correlation, states that two electrons with like spin may not have the same state. 
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When full exchange and correlation are considered, exactly one electron is excluded 
from the immediate vicinity of another. This should be reproduced by the LDA or 
other approximations if they are to give satisfactory results. 
Figure 2.1 illustrates the effects of different exchange correlation schemes on the 
electron probability at a distance r from an electron of some spin. In the Hartree 
approximation, the electrons affect each other only via the Coulomb interaction with 
the total charge density, effectively moving independently of one another. The Hartree-
Fock approximation includes the exchange hole, satisfying the Pauli exclusion principle, 
but has no effect on the electron of opposite spin. The local density approximation 
includes both exchange and correlation, and acts on electrons of both spins; it may be 
thought of as the spin average of the local spin density approximation (LSDA) which 
is also shown. 
Although the LDA is in principle very simple, it was found to work surprisingly 
well. This is because it results in each electron excluding the right amount of charge 
around it, even if the shape of the exchange hole (or depletion hole) is not exactly 
right [22]. The depletion hole is also identifiable in Figure 2.1 for all but the Hartree 
approximation, where is it neglected. Early attempts to produce a more sophisticated 
approximation failed, because they did not obey this one-electron hole rule. How-
ever, more sophisticated schemes are now possible, including the generalised gradient 
correction (GGC). 
The LDA is implemented by means of a parametrisation for /1xc(n) [22], based 
on exact quantum Monte-Carlo results, such as those of Ceperley and Alder [23]. In 
these calculations, the positions of a system of N electrons are represented by a point 
in 3N-dimensional space; because the positions of the electrons in each system are 
explicitly known, the many-body Hamiltonian can be exactly evaluated for each system. 
Many such systems (about 100 in [23]) are selected such that the probability of finding 
a point in dR is initially proportional to IWT(R)1 2 for some trial wavefunction 'I'. 
The initial distribution of points is then allowed to propagate via a diffusion equation 
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Figure 2.1. The treatment of exchange and correlation in different levels of approx-
imation in a N-electron system, represented by the probability distribution of N—i 
electrons at a distance r from an electron of fixed spin. Probabilities are normalised 
such that p(r) —+ 1 as r —+ oo The generalised gradient approximation is not illustrated 
but would not differ qualitatively from the local density approximation. (After Schliiter 
and Sham [21]). 
which includes the effects of random diffusion, a quantum force V in I WT(R)1 2 , and a 
'branching' term which eliminates systems with high energies but replicates systems 
with low energies. The steady-state final population can be used to give the correct 
hom eigenvalue, from which the energy cxc 	may be calculated. The function txc(n), 
which is parametrised with only five variables, can then be stored very easily and is 
used in almost all the simulations described in this work. 
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2.2 Properties of periodic systems 
Although density-functional theory enables exchange and correlation to be included, 
the Kohn-Sham equations (2.8-2.10) still have to be solved for each electron in a solid. 
Since the electron density in a typical solid is of the order of 10 27m 3 , this would be a 
somewhat impractical task. However, the translational symmetry and other properties 
of perfect crystals can be used in an extremely powerful way to reduce the number of 
electrons which need to be considered. 
The use of supercells with Born-von Karman periodic boundary conditions [24] al-
lows simulation of an infinite periodic crystal by consideration of only one unit cell. The 
'supercell' used for simulation may contain multiples of the crystallographic primitive 
unit cell, in order to study properties other than the total energy, such as phonon modes 
with wavelengths longer than the unit cell dimension. The formalism is the same, how-
ever, and allows the application of Bloch's theorem, plane wave basis sets and crystal 
symmetry to the problem of finding the electron distribution. These techniques are 
described below. 
2.2.1 Bloch's theorem 
In an infinite perfect crystal, the external potential Vext  of (2.1) and (2.7) which acts 
on the electrons is due to a periodic array of nuclei, so the resulting charge density p(r) 
must also have the periodicity of the lattice, that is: 
p(r + RL) = p(r) 	 (2.13) 
where RL is a lattice vector. However, since p(r) = e >, 1'(r)&(r), this can be satisfied 
even with a phase difference e 9 between 0 (r) and 0 (r+ RL): 
&(r+ RL) = e200(r) 	 (2.14) 
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Bloch's theorem states that the phase difference 9 can be written as 9 = kRL, 
introducing a wavevector k. By writing each wavefunction 0(r) as the product of a 
wavelike part eik.r  and a function f(r), 
= eik.rf(r), 	 (2.15) 
we see that it will then satisfy (2.13) only if f(r + R) = f(r), i.e. if 1(r) has the 
periodicity of the lattice. This function need however only be defined over one unit 
cell. 
The wavevectors k now label various sets of valid wavefunctions in a solid: in an 
infinite crystal they may take any value, but are restricted by convention to the first 
Brillouin Zone (i.e. the Wigner-Seitz cell of reciprocal space) without loss of generality. 
If each unit cell contains 2m electrons, there are m doubly occupied bands having 
different f(r) (labelled by j) at each wavevector; k and j now label the electron states. 
Bloch's theorem thus provides the basic formalism of bandstructure which underlies 
much of condensed matter physics. 
2.2.2 Sampling of k-space 
The problem of a potentially infinite number of electrons has now been mapped to that 
of a finite number of electron wavefunctions at an infinite number of wavevectors k. 
The electron density should be found by summing contributions from all k and j, and 
the total energy found from this density. If wavefunctions for doubly occupied orbitals 
are normalised such that 
J k(r),k(r)dr = 2 	 (2.16) 
then the total electron density is given by 
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where v is the unit cell volume, and BZ denotes integration over all k in the Brillouin 




However, since the wavefunctions in semiconductors usually only change smoothly 
and slowly with k, integration over the whole Brillouin Zone may be approximated 
by sampling the bandstructure at only a finite number of k-points. Each k-point is 
assigned a weight ai such that >, a, = 1. The electron density averaged over these is 
then taken as representative for the whole BZ: 
n(r) 	j ai i 	k(r) 	,k(r) 	 (2.19) 
This maintains the normalisation of (2.18). The energy may then be calculated from 
(2.7). The concept of the 'unit cell' used here may be extended to the Born von Karman 
'supercell' which is used for the purposes of simulation, which may contain an integer 
number (L, say) of crystallographic unit cells; the Brillouin Zone of the supercell must 
then be used, with normalisation to 2Lm electrons. 
Various schemes exist for choosing a suitable set of points [25, 26], which should 
be distributed over a regular grid throughout the Brillouin Zone, but avoid extremal 
values of the electron energy 6j,k  In metals, the abrupt changes in bandstructure at 
the Fermi surface necessitate the use of a much finer grid [19]. The work described 
here used the the Monkhorst-Pack [26] set of points, reduced by symmetry to give the 
minimum number (i.e. the number in the irreducible Brillouin Zone) with appropriate 
weightings. The use of symmetry is described further in Section 2.6. 
2.2.3 Basis sets and the plane wave representation of f(r) 
We need now to calculate a finite number of wavefunctions at a finite number of re-
ciprocal lattice wavevectors. However, the wavefunctions still contain a cell-periodic 
function f(r) of apparently arbitrary form, although satisfying (2.13). A plane wave 
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basis set gives one of the most general forms possible, and can be made lattice-periodic 
simply by restricting the wavevectors of the plane waves to be only reciprocal lattice 
vectors G. 
A wavefunction of (2.15) now takes the form 
0,k(r) = e' 	C3,k(G) e* G-r 
G 
= 	Cj,k(G) ei(k+G)r 	 (2.20) 
G 
The wavefunctions are thus represented as a sum of plane waves with wavevectors 
k + G. Each pseudo-electron is still labelled by j, the band, and k, the wavevector. 
In theory there should be an infinite number of plane waves contributing to each 
wavefunction, but in practice the series is truncated once the kinetic energy of the plane 
waves becomes very high. A cutoff energy E is thus set, such that only plane waves 
with h2 Ik + G1 2/2me < ( are used. In practical schemes which use pseudopotentials 
for the electron-ion interaction (Section 2.3) this will include at least a few thousand 
plane waves, and often many more, so although the problem is tractable, extremely 
efficient computational schemes are still required. The choice of E, is discussed further 
in Section 2.2.5. 
2.2.4 Representation of Kohn-Sham equations using plane waves 
The use of a plane-wave basis set for the wavefunctions has several advantages for the 
implementation of density-functional theory. It is ideally suited for use with periodic 
boundary conditions, and many quantities needed in simulations may be easily calcu-
lated. For example, the Fourier components of the charge density as given in (2.17) 
may be shown [27] to be 
,5(G) = e 	c,k(G')c,k(G + G') 	 (2.21) 
jG' 
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One of the main advantages of using such a basis set is that the Kohn-Sham equa-
tions take a particularly simple form [27]. Equations (2.8) and (2.9) become the matrix 
eigenproblem 
G' [
1 Ik + GI2SGGI  + Vff(k + G, k + G 1 )] ,k(G') = ECj,k(G) 	(2.22) 2m 
where 
Veff(k+G,k+G') =N(k+G,k+G')+H(G—G')+xc(G—G') (2.23) 
The electronic kinetic energy takes a diagonal form, since it is simply the weighted 
sum of the plane wave kinetic energies; Vjq and are local potentials so depend 
on G - G' only. Equation (2.22) and (2.23) may be solved by matrix diagonalisation, 
followed by iteration with equation (2.10) until the eigenstates converge to the ground 
state. However, more efficient schemes exist and are discussed in Section 2.5. 
In practice, the evaluation of the charge density in real space requires a Fourier 
transform of the contributions from each plane wave. However, fast Fourier transform 
algorithms all operate over an array of points lying within a parallelopiped, rather than 
the spherical region of reciprocal space containing the (k+ G) within the energy cutoff. 
Furthermore, (2.21) shows that the charge density may have Fourier components with 
wavevectors up to twice the maximum (G e , say) for the electronic wavefunctions, since 
(G + G') must range from —G to G. Hence the charge density Fourier transform 
uses points in a parallelopiped of reciprocal space which extends at least twice as far 
in every direction as the original sphere. 
Plane-wave basis sets have been used for many years in DFT calculation of periodic, 
extended systems. However, they have recently been shown [28] to also give good results 
for isolated molecules, for which more localised sets have been traditionally used. The 
use of plane waves also has advantages for calculating other properties of a system, 
such as the forces exerted on the ions (discussed in Section 3.1.1). 
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Figure 2.2. Variation of total energy of two atoms of silicon, for two lattice parameters, 
and the energy difference between them, as the plane wave energy cutoff 9, is increased. 
2.2.5 Determination of the basis set size 
The effect on system properties of the energy cutoff E  applied to the basis set will be 
important in much of the work discussed in this thesis, so an introduction is included 
here as a basis for further discussion. 
Since additional plane waves provide further variational freedom for the wavefunc-
tions, the total energy drops monotonically as the energy cutoff increases. Strictly, the 
energy cutoff to be used in a simulation should be found by increasing its value until 
the total energy Et0t  converges to a desired tolerance [29, 30]; the level of convergence 
may be increased to an arbitrary level by using a higher cutoff. The variation of total 
energy with energy cutoff is illustrated for silicon in Figure 2.2: in this case a cutoff 
of at least 300 eV is required for good convergence, but the total energy continues to 
decrease thereafter. 
However, plane waves with high kinetic energy represent rapid fluctuations in the 
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charge density, which usually occur only in response to an extreme external potential. 
In the systems considered here, these occur only in the deep potential close to the 
ions, occupied mainly by the core electrons, and the charge density thus represented 
plays very little part in any bonding between atoms. The difference in total energy 
between two slightly different structures (e.g. different cell parameters) should be due 
only to the charge involved in bonding, so should not be affected by changes in the fine 
electronic structure close to the nuclei. [19, 31]. Thus a cutoff which allows convergence 
of the energy difference between structures should be sufficient for accurate calculation 
of most properties. The energy difference between primitive unit cells of silicon having 
two different lattice parameters is also shown in Figure 2.2, and is seen to converge 
beyond 220 eV; in practice a cutoff of 250 eV is routinely used. However, cutoffs such 
as these, which give a tractable number of plane waves, are only obtained by the use 
of pseudopotentials, which will be described in Section 2.3. 
The degree of convergence which has been reached can be quantified as the re-
maining energy by which the total energy differs from the fully converged value [30]. 




which will be important for the discussion of basis-set corrections to the stress and 
total energy in Section 3.2.2. 
2.3 Ion-electron interaction: pseudopotentials 
The interaction between the nuclei and electrons must now be discussed. Near to 
the nuclei, the valence electrons not only experience an extremely strong Coulomb 
potential, but must also be orthogonal to the tightly-bound core electron states. This 
means that, near to a nucleus, valence wavefunctions oscillate very rapidly with r, and 
thus an extremely large plane-wave basis set is required. 
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Pseudopotential theory, developed over the last thirty years or so, is an attempt to 
model the ion-electron interaction, by screening the nucleus with the 'core' electrons 
to give a much weaker potential which acts on the valence electrons [32]. The core 
electrons play a negligible role in the binding properties of solids, so their states are 
not explicitly required. The total energy calculated in this way is no longer the binding 
energy of all the electrons to the nuclei, but instead relates only to the valence electrons 
and the screened nuclei. 
In replacing the Coulomb potential with a much weaker potential inside some core 
region, usually a sphere of radius r, the pseudopotential approximation replaces a 
valence electron wavefunction 0(r) with a much smoother pseudo- wavefu nction & 3 (r). 
Ideally, the pseudo-wavefunction should have no nodes inside r, so that it is likely 
to be the ground state of the pseudopotential. However, it should be identical to the 
true wavefunction, thus generating the correct charge density, beyond r. The pseudo-
wavefunctions (and hence the corresponding pseudo potential) should match the true 
functions smoothly at r: usually not only b(r) and '&(r) but also their first and often 
second derivatives with respect to r are constrained to be equal at r. 
Generation of pseudopotentials is based on the results of full-potential calculations 
of isolated atoms, which solve the Schrödinger equation for all the electrons. For 
some electronic configuration of the ion, the full wavefunction of a valence electron is 
smoothed inside inside r to give a nodeless form which matches the true wavefunction 
at and beyond r as described above. By inverting the Schrödinger equation, the 
pseudopotential to which this is a solution is deduced, and then used in solid-state 
calculations. This process is illustrated in Figure 2.3. The problem of generating 
pseudopotentials is thus to choose a form for the wavefunction inside r which gives as 
good a pseudopotential as possible. 
To correctly reproduce the properties of the full potential, the pseudopotential 
should give the same scattering behaviour between electrons and the core, imitating 
the full interaction. This should hold for as large a range of electron energies as possible 





Figure 2.3. Schematic illustration of the process of generating pseudopotentials. The 
Coulomb potential and all-electron valence wavefunction are shown as dotted lines; the 
smoothed pseudo-wavefunction and corresponding pseudopotential are shown in solid 
lines. Both sets of functions must agree beyond r. 
if the pseudopotential is to be applicable to a variety of solid-state applications. The 
scattering behaviour can be expressed as the logarithmic derivative of the wavefunction 
with respect to electron energy [32], and its derivative with respect to energy is related 
to the amount of charge located in the core region; guaranteeing the right amount of 
charge inside the core, and thus the right Coulomb potential outside, thus gives the 
minimum error in the scattering behaviour [33]. If the wavefunctions match exactly 
beyond r, the charge distribution must obey this constraint. Such pseudopotentials 
are known as norm-conserving. 
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2.3.1 Non-local pseudopotentials 
The interaction of an electron with a nucleus screened by core electrons, that is, with a 
pseudopotential, depends on the angular momentum of the electron. This can be seen 
by considering, for example, that the orthogonalisation between valence and core elec-
trons depends on whether there exist core electrons with the same angular momentum. 
A pseudopotential should therefore have a different effect on each angular momentum 
component of the pseudo-wavefunction, although for some species it has been found 
that all components may be treated identically with little error. The general form of a 
pseudopotential can be written 
VNL = 	I 'imY"iO"irn I 	 (2.25) 
IM 
where the spherical harmonics Vi m project out each individual angular momentum 
component. However, when ?/' is represented by a basis set of plane waves e' (' ) , 
evaluation of (7*IVNL I0) requires that the projection operators be used for each pair 
of plane waves {G, G'} in the simulation, so that each pair requires a separate integral. 
The number of plane waves, Npw, used in realistic calculations is usually of order 
iO3—iO4 , and can be much higher, so the Npw(Npw + 1)/2 integrals required at each 
k-point make this approach computationally infeasible. 
The Kleinman-Bylander form for non-local pseudopotentials [34] uses the difference 
between each component of the pseudopotential and an arbitrary local part which is 
the same for all components: 
8V1  = Vi  - Vlocal 	 (2.26) 
The general form (2.25) is then approximated by 
I 'm 	l)('I' rn 61hi I 	 (2.27) VKB = Vlocal + 	
( 1m 1m 
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where '?m  is the eigenstate from which the pseudopotential was generated. The non-
local part of (2.27) involves only separate integrals over G and G', each of the form 
( 'I'?m 5V1 I er). The number of plane-wave integrals that need to be performed is 
thus greatly reduced, from 0(Npw 2 ) to O(Npw): this is the great advantage of using 
this construction. However, (2.27) is exact only for the atomic eigenstate W. To 
be accurate in other situations, the electronic configuration in the solid state must be 
very close to this eigenstate, further demonstrating that pseudopotentials may not be 
perfectly transferable from one environment to another. 
The Kleinman-Bylander form requires a choice of the local potential Viocai.  This 
is made to give the best accuracy and computational efficiency. Often one angular-
momentum component of the pseudopotential can be selected as the local form, reduc-
ing the number of spherical harmonic projectors which need to be used in calculations. 
2.3.2 Optimisation with Q tuning 
The lower the maximum curvature of the pseudo-wavefunction, the fewer the number 
of plane waves required to expand it satisfactorily, and so the lower the cutoff energy 
C required. This forms part of the motivation for finding the kinetic energy of the 
pseudo-wavefunction 1Q1 (r) due to Fourier components above some wavevector Q. It 
was proposed [35, 36] that if 'l(r)  is expanded as a series of Bessel functions, the 
coefficients of each can then be determined by minimising this energy. This should 
minimise the error when an equivalent cutoff energy is used in solid-state calculations, 
thus producing the fastest convergence. 
This method was developed [30, 37] so that the Q parameter is used in a systematic 
manner to optimise the accuracy of a pseudopotential. The Bessel coefficients are still 
set as above for each value of Q, but Q is then tuned to optimise the logarithmic 
derivative by adjusting the shape of the pseudo- wavefunction. As discussed above, a 
transferable pseudopotential will have a logarithmic derivative which agrees with the 
all-electron results as closely as possible. These 'Q tuned' pseudopotentials are used 
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for most of the applications in this work. 
2.3.3 Transferability and testing of pseudopotentials 
The specific electronic configuration used in the construction of pseudopotentials may 
be that of the isolated neutral atom or an excited state (which may have fractional 
occupation numbers) which is ionised to ensure that the highest occupied states are 
still bound. Different angular-momentum pseudopotential components may be derived 
from different configurations; this is necessary when not all components are found in 
the ground state of the atom. Those suggested in the comprehensive work of Bachelet, 
Hamann and Schlüter (BHS) [38] are widely used. 
However, solid-state applications may require simulations of electronic configura-
tions which are rather different to those of the atomic reference states, and pseudopoten-
tials are thus needed that will adequately represent a range of electronic environments. 
This property is known as transferability, and is related by many workers [33, 36, 37, 38] 
to how well the logarithmic derivative of the pseudo-wavefunction reproduces that of 
the full-electron wavefunction, and over what range of energies. 
Use of pseudopotentials in the solid state produces one of the most stringent tests; 
transferable pseudopotentials should reproduce well the properties of a range of mate-
rials. It would be expected that pseudopotentials should give values of lattice constant, 
bulk modulus etc. close to all-electron calculations, since these must also use an ap-
proximation for exchange and correlation, such as the LDA [39], even if both differ 
from experiment. However, the more solid-state testing which needs to be done against 
known results, the weaker the predictive power of such simulations. 
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2.4 Ion-ion and long-range Coulomb interactions 
Although the Born-Oppenheimer approximation considers the ions to be static while 
the electronic charge density is found, a comparison of the energies of different struc-
tures is only valid if the Coulomb interaction between the ions is included. Calculation 
of this energy is not straightforward as the Coulomb interaction is extremely long-
ranged. The summation is instead split over real and reciprocal space, using the Ewald 
method [40]; this renders each part rapidly convergent. However, the G=0 contribution 
is still divergent, as might be expected in an infinite crystal such as that represented 
by periodic boundary conditions. 
The total ionic potential acting on an electronic wavefunction will also be made 
up of contributions from all the ions in the crystal, and the Coulomb part of the 
pseudopotential will also give a divergent G = 0 term in an infinite crystal. However, 
this term is matched exactly by the G = 0 terms of the ion-ion energy sum and the 
electron-electron sum. These three terms cancel one another and are thus removed 
from the computation [41, 42]. The difference between the Coulomb G = 0 term and 
that of the pseudopotential can be evaluated, giving rise to a 'core energy' contribution 
from each ion [19]. 
However, neither a constant potential nor a non-periodic one (such as V(r) = V0rã 
for some V0 and direction a) may be represented without G = 0 terms. The effect of 
excluding the constant potential is the desired effect, but excluding V = Vor a excludes 
the resulting constant field E(r) = E 0 = V0ã. This is entirely consistent with the use 
of periodic boundary conditions, which prohibit a non-periodic potential such as that 
which produces a constant electric field. 
Such a field should be produced, for example, by an atomic configuration which 
leaves each unit cell with the same net dipole: there would then be a macroscopic elec-
tric field throughout the infinite crystal. The formalism of periodic boundary conditions 
and exclusion of G = 0 terms thus cannot properly describe such configurations [43, 441. 
It may be noted that this method has recently been applied to isolated molecules [28], 
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which often have a dipole moment. However, if the supercell is large enough for the 
molecule to be considered isolated, there will be negligible charge density at the 'edge' 
of the cell, between molecules. This allows the electric potential to change in order to 
recover periodicity (creating a smoothed 'saw-tooth' profile for V(r) rather than one 
which increases monotonically) with negligible effect on the energy; the dipole moment 
is thus accurately simulated. The same possibility for compensation for macroscopic 
fields exists in simulations of surfaces separated by a large distance. 
However, in periodic crystals a macroscopic electric field is still outwith these simu-
lations. Such an electric field is also produced in longitudinal optic (LO) phonons [44], 
close to F (q = 0), in which atoms are displaced parallel to the wavevector, setting up 
a macroscopic dipole. In a cubic crystal, this effect splits the three-fold degeneracy' 
which might be expected at F: the TO modes are unaffected and the Lyddane-Sachs-
Teller relation [48] relates the two frequencies, if there are only two atoms in the basis: 
W 1. O - 00 	
(2.28) 
However, since this field may not be represented with periodic boundary conditions, 
the LO-TO splitting is not observed, although the TO modes are calculated correctly. 
This is one of the very few restrictions of this approach; the problem is discussed further 
in Chapter 4. 
2.5 Molecular dynamics 
The Kohn-Sham equations (2.22) may be solved by matrix diagonalisation at each k- 
point, after which the charge density and resulting potentials are recalculated, and the 
process iterated until the ground state charge density is found. However, this requires 
2 Strictly, there should still be full degeneracy [45, 46] at q = 0, but even in Raman scattering 
experiments, which probe the phonon dispersion very close to q = 0, a phonon with strictly zero 
wavevector would scatter light directly along the incident beam and would not be detected. At this 
level of detail, however, there has been discussion as to whether normal modes really are periodic [47]. 
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diagonalisation of very large matrices (Npw x Npw), which is extremely computation-
ally intensive. 
The correct coefficients in the plane-wave expansion of the ground state wavefunc-
tions minimise the total energy E as given by (2.7). Car and Parrinello [49] converted 
the problem to one of classical dynamics by considering each coefficient as a classical 
particle, with a fictitious mass M. A Lagrangian was then defined 
r = 	I 	- E[{i4'}, {R1}, h] 	 (2.29) 
where {RI} are the nuclear positions and h is a matrix giving the size and shape 
of the unit cell (see Section 3.2.1). From this Lagrangian, equations of motion for the 
coefficients Cj,k+G of the wavefunctions can be derived. If a damping term is introduced, 
the minimum of E can be found by a simulated annealing process. After each molecular 
dynamics step, the wavefunctions must be re-orthonormalised. This can be done using 
the Gram-Schmidt orthogonalisation scheme. 
The Car-Parrinello molecular dynamics method is, however, susceptible to insta-
bilities and fluctuations. An alternative approach is to directly minimise the energy as 
a function of the wavefunction coefficients, since there should be only one well-defined 
minimum'. One of the most efficient methods is the conjugate-gradients algorithm, 
which takes successive steps 'downhill' in multidimensional space, utilising information 
from previous steps to make the best choice of search direction. The efficiency can 
be increased still further if preconditioning is used, which effectively maps the energy 
surface E{c,k(G)} to a more isotropic form [51]. 
3 1n some circumstances, the node-free pseudo-wavefunction is not in fact the lowest-energy state; 
so-called 'ghost' states with lower energy may arise as an artefact of the pseudopotential generating 
procedure. However, it has been shown [50] that such states may be analytically detected and avoided 
in Kleinman-Bylander pseudopotentials. 




It is natural to consider symmetry when calculating the structure and properties of 
crystals from first principles. Bloch's Theorem exploits the translational symmetry 
that occurs in all perfect crystals, but any additional symmetry in a structure may also 
be used to reduce the amount of computational effort required and also ensure that the 
results are physical. 
The symmetry of a crystal structure is represented by a space group R containing 
NR symmetry elements, each denoted {SIv}, where S is a 3 x 3 matrix corresponding 
to a rotation, reflection or inversion, and v is a translation by an amount other than 
a primitive lattice translation, set for simplicity to a translation within the unit cell. 
The effect of symmetry elements may be expressed in terms of the mapping of one ion 
to another under each symmetry element; this will be important for force and phonon 
calculations. 
The use of symmetry with plane-wave basis sets is well described elsewhere [27]: 
the main results are summarised here. The band structures at two symmetry-related 
k-points must be equal, and so only one calculation is required to sample both. The 
Monkhorst-Pack special k-points may thus be reduced in number: those k-points in 
the irreducible part of the Brillouin Zone are weighted according to the number of 
symmetry-related points in the entire BZ; the resulting charge densities are then added 
in a weighted sum as shown in (2.19). If the charge density is symmetrised, so is the 
resulting potential; the reduced k-point set must then give the same results as summing 
over all the original k-points. 
It must be ensured that the charge density obeys the requirement of each symmetry 
element {SIv} that is: 
p(r) = p({Stv}r) 	 (2.30) 
However, to use special k-point sampling as described above, each special k-point (say 
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W) should relate to a charge density contribution (pk'(r))R averaged over all symmetry-
related k-points: 
(pk'(r))R = - 2 psk(r) 	 (2.31) 1? SER 
so enforcing (2.30) requires calculation of the charge density from the symmetry-related 
points Sk' as well as the special k-points, seemingly defeating the purpose of using a 
reduced set. However, if the charge density is symmetrised in reciprocal space, by 
relating Fourier transformed elements of charge density ,5(G) and ,3(G'), it may be 
shown [27] that only the charge density from the special k-points is required. The 
requirement for symmetry (2.30), when applied to the Fourier transform of the charge 
density, with a plane-wave basis set, becomes 
pk'(q) = pk(S'q) ici.v(S) 	 (2.32) 
The plane wave representation of wavefunctions makes a Fourier treatment straightfor-
ward. In practical schemes, (2.32) may be implemented by averaging the total charge 
density from all special k', over all the effects of all NR symmetry elements: 
(fi(G))R= 'eiG(S),5(S_1G) 	 (2.33) 
NR SER 
This symmetrisation is performed after initialising and updating the charge density. 
2.7 Computational details 
The CASTEP (Cambridge Serial Total Energy Package) and CETEP (Cambridge-Edin-
burgh Total Energy Package) codes were used throughout this work [19]. They are 
widely used by members of the United Kingdom Car-Parrinello consortium, on a range 
of serial and parallel machines. Developments to the code that were made as part of 
the work described in this thesis are described in the following Chapters. 
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CASTEP uses a plane-wave basis set for the wavefunctions, as described above, to-
gether with conjugate-gradients minimisation [51] to find ground state energy. The 
local density approximation is commonly used, although the general gradients correc-
tion scheme is also available. The minimisation of the energy is carried out band by 
band and for each k-point in turn, from an initial random assignment of the plane-wave 
coefficients. CETEP is a parallel implementation of this code, in which the plane waves 
and real space grid points are distributed over different processors [52]. 
The total energy, charge distribution, forces on the ions (see Section 3.1.1) and 
stresses on the unit cell (Section 3.2.1) are all calculated, and the symmetrisation 
scheme described above is also implemented. The various ways in which these codes 
may be used to investigate various solid-state properties is developed in the following 
Chapters. 
Chapter 3 
Determination of equilibrium 
structures 
All this brings us to the question of stresses and strains, words which 
the layman is apt to regard as alarming, distressing and confusing. This is 
perhaps partly because the words may conjure up the idea of a wilderness 
of mathematics but probably more because the words have been borrowed or 
stolen by non-scientists to describe the mental state of human beings. 
J.E. Gordon, The New Science of Strong Materials 
Introduction 
All observable properties of a crystal structure are in some way related to the total 
energy. The total energy in the pseudopotential approximation is neither the cohesive 
energy nor the full electronic binding energy, and so is of little consequence in itself. 
However, a great deal of useful information may be obtained by comparison between 
energies of alternative structures containing the same number of each species of atom. 
The use of pseudopotentials is actually advantageous in this respect because small 
energy differences become a much greater fraction of the total energy, and thus have 
greater computational accuracy. This general approach leads not only to determination 
of equilibrium structures, but also to calculation of forces on ions, stresses on the unit 
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Figure 3.1. Fit to total energy of diamond-structured silicon at various lattice param-
eters, with a Birch-Murnaghan equation of state [53], giving the equilibrium structure 
at a0 = 5.395 A. 
cell, and the vibrational properties of crystals. 
The simplest case of the variation of total energy with structure is that of a cubic 
crystal with no internal parameters, such as silicon in the face-centred cubic diamond 
structure. The total energy is then a function of a single lattice parameter, and that 
value of the lattice parameter which minimises the total energy gives the equilibrium 
structure (Figure 3.1). The pressure required to sustain any other lattice parameter 
is then the negative of the gradient of E with respect to the volume Q, and the bulk 
modulus may be found from the curvature of the graph; this is usually done via a 
polynomial or more a sophisticated fit to a series of energies. Hence macroscopic 
properties may be calculated from an ab initio simulation of just one unit cell if periodic 
boundary conditions are employed. The results may be compared to experiment if 
confirmation of the method is required, or used to predict the properties of materials 
which may not be easily synthesised or investigated experimentally. 
The method of finding the equilibrium lattice parameter of a cubic crystal illustrates 
the underlying requirement for equilibrium structures to minimise energy. However, in 
general a crystal structure will have up to six independent lattice parameters (i.e. three 
lengths and three angles in the monoclinic case) and any number of internal parameters 
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describing the ionic basis. The problem of finding the equilibrium structure, i.e. that 
which minimises the total energy, is no longer so simple. A tetragonal unit cell with 
at most one internal parameter x may still be optimised by fitting a multidimensional 
energy surface E(a, c, x) with respect to all three parameters, but even a slightly more 
complicated structure renders this approach computationally impractical. Alternative 
approaches must thus be found. 
The methods for finding the equilibrium structures of crystals from total energy 
calculations are described in this Chapter, whereas the following Chapter presents 
methods of finding the vibrational behaviour of a given structure. Both these techniques 
are used in subsequent Chapters. 
3.1 Optimisation of ionic positions 
The set of equilbrium positions for a number of ions within a given cell is only a subset 
of the full set of structural parameters. However, if they can be determined this will 
give at least a smaller number of variables for which a multidimensional energy function 
must be fitted. Since at the equilibrium positions there must be no net forces on any of 
the ions, if the forces for a given ionic configuration can be calculated, the ions may be 
relaxed towards their equilibrium positions. It will be shown in the following Chapter 
that ionic force calculations can also be used to find the vibrational properties of an 
equilibrium structure. 
3.1.1 Ab initio force calculation 
The force on the Ith ion, at position Rj, is in general given by 
dE 
Fj = 	 ( 3.1) 
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but the energy must depend on the many-electron wavefunction 'Iv. The Born-Oppen-
heimer approximation means that 4' is a function only of the instantaneous ionic posi-
tions, (rather than, say, their momenta also) i.e. E = E[W({Rj}), {Ri}]; the solutions 
under this approximation are said to lie on the Born-Oppenheimer surface in the mul-
tidimensional space of (E, 'I', RI). The wavefunction must therefore change in response 
to a change in ionic positions, in order to remain on this surface, i.e. for the total energy 
to be minimised for the new ionic configuration. The change in wavefunction with R1 
must therefore be taken into account, by expanding (3.1) 
F— 
OE OE d4' i9EdW* 
(3.2) 
where E = (4'*IHI1I, ). However, the Hellman n-Feynman theorem [54] argues that since 
the wavefunction is an eigenstate of the Hamiltonian, then OE/O1JJ* = H4! = ET, and 
the second two terms in (3.2), which involve the wavefunctions, become 
fOE dW 	OE d4J*\ 
-+ 
= _E_(lIf*4') 	 (3.3) 
 aRi 
Since (4'*4')  is the normalisation constant, its derivative must be zero, so the last 
two terms in (3.2) must cancel each other out. The physical force on each ion may 
then be obtained simply by taking the derivative of the total energy with respect 
to ionic position, using the many-body wavefunction which is an eigenstate for the 
instantaneous ionic configuration: 
OE 
F1=—- (3.4) 
Forces calculated thus are known as Hellmann-Feynman forces. In the density-func-
tional formalism, the energy is a function only of the charge density, which is itself 
calculated from individual electron wavefunctions 'cl-'.  Calculation of the forces, there-
fore, also requires only the charge density, not the individual wavefuctions, within the 
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DFT formalism for E[n(r)]. 
However, the Hellmann-Feynman theorem only holds when the wavefunctions are 
exact eigenstates of the Hamiltonian. It can be shown [55] that the total energy has 
only a second order error with respect to deviations in the electronic wavefunction 
from the ground state, which will occur during the process of solution by iterative 
convergence. However, the forces have a first order error; the forces thus converge 
rather more slowly than the total energy in a self-consistent calculation. If the forces 
are to be used to optimise ionic positions, it must be ensured that the wavefunctions 
have converged sufficiently towards the ground state for each ionic configuration before 
the ions are moved, otherwise instabilities may result. 
However, in all practical simulations, it is impossible to make the wavefunctions 
exact eigenfunctions of the Hamiltonian, if only because of the use of a finite basis set. 
If the wavefunctions are represented using a basis set such that /', = Ej c,/.,, then the 
energy can be written E({R1}, {c23}, {j})  [56]. The expansion of (3.1) should then 
include the effect of moving the ions on the basis set, by further expanding the terms 
involving 'I': 
OW dRi - 	Oc dR1 	' Ocb dR1 
	 (35) 
If the wavefunctions have completely converged within a calculation, then Mli9c jj  
is zero due to the variational nature of the Kohn-Sham theorem, and therefore the first 
term is zero [56]; this is a slight relaxation of the conditions under which the Hellmann-
Feynman theorem holds. The second term gives rise to an effect known as the Pulay 
force [57] if the wavefunctions are not exact (i.e. if the Hellman n-Feynman theorem 
does not hold). This can occur if the basis set is not sufficiently complete to accurately 
describe the exact eigensolutions. However, a plane wave basis set is totally independent 
of ionic positions, so d/dR j = 0 and the Pulay force is zero. Thus if a plane wave 
basis set is used, the error in using the Hellmann-Feynman force is directly related to 
the extent to which the calculation has converged, and may therefore be reduced to 
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an arbitrarily small value. Plane wave basis sets thus have a great advantage over less 
general sets for the calculation of forces, relaxation of ions and calculation of vibrational 
properties. However, a plane wave basis set is usually defined by the reciprocal vectors 
of the supercell, and does not remove the analogous Pulay stress; this is discussed in 
Section 3.2.2. 
If other basis sets are used, the forces can only be found by complicated calcula-
tion of the Pulay force or by finding the total energy as a function of ionic position, 
requiring much more computational effort. Basis sets which are localised around the 
ions, designed to mimic atomic orbitals, must be moved with the ions if they are to 
adequately describe wavefunctions, and hence the second term in (3.5) will be large, 
giving a Pulay force which may not be ignored. 
3.1.2 Relaxation of ions 
If the forces on the ions are known, they may be relaxed to their equilibrium configu-
ration (for a given unit cell) by moving them until the forces are all zero. The simplest 
'steepest descents' scheme simply moves the ions according to the calculated forces at 
a given ionic configuration. Each each ion is moved in turn in the direction of the force, 
the charge density and hence forces are recalculated, and the process iterated until the 
ionic positions have converged. 
Since the calculated Hellmann-Feynman forces are correct only when the wavefunc-
tions have completely converged, the wavefunctions must be brought back onto the 
Born-Oppenheimer surface for each new ionic configuration during relaxation, as dis-
cussed in Section 3.1.1. The forces will inevitably have some error due to incomplete 
convergence of the wavefunctions; near to the ionic minimum, therefore, the wavefunc-
tions have to be relaxed to a fine tolerance otherwise this 'noise' in the forces can cause 
fluctuation in ionic positions. 
The steepest descents algorithm for finding the equilibrium ionic configuration may 
be replaced by the more sophisticated conjugate gradients scheme [19]. This mirrors 
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that used to minimise the total energy as a function of the plane wave coefficients, 
and for most systems is more efficient than steepest descents. It uses information 
from previous ionic displacement steps to determine the optimum search direction, 
and estimates the minimum energy along each direction from a number of energy 
evaluations. However, this efficiency of this method is greatly reduced if the energy 
surface is very anharmonic. 
3.1.3 Symmetrisation of forces 
The symmetry of the crystal may be further exploited to ensure that forces conform to 
the space group of the structure. This is particularly helpful if the forces are to be used 
to relax the ions to equilibrium, since the space group will then be preserved during 
relaxation. If an element {SIv} maps atom I to atom J, and F1 is the force on the Ith 
atom, then the symmetry requires that 
Fj = SF1 
	
(3.6) 
This set of requirements is enforced by averaging over pairs of forces which should be 
equal. Symmetry analysis of the structure generates a mapping list F0 such that atom 
I is mapped by the Rth symmetry element to J = Fo (R, I). The symmetrisation may 
be performed by averaging over forces which should be equal, using S = ST : 
NR 
F1 = .- 	ST 
N 
RFF.(R,I) 	 (3.7) 
R=1 
This symmetrisation is performed in CASTEP before either writing out the forces or 
using them to move the ions. 
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3.2 Finding equilibrium structures and phases 
If for each unit cell, the ions are relaxed to their equilibrium positions as described 
above, the resulting total energy can then be assigned to the corresponding lattice 
parameters a, b and c. An energy surface E(a, b, c) can then be fitted to the results 
of total energy calculations for a variety of cells; the lattice parameters which minimise 
the energy are then predicted to be those of the equilibrium structure. The response of 
the structure to an applied pressure can then also be deduced, by finding the minimum 
energy for a given volume and hence E(V). However, this minimisation may be carried 
out directly, as described in Section 3.2. 
Such procedures are, however, restricted to optimising a structure only within the 
constraints of any initial symmetry or lattice periodicity; only the nearest local mini-
mum will be found, not a global minimum. In many cases the energies of different local 
minima, i.e. different structures, will have to be found in order to determine the equi-
librium structure of a crystal. If there are a number of possible structures, for example, 
cubic, tetragonal and orthorhombic, they may be compared by plotting energy versus 
volume curves for equal numbers and species of atoms. That phase having the overall 
lowest energy is then favoured over the others at zero pressure. Since the tangent of 
an energy-volume curve gives the pressure at which that phase is stable (at which its 
enthalpy is minimised), a tangent which touches two phases will give pressures at which 
both are in equilibrium, and hence the transition pressure; this was first performed for 
phases of silicon [58]. 
Since such calculations can never investigate every possible structure, it cannot ever 
be guaranteed that the global minimum has been found. Nor can the mechanism, if 
any is available, of phase transitions between such phases be unambiguously deduced 
by these simulations alone. We discuss in Section 4.4 some ways in which indicators 
of lower-energy solutions may be obtained, and possible mechanisms which may be 
elucidated from first principles. 
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In general, it would be preferable to find the equilibrium unit cell and atomic posi-
tions via one structural relaxation scheme, rather than by partial structural refinements 
and parametrised energy surfaces. Structures with a complicated ionic basis may re-
quire large amounts of computing resources to relax the ions; to do this for each set 
of lattice parameters was found to be impractical for anything less symmetric than a 
tetragonal cell. 
The equilibrium unit cell is that which minimises the energy with respect to the 
lattice parameters, and therefore has zero stress; the ions must also be in their equi-
librium positions and thus all forces must be zero. This is the basic condition which 
underlies strategies to relax the cell to equilibrium. 
3.2.1 Ab initio stresses in plane-wave calculations 
To relax the unit cell, the stress on the unit cell for a given ionic configuration must be 
found; the cell parameters may then be adjusted in response to the stress, in order to 
find the cell which gives zero stress. If we write h0 = {a, b, c} as a 3 x 3 matrix giving 
the elements of the unit cell, the cell volume is given by Q 0  = ho I. The strain matrix 
gives h —+ (1 + c)h0 . The stress may then be formally given as the derivative of the 




If the strain and strain are isotropic, i.e. c, = E&3, then the volume Q is a function 
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With this sign convention, the stress is positive when the system is held at an expanded 
volume. In the Kohn-Sham formulation, E must mean the total energy when the 
electronic and ionic degrees of freedom have converged to equilibrium. However, it is 
also a function of the basis set used, or in this work, the set of plane waves in the 
simulation. 
An expression for the quantum-mechanical (QM) stress was given by Nielsen and 
Martin [59, 60, 61], which requires the stress to be calculated using a constant number 
of plane waves Npw. In contrast, conventional structural determination (via energy 
calculation at different lattice parameters) has always used a constant plane-wave en-
ergy cutoff over all the simulations. Keeping Npw constant will alter the maximum 
plane wave kinetic energy, and thus the effective cutoff, as the cell changes, so a choice 
must be made between keeping a constant cutoff or a constant number of plane waves. 
The minimum of energy for constant Npw (or equivalently, zero stress) does not 
occur at the same lattice parameters as that for constant cutoff, as may be seen in 
Figure 3.2 (in which a correction is shown which is described below). The discrepancy 
should reduce as the size of the basis set is increased, since the effect of adding a single 
extra plane wave becomes proportionally less, and higher energy plane waves will be 
less populated with electronic charge, until the effect becomes negligible. It has been 
found by many workers (reviewed in [62]) that the use of a constant cutoff gives more 
satisfactory results, i.e. the equilibrium lattice parameters thus predicted are closer to 
the results in the limiting case of a very large basis set, where the calculation is almost 
completely converged. This can be understood in terms of the fact that a constant 
cutoff describes a limit of resolution in real space which is independent of the size 
or shape of the cell. If the unit cell becomes smaller, say, and the number of plane 
waves is kept constant, the wavelength of each decreases, and the kinetic energy of each 
increases. This increases the resolution in real space, and decreases the total energy 
by allowing a better description of short wavelength components of the wavefunction. 
Keeping a constant number of plane waves therefore biases the minimum of energy 
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Figure 3.2. Energy and stress versus volume for a primitive unit cell of silicon (2 
atoms), without (filled squares) and with (open diamonds) the Pulay correction. An 
abnormally low cutoff (100 eV) was used to show clearly the effect of the finite basis 
set, and 2 x 2 x 2 k-point mesh. 
towards a smaller volume. It is thus desired to find the lattice parameters obtained by 
minimising the energy with a constant cutoff. 
However, this is awkward to implement in practice. Firstly, it would require adding 
or removing plane waves as the cell changes during the simulation, and the subsequent 
redistribution of charge, although this has recently been done [9]. Secondly, it is impos-
sible to enforce exactly due to the discretisation of 1k + GI: there must be an integer 
number of plane waves in a practical simulation. If instead Npw is kept constant while 
the supercell is changed, the occupation c,,k+G  of each plane wave may initially be 
transferred to the corresponding wave in the new supercell; the wavefunctions must 
in any case be recalculated and converged before proceeding further, so any departure 
from the converged wavefunctions made by doing this will be rectified. The total elec-
tronic charge is thus preserved throughout the simulation. The stress may then be 
calculated according to [59], but will not agree with dE/d€,p at constant cutoff. The 
stress as it stands may not therefore be used for relaxation of the unit cell. 
CHAPTER 3. DETERMINATION OF EQUILIBRIUM STRUCTURES 	46 
3.2.2 Pulay stresses 
The effect on the stress of changing the basis set is analogous to the effect of the basis 
set on calculated forces, and is thus known as the Pulay stress. An estimate of this 
stress was derived by Froyen and Cohen [63] and developed by Francis and Payne [31]; 
a summary of the assumptions and results is given here. The aim of this analysis is to 
find a correction which gives the stress as if a constant cutoff were used, starting from 





If the plane waves are considered to be distributed homogeneously through recipro-
cal space, the non-integer number N having kinetic energy less than the cutoff energy 
, for a cell volume ci, is given by 
N 	




The actual number of plane waves used in a simulation, Nw, will differ from this 
theoretical value, but N can serve as an approximation. If the approximation is made 
that Np' w = N = N, then 
OE - OE oe 
ON - 9E, ON 
(3.12) 
and, furthermore, OE/ON = 2e13N from (3.11). The stress should be given by the 
total derivative of energy E(h, N) at constant cutoff with respect to changes in the 
boxmatrix h or, equivalently, the strain E. This derivative may be expanded as 
dE 	OEI 	OEI dN orclo = 	= 
dcp Ocpj+ 	
(3.13) 
The first term on the right hand side is simply UN, the quantum-mechanical stress 
calculated according to (3.10) [59]; the second term is thus the correction required to 
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obtain the stress for constant cutoff. However, according to (3.11), only changes in the 
volume have any effect on the number of plane waves, and so the effect on the resulting 
stress must be isotropic, since purely shear distortions do not change the volume to 
first order. Only the derivative of N with respect to the volume is thus required, in 
analogy with (3.9), and from (3.11) it is found that ON/SQ = N/Q. Using (3.12) 
it is found that the second term of the expansion in (3.13) gives the isotropic Pulay 
correction to the stress: 
UP  
8E1 dN 




An approximation to the stress, including Pulay terms, is thus given by 
Or = UN + OP 
	
(3.15) 
To implement this correction, the 'convergence gradient' OE/8(ln ) is required, as 
introduced in Section 2.2.5. This can be obtained from a linear or polynomial fit to the 
total energies from a series of simulations using different cutoff energies for the same 
volume, in the same way that the cutoff energy is determined. It should then hold for 
that system at any reasonable volume, because the changes in energy stem mainly from 
changes around the atomic cores (as described in Section 2.2.5); it is of course propor-
tional to the number of unit cells simulated. Because increasing the number of plane 
waves (by increasing e) always decreases the total energy E by providing additional 
variational freedom, the convergence gradient is always negative. This corresponds to 
a Pulay stress which, on relaxation, expands the crystal relative to the uncorrected 
structure. The magnitude of the convergence gradient decreases monotonically as the 
basis set increases in size, and is zero when the energy has converged. 
An example of the effect of using the Pulay correction is shown in Figure 3.2, where 
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a very low plane-wave energy cutoff is used. This shows clearly the translation of the 
stress so that zero stress corresponds closely with the minimum of energy. However, 
the use of a low cutoff results in not only a large value of the convergence gradient, 
but also a significant error in its measurement and the linear assumption made above, 
so the correction is not perfect. At more realistic cutoffs these errors are much smaller 
but must still be considered: this is discussed further in Section 3.2.4. 
The Francis-Payne approximation to the Pulay stress given above relies on the 
approximation of treating the number of plane waves as if they were homogeneously 
distributed in reciprocal space, as given in (3.11). The deviation from the homogenous 
reciprocal space described in (3.11) also directly affects the calculated total energy: 
E(V) curves will not be smooth on a fine scale since at the point at which changes in 
volume allow an extra plane wave to be accepted, the energy decreases discontinuously 
due to the additional variational freedom. The is usually only a minor effect, if a 
large enough cutoff is used, but can produce errors in the fit which result in inaccurate 
equilibrium lattice parameters [31, 64]. A similar procedure to that of (3.13) may 
be followed, which is equivalent to integrating the corrected stress, to give a Pulay 
correction to the energy [31]: 







3 8(ln E) 
This involves calculation of the ratio of the theoretical number of plane waves to be 
used, N, and the actual number used Nw,  to obtain A In N. The same convergence 
gradient is used as in (3.14) for the stress correction. The effect of this correction is also 
shown in Figure 3.2 where the energy-volume curves is smoothed considerably. If more 
than one k-point is used, with different numbers of plane waves N' and weightings c, 
at each (Section 2.2.2), then the geometric weighted average is used [31], i.e. = 
fJ(NF)at, since (3.16) involves taking the logarithm of N,.  In practice, the numbers 
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Figure 3.3. Ratio of the average number of plane waves used at each cutoff to that 
given by assuming that plane waves are distributed homogeneously and continuously 
through reciprocal space, for different densities of the k-point mesh. Finer k-point 
grids spread the discontinuities over different values of E, and so conform more closely 
to the theoretical value. 
mean makes an almost negligible difference. The difference between N and Nw  for 
different numbers of k-points is illustrated in Figure 3.3: as a finer k-point mesh is 
used, the variation of the offset in reciprocal space introduced by each has the effect 
of dispersing the critical points at which extra plane waves are added, so the average 
number of plane waves conforms more closely to the homogeneous ideal. 
As was noted above, only distortions which change the volume are affected by the 
Pulay stress (3.14), so the stress correction is isotropic. An earlier but broadly equiva-
lent derivation [63] simply considered the derivative of energy with respect to volume. 
For example, in the case of an orthorhombic cell, changing the lattice parameter in one 
dimension (a, say) affects the number of plane-waves only via the change in volume, 
and so will be the same for a, b or c. Furthermore, if plane waves are distributed 
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Figure 3.4. Stress, energy and average number of plane waves versus shear for a prim-
itive unit cell of silicon (2 atoms), with (filled squares) and without (open diamonds) 
Pulay correction to the energy. An abnormally low cutoff (100 eV) was used with a 
3 x 3 x 3 k-point mesh. 
of plane waves required by (3.11). The energy, stresses and average number of plane 
waves under a shear distortion of the unit cell are shown in Figure 3.4: as expected, 
the shear (off-diagonal) stresses do not require Pulay correction to coincide with the 
minimum of energy. There are still changes in the number of plane waves used, so the 
total energy still benefits from Pulay correction. A higher k-point density was found 
to be necessary in order for the energy to take the correct form, i.e. to have a minimum 
at zero shear. 
3.2.3 Changing cell in response to stress 
If the stresses are to be used only to find the equilibrium structure which reduces them 
to zero, then only the lattice parameters which produce zero stress are important, 
not the path taken from an initial guess. It is only with reference to the speed of 
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convergence that the choice of algorithm is important. 
The method of Andersen [65] for a cubic system was extended by Parrinello and 
Rahman [66], writing a Lagrangian which assigns some kinetic energy to motion of the 
cell. The actual position of an ion is written in terms of the boxmatrix h = { a, b, c} 
giving the lattice vectors, and fractional coordinates s, so that r 2 = hs. A metric 
tensor g = h T  h may also be constructed, and the volume is, as before, Q = Phi = a.b xc. 
If the unit cell is assigned some fictitious 'boxmass' W, then the Parrinello-Rahman 
Lagrangian is 
£ =- U({ r}) + WTr(hTh) - P 	 (3.17) 
where the first term gives the ionic kinetic energy, the second the potential energy (such 
as found in the DFT formalism), the third the kinetic energy of the unit cell, and the 
final term allows the inclusion of an external isotropic pressure. The electronic degrees 
of freedom are assumed to have converged before structural relaxation has taken place, 
as with relaxation of the ions. 
From this Lagrangian, equations of motion for the lattice parameters contained in 
h may be derived [66]. Stresses must act over areas normal to the faces of the cell, 
represented by QB = {b x c, c x a, a x b}. The lattice parameters must then change 
according to 
Ii = 	(U - P)QB 	 (3.18) 
using a stress fl given by 
H=a+EmjvjvT 	 (3.19) 
where a is the corrected stress given in (3.15) and the second term is the stress resulting 
from motion of the ions within the cell. However, if the cell and the ions are relaxed 
independently, assuming that v, = 0, and so 11 = a, then the lattice parameters 
may simply be relaxed in the direction of the stress according to (3.18). Since we 
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only require the equilibrium structure, where the velocities must be zero, the correct 
structure will still be found. If full molecular dynamics is required, for example to follow 
• phase transition, then the equations of motion for the ions should be integrated with 
• constant timestep, and the velocities calculated [9]. 
However, £ is not invariant under arbitrary equivalent choices of unit cell vectors 
[67]. For example, a supercell made up of two adjacent cubic unit cells will feel a 
uniform isotropic compressive stress if the lattice parameter is too large. However, due 
to the use of supercell faces in (3.18), Ii will be twice as large for the edges of length 
a then for those of 2a; although this should also reach equilibrium (if the simulation 
is damped or quenched) it is inefficient. It was thus suggested by Wentzcovitch in [67] 
that the strain instead of the lattice vectors should be used as the fundamental variable, 
which modifies the Car-Parrinello Lagrangian to 
£ = 	mj' gá - U({r}) + WTr(hTfoh) - Pl 	(3.20) 
where the tensor fo = Q2 BTB scales h to the strain €, using the initial face vectors. 
The equation of motion for the lattice vectors now becomes 
= 7 (11_ P)Bf 1 	 (3.21) 
where W has been rescaled. It was demonstrated [67] that this produces better dy-
namics, and the advantages of using symmetrised stresses were again discussed, not 
least in preventing spurious rotation of the supercell. 
The stresses apply to the whole system, not to individual atoms, so only the el-
ements of the point group are required to symmetrise the stresses. The forces F on 
the faces of the unit cell are related to the stress a- and reciprocal lattice vectors B by 
F = IoB (Q is the volume of the crystal and scales reciprocal lattice vectors up to 
the normal vectors of the faces). Both F and B must be invariant under point group 
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Figure 3.5. Relaxation of a tetragonal cell containing eight atoms of diamond-
structured silicon, under stress with Pulay correction. The stress is equilibrated in 
the first 10 iterations, and the simulation is restarted after another 10 iterations, which 
resets the 'velocity' to zero. The equilibrium lattice parameter is 5.395 A as in Fig-
ure 3.1, and can be seen to be reached in this relaxation. 
operations, so 
S.F = S(B) = QaSB 
=* cr = SoS' 	 (3.22) 
This is again implemented by averaging over all NR rotations which form the point 
group of the space group: 
NR 
a. = 	SRcrSj 	 (3.23) 
NR R=1 
Symmetrisation is performed separately for each contribution to the stress (e.g. electron-
electron, electron-ion etc.). The symmetry of the stresses is vital for retaining the 
symmetry of the unit cell when relaxing the box; for example, in orthorhombic cells it 
prevents noise in the off-diagonal elements of the stress tensor from rotating or skewing 
the unit cell. 
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Full implementation of either of these Lagrangians will allow molecular dynamics, 
but in the present work only the configuration which produces zero stress and zero 
forces, thus minimising the energy, is required. The conjugate-gradients approach ap-
plied to ionic motion was discussed above, but the unit cell is relaxed to equilibrium by 
performing quenched molecular dynamics using the Verlet algorithm. The boxmass is 
chosen to produce an acceptable speed of relaxation, but does not affect the final equi-
librium lattice parameters [65]. An example of the relaxation of an initially tetragonal 
cell back to the cubic equilibrium structure is shown in Figure 3.5. 
3.2.4 Examples and practicalities 
The Pulay stress correction described above gives only an approximation to the true 
derivative of energy with respect to strain. Equilibrium lattice parameters calculated 
using a Pulay correction will still, therefore, disagree slightly with those obtainable (in 
principle) from a series of simulations with a fully converged basis set, and at a fine 
mesh of lattice parameters. In many cases, the uncertainty in the estimation of the 
convergence gradient t9E10ln(S) forms the predominant error in the method, and must 
be considered when determining a suitable cutoff energy for structual optimisation. 
Some of the effects of the imperfect nature of the Pulay correction can be seen in 
Figure 3.2. 
The convergence gradient decreases rapidly while the cutoff is below its optimum 
value, as shown in Figure 3.6. The calculations illustrated there used a central differ-
ences method from the total energies calculated at relatively coarse intervals, and the 
deviation from a smooth function of & may be clearly seen. A simple linear fit to the 
total energy as a function of cutoff over a smaller range around the desired value will 
improve on this method, but may still yield an uncertainty in the convergence gradient 
of as much as 10%. This may be converted into a Pulay stress correction and com-
pared with the bulk modulus to see if it will have an unacceptably high effect on the 
predicted lattice parameters. If so, a higher cutoff must be used, which will decrease 
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Figure 3.6. Variation of total energy and convergence gradient (OE/O!n ) with 
cutoff energy for two atoms of Si; convergence gradient is calculated by central 
differences from total energy data of Figure 2.2; lines are guides to the eye only. 
the magnitude of the convergence gradient and hence its error. Unexpectedly large 
errors may arise due to the common practice of using a cutoff energy which is large 
enough to converge energy differences between structures (see Section 2.2.5), but not 
large enough to converge the absolute energy from which the convergence gradient is 
calculated. This will lead to a large value for the convergence gradient and hence for 
its uncertainty. 
A quadratic or higher fit to E() usually gives a more accurate value of the con-
vergence gradient, but will obviously only be valid near to the exact cutoff energy for 
which the gradient is determined. As a structural optimisation progresses, the effective 
cutoff changes, which should, strictly, require the convergence gradient to change also. 
A polynomial fit may be used to determine the cutoff at which the discrepancy between 
the convergence gradient in use and that predicted for the new cutoff becomes unaccept-
able; the optimisation should then be restarted from the latest structural parameters 
found, with the original cutoff. In response to this potential source of inaccuracy, any 
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Figure 3.7. Convergence gradient (OE/Oln E) versus cutoff energy £ for two atoms 
of Si (calculated by central difference method from data in Figure 2.2) at two different 
volumes. 
structure determined by cell relaxation is confirmed by a fresh simulation at the origi-
nal cutoff, to ensure that the stresses are sufficiently small; sometimes the optimisation 
must be performed in two or more steps to ensure the cutoff does not stray too far 
from that originally prescribed. 
The convergence gradient measures the change in energy due to better description 
of the charge in the plane waves with highest kinetic energy, i.e. the rapidly fluctuating 
wavefunctions in the deep pseudopotential near to the ionic cores. It is thus completely 
dependent on the pseudopotential. However, it ought to be independent of cell volume 
or lattice parameter, and this has been found for all systems thus far investigated (as 
illustrated in Figure 3.7). As expected, it has also been found to be independent of k-
point sampling within the limits of uncertainty, as shown in Figure 3.8, but finer k-point 
sampling reduces the error from the fit, since the error in the homogeneous plane wave 
distribution assumption is smaller in this case (Figure 3.3). The convergence gradient is 
not, however, completely independent of the environment of each ion, since the charge 
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Figure 3.8. Determination of the convergence gradient (8E1Oln(E) S, by linear 
fitting, for two atoms of Si around 250 eV, at different densities of k-point sampling; 
total energy values have been rigidly shifted to allow easy comparison. 
distribution surrounding an ion is affected by the type of bonding involved; even with 
norm conservation, no pseudopotential is fully transferable. The convergence gradient 
is, of course, specific to the pseudopotentials in use, and is often almost entirely due to 
the pseudopotential with the highest minimum cutoff energy. 
Efficient structural relaxation requires that the unit cell and the ionic coordinates 
relax at roughly the same rate [68]. However, if the ionic relaxation proceeds by the 
conjugate gradients method, the speed of convergence can be hard to predict, and great 
variation in the speed of ionic relaxation has been found, especially when performed 
simultaneously with cell relaxation. The conjugate gradients method is designed for 
linear systems; in non-linear problems it may only find the minimum very slowly. 
Ideally, the normal modes of the system should be used as the variables for ionic 
minimisation, since they will be closest to giving harmonic behaviour, but usually only 
the fractional ionic positions {sI} and cell shape h are available as variables. When the 
cell and the ions are being relaxed simultaneously, instead of dealing with U({Rj}), 
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the energy surface is in fact U({sj} , h), further separating variables which are probably 
strongly coupled. It was thus sometimes found more efficient to relax the two sets of 
coordinates separately until the forces and stresses were less than 0.1 eV/A and 0.1 
eV/A3  respectively, after which it becomes less problematic to relax all parameters 
simultaneously. 
Many of the structural relaxations performed were followed by phonon calculations, 
described in the following Section, which require accurate calculations of forces for 
distortions from equilibrium. It will be shown to he important that any 'residual 
forces' on the relaxed structure are as small as possible. For this reason, once the 
stresses were less than, typically, 10 4 eV/ A3 , the relaxation of the cell was terminated, 
and optimisation continued with only relaxation of the ions, until the forces were smaller 
than 10 4 eV/A. This usually did not significantly affect the stresses, but if they were 
increased by the subsequent ionic relaxation, to beyond the threshold given above, then 
further simultaneous relaxation was performed. 
3.3 Conclusions 
We have described both established methods and new developments for finding the 
equilibrium structural parameters of a crystal phase using the forces and stresses cal-
culated from first principles. Although the use of plane waves in pseudopotential codes 
such as CASTEP facilitates force calculation, there is a correction to the stress which is 
required at all but the very highest levels of basis set completeness. The necessity for 
this correction to be determined by a fit to calculated energies produces an uncertainty 
in its value which may affect the choice of cutoff and k-point sampling scheme. 
The structural parameters may be optimised simultaneously, although due to the 
varying efficiency of computational schemes to minimise non-linear functions, separat-
ing the ionic and cell degrees of freedom may sometimes still be necessary. The degree 
of convergence towards the structural minimum which is required will vary according 
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to any further calculations which are desired, such as the determination of the normal 
modes which will be described in the next Chapter. 
Chapter 4 
Vibrational properties from first 
principles 
When certain approximations are made, the dynamics of a three-dimensional 
crystal is not a particularly difficult subject, but it is a very algebraic one 
with a profusion of indices and suffices and it is easy to lose one's way 
among one-dimension crystal or linear chain. 
W. Cochran, The Dynamics of Atoms in Crystals [7] 
The vibrational properties of a crystal determine a wide range of macroscopic be-
haviour: thermal properties such as the specific heat, transport properties like resistiv-
ity and velocity of sound, and the interaction with radiation, for example in infra-red 
absorption and Raman scattering. The optical effects are important tools for following 
the progress of phase transitions. Very low frequency modes are implicated in struc-
tural phase transitions, and the presence of unstable modes in a proposed structure can 
suggest alternative, more stable structures. Ab initio calculations of phonon frequen-
cies and eigenvectors are thus very useful not only in predicting macroscopic properties, 
but also in tracing mechanisms of phase transitions. Phonon eigenvectors are not ex-
perimentally accessible, beyond determination of the symmetry and polarisation, so 
theoretical work can complement experimental investigation [69]. 
60 
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Once the equilibrium structure has been found, as described in the previous Chap-
ter, the vibrational properties of the crystal may be determined by finding the variation 
of energy with ionic displacement. The large number of ionic coordinates in a typi-
cal unit cell would require many individual displacements to be made. However, the 
phonon modes may be found much more efficiently if the forces are known [42], as de-
scribed below. Such calculations have been performed with plane-wave pseudopotential 
methods for over fifteen years [58] but are now becoming routine even for complex struc-
tures; in this Chapter the general theory and its implementation with the CASTEP code 
are described. 
4.1 Basic theory of lattice dynamics 
We first review the basic theory of lattice dynamics, following the notation of Maradudin 
et al. [24]. An infinite crystal is divided up into primitive cells (labelled by 1), each 
containing r atoms (labelled by #c) having mass mK. As the lattice vibrates, each atom 
is displaced from equilibrium by an amount u (). The position of each atom is thus 
given by 
R() =xl+x+u() 	 (4.1) 
For small displacements, the harmonic approximation may be applied, defining har-
monic force constants : 
Fa (1  ) = 	i 	
( ,) 
uç (ci) 	 (4.2) 
or, alternatively, 
02 E 
afl ( ') = Oua() OU,) 	
(4.3) 
where E is the total energy, and F is the force exerted on the ions when atoms are 
displaced from equilibrium by U; c and 0 run over x, y, Z. 
CHAPTER 4. VIBRATIONAL PROPERTIES FROM FIRST PRINCIPLES 	62 
A normal mode with angular frequency w is defined as a motion such that 
	
F() 
= 	 2u (c) 	 (4.4) 
By defining mass reduced coordinates c () = / 5iu (), and using (4.2), the equations 
of motion implied in (4.4) may be written as an eigenproblem: 
_w2€() =>i 
' m I 	' 	mK 	
(s') . 	 (4.5) 
We thus seek polarisation vectors (eigenvectors) c (,) which describe the relative am-
plitude of displacement for all atoms under a vibration with frequency w. 
As in the bandstructure formalism, the periodicity of a perfect crystal may be 
exploited. We expect phonon solutions, in which two equivalent atoms, having the 
same ic but in different primitive cells, will differ in the phase of their motion by 
an amount q Lx where Lx is the difference in the positions of their primitive cells. 
The solutions to (4.5) are thus classified by their periodicity over primitive cells. The 
eigenvectors are therefore expressed: 
C () = C  () exp(iq. [xi - XO]) 	 (4.6) 
where x0 is the position of the origin of some arbitrary reference cell and q is the 
wavevector. If we define a factor p,' = 1//m, cm,i, and the Fourier-transformed 
dynamical matrix by 
,) exp(iq.[xI - xo]) 	 (4.7) 
then the original eigenproblem of (4.5) may be rewritten in terms of eigenvectors 	= 
c (): 
_W 2 = D(q) 	 (4.8) 
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For each wavevector q, evaluation and diagonalisation of D(q) will give the frequencies 
of normal modes at q, which may be assigned to the corresponding point of the Brillouin 
Zone. The eigenvectors give the polarisation vectors of each mode, and now only need 
to be specified for each ic, that is, for each ion in one primitive unit cell. 
4.2 From ab initio forces to phonons 
The theory of vibrations in the crystal lattice is written as if the interactions between 
all the atoms, separated by distances up to infinity, were known. In practice this is not 
possible. It is shown here that by using the supercell method with periodic boundary 
conditions, phonons at some specific points of the Brillouin Zone may be calculated from 
first principles. Early examples of similar methods concentrated on simple structures 
with high-symmetry phonons [70, 71, 721. 
Pseudopotential plane-wave methods usually simulate only one or a few primitive 
cells, with periodic boundary conditions, but by means of bandstructure techniques, 
and the Ewald summation, Coulomb interactions between all ions and all electrons of 
an infinite crystal are included, as described in Chapter 2. If the supercell extends over 
Ii primitive cells in some direction, cyclic (periodic) boundary conditions imply that 
u (') = u 
(1-'-m1i),  where m is any integer. The sum over all primitive cells in (4.2) 
may then be broken up so that the forces are given by 
11 	00 
Ii I'+mli \ 
F () = 
(l'+mli) 	 (4.9) 
1 1 = 1 m-oo pç 
If a wavevector q implies the same periodicity as these cyclic boundary condition 
impose, corresponding phonons may be 'frozen into' the supercell without violating 
boundary conditions. This is the basis of 'frozen-phonon' calculations, which formed 
some of the earliest applications of ab initio methods to lattice dynamics [42, 58, 73]. 
These aim to find the energy for excitation of one mode, but the eigenvector must thus 
be known beforehand (although simple mixed eigenvectors have also been found in this 








Figure 4.1. The periodic array of supercells may be considered as a single isolated 
supercell, with interactions only between the enclosed ions. This is valid only for 
wavevectors which are reciprocal lattice vectors of the supercell. 
way [43]). However, it suggests that exact calculation of phonons commensurate with 
a given supercell is possible. This condition on the wavevector can be written: 
€ (+m11) = € 
() 
exp(iq. [Xi+m i i - xi]) = € (c) 
= exp(iq.x 1 ) = 1 	 (4.10) 
The Fourier transformed dynamical matrix defined in (4.7) may now be written 
11 	00 
0 imij\ D(scic'q) = 	> 	c' ( ki
-I- 	
) exp(iq. [(xi - xo) + Xmii]) 
11 M=-00 
11 	00 
0 l+mii ) } 	L exp(iq. [xi - xo]) 	(4.11)  m=—oo 
Force constants T which relate atoms only within the supercell only may be defined 
CHAPTER 4. VIBRATIONAL PROPERTIES FROM FIRST PRINCIPLES 	65 
by writing 
00 
Ii l'+mli \ 
) . 	 (4.12) 
M=_00 
It may be seen that (4.11) represents a system consisting only of the atoms within 
one supercell, with effective force constants given by (4.12). These force constants, 
determined by the periodicity of the supercell, are exactly the combination of original 
force constants 41 involved in a distortion where one atom in every supercell is displaced, 
i.e. a simulation with periodic boundary conditions. The exact phonon frequencies may 
thus be obtained by treating the supercell as an isolated system of r atoms, connected 
by springs with effective force constants which may be found from the simulation, 
instead of as an infinite crystal, as illustrated in Figure 4.1. 
The condition (4.10) determines which phonons may be calculated exactly in this 
way. It may be generalised by the cyclic boundary condition q . A = 27rm (m integer) 
for all lattice vectors A of the supercell. In other words, the wavevector must be one of 
the reciprocal vectors of the supercell. At each wavevector, there are 3r modes, where 
r is the number of ions in the primitive cell; D(q) thus has dimensions 3r x 3r. 
An important case is that of a supercell consisting of only one primitive cell. The 
reciprocal vectors of the supercell are hence those of the lattice itself, and are therefore 
all F points of the Brillouin Zone. Thus only F point modes are obtainable from a 
simulation of only a single primitive cell, using this method. In an isolated system, such 
as a molecule, there is no interaction between different supercells, and the 'phonons at 
the F point' are just the molecular vibrational modes [28]. 
If the supercell is sufficiently large compared to the range of inter-ionic forces then 
the interaction between equivalent ions in neighbouring supercells is very small. For 
example, a supercell containing 64 atoms of silicon in the diamond (FCC) structure, 
with dimensions 2a = 10.8 A, was used to calculate vibrational modes by displacing 
one atom by 0.1% of the unit cell (0.0108A), as will be described below. The decay of 
force constants with distance from the displaced atom is shown in Figure 4.2. 
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Figure 4.2. Magnitude of the force exerted on each atom in a 64-atom cell of diamond 
Si when one atom is displaced by 0.1% of the cell, versus the distance from the displaced 
atom. The force at zero distance corresponds to the self-interaction restoring force. The 
forces decrease sharply beyond the second nearest neighbours (at 3.8A), but are still 
non-negligible as far away as 7.6A. Some forces are zero by symmetry, and are not 
shown. The angular dependency of interaction is not shown. 
Although the symmetry of the distorted structure was enforced during the simula-
tion, the small amount of anharmonicity arising from a finite displacement can be seen 
to split degeneracy, e.g. in each of the third neighbour sets of atoms. 
This leaves the problem of finding the force constants T from first principles. From 






	OtL (c,)  
If only the (1)th atom is displaced along one coordinate, /3 and by an amount î  then r. 
Fc. (ç) = ijT 	( ,) 	 (4.14) 
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thus determining a series of values of T. All that is required to calculate a set of 
phonons is thus to move each ion in the supercell along each coordinate in turn, and 
calculate the Hellmann-Feynman forces on all the ions. 
As it stands, 3r such displacements will need to be made, if T is to be completely 
determined and thus diagonalised. However, once again the symmetry elements of the 
crystal may be employed. If an element {SIv(S)} maps atom j to J and atom r, to K 
then it can be shown [24] that pairs of force constants are related by 
JK = SST 
	
(4.15) 
Hence if all the symmetry elements of the point group are known, all the force con-
stants can be deduced from a smaller number of simulations. In a structure with high 
symmetry, only a few such simulations are needed to construct the entire dynamical 
matrix, thus greatly reducing the computing time required. 
Specific phonon frequencies were first extracted from first-principles pseudopotential 
calculations, by Yin and Cohen [42], who calculated four phonon frequencies for silicon 
and germanium. They used the 'frozen phonon' method, possible for high symmetry 
phonons in a simple lattice; the forces method of (4.14) and the energy approach 
of (4.3) were compared and found to be in good agreement, as would be expected. 
Anharmonicity was also investigated, and may in general be calculated by freezing in 
various amplitudes of a known phonon eigenvector. This is done for particular unstable 
modes in Chapters 6. 
4.3 Code and practicalities 
As part of the work described in this thesis, code was written to calculate phonon 
frequencies and eigenvectors at a given wavevector. using the Hellman n-Feynman forces 
from a set of ionic displacements. Each displacement must be of one atom only, and 
the whole set along either the Cartesian axes or parallel to the edges of the unit cell. 
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Displacements are assumed to be of a sufficiently small magnitude to be treated in the 
harmonic approximation. 
The force constants are found by dividing the forces by the size of the displacement 
which caused them, according to (4.14), and are assigned to the relevant T a1
3 
The symmetry relationships given by (4.15) are then used to copy these force constants 
to the related elements of Y. If this process assigns all elements of the dynamical matrix 
T, enough displacements have been made. Running the program with arbitrary forces 
can thus quickly confirm or determine by trial and error a minimum set of displacements 
which need to be made. Once it is filled with ab initio force constants, the dynamical 
matrix is then scaled by the appropriate masses according to (4.5). 
The symmetry elements and associated mapping list F0 needed to complete the 
dynamical matrix were found by analysis of the supercell, using an existing program 
which determines special k-points from the symmetry. Occasionally a system has higher 
symmetry than that of the supercell used for simulation (e.g. a hexagonal system or 
an isolated molecule in an orthorhombic box) so some symmetry elements are not 
picked up from analysis of the supercell. Similarly, a supercell containing more than 
one primitive cell will have translations associated with the identity matrix which are 
not needed to specify the structure and are thus not in the generated list of symmetry 
elements. Such additional elements must be added to the list of symmetry operations 
which may be used in (4.15). 
Diagonalisation of the dynamical matrix then yields the phonon frequencies and 
mass-reduced eigenvectors corresponding to all the normal modes of the supercell. If 
required, a wavevector q may be chosen, the Fourier transformed dynamical matrix 
D(q) formed, and only those phonons at q calculated. This splits the vibrational modes 
in a large supercell over different points of the Brillouin Zone, and gives eigenvectors 
with fewer components, which describe the displacements in only one primitive cell. 
To obtain phonons which obey the space group symmetry, including the correct 
degeneracies, the original forces must display the correct symmetries. If they do not, 
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the dynamical matrix will not have perfect symmetry, and the phonons will break 
symmetry in both frequencies and eigenvectors. In plane-wave codes such as CASTEP, 
accurate forces are only obtained with a symmetric k-point set, and after converging 
the wavefunctions extremely well: the degree of convergence (number of self-consistent 
iterations) required for accurate forces is much greater than that for accurate energies 
(see Section 3.1.1). It was found that symmetrisation of the forces within the CASTEP 
simulation was also advisable: even fully converged forces do not always display exactly 
the correct symmetry. When calculating forces arising from displacements, the lower 
symmetry of the distorted structure should be used. 
It is also important that displacements are made within the harmonic limit. This 
can be determined by making smaller and smaller displacements until the force is 
proportional to the displacement. If the ion is not on a plane of reflection symmetry, 
displacements in both positive and negative directions should be made, and the force 
constants averaged: this will overcome any first-order anharmonicity. Displacements 
of order 0.1% of the lattice parameter were generally found to be sufficiently small. 
Although in principle displacements should be made from equilibrium, in practice 
it can take a very large number of iterations to relax the ions so that the forces are 
negligible. If there are small 'residual forces' on a structure at equilibrium, these should 
be subtracted from the forces after displacement: this procedure is only valid within 
the harmonic limit. The process of averaging over positive and negative displacements 
removes this requirement. The size of these residual forces, which can be considered 
as a source of noise since the system is never truly harmonic, determines the smallest 
displacement which may be usefully made; if the forces from displacement are not at 
least an order of magnitude larger than the residual forces, large errors are likely to 
occur. It was found that residual forces less than iO eV/A were usually adequate for 
accurate force calculations. Symmetrisation of the forces in the equilibrium structure 
was found to be helpful here, since those forces which should be zero by symmetry will 
be enforced to be so. When calculating equilibrium residual forces to be subtracted from 
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displacement forces, an equivalent simulation should be used, not just the end results 
of the structural optimisation. In CASTEP this implies identical plane-wave cutoff and 
k-point sampling; the effective cutoff may change during a cell relaxation. 
4.3.1 Newton's Third Law 
Newton's Third Law of action and reaction demands that when one atom is internally 
displaced there is no net force on the system. This is equivalent to the requirement 
for phonon vibrations to take place without oscillation of the centre of mass since this 
would require an external driving force, or that the energy is invariant with respect to 
a equal displacement of all atoms, that is, a rigid shift of the entire system. Within 
the formalism of harmonic lattice dynamics defined by (4.2), it is thus expected that 
=ID,,o 	U0 =0 
In 	 In 1'#c'/3 
= 0 for all a, 0, 1', ic' . 	 (4.16) 
and this restriction is known as the 'sum rule' for force constants. If (4.16) holds, then 
three translational modes with exactly zero frequency must be normal modes of the 
system, with eigenvectors 
u()=u. 	 (4.17) 
In practice, the forces obtained from CASTEP calculations only approximately obey 
(4.16), for a number of reasons. Firstly, if the wavefunctions are not completely con-
verged from an initial random starting point, the Hellmann-Feynman theorem is not 
strictly applicable and will give errors in the forces. Secondly, even for perfectly con-
verged calculations, the charge density is interpolated between a discrete set of grid 
points used in the Fourier transform between real and reciprocal space. If the crystal 
is displaced slightly, ions will lie at different positions with respect to this grid, and the 
interpolation of charge density will produce slightly different results; the energy is thus 
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Figure 4.3. Total energy and force for a primitive unit cell (two atoms) of diamond-
structured Si with a Fourier transform grid of 18 x 18 x 18 (energy cutoff of 250 eV); 
the force shown is that on an atom displaced from equilibrium by 0.005 of the unit 
cell dimension a. The calculated values vary periodically with an average ,\ = 0.0582a, 
compared to a/18 = 0.055a or a/17 = 0.059a. This variation is thus assumed to be 
due to the discretisation of the charge density. The amplitude of the oscillation is very 
small: approximately 7 x 10 eV in the total energy and 15 x 10 eV/A in the forces. 
only very nearly conserved. The force will also vary very slightly with the position of 
the origin with respect to the FFT grid. Figure 4.3 illustrates the variation in energy 
and force as the entire crystal is displaced, in a system with one atom displaced from 
equilibrium (as it would be to measure force constants); it can be seen that this error 
is very small. 
The amplitude of fluctuations in the force is comparable to the amount of violation 
of the sum rule typically observed in sets of forces from CASTEP simulations. The vio-
lation of the sum rule in the system shown in Figure 4.3 was also found to fluctuate on 
the same scale as the forces, although in this case the sum rule could be automatically 
satisfied by enforcing symmetry in the calculation. When a FFT grid coarser than 
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required by the energy cutoff was used, the amplitude of this oscillation increased con-
siderably; conversely, when it was increased beyond that required, oscillation became 
undetectable. In the general case, any violation of the sum rule is therefore closely re-
lated to the charge density discretisation and interpolation. The largest contributions 
to the energy fluctuations came from the kinetic and pseudopotential energies. 
There are, of course, other errors in the forces due to the method. Anharmonicity 
affects the forces both directly, since a finite displacement must be made, and indirectly 
if any small forces remaining in the relaxed structure are subtracted, or in the process 
of averaging over a series of displacements. The pseudopotential approximation, the 
local density approximation and k-point sampling of course all influence the forces in 
some way, but none of these should directly violate Newton's Laws. 
It is of course possible to enforce the sum rule on a set of forces obtained from 
a simulation simply by setting the on-diagonal 'self-interaction' term such that the 
overall sum is zero. However, for c 0 this may result in a violation of the Hermitian 
symmetry of 4. This can be shown by considering setting one specific term in this 
way: 
(4.18) 
The Hermitian symmetry of the matrix demands that cIi ( ) = 	Q 1) but the 
latter term should itself obey a sum rule analogous to (4.18), so it is also required that 
i i 
i 	a/3() = 	 1) 	
(4.19) 
101, K961 
Corresponding pairs of terms in these sums are not equal in the general case, although 
for structures of high symmetry, the two sums may in fact be over the same values in 
a different order. In general, however, there is no unique way of satisfying (4.19) and 
any method will necessarily interfere with other related to other force constants. 
In practice the discrepancy from the sum rule should be small, as should any degree 
of violation of Hermitian symmetry: the violation can be minimised by ensuring that 





TRANSVERSE 	 LONGITUDINAL 
Figure 4.4. Electromagnetic fields in transverse and longitudinal optic phonons for 
long wavelength q in a polar crystal, in which the phonon displacements generate a 
dipole. The conditions give in (4.22) determine that the electric field E is non-zero 
for an LO phonon but zero for a TO phonon; this difference gives rise to a frequency 
splitting. 
simulations proceed with symmetry enforced whenever possible, and that calculations 
are fully converged with respect to energy cutoff, number of k-points etc. Under these 
circumstances, the exact methods used to enforce the sum rule and Hermitian symmetry 
should have negligible effect on the forces. 
In the particularly high-symmetry system of diamond-structured Si, a force con-
stant method was used by Wei and Chou [70] with a least squares fit to solve for the 
optimum elements of a fully symmetrical dynamical matrix from the forces obtained 
via simulation. 
4.3.2 LO—TO splitting at the zone centre 
It was stated in Section 2.4 that longitudinal optic phonons may generate a macroscopic 
electric field in polar crystals, and that since this electric field may not be represented 
using periodic boundary conditions, phonon calculations would not find the correct 
frequency. This effect is explained here, (following the treatment of [48]) together with 
some of the approaches which may be taken to overcome this limitation. 
In a long-wavelength optic phonon, ions of different charge may move in opposite 
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directions, generating a dipole and giving rise to a macroscopic polarisation P. This is 
related to the electric field E and electric displacement D by the dielectric constant €: 
D = 	= E + 47rP. 	 (4.20) 
In addition, Maxwell's equations in the absence of free charge (i.e. in insulators) dictate 
that both 
V.D = 0 	 (4.21a) 
and V x E = 0. 	 (4.21b) 
In the general case, the dielectric constant E may be a tensor, but in the simple case of a 
cubic crystal, both E and D must be parallel to P, and hence to the ionic displacements. 
For phonon solutions, the requirements of (4.21) then become 
	
D=O  or D, E and P 1 q 	 (4.22a) 
and E= 0 or E,D and P IIq. (4.22b) 
In a transverse optic phonon, P 1 q, so from (4.22) it must be concluded that E = 0 
and hence from (4.20) that f = oo. Since such phonons generate zero macroscopic 
electric field, the restriction imposed by periodic boundary conditions has no effect. 
However, in a longitudinal optic phonon, P 11 q, so (4.22) implies that D = 0, there is 
thus an electric field of strength E = —47rP, and so c = 0. There is thus an additional 
restoring force on the ionic displacements in the phonon, so the frequency will be higher 
than that of the transverse modes. This electric field is suppressed by periodic boundary 
conditions, so that the frequency of this mode reverts to that of the transverse modes. 
In a cubic crystal, this effect will be manifested by optic phonons at I' being cal- 
culated to be triply degenerate if periodic boundary conditions are imposed, as might 
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naïvely be expected, with the frequency of the TO phonon. This has been acknowl-
edged in previous simple zone-centre phonon calculations [74, 75]. The polarisation and 
resulting electric field would be largest in very ionic crystals, such as the alkali halides, 
and of course will be zero in purely covalently bonded crystals where the effective 
charges and dipoles are zero. 
At wavevectors other than q = 0, an electric field with the periodicity of the phonon 
is still generated, but the supercell used to calculate such phonons must, by (4.10), be 
large enough to contain an integer number of wavelengths, so that there is no net dipole 
over the supercell. Any LO-TO splitting away from q = 0 is thus correctly calculated 
by the technique described in this thesis. 
In a cubic crystal with only two ions in the primitive unit cell, the Lyddane-Sachs-
Teller relation [48] may be used to relate the LO and TO frequencies in a simple cubic 
crystal, via the static dielectric constant €ç and the index of refraction €,: 
WLO 2  - EO 
WTO 2 €00 
(2.28) 
The dielectric constants co and €00 are, however, non-trivial to calculate from density-
functional simulations [76], although experimental values may be used with WTO  to 
estimate wrQ. In crystals with more ions in the unit cell, the Born effective charges 
are needed [77], which also require techniques not yet implemented in the codes used 
in this work. 
It is possible to calculate the LO-TO splitting by including dipole-dipole interac-
tions, within the formalism of density-functional perturbation theory (DFPT) [78, 79] 
but this was outwith the scope of this thesis. It is hoped to include this functionality 
in CASTEP in the future. 
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4.4 Imaginary modes 
The harmonic approximation for vibrational motion assumes that a single variable x 
moves under a harmonic potential Evib = kx2 /2 where k is the 'spring constant'. If 
Evib > 0 (i.e. k >0) then the vibration is stable, with a frequency W such that Evib = 
mw 2 x/2 and F = —mw 2 x. In the phonon picture, x represents the instantaneous 
ionic displacement along the phonon eigenvector at each ion and W is the frequency of 
oscillation. 
However, if instead Evib < 0, then any displacement away from x = 0 is unstable 
and results in increasing displacement, not in stable oscillation. Following the formalism 
for stable oscillation shows that this is represented by w 2 < 0 and thus an imaginary 
frequency. 
Any structure which has such an unstable phonon thus has a displacement pattern 
which is inherently unstable (some authors use the term 'dynamically unstable') and 
thus a mechanism for lowering its energy. If there is any thermal motion of the ions, 
this phonon must increase in amplitude beyond that of stable phonons. This may result 
in a phase transition if the displacement pattern is stabilised at some amplitude: this 
may happen as displacement exceeds the harmonic limit. If an ab initio calculation 
yields imaginary frequencies the proposed structure cannot be stable and an alternative 
structure must be sought. 
Such information supplements that obtained from E(V) curves, which only indicate 
whether one structure is energetically stable with respect to another. With the use 
of phonon information, it may be identified that a structure is dynamically unstable 
before the lower-energy structures are found. Even low-frequency stable modes can 
be a indicator that at some volume (and hence some pressure) an energy-lowering 
distortion may become possible, since coupling to elastic constants may further lower 
the frequency of the mode. 
When an unstable phonon is found, more stable structures may be found by displac-
ing the ions according to the corresponding phonon eigenvector, with some estimated 
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amplitude, and allowing the ions to relax to equilibrium. Any initial symmetry which 
previously prevented this displacement is now broken, and new structural degrees of 
freedom are available. The cell parameters should also be re-relaxed to equilibrium as 
it is likely that freezing in the unstable mode will induce an internal stress. This is 
especially important if the space group of the resulting distorted structure has lower 
symmetry than the initial unit cell. This use of phonon information is illustrated in 
the following Chapters. 
4.5 Applications 
In addition to results presented in subsequent Chapters, the methods of relaxing the 
unit cell and finding vibrational properties which have been implemented as part of 
this work have been used for a variety of other systems. Some of these have been 
investigated in collaboration with others, and are summarised here since they were not 
executed solely by the author. 
4.5.1 Silicon 
Diamond-structured silicon has extremely high symmetry, with a primitive unit cell 
of only two atoms, so it is straightforward to construct a supercell containing many 
primitive unit cells and thus obtain phonons at several points in the Brillouin Zone. 
Several important aspects of such calculations are illustrated. 
The force constants shown in Figure 4.2 were used, obtained from a calculation in 
a supercell of 64 atoms using the CETEP code. In such a large cell, it was essential to 
enforce symmetry during the simulation to suppress noise in the calculation; proper 
convergence of the forces required almost double the number of iterations needed to 
converge the energy. However, as noted above, remaining anharmonicity may break 
some elements of full cubic symmetry: the structure with one displacement has only 
four of the full 48 cubic symmetry elements, which are enforced during simulation, so 























L 	r 	 X W 	L KW X 	 r 
0 
Figure 4.5. Phonon dispersion curve for diamond-structured Si assuming that atoms 
further away than 10 A do not interact; results agree well with experiment apart from 
degeneracy breaking in the TA modes along FL. 
any of the remaining symmetries may be violated. 
Strictly, (4.10) dictates that such a supercell allows accurate calculations only at 
F, X, L, W and halfway along L (FX) and E (FKX). However, Figure 4.2 shows 
that the forces have practically decayed to zero by the edge of the cell, so it may be 
assumed that there is negligible interaction between neighbouring supercells. The sum 
of (4.11) may then be used as an approximation to (4.7) for any wavevector q, giving 
w(q) for the entire Brillouin Zone. The sum rule of (4.16) was enforced as shown in 
(4.18), inducing slight symmetry breaking. The dispersion curve shown in Figure 4.5 
was obtained. 
It was found that although the inevitable noise in the forces produced noticeable 
degeneracy breaking and non-zero acoustic modes at F when the 192x192 matrix was 
diagonalised, when the 6x6 matrix at each q was formed and diagonalised, the errors 
reduced in significance. This is probably because the extra symmetry elements in the 
perfect structure, which are not in the space group of the distorted structure, have the 
effect of leaving some symmetry unenforced in the forces from CETEP, but on performing 
such extensive summation, many such errors simply cancel out. However, it may also 
be affected by the smaller computational rounding errors during such a relatively simple 
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Figure 4.6. Periodic boundary conditions dictate that an atom on the edge of the unit 
cell is considered only once, creating an asymmetric set of interactions. Symmetry can 
be recovered by assuming each interaction is in fact the sum over a set. For example, 
the interaction of an atom with another at separation (, y, z) (where y, z < ) is 
replaced by two half-strength interactions with atoms at(,  y, z) and (- 1, y, z). 
diagonalisation. 
There is significant degeneracy breaking along branches between the strictly allowed 
wavevectors, which is most obvious in the FL branch. This is due to the fact that the 
sum in (4.11) is not being performed over a perfectly symmetrical set of unit cells: 
due to the use of periodic boundary conditions, an atom in the face of the supercell 
is included at only one side in (4.11). However, the degeneracy can be recovered, and 
the approximation of using (4.11) improved, with a symmetrical set of interactions, 
generated by splitting the calculated forces into sums over periodic images when these 
are equidistant. This is illustrated in Figure 4.6. This generates the dispersion curve 
shown in Figure 4.7. It is noticeable that the FL and FX TA branches are flattened by 
this procedure, and are then in better agreement with experiment [80]; the apparent 
crossover of the two acoustic branches along FKX in Figure 4.5 is also eliminated. 
There remains some noticeable degeneracy breaking at W; this was found to be 
rectified if dynamical matrix elements were averaged over all force constants related by 
symmetry. This process did, however, slightly reduce the accuracy of the zero frequency 
translation modes at F, since the large number of symmetry elements resulted in a very 
large number of summations. 
Many empirical models used to calculate dispersion curves assume that interactions 
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Figure 4.7. Phonon dispersion curve for diamond-structured Si, with degeneracy 
recovered by splitting interactions over equidistant periodic images of each shell. 
are very short-ranged: typically, interactions up to only second neighbours are consid-
ered [81, 82, 83]. The interatomic force constants calculated above may be used to 
investigate the validity of such models by including in the dynamical matrix only inter-
actions between atoms separated by less than a certain distance; the remaining force 
constants are set to zero. The sum rule given in (4.16) requires that the self-interaction 
force constants are then reset. 
The simplest possible such approximation is that in which only nearest neighbours 
interact. This imposes the requirement that all interactions are central [81], in which 
case (4.19) is automatically satisfied; the forces obtained from CETEP with symmetry 
enforced demonstrate this constraint exactly. The dispersion curve obtained is shown 
in Figure 4.8. 
The cutoff applied to the interatomic force constants to obtain only nearest neigh-
bour interactions is rather smaller than the size of the unit cell, so the complete shell of 
four first neighbours is included. It is interesting that if the frequencies are squared, to 
recover eigenvalues of D(q), then they lie symmetrically either side of I vj 0 . This 
is a consequence of the equivalence of the nearest neighbour model to only three 
non-zero values (disregarding sign) for dynamical matrix elements ({ic = icc 
{ i ic', a = 3}, {tc 0 ic', a 3}) in some appropriate basis set, and is explained in 
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Figure 4.8. Dispersion curve of silicon assuming a nearest-neighbour (central) inter-
action only. Of particular note are the completely flat bands along XW. 
more detail in Appendix B. 
Between the limit of all available interactions and those of nearest neighbours only, 
successive complete shells (at increasing distance) of interactions were added. Figure 4.9 
gives the frequencies of the TA modes at points along FL and ['X, showing that the 
convergence to the final result is slow and oscillating. However, only successive shells 
up to fourth neighbours correspond to perfect shells in an infinite crystal, due to the use 
of periodic boundary conditions in a finite supercell. Interactions with more distant 
sets of atoms are instead mixtures between shells rather than purely atoms at one 
separation only. 
The phonon density of states may also be used to compare these models: phonon 
frequencies are calculated at a fine grid of wavevectors throughout the Brillouin Zone 
and a histogram formed. Figure 4.10 shows the results from a lOOxlOOxlOO grid of 
wavevectors using different numbers of neighbours. The singularity at approximately 
4.3 THz is due to the flatness of the TA branch near X, and requires interactions with 
several shells of neighbours to be included: most features are only present with at least 
five shells of neighbours. 
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Figure 4.9. Frequencies of transverse acoustic modes along FL and FX (nearer to the 
zone boundary than the zone centre in each case), as successive shells of interactions 
are added. Many shells are needed for proper convergence. 
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Figure 4.10. Phonon density of states for diamond-structured Si using increasing num-
bers of interaction shells. Frequencies were calculated over a 100 3 mesh of wavevectors 
in a parallelopiped formed by the reciprocal lattice vectors, and a histogram of resolu-
tion v=0.1 THz performed, except for the case of all neighbours, where a 150 mesh 
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4.5.2 Layered semiconductors GeSe and GeS 
H.C. Hsueh used the cell relaxation implementation to determine the equilibrium struc-
ture of GeSe [69] and GeS [11] under increasing pressure. These isostructural layered 
semiconductors have orthorhombic structures with two ionic parameters: to find the 
equilibrium structure for even one pressure by fitting an energy surface to the lattice 
parameters would have required extremely large amounts of CPU time. He determined 
the structural trends under compression, showing that the most compressible axis is 
not necessarily that normal to the layers. These were compared with results from X-ray 
powder diffraction experiments and found to be in good agreement. 
The frequencies and eigenvectors at each pressure were found using the code devel-
oped as part of this thesis. Layered structures are often assumed to vibrate as rigid 
layers, and corresponding mode assignments are made to experimentally-determined 
frequencies. Only the frequencies and symmetry of the phonons can be deduced from 
experiment, so it is not possible to test this assumption experimentally. However, by 
calculation of phonon eigenvectors from first principles using CASTEP and the analy-
sis described above, it was shown that at even moderate pressures this approximation 
breaks down and the layers interact producing more complicated displacement pat-
terns. Furthermore, the calculated frequencies were shown to be within a few percent 
of those from Raman scattering experiments, when the latter were extrapolated to zero 
temperature. 
4.5.3 Alkali halides 
High symmetry phonons of sodium chloride and potassium chloride were calculated by 
H. Akbarzadeh of Isfahan University of Technology, according to a scheme devised by 
the author which is a slight variation of the technique described above. The equilibrium 
lattice parameters for NaCl were approximately 5% smaller than experimental values 
(5.32 A compared to 5.64 A), but for KC1 a0 =6.48 A compared to 6.29 A experimentally. 
The underestimation in NaCl may be due to the use of the LDA in a highly ionic system, 
CHAPTER 4. VIBRATIONAL PROPERTIES FROM FIRST PRINCIPLES 	84 





F LO 3.07 4.9 - 	 4.0 
F LA 3.07 	3.2 2.92t 2.8 
EO 5.90 4.84 
2.34 2.19 
F LO (LST) 4.87 	5.1 4.34 	4.2 
X LO 3.77 3.6 3.12 3.0 
X LA 2.62 	2.7 1.96 	2.0 
X TO 3.46 3.3 3.00 2.9 
X TA 1 	1.65 	1.6 1.01 	1.1 
t: Extrapolation from four points along 1'X. 
Table 4.1. Angular phonon frequencies w (10 13  rad s') at F and X points of the 
Brillouin Zone for NaCl and KC1. Calculated values are obtained from CASTEP simu-
lations (with H. Akbarzadeh); experimental data taken from [80]; values of dielectric 
constants E0 and E from [48]. F LO (LST) indicates a LO frequency calculated from 
the Lyddane-Sachs-Teller relation (2.28). 
but the reason for overestimation in the case of KC1 is not clear. 
Table 4.1 shows the angular frequencies of zone centre and zone boundary (X) 
modes. The agreement between theory and experiment is reasonable, given that the 
lattice parameters were significantly smaller than experiment, but the degeneracy be-
tween LA and LO modes at F can be seen in NaCl. The F LO frequency may be 
corrected by using the Lydd ane-Sachs- Teller relation (2.28) with the experimental val-
ues of E 0 and €, but this is not a very satisfactory approach for ab initio calculations. 
4.5.4 Other applications 
The method described in this Chapter for determining phonon frequencies from CASTEP 
or CETEP simulations has been used by several members of the Condensed Matter 
Group at the University of Edinburgh, in the study of various systems. Applications 
in which the author was heavily involved are described elsewhere in this thesis. In 
addition, the equilibrium structure and zone centre vibrational frequencies of AgGaSe2 
chalcopyrite were determined using these methods by Karki et al. [13]; good agreement 
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with experiment was obtained. 
The vibrational code has also been used by Stewart Clark and co-workers to de-
termine the vibrational frequencies of isolated molecules, including ethane, ethene and 
ethyne, benzene and a liquid crystal molecule [28]. Where experimental data is avail-
able, the theoretical frequencies were found to be in agreement within a few percent. 
Chapter 5 
Magnesium silicate perovskite 
"Wiggle yourselves., among the three, and make headway 
the best you can." 
'Dow Jr.' (E.G. Paige), Jerdan Yankee Humour (1853) 
5.1 Introduction 
Magnesium silicate makes up most of the material in the Earth's lower mantle, and its 
properties and phase transitions determine much of the density distribution, thermal 
properties and discontinuities of the mantle [84, 85]. Such discontinuities, which may 
be chemical (e.g. involving substitution of iron for magnesium) or physical (a change 
in crystal structure), have been observed in the lower mantle at several depths, via 
seismic data [86, 87]. There is still considerable debate as to whether convection in 
the upper and lower mantles, caused by temperature gradients, occurs within two 
layers or one single layer [88, 89]. If any of the observed discontinuities were due to 
temperature-induced phase transitions in MgSiO 3 this would establish the temperature 
at the corresponding depths, and thus help to determine the mantle dynamics. 
The phase of MgSiO3 believed to be stable in the mantle has one of the perovskite 
structures. Such structures are displayed by many compounds of the form ABX 3 , and 
exhibit a wide variety of behaviour, with a multitude of possible phase transitions [90]. 
We 
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Despite much study, with a variety of theoretical techniques (reviewed in [85, 91]), the 
properties of MgSiO3 are still not fully understood. Attempts to produce samples for 
X-ray diffraction under mantle pressures have met with difficulty, not least because of 
the low X-ray scattering cross-section of these ions [92, 93, 94]. However, by comparison 
with other perovskites, especially SrTiO 3 , an orthorhombic—tetragonal—cubic series of 
transitions may be envisaged. This has had some support from observations of twinning 
in the orthorhombic phase, after quenching from high temperatures [95]. 
We consider three phases related by successive symmetry-breaking transitions as the 
temperature is lowered: the hypothetical cubic phase (Pm3m) at high T, the observed 
orthorhombic (Pbnm) phase (low T) and an intermediate tetragonal phase (14/mcm). 
The vibrational dynamics of these modes is very important since transitions between 
these phases are likely to proceed via soft-mode mechanisms [91]. Density-functional 
theory calculations of the frequencies and eigenvectors of the high-symmetry phonons 
of all three phases are presented in this Chapter, followed by investigations to determine 
which phonons would be involved in transitions between the three phases. 
The triply degenerate zone-centre phonons of several other perovskites have already 
been found from first principles [74, 75, 96]. The eigenvectors of unstable phonons cal-
culated by King-Smith and Vanderbilt [96] correctly predict the symmetry of distorted 
phases with one formula unit in the unit cell (i.e. those in which only zone-centre 
phonons can freeze in). The orthorhombic phase of MgSiO 3 contains twenty atoms, 
as opposed to the five atoms in the cubic unit cell. However, the geometry of the 
orthorhombic unit cell is related to that of the cubic phase by two 'cell-doubling' pro-
cedures [90]. Any phonons involved in a transition between cubic and orthorhombic 
phases must therefore lie either at the zone centre or the zone boundary of the cubic 
phase, at points determined by the sense of the cell-doubling. A simulation of more 
than one unit cell of the cubic crystal is thus required to calculate these zone-boundary 
phonons. 
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The CASTEP code described earlier in this thesis was used, employing norm-con-
serving, nonlocal, Klein man-Bylander pseudopotentials [34, 97] and the local density 
approximation. A plane-wave basis set cutoff energy of E cutoff =500 eV was used, 
corresponding to approximately 4000 plane waves at each k-point for a twenty atom 
cell. A Monkhorst-Pack k-point scheme [26] was used to give 4 k-points in the Brillouin 
Zone. 
The structure of this Chapter is as follows: 5.2 describes the general features of the 
perovskite phases; Sections 5.3, 5.4 and 5.5 present the results of structural optimi-
sation and phonon calculations for cubic, tetragonal and orthorhombic phases respec-
tively. Section 5.6 determines which phonons of the cubic phase are important for any 
phase transitions, and considers the role of the tetragonal phase. Section 5.8 describes 
first-principles molecular dynamics simulations which attempt to bound the transi-
tion temperature for the tetragonal—orthorhombic transition. Section 5.9 discusses the 
conclusions which have been reached. 
5.2 Perovskite structures 
All phases of MgSiO 3 perovskite essentially consist of octahedral 'cages' of oxygen ions, 
linked by sharing oxygens at the corners, and each containing a silicon (B) ion in the 
centre. In the spaces between the octahedra there are 12-fold coordinated magnesium 
(A) ions. In the cubic phase (Pm3m), these octahedra are aligned along the cubic 
axes, as shown in Figure 5.1. However, in the orthorhombic structure, the octahedra 
are rotated around the silicon ions, and the magnesium ions are displaced (also shown 
in Figure 5.1), giving space group Pbnm. This is the form of MgSiO3 observed under 
ambient conditions [98] and assumed to be the dominant phase in the lower mantle. 
The tetrahedral structure is an intermediate, having octahedral rotations about only 
one axis, with 14/mcm symmetry; the reasons for its consideration are given in Sec-
tion 5.4.2. 
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Figure 5.1. Cubic, tetragonal and orthorhombic structures of MgSiO 3 perovskite. 
Twenty atoms of each structure are drawn (four unit cells of the cubic phase; one of 
the orthorhombic). Silicon ions are enclosed in octahedral cages of oxygen atoms, with 
magnesium ions in interstices. It can be seen that the three phase are related primarily 
by rotations of these Si06 octahedra; this is discussed fully in the text. 
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The oxygen octahedra are nearly perfectly rigid, and thus are often treated as 
distinct entities in discussions of perovskite structures [90]. The 'rigid unit' model of 
such structures [99] assumes that they are incompressible and cannot be distorted. 
This has important consequences for coupling between rotation of the octahedra and 
the strain, and also for the exact nature of the normal modes of the system, as will 
be discussed more generally in Chapter 6. The applicability of this model to MgSiO 3 
perovskite is also investigated further in Chapter 6. 
5.3 Cubic phase 
The cubic phase has a unit cell of only one formula unit (five atoms) and the highest 
symmetry, so requires the least computational effort of the three phases. There are 
no structural parameters to determine, so the effects of pressure may be easily investi-
gated, and the high symmetry also reduces both the number of k-points in the reduced 
Brillouin Zone and the number of displacements required to find the vibrational modes. 
Since it shares many features with the tetragonal and orthorhombic phases, the study 
of the cubic structure will introduce the important concepts for all three phases. 
5.3.1 Equilibrium structure 
The quantum-mechanical stress with the Pulay correction was used to relax the unit 
cell to equilibrium, as described in Chapter 3. The ionic positions are fixed by the cubic 
symmetry, which was enforced throughout the simulation. The structure stabilised at 
a lattice parameter of a 0 = 3.44 A. Approximately twenty molecular dynamics steps 
were required to obtain the equilibrium cell. 
This method was checked by the more established technique of performing simula-
tions at different lattice parameters, to find the bulk modulus. This confirmed a mini-
mum energy at a 0 = 3.44 A. The bulk modulus K is sensitive to the fitting procedure: 
a quartic polynomial fit (R=0.99992) gave K=255.0±0.3 GPa, K' = OK/t9P = 4 + 1, 
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Figure 5.2. Charge density through a plane containing Si ion in the centre, oxygens 
at edges, and Mg ions at the corners, showing the large degree of ionicity. 
in agreement with [100] and a Murnaghan fit gave K = 241± 3 GPa and K' = 3.6±0.1. 
These high results are comparable with experimental values for the orthorhombic phase: 
K = 266 ± 6 GPa and K' = 3.9 ± 0.4; MgSiO3 has been noted to have bulk moduli 
higher than most other oxide perovskites [85]. The bonding is mostly ionic, as shown 
by the plot of charge density in Figure 5.2; this is also in agreement with theoretical 
findings reviewed elsewhere [85]. 
5.3.2 Phonons 
Zone centre 
A simulation of only one primitive cell (five atoms) can only give reliable information 
about the fifteen zone centre phonons, due to the use of periodic boundary conditions 
over a distance smaller than the range of the forces (see Chapter 4). Four displacements 
were needed to construct the zone-centre dynamical matrix: one each for the silicon 
and magnesium ions, and two for the oxygens (parallel and perpendicular to cell face). 
A separate simulation was performed for each distortion, with the appropriate reduced 
symmetry. The entire dynamical matrix was constructed for one unit cell using the 
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(THz) Mg 
eigenvector 
01 	OIl 0111 Si 
F 15 26.33 0.024 -0.894 0.224 0.224 0.315 
F 15 13.37 -0.253 0.070 -0.398 -0.398 0.783 
"15 0.000 0.492 0.400 0.400 0.400 0.529 
F 15 6.01i -0.833 0.189 0.363 0.363 0.084 
r25 5.189 0.000 0.000 -1.000 1.000 0.000 
Table 5.1. Frequencies and eigenvectors of the zone-centre modes of cubic MgSiO3, 
at a = 3.44 A. Displacements are given in mass-reduced coordinates. The imaginary 
frequency represents an unstable mode. 
method described in Chapter 4, employing the full cubic symmetry. On diagonalisation, 
five sets of triply degenerate F phonons were obtained; the phonons are strictly at the 
zone centre so these are TO and TA modes, since the LO/TO splitting is not accessible 
(Section 4.3.2). 
The eigenvectors of the F-point modes are shown in Table 5.1, in mass-reduced 
coordinates = /iiiu,. It is noteworthy that there is an unstable mode, having an 
imaginary frequency, which is dominated by motion of the magnesium (A) ions against 
the rest of the crystal. This is in contrast to many other perovskites, in which it is the 
B atoms which 'rattle' inside the oxygen cage [90, 96]. Since there is no evidence of 
strong covalent Si—O bonds in MgSiO 3 , this motion is probably due to the relative sizes 
of the oxygen, silicon and magnesium ions [92, 96]: magnesium is one of the smallest 
cations. The effective size of an ion can, however, be dependent on the choice of Mg 
pseudopotential, as described in Section 5.7. 
Three acoustic translation modes are expected with zero frequency; this requires all 
the forces from the displacement of one atom to sum to zero (Section 4.3.1). This was 
partially achieved by adjusting the force on each coordinate when displaced, and hence 
some of the on-diagonal elements of the dynamical matrix, by less than 1%, giving 
an indication of the accuracy of the calculations. Anharmonicity was investigated by 
performing a second set of simulations with twice the displacements. This gave force 
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constants which differed from the originals by less than 0.1%, so anharmonicity was 
considered negligible. The effect of k-point sampling on phonons of other perovskites 
has been found to be significant for other perovskites [96]. However, on increasing the 
k-point sampling from 4 points in the Brillouin Zone to 32, the changes in frequency 
were approximately 0.2-0.4 THz and the changes in eigenvectors 10% at most (in those 
not entirely determined by symmetry); there were no qualitative changes. The effect 
of k-point sampling is smaller in simulation of larger cells, such as those used in most 
of this work. 
Zone boundary 
A larger simulation is needed to investigate phonons away from the zone centre. A 
supercell of four primitive unit cells (a' = b' = /ao ; c' = 2a0 ; 20 atoms) was chosen, 
since this reflects the geometry of the orthorhombic phase. The lattice parameter a0 
obtained above was used, and the force constants obtained in a similar manner to the 
five atom cell. This cell allows direct calculation of phonons at the F, X, M and R 
points of the cubic Brillouin Zone, by (4.10). It should be noted that the omission 
of LO/TO splitting only occurs at F, so phonons at other points are all calculated 
correctly. 
Because the supercell was not cubic, displacements in the z direction as well as 
the x direction were required to construct the Fourier-transformed dynamical matrix 
D(q) at the zone centre and boundaries, as described in Chapter 4. The frequencies 
obtained are shown as circles in Figure 5.3. The breaking of cubic symmetry due to 
the tetragonal shape of the supercell has the results that phonons are not perfectly 
degenerate, as can be seen, for example, at the R point of the Brillouin Zone. This is 
one indication of the level of anharmonicity and error in the force calculations. 
The eigenvectors of all the phonons were also obtained from the dynamical matrix. 
The most unstable modes were found at R and M (around 12i THz), consisting of 
rotations of near-rigid octahedra around the silicon atoms. At M, the mode involves 
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Figure 5.3. Cubic, tetragonal and orthorhombic phonons at each part of the Brillouin 
Zone of the corresponding cubic phonon. There are unstable phonons at all parts of the 
Brillouin Zone in the cubic phase, but all the phonons in the orthorhombic phase are 
stable. The tetragonal structure is described in Section 5.4.2 and has only two unstable 
modes. The horizontal axes trace the progression from cubic to orthorhombic; the 
arrows link phonons with similar eigenvectors as the structure becomes more distorted. 
Loss of degeneracy is due to the choice of supercell. 
rotation about z, and is denoted A/I2 by symmetry; rotations at R are around all three 
axes and denoted R 25 . These modes have been previously predicted to be the only zone-
boundary rigid unit modes in cubic perovskites [99] (see Chapter 6). These results are 
also consistent with the unstable modes found by other theoretical methods [86, 88, 
92], but those workers found no other unstable phonons, whereas in this work several 
unstable modes involving magnesium displacement are found (around 5i THz). The 
stable modes mostly involve squashing and distorting the octahedra and displacement 
of magnesium ions. 
Unstable modes can be described by a simple model consisting of quartic local 
potentials coupled by harmonic interactions [1]; this model will be described more 
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fully in Chapter 7. A predominantly unstable vibrational band is obtained if the local 
potential has a deep double well form, giving order-disorder type transitions, but if 
the local potentials have a single central minimum (displacive type) at least part of 
the band will be stable [8, 101]. The high-temperature phase in order-disorder systems 
only has an order parameter of zero when averaged over the whole system; on a local 
scale the coordinates hop between positive and negative values. 
In the case of cubic MgSiO 3 , it was found that there are unstable phonon modes at 
all points investigated, and although there is considerable mixing and crossing between 
the several branches on which these modes lie [92], some of these branches are likely 
to be completely unstable. Any phase transition involving these branches would thus 
have considerable order-disorder character, especially if they are nearly dispersionless. 
In particular, the set of unstable modes involving Mg displacement around 5i THz may 
be imagined from Figure 5.3 to lie on such a band. An idealised case may be considered, 
in which the Mg ions occupy rigid interstices which which they do not interact, and 
are only weakly coupled with each other. If the potential within each site has more 
than one minimum, the resulting phonons will lie on unstable, almost dispersionless 
bands, and participate in an order-disorder transition over the sites. However, there is 
in fact considerable mixing between different bands, which complicates this scenario: 
some bands contain both octahedral rotation modes and Mg displacement modes (at 
different parts of the Brillouin Zone) and the prediction of transition character from 
the phonon branches is therefore less straightforward. 
Effect of pressure on frequency 
The five-atom cubic cell is sufficiently small and of high symmetry that the Hellmann-
Feynman forces from one distortion could be found in under half an hour on an Alpha 
AXP workstation. In addition, the ionic positions are independent of volume. It was 
thus straightforward to investigate the variation of F mode frequencies with cell size 
and obtain estimates of the Griineisen parameters -yj = —O(lnw2 )/Oln Q, which are 
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Figure 5.4. Variation of frequency of cubic zone-centre phonons with cell volume, to 
give Grüneisen parameters. 
important for predicting the thermal properties of materials. The results are shown in 
Figure 5.4. Larger cells are more unstable with respect to the soft magnesium mode, 
which is consistent with the simple 'rattling' picture suggested above. The frequencies 
of all other 1' phonons decrease as the cell is enlarged, i.e. have positive y, with similar 
magnitudes to those obtained experimentally in the orthorhombic phase [85]. These 
results act as further confirmation of the method. 
The effect of pressure on the M2 unstable mode was also investigated, by introduc-
ing some amplitude of the octahedral rotation at several different cell volumes, and 
calculating the restoring force from first principles. It was found that in this case the 
magnitude of the imaginary frequency increased with pressure. Under compression the 
structure therefore becomes more unstable with respect to this distortion, in contrast 
to the behaviour of the unstable mode at F. This coupling between the unit cell and 
a mode involving octahedral rotation may be explained in term of rigid unit modes, 
which are discussed in detail in Chapter 6. These results are in agreement with the 
trends found by [92] and imply that increased pressure does not favour the cubic phase. 
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5.4 Phonons of intermediate structures 
Introducing some amplitude of either the R25 or M2 rotational mode into the cubic 
phase creates a tetragonal structure: the rotation axis becomes the principal axis, 
although the space group is dependent on the particular mode. At some amplitude of 
each mode, the structure should stabilise to a local equilibrium, creating a new phase 
whose properties may be investigated. Since phonon modes strictly imply ionic motion 
at constant volume, the lattice parameters of the cubic phase were initially retained. At 
the local equilibrium of one of these modes, there may still be some unstable phonons, 
which correspond to unstable modes of the cubic phase which have not been frozen in. 
In both phases, the normal modes were calculated using a similar procedure to that 
for the cubic phase. 
5.4.1 Freezing in M2 mode 
We investigated the configuration formed by freezing the M2-rotation of the oxygen 
octahedra into the cubic phase, giving a unit cell of 10 atoms (a' = b' = /a0 , c = ao) 
with space group 14/mmm. The charge density distributions for different amplitudes 
of this mode are shown in Figure 5.5. An equilibrium amplitude was found, with zero 
forces on ions, but this is likely to be only a saddle point of the overall energy surface. 
Beyond this amplitude, charge overlap between oxygen ions in unlinked octahedra 
develops, shown by charge density in regions previously empty. 
Only phonons at F and M of the cubic phase are commensurate with this larger 
cell. Of these, only modes containing distortions in the xy plane were considered, 
since phonons involving distortions parallel to z will be uncoupled to those along xy 
by symmetry, and are likely to be very similar to those in the undistorted cubic phase. 
Phonons with the same symmetry as the frozen mode, involving only 011 distortion, 
remained normal modes, although their frequencies were changed. Other eigenvectors 
are linear combinations of those of the original cubic F and M modes. 
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(h) 	 (c) 
Figure 5.5. Electronic charge density across an (001) plane near to the centre of a Si0 6 
octahedron, with various amplitudes of the cubic M2 rotational phonon frozen in. Blue 
regions indicate low density. A small amplitude gives (a); the equilibrium amplitude 
(fractional displacement of oxygen is 7%) has charge density (b); and further rotation 
causes overlap between oxygen ions in different octahedra as in (c). 
The M2 octahedral rotation mode, which had a frequency of 11.1i THz in the cubic 
structure, is now stable with a frequency of 13.5 THz. In the simplest model of freezing 
in an unstable mode (see Section 5.6.2), an unstable frequency of iw0 would lead to a 
stable frequency of v'wo. The stable frequency found here is a little softer than this, 
indicating a small departure from a pure quartic potential. In the work described below 
it was found that this phonon stiffened further in the full orthorhombic structure, to 
14.1 THz. 
The mode with the highest frequency in the cubic structure was still the highest, but 
the frequency was reduced from 29.6 THz to 24.3 THz. A degenerate pair of unstable 
modes were found, predominantly consisting of displacements of the magnesium ions, 
with the degree of instability (3.66i THz) slightly decreased from the corresponding 
mode in the cubic structure (4.76i THz). 
5.4.2 Freezing in R25 mode 
When some amplitude of the cubic R25 mode is frozen into the cubic supercell, a twenty 
atom body-centred cell (space group 14/mcm) may be constructed, which reflects the 
geometry of the orthorhombic phase. The values of the lattice parameters are kept as 
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those of the cubic twenty atom cell. The cubic R 25 mode is triply degenerate; rotation 
was chosen about the y axis of the twenty-atom cell (xy axis of the cubic unit cell), 
since this is the rotation observed in the orthorhombic phase. 
At large amplitudes of R2 5 , non-negligible forces were found to be exerted on the 
magnesiums, so the harmonic eigenvectors are no longer valid; the general R25 mode 
should therefore be thought of as including some magnesium motion. To reach a local 
equilibrium, the magnesium ions were therefore also relaxed and were found to move 
along x with approximately 25% of the Oi displacement. This additional magnesium 
displacement is very close to the eigenvector of another of the unstable phonons of 
the cubic phase at R (in fact, like the R25 mode, an alternative choice of eigenvectors 
in a degenerate triplet). The phase formed in this way may thus described by two 
ionic structural parameters, or, alternatively, by introducing non-zero amplitudes of 
two cubic phonons. 
The sixty phonons commensurate with this cell were found. These are the F and X 
modes of this phase, but will be linear combinations of the F, X, M and R phonons of 
the cubic phase, since this cell is quadrupled with respect to the cubic five-atom cell. 
The eigenvectors of this phase were compared to those of the cubic phonons, by taking 
scalar products between eigenvectors of the two phases. Each phonon of the tetragonal 
phase was thus identified with its closest match in the cubic structure; in what follows 
phonons of all phases are denoted by the location in the cubic Brillouin Zone of their 
cubic match. The tetragonal and orthorhombic phonons are plotted against this part 
of the cubic Brillouin Zone in Figure 5.3 to enable comparisons to be made. 
Only two unstable modes were found in this structure: the R and M modes 
corresponding to rotation about the z axis, with the latter slightly more unstable 
(5.64i THz). The eigenvector of the M mode consists of M2-type octahedral rotation 
together with some motion of Mg and Oi. We thus conclude that this is strongly related 
to the original cubic M2 mode, although it is much less unstable. All other modes which 
were unstable in the cubic structure, including the magnesium displacement modes, are 
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stable in this structure. Since there are no longer unstable phonons at all points of the 
Brillouin Zone, a soft-mode transition from this tetragonal phase to the orthorhombic 
would have more displacive character than any cubic—tetragonal transition. 
5.4.3 Proposal of intermediate phase 
Both these phases contain some of the structural features found in the orthorhombic 
phase, so they may be considered as possible intermediates between the cubic and 
orthorhombic phases. Of the two modes used here, the R25 mode is the most unstable 
in the cubic phase, and the resulting tetragonal structure has lower energy than the 
14/mmm phase discussed above. On cooling from the cubic phase, the R 25 mode would 
thus be expected to freeze in first; conversely, on heating the orthorhombic phase there 
would be sufficient thermal energy to reach the 14/mcm phase before the other. This 
structure was thus chosen as a possible intermediate tetragonal phase between cubic 
and orthorhombic. The structure is shown in Figure 5.1, and in the remainder of this 
Chapter we consider the possibility that it forms a distinct thermodynamic phase. 
5.5 Orthorhombic phase 
5.5.1 Structure 
The orthorhombic phase has much less symmetry than the cubic phase, and hence 
requires more structural relaxation to find the equilibrium structure. As in the cubic 
phase, the three cell edges were allowed to move under the internal and Pulay stresses, 
but the ions were also relaxed under the Hellman n-Feynman forces, as described in 
Chapter 3. This simulation was started from previous ab initio values [100] and the 
symmetry of the Pbrzm space group was enforced throughout relaxation. There are 
ten structural parameters, and so this relaxation required a considerable amount of 
computational effort: several hundred hours of CPU time on a Alpha AXP were needed. 
As discussed in Chapter 3, the non-linear nature of the energy as a function of the cell 







0 CPa 	10.6 CPa 
a(A) 4.635 4.711 4.777 4.710 
b(A) 4.833 4.880 4.927 4.873 
C(A) 6.771 6.851 6.898 6.790 
Mg 0.5157 0.5174 0.5131 0.511 
Mg 0.5603 0.5614 0.5563 0.557 
O 0.1155 0.1128 0.1031 0.099 
O 0.4572 0.4608 0.4654 0.464 
02 0.1914 0.1928 0.1953 0.196 
02 0.1968 0.1995 0.2010 0.201 
02 
z 0.5594 0.5582 0.5510 0.561 
Table 5.2. Structural parameters of equilibrium structure of orthorhombic perovskite, 
with assumed effective pressures deduced from the structure and experimental applied 
pressures. 
and ionic parameters reduces the efficiency of the relaxation scheme. Near equilibrium, 
the movement of the cell was terminated so that the ionic positions could be found to 
sufficient accuracy for phonon calculations. 
The structural parameters obtained are given in Table 5.2. The unit cell is smaller 
than most previous work, but the structural parameters follow the reported trend of 
an increase in distortion under compression [92, 100, 102]. Following Bukowinski and 
Wolf [88] the rotation angles 9 = cos — '(a/b) of R2 5 and 0 = cos'(v"a/c) of the 
M2 rotations are compared (Table 5.3), effectively assuming that the Si0 6 octahedra 
remain rigid as they rotate, causing a change in cell vectors (see Chapter 6). This 
confirms that the structure presented here is the most distorted as well as the smallest. 
However, the Si—O bondlength is only 1% smaller than that observed experimen-
tally, which is typical for calculations using the LDA [19]. These results suggested that 
the structure found by the present calculations is under an effective external pressure, 
since both volume and structure are affected. The effect of the LDA has been previously 
compared to a pressure in this and other systems [101, 103], and generalised-gradient 
corrections have also been similarly treated [104]. 
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O(M2 ) (°) (R25)  (°) Si—O (A) 
this work 16.5 14.5 1.77 
other ab initio [100] 15.1 13.5 1.79 
MEG [88] 10.4 7.0 1.904 
SSMEG [92] 10.8 9.8 1.776 
expt, 0 GPa [94] 14.3 11.6 1.792 
expt, 10.6 GPa [94] 14.9 11.9 1.777 
Table 5.3. Octahedral rotation angles inferred from cell shape, and mean Si—O 
bondlength. This work gives the most distorted structure, but also has the smallest 
cell, supporting the approximation of the effect of the LDA as an external pressure. 
We can use this approach in comparing the present work to previous density-
functional calculations of MgSiO3 : the cell parameters of a previous ab initio calculation 
by Wentzcovitch et al. [100], when compared to experimental results [94], suggest that 
they are equivalent to a pressure of 8-10 GPa. The effect of pressure on cell parameters 
calculated in [100] suggests that the cell parameters from the present work correspond 
to an additional 10-12 GPa. The experimental bulk modulus and equilibrium volume 
give a pressure of 20 GPa for the volume found in this work, which is consistent with 
these estimates. Hence it is assumed in what follows that the present orthorhombic 
structure is under an effective pressure of 20 GPa. 
The structural parameters are harder to assign to a consistent pressure, since the 
experimental data [94] does not show the simple monotonic trends predicted by Wentz-
covitch et al. and does not extend to 20 GPa. However, the experimental data does 
show increasing octahedral rotation under pressure, and most of our structural param-
eters continue the calculated trends, so the structural parameters are also consistent 
with an effective pressure. The remaining small differences between our calculations 
and those of Wentzcovitch et al. are probably due to differences in pseudopotentials. 
In addition to the displacements of ions within the cell, the orthorhombic unit cell 
has a density 8% higher than the cubic phase, although the oxygen octahedra are larger 
by about 9% in volume. There is therefore some coupling between the displacements of 
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the ions and the strain of the unit cell. The angle between Si-OI and Si-Oii bonds is 2° 
from perpendicular, so there is also a small degree of distortion of the Si0 6 octahedra. 
To examine this coupling between distortion and strain, the ionic positions were 
relaxed within the equilibrium cell of twenty atoms of the cubic structure, i.e. using 
a = b = /ao , c = 2a0 . Under these constraints, the octahedral rotation was about 5% 
less than that of the full orthorhombic cell found above. However, the octahedra were 
18% larger than in the cubic phase, with approximately 1 0 angular distortion. This 
will be discussed further in Chapter 6. 
5.5.2 Phonons of orthorhombic phase 
The orthorhombic symmetry required that displacements were made along x, y and z 
to construct the entire dynamical matrix. The forces remaining on the orthorhombic 
structure after relaxation were less than 0.001 eV/A, and so they were subtracted 
from the forces from simulations with ionic displacements, assuming that the harmonic 
approximation applies to sufficient accuracy (Chapter 4). To minimise anharmonic 
effects, the resulting force constants were averaged over pairs between the same atoms, 
which must be equal by the Hermitian symmetry of the dynamical matrix; this process 
changed the phonon frequencies by a maximum of 2% for the optic phonons. 
As expected, there were no unstable modes. Only the F phonons of the orthorhom-
bic Brillouin Zone can be found, since only one unit cell is simulated. The zone-centre 
corresponds to the F, X, M and R points of the cubic phase, due to the quadrupling 
of the unit cell. Like those of the tetragonal phase, these phonons may thus also be 
matched with their closest cubic modes and plotted in Figure 5.3 against the appro-
priate part of the cubic Brillouin Zone. 
The phonon with the highest frequency at each point of the Brillouin Zone is the 
same in cubic, tetragonal and orthorhombic phases (an octahedral breathing mode at 
R), but has a frequency of 25.9 THz in the orthorhombic phase, compared to 29.6 THz 
in the cubic phase. At lower frequencies the orthorhombic eigenvectors are often linear 




A g modes 
Raman expts [85] 
21.9 GPa 	0 CPa 
25.5 28.5a 27.0 
20.0 22 .4' 20.7 
18.8 18.3 16.1 
15.2 17.3 15.0 
11.4 12.7 11.4 
10.0 11.6 11.1 1 
8.6 9.45 8.49 
9.00 8.34 
extrapolated from higher pressures 
using average pressure shift of other 
modes, and experimentally uncertain 
Table 5.4. Calculated frequencies (in THz) of A 9 modes of orthorhombic phase, which 
are expected to give strong Raman signals, and experimentally observed Raman modes. 
Five of the seven A 9 modes show frequencies close to observed modes. 
combinations of several cubic phonons. The phonons which were unstable in the cubic 
phase are now all stable, and mostly have low frequency. The octahedral rotation 
modes described in the cubic and tetragonal phases were still clearly identifiable. The 
eigenvectors were used to determine the symmetry of the phonons (g or u): the 24 
symmetric modes were found, which are the Raman modes, and within this group 
seven A. modes can be identified. These are likely to include the strongest Raman 
signals, and are compared with experimental values in Table 5.4. There is generally 
a good agreement, although only five of the A g phonons have frequencies close to the 
observed Raman modes: previous detailed analysis of calculated eigenvectors [85] also 
assigned only five A 9 modes to Raman signals. 
Any remaining effects of anharmonicity were further reduced by recalculating some 
force constants using half the original displacement. This only had a small effect on the 
calculated phonons and eigenvectors: the maximum change in frequency was 0.5 THz 
when force constants from Mg and Oi z displacements were recalculated in this way. 
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5.6 Roles of individual phonons 
In Section 5.4.2, the tetragonal Lj/rncm phase was described as formed by freezing two 
phonons into the cubic phase. It was also shown that the M2 and R2 5 phonons which 
are unstable in the cubic phase become stable after gaining some non-zero permanent 
amplitude. The roles of individual phonons in transitions between the three phases, and 
the energy surfaces defined by treating their amplitudes as variables are investigated 
here. 
5.6.1 Cubic phonon modes contributing to orthorhombic structure 
The tetragonal phases described in Section 5.4 were formed by freezing a permanent 
amplitude of one or two phonons into the cubic phase. Likewise, the positions of the 
ions in the stable orthorhombic phase may also be described in terms of a combination 
of phonons from the cubic phase; if the correct set of phonon wavevectors is chosen, this 
corresponds merely to a change of variables. Pure phonon modes involve only displace-
ments at constant volume, so only the fractional atomic positions in the orthorhombic 
cell are used (i.e. as if it had the same cell parameters as the cubic cell) and a small 
change in cell parameters is in principle allowed once these positions are fixed. The 
mass-reduced displacement from the cubic configuration, d,ç , is found for each atom K 
in the stable orthorhombic structure: 
d = /[R,(orth) - R,(cubic)] 	 (5.1) 
Phonon coefficients c3 may then be defined such that 
d, = 	CjP 
	
(5.2) 
where p are the mass-reduced eigenvectors of the cubic crystal. It is straightforward to 
find the coefficients c3 since the eigenvectors p are orthonormal, and for the equilibrium 










R (59-60) 11.8i 6.48 5.98 octahedral rotation about xy 
M (57) 11.1i 4.35 2.38 octahedral rotation about z 
X (50+51) 4.73i 3.24 0.240 mostly Mg displacement 
R (47-48) 3.48i 0.841 0.0042 mostly Mg displacement 
X (30+31) 10.5 0.780 stable Mg and Oi displacement 
M (13) 19.6 0.210 stable octahedral squash 
Table 5.5. Calculation of the coefficients of cubic phonons frozen into the orthorhom-
bic distorted phase. Phonons are labelled by the point of the cubic Brillouin Zone at 
which they occur, and their rank out of all sixty phonons. The depth E0 of the minima 
of the well has been calculated for unstable phonons, using c0 and the frequency, assum-
ing no coupling. Where two ranks are indicated, phonons form degenerate pairs but 
the amplitude and energy are for the active combination. Stable phonons correspond 
to a well with only one minimum, at the origin, so E0 is zero. 
orthorhombic cell they are denoted c0. 
This is not a perfect description of the structure, since the harmonic eigenvectors 
p-1 do not always describe the mode at large displacement. However, the F, X, M and 
R cubic phonon eigenvectors do span the complete set of all possible strain-conserving 
distortions in the twenty atom cell. All distortions not involving strain, that is, those 
that involve ionic displacements only, can be expressed by using the cubic phonons at 
these points of the Brillouin Zone as a basis set. 
The results of this analysis are shown in Table 5.5. Four of the fifteen unstable 
modes and two of the 42 stable phonons of the cubic phase have significant non-zero 
coefficients. Phonons consisting predominantly of magnesium displacement are present 
much more weakly than those involving octahedral rotations, and were shown in Sec-
tion 5.4.2 to be strongly coupled to the rotational modes. Hence we concentrate on the 
two octahedral rotation phonons in discussing the orthorhombic phase. The coefficients 
were also calculated for the distorted structure in the cubic cell, where they were all 
found to be smaller. 
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The tetragonal phase proposed in Section 5.4.2 may only contain non-zero ampli-
tudes of phonons at F and R of the cubic phase. The two phonons in Table 5.5 at R are 
exactly those contributing to this tetragonal phase. The other four modes (at X and 
M) can therefore be assumed to freeze in from the tetragonal intermediate to form the 
orthorhombic phase, providing a natural pathway for a cubic-tetragonal-orthorhombic 
series of transitions; the rotational M2 mode, which is one of these four, was found to 
still be unstable in the tetragonal phase. 
5.6.2 Energy surfaces of rotational modes 
The energy surface defined by taking these dominant modes as variables is now exam-
ined, to gain insights into the ways in which they interact to form the orthorhombic 
phase. The simplest model for a single unstable mode which becomes stable after freez-
ing in to a certain amplitude is a potential of a double well form. The energy in this 
model takes the form 
E(c) = - cc2 +'3C4 	 (5.3) 
where c and 3 are positive constants and c is the amplitude of one phonon mode. 
E(c) has a central maximum and a minimum on either side, as shown in Figure 5.6. 
When applied to, for example, the M2 unstable mode in cubic perovskite, the cubic 
phase corresponds to the maximum at c = 0, but there are minima at c' = 
which correspond to the metastable distorted phase described in Section 5.4.1. In the 
absence of phonon-phonon or phonon-strain coupling, the phonon coefficients c0 in the 
orthorhombic phase (Table 5.5) would correspond to these minima, and the depths of 
the associated wells E0 are estimated using this assumption. In the case of degenerate 
pairs, the combination found to actually contribute to the orthorhombic phase is used 
as a single mode for simplicity. 
However, if two or more such phonons are present in a system, with amplitudes c 1 
and c2 , there will in general be a coupling between them. In the simplest case this may 
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Figure 5.6. Double well model of energy as a function of phonon displacement as 
described by E(c) = —ac 2 +/3c4 . The cubic phase corresponds to the central maximum 
and the stable orthorhombic phase corresponds to one of the minima. 
be represented by a quadratic coupling h: 
E(ci ,c2) = 	Ei ( ci ) 	+ 	E2 (C2) 	+ Eh(cl,c2) 
= —a 1 c + i3icl - o2c + /32c + hcc (5.4) 
The minima of this system are not at (Cl  c) as defined above for the individual wells 
of (5.3), but depend on the coupling h. If the anharmonicities of the two modes are 
similar, i.e. 01 2, and we take -Yh = h//4/31 32 , the minimum along c 1 occurs at 
/2 	/2 
2 	C1 - 7hC2 
1—y 	 (5.5) 
SO -Yh is identified as a dimensionless number indicating the strength of the coupling. 
For example, a negative h results in minima which are deeper and further from the 
origin than those of the one-phonon wells. At the origin (i.e. around the point of zero 
distortion) the frequencies of the normal modes are independent of any coupling, but 
at the saddle points corresponding to the equilibrium amplitude c' of one mode, the 
instability of the other mode is increased by negative coupling or decreased by positive 
coupling. 
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The coefficients c0 obtained from the orthorhombic structure, using Equation (5.2), 
are those of the global minimum for all phonon modes, rather than the individual min-
ima of the isolated wells. In general all the modes may be coupled at finite amplitudes. 
However, only those contributing to the orthorhombic phase with non-zero amplitude, 
as found in Section 5.6.1, need to be considered. In particular, the two octahedral 
rotation modes M2 and R2 5 were studied. 
To investigate phonon coupling in MgSiO 3 , a single phonon may be frozen into the 
cubic phase; the ab initio energies and forces can then parametrise the model described 
in (5.3) to give equilibrium amplitude c'. The amplitude c0 of each cubic phonon found 
in the orthorhombic structure can then be compared with the local c' for that mode in 
isolation. 
The eigenvectors of the M2 octahedral rotation remain unchanged as the amplitude 
increases. However, in the general case there may be coupling to other modes when 
the phonon amplitude is beyond the harmonic limit: for example, it was found in 
Section 5.4.2 that at finite amplitudes the R25 mode is coupled to a mode involving Mg 
motion along the x axis. Since we are principally concerned with the coupling between 
the two rotational modes, this Mg motion was included when finding the c' for the R25 
mode. 
Table 5.6 shows the results of this process for the M2 and R2 5 phonons. The M2 
rotation was also combined with a change of the size and shape of the unit cell, such 
that the the octahedra remained undistorted. This simulates a rigid unit mode rather 
than a phonon, as will be discussed in Chapter 6. 
We find that in the case of the M2 rotation, the orthorhombic structure has a 
smaller rotation angle than that of the isolated phonon in equilibrium. The equilibrium 
amplitude of the isolated R 25 rotation was harder to identify, since coupling with the Mg 
displacement mode was included, but was also smaller in the orthorhombic structure 
than in the isolated phonon. The coupling h between these modes, defined in (5.4), is 
therefore positive. 
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phonon c' 	 co (orth) co (cubic) 
M2 5.45 ± 0.02 	4.35 4.14 
M2 + strain 5.1 ± 0.3 4.35 4.14 
R2 5 6.6 ± 0.4 	6.48 6.18 
Table 5.6. Normal mode coordinates of cubic rotational phonons in the fully relaxed 
orthorhombic phase, co (orth), ionic relaxation in a cubic cell, c o (cubic), and of the 
equilibrium structure when the phonon is frozen in alone, c'. In both orthorhombic 
cases, the structure is not as distorted as the minima of the isolated phonons. Only 
the magnitudes of the coordinates are given. 
Each of the octahedral rotation modes, when frozen in, thus stabilises the other. 
In both cases, this effect is even stronger when the unit cell is not relaxed, so this is 
a true phonon-phonon interaction rather than an interaction via the strain. This is 
in agreement with similar investigations using modified electron gas theory [88] but 
differs from the negative h value found in [86], in which it is not clear whether coupling 
with Mg distortion modes was considered. It is also consistent with the reduction 
in the instability of the M2 mode when the R 25 mode is frozen in, as described in 
Section 5.4.2. 
We used the values of WR/WM, c'(M), co (R), and co (M) to parametrise the model 
in (5.4), to give 0 0.01683, c2 = 1.13, /32 = 0.01150 and h = 0.0085 when ai is 
normalised to unity. The resulting well is shown in Figure 5.7, with annotations showing 
the points representing each of the three phases. The coupling strength 0.09; 
the differences between the equilibrium amplitudes of isolated and coupled phonons 
are relatively small. When the c0 values from relaxation in a cubic cell were used, the 
coupling increased to 0.15, reflecting the finding that the normal mode coefficients 
were found to be even more reduced from their isolated values. 










Figure 5.7. 	Coupled two mode system of (5.4) parametrised for the rota- 
tional modes from ab iriitio calculations. The points of the energy surface cor-
responding to the three perovskite phases are marked. The solid curve denotes 
a cubic-+tetragonal—orthorhombic transition; the dotted curve represents motion 
at some temperature where the tetragonal phase could be observed. However, a 
cubic—*orthorhombic transition could also occur directly via a route which would have 
the steepest gradient. 
5.7 Pseudopotentials for magnesium and oxygen 
Many of the very early applications of density functional theory and pseudopotentials 
concentrated on the properties of silicon, partly because of the tremendous theoretical 
effort which was aimed at understanding semiconductors. Both the 38 and 3p valence 
states of silicon are screened from the nucleus by the n = 2 shell, allowing a weak 
pseudopotential to be constructed. Modern silicon pseudopotentials typically require 
a basis set cutoff of only 150 eV. However, the problem of producing reliable pseu-
dopotentials for magnesium and oxygen is somewhat harder: in this section some of 
the problems involved are demonstrated and attempts to overcome them are discussed. 
Fuller specifications of pseudopotentials are given in Appendix A. 
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5.7.1 Oxygen pseudopotentials 
The 2p valence electrons of the oxygen atom are not screened from the nucleus by any 
core electrons with 1 = 1 angular momentum. The potential felt by the 2p electrons is 
thus very deep, and hence a fully transferable pseudopotential is likely to require a large 
basis set. An early potential [36] which was used in the work described in the first part 
of this Chapter, here labelled #1, attempted to overcome this problem by optimising 
the pseudopotential for the 02  ion, effectively sacrificing some transferability in order 
to decrease the cutoff energy required to around 500 eV. A cutoff of 650 eV was however 
found to be required to ensure full convergence in MgSiO a . 
Although the bonding in MgSiO 3 is largely ionic, there is a finite amount of elec-
tronic charge distribution between the oxygens in MgSiO 3 , forming the octahedral 
'cage', as shown in Figure 5.5. This suggests that a pseudopotential optimised for the 
oxygen ion may not be entirely appropriate, and may explain why the equilibrium or-
thorhombic phase found above is considerably denser than observed experimentally or 
predicted with other pseudopotentials. More recently, an alternative pseudopotential 
(#2 ) has been developed using the Q tuning method (Section 2.3) by Lee et al., which, 
although it requires a cutoff energy of 700 eV, uses the atomic reference states for some 
components, is less specialised and therefore probably more transferable. 
5.7.2 Magnesium pseudopotentials 
The Group II elements have valence electronic configurations containing only s states, 
so to generate non-local pseudopotentials for angular momentum components other 
than 1 = 0 requires the use of excited states. The standard reference configurations 
of BHS [38] prescribe a configuration of 3s° 5 3p° 253d° 25 (ionisation, here to Mg+,  is 
always necessary to ensure a bound excited state). However, this state is of high energy, 
and so is likely to be considerably different from typical solid-state configurations. 
The transferability of Kleinman-Bylander pseudopotentials may then be compromised 
(Section 2.3). 
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Recently it has been suggested that for some applications it may be better to use 
a fully local pseudopotential for magnesium [30], i.e. to assume that the potentials 
acting on any p or d components of the solid-state charge density are closer to that on 
the atomic valence s components, than to those acting on p or d components in the 
excited ionised atom. However, this approach was not found to produce satisfactory 
pseudopotentials for larger cations, such as calcium or barium: in this case it was found 
necessary to bring an extra shell of electrons from the core into the valence states: this 
is discussed for the case of Ba in Section 6.5. 
The Mg pseudopotential used in the work described so far (#1)  takes the Kleinman-
Bylander non-local form, and was generated using the conventional BHS excited states 
[36]. However, a fully local potential (#3)  has been found to give more satisfactory 
results [30] (when compared to, for example, all-electron calculations) and is evaluated 
below. 
5.7.3 Effects on calculations of MgSiO 3 and MgO 
Pseudopotentials are commonly evaluated via comparison of the logarithmic derivative 
(see Section 2.3) and solid-state tests of only one compound. However, the transfer-
ability is not completely established in this way. The equilibrium lattice parameters 
of cubic MgSiO3 perovskite and MgO, and the stability of a displacement of the mag-
nesium ions in MgSiO3 , were calculated using a number of different potentials. It 
should be noted that the stability of the normal mode dominated by Mg motion will 
not be quite the same as that of an isolated distortion. In addition to those potentials 
described above, a Mg pseudopotential with d local instead of s (#2), and a pseudopo-
tential for oxygen with s, p and d non-local (#3)  using a different Q tuning strategy 
[30] were also assessed. The results are shown in Figure 5.8. 
The variation in equilibrium volume is significant. It may be seen that the choice of 
magnesium pseudopotential has the greatest effect on the volume of MgO, whilst the 
choice of that for oxygen affects mainly the volume of MgSiO 3 . This effect alone shows 
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Figure 5.8. Variation in equilibrium volume of MgSiO 3 and MgO with choice of 
pseudopotential, and the stability of a Mg displacement in MgSiO 3 . All simulations 
used a cutoff energy of 800 eV and a single k-point in the reduced Brillouin Zone. 
The reference volume for MgSiO 3 was taken as 43.8 A, by assuming that the original 
calculations underestimate the volume in the cubic and orthorhombic phases by the 
same amount. 
that testing these potentials on only one of these compounds is not sufficient to demon-
strate reliability, even though they are both quite ionic. It may also be noted that some 
combinations of potentials overestimate the lattice parameter of MgO, in contrast to 
the usual expectation that LDA calculations underestimate the volume. Some expla-
nation of the different effects on these structures may be gained from approximating 
the ions as hard spheres and identifying which directly determine the volume. 
In MgSiO3 , the Mg ions occupy large 12-fold coordinated interstices in the structure, 
which are larger than required by the ionic radius of Mg. The Si06 cages thus determine 
the size of the structure, with the result that the oxygen pseudopotential has a strong 
effect on the equilibrium volume. The Mg potential has less effect on determining 
the volume, if the magnesium ion has a small radius. However, by using the fully 
local potential the Mg displacement is stabilised, and the volume is also increased, 
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suggesting that this potential gives a larger ionic radius. In this pseudopotential, the 
same potential is assigned to the p and d electrons as is used for the s electrons. Any 
p and d components thus effectively feel repulsion from is electrons, so would have 
higher energy than expected. The wavefunctions in the solid state are thus likely to be 
even more s-like, and may be enlarged since they are not constricted by p or d orbitals. 
In contrast, both species are six-fold coordinated in MgO, and the Shannon ionic 
radii [105] suggest that the magnesium ions cannot fit into interstices between face-
centred oxygen ions. The lattice parameter is thus determined by the sum of both 
radii, rather than being dominated by the oxygens as in MgSiO 3 . However, as can 
be seen in Figure 5.8, the choice of magnesium pseudopotential produces the widest 
spread of equilibrium volumes. This again suggests that the effective ionic radii differ 
significantly over the three potentials used here. 
The combination of the fully local magnesium potential (#3)  and the p, d local 
oxygen potential (#2)  can be seen to give the closest results to those obtained from 
all-electron (LAPW) calculations [86, 106]. LAPW results are expected to be affected 
only by the LDA, consistent with the slight underestimate of the lattice parameters 
found here. However, the original oxygen potential with d local (#1)  gives similar 
results with this Mg potential. The equilibrium structure of orthorhombic MgSiO 3 was 
therefore recalculated using these potentials (by Karki et al.) [107]), and found to be 
only 0.2% smaller in volume than experiment. In the remainder of this work, these 
pseudopotentials were used. Since using the original oxygen potential has little effect 
on the volume, we expect the properties of MgSiO3 which are dominated by the Si0 6 
octahedra to be mainly unaffected. 
The effect on the cubic phase is similar: the equilibrium lattice parameter using 
these pseudopotentials was found to be 3.49 A, compared to 3.45 A with the original 
set. The two highest phonon frequencies at 1' were found to change by less than 5%, 
and that of the F 25 mode by 15% (1 THz). However, the greatest effect was found on 
the mode dominated by Mg displacement (2.6i THz compared to 6.00, as expected. 
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The M2 and R25 rotational phonons were also recalculated in the cubic phase, and 
found to be slightly less unstable (frequency change was less than 10%), following the 
trend of stability increasing with volume (Section 5.3.2). The energy difference between 
the tetragonal and orthorhombic phases was also found to decrease, consistent with the 
general decreased instability of the structure. 
It is clear that testing pseudopotentials on one structure alone is not necessarily 
sufficient to demonstrate reliability. However, exhaustive testing on a number of differ-
ent compounds whose structures are known experimentally is contrary to the aims of 
truly ab initio techniques. Traditionally, matching the logarithmic derivative with that 
of the isolated atom should ensure that scattering properties are reproduced, but this 
still only demonstrates that a pseudopotential is reasonably accurate over a limited 
range of energies. Alternative, more reliable methods of evaluating the performance 
and reliability of pseudopotentials without extensive solid-state testing are yet to be 
identified. 
5.8 Molecular dynamics simulations 
The investigations described in this Chapter have deduced the probable mechanism of 
any transitions between cubic, tetragonal and orthorhombic phases. However, since 
they simulate the zero temperature state, they do not predict at what temperature any 
transitions take place, and if the tetragonal phase does in fact form a distinct interme-
diate phase over any temperature range. In order to find the transition temperature, 
molecular dynamics simulations at finite temperature are required. 
Traditionally, molecular dynamics simulations have used an empirical potential to 
calculate the forces between atoms in any given configuration. However, in 1985 the 
Hellmann-Feynman forces obtained from plane-wave pseudopotential calculations were 
first used instead [49], and ab initio MD has become an established technique [20]. Such 
simulations are particularly useful when the type of bonding involved is not precisely 
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known or when bonds are being broken and re-formed, because empirical potentials 
cannot adequately describe such situations. The large computational requirements of 
such simulations still mean that only modest numbers of atoms may be considered, 
rather than the 0(106)  which may be simulated using empirical potentials, but with 
increasing computational power such first-principles simulations are becoming more 
routine. 
In order to follow the dynamics of the MgSiO 3 perovskite system at finite temper-
atures, the same supercell configuration as before was used, containing four formula 
units. Four k-points in the reduced Brillouin Zone were used, with a cutoff of 700 eV for 
the plane-wave basis set, and pseudopotentials as determined in Section 5.7 and used 
by Karki et al. [18, 107]. As previously explained, this cell has the correct geometry to 
contain the orthorhombic, tetragonal and cubic phases which have been described; it 
should thus be possible to detect any transitions between these phases. 
The ions were initially assigned their positions in the tetragonal phase, with the cell 
vectors (a=b=vao,c = 2a0) of the cubic phase. In the phonon calculations described 
above, no normal modes were found with frequencies above 30 THz, i.e. with period 
less than 33 fs. A timestep of 1.0 fs was thus used, so that even the highest frequency 
modes should be accurately represented. All ions were initially given a random velocity 
according to a prescribed temperature, and the equations of motion integrated forwards 
in time with a Verlet algorithm. The lattice vectors were not changed in response to 
the stress during the simulations as this would have required much larger amounts of 
computer time. 
After an initial period of equilibration, the temperature may be measured from 
the time-averaged kinetic energy. If the atoms start from their equilibrium positions, 
equipartition would be expected' (i.e. actual temperature is half of that prescribed), 
but any phase transitions during the simulation may release additional energy. It is 
' It may be noted that if the centre of mass is constrained to be at rest, the number of degrees of 
freedom is only 3N - 3 rather than 3N, affecting the application of the theory of equipartition. 
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expected that the tetragonal-cubic phase transition would require a temperature above 
the melting point (TM is about 1800 K at 0 GPa), so instead we are interested in the 
orthorhombic-tetragonal phase transition, with some transition temperature T. 
The CETEP code was used on the T3D parallel supercomputer at the Edinburgh 
Parallel Computing Centre. These simulations require extremely large amounts of CPU 
time, so it was not possible to perform as many iterations as might be desired at each 
temperature to produce highly accurate statistics. However, the results presented here 
should be sufficient to identify the progress of the transition and bound the transition 
temperature. 
5.8.1 Following transitions using normal modes 
As described previously in this Chapter, each metastable phase can be described in 
terms of freezing in ionic displacements, following the eigenvectors of selected phonons 
of the cubic phase. All modes are referred to by their location in the cubic Brillouin 
Zone and rank according to frequency (from §1 to §60). According to this scheme, 
one combination of each of the degenerate pairs §47/48 (Mg displacement) and §59/60 
(R2 5 Si06 rotation) form the tetragonal phase. To then form the orthorhombic phase 
requires contributions from §13, §57 (M2 rotation) and one combination each of §30/31 
and §50/51, all at X or M in the cubic phase. The contributions and nature of these 
six phonons were summarised in Table 5.5. 
The state of the system during molecular dynamics simulations is therefore de-
scribed in terms of the average coefficients {(cj(t)) j } of the cubic normal modes rather 
than the positions of the ions {Ri,, c (t)}. This is done in a similar way to that described 
in Section 5.6, by projecting the displacement from the cubic phase onto each cubic 
phonon eigenvector in turn. A total distortion 1d1 2 was also calculated, using (5.2), 
d(t)j 2 = 	c(t) = E m,[Ri ,,( t) - Ri,,c (cubic)] 2 	 (5.6) 
j 1,,c 
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Figure 5.9. Coefficients (in a.m.u.A) of the three translational phonons during a MD 
run before (dashed line) and after (solid line) correction for the drift of the centre of 
mass is applied. 
which when time-averaged indicates the average deviation from the cubic phase. The 
term 'coefficient' is used in preference to 'amplitude' to emphasize that it is the time-
averaged displacement which is important, rather than the amplitude of oscillations 
about it. 
If all cubic normal modes were also normal modes of the tetragonal and orthorhom-
bic phases, perfectly harmonic oscillation would be observed. However, as described 
already, some mixing between modes occurs, as well as degeneracy breaking; the coef-
ficients c3 (t) of cubic phonons will vary non-sin usoidally for any modes which deviate 
significantly from normal modes of the orthorhombic phase. However, most modes 
are close enough to lead to useful analysis, and so the cubic phonons are retained as 
reference modes for consistency with other sections of this work. The mode coefficients 
are thus taken as order parameters for modes expected to participate in the transition. 
The random initial velocities assigned to the ions are chosen such that the centre of 
mass is stationary, but a small amount of motion does develop due to the use of a finite 
timestep, which causes imperfect integration of the equations of motion. Such drifting 
may be expressed as a non-zero coefficient of the three translational phonon modes §43, 
§44 and §45. A correction was thus made by subtracting the displacement of the centre 
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Figure 5.10. Phonon coefficients c3 (t) and partial density of states (Fourier transform) 
ë(v) for two modes which give the clearest single frequencies in a MD simulation 
around 850 K. Both modes involve Mg displacement along the z axis. The plotted 
points demonstrate the maximum resolution available from a 1 ps simulation. 
appears to only slightly decrease the amplitude of oscillation but recovers zero time-
averaged coefficients (Figure 5.9). The oscillations observed in the translational modes 
must therefore be due to noise and breaking of orthogonality in the eigenvectors, so 
using a smaller timestep would not produce significantly improvement. However, these 
oscillations are much smaller than the (cj (t)) t of the phonons we wish to follow, and 
the effect of this procedure on the non-translational modes is negligible. 
In principle, the Fourier transform of each coefficient c3 (t) will generate a partial 
density of states (DOS) (v), which for a perfectly harmonic mode would show a 
single frequency. However, a MD simulation of time r will give a frequency resolution 
Of 1/7, typically 1 THz in these simulations. Furthermore, few of the phonons are 
perfectly harmonic, and the changes in the structure during the simulation introduce 
other Fourier components and will change the frequencies of some modes. The longest 
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simulation was done at a temperature of around 850 K, and the two phonons found 
to give the clearest partial DOS are shown in Figure 5.10 by way of example. These 
modes are thus the least affected by the transition to the orthorhombic phase which 
takes place during the simulation (described in Section 5.8.3). Both modes involve 
Mg displacements along z, so would be expected to be only weakly coupled to those 
involved in the transition which are in the xy plane. The change in frequency for these 
modes between the tetragonal and orthorhombic phases is less than 0.3 THz. Longer 
simulations would, however, be required for useful results from such a process. 
5.8.2 Low temperature 
At temperatures below T, the orthorhombic phase is expected to be stable; this re-
quires the freezing in of the four modes listed above, which account for the additional 
structural parameters of the orthorhombic phase. 
An initial temperature of 800 K was assigned, but although the system first ap-
peared to equilibrate around 430±5 K (as might be expected by equipartition), after 
300 fs the temperature increased to 550±5 K. This was accompanied by a distinct and 
significant increase in the total distortion fldj') t from 40.82±0.09 to 52.0+0.5 a.m.u.A2 , 
as shown in Figure 5.11. 
The coefficients of selected phonons during this simulation are shown in Figure 5.12. 
The R modes which form the tetragonal phase, §59/60 and §47/48, have significant 
coefficients throughout as would be expected. It can be seen that during the first half 
of the simulation, the third R 25 rotational phonon §58 (which is still unstable in the 
tetragonal phase) acquires a large coefficient, whilst the M2 mode §57 is present only 
weakly. However, after 300 fs the M2 mode acquires a large average coefficient, and 
oscillates around that value without crossing c(t) = 0, whilst mode §58 returns to small 
oscillations about zero. Accompanying this change are increases in the coefficients of 
§13, §30/31 and §50/51, i.e. those known to be present in the orthorhombic phase. 
The system is thus identified as orthorhombic in this part of the simulation, and this 
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Figure 5.11. Total distortion from cubic Id(t)1 2 (upper graph) and temperature as 
found from kinetic energy (lower) during a simulation at low temperature. 
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Figure 5.12. Phonon coefficients (in a.m.u. A2 ) for all modes with significant (c(t)) t 
during the low-temperature MD simulation. The modes in (d) primarily involve rota-
tions of the Si0 6 octahedra. 
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is expected to be the equilibrium phase. The transition into the orthorhombic phase 
releases energy, explaining the increase in temperature, and is also responsible for the 
increase in total distortion. 
The M2 phonon §57 as shown here has a frequency of approximately 6.9 THz. This 
is about half of the frequency calculated in the orthorhombic phase; the difference 
may be ascribed to anharmonicity and coupling, since the oscillations are by no means 
small. Although different pseudopotentials were also used in the initial calculations, 
the frequencies of the rotational phonons in the cubic phases were not found to change 
by more than a few percent. 
5.8.3 Intermediate temperatures 
Figure 5.13 shows the total distortion and temperature for a simulation at an interme-
diate temperature; the system appeared to equilibrate around 850 K after about 300 fs. 
The dominant phonons are shown in Figure 5.14. It can be seen that the M2 mode 
§57 freezes in but almost immediately changes sign, as does §50/51 and to a less dra-
matic extent, §30/31 and §13. The coupling between these four modes is evident from 
the simultaneous switching of sign. This jump from one of the orthorhombic phases 
to an equivalent demonstrates the increasing thermal energy invested in these modes. 
In contrast, the modes at R which constitute the tetragonal phase, §47/48, §58 and 
§59/60, are mostly unaffected by these changes. 
At a higher temperature, the third R 25 phonon was observed to play more than a 
momentary role in the dynamics. This simulation equilibrated at 1440 K (Figure 5.15). 
The total distortion was larger than in any of the previous simulations (around 57 
compared to typically 52 a.m.u.A), but the phonon coefficients show that the structure 
should still be considered to be orthorhombic. As the temperature increases towards 
T, the orthorhombic distortions, and thus also d(t)12, would be assumed to slowly 
decrease, but the increased amplitude of oscillations at a high temperature may be 
responsible for the larger time-averaged total distortion. 
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Figure 5.13. Total distortion from cubic (upper) and temperature as calculated from 
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Figure 5.14. Phonon coefficients (in a.m.u.A 2 ) for all modes with significant average 
amplitude during the intermediate MD simulation. The modes in (d) primarily involve 
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Figure 5.15. Total distortion from cubic (upper) and temperature as calculated from 
kinetic energy (lower) during the higher intermediate MD simulation. 
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Figure 5.16. Phonon coefficients (in a.m.u. A2 ) for all significant modes during the 
higher intermediate MD simulation. The modes in (d) primarily involve rotations of 
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The phonons which form the orthorhombic phase from the cubic (all except §59/60 
and §47/48) were actually observed to have coefficients of opposite sign to previous 
simulations, but since the eigenvectors have arbitrary sign, the sign of the coefficients 
may be changed freely. This has been done before plotting Figure 5.16. As in the 
other simulations, the equilibrium system contains significant amplitude of §57 and 
other expected phonons. It can be seen that the third R 25 phonon (58) undergoes 
two complete periods of oscillation before reverting to an average coefficient of zero, 
but thereafter still has a large amplitude of oscillation. However, the structure must 
be close to the orthorhombic phase for this phonon to be stable as observed. 
5.8.4 High temperature 
At 1750 K, a significant contribution from §57 and related modes is seen (Figures 5.17 
and 5.18), indicating that the system is still orthorhombic. The transition temperature 
must thus be still higher than 1750 K, and thus above the melting temperature at zero 
pressure. 
However, the metastable tetragonal phase is observed for the first 650 Ps of the 
simulation, and includes significant contributions from mode §58. Since modes §58,59 
and §60 are triply degenerate in the cubic phase, and §58 is almost as unstable as 
§57 in the tetragonal, this is understandable. It can be seen that the coefficient of 
§58 increases at the expense of §59/60, so only two of these modes constitute the 
tetragonal phase. The structure formed by freezing in all three of these modes also has 
lower symmetry than the tetragonal, so would be considered as an alternative to the 
orthorhombic phase, rather than as a possible intermediate towards the cubic. 
5.8.5 Implications for T 
It appears that at zero pressure an orthorhombic—tetragonal transition would require a 
higher temperature than the melting temperature. If coupling to the strain is allowed, 
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Figure 5.17. Total distortion from cubic (upper) and temperature as calculated from 
kinetic energy (lower) during the MD simulation at high temperature. 
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Figure 5.18. Phonon coefficients (in a.m.u. A2 ) for all significant modes during the 
high temperature simulation. The modes in (d) primarily involve rotations of the Si0 6 
octahedra. 
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higher pressures, such as those found in the mantle, the denser orthorhombic phase 
would be increasingly favoured, although the melting temperature also increases. These 
MD studies thus suggest that the transition does not occur in the mantle. 
However, these simulations are not only limited by neglecting coupling to the strain, 
but also by the simulation of only twenty atoms. Phase transitions usually involve 
long-range fluctuations, which are explicitly excluded by periodic boundary conditions. 
Furthermore, the finite duration of these simulations, necessary because of the extreme 
levels of computational resources required, means that the long-term behaviour may 
not be adequately represented. More extensive simulations would therefore improve 
the reliability of these predictions. 
5.9 Conclusions 
The structures and important sets of phonons of cubic, tetragonal and orthorhombic 
phases of MgSiO 3 have been found from first principles. The unstable phonons of the 
cubic structure are distributed throughout the Brillouin Zone, but all become stable 
after the transition to the orthorhombic structure. 
By freezing in the most unstable phonon of the cubic phase, and another strongly 
coupled to it, a tetragonal intermediate may be formed, which displays some of the 
structural features of the orthorhombic phase. The eigenvectors of the most unstable 
phonon of this phase, and those coupled to it, contain the remaining distortions neces-
sary to reach the orthorhombic phase. Rotations of octahedra play the largest part in 
the transition, and are the most unstable. 
A two stage transition pathway between the cubic and orthorhombic phases may be 
expressed in terms of only six phonons, and small changes in the unit cell. Molecular 
dynamics simulations of one of these stages are therefore analysed in terms of these 
phonons, with the result that a transformation from a metastable tetragonal phase 
to the orthorhombic is clearly identifiable. However, this was always observed for 
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temperatures up to 1750 K, which is close to the melting temperature. These results 
suggest that the transition temperature for the tetragonal—orthorhombic transition is 
thus likely to be too high for the tetragonal phase to occur in the mantle. Further 
study would be necessary on larger systems for longer times to confirm this prediction. 
Chapter 6 
Rigid Unit Modes 
There are, as I have said, some minds which can go on contemplating 
with satisfaction pure quantities presented to the eye by symbols, and to the 
mind in a form which none but mathematicians can conceive. 
There are others who feel more enjoyment in following geometrical forms, 
which they draw on paper, or build up in the empty space before them. 
James Clerk Maxwell, Scientific Papers 1890/1891 
6.1 Introduction 
Many minerals contain four- or six-fold coordinated sites, which are often drawn, for the 
sake of simplicity, as tetrahedral or octahedral 'coordination polyhedra' respectively. 
The description of certain structures, for example quartz and perovskites, in terms of 
coordination polyhedra has been widespread for over thirty years [90]. The advantages 
of picturing structures in this way is obvious: in many cases it makes the essential 
features much clearer and greatly reduces the number of degrees of freedom which need 
to be considered. When a number of minerals have similar structures (as is the case 
with the perovskite structure), reducing the number of parameters needed to describe 
each structure may draw attention to trends which affect a number of compounds. 
However, it may be that these constructions play a more than a merely pictorial role 
in describing the dynamics and phase transitions of such systems. The concept of rigid 
130 
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units having implications for the dynamics of such systems, rather than acting merely 
as convenient ways to describe complex structures, is somewhat more recent [108]. The 
rigid unit mode approximation assumes that such polyhedra behave as if it were not 
possible to distort them. In this methodology, coordination polyhedra are treated as 
perfectly rigid, and may not be distorted; the consequences of this approximation are 
then deduced. In particular, by finding any vibrational modes which are allowed under 
this constraint it is hoped to determine related structures, between which there may of 
course be phase transitions. 
Rigid unit mode (RUM) analysis was first performed for the 3 phase of quartz 
[108, 109] and explained the phase transition between a and 0 phases by a zone-centre 
RUM, and an observed incommensurate phase transition by RUMs along a whole line in 
reciprocal space. Recently a computational algorithm has been developed [99] to detect 
possible rigid units modes in a given structure: this will be described and used in this 
Chapter. This approach can be applied to a number of minerals [110] and, for example, 
has successfully explained diffuse scattering seen in X-ray diffraction experiments [109]. 
In this Chapter the main features of rigid unit modes are summarised, and the 
ways in which the ab initio techniques described in previous Chapters may be used 
to investigate the validity of the rigid unit mode approximation are discussed. In 
some systems, the RUM model may be only useful to qualitatively describe the general 
features of a structure or a phase transition, but in other cases more quantitative 
predictions may be made. 
The perovskite structure of ABX 3 type minerals, which was described in Chapter 5, 
is usually described in terms of corner-sharing BX 6 octahedra. These are perfect oc-
tahedra in the cubic perovskite (Pm3m) structure, but have often been found to be 
slightly distorted in lower-symmetry structures. The various space groups which could 
be formed by tilting the octahedra were categorised by Glazer [111] and are discussed 
thoroughly in a useful review [91]. The unstable rotational modes discussed in Chap-
ter 5 consist of just such rotation (or tilting) and are good candidates for behaving as 
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rigid unit modes; we discuss below the evidence for this approximation. 
Recently it was reported that ZrW 2 08 has a negative thermal coefficient of ex-
pansion, which is unusual since cubic symmetry was preserved, indicating that this 
behaviour is isotropic. This is interpreted [14, 16] as being due to the presence of rigid 
unit modes which, as will be shown in this Chapter, decrease the volume on excitation. 
However, this explanation relies on the stiffness of the rigid units in the structure, 
which is assumed in order to invoke the presence of RUMs. ZrW 208 is made up of 
W04 tetrahedra and Zr0 6 octahedra, which are corner-linked in an open framework 
structure. Barium zirconate perovskite also contains Zr0 6 octahedra, so investigations 
of this much simpler structure were carried out to estimate the stiffness of these units, 
using insights gained from the study of MgSiO 3 . 
Silica (Si02) exhibits several phase transitions under pressure. The structure may 
be considered as being composed of rather distorted Si0 6 octahedra, linked by both 
corner- and edge-sharing. However, previously it has only briefly been discussed in 
terms of rigid units [112, 113]. The structural details of some of these transitions are 
examined with a view to determining whether any of them bear the hallmarks of rigid 
unit modes. 
6.2 Signature features of RUMs 
Rigid unit modes have several identifying features, which are described here so that 
they may be used to determine whether the behaviour of a given structure is dominated 
by RUMs. RUMs may affect the behaviour of one phase under pressure or temperature, 
and also explain the mechanisms of soft-mode phase transitions which involve RUMs. 
The role of low-frequency and unstable phonons in such transitions is described in 
Chapters 4, 5 and 7; here we examine the eigenvectors of the important modes in more 
detail. The methods by which features related to RUMs may be detected are also 
outlined. 





Rigid unit mode 
Figure 6.1. Illustration of the M 2 rigid unit mode in cubic perovskite, in which the 
size of the octahedra is maintained, but consequently the unit cell must contract along 
the axes perpendicular to the rotation axis (drawn perpendicular to the page). 
6.2.1 Preservation of bond lengths and bond angles 
By definition, all bondlengths and bond angles of the rigid units must be preserved in 
RUMs; the volumes of individual octahedra (or tetrahedra) must thus also be preserved. 
Bondlengths and bond angles may easily be determined from ab initio structural deter-
minations, in different phases between which a RUM phase transition is suspected, or 
in one phase at a variety of pressures. Some authors have relaxed the strict definition 
of a rigid unit, to instead include modes in which the bondlengths (and volume) of 
polyhedra change, but bond angles are relatively unaffected, so that the shape of the 
polyhedra is conserved [114, 115]. However, here the definition is restricted to only 
incompressible and undistortable polyhedra. 
6.2.2 Decrease in cell volume 
If rigid units rotate as RUMs, continuing to share atoms at the corners, the unit cell 
vectors perpendicular to the rotation axis must change in length, as shown in Figure 6.1. 
Compared to the phase with highest symmetry, in which there is zero amplitude of such 
a mode, the volume must decrease on excitation of the mode [116]. Since in the ideal 
case the rigid units remain undistorted and uncompressed, the fraction of the unit cell 





(a) 	 (b) 
Figure 6.2. Two methods of compression in the cubic perovskite: (a) permitting solely 
uniaxial strain; (b) strain along both xx and yy, which allows coupling to the the M 2 
rigid unit mode (rotation axis drawn perpendicular to the page as in Figure 6.1). 
filled by the rigid units must thus increase. In the simple case illustrated in Figure 6.1, 
for example, a = b = a0 cos 9 for rotation angle 9 about the c axis, giving a second-order 
decrease in lattice vector with 9; the c/a ratio of lattice parameters would therefore 
also increase. It will be shown in Section 6.6.1 that in some systems there is a first 
order coupling. 
6.2.3 Elastic moduli 
The RUM illustrated in Figure 6.1 permits a very low-energy compression mech-
anism for lattice parameters perpendicular to the rotation axis, assuming that bond-
bending between octahedra requires little energy. In the limit that the 'hinges' between 
rigid units have zero bond-bending spring constants, (but that units may not overlap) 
the entire structure could collapse to half its initial volume without energy cost. Fig-
ure 6.2 shows two strains applied to this system: when only cyy = c is non-zero, the 
lattice vectors do not permit the RUM to freeze in, giving 
E = cllE2 > 0 
	
(6.1) 
and hence c11 > 0. However, if €s = E YY = c, then the mode can allow compression 
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C12 < 0 	(6.3) 
which explicitly demonstrates that there is an elastic instability. Although this may 
only happen when the mode is excited to some finite amplitude (isotropic pressure on 
the high-symmetry structure could only result in compression of individual bonds), at 
any non-zero temperature this will be the case. 
In real systems, the bond-bending force constants, though finite, will usually be 
much lower than for the bond-stretching required to distort polyhedra. For a RUM 
model to be applicable, bond-bending between units must require rather lower energy 
than distortion of bond angles within a polyhedron. A compression mechanism which 
involves only inter-unit bond-bending will then still have very low energy, corresponding 
to at least one rather small elastic modulus. 
6.2.4 Differences between RUMs and harmonic phonons 
Rigid unit modes are often described as 'phonons', but strictly they do not describe 
the same motion. Harmonic phonons are conventionally written in terms of atomic 
displacements at constant volume. The harmonic theory of lattice vibrations expresses 
all interactions in terms of a harmonic energy, with force constants as given in Chap-
ter 3; the atoms vibrate around a set of mean positions which minimise the energy, thus 
fixing interatomic distances and the lattice parameters. Thermal expansion requires an 
anharmonic energy function, and is thus incompatible with purely harmonic phonon 
theory; the specific heat may be treated harmonically, but also requires anharmonicity 
for a full explanation. In practice, the phonon frequencies may be determined at a 
range of volumes (corresponding to a range of pressures), for vibrations around mean 
positions which may themselves change with volume. The variation of frequencies with 
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volume is expressed by the Crüneisen parameters, which may be used to used to de-
termine thermal expansion. However, the important point for the present discussion is 
that phonon eigenvectors are restricted to motion at constant volume. 
Pure rigid unit modes, however, preserve the size and shape of the polyhedra, so 
the unit cell must change as illustrated in Figure 6.1. Freezing in a pure rigid unit 
mode should have no effect on the polyhedral volume but would involve shrinking of 
the unit cell; a pure phonon mode would preserve the cell volume but would enlarge 
the polyhedra. Phonons and RUMs may thus be seen to be at opposite extremes of 
strain-mode coupling. 
6.3 RUM analysis with CRUSH 
The CRUSH package [99, 117] has been developed by Dove et al. to detect RUMs in a 
given structure. Coordination polyhedra are assumed to behave as rigid units—that 
is, all atoms in a given polyhedron remain in fixed relation to each other, so the only 
variables considered are the rigid translation of each unit and its three rotation angles. 
Shared atoms which link two polyhedra are replaced by pairs of 'half atoms', one on 
each of the two vertices which should be linked. Each pair of split atoms is then joined 
by a spring, which is the only force constant in the model (Figure 6.3). The dynamical 
matrix is formed and hence the normal modes found [118]. A distortion which allows 
all split atom pairs to remain joined thus has zero energy, and so a normal mode which 
similarly preserves the linkage between rigid units has zero frequency: such a mode 
is exactly a rigid unit mode as defined by Dove et al. Those modes in a real system 
which involve distortions of the octahedra (e.g. 'breathing' or 'squashing', as shown in 
Figure 6.3) are mapped by CRUSH to a smaller number of modes in which the linking 
atoms are split, and which thus have a non-zero frequency: the value of this frequency 
is only a very rough indication of the related frequencies in the real system. 









bond-stretching 	rigid unit mode 
Figure 6.3. Representation of structural distortions in CRUSH and a more realistic 
model. The first two diagrams show a mode where all octahedra rotate through the 
same angle, as defined by the heavy lines. In CRUSH this necessitates separation of 
split atoms since the octahedra are undistorted, giving a non-zero frequency; but in a 
real system the octahedra would distort in order to remain corner-sharing. The third 
diagram shows the rigid unit mode in which (to a harmonic approximation) the oxygens 
do not need to split, thus giving a zero frequency in CRUSH. 
However, the strain is not included as a variable, despite coupling to the strain being 
an important feature of many RUMs, as discussed in Section 6.2.2. The consequences 
of this omission, and whether the CRUSH approach is still useful, are discussed here. In 
a simple rotational mode such as that shown in Figure 6.1, the energy can be written 
in terms of the lattice parameter and rotation angle (taken as amplitude of the mode) 
as E(9, a). The effect of exciting such a mode must then take account of any change 
of a with 9: 
dE - 13E OEda 
dO - 
d2E 	a2 	a2  da I92E(da\2 OE d2a = 	+ 2 	
+ -- 	) + -- 	
. 	(6.4) 
The frequency of a mode should be calculated from the full second derivative d2E/d92 
on the left hand side of (6.4), and will depend on the coupling between the cell and 
the rotation, via a(0). In a rigid unit mode for which a zero frequency is expected, this 
full derivative should be zero. A pure phonon, however, would have a(9) = a0 , so that 
only the first term on the right hand side, the partial second derivative, contributes to 
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Figure 6.4. Frequency of the M 2 rigid unit mode calculated using the CRUSH program, 
in a perovskite structure which already contains some amplitude of that mode. Only 
the rotation around the undistorted structure is found to have zero frequency, since 
strain is excluded as a variable. The frequency of the lowest non-RUM mode was 
independent of this rotation amplitude. 
the frequency. Since there is no coupling to the strain included in CRUSH, only this first 
contribution, t9 2E1092 , is calculated, effectively treating all modes as phonons. 
However, it can be envisaged that a mode may be stable as a phonon but unstable, 
or merely of zero frequency, as a RUM. This implies that the partial second derivative 
2 E/O02 is positive, but the full derivative is zero or negative. In the particular case 
of the mode drawn in Figure 6.1, all terms in (6.4) are zero around 19 = 0, a = ao }, 
and hence the mode was drawn without split atoms in Figure 6.3. Away from this 
high-symmetry structure, however, aa/OO $ 0, so all terms contribute apart from the 
final term of (6.4) which should always be zero for distortions around the equilibrium 
volume (OE/Oa = 0). In Appendix C it is shown that in a simple bond-stretching 
model of this mode, the term linear in da/dO is negative and cancels out the others, to 
give a RUM with zero frequency, but a stable phonon. Figure 6.4 shows the frequency 
of this mode calculated from CRUSH (i.e. using only the partial derivative) when some 
amplitude of that mode has already been introduced. 
The absence of mode-strain coupling in CRUSH thus has the results that not all 
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RUMs give a strictly zero frequency in the CRUSH analysis. Only RUMs which are 
independent from the strain to first order are assigned zero frequency; this is also 
applicable to systems other than the simple one described here. The frequencies of 
such modes, however, will be both strongly dependent on any initial amplitude of 
the RUM displacement frozen in, and are typically much smaller then the other modes. 
They may thus still be clearly identified as being RUMs, and would have zero frequency 
if coupling to the strain were included. 
6.3.1 Corner- and edge- sharing 
The majority of structures are linked by sharing one atom between two units, so that 
in CRUSH the linkage may be represented by one pair of split atoms [99]; the linkage 
may occur between corners or along edges (giving split pairs at two adjacent corners). 
However, in structures such as rutile, there is more complicated linking, such that an 
atom is shared between three polyhedra. Since CRUSH makes no provision for atoms 
split into more than two 'pieces', such linking was represented in this work by more 
than one split pair at the same position, so that each pair covers links with one other 
unit. In practice, it was found that this did not affect the number or nature of the 
rigid unit modes found (i.e. the incomplete linking using only one pair at each vertex 
was sufficient) although the frequencies of other modes are naturally changed due to 
the additional spring constants introduced. 
6.4 Perovskites 
The perovskite structure ABX 3 is one of the archetypal systems for a polyhedral de-
scription, containing BX6 octahedra which are almost always depicted as distinct en-
tities. Three phases of magnesium silicate perovskite were discussed in Chapter 5: the 
tilting of the octahedra which relates the phases was illustrated in Figure 5.1. The 
orthorhombic phase was considered to be formed from the cubic by two successive 
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distortions which primarily consist of tilting of the octahedra: the applicability of the 
rigid unit mode model to these distortions will be considered here. 
6.4.1 Previous evidence for RUMs 
Describing perovskite structural phase transitions in terms of rotation and/or tilting 
of octahedra is not a new idea: the various space groups which could be reached by 
combinations of such distortions were set forth by Glazer [111] and described further 
by Hemley and Cohen [91]. 
There has been a reported trend in the structural parameters of MgSiO 3 towards 
increased distortion under pressure [92, 100, 102], with which the ab initio structural 
determinations presented here were consistent. X-ray diffraction experiments [94] also 
showed increasing octahedral rotation under pressure, consistent with rotation favour-
ing a reduction in volume. 
The analysis of Bukowinski and Wolf [88] defined rotation angles from ratios of 
the lattice parameters (e.g. cosOM = ./a/c for the M2 rotation), which was used in 
Table 5.3, effectively assuming that the rotations are purely rigid unit modes. Further-
more, the modes implicated in the transition have been widely described in terms of 
octahedral rotation [88, 92], and have been used in LAPW' calculations as structural 
parameters [86] where a full structural relaxation would have been impractical. 
However, more detailed analysis is necessary to determine whether the octahedral 
description is a concept useful only in describing the structure, or whether it accurately 
predicts the behaviour of MgSiO 3 . The freedom of computational simulations to inves-
tigate structures which are metastable or experimentally inaccessible allows this kind 
of investigation. 
'Linear Augmented Plane Wave calculations, an all-electron method which is extremely computa-
tionally intensive. 
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Figure 6.5. Dispersion curve obtained from rigid unit mode analysis of the cubic 
perovskite structure using the CRUSH package: The six branches correspond to the 
three translational and three rotational degrees of freedom of the single octahedron in 
each unit cell. Zero frequencies indicate rigid unit modes, including the three trivial 
translations at F. 
6.4.2 CRUSH analysis 
Rigid unit mode analysis of the cubic perovskite structure was performed as one of 
the early demonstrations of the CRUSH package [99], but is repeated here and discussed 
in more detail for completeness. The cubic perovskite structure contains perfect octa-
hedra, and is thus ideal for such analysis. The dispersion curve obtained is shown in 
Figure 6.5. 
Rigid unit modes are found at R, M and along the line joining these points. At R, 
there are three degenerate such modes, corresponding to rotations around three axes: 
in each, the rotations of successive octahedra along a rotation axis (perpendicular to 
the plane of Figure 6.1) have alternating directions. At each M, there is only a single 
mode, in which rotations along this axis are all in phase; there are, of course, three 
M points in the Brillouin Zone. The modes between R to M thus differ only in the 
phase relation between successive planes of linked octahedra which rotate around an 
axis perpendicular to the planes. In reality, there is usually a small but finite coupling 
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(a) cubic 	 (b) orthorhombic 
Figure 6.6. Dispersion curves obtained from RUM analysis of the perovskite structure 
using CRUSH, with a cell containing four formula units (a = b = a0 , c = /ao ). The 
cubic Brillouin Zone is mapped to that of this larger cell by {F, X(z), M(z), R} —~ 174; 
{M(x), M(y)} —+ M4 (z); M(z)—R(z) to F4—Z4 —F4 . The lowest twelve (out of 24) 
branches are shown; degeneracies are shown in the cubic phase. The RUMs have 
exactly zero frequency in the cubic phase but are still clearly identifiable in when the 
atoms are assigned fractional coordinates as in the orthorhombic phase. 
constant. 
In the ab initio investigation in Chapter 5, both the M2 and the R2 5 mode were in 
turn frozen into the cubic structure and the phonons of the resulting lower symmetry 
structure were determined. An equivalent process has been followed with the CRUSH 
analysis, to determine which modes are inter-related. As discussed in Section 6.3, 
introducing some amplitude of a strain-coupled RUM will make the frequency non-zero 
and strongly dependent on the amplitude frozen in; related RUMs may also be affected. 
This is not the same effect as the stabilisation of modes by introducing an unstable 
mode found in the ab initio work, merely an artefact of the geometry. Nevertheless, it 
may give useful insights into the mode coupling. 
Introducing a finite amplitude of the M2 mode about z gave that mode, the R2 5 
mode with the same rotation axis, and all intermediate modes non-zero frequencies 
which varied with amplitude. All these modes have equal frequencies due to the zero 
inter-planar coupling described above. This frequency was found to be independent of 
lattice parameters a and c and was shown in Figure 6.4. However, the other two R25 
modes and M2 modes still had zero frequency. 
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Freezing in the R25 mode (which was found to be slightly more unstable than M2 
in the ab initio work) around the xy axis again resulted in a non-zero frequency; the 
other two R 25 frequencies increased to half that of the mode frozen in; and the related 
R-M(x) and R-M(y) RUMs also gained non-zero frequencies. The frequency of the 
M2 (z) mode and R-M(z) branch remained precisely zero, indicating that the M2 (z) 
rotation may be considered as independent from these modes. 
When both the R25 and M2 modes were frozen into the cubic structure, none of 
the zero-frequency RUMs were retained: all were however still identifiable by their low 
frequencies. Figure 6.6 shows the lowest 12 (out of 24) phonon bands calculated by 
CRUSH in cubic and orthorhombic perovskite, using a cell containing four octahedra. 
6.4.3 Analysis of ab initio results for MgSiO 3 
Ab initio calculations presented in Chapter 5 were mostly performed with a twenty 
atom supercell, containing four formula units: this corresponds to allowing only dis-
tortions with F, X, M or R wavevector (which are mapped to the zone centre of the 
orthorhombic cell) to freeze into the cubic phase. RUMs with wavevectors between M 
and R, for example, are mapped to other parts of the new Brillouin Zone and are thus 
excluded from this discussion. 
Phonons 
When the phonons of cubic MgSiO 3 were calculated, the most unstable modes were 
found at R and M, consisting of rotations of the octahedra about the silicon atoms, 
corresponding exactly to the number and symmetry of the RUMs found from the CRUSH 
analysis. Other general results from the CRUSH model correspond to the ab initio work: 
when only one rotational mode was frozen in to equilibrium, not all other RUMs were 
coupled to it in the same way. 




The structural parameters obtained for the cubic and orthorhombic phases were given 
in Table 5.2. The orthorhombic phase has a volume per formula unit only 93% of 
that of the cubic phase, but the oxygen octahedra are larger by about 9% in volume. 
The angle between Si—Oi and Si—Oii bonds is 2 0 from perpendicular, so there is also 
a small degree of distortion. Furthermore, the single degenerate bondlength in cubic 
perovskite split into three different bondlengths in the orthorhombic phase, differing 
from the mean by up to 0.9%. The average Si—O bondlength increased by 2.9% from 
1.721 A to 1.770 A. The orthorhombic relaxation of ions within the cubic cell described 
in Section 5.5.1 (i.e. allowing only pure phonon modes to freeze in) gave octahedra 18% 
larger than in the cubic phase, with approximately 1° distortion. 
Since the unit cell has decreased but not by enough to keep the octahedra at the 
same size while they rotate, the results suggest that neither the phonon or rigid unit 
mode extremes are perfect descriptions of the MgSiO 3 perovskite phases. The distortion 
of bond angles within octahedra also demonstrates that the rigid unit model is not 
perfectly adhered to during the transition. 
Orthorhombic structure under pressure 
Karki [18, 107, 120] has determined the structure, bond lengths and angles of or-
thorhombic MgSiO 3 perovskite under pressures up to 140 GPa using the CASTEP code, 
using different pseudopotentials for Mg and 0 as described in Chapter 5. The extent 
to which RUM behaviour represents this system was determined by the author, using 
these results and from them calculating the volume of the octahedra: this analysis will 
now be described. 
In the perfect cubic perovskite, Si0 6 octahedra occupy 1/6 of the total volume; if 
octahedra remain rigid, this fraction must increase with RUM rotation angle. When 
two rothtional modes are involved, with rotation angles 0 1 and 02,  this fraction increases 
to 1/(6  cos2 01  cos2  92).  Figure 6.7 shows that if this fraction is calculated using Si-0—Si 
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Figure 6.7. Rotation angles 0 1 and 02 for the two rotational modes contributing to 
orthorhombic perovskite (M2 and R2 5), and the fractional volume occupied by the Si0 6 
octahedra as calculated from results of Karki [120], compared to the prediction for the 















Figure 6.8. Volumes of the unit cell and Si06 octahedra of orthorhombic MgSi06 
relative to their values at 0 GPa (calculated from results of Karki [120]). 
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bond angles from ab initio structural data, it does indeed increase with compression. 
The octahedra are in fact uniformly smaller, since this prediction is for perfect octahe-
dra in the RUM limit. The deviation from the RUM ideal can also be seen in Figure 6.8, 
in which the octahedral volume can be seen to decrease almost as fast under pressure as 
the cell volume: in the RUM limit the octahedral volume would be constant. The octa-
hedral volume reduces primarily by compression of the Si—O bonds: the O—Si—O bond 
angles do not change dramatically. The shape of the octahedra is thus well preserved 
even under compression. Karki also showed that the M9012  coordination polyhedra 
are greatly distorted under pressure [120], confirming that the Si0 6 octahedra are the 
structures of interest. 
It may appear that this compression of octahedra contradicts the expansion found 
at zero pressure with respect to the cubic phase (Section 6.4.3). The phonon extreme 
describes modes which are uncoupled to the strain; the RUM limit gives modes which 
are highly coupled to the strain. In the cubic—orthorhombic transition, in which a mode 
freezes in to break the symmetry, a RUM model would predict constant octahedral 
volume but a phonon picture (which must preserve the lattice parameters) an increased 
octahedral volume. During compression of the orthorhombic phase, under which lattice 
parameters must decrease, a RUM model would again preserve octahedral volume, 
forcing rotational modes to freeze in further. However, in a phonon model the rotational 
phonon amplitudes would remain constant, in the limit of zero phonon-strain coupling, 
so that the octahedral volume decreases with the cell volume. In both the cubic—
orthorhombic transition and the compression of the orthorhombic phase, therefore, it 
is found that the observed behaviour lies between the RUM and phonon ideals, although 
there are different consequences in the two processes. 
Phonons or rigid unit modes? 
To further determine whether these rotations are best described in term of phonons or 
RUMs, the energy of the M2 mode was investigated in both cases. To create a RUM, 
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Figure 6.9. (a) Energies, (b) forces and (c) stresses for M2 rotation of the octahedra in 
MgSiO3 through different angles (labelled by change in fractional coordinate of oxygen), 
as both a phonon and a RUM. The energies are fitted to a quartic well, and the forces 
to a cubic. The results with constant cell size (phonon) are very similar to those with 
constant octahedral size (RUM), except for the stresses. 
the unit cell was changed such that the size of the octahedra was constant while an M2 
rotation was frozen in, as shown in Figure 6.1. The results for the pure phonon and 
the RUM (phonon and strain) are shown in Figure 6.9. The RUM potential well had a 
minimum at approximately the same rotation angle as that for the phonon distortion, 
but was not quite as deep (as summarised in Table 5.6). The RUM is therefore not as 




The stress on the unit cell was also calculated (with Pulay corrections) for the two 
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cases: the phonon rotation with constant unit cell had positive stress but the rigid 
unit mode with constant octahedra always had negative stress. This implies that the 
absolute minimum of energy with respect to rotation and strain lies somewhere between 
these two extremes. This is consistent with the equilibrium orthorhombic structure, 
in which the unit cell and octahedral size are intermediate between the requirements 
of phonons and rigid unit modes. In the case of relaxed ions in the cubic cell, the 
enlargement of the octahedra is much greater, since there can only be pure phonon 
modes. 
The rigid unit mode approximation is useful not only in picturing the structure, but 
also to describe the changes in bondlengths and lattice parameters during a transition; 
this was also evident in the structural analysis in Section 6.4.3. The clear mechanism for 
a reduction in volume confirms that the orthorhombic phase is increasingly favoured 
relative to the cubic phase under pressure, and becomes more distorted. However, 
the RUM model is far from a perfect quantitative description: the structure does not 
exhibit purely RUM compression and the constant volume phonon distortions have 
slightly lower energy. 
6.5 BaZr03 as a precursor to ZrW2 08 
The cubic mineral ZrW 208 has an open framework structure containing both octahedra 
and tetrahedra, but has a negative and isotropic thermal expansion [121]. Recently, the 
reduction in volume due to excitation of rigid unit modes was invoked as an explanation 
for this behaviour [14, 16]. Instead of simulating this complex structure, the rigid unit 
model was justified by investigating the behaviour of Zr0 6 octahedra in a perovskite 
phase: this Section describes this work in more detail. 
A cation is required for charge neutrality: BaZr0 3 perovskite is known to be stable, 
so is a suitable candidate for study. However, the s valence electrons in heavy Group II 
atoms are only weakly bound, so that conventional pseudopotentials would require large 
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core radii, causing core-overlap problems in solid-state calculations. Furthermore, since 
the ground state of all Group II atoms contains only s valence electrons, highly excited 
states would be required to find potentials for other angular momentum components in 
a non-local pseudopotential. To overcome these problems, some of the electrons in the 
core may be treated as valence electrons, so that a smaller core may be used and other 
angular momentum components are present in the reference ground state [30]. For 
example, the 5s and 5p electrons are taken as valence in the potential Ba015Rg (see 
Appendix A for specifications of all pseudopotentials). This process does, however, 
increase the cutoff energy required, since the nucleus is then less well screened, and 
core electrons must be represented by plane waves. Such pseudopotentials are still not 
guaranteed to be as reliable as those for less problematic elements. 
A single unit cell of BaZr0 3 cubic perovskite contains one Zr0 6 octahedron, and its 
phonon modes include some simple distortions which may be related to bond-bending 
and bond-stretching [14]. A basis set energy cutoff of 900 eV and a 4 x 4 x 4 Monkhorst-
Pack k-point grid were used, giving convergence of the total energy to within 0.1 eV 
per formula unit. The equilibrium structure was found at a=4.245 A with the Ba013 
pseudopotential and 4.253 A with Ba015Rg, compared to 4.19 A experimentally and 
4.156 A in a previous pseudopotential calculation [96]. This overestimation of the 
lattice parameter is an indication that the pseudopotential generation method is not 
yet perfected for barium [30]. 
The frequencies and eigenvectors of zone centre modes using the Ba015Rg pseu-
dopotential are given in Table 6.1. The frequency of mode 4, in which the Ba ion 
'rattles' in the 12-fold coordinated site between octahedra, varies considerably with 
the choice of Ba pseudopotential. The frequencies are volume-dependent, as shown in 
Figure 6.10 for pseudopotential Ba015Rg; the 'rattle' mode becomes unstable at higher 
volumes, as might be expected. Conversely, at smaller volumes (closer to that observed 
experimentally), even the mode calculated with Ba013 should stabilise. 
However, we are primarily concerned with those modes involving mainly Zr and 
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W 1 W2 Ba Zr 01 Oil 0111 
1 ['5 18.02 18.03 -0.02 -0.22 0.94 -0.17 -0.17 
2 "15 5.54 5.36 -0.33 0.74 0.03 -0.41 -0.41 
3 F 15 0.00 0.70 0.57 0.24 0.24 0.24 
4 F 15 0.01 2.35i -0.63 0.26 0.23 0.49 0.49 
5 "25 3.44 2.35 0 0 -0.71 0.71 0 
Table 6.1. Frequencies (in THz) and eigenvectors of the F modes of cubic BaZr0 3 , at 
a = 4.245 A. Displacements are given in mass-reduced coordinates; imaginary frequen-
cies correspond to unstable modes. Frequencies were obtained with Ba pseudopo-
tential BaOl5Rg, w2 with Ba013. 
0 (modes 1,2 and 5), which are affected to a much lesser extent by the choice of 
pseudopotential, so this variation is not of direct consequence. The Ba015Rg potential 
was chosen for subsequent calculation, since it gave a lattice parameter slightly nearer 
to the experimental value and no phonon instabilities. Nevertheless, the unstable Ba 
'rattle' mode predicted by the Ba013 potential suggests that it may simulate Ba ions 
which are more isolated from the Zr0 6 octahedra, providing a more valid extrapolation 
from the behaviour of octahedra in BaZr0 3 to those in the open structure of ZrW 2 08 . 
The frequencies of the other modes, which involve distortions of the octahedra, 
suggest that the Zr06 octahedra are not as stiff as Si0 6 (see Table 5.1), but the F25 
mode, the softest stable mode, is not very much softer than that in MgSiO 3 , so rigid 
unit modes may still be applicable. 
A comparison of freezing in a phonon and a RUM for the M 2 rotational mode, 
equivalent to that described in Section 6.4.3, was performed for BaZr0 3 at a=4.245A; 
the results are shown in Figure 6.11. There is a weak instability for this mode, but 
the decrease in energy is an order of magnitude smaller than in MgSiO 3 . However, 
experimentally the cubic structure is stable [122]; this implies either that the ab initio 
calculated volume is too far from the experimental value, or that there is in fact a 
low-temperature phase transition (T LE/kB 700 K). 
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Figure 6.10. Variation of BaZr0 3 F phonon frequencies with volume; phonons which 
are stable across the entire volume range have In(w) plotted against In(V) and the 
Grüneisen parameters calculated; the frequency of the Ba 'rattle' mode is plotted di-
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Figure 6.11. (a) Energies, (b) forces and (c) stresses relative to the undistorted 
structure, for M2 rotation in BaZr0 3 . Lines are a guide to the eye only: quartic fits 
to the energy did not produce good distinct fits to the two separate data sets. The 
rigid unit mode (RUM) gives slightly lower energy than the pure phonon, but again 
the stresses suggest an intermediate mode with lower energy. 
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Figure 6.12. Square of frequency (proportional to negative eigenvalue) for the M2 
phonon mode in BaZr0 3 at different lattice parameters. This mode stabilises as the 
volume is increased, becoming stable at a=4.458 A. 
phonon, but again the stresses indicate that the lowest-energy mode would have mixed 
character. With a fractional oxygen displacement of 0.05, the a and b lattice vectors 
were relaxed while c was held constant. Zero stresses a (= o) occurred at 5.900 A, 
compared to 6.003 A for the undistorted structure and 5.887 A for a RUM. This again 
demonstrates that the preferred mode is closer to a rigid unit mode. Figure 6.12 shows 
that the phonon mode is stable for lattice parameters above 4.46 A (5% above the 
calculated equilibrium lattice parameter and 10% above the experimental value) and 
confirms that the frequencies of RUM-like modes are strongly coupled to volume. 
It is obviously not strictly accurate to compare octahedra in perovskite to the 
more open structure of ZrW 208 and so only qualitative conclusions should be drawn 
about the behaviour of the more complicated structure [14, 16]. However, if some rigid 
unit character is found in the perovskite, Zr0 6 octahedra in more complex structures 
should also display rigid unit mode behaviour. It is hoped that as ever more powerful 
computing facilities become available, phonon calculations on larger systems of up to 
100 atoms, including heavy Group 11 and transition elements, will become routine. 




Silica (Si02) undergoes several pressure-induced phase transitions, some of which are 
thought to be responsible for discontinuities in the mantle [123, 124]. As the pressure 
rises to 5 GPa, the rutile structure becomes stable, and contains six-fold coordinated 
silicon ions. At higher pressures, it transforms first to a CaC1 2 structure, then to a phase 
with space group Pnc2 and possibly to Pa3 at pressures above 200 GPa. B.B. Karki 
[15] has determined the structure of these phases and the phonon modes of the rutile 
and CaCl2 phases at various pressures using CASTEP with the unit-cell optimisation and 
phonon calculation techniques described in Chapter 3. Rigid unit mode analysis of his 
results is presented here, expanding on the conclusions presented in [15], with the aim 
of finding mechanisms for the various phase transitions and investigating whether they 
may involve rigid unit modes. 
Structural data for rutile up to 16 GPa has been determined by single-crystal X-
ray diffraction [115]: it was remarked that the Si0 6 octahedra have the largest bulk 
octahedral bulk modulus2 of the rutile-type oxides, and that the structure does not 
change appreciably with pressure. As with MgSi0 6 perovskite, the Si—O bondlengths 
compressed under pressure, but the O—Si—O bond angles were not found to change 
significantly. However, this is a low pressure study compared to ambient conditions in 
the Earth's mantle, whereas ab initio techniques can probe further. 
6.6.1 Rutile and CaC1 2 phases 
The tetragonal rutile (P42 /mnm) phase is shown in Figure 6.13, and can be de-
scribed in terms of distorted oxygen octahedra, linked along z by edge sharing, and in 
the xy plane by corner sharing. There is only one ionic structural parameter, which 
places oxygen ions at (x,x,0). The octahedra are distorted in that there are two different 
2 i.e. the bulk modulus relating the volume of the octahedra to the pressure, rather than the unit 
cell volume 
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Figure 6.13. The tetragonal rutile structure of stishovite, with Si0 6 octahedra drawn 
as solid bodies: each oxygen links three octahedra. 
Si—O bondlengths (with degeneracies given in brackets): 
1 1 (4) = 
\/2a2 (1 - )2 + 
	 (6.5a) 
12(2) = 	 (6.5b) 
and the angles between the four equal 11 bonds are not 900,  but are instead 0 and 
- 0, where 
2 	c 
cos=2_ 	 (6.6) 
2(_ ax ) 2 + 
The orthorhombic CaCl 2 structure (Pnnm) structure is similar, but oxygens are 
instead found at (x,y,0); the structure is similar to that shown in Figure 6.14(b), but 
without the constraints described therein. It can be seen that the octahedra are rotated 
with respect to their orientations in the rutile phase, suggesting that a rigid unit mode 
picture should be considered. 
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(a) 	 (b) 
Figure 6.14. (a) Tetragonal Si0 2 (Futile) with outlines of the Si0 6 octahedra and the 
eigenvector of the B 19 mode, which rotates the octahedra; (b) orthorhombic (CaC1 2 ) 
phase, formed by assuming that the Si0 6 octahedra remain rigid units, and rotating 
them around the z axis as shown. The dotted cell outline shows the rutile unit cell. 
The ab initio structure does not differ greatly from this simplification. The lengths d1 
and d2 label the rotation arms in the plane of the figure. 
Indicators of mechanism from prediction of P 
Karki et al. [15] identified the transition pressure for the rutile -* CaC1 2 transition by 
examining the relative enthalpies, elastic moduli for orthorhombic strains and phonon 
modes of both phases at different pressures. The results from these three methods 
agreed very closely, to give P = 47 + 1 GPa. However, the results also displayed 
important pointers to the underlying mechanism. 
The c11 —c 12 elastic modulus of the rutile phase was calculated by Karki by applying 
a small orthorhombic strain (breaking the a = b lattice symmetry) to the unit cell, 
allowing the ions to re-relax, and then measuring the stress from ab initio calculations. 
It was found to decrease dramatically beyond 30 CPa, and become negative beyond 
46 GPa, indicating an elastic instability, and thus a transition to an orthorhombic phase, 
in agreement with previous DFT studies [113]. It is significant that the modulus does 
not decrease with pressure unless the ions are allowed to re-relax after distorting the 
cell, indicating a strong coupling between ionic positions and elastic properties. 
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The calculated phonons of the rutile phase were found to be in good agreement 
with Raman spectroscopy. Raman techniques probe only a small region of the sample, 
so coupling to the strain is suppressed, and therefore only phonons are detected. Com-
parison between Raman results and ab initio phonon calculations is therefore a valid 
way of confirming that simulations are reliable, but it does not show whether phonons 
are actually the normal modes of the system. 
All calculated phonon frequencies increased with pressure, except for the mode 
with the lowest frequency (B 9 symmetry) which decreased from 6.6 THz at 0 GPa 
to 3.8 THz at 60 GPa. Such softening is a strong indicator of a phonon-related phase 
transition, and the importance of this mode has already been identified [112, 113]. The 
frequencies of all phonons of the CaC1 2 phase were found to increase under pressure; 
when identified with their closest match in the rutile phase by eigenvector, in a method 
similar to that of Section 5.4, the lowest mode (A 9 ) was identified with the soft rutile 
B 19 mode. On extrapolation, the CaC1 2 A 9 frequency crossed that of the soft rutile 
mode at 48 CPa (at 5.1 THz): the transition therefore occurs before the soft phonon 
frequency in rutile can decrease completely to zero. The calculated eigenvector of this 
mode is shown in Figure 6.14(a). 
Further analysis 
The calculation and analysis of pure phonon modes was discussed above, but the rutile-
CaC1 2 transition is now analysed as part of this thesis in terms of RUMs rather than 
phonons, to see if they give a more accurate description of the dynamics and might 
explain observed features of the transition. The rutile soft-mode eigenvector clearly 
resembles a rotation of the Si0 6 octahedra around the z axis, corresponding to the 
displacements observed between the rutile and CaCl 2 phases, as expected for a soft-
mode phase transition. However, unlike the perovskite M2 mode which it superficially 
resembles, the different lengths of rotation arms in the xy plane, d 1 and d2 say, re-
quire that the tetragonal symmetry is broken for a pure rigid unit mode, as shown 
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in Figure 6.14. The two-fold degenerate Si-0 bondlength 12 forms d 1 , whereas d2 is 
half the length of the 0-0 bond in the xy plane, and so is rather shorter (the ratio 
d1 /d2 = 2x/(1 - 2x) = 1.57 at 0 GPa). To maintain rigid units at some rotation angle 
9 the lattice parameters must then take the form 
7r 	 7r 
a = 2 Id, sin 
( 4 
+0) +d2 COS (+O)] 	 (6.7a) 
7r 	 7r 
b = 2 [dicos(.+9) +d2sin 
( — +0)] 
	 (6.7b) 
so that 
= v (d1 - d2 ) ' 	= 	 (6.8) 
TO 10=0 	 - oo 10=0 
For small angles, one lattice parameter must, according to (6.8), increase slightly under 
a RUM, and the other decrease, as was observed in the ab initio calculations. 
CRUSH analysis was performed for all four phases. The rutile structure does not have 
a zero-frequency mode, because the necessary coupling to the strain is of first order even 
around the high-symmetry phase, as shown in (6.8). Only if the octahedra are distorted 
so much that they appear square in projection along z (d 1 = d2 ) is a zero-frequency 
rotational mode obtained at 1'; this requires x = 0.25, compared to 0.306 at 0 GPa 
and 0.300 at 140 CPa. This limit is thus approached only very slowly under increasing 
pressure so does not in itself wholly explain the onset of the transition. However, this 
was the only RUM found in this structure, even for x = 0.25: the edge-sharing between 
octahedra severely restricts the possible modes. 
The RUM picture provides a natural explanation of the coupling between the rutile 
B 19 mode and the elastic modulus for orthorhombic distortion, since the B 19 mode pro-
vides a low-energy compression mechanism. Without ionic relaxation into the 'twisted' 
state when calculating c11 - c12 , the structure cannot access this compression mecha-
nism, so the elastic modulus remains high; without allowing orthorhombic strain, the 
B 19 mode cannot soften to zero. If both strain and the rotational mode are accessible, 
PAy may provide a driving force for the transition to the CaCl 2 phase. This transition 











cc 1 :::: 
2.20 
., In 
o-o rutile Si-O (4) 
• • rutile Si-O (2) 
•......... CaCI Si-O (4) 
o........o CaCl2 Si-O (2) 
rutile 0-0 
CaCl2 0-0 
• 0 	20 	40 	60 	80 	100 120 140 
pressure (GPa) 
Figure 6.15. Si-0 and 0-0 bondlengths within Si0 6 octahedra in rutile and CaC1 2 
phases of stishovite under pressure. 
is expected to be second-order [113], because both the lattice parameters and the ionic 
positions may increase continuously from zero by this mechanism. 
Figure 6.15 shows the Si-0 and 0-0 bondlengths in the rutile and CaC1 2 phases 
obtained from the CASTEP simulations. The spread of 0-0 bondlengths shows that 
both structures are quite far distorted from containing perfect octahedra: only very 
slight convergence towards equal bondlengths is observed. In contrast, the two Si-0 
bondlengths in rutile cross over, and are equal at 43 GPa, just below the predicted 
transition pressure. The CaC1 2 structure preserves their ordering, although their dif-
ference is smaller. In a pure rigid unit mode, however, these bondlengths would be 
unaffected by pressure, as would the bond angles within octahedra. The angle between 
the four-fold degenerate Si-0 bonds is shown in Figure 6.16. The angle between this 
plane of four equal bonds and the remaining Si-0 bonds is exactly 90° in rutile and 
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Figure 6.16. Angle between two Si—O bonds of equal length in rutile and CaCl 2 phases 
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Figure 6.17. The compression of the unit cell volume and that of Si0 6 octahedra in 
rutile and CaC1 2 phases of stishovite under pressure. 
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changes little in CaCl 2 . Although the CaC1 2 phase displays a greater decrease in dis-
tortion with pressure, the octahedra remain significantly distorted from an ideal form, 
and their shape is not perfectly preserved under pressure in either phase. 
The cell and octahedral volumes, another indicator of the extent of RUM behaviour, 
are shown in Figure 6.17. The octahedral volume is preserved only slightly better than 
the cell volume, whereas in a pure rigid unit mode the octahedral volume would be 
expected to be independent of pressure. When compared to the behaviour shown for 
orthorhombic MgSiO3 in Figure 6.8, it can he seen that the RUM model holds even 
less well in the rutile and CaC1 2 structures than in perovskite. 
Although the rigid unit mode picture of this transition is appealing in terms of 
understanding the strain-B 19 mode coupling, in the light of the bondlengths and volume 
data it seems likely that it is not by any means an accurate description of the detailed 
structural behaviour. Instead, it is the marked crossover of the bondlengths in the rutile 
phase and increase in angular distortion in CaC1 2 relative to rutile that characterise 
this transition. However, even a small amount of RUM character, as observed here, is 
sufficient to cause some coupling with the strain, so the insights gained from studying 
the pure RUM extreme may usefully be applied to the transition. 
6.6.2 Pnc2 and Pa phases 
The orthorhombic Pnc2 phase contains four formula units in the unit cell. The cell 
parameters suggest a simple cell doubling along the z axis compared to the rutile 
or CaC1 2 phases, but the chains of octahedra parallel to z have been lost, and more 
complicated edge-sharing exists: the shared edges are not all parallel. No rigid unit 
modes were found in this phase using CRUSH. 
The cubic Paj phase also contains four formula units, with face-centred silicon ions 
and oxygen ions at (x,x,x). There is only one bond length (1 = aV'l - —4x+ 6x 2 /V) 
and bond angles of 9, ir —9 where cos9 = (2x - 1)2/2(1 - 4x + 6x 2 ). However, 9 7r/2 
for all x apart from the unphysical x = 0.5; Karki's ab initio calculations gave x = 0.348 
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Figure 6.18. Contours of valence charge density (blue=low; red=high; areas inside 
core radius are excluded) across a (110) plane in rutile Si0 2 , which passes through 
the centre of octahedra. The positions of Si atoms and the outline of one octahedron 
are shown, with the short edge shared with the octahedron directly above. Significant 
electron density can be seen across the short shared 0-0 edge. 
at 140 GPa. Unlike the other phases investigated, there is no edge-sharing between 
octahedra: each oxygen is instead shared between vertices of three octahedra. No rigid 
unit modes were found in this phase. 
These two phases, though they contain the same number of formula units, are struc-
turally very dissimilar: even the silicon positions in the two phases may not be related 
by any simple transformation. Karki [15] predicted a transition from the CaC1 2 to 
Pnc2 at 95 GPa on the basis of enthalpy calculations, and that the Pa3 phase is the 
most stable only above 220 GPa. However, these transitions must involve more dras-
tic structural changes than the rutile -* CaCl 2 transition, and therefore considerable 
hysteresis. 
6.6.3 Covalent or ionic bonding? 
Density-functional perturbation theory calculations on rutile [125] showed that in-
teratomic force constants are significant over 11 shells for Si atoms and 17 for 0 atoms, 
so it is clear that the bonding must involve some ionic character; it was also shown 
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that dipole-dipole terms are important. However, experimental evidence suggests that 
rutile has more covalent bonding than most of the oxygen minerals [115]. In the rutile 
structure there are the right number of valence electrons for it to be, in principle, en-
tirely covalent (although not all bonds are alike); in contrast, the perovskite structure 
requires cations to balance a charged octahedron. 
Figure 6.18 shows the electronic charge density in a [110] plane through the centre 
of one set of octahedra in the rutile phase at 50 GPa. The bonding appears to be 
largely ionic, but there is some charge density between the closest oxygen pairs, along 
the shared edge. This is one of the shortest known non-bonded separations between 
oxygen atoms and has been proposed to have a slight shielding effect between the silicon 
atoms in neighbouring octahedra which increases the incompressibility parallel to the 
c axis [115]. 
6.7 Conclusion 
Rigid unit modes are clearly involved to some extent in the structural phase tran-
sitions of several structures. It has been shown that in these cases the eigenvectors 
of vibrational modes calculated from first principles are in agreement with the RUM 
approximation, and are consistent with the atomic displacements observed experimen-
tally. In all these structures, the RUM analysis helps to explain the observed structural 
behaviour. The capability of computational techniques to study structures other than 
the most stable allows for detailed investigation of such modes. 
However, in all the cases studied here, the limit of perfectly rigid octahedra has 
not been reached, and in the case of MgSiO 3 the constant volume phonon description 
is closer to the full structural behaviour found from ab initio calculations. The ionic-
ity of corner-sharing octahedra in the perovskite structure may explain why they are 
not perfectly rigid: ionic bonding may instead lead to a 'hard sphere' model of the 
oxygen ions being appropriate, in which the behaviour is determined by avoidance of 
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compression of the ions. Although the rutile structure is more covalent, not all bonds 
are equivalent, suggesting that some deformation is possible. 
Chapter 7 
Simple models of phase 
transitions 
To be simple is the best thing in the world; to be modest is 
the next best thing. I am not so sure about being quiet. 
G.K. Chesterton, All Things Considered 
First-principles electronic structure calculations can provide much useful informa-
tion about the nature of structural phase transitions: the relative energies of different 
phases, the atomic rearrangements necessary to relate them, and the pressures at which 
phases become metastable. Such studies have been discussed and illustrated in other 
Chapters of this thesis. However, these calculations are usually performed at zero tem-
perature, because of the enormous computational effort required for ab initio molecular 
dynamics (MD): the electronic charge density must be converged with sufficient accu-
racy to calculate the Hellmann-Feynman forces after after every movement of the ions. 
The advent of parallel supercomputers has made feasible ab initio MD simulations at 
finite temperature [126], such as those described in Chapter 5. Nevertheless, the size 
and complexity of the systems which may be treated are still severely restricted. 
Elementary models which apply a simple potential to only a few variables instead 
of the tens of thousands involved in ab initio calculations allow the treatment of much 
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larger systems. They are perhaps better suited to representing the disorder which is 
inherent in temperature-induced phase transitions. Such models have, of course, been 
in use for a long time, but the parameters are usually fitted to experimentally known 
features or scaled by the transition temperature, so they are used to investigate the 
progress of a transition rather than predict its onset. Some approaches to using the 
results of ab initio simulations to parametrise simple models, with the aim of predicting 
transition temperatures for structural phase transitions, are described in this Chapter. 
7.1 Phonons as order parameter 
It has been shown in previous Chapters that many structural phase transitions involve 
one or more phonon modes, often at the zone centre or the zone boundary. Such 
modes are unstable in one phase but stabilise after freezing in to some finite amplitude, 
forming a new phase with lower symmetry. The mean amplitude of the mode is thus 
zero in the high symmetry phase and finite in the lower symmetry phase, providing a 
natural order parameter. The order parameter may decrease continuously to zero, so 
these transitions are usually second-order. Such phase transitions are also frequently 
followed experimentally, by observing the relevant mode: the frequency decreases up to 
the transition temperature or pressure, not necessarily to zero, but increases thereafter 
by being thermally stabilised [8]. Not all phase transitions may occur in this way: those 
which involve more drastic atomic rearrangement are not addressed in this thesis. 
Parametrisation of models from ab initio simulations has already been used for fer-
roelectric transitions in BaTiO 3 [101, 127]. The relevant phonon modes and variables 
were determined with the use of entire dispersion curves obtained from DFPT'. How-
ever, at the present time the phonon frequencies may be accurately calculated only at 
principal symmetry points of the Brillouin Zone, using the CASTEP and CETEP packages, 
so ways of parametrising these models using this limited information are sought. 
'Density-functional perturbation theory, see Chapter 4 
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7.2 Simple estimations of T 
The most fundamental quantity calculated by ab initio techniques is the energy differ-
ence between two alternative structures, be they different volumes of the same phase, 
different ionic structural parameters or different phases with the same chemical com-
position. 
The simplest way of estimating the transition temperature between two phases is 
to assume that the energy difference LE is overcome simply by thermal energy: 
kBTc = LE 
	
(7.1) 
This approximation has its origins in the Boltzmann weighting for thermally activated 
processes, and can give a order of magnitude estimate for the transition temperature 
[86]. However, it is a significant oversimplification, since it assumes that every part of a 
sample is in the same state, ignoring thermal disorder. A somewhat more sophisticated 
method of estimating T is thus required. 
7.3 Interacting double well model 
We review here one of the simplest systems used to model phase transitions [1, 128, 129]. 
Consider a simple system with local quartic potentials, having an energy at each site 
as a function of the local variable x, and a non-local energy from coupling between 
sites via nearest neighbour harmonic interactions. The total energy is then 
E = (ax + 04)  + 	Jxx 3 i 	 ( 7.2) 
where the second sum is over nearest neighbours j'. The local (on-site) potential is 
ax 2 + /3x 4 . If a < 0 and 13  > 0, the local potential thus consists of a double well; if 
a> 0 the local potential has only a single minimum at x = 0. 
The interaction terms may be represented by a springs of strength —J between each 
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Figure 7.1. One-dimensional representation of local quartic double well potentials 
coupled by harmonic springs. 




ii' 	 23' 	 2 
i.e. the on-site terms resulting from a spring-like interaction may be simply taken to 
be absorbed into the local potential. Such an interaction in one dimension would tend 
to keep all the xi equally spaced, and therefore having the same value. The sign of the 
interaction parameter J determines whether the lowest energy state is one in which all 
x, are equal (for J <0), or whether they alternate in sign (J > 0). 
7.3.1 Features of model 
This simple model has several features which relate it to observable phase transitions. 
In the slightly more general case a model should be considered in which the interaction 
may depend on the direction, so that J is replaced by Jy. 





= 2ox, + 404 + ( 7.4) 
i i 
However, in a phonon of wavevector q the displacements of each variable (usually 
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Figure 7.2. Dispersion curve from the simple model of local quartic potentials and 
harmonic interactions given by (7.2). 
atomic positions) are given by x = Aexpiq-r, so xj, = xjexp(iq . rjji), giving 
F2 = — x 2 (2a + 	J23 ' exp[iq.zri]) - 43x 	 (7.5) 
it 
which in the harmonic approximation must obey F2 = —w 2 x and hence 
w2 (q) = 2a+ 1J2 iexpiq.Ar 2j i. 	 (7.6) 
it 
We may scale q by choosing 	1 for nearest neighbours. Figure 7.2 shows the 
resulting dispersion curve for J23 ' = J. It can be seen that the local harmonic potential 
a determines the average frequency, whilst the interaction potential J determines the 
dispersion across the zone. This immediately suggests qualitative ways in which real 
dispersion curves may be analysed to elucidate information about interatomic interac-
tions. If an isolated phonon band has a large dispersion, it may be assumed to relate 
to strong interatomic or intermolecular interactions. 
At a wavevector q which minimises 	Ji exp(iq.Lriy) to be —K the frequency 
is 
w(qc) = \/2a - K 	 (7.7) 
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and if a < 0 or the interaction K is large enough then this phonon will be imaginary: 
indeed, there may be several regions of the Brillouin Zone with imaginary modes. As 
discussed in previously in this thesis, imaginary phonons correspond to structural in-
stabilities. The wavevector q thus describes the periodicity of the strongest instability 
in the structure. 
For example, if J 3' = J > 0 as in Figure 7.2, then the most unstable frequency is 
at the R point of the Brillouin Zone, q = (, , ), with a value of w(q c ) = '/2a + 6J; 
the x 2 then have equal magnitude but alternate in sign between nearest neighbours. If 
J2 ' = J <0, the instability corresponds to q, 0, i.e. all xi are equal. It may be noted 
that if all IJ3'I are equal, the convention J23 1 = J < 0 may always be used, by defining 
the sense of measurement of x to correspond with the appropriate displacement pattern 
at q. From (7.3), this is analogous to having harmonic springs between neighbouring 
sites. It also redefines q to be the r point. 
The lowest energy 'phase' is then one in which the displacements adopt this peri-
odicity: this is equivalent to freezing in the phonon at q, which is the most unstable 
in the system. The system may have an ordered instability even if a > 0, that is, 
even if local wells do not have a unstable central maximum and there is thus no local 
instability. It is the inclusion of the interaction J that produces an overall instability. 
If it is taken that J < 0, and so q = 0, the energy at q is 
E = 	(ax 2  + 13x 4 ) + 3Jx 2 	 (7.8) 
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order—disorder 	 displacive 
high T 
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Figure 7.3. Representation of the time-averaged xi in the low and high temperature 
phases of order-disorder and displacive regimes, in their local potential wells. Both low 
temperature phases have ordered arrangements of non-zero x, but the high tempera-
ture phase only x = 0 as the ensemble average whereas in the displacive limit each x, 
oscillates around zero. 
It may be deduced that the fraction of this energy which is due to interactions, 3Jx/E0 , 
is then (still assuming J < 0) 
Ej 	6J 
E0 - a+3J 
(7.11) 
and is hence independent of the anharmonicity 0; a corresponding expression may be 
derived for J > 0. However, these results apply for any value of ce or 3. 
The phase at q with all x 2 = xo is associated with the low energy (low temperature) 
phase in frozen-phonon phase transitions. The highest energy phase would occur for 
some other q. The most symmetrical phase will be that with x, = 0, and is associated 
with the high-temperature phase. 
As the temperature increases from zero, where the low symmetry phase is stable, 
eventually there is enough thermal energy for at least the average x to be zero over 
macroscopic regions of the sample. This can occur in two ways, as illustrated in Fig-
ure 7.3. Firstly, if the local potential has two deep minima, the local variables tend 
to fluctuate with time mostly inside only one of these wells, even at high temperature, 
but become disordered over the system so that the ensemble average is zero; this is 
the order-disorder type of transition. Alternatively, if the local potential is more like a 
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single well centred on x = 0, or only a weak double well, individual x, will average to 
zero with time; this is known as the displacive regime since only small displacements 
need be made to order the phase. However, in both of these cases there must be some 
transition temperature T below which the ordered phase is stable. 
For a deep double-well local potential, i.e. the order-disorder limit, we require a to 
be negative and stronger than the interaction J. This will give a dispersion curve which 
is entirely unstable. In contrast, the displacive limit requires a > 0, in which case at 
least some parts of the Brillouin Zone have stable phonons. The crossover between 
these two limiting behaviours has been discussed by Evans et al. [128]. 
7.3.2 Molecular dynamics simulations 
The transition temperatures of this simple model may be compared with the initial ap-
proximation that kBTC = E0 . The transition temperature was determined from molec-
ular dynamics calculations in a system with a grid of 16x16x16 sites and periodic 
boundary conditions, using the massively parallel CM200 supercomputer. Different 
values of a/J were used, to give a range of behaviour between displacive and order-
disorder extremes. Figure 7.4 shows the fraction kBT/EO for some systems across this 
range. The spread of values arises from different values of 0, typically from /3/a = 0.04-
0.4. 
It can clearly be seen that the transition temperature varies considerably from the 
simplistic value of unity from (7.1); the ratio kBTC/EO  varies by over a factor of three 
across the range of a/J shown. Although (7.1) may provide an order-of-magnitude 
estimate of the transition temperature, it is clearly not reliable for a good determination 
of T. 
However, the energy Ej may also be considered: this is due only to the interaction 
between neighbouring sites, i.e. the last term in (7.2). Figure 7.5 shows the transition 
temperature as a fraction of Ej for the same systems as in Figure 7.4. Although there is 
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Figure 7.4. Transition temperature as a proportion of the total energy difference 
between two 'phases' of a simple double well model with nearest neighbour interaction, 
plotted against the ratio between the local and interaction harmonic potentials. Dif-
ferent values of the anharmonic local potential 0 were used, giving a spread of results 
around the general trend. 
Figure 7.5. Transition temperature as a proportion of the interaction energy in a 
simple double well model, plotted against the ratio between the local and interaction 
harmonic potentials. The spread of temperatures is again due to the different anhar-
monicities. 
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increasing by a factor of only 1.5 over the same range of a/J as before. Although the 
effect of different values of 0 is particularly strong in the order-disorder limit, no clear 
trends were found; further work is necessary to interpret this variation other than as 
effective error bars on the results. 
7.3.3 Choice of localised variables in real systems 
In order to investigate long-range order and disorder in specific phase transitions, local 
variables must be formulated, which will act as the x, in this model. These variables 
must then be affected by both local and interaction (non-local) potentials: in many 
cases the interactions may be assumed to be nearest-neighbour potentials only. The 
eigenvectors of any relevant phonon modes may help to determine suitable variables. 
7.4 Magnesium silicate 
If either the transition between the tetragonal and orthorhombic phases, or that be-
tween cubic and tetragonal phases, may be modelled by only one local coordinate, this 
would simplify the system greatly and the model described above may be applied. The 
work described in Chapter 5 showed that both these transitions were dominated by 
the freezing in a phonon consisting of octahedral rotations. This suggests that a local 
variable related to the rotation of each individual octahedron may be considered. 
7.4.1 Choice of local variables and order parameter 
Although octahedral rotations are suggested as the appropriate variables, at points 
away from M and R (of the cubic Brillouin Zone), there are no normal modes consisting 
purely of octahedral rotations. Using the simple rigid unit mode model discussed 
in Chapter 6, it was found that at other points on a dispersion branch containing a 
rotational phonon, there must be modes which involve distortions of the octahedra. The 
exact nature of the local variable thus cannot be simply an octahedral rotation angle, 
CHAPTER 7. SIMPLE MODELS OF PHASE TRANSITIONS 	 174 
since this does not describe the mode at other points of the zone. An alternative choice 
for a local variable could be the polarisation vector (or eigenvector) of the branch 
containing the phonon of interest, which defines displacements over the primitive cell 
and in other cells by modulation according to the wavevector (Section 4.1). 
However, in the real system, there are considerably more variables than in the 
rigid unit mode model: not only are there more ways of distorting the octahedra, but 
there are also Mg ions which participate in the normal modes and transitions. Phonon 
branches with the same symmetry will mix instead of crossing, so the eigenvector 
may not be the same across an entire continuous branch. To consider the fluctuations 
involved in a transition at different wavevectors, it is probably more physical to consider 
a single continuous branch than a set of modes with the same eigenvector which is split 
over several branches. The choice of the continuous branch would also ensure that the 
lowest frequency phonons (or lowest energy fluctuations) at each wavevector, within the 
constraints of a given symmetry, are joined along a single branch. The local variable 
should thus be such that it represents all the modes on such a mixed branch, and will 
not be simply a polarisation vector . 
Lattice Wannier functions have been proposed in the case of ferroelectric perovskites 
[130], to separate the periodic displacements of phonon eigenvectors into localised vari-
ables. These use a formalism similar to that of lattice dynamics, but the motion of a 
given ion depends on the phase factors (q.r) of neighbouring unit cells, not just a single 
cell. This has the effect of changing the apparent polarisation vector across the branch, 
according to the mixing between branches that has occured. Such a variable thus de-
scribes a whole continuous branch as observed. They may be constructed to reproduce 
the observed eigenvectors at certain points of the Brillouin Zone, particularly those at 
the zone centre or boundary which participate in the relevant transition. However, the 
exact nature of the variable is not required to be known, as long as all the modes lie 
on one branch of the dispersion curve. 
Chapter 4 showed that the method used in this thesis to calculate phonon modes 
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is restricted to finding modes only at selected points in the Brillouin Zone, so it is not 
possible to unambiguously identify which modes lie on the same branches. The phonons 
presented in Chapter 5 were instead compared with full dispersion curves obtained 
empirically [92], in terms of degeneracy and approximate ordering. This suggested 
that the mode at F which is related to the M2 rotational mode is that dominated by 
Mg displacement, which is stable in the tetragonal phase. It is therefore assumed that 
both these modes lie on a single branch, which may be represented by a local variable 
as required for application of the model described earlier in this Chapter. 
In addition to allowing application of the model, this assumption has interesting 
consequences for the nature of the motion during the transition. As a phase transition 
is approached from T> T, fluctuations are initially relatively short-range and localised, 
involving contributions from phonons at all wavevectors: the Mg modes assumed to lie 
on the same branch as the rotational mode must therefore be included. Fluctuations 
involving Mg would in any case have lower energy than distortions of the octahedra. 
As longer-range fluctuations occur, and long-range order increases, smaller sections of 
the Brillouin Zone are involved, so the nature of the ionic motion would be expected 
to change. 
7.4.2 Monte Carlo simulations 
The simple model in (7.2) was parametrised for the M2 instability between the tetrag-
onal and orthorhombic phases at zero pressure, using the frequency of this branch at F 
and M (2.59 and 5.63i THz respectively) and the energy difference between the phases 
(0.235 eV per formula unit) 2 . This parametrisation gave a = — 6.27 THz, /3 = 269 
THz2 /eV, J = 3.21 THz, and x0 0.172 (eV/THz)'/ 2 . Since energy is measured in 
eV, the Boltzmann constant takes the value kB = 8.617 x iO K/eV. The simple 
approximation of using only the total energy difference, according to (7.1), gives the 
'These values were calculated using the more recent set of pseudopotentials which was found to 
give equilibrium structures closer to the LAPW values; the original set of potentials were used in the 
published work [10]. 
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Figure 7.6. Monte Carlo simulation of the model given in (7.2) parametrised for 
the orthorhombic—tetragonal transition in MgSiO 3 perovskite. A 16x 16x 16 grid of 
elements was used, and the average energy E, order parameter (x)I and r.m.s. order 
parameter (x2)112  averaged over 5000 steps after convergence are shown. Error bars 
are no larger than symbols. 
temperature as T = 2730 K, which is above the melting temperature at zero pressure. 
A value of c13J of -0.65 sets this model between the order-disorder and displacive 
regimes. As noted in Chapter 5, the dispersion curve assumed to relate these two 
frequencies is not entirely unstable, reflecting the fact that the local potential is not 
particularly strong when compared to the interaction. A strong interaction is to be 
expected considering the rigid unit interpretation: any modes distorting the octahedra, 
as must be the case for modes at F on the same branch as rotational modes, will have 
much greater frequency than the rigid unit modes. 
A Monte Carlo simulation of this three-dimensional, one variable system was per-
formed ; the results are shown in Figure 7.6. The transition temperature was found 
to be T = 1080 ± 50 K, which is much lower than suggested by the ab initio MD 
simulations of Chapter 5. 
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The ratio kBTC/EO  was found to be 0.40; the ratio Ej/Eo is 1.18 so kBT/EJ = 
0.33. In this case, the difference between using Ej and E0 to estimate the transition 
temperature is not large, compared to the ratio of the transition temperature to either of 
these energies. This temperature is lower than found for model systems in Section 7.3.2; 
this is ascribed to the effects of the anharmonicity 0, which is not yet fully understood. 
7.5 Discussion 
The application of a simple single-well model to the results of ab initio studies of soft-
mode phase transitions has been discussed, with particular reference to the MgSiO3 
perovskite system, with the aim of estimating the transition temperature. 
The results obtained from parametrising a single variable model do not appear to 
agree well with those from the ab initio molecular dynamics simulations of Chapter 5; 
the transition temperature obtained from the model is at least a factor of 1.8 smaller 
than suggested by the first-principles MD study. There are several factors which may 
contribute to this large discrepancy. 
Firstly, the ab initio MD simulation comprises only four formula units (and so 
four 'local variables') with periodic boundary conditions, so cannot properly represent 
the long-range fluctuations inherent in temperature-induced phase transitions. The 
parametrised model uses a much larger grid, so would be expected to be more reliable 
in this respect. 
The parametrised model also has limitations. Only one variable is assigned to each 
site in the model, by assuming that the mode containing octahedral rotation lies on 
an isolated branch of the dispersion curve. In reality, the dispersion curves involve a 
certain amount of degeneracy and thus one mode may lie on several branches, so this 
assumption is not always justified. More sophisticated parametrisation schemes from 
full first-principles dispersion curves have taken this into account [127]. 
Furthermore, it is known from both the static and dynamic calculations in Chapter 5 
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that four modes are involved in the transition between tetragonal and orthorhombic 
phases, so focussing on the most unstable may not be sufficient. Since the transition 
temperature appears to be closely related to the energy of interaction and thus to 
the interaction parameter J, the choice of the band and thus the dispersion which 
determines J may have a great effect on the predicted T. Using the lowest energy 
modes of the same symmetry, i.e. taking account of mixing, would be expected to 
give a low temperature, consistent with the additional degrees of freedom which allow 
mode mixing. Ignoring mixing and using branches with the same polarisation vectors 
would give a higher temperature. The true transition temperature may lie somewhere 
between these two extremes, if mixing between several branches is considered. 
In addition, the ratio found in the model of transition temperature to either total 
energy or interaction energy between phases when parametrised from the ab initio data 
does not correspond well with that found for more general models. This may be due 
to differences in the anharmonicity of the model, the effects of which are not yet well 
understood; further work may reveal the reasons for this discrepancy. 
7.6 Conclusions 
The simple model described here reproduces some features of the soft-mode phase 
transitions which were deduced from ab initio calculations in Chapter 5. However, the 
values of the transition temperature obtained from first-principles molecular dynamics 
studies of a small cell, Monte Carlo simulations of a large system with the parametrised 
model, and estimates based on energy differences do not give consistent results. Each 
of these methods makes different approximations and is limited by different factors, so 
none may be taken as definitive. 
We thus may only conclude that the true transition temperature is likely to lie 
between the values of 1080 K and 2700 K; the transition temperature could only be 
identified as being above 1800 K from the ab initio MD simulations. This does not 
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exclude the possibility of a phase transition to the tetragonal phase within the mantle, 
although equivalent studies at higher pressures should be performed. Further work 
should be able to more tightly bound the transition temperature and give a better 
understanding of the relationships between these methods. 
Chapter 8 
Z irconia 
'And if, saith he, the Masters of Ships and Pilots will take the pains... 
diligently and faithfully to set down in severall columns, not onely the Rumb 
they goe on and the measure of the Ships way in degrees, 4 the observation 
of Latitude and variation of their compass; but alsoe their conjectures and 
reason of their correction they make of the aberrations they shall find... I 
doubt not but that there shall be in convenient time, brought to light many 
necessary precepts wch may tend to ye perfecting of Navigation...' 
Isaac Newton, quoting Oughtred on Navigation 
Vol. III of the Correspondence 
8.1 Introduction 
Zirconia (Zr0 2 ) is of great importance in the ceramics industry, having many techno-
logical applications including that of 'transformation toughening' when small inclusions 
of tetragonal zirconia are introduced into ceramics. Under the stresses induced by a 
crack tip, a transformation to a less dense monoclinic phase fills the empty space in 
the crack, thus inhibiting further propagation [131, 132]. Despite both theoretical and 
experimental study, its exact phase behaviour is still not fully known or understood 
[133, 134]. 
The stability of the various phases as determined experimentally has been reviewed 
elsewhere [135, 136, 137]. Cubic zirconia adopts the fluorite O (Fm3m) structure, 
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Figure 8.1. Cubic and tetragonal cells of zirconia. The dotted lines show the tetrago-
nal unit cell within that of the cubic; the arrows indicate the oxygen distortion adopted 
in the tetragonal phase. 
shown in Figure 8.1; experimentally, this phase is stable at ambient pressure above 
2600 K. A related tetragonal unit cell may be formed, shown as dotted lines in Fig-
ure 8.1: within this a displacement of the oxygen ions generates the tetragonal D 
(P42 /nmc) phase, stable above 1400 K. Below this temperature, the monoclinic Ch 
(P2 1 /c) phase is generally understood to be stable, although recent X-ray diffraction 
results [138] suggest the possibility that it is unstable. Some workers instead quote 
2370 K for the cubic—tetragonal transition and 1170 K for the tetragonal—monoclinic 
phase [136]; higher pressures reduce the transition temperatures [138] so it is possible 
that these values originate from experiments under pressure. Under increasing pres-
sure, the monoclinic phase transforms into a variety of orthorhombic phases, which are 
not addressed in this thesis. The tetragonal and cubic phases may be partially or fully 
stabilised by the addition of impurities, but these are not studied in this work since 
extremely large supercells would be required. 
Theoretical studies have already been performed on various phases. The potential-
induced breathing (FIB) model was used [132] to calculate equations of state for several 
phases, but significant discrepancies from experimental measurements were found, the 
monoclinic phase did not have the expected stability, and a negative bulk modulus 
was predicted for the tetragonal phase. These unsatisfactory results were attributed 
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to either the lack of non-spherical charge distribution in the FIB model, or the fact 
that real samples may have disorder in the oxygen positions and stabilising impuri-
ties. The Hartree-Fock method (see Section 2.1.2), which allows a more general charge 
distribution, was applied to the cubic and tetragonal phases [137] using effective core 
potentials (equivalent to pseudopotentials) and an atomic orbital basis set, but the 
complete energy surface was not explored due to the computational resources required. 
The FLAPW' method has also been used to study the stability of cubic and tetragonal 
phases [136, 139], but the forces and hence the phonon modes may not easily be found 
using this method. More recently, the stabilisation of cubic zirconia with CaO or MgO 
impurities has been studied with Hartree-Fock methods [140]. 
Study of the monoclinic phase is very computationally intensive, since there are 12 
atoms in the unit cell, and the low symmetry dictates that a larger number of k-points 
are required. Neither a FIB model [132] nor the Hartree-Fock approach [140] gave the 
monoclinic phase as the most stable at zero pressure, even when the structure was 
optimised. FLAFW studies were not extended to the monoclinic phase because of the 
large computational resources required [139]. 
In this Chapter, density-functional calculations of the cubic, tetragonal and mono- 
clinic phases of pure zirconia, using the CASTEP and CETEP codes, are presented, with 
the aim of identifying the mechanisms of transitions between the phases. Phonon cal- 
culations as described in Chapter 4 have already been proposed as being important 
[136, 139]. However, they have not been extensively performed by previous workers: 
without plane-wave basis sets, force calculations are very complicated, and simpler 
models (such as FIB) do not even always produce the expected equilibrium properties. 
The oxygen pseudopotential found to give the best performance from the studies 
of MgSiO3 (as described in Section 5.7 and Appendix A) was used. Zirconium pseu- 
dopotentials were generated using the Q tuning method [30]; two such potentials were 
tested, as described below. An energy cutoff of 1000 eV was used to ensure a good 
'Full-potential linearised augmented plane-wave 
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convergence of the total energy to within 0.02 eV of the fully converged value. The dif-
ference in lattice parameter between using Monkhorst-Pack k-point grids of 2x2x2 and 
3x3x3 in the primitive cubic cell was less than 0.1%; the difference in energy was less 
than 0.1 eV. Other properties such as phonon frequencies were found to require higher 
densities of k-point grids. The local density approximation was used throughout. 
8.2 Cubic phase 
The structure of the cubic phase is determined by only the lattice parameter a, so the 
most efficient way to determine the equilibrium structure is from a simple set of total 
energies at different values of a, rather than via relaxation under the calculated stress. 
The results for both pseudopotentials are shown in Figure 8.2. 
The equilibrium lattice parameters and bulk moduli using these pseudopotentials 
and a range of other methods which have been used are shown in Table 8.1. It should 
be noted that the neutron diffraction results at room temperature [135] are for an arti-
ficially stabilised phase, Zr0 .375M90 . 1250 1 .875 , which found a0 =5.086 A at 295 K [135], 
since the pure cubic phase is unstable under these conditions. The high-temperature 
neutron scattering results [138] give a much larger lattice parameter, due to thermal 
expansion. Experimental results may therefore not be compared directly to theoretical 
predictions, but of course act as a useful guide. The FLAPW results would be expected 
to be the most reliable of the theoretical results, since they are affected only by the 
local density approximation. In the light of these comparisons, the ZrOOl potential was 
used for rest of the work presented here. 
It is unusual for the lattice parameter to be overestimated by calculations using the 
local density approximation (LDA), which generally underestimates the volume. How-
ever, choice of pseudopotentials may have a non-negligible effect on lattice parameters, 
as found for the Mg and 0 pseudopotentials in MgSiO 3 and MgO (Chapter 5) which 
may be greater than the effects of the LDA. 




















lattice parameter (A) 	 lattice parameter a (A) 
Zr000: a0 = 5.214 A ZrOOl: a0 = 5.173 A 
Figure 8.2. Murnaghan fit to total energy versus lattice parameter for cubic zirconia 
using two different pseudopotentials for zirconium. 
8.3 Cubic elastic constants 
The elastic constants of a phase may be deduced from ab initio simulations by intro-
ducing small strains and calculating the resulting stresses from first principles [12, 13]. 
A symmetric strain which takes the unit cell boxmatrix h to h' = (I + f)h may be 
written 
Exx EXY 6xz 
6 = 	 EXX €yz 	 (8.1) 
Exz €yz Ezz 
or in the Voigt notation, so that the elastic constants may be written as c,, the 
strain is e = A cubic phase has only three elastic con-
stants: c11 , c12 and c44 . A shear strain e = ( 61, 0,0,264,0,0) then results in a stress 
r = ( cll€l,c1261,c1261,2c4464,0,0). The elastic constants may therefore easily be de-
duced from the stress on a distorted structure calculated from first principles, or from 
the energy difference from the equilibrium structure. The results are shown in Ta-
ble 8.1, together with those calculated in other studies [136, 137] and determined ex-
perimentally. The elastic moduli presented here are in good agreement with the FIB 
calculations, but there is a wide variation in values from different techniques. The 
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cubic Zr02 a0 
(A) 
elastic constants (GPa) 
B 	c11 	c 1 2 c44 
This work, Zr000 5.214 157 
This work, ZrOOl 5.173 266 519 147 183 
FLAPW [136] 5.054 230+70 500±10 90±20 
Hartree-Fock [140] 5.154 
Hartree-Fock [137] 5.035 222 628 19 82 
FIB [132] 5.101 288 560 153 180 
Neutron expts [135] 5.090t 
Neutron, 2690 K [138] 5.269 
Elasticity expts [141] 1 194 417 82 47 
t Extrapolated to zero temperature [140] 
Table 8.1. Equilibrium lattice parameter a0 and bulk modulus B for cubic Zr02, from 
both theoretical predictions and experimental data. 
experimental results are extrapolated to correspond to pure zirconia, but were taken 
at temperatures above 300 K and may also be affected by disorder: this is expected to 
particularly affect the value of c44 via the internal strain on the oxygen positions away 
from sites of high symmetry [132]. 
8.3.1 Phonons in the cubic phase 
The tetragonal supercell shown in Figure 8.1 is used for phonon calculations (with cubic 
structural parameters) since it corresponds to the unit cell of the tetragonal phase. 
Phonons at the F and R points of the cubic Brillouin Zone are then accessible, due 
to the restrictions of periodic boundary conditions (Chapter 4). A Monkhorst-Pack 
grid of 4x4x4 k-points generated between six and sixteen k-points in the reduced 
Brillouin Zone according to the displacement made. Four displacements were required: 
one zirconium ion and one oxygen ion were both moved along x and z by 0.02% of the 
cell dimension. This number of calculations was necessary because the shape of the 
supercell breaks the cubic symmetry, in terms of the symmetry elements available to 
construct the dynamical matrix. The results are given in Table 8.2: nearly degenerate 
triplets at F may still be observed, although only xy pairs are exactly degenerate. 










All BI Bli 
r 
2,3 xy 16.30 .00 .00 .50 -.50 .50 -.50 
4 z 16.23 .00 .00 .50 -.50 .50 -.50 
10,11 xy 7.47 -.36 -.36 .43 .43 .43 .43 
12 z 7.46 -.36 -.36 .43 .43 .43 .43 
15,16 xy 0.00170 .61 .61 .25 .25 .25 .25 
17 z 0.00072 .61 .61 .25 .25 .25 .25 
R 
1 z 19.36 .00 .00 -.50 .50 .50 -.50 
5,6 xy 15.80 -.09 .09 -.49 -.49 .49 .49 
7 z 10.59 .71 -.71 .00 .00 .00 .00 
8,9 xy 9.752 .00 .00 .50 -.50 -.50 .50 
13,14 xy 3.624 .70 -.70 .07 .07 -.07 -.07 
18 z 5.556i .00 .00 -.50 -.50 .50 .50 
Table 8.2. Frequencies and eigenvectors of the phonons in cubic zirconia, at F and 
R, at a = 5.214 A, ranked according to frequency. Eigenvectors are given in mass-
reduced coordinates, along the direction shown in the second column (only x and y 
displacements form exact degenerate pairs due to supercell geometry). 
The degeneracy splitting and non-zero frequency of the acoustic modes at F gives an 
indication of the errors arising from anharmonicity. 
The eigenvectors of these modes are also obtained. One unstable mode is found, at 
R, consisting of the displacement pattern of oxygen ions shown in Figure 8.1, which on 
freezing in generates the tetragonal phase. The cubic-tetragonal system thus displays 
the potential for a soft-mode transition, in that the structural phase transition is man-
ifested as an unstable mode in the higher-symmetry structure, together with a small 
change in lattice vectors. The highest frequency modes involve oxygen displacement 
only 
8.4 Strain instability from cubic to tetragonal 
The transition to the tetragonal phase involves not only a distortion of the ions following 
the phonon described above, but also a small change in the strain. This may be better 





0.04 	 V=64.80A'// /1 1 
0.03 1 
0.02.\ 	 ; 	I 
0.01 
0 -0.01 
-0.04 	 V=74.45k 
-0.05 
-0.05 -0.03 -0.01 0.01 	0.03 0.05 




-0.04 	-0.02 	0.00 	0.02 	0.04 






Figure 8.3. Energy difference on freezing in phonon as a function of phonon amplitude 
d for a variety of ratios c/a (left) and volumes (for two formula units) at c/a = 
(right). 
described by building up the energy surface as a function of the lattice parameters and 
the oxygen displacement. At a number of different values of c and a, displacements of 
the oxygen atoms were made, following the unstable phonon eigenvector, of different 
amplitudes d. 
First indications of the effects of strain on the phonon instability may be seen from 
the results shown in Figure 8.3, in which LE = E(d) - E(0) is plotted for various c/a 
at constant volume and for various volumes at c/a = Better fits were obtained 
than to FLAPW results [139]. It can be seen that the phonon instability decreases with 
decreasing c/a ratio, and with decreasing volume, as might be expected for a phonon 
with displacements along z. Below some value of c/a (which will be less than the 
phonon becomes stable, as it is seen to do by the lowest volume. At these points, the 
'tetragonal' phase would have zero phonon amplitude and is therefore indistinguishable 
from the strained cubic phase. 
From a larger number of simulations, a polynomial least squares fit for E(a, c, d) 
was made, of the form 
E(a,c,d)= Eo(a,c)+c(a,c)d2 +i3 (a,c)d4 	 (8.2) 
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E0 a/102 /3/10 
f2o 21.4610 7.77932 4.08268 
ac lu 1 6.72990 19.7619 -116.306 
c2 102 4.19013 -11.9056 66.9145 
a h o  -191.860 -164.064 570.224 
C foi -67.9866 47.7810 -272.959 
1 fç, -1394.61 192.775 -313.910 
Table 8.3. Parameters of fit for E(a, c, d) according to (8.2) and (8.3). Units are such 
that d is dimensionless (fractional coordinates), a and c are in A and energy is in eV. 
where Eo (a, c), a(a, c) and 0(a, c) are all expanded as harmonic functions of a and c: 
f(a,c)= a2 f20 +acfii +c2 fo2+afio+ Chi +foo 	 (8.3) 
This gives a total of eighteen parameters, which were fitted from 159 data points (with 
variance 2.0 x 10 and standard deviation 1.2 x io) ; the parameters are given in 
Table 8.3. The complete four-dimensional surface cannot easily be visualised, but a 
section at a = 3.660 is shown in Figure 8.4: the saddle point corresponding to the 
cubic phase and stable minima of the tetragonal configuration can be clearly seen. It 
is again shown that the phonon instability increases with c. The monoclinic phase is 
not manifested by a more stable minimum, simply because the symmetry has been 
constrained to be at least that of the tetragonal phase. 
8.4.1 Properties of cubic and tetragonal phases 
With d constrained to be zero, the minimum energy of the surface E(a, c) was found, 
giving c/a within 0.01% of This minimum thus represents a cubic phase, and has 
an equilibrium lattice parameter of 5.174 A, compared to 5.173 A obtained directly. 
The cubic elastic constants given in Table 8.1 were also obtained using this function. 
The bulk modulus was found to be B = 271 GPa (compared to 266 GPa directly). The 
parametrised function thus provides a satisfactory representation of the data around 













0.02 5.25 	C0.04 	5.30 
Figure 8.4. Energy as a function of lattice parameter c and oxygen distortion d, for 
a = 3.660 (cubic value). The central saddle point corresponds to the cubic phase; the 
two minima at non-zero d correspond to equivalent settings of the tetragonal phase. 
the cubic phase. 
When 9E/Od = 0 is solved to give the harmonic well E(a, c), the tetragonal min-
imum (E/8a = OE/Oc = 0) is found at {a = 3.662, b = 5.231) 1  and positional 
parameter d = 0.034. The volume is thus 1.3% larger than in the cubic phase. The 
energy difference between cubic and tetragonal phases is only 0.0425 eV, equivalent 
to 494 K. This is much lower than the difference between the temperatures at which 
the tetragonal and cubic phases become stable at zero pressure, but as has been seen 
in previous Chapters, the energy difference does not necessarily accurately determine 
the temperature required for the transition. This has also been discussed in FLAPW 
studies of this mode [139], but only for a single well of E(d) at experimental values of 
a and c. 
The energy surface E(a, c) can also be used to deduce the optimum c/a ratio for a 
given volume, and hence the energy-volume (EV) curve for the tetragonal phase; even 
with the relatively simple parametrisation, only numerical solutions were possible. The 
value of d at each volume may then also be obtained. Figure 8.5 shows the EV curves for 
both the cubic and tetragonal phases, and the values of c/a and d. It may be seen that 
below a volume of Q=66 A3 , the tetragonal and cubic EV curves are indistinguishable: 
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Figure 8.5. Total energies, c/a ratio of lattice parameters and oxygen displacement 
d in cubic and tetragonal phases of Zr0 2 , deduced from the parametrised surface 
E(a, c, d). At volumes below 66 A3 , the tetragonal phase adopts the cubic structure. 
this is because the soft phonon has stabilised, so that freezing in this mode no longer 
reduces the energy from that of the cubic phase. The value of d which minimises the 
energy function is imaginary beyond this point, so to correspond to observable phases, 
d is taken to be zero. Below this volume, the c/a ratio thus has the perfect cubic value 
of and the structure is cubic. 
The bulk modulus of the tetragonal phase was found to be 213 GPa, with 9B/c9P = 
1.7. An experimental value of 173 GPa has been reported [132]. Calculations using the 
potential induced breathing (PIB) model [132] found a negative bulk modulus for the 
tetragonal phase at all pressures investigated; the tetragonal structure only stabilised 
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after it adopted the cubic structure (at around 84 A3 ). The FIB model does not, how-
ever, allow a non-spherical charge distribution. The volume of 66 A 3 found here for the 
transition to the cubic phase occurs at a pressure of 14 GFa, according to the fitted 
polynomial equation of state. High pressure studies [138] have found that at tempera-
tures at which the tetragonal phase is stable at zero pressure, increasing the pressure 
leads first to a transition to the cubic, as is found here. The phase diagram at high tem-
peratures and pressure is not well-known, but studies of the monoclinic—orthorhombic 
phase boundaries [142] suggest that the higher temperature phase changes from tetrag-
onal to cubic somewhere between 6 and 18 GPa. As the temperature increases towards 
2700 K, the tetragonal—cubic transition pressure reduces to zero. 
8.4.2 Phonons in the tetragonal phase 
Phonons of a tetragonal structure (a=b=3.660A, c=5.215A) were calculated using the 
tetragonal primitive cell (two formula units), differing only from the cubic phonon su-
percell in c/a ratio and oxygen positions. The set of phonons obtained must therefore 
use the same eigenvector basis set as the cubic phonons, i.e. contain only linear com-
binations thereof. The frequencies and eigenvectors are given in Table 8.4; the closest 
eigenvector matches with the cubic modes are also given, obtained in the same way as 
in Chapter 5. 
As would be expected in a soft-mode transition, the mode which is unstable in 
the cubic structure becomes stable, and is even of higher frequency than some other 
tetragonal phonons. This stabilisation is similar to that observed when freezing in un-
stable phonons in MgSiO 3 perovskite (Chapter 5), and corresponds to stable oscillation 
around the bottom of the double wells evident in Figure 8.3. 




ii (THz) A 
Zr 
B Al Al! 
0 
B! Bil 
1 z 19.58 .00 .00 .50 -.50 -.50 .50 
2+3 xy 19.26 -.11 .11 -.03 .70 -.70 .03 
4 z 17.38 .18 -.18 .48 -.48 .48 -.48 
5+6 xy 13.57 -.01 .01 -.71 -.04 .03 .71 
8+9 xy 13.52 -.23 -.23 -.11 .66 .66 -.11 
12 z 10.06 -.36 -.36 .43 .43 .43 .43 
7 z 9.785 -.68 .68 .12 -.12 .12 -.12 
18 z 6.841 .00 .00 -.50 -.50 .50 .50 
10+11 xy 4.950 -.28 -.28 .65 .01 .01 .65 
13+14 xy 3.975 .70 -.70 -.02 .11 -.11 .02 
15+16 xy 0.0806 .61 .61 .25 .25 .25 .25 
17 z 0.0153 .61 .61 .25 .25 .25 .25 
Table 8.4. Frequencies and eigenvectors of the phonons in tetragonal zirconia, at F and 
R, for a=b=3.660 A, c=5.215 A. Eigenvectors are given in mass-reduced coordinates, 
along the direction shown (x and y displacements form degenerate pairs). The first 
column gives the identity of the cubic phonon with the closest eigenvector. 
8.5 Shear distortion to monoclinic 
The monoclinic phase was described by Simha [143] as a shear distortion of the tetrag-
onal phase, with a unit cell containing four formula units, which maintained the Zr 
ions on face centred sites. Relaxation of the structure from first principles was initially 
attempted from this assumption, but repeatedly tended to a tetragonal phase (zero 
shear distortion), suggesting that this monoclinic phase is not stable with respect to 
the tetragonal phase. 
However, neutron powder diffraction studies [135] concluded that the monoclinic 
structure instead has space group P2 1 /c, as shown in Figure 8.6. The standard setting 
of this cell is not face centred, but by a shift of origin a cell may be generated which 
has Zr ions at (0,0 7 0) 1 ( - ij,, , rh), ( - i,  ij, + h) and (0, - 7h )' and which 
may therefore be seen to be related to a face-centred structure. The experimentally 
deduced structures both have all i (c = x, y, z) smaller than 0.1; their values are, of 
course, linearly related to the fractional positions Zr, Zr and Zr. The oxygen ions 
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P21 /c unit cell 	 alternative cell 
Figure 8.6. Structure of monoclinic zirconia with P21 /c space group, showing seven-
fold coordinated zirconium ions and three-fold (type 01) and four-fold (Oii) coordinated 
oxygen ions. Sticks connecting ions are to show coordination only. The alternative cell, 
projected down the c axis, shows the deviation from a face-centred structure. 
are similarly displaced from the ideal positions of the higher-symmetry structures, by 
up to 0.17 (Figure 8.6). 
The cell-doubling with respect to the tetragonal phase means that only phonons 
at F and M of the tetragonal Brillouin Zone may contribute to the ionic structural 
parameters of this phase, in the way considered in Chapter 5. It can be seen from 
Figure 8.6 that the ionic displacements from a sheared tetragonal structure do not 
follow either a single zone-centre or zone-boundary mode of the tetragonal phase, so 
combinations of modes at both F and M must be present. 
Several studies have suggested that the monoclinic phase may not in fact be stable 
with respect to the tetragonal and cubic phases. X-ray diffraction studies found that 
the monoclinic phase had a very low bulk modulus [138], from which a possible insta-
bility was proposed. A pressure of only 4 GPa was required for a phase transition to 
an orthorhombic phase at zero temperature [142]. Calculations using the FIB model 
found the monoclinic phase to be stable only at negative pressures [132]; twinning and 
symmetry breaking in real samples were proposed as stabilising mechanisms. The sign 
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of the energy difference between cubic and monoclinic phases has been found to de-
pend on the theoretical technique used: Hartree-Fock calculations found the monoclinic 
phase to be less stable than the cubic by 5 meV, but semi-empirical and shell model 
methods found it to be 0.2-0.3 eV more stable [140]. 
8.5.1 Equilibrium monoclinic phase 
Relaxation of this structure using the first-principles forces and stresses was very slow, 
partly because of the the large size of the system, and partly because of the very shallow 
energy surface explored. The stresses were relaxed to below 2x10 3 eV/A3 , and the 
forces to below 0.05 eV/A. A volume of 148.5 A3 was found, compared to 140.8 A3 from 
neutron scattering at 295 K [135]; the 5% overestimate in volume is slightly smaller 
than that in the cubic phase (7.5%). The ionic parameters found are given in Table 8.5, 
and have a r.m.s. deviation of 0.0044 from the mean experimental positions (i.e. those 
averaged between the neutron and X-ray results). The residual forces were largest on 
the Oi ions, whose positions may be seen to deviate from experiment by the greatest 
amount; further relaxation would be likely to improve the agreement with experimental 
data but would be very time-consuming. 
Each Zr is seven-fold coordinated by oxygen, as shown in Figure 8.6, compared 
to the eightfold coordination in the cubic and tetragonal phases: the type Oi oxy-
gen ions have only three close Zr neighbours rather than the more usual four. The 
mean Zr—U bondlength was found to be 1.9% longer than experimentally observed. 
This is consistent with the general overestimation of bondlengths found using these 
pseudopotentials. 
The energy of the monoclinic phase was found to be 0.0107 eV per formula unit 
higher than the cubic phase. This is inconsistent with the order of phases found exper-
imentally with temperature, but as discussed above, there has been evidence that this 
phase is not as stable as previously thought. However, the energy differences are very 
small, so further work to confirm that calculations are absolutely converged should 
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monoclinic this work experimental data (300 K) 
Zr0 2 neutron [135] X-ray [144] 
a (A) 5.239 5.151 5.145 
b (A) 5.336 5.212 5.208 
C (A) 5.383 5.317 5.311 
0 99.650 99.23 0 99.23 0  
V (A3 ) 148.4 140.8 140.4 
Zr 	x 0.2792 0.2754 0.2758 
Y 0.0429 0.0395 0.0411 
Z 0.2103 0.2083 0.2082 
77x 0.0584 0.0508 0.0516 
0.0858 0.0790 0.0822 
Tlz  0.0796 0.0834 0.0836 
Oi 	x 0.0744 0.0700 0.0703 
Y 0.3430 0.3317 0.3359 
Z 0.3380 0.3447 0.3406 
Oil 	x 0.4483 0.4496 0.4423 
Y 0.7583 0.7569 0.7549 
Z 0.4833 0.4792 0.4789 
(Zr-O) (A) 1 	2.197 2.159 2.159 
Table 8.5. Structural parameters for monoclinic Zr0 2 (baddeleyite), compared to 
previous neutron [135] and single-crystal X-ray [144] experimental data. 
be performed. Furthermore, it may be that the experimentally observed phase has 
a doubled cell with respect to that used here, or has a small amount of stabilising 
disorder. 
8.5.2 Shear distortions from tetragonal phase 
The tetragonal phase, having point group D4h,  has six independent non-zero elastic 
moduli: c 11 , c33, c12, c13 , c44 and c66. Softening of both tetragonal c44 and c66 have 
been proposed as mechanisms for the tetragonal-monoclinic transition on the basis 
of crystallographic symmetry analysis [143, 145], although only the c44 possibility was 
discussed in earlier work [131]. The elastic moduli have been previously calculated with 
the FIB model [132], and coupling between the shear moduli and the ionic positions 
was discussed. 
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The elastic constants c11 , c33 , c 12 and c 13 must all be positive, since the equilibrium 
tetragonal phase is stable with respect to small changes in a and c, and the bulk modulus 
was found to be positive. In order to calculate the remaining moduli, c44 and c66 , the 
tetragonal phase was distorted with xy and xz shears respectively, and the moduli 
again deduced from the ab initio stresses. If there is any phonon-strain coupling (see, 
for example, Section 6.6.1), the ionic positions should be re-relaxed in the distorted 
phase, to correspond to the compensation which would occur in real samples. 
Without relaxation of ions, both the shear distortions were stable: c44 = 116 GPa 
and c66 = 156 GPa. These results were obtained with shear strains of 0(10 — ), where 
errors in c 2 from anharmonicity were less than 1%. The E,,y strain caused only small 
forces on the oxygen ions along z, coupling only to the amplitude of the oxygen mode 
already frozen in: relaxation of these ions had negligible effect on the calculated stress. 
However, the c., z strain induced large forces on the ions along x, showing considerable 
coupling between c44 and ionic positions [132]. The ions were thus relaxed until the 
forces were below 0.01 eV/A 3 , converging the energy to 10 7eV, and reducing the 
stress so that c44 =48 GPa. This is much softer than the shear modulus of the cubic 
phase, reflecting the extra ionic degrees of freedom which are available. The reported 
experimental values are c 44 =101 GPa and c66 =156 CPa [132]. 
The displacement of the ions from their cubic fractional positions is considerable in 
the monoclinic phase, so these results suggest that c44 softening will be more relevant in 
a transition to monoclinic; this modulus is much softer than the c66 , so would probably 
give the lowest energy barrier. However, no elastic instabilities (negative elastic moduli) 
have been found. 
8.6 Conclusions and suggestions for further work 
An unstable phonon in the high symmetry cubic phase is again found to be related to 
a structural phase transition, in this case to a tetragonal phase. The energy surface 
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representing cubic and tetragonal phases has been parametrised in terms of the strain 
and the phonon amplitude. Both the temperature- and pressure-induced mechanisms 
for the cubic-tetragonal transition may be identified from this energy surface. 
The transition to the monoclinic phase involves both more complex ionic rearrange-
ments and a strain including shear components. A soft shear modulus has been found 
in the tetragonal phase, which is coupled to significant ionic distortion. However, the 
zero-pressure monoclinic phase was not found to be more stable than the cubic and 
tetragonal phases, within the accuracy of the calculation, so no direct instability is 
expected. The monoclinic structure should be simulated at other pressures to fur-
ther investigate its stability. None of the zone-centre phonons of the tetragonal phase 
were found to be dynamically unstable. Calculations of phonons at the M point (zone 
boundary) of the tetragonal Brillouin Zone would be needed to identify any phonon 
modes which contribute to this transition, and determine whether any of them have low 
frequency. If the tetragonal phase is stable with respect to both phonons and elastic 
moduli, then some other mechanism for a transition between monoclinic and tetragonal 
phases must be sought. 
Other phases induced by increasing pressure, which are mostly orthorhombic, have 
not been studied here, and further calculations which include these should elucidate 
the mechanisms by which these occur. 
Chapter 9 
Summary 
I never know, when I'm telling a story, whether to cut the thing 
down to plain facts or whether to... shove in a lot of atmosphere. 
P.G. Wodehouse, The inimitable Jeeves 
In the work described in this thesis, the widely used CASTEP and CETEP plane-
wave density-functional theory codes have been extended and used to investigate the 
mechanisms and conditions required for a number of structural phase transitions. Full 
structural relaxation is now possible, with a first-order correction for the effects of 
using a finite number of plane waves in the wavefunction basis set; this also allows 
determination of crystal structures under external pressures. 
The use of Hellmann-Feynman forces calculated from first principles to give the 
normal modes of a crystal has been described, and a practical scheme developed, which 
exploits any symmetry. Phonons at specific points of the Brillouin Zone may be calcu-
lated, according to the periodic boundary conditions employed. The precautions which 
should be taken during simulations to avoid excessive noise and error in the results 
have been discussed. Phonon frequencies calculated by this methods have generally 
been found to be accurate to within a few percent, but have the one significant restric-
tion of not giving any splitting between longitudinal and transverse phonons at the 
zone centre. It is hoped to overcome this problem in the future. 
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Eigenvectors of the calculated phonons have been interpreted in MgSiO 3 , Zr02 
and other systems in terms of their role in structural phase transitions. In particular, 
unstable modes indicate a mechanism by which a distortion may lower the energy of 
a crystal, precipitating a transformation into a lower symmetry phase. The phase 
transitions of MgSiO3 have been extensively analysed in terms of the contributions 
from different modes. 
The phonon eigenvectors may also be used to identify modes which are candidates 
for rigid unit behaviour, and first-principles simulations have been performed to deter-
mine whether phonons at constant volume or rigid unit modes (RUMs) which decrease 
the volume are better descriptions of modes in MgSiO 3 , BaZr03 and Si02 . Although 
in none of these cases was the RUM model found to be more accurate than the phonon 
representation, the consequences of any extent of RUM behaviour were found to de-
scribe many of the structural changes occuring in these systems. 
The most accurate method for estimation of transition temperatures from ab initio 
calculations is not yet determined. A series of first-principles molecular dynamics 
simulations of twenty atoms of MgSiO 3 suggested that the transition temperature for 
a tetragonal-orthorhombic transition is higher than the melting point, and thus that 
this transition would not occur in the mantle. However, such simulations are severely 
hampered by a finite system size. In contrast, a simple model parametrised from ab 
initio data gives a much lower transition temperature, but uses only a single variable, 
despite it being clear that several phonon modes are involved in the transition. 
Throughout the work described in this thesis, it has been found that the understand-
ing of the factors affecting the transferability of pseudopotentials is still incomplete, 
and pseudopotentials that perform well for one system may not produce acceptable 
results in others. The comparison between theoretical and experimental results that 
this necessitates is somewhat contrary to the spirit of ab iriitio calculations. However, 
it is hoped that identification of these problems may help to identify more rigorous 
tests for pseudopotentials in solid-state calculations. 
Appendix A 
Pseudopotential specifications 
The generation and use of pseudopotentials has unfortunately been described as some-
thing of a black art [30]. There are many pseudopotentials in circulation whose gen-
eration or expected range of transferability is not precisely known. To clarify which 
pseudopotentials have been employed, and the issues behind their transferability, those 
used or investigated in this work are described here. 
The pseudopotentials used were generated either by J.S. Lin [36, 146] or, using the 
Q tuning method, by M.H. Lee [30, 37], at the Theory of Condensed Matter Group 
at the University of Cambridge. 
A.1 Description of terms 
Several values are output from the CASTEP and CETEP codes during initialisation and 
are therefore useful for unambiguous identification of the potentials used during a 
simulation. ICHARG, or Z, is that charge which is left remaining on the core, equal 
to the number of valence electrons which are considered. For some species, especially 
those with d electrons, it is advantageous to use more than the highest shell of valence 
electrons. PSCQRE is the core potential, i.e. the G = 0 term which remains after 
subtraction of the Coulomb terms; PSCALE is a scale factor for each component of 
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the pseudopotential. Zero values of PSCALE indicate components which are taken to 
be local. The electronic configurations and core radii used to generate the potentials 
are given where known. As explained in Section 2.3, angular momentum components 
which are not present in the ground state are usually generated from ionised excited 
states to ensure that these states are bound. 
A.2 Silicon 
Name Z PSCORE 	PSCALE generation 
1=0 	1=1 	1=2 
Si012 4 112.017 	0 -0.8927 	-4.5432 sp: 3s 2 3p2 ; d: 3s1 3p0753d° 25 
r=0.74 A; M.H. Lee 
A.3 Magnesium 
Name Z PSCORE 	PSCALE generation 
0 1=0 	1=1 	1=2  
Set #1 2 141.84 	0 -1.150 	-0.559 J.S. Lin 
Set #2 2 -48.921 	3.29 	2.18 0 J.S. Lin 
Mg006 (#3) 2 116.658 0 0 	0 3s2 , r=1.05 A; M.H. Lee 
Section 5.7 discusses the problems of generating pseudopotentials for Group II el-
ements, and the results of using these three pseudopotentials for MgO and MgSiO3. 
Some suggestions were made as to why the fully local potential Mg006 generates the 
most satisfactory results, despite being generated from only states of the neutral atom. 
A.4 Oxygen 
Name Z PSCORE PSCALE generation 
Set #1 6 14.648 20.80 -9.697 0 J.S.Lin, for 0 2 _ 
0020c (#2) 6 4.571 31.63 0 0 sp: 2s2 2p4 ; d: 2s'2p' 75 3d°25 
r=0.95 A; M.H. Lee 
0020 (#3) 6 -28.347 37.47 4.71 2.44 sp: 2s2 2p4 ; d: 2s'2p' 75 3d°25 
r=0.95 A; M.H. Lee 
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The use of these potentials for MgO and M9SiO3 is also described in Section 5.7. 
The second and third potentials are based on the same electronic configuration, but 
use different Q tuning parameters [30]. The second potential was found to give the 
most satisfactory results in these cases. 
A.5 Zirconium 
Name Z PSCORE 	PSCALE generation 
0 1=0 	1=1 	1=2  
Zr000 4 -268.153 	0 6.064 	-10.269 M.H. Lee 
ZrOOl 4 329.814 0 	0.596 	-41.415 sd: 4d2 5s2 ; p: 4d2 5s°755p°25 
r=1.43 A; M.H.Lee 
The ZrOOl potential was used in most of the work in Chapter 8. A Kerker con-
struction was used for the s component. 
A.6 Barium 
Name Z PSCORE 	PSCALE generation 
0 1=01=1 	1=2  
Ba013 10 -208.404 	-2.461 	0 0 M.H. Lee 
Ba015Rg 10 183.483 1.963 0 	1.2843 spd: 5s2 5p5755d°256s2 
r=1.43 A; M.H.Lee 
A value of 10 for Z is due to the n=5 shell being included in the effective valence 
configuration, to overcome problems with the radius of the normal core electrons being 
too large, and to give better d components in the pseudopotential (see Chapter 6). 
Appendix B 
Symmetry of eigenvalues in 
diamond 
It was commented in Section 4.5.1 that when a nearest-neighbour model for interatomic 
interactions is used in the diamond structure, a dispersion curve is obtained in which 
values of v 2 fall in symmetric pairs around v12, where v0 is the frequency of the optic 
modes at F. The dispersion curve with squared frequencies is shown in Figure B.I. 
This means that the Fourier transformed dynamical matrix has pairs of eigenvalues of 
the form A 0 + X. It is attempted here to show why this is so. 
B.1 Form of the Fourier transformed dynamical matrix 
If it is assumed that only the self-interaction and nearest-neighbour interaction force 
constants are non-zero, only these elements need to be considered when forming the 
Fourier-transformed dynamical matrix D(,cic'Iq) from (4.7). The atom label ic may 
take only two values, since there are only two atoms in the primitive unit cell. 
The diamond structure has cubic symmetry, so the self-interaction force constant 
is purely diagonal: 
aj3 ( ) = ASp 	 (B.1) 
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Figure B.1. Dispersion relations v 2 (THz2 ) against q for FCC silicon, assuming 
only nearest neighbour central interaction. Force constants are taken from ab initio 
calculations in a 64 atom supercell. The values of u2 are symmetric about the dotted 
line. 
where A is a constant. There are four nearest neighbours, at the corners of a tetrahedron 
centred at the origin. The four neighbours lie in four different unit cells. Since the 
positions x, of the atoms within these cells may be freely chosen, the cell origins may 
be placed at each at the 'neighbour' atoms, and the vector connecting atom K with 
one of its neighbours of type ic' written as xl(IcK');  for convenience, cartesian axes for 
3 and 'y  are used. There are then only two different numerical values of the force 
constant, so that for ce = 
i 	
( 1
, ) = 	 ( B.2) 
where 'tJ'  is a constant. The sign on the force constant for ce 	is determined by the 
direction of xi(csc ' ) relative to a and /3, so 
cj3 ( 
	') = 








where ® is a constant, and [xl(ktt')],  gives the direction cosine: the magnitudes of all 
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[x1], are equal. It can immediately be seen that 
( ,) 
= 	
( 	 (B.4) 
Furthermore, on exchanging K and ic' a set of neighbours is found at inverted vectors, 
i.e. we can match pairs such that xl(/csc') = — xp(#c'K), so we also have 
. /3 	
1 




The Fourier transformed dynamical matrix is given by (4.7); either [x1 - xo] or x 




exp(iq.[xi(,cic')]) 	 (B.6) 
and it is assumed that x 0 = 0. For K = ic', only the self-interaction term is required: 
Da (IcKq) = A&p 	 (B.7) 
For ic ic' but c = 0, we have 
D(Ick'q) = 	exp(iq.x(#cic')) 
= 	
(B.8) 
because the pairs may be matched according to (B.5). Similarly, for a 0 
= e 	[xl(Klc')] a[xl(KK ')] exp(iq.x(K!c ')) 	(B.9) 
so that 
D(kK'Iq) = Dp(KK'q) 	 (B.10) 
and also 
D(Ic'Kq) = 
	 ( B.11) 
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However, for general q it may be noted that D(ic'tcIq) D(K'kIq). 
B.2 Implications for eigenvalues 
We thus find that D(q) now takes the form 
A 0 0 A* c5 b5 
o A 0 c A*  a5 
o o A b ax A 5 
D(q)= 
AC b A 0 0 
c A a 0 A 0 
a A 0 0 A, 
(B.12) 
where A, a, b, and C are all in general complex constants. However, the submatrix 
A c b 
C A a 
b a A 
may be diagonalised in a similarity transformation which does not affect that for ic = ic' . 
It is symmetric but complex, and in general will have complex eigenvalues, say Xi, X2 
and X3•  The eigenvalues of (13.12) must therefore be identical to those of 
/ A 0 0 x 0 0 
0 A 0 0 x 0 
0 0 A 0 0 x 
Xi 0 0 A 0 0 
0 X2 0 0 A 0 
\ 0 0 X3 0 0 A, 
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and this may be further transformed into an Hermitian matrix with 2 x 2 blocks along 
the diagonal, so that it may be seen that its eigenvalues are 
A =A±Ix i I, A±I 2 I, A±I 3 I 	 (B.13) 
as observed. 
In the case that q = 0, it is found that a = b = c = 0 and A = —A, so that the 
sum rule of (4.16) is satisfied; then Xi = X2 = X3 = — A and the overall eigenvalues are 
therefore triply degenerate, either 2A or zero. 
Appendix C 
Rotation-strain coupling 
The coupling between rotation of polyhedra and changes in the lattice parameters was 
discussed in Section 6.3. However, the CRUSH package [99] for detecting rigid unit modes 
(RUMs) omits this coupling, with the results that RUMs that are expected to have 
zero frequencies may instead be calculated to have finite frequencies. This Appendix 
presents a specific example of a system in which neglecting the strain coupling produces 
a stable mode, but including the neglected terms recovers a rigid unit mode with zero 
frequency. The result for the RUM may be trivially obtained directly, but it may be 
helpful to clarify the definitions of a phonon and a RUM used in this thesis. 
In the discussion in Chapter 6, the full second derivative of the energy E(9, a) with 
respect to the amplitude 9 of a simple rotational mode in the perovskite structure was 
given as 
d2E 02E 	02E da i92E (da)2 aE d2a 
= 	+2 	
+ + 
	 (6.4) d02 dO 	
a2 
dO 
and it is from this full derivative that the frequency of the mode should be calculated, 
using w 2 cx d 2E/d92 . Coupling with the strain is included via a(9), i.e. any variation of 
the lattice parameter a with the rotation. In a pure harmonic phonon mode, the lattice 
parameter is constant, so both first and second derivatives of a(9) are zero. Therefore 
only the first term on the right-hand side, the partial second derivative, contributes to 
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Figure C.1. Variables used to describe the M2 rotational mode in the perovskite 
structure: the bondlength 1, the cell parameter a and the rotation angle 0. 
the frequency of a phonon mode. Since CRUSH does not allow strain coupling, this is 
also the term corresponding to frequencies calculated thereby. 
We examine here each of the terms in (6.4) for a simple model of the perovskite M2 
rotational mode discussed previously. Only the rotational mode drawn in Figure C.1 
(equivalent to Figure 6.1) is considered, in terms of the amplitude 0, and the lattice 
parameter a perpendicular to the rotation axis. Bond angles within the octahedra 
are still constrained to their ideal values but, as in CRUSH, rotation around the linking 
oxygen ions costs zero energy and therefore may occur freely. No other distortions are 
allowed as degrees of freedom. Instead of the CRUSH 'split atom' model for the energy, 
we use a more realistic bond-stretching model. Unlike in CRUSH, the 0-0 bondlengths 
are free to change, with some spring constant, whilst the octahedra are constrained to 
remain corner-sharing. This model is qualitatively equivalent to that of CRUSH (and 
will be shown to be identical for small oscillations around the undistorted phase), but 
is somewhat more physical and includes coupling to the strain in a natural way. 
The lattice parameter a is related to the length 1 of an 0-0 bond by 
a=2lcosO 	 (C.1) 
APPENDIX C. ROTATION-STRAIN COUPLING 	 210 
and if the energy is defined as only depending on the stretching of these bonds from 
their ideal value lo, this gives (to within some arbitrary factor) 
E = 4(1 - 10 ) 2 	 (C.2) 
/ a 
= ( -- ao) 	 (C.3) 
\cos8 	/ 
where a0 = 210 , thus defining E(9, a). In the CRUSH split-atom methodology, in which 
the bondlengths are fixed to be 1, changing the lattice parameter would simply affect 
the distance separating the atoms, giving an energy of the form 
ECRUSH = kc (v'1o (1 - cos9) + a - 
a0 2 
 ) 
kc = --(a—ao COS  9) 2 . 	 (C.4) 
We thus see that this differs from (C.3) by only a factor of Cos 2 9, so will be exactly 
equal at 0 = 0 and behave similarly elsewhere. However, the bond-stretching model is 
retained to demonstrate that the conclusions reached are not an artefact of the CRUSH 




2 a (-3a + 2a cos2 9 + 2a0 cos 9 - a0 cos3 0), 	(C.5a) 802 	 cos4 9 
02E - 2sin0(2a—aocos0) 	
(C.5b) 
OOôa - 	cos3 0 
02E 
and 	= 2 129 . 	 (C.5c) 
The cross derivative 82E/ô0Oa is negative for 0 < 0 and positive for 0 > 0. The other 
two second derivatives are positive for all 0, except for 02E/802 at 0 = 0, where it is 
zero. Although modes are usually only calculated in equilibrium structures, for which 
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OE/Oa = 0, this term may be written in the general case as 
0E 	a—a0 cos 9 
c 	
(C.6) 
os2 9  
We will be interested either in rigid unit modes, for which a(9) must be determined 
such that the bondlengths are maintained, or pure phonons, in which a(9) = a 0 . If the 
mode is taken to be a phonon, and a 0 is set to unity for simplicity, the frequency will 
be calculated from only the first term, since all derivatives of a are zero: 
02Ep2(-3+2cos20+2cosO—cos30) 	
(C.7) 002 - 	 cos4 9 
This is only zero at 0 = 0, as shown in Figure C.2. This is the result found from CRUSH 
(Figure 6.4): introducing a finite amplitude of a rotational mode produces a non-zero 
frequency. 
However, in the rigid unit mode case, the rotation-strain coupling is required to 
take the form 
a 	- 	ao 
- 0- 2 cos 9 2 
a 	= ao cos(9) 	 (C.8) 
as has been quoted several times in Chapter 6. Substituting (C.8) into (C.5), and again 
using a0 = 1, gives 
O 2 ER = 	2 1cos9 ' (C.9a) 092 cos2 0 
O2ER sin 9 
= 	2cos20 (C.9b) 000a 
and 




The corresponding term to that used to calculate the phonon is the first, given in 
(C.9a), and is compared with the phonon result in Figure C.2. It may be seen to have 







-200 	-100 	00 	100 	200 
rotation angle 0 
Figure C.2. Partial second derivative of energy with respect to rotation angle in the 
phonon (C.9a) and RUM (C.7) cases. In the phonon case, this gives the frequency; in 
the RUM case, this term is balanced by others to give a zero frequency. The units of 
energy are arbitrary in this model. 
similar behaviour to the phonon term, although it has smaller magnitude. 
To calculate the full second derivative, the first and second derivatives of aR( 0) 
are also required. In this model, they are trivially - sin 9 and - cos 9 respectively. It 
can be seen that dER/da = 0 from (C.6) and (C.8), so the final term of (6.4) may be 
neglected. It is then found that in the case of a rigid unit mode the first three terms 
are related: 
O2ER - 1— Cos 2 9 
092 - 2 Cos 2(0) 
1 92ER daR - a2ER(daR)2 	
(C.10) 
= 	2099ad9 	0a2 dO 
and so the full second derivative of (6.4) is zero for all 9 for a rigid unit mode. This 
is the result anticipated from assigning zero energy to bond bending terms. It is the 
term linear in da/d9, and involving the cross derivative of ER,  which cancels out the 
other two. 
APPENDIX C. ROTATION-STRAIN COUPLING 
	
213 
We have thus demonstrated that for non-zero mode amplitudes of this simple sys-
tem, the mode only has zero frequency when strain coupling is included, as has been 
stated in this thesis and elsewhere [99]. 
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