Let w λ (t) = (1 − t 2 ) λ−1/2 , λ > −1/2, be the Gegenbauer weight function, and · denote the associated L2-norm, i.e.,
Introduction
Throughout, P n is the collection of algebraic polynomials of degree at most n. We study the Markov inequality inequality in this norm,
in particular, we are interested in the sharp constant c n,λ in (1.1), c n,λ := sup
A well-known fact (see, e.g., [6] or [9] ) is that the sharp constant in a L 2 Markov-type inequality is equal to the largest singular value of a certain matrix. Despite of this simple characterization, not much is known about the sharp constant even in the classical case of the Gegenbauer weight function. Namely, in the case of a constant weight (λ = 1/2), E. Schmidt [11] found the sharp constant asymptotically, showing that with −6 < R n < 13. The situation is better for the L 2 norms induced by the other classical weight functions. For the Hermite weight w(t) = e −t 2 , t ∈ R both the sharp constant and the extremal polynomial are known, resp. c(n) = √ 2n and p = H n , the n-th Hermite polynomial (see, e.g., [11] ). For the Laguerre weight w(t) = t α e −t , α > −1, t ∈ (0, ∞), Turán [13] found the sharp constant in the case α = 0, namely c(n) = 2 sin π 4n + 2
For more information on the history of the L 2 Markov-type inequalities, as well as for more general Markov-type inequalities for higher order derivatives and with different Laguerre and Gegenbauer L 2 norms, we refer the reader to the recent papers of A. Bötcher and P. Dörfler [2, 3, 4] and the references therein. In [3] the sharp constants are shown to be asymptotically equal to the norms of certain Volterra operators. In general, finding explicitly the best constants in these Markov-type inequalities and the norms of the related Volterra operators seem to be equally difficult tasks.
The aim of this paper is to derive an upper bound for the best constant c n,λ in the L 2 Markovtype inequality (1.1) associated with the Gegenbauer weight function w λ . Our main result is the following:
The sharp constant c n,λ in the Markov-type inequality in the L 2 norm induced by the Gegenbauer weight function w λ , λ > −1/2, satisfies the inequality
The proof of Theorem 1.1 is given in the next section. Section 3 contains some remarks and comments, in particular, we show that the extremal polynomial in (1.2) is even or odd depending on whether n is even or odd (Theorem 3.1).
Proof of Theorem 1.1
Let us start with fixing some notation. For t = (t 1 , t 2 , . . . , t n ) ∈ R n , |t| is the Euclidean norm of t, |t| = (t
1/2 . The unit sphere in R n is denoted by S n , S n := {t ∈ R n : |t| = 1}. By R n + and S n + we denote the subsets of R n and S n , respectively, with non-negative coordinates.
The inner product of x and y, x, y ∈ R n , is denoted by (x, y), thus |t| 2 = (t, t) .
Finally, the trace of a matrix A = (a i,j ) n×n is denoted by tr(A),
The associated with w λ orthogonal polynomials are the Gegenbauer polynomials {C λ m (t)} n m=0
(called also ultraspherical polynomials), see. e.g., [12, Chapther 4.7] . For λ = 0 they are normalized so that
with δ j,k being the Kronecker delta and
Hence, the orthonormal polynomials associated with w λ are given by
where, for simplicity, the dependence on λ is omitted hereafter. On using the well-known identities (see [12, eqn. 4.7.11] and [1, eqn. 7.13])
(these identities are true for λ = 0 only), we find
Since the representation of p ′ j depends on the ratios of the h's rather than on the h's themselves, we find appropriate to remove the constant factor in h k , defining hereafter h k by
Notice that now (2.1) is true also for λ = 0. Let p ∈ P n and p = 1. Our goal is to find upper bound for p ′ , which, by virtue of (1.2), will be an upper bound for c n,λ as well. Without loss of generality we may assume that
From (2.1) we find
Here t ′ = (t 2 , t 4 , . . . , t 2⌊n/2⌋ ), t ′′ = (t 1 , t 3 , . . . , t 2⌊n+1/2⌋−1 ), and for m ∈ N, m ≥ 2, the m × m matrices C m and C m are defined by
where
, (2.5)
, (2.6)
Next, we have
where ν ⌊n/2⌋ is the largest eigenvalue of the positive definite matrix
Analogously,
where ν ⌊n+1/2⌋ is the largest eigenvalue of the positive definite matrix
From (2.3), (2.9) and (2.10) we deduce that 12) and the same representation holds for A m with α k and β k replaced by α k and β k , respectively. Since A m and A m are positive definite matrices, their largest eigenvalues ν m and ν m do not exceed their traces:
From (2.4) it follows that
For the evaluation of tr(A m ) and tr( A m ) we shall need two lemmata.
Lemma 2.1 The following identities hold:
Proof. We apply induction with respect to k. For k = 1 (i) reduces to
which easily follows from the property Γ(x + 1) = x Γ(x). Assume that (i) is true for k − 1 ∈ N, then the induction hypothesis and (2.5) imply
For the term in the square brackets we have
The induction step is done, and this proves claim (i). Now (ii) follows from (i) and (2.6):
Lemma 2.2
The following identities hold:
Proof. For the proof of (i) we use induction with respect to k. For k = 1 claim (i) becomes
and it is obviously true. If we assume that (i) is true for k − 1 ∈ N, then our assumption and (2.7) imply
It is easily seen that 2(2λ + 1)(2k + λ − 2) + (2k − 3)(2k − 2) = (2k + 2λ − 2)(2k + 2λ − 1) .
, and the induction proof of (i) is accomplished. The proof of (ii) follows from (i) and (2.8):
We are prepared to evaluate the traces of A m and A m . 
Lemma 2.3 The traces of the matrices
14)
Proof. We start with the proof of (2.14). By (2.13) and Lemma 2.1 (ii) we obtain
The proof of (2.14) is accomplished by showing by induction that
Indeed, the latter identity is true for m = 1, and assuming it is true for m − 1 ∈ N, we get The proof of (2.15) is similar to that of (2.14). We make use of (2.13) and Lemma 2. If n is even, n = 2m, then ⌊n/2⌋ = ⌊n + 1/2⌋ = m, and by (2.11), (2.13) and Lemma 2. 
4(2λ + 1) .
Thus, whenever p ∈ P n and p = 1, we have
or, equivalently,
The latter inequality proves the desired estimate for c n,λ . The proof of Theorem 1.1 is complete.
Remarks
(1) Our proof of Theorem 1.1 makes use of the fact that the traces of the positive definite matrices A m , A m , and A m+1 satisfy inequalities (2.16). We show below that, in fact, the largest eigenvalues of these matrices are ordered in the same way.
Lemma 3.1
The largest eigenvalues ν m , ν m and ν m+1 of the matrices A m , A m and A m+1 , respectively, satisfy the inequalities
Proof. Obviously, the elements a k,i of matrices A m and the elements a k,i of matrices A m are positive, see see (2.12) and (2.5) -(2.8). We shall prove that they satisfy the inequalities
Since A m and A m are symmetric matrices, we may assume that i ≥ k ≥ 1 , in which case (see(2.12))
Let us prove first the left inequality in (3.2). On using (2.6), (2.8) and Lemmas 2.1, 2.2, we obtain
We consider separately two cases:
In this case ϕ(x) ≥ 1 for x ≥ 2, and since (2k + 2λ)/(2k − 1) > 1, we conclude from (3.3) that a k,i / a k,i > 1.
in this case ϕ(x) is monotone increasing for x ≥ 2. From (3.3) and i ≥ k we obtain
The right inequality in (3.2) is proved in the same fashion. Using again (2.6), (2.8) and Lemmas 2.1, 2.2, we obtain with the same ϕ as above that
The right-hand side here coincides with the right-hand side of (3.3) with k and i replaced by k + 1/2 and i + 1/2, respectively, hence it is greater than 1. Inequalities (3.2) are proved.
We are ready now to prove inequalities (3.1). Let t ∈ S m + be the eigenvector of A m corresponding to the eigenvalue ν m , then by (3.2) 5) and the second inequality in (3.1) is settled. The proof of Lemma 3.1 is complete.
(2) With Lemma 3.1 at our disposal, let us turn back to the proof of Theorem 1.1. If p ∈ P n and p = 1, it follows from (2.3), (2.9), (2.10) combined with (3.4) and (3.5) that the upper bound for p ′ 2 given by (2.11) is attainable, and this upper bound is the best possible. If, e.g., n = 2m, then, with the notation from the proofs of Theorem 1.1 and Lemma 3.1 we have
+ is the eigenvector of A m corresponding to its largest eigenvalue ν m and t ′′ is the null vector in R m . Analogously, if n = 2m + 1, then
provided t ′ is the null vector in R m and t ′′ ∈ S m+1 + is the eigenvector of A m+1 corresponding to ν m+1 , the largest eigenvalue of A m+1 .
Thus, we obtain the following (rather natural) result, which, by a different argument, has been proved for λ ≥ 0 in [10] : Theorem 3.2 The sharp constant c n,λ in the Markov inequality in the L 2 -norm induced by the Gegenbauer weight w λ , λ > −1/2, is given by
Moreover, if p ∈ P n , p = 0, is an extremal polynomial in this inequality, i.e., p ′ = c n,λ p , then, with some θ ∈ R,
In particular, p is an even (resp., odd) polynomial if n is even (resp., odd).
(3)
A brief look at the final part of the proof of Theorem 1.1 shows that we can get slightly better upper bounds for p ′ , and hence for c n,λ , if we distinguish between the cases of even and odd n. As the resulting improvement is neglectable, and also requires separation of the cases −1/2 < λ < 1/2 and λ ≥ 1/2, we skip the details. where j ν,1 is the first positive zero of the Bessel function J ν . Hence, c n,λ = O(n 2 ) as n → ∞, and our upper bound for c n,λ given by Theorem 1.1 has the right order with respect to n. Let us point out that our Markov inequality (2.17) holds for all λ > −1/2 and n ∈ N. In contrast, (3.6) implies that whenever c > , we have p ′ ≤ c n 2 p for every p ∈ P n , if n ≥ n 0 (c, λ). However, in general, neither j ν,1 nor n 0 (c, λ) is known explicitly. By another result of Dörfler [6] , (see [7, eqn. (4) ]), we have 
thus Theorem 1.1 furnishes the same upper bound for lim c n,λ /n 2 as (3.7). A comparison of Schmidt's result [11] for λ = 1/2 and the upper bound in (3.7) shows that 
