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Prefacio
La asignatura esta´ integrada en el mo´dulo comu´n a la rama de telececomunicacio´n (Mo´dulo
02) y como tal trabaja los principios ba´sicos de las telecomunicaciones. La asignatura describe,
desde un punto de vista formal y matema´tico, los mecanismos ba´sicos que permiten realizar la
transmisio´n de la informacio´n en los sistemas de telecomunicacio´n modernos (radio y televisio´n
digital, transmisio´n de datos, comunicaciones telefo´nicas etc.).
La asignatura se imparte durante el segundo cuatrimestre del segundo an˜o de la titulacio´n.
As´ı, parte del dominio de herramientas de ana´lisis de sen˜ales y operaciones con ellas (convolu-
cio´n y transformada de Fourier), habilidades y capacidades proporcionadas fundamentalmente
por las asignaturas de formacio´n ba´sica Ana´lisis de Circuitos y Tratamiento de Sen˜ales (ambas
de primer curso). Tambie´n se suponen adquiridos los conocimientos de las te´cnicas ba´sicas de
ana´lisis estad´ıstico (asignatura de Estad´ıstica, en primer curso) y otras herramientas ba´sicas
de a´lgebra y ca´lculo (A´lgebra, Ca´lculo I, Ca´lculo II y Ampliacio´n de Matema´ticas), tales co-
mo representacio´n gra´fica de funciones, integrales ba´sicas, operaciones con nu´meros complejos,
funciones trigonome´tricas, representacio´n vectorial y operaciones ba´sicas con vectores. Adicio-
nalmente, es importante la comprensio´n de los conceptos de energ´ıa y potencia, trabajados en
Ampliacio´n de F´ısica.
El curso tiene un total de 7,5 ECTS de los cuales 3 ECTS corresponden a las clases magis-
trales, 2,25 a las llamadas Pra´cticas de Aula o clases de problemas, 1,5 ECTS son pra´cticas de
laboratorio y finalmente 0,75 ECTS se implementan con clases de tipo seminario. El conteni-
do de este libro esta´ ajustado a los 3 ECTS (30 horas de exposiciones teo´ricas) de las clases
magistrales.
5
6
I´ndice general
1. Introduccio´n a los sistemas de comunicaciones 11
1.1. Modelo de un sistema de comunicacio´n . . . . . . . . . . . . . . . . . . . . . . . 11
1.2. Caracterizacio´n del medio de transmisio´n . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1. Atenuacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.2. Distorsio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2. Sen˜ales y procesos aleatorios 19
2.1. Procesos aleatorios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.1. Introduccio´n a los procesos aleatorios . . . . . . . . . . . . . . . . . . . . 19
2.1.2. Definiciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.3. Conceptos ba´sicos de estad´ıstica . . . . . . . . . . . . . . . . . . . . . . . 22
2.2. Promedios de ensamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.1. Valor medio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.2. Autocorrelacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.3. Valor Cuadra´tico Medio . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.4. Autocovarianza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.5. Varianza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.6. Correlacio´n cruzada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.7. Covarianza cruzada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.8. Coeficiente de correlacio´n cruzada . . . . . . . . . . . . . . . . . . . . . . 26
2.2.9. Procesos incorrelados, ortogonales e independientes . . . . . . . . . . . . 26
2.3. Propiedades de los procesos estacionarios . . . . . . . . . . . . . . . . . . . . . . 27
2.4. Promedios temporales y procesos ergo´dicos . . . . . . . . . . . . . . . . . . . . . 29
2.4.1. Resumen promedios temporales y de ensamble . . . . . . . . . . . . . . . 30
2.5. Representacio´n espectral de sen˜ales aleatorias . . . . . . . . . . . . . . . . . . . 30
2.5.1. Densidad espectral de potencia . . . . . . . . . . . . . . . . . . . . . . . 30
2.5.2. Propiedades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.6. Ejemplos pra´cticos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.6.1. Coseno de fase aleatoria . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3. Transmisio´n de sen˜ales con ruido 35
3.1. Procesos estacionarios a trave´s de sistemas LI . . . . . . . . . . . . . . . . . . . 35
3.1.1. Valor medio del proceso de salida . . . . . . . . . . . . . . . . . . . . . . 35
3.1.2. Autocorrelacio´n y correlaciones cruzadas . . . . . . . . . . . . . . . . . . 36
3.1.3. Densidades espectrales de potencia . . . . . . . . . . . . . . . . . . . . . 37
3.2. Procesos Gaussianos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.1. Variables aleatorias gaussianas . . . . . . . . . . . . . . . . . . . . . . . . 38
7
8 I´NDICE GENERAL
3.2.2. Procesos gaussianos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.3. Propiedades de los procesos gaussianos . . . . . . . . . . . . . . . . . . . 41
3.3. Ruido te´rmico y ruido blanco . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4. Ruido filtrado y Ancho de Banda Equivalente de Ruido . . . . . . . . . . . . . . 42
3.4.1. Ejemplo: Filtro paso bajo RC . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5. Transmisio´n banda base con ruido . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4. Sen˜ales y Sistemas Paso Banda 49
4.1. Transformada Hilbert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2. Sen˜al anal´ıtica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3. Equivalente paso-bajo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4. Sistemas paso banda . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5. Procesos paso banda . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.5.1. Transformador de Hilbert . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.5.2. Sen˜al anal´ıtica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5.3. Equivalente paso bajo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5.4. Componentes en fase y cuadratura . . . . . . . . . . . . . . . . . . . . . 58
5. Comunicaciones digitales banda base 61
5.1. Co´digos de l´ınea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2. Densidad Espectral de Potencia de la sen˜al digital . . . . . . . . . . . . . . . . . 64
5.2.1. Ca´lculo de la densidad espectral de potencia de la sen˜al digital en l´ınea . 64
5.2.2. DEP para s´ımbolos incorrelados . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.3. Eficiencia espectral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2.4. Potencia transmitida . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3. Ejemplos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.1. Co´digo unipolar binario NRZ . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.2. Co´digo unipolar M-ario NRZ . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3.3. Co´digo polar binario NRZ . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.4. Co´digo polar M-ario NRZ . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3.5. Co´digo polar binario RZ . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.6. Co´digo polar M-ario RZ . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3.7. Co´digo unipolar binario RZ . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.8. Co´digo unipolar M-ario RZ . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3.9. Co´digo Manchester . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4. Canales limitados en banda . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.4.1. Interferencia entre s´ımbolos . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.4.2. Pulso de Nyquist o pulsos en coseno alzado . . . . . . . . . . . . . . . . . 80
5.4.3. Resumen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6. Modulaciones digitales 85
6.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2. Expresio´n general de la DEP para procesos estacionarios paso banda . . . . . . 86
6.3. Modulacio´n por desplazamiento de amplitud (ASK) . . . . . . . . . . . . . . . . 86
6.3.1. Descripcio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.3.2. Densidad Espectral de Potencia . . . . . . . . . . . . . . . . . . . . . . . 87
6.4. Modulacio´n por desplazamiento de fase (PSK) . . . . . . . . . . . . . . . . . . . 89
I´NDICE GENERAL 9
6.4.1. Descripcio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.4.2. Componentes en fase y en cuadratura . . . . . . . . . . . . . . . . . . . . 90
6.4.3. Densidad Espectral de Potencia . . . . . . . . . . . . . . . . . . . . . . . 91
6.4.4. Casos particulares en PSK . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.5. Modulacio´n por desplazamiento de frecuencia (FSK) . . . . . . . . . . . . . . . 94
6.5.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.5.2. Densidad Espectral de Potencia . . . . . . . . . . . . . . . . . . . . . . . 96
7. Ruido en las comunicaciones digitales 99
7.1. Espacio de sen˜al . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.1.1. Definiciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.1.2. Correlador y filtro adaptado . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.1.3. Ejemplos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.2. Receptor o´ptimo: enfoque probabil´ıstico . . . . . . . . . . . . . . . . . . . . . . 104
7.2.1. El criterio MAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.2.2. Las regiones de decisio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.2.3. Regiones de decisio´n en el caso no equiprobable . . . . . . . . . . . . . . 107
7.3. Ca´lculo de la probabilidad de error . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.3.1. Espacios unidimensionales . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.3.2. Espacios bidimensionales . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A. Conceptos ba´sicos de sen˜ales y sistemas 119
A.1. Transformada de Fourier usando f . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.2. Transformadas de Fourier de sen˜ales ba´sicas. Propiedades . . . . . . . . . . . . . 120
A.2.1. Dualidad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
A.2.2. La funcio´n delta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
A.2.3. Retardos, desplazamientos y funciones senoidales . . . . . . . . . . . . . 121
A.2.4. Convolucio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.2.5. Exponencial real . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
A.2.6. Pulso rectangular y pulso triangular . . . . . . . . . . . . . . . . . . . . . 124
A.3. Valor medio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
A.4. Energ´ıa y Potencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
A.5. Correlacio´n cruzada y autocorrelacio´n . . . . . . . . . . . . . . . . . . . . . . . . 128
A.5.1. Teorema de Parseval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
A.6. Tabla de transformadas ba´sicas de Fourier . . . . . . . . . . . . . . . . . . . . . 131
B. Libros recomendados 133
10 I´NDICE GENERAL
Tema 1
Introduccio´n a los sistemas de
comunicaciones
1.1. Modelo de un sistema de comunicacio´n
El objetivo fundamental de un sistema de comunicacio´n es la transmisio´n de informacio´n en-
tre una fuente de informacio´n y un receptor de informacio´n (ver figura 1.1). Para su transmisio´n,
la informacio´n se manifiesta f´ısicamente a trave´s de una sen˜al ele´ctrica (analo´gica o digital). Si
el formato de origen de la informacio´n no es una sen˜al ele´ctrica (si es por ejemplo una sen˜al
acu´stica, una imagen ...), se utilizara´n transductores (micro´fonos o ca´maras) para obtener una
sen˜al ele´ctrica, que es la que recorrera´ el sistema. En el extremo receptor, podra´ haber tambie´n
un transductor que realizara´ la conversio´n inversa para recuperar la informacio´n en su forma
de origen (altavoces o pantallas). En esta asignatura nos centramos en el sistema de comuni-
cacio´n propiamente dicho, cuya entrada y salida son sen˜ales ele´ctricas, analo´gicas o digitales,
que llevan asociada la informacio´n o el mensaje que se desea transmitir. Por ello, hablaremos
de la sen˜al a transmitir o del mensaje de forma indistinta, toma´ndolos como expresiones equi-
valentes. La funcio´n del sistema de comunicacio´n sera´ la de transmitir adecuadamente dichas
sen˜ales o mensajes desde un punto de origen hasta un destino lejano.
Figura 1.1: El sistema de comunicacio´n como elemento transmisor de informacio´n entre una
fuente y un destino lejano.
El objetivo del Sistema de Comunicacio´n es generar en el extremo receptor una re´plica del
mensaje generado en el extremo emisor (ver figura 1.2). Las sen˜ales podra´n ser transmitidas a
trave´s de muy diferentes medios de transmisio´n (radio, fibra o´ptica, cables meta´licos diversos...).
Durante el trayecto, la sen˜al sera´ afectada por las condiciones de la transmisio´n (ruido te´rmico
e interferencias de muy diversas procedencias). Por ello, es necesario tanto adecuar las carac-
ter´ısticas de la sen˜al al medio de tranmsisio´n (modular adecuadamente para una transmisio´n
por radio, cable o fibra) como protegerla de las agresiones que sufrira´ en el trayecto (amplificar,
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introducir co´digos robustos, proteger frente a errores...). Estas orperaciones sera´n realizadas
por el equipo transmisor, que tambie´n tendra´ que encargarse de realizar la transduccio´n de la
sen˜al ele´ctrica (obtener un campo electromagne´tico a trave´s de una antena para la transmisio´n
por radio, una sen˜al o´ptica mediante un la´ser para la transmisio´n por fibra, etc.).
El receptor debera´ recuperar el mensaje original a partir de la sen˜al recibida, que podra´ llegar
de´bil y deteriorada. Tras la recuperacio´n de la sen˜al ele´ctrica (utilizando antenas, diodos PIN
u otros transductores), por lo general realizara´ las operaciones de demodulacio´n y deteccio´n.
As´ı como un sistema de comunicacio´n puede permitir la transmisio´n de mu´ltiples sen˜ales y
engloba todos los equipos implicados en la transmisio´n, denominaremos canal de transmisio´n al
trayecto u´nico seguido por la sen˜al en su viaje desde el emisor hasta el receptor. La teor´ıa de la
comunicacio´n estudia los fundamentos teo´ricos de la transmisio´n de las sen˜ales a trave´s de los
diferentes canales de transmisio´n, partiendo de la caracterizacio´n y modelado de las sen˜ales y
del ruido, estudiando co´mo afecta e´ste a la comunicacio´n, junto con el ana´lisis de la capacidad de
transmisio´n del canal y de sus caracter´ısticas. La teor´ıa de la comunicacio´n aporta los me´todos
y las te´cnicas que permitira´n proteger la informacio´n frente a las agresiones y perturbaciones
del medio as´ı como optimizar el uso del medio para la comparticio´n eficiente de los recursos
disponibles. Con todo ello, podemos decir que la teor´ıa de la comunicacio´n estudia las te´cnicas
que permitira´n realizar una comunicacio´n eficiente a trave´s del medio de transmisio´n elegido.
Figura 1.2: Elementos de un sistema de comunicacio´n.
1.2. Caracterizacio´n del medio de transmisio´n
Los tres feno´menos ma´s importantes que afectan a las sen˜ales en su transmisio´n son la
atenuacio´n, la distorsio´n y el ruido. En este apartado introducimos el tratamiento de los dos
primeros, y dejamos el estudio de los efectos del ruido para otro tema.
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1.2.1. Atenuacio´n
La atenuacio´n refleja la pe´rdida de potencia que sufre la sen˜al al atravesar el medio de
tranmisio´n. Estas pe´rdidas se expresan habitualmente en unidades logar´ıtmicas, es decir en
decibelios (dB 1). Si la potencia transmitida es PT (W) y la potencia recibida PR (W), se define
la atenuacio´n L (dB) 2 como (ver figura 1.3):
L(dB) = 10 · log PT
PR
(1.1)
Figura 1.3: Esquema simple de un sistema de transmisio´n.
En la expresio´n 1.1 3 las potencias PT y PR esta´n expresadas en unidades lineales, y ambas
en la misma unidad (ambas en W , ambas en mW , etc.). La propagacio´n de la sen˜al a trave´s del
medio provocara´ una pe´rdida de potencia, por lo que PT > PR,
PT
PR
> 1 y L sera´ una cantidad
positiva 4.
Para la mayor´ıa de los medios de transmisio´n, estas pe´rdidas expresadas en unidades lo-
gar´ıtmicas (dB) se incrementan linealmente con la distancia recorrida por la sen˜al en el medio.
Es decir, se caracteriza el medio con una atenuacio´n α dB/km, de forma que en un trayecto de
d km la atenuacio´n total sufida por la sen˜al sera´ de:
L(dB) = α (dB/km) · d (km) (1.2)
De esta forma, la atenuacio´n en te´rminos lineales tiene una evolucio´n exponencial:
a = 10
α
10 (1.3)
l =
PT
PR
= 10
L
10 = 10
αd
10 (1.4)
en donde PT y PR deben estar expresadas en unidades lineales (vatios o milivatios).
El valor de la atenuacio´n l expresado en te´rminos lineales no tiene unidades, y sera´ mayor
que la unidad, representando as´ı una pe´rdida de potencia. La atenuacio´n l es el inverso de la
1El nombre viene del ingeniero Alexander Graham Bell, razo´n por la que la letra B es siempre en mayu´sculas
2L: del ingle´s, Losses
3El logaritmo es base 10
4Recuerde que si 0 < x < 1 entonces log x < 0
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ganancia g = 1
l
, concepto habitualmente utilizado para sistemas de amplificacio´n, en donde la
potencia de salida es mayor que la potencia de entrada (g > 1).
La potencia puede expresarse tambie´n en unidades logar´ıtmicas. Las ma´s habituales ser´ıan
el dBW (que se lee debe-vatio) y el dBm (que se lee debe-eme). Estas unidades se calculan
simplemente como 10 veces el logaritmo (en base 10) de las unidades expresadas en vatios
(para el dBW) o en milivatios (para el dBm):
P (dBW ) = 10 logP (W ) P (dBm) = 10 logP (mW )
Si la potencia esta´ expresada en unidades logar´ıtmicas (habitualmente dBm) la atenuacio´n
en dB es directamente la diferencia de potencias transmitida y recibida:
L(dB) = 10 · log PT (mW )
PR(mW )
= 10 · logPT (mW )− 10 · logPR(mW )
= PT (dBm)− PR(dBm)
En telecomunicaciones es muy habitual trabajar con estas unidades logar´ıtmicas, por lo que
es interesante conocer algunas relaciones frecuentes5:
Potencia doble o mitad Si un trayecto reduce a la mitad la potencia de la sen˜al, la ate-
nuacio´n introducida por el trayecto es de 3 dB:
PR (mW) =
PT (mW)
2
L(dB) = 10 · log 2 = 3 dB
As´ı, si por ejemplo la potencia de entrada es de 1 mW (0 dBm), la potencia de salida sera´
(para una atenuacio´n de 3 dB) de 0,5 mW (-3 dBm).
De la misma manera, si un dispositivo introduce una ganancia en potencia de 3 dB, la
potencia de salida expresada en unidades lineales -en vatios (W) o en milivatios (mW))- sera´ el
doble de la potencia de entrada. Por ejemplo, si la potencia de entrada es de 1 mW (0 dBm),
la de salida sera´ de 2 mW (3 dBm).
En resumen, sumar o restar 3 dB en unidades logar´ıtmicas de potencia, equivale a doblar o
dividir la potencia en unidades lineales.
Ganancias o atenuaciones de 10 Como 10 · log 10 = 10, un factor de 10 en la relacio´n
de potencias equivale a sumar (o restar) 10 dB. Por ejemplo, si la potencia transmitida es de
1 mW (0 dBm) y la atenuacio´n del medio es de L = 10 dB, la potencia recibida sera´ de 0,1 mW
(-10 dBm).
Ganancias o atenuaciones en cascada Si se conectan en cascada dos trayectos con ate-
nuaciones de L1 dB y L2 dB, la atenuacio´n total introducida sera´ de L = L1 + L2 dB. Por
ejemplo, la conexio´n de dos trayectos de atenuacio´n de 10 dB por trayecto, introducira´ una
atenuacio´n total de 20 dB. As´ı, si la potencia transmitida es de 1 mW (0 dBm), la potencia
recibida tras el primer trayecto sera´ de 0,1 mW (-10 dBm), y tras atravesar la sen˜al el segundo
trayecto sera´ de 0,01 mW (-20 dBm).
5Es muy conveniente saber que log 2 ' 0, 3, log 10 = 1 y log 1 = 0
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Ejemplo Consideremos la transmisio´n de una sen˜al piloto de potencia 5 mW, a trave´s de
un enlace coaxial sistema caracterizado por una atenuacio´n α = 1, 2 dB/km. La atenuacio´n
introducida por los conectores situados en los extremos emisor y receptor es de 0,6 dB. Queremos
calcular la potencia recibida en el extremo receptor, ubicado a una distancia de 2km.
Expresamos la potencia transmitida en unidades logar´ıtmicas:
PT (dBm) = 10 · log 5 mW ' 7dBm
La atenuacio´n total introducida por el enlace sera´:
L = 1, 2dB/km · 2km+ 0, 6dB = 3dB
Y finalmente la potencia recibida:
PR = PT − L = 4 dBm
que equivale a PR = 10
4/10 = 2, 5 mW.
1.2.2. Distorsio´n
La distorsio´n introducida por un sistema de transmisio´n esta´ relacionada con sus carac-
ter´ısticas de transmisio´n, y en te´rminos generales puede ser de dos tipos: lineal y no lineal. La
distorsio´n lineal se refiere a la que puede ser generada por los sistemas lineales, caracterizados
por una funcio´n de transferencia y una respuesta frecuencial H(f). La distorsio´n no lineal es
la que introducen los sistemas no lineales, cuya respuesta no puede ser caracterizada con una
funcio´n de transferencia, y que se caracterizan a trave´s de la llamada funcio´n caracter´ıstica del
sistema y = f(x).
1.2.2.1. Distorsio´n lineal
Un sistema lineal se dice que no introduce distorsio´n si la salida y(t) es una versio´n escalada
y retardada de la entrada x(t):
y(t) = K · x(t− t0) (1.5)
en donde:
K > 0 es el valor correspondiente al factor de escala (normalmente K < 1 ya que la sen˜al
sufrira´ una atenuacio´n en el trayecto).
t0 > 0 el retardo necesariamente experimentado por la sen˜al para recorrer el sistema de
transmisio´n.
Un sistema lineal e invariante puede caracterizarse a trave´s de su respuesta al impulso
h(t), cuya transformada de Fourier es la respuesta frecuencial del sistema. Ello significa que
podemos calcular la respuesta del sistema y(t) a cualquier entrada x(t) utilizando la ecuacio´n
de convolucio´n:
16 TEMA 1. INTRODUCCIO´N A LOS SISTEMAS DE COMUNICACIONES
y(t) = x(t) ∗ h(t)
De esta manera, para que un sistema no introduzca distorsio´n, utilizando 1.5:
y(t) = K · x(t− t0) = K · x(t) ∗ δ(t− t0)
por lo que un sistema lineal sin distorsio´n tendra´ una respuesta al impulso dada por:
h(t) = K · δ(t− t0)
Podemos expresar esta misma condicio´n en el dominio de la frecuencia:
H(f) = Ke−j2pift0
Es decir, la respuesta frecuencial de un sistema sin distorsio´n sera´ tal que:
|H(f)| = K mo´dulo constante (1.6)
∠H(f)) = −2pift0 fase lineal (1.7)
De esta forma la respuesta frecuencial de la salida en un sistema sin distorsio´n sera´:
Y (f) = X(f) ·H(f) = X(f) ·Ke−j2pift0
|Y (f)| = K · |X(f)|
∠Y (f) = ∠X(f)− 2pift0
Si alguna de las dos condiciones no se cumple, entonces decimos que el sistema presenta
distorsio´n lineal, bien de amplitud, si no se cumple la condicio´n del mo´dulo, bien de fase, si no
se cumple la condicio´n de la fase de la respuesta frecuencial:
Si |H(f)| 6= K ⇒ Distorsio´n lineal de amplitud (1.8)
Si ∠H(f) 6= −2pift0 ⇒ Distorsio´n lineal de fase (1.9)
Estas condiciones para la respuesta frecuencial deben cumplirse para el rango de frecuencias
en las que se encuentra la sen˜al de entrada. Por ejemplo, si la sen˜al de entrada x(t) es de tipo
paso bajo, tal que X(f) 6= 0 en |f | < B Hz, las condiciones 1.6 y 1.7 debera´n cumplirse en ese
mismo rango de frecuencias. De la misma forma, si se trata de una sen˜al paso banda, con su
respuesta definida en f1 < |f | < f2, las condiciones 1.6 y 1.7 debera´n igualmente cumplirse en
ese mismo rango de frecuencias.
1.2.2.2. Distorsio´n no lineal
La distorsio´n no lineal se genera en los sistemas no lineales. En estos sistemas la salida
no puede calcularse utilizando la respuesta al impulso y la ecuacio´n de convolucio´n. Para una
sen˜al de entrada x(t), se obtiene la salida a trave´s de la funcio´n caracter´ıstica, para la que suele
utilizarse una aproximacio´n polino´mica:
y(t) = C0 + C1 · x(t) + C2 · x2(t) + ...+ CN · xN(t)
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De forma que:
Y (f) = C0 + C1 ·X(f) + C2 ·X(f) ∗X(f) + ...+ CN ·X(f) ∗ · · · ∗X(f)︸ ︷︷ ︸
N
De las ecuaciones anteriores, esta´ claro que a la salida aparecera´n frecuencias nuevas, no
presentes en la sen˜al de entrada, debido justamente a los te´rminos que generan la no linealidad
(C0, C2, ..., CN). La medida de la distorsio´n del sistema se realiza utilizando como entrada una
sen˜al piloto o tono de prueba, x(t) = cos 2pif0t. Con esta entrada, adema´s de la propia sen˜al
de prueba (escalada) a la salida encontraremos tonos a frecuencias doble (2f0), triple (3f0),
etc. (los armo´nicos de f0). La distorsio´n pretende evaluar en que´ cantidad aparecen dichas
frecuencias. As´ı, se define por un lado la distorsio´n introducida por cada armo´nico:
dn =
An
A1
en donde An es la amplitud de salida del armo´nico n-e´simo, y A1 la amplitud de salida co-
rrespondiente a la frecuencia de entrada f0. El valor de d
2
n expresa la relacio´n, a la salida del
sistema, entre la potencia del armo´nico n-e´simo no deseado y la potencia del primer armo´nico
(armo´nico deseado). Para calcular la distorsio´n total, calculamos la potencia total no desea-
da en relacio´n a la potencia del primer armo´nico, definie´ndose la Distorsio´n Armo´nica Total
(conocida como THD%) introducida por el sistema como:
THD% =
√∑
n>1
d2n · 100 %
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Tema 2
Sen˜ales y procesos aleatorios
2.1. Procesos aleatorios
2.1.1. Introduccio´n a los procesos aleatorios
El esquema de la figura 2.1 muestra una posible clasificacio´n para las sen˜ales. Como puede
verse, las sen˜ales reales pueden ser deterministas o aleatorias. Para las sen˜ales complejas puede
realizarse la misma clasificacio´n, con la diferencia de que se tratara´ de sen˜ales bidimensionales.
Las sen˜ales deterministas son aquellas que quedan totalmente definidas a partir de una cierta
expresio´n matema´tica, de forma que es posible conocer exactamente el valor que tiene la sen˜al
para cada instante de tiempo. Por ejemplo, si consideramos la expresio´n x(t) = A sin(2pif0t+φ),
siendo A, f0 y φ valores constantes de amplitud, frecuencia y fase inicial, podemos determinar
el valor de x(t) de forma exacta para cualquier valor deseado de t.
Figura 2.1: Clasificacio´n de las sen˜ales
Sin embargo, los mensajes transmitidos en un sistema de comunicacio´n no pertenecen a ese
grupo de sen˜ales deterministas, ya que lo´gicamente en el receptor el mensaje no se conoce de
antemano. Si pensamos por ejemplo en un mensaje formado por bits representados por un tren
de pulsos rectangulares de amplitudes 1V y 0V , no sera´ posible saber con antelacio´n si la ampli-
tud del pulso en un cierto instante va a ser una u otra. Adicionalmente, existen perturbaciones
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en los sistemas de comunicacio´n que tienen cara´cter aleatorio, para los que tampoco es posible
conocer su valor con antelacio´n, como por ejemplo el ruido, o ciertas interferencias procedentes
de otros sistemas de comunicacio´n. Tanto en un caso como en el otro, necesitaremos un conjunto
de herramientas matema´ticas que nos permitan trabajar con este tipo de sen˜ales de cara´cter
aleatorio. Estas herramientas nos las proporcionara´ la Estad´ıstica, a trave´s de modelos capaces
de representar las regularidades presentes en las sen˜ales o en las perturbaciones.
Una sen˜al o proceso aleatorio es una funcio´n que adema´s de depender del tiempo, depen-
de tambie´n de una o varias variables aleatorias. Por ejemplo, consideremos la sen˜al x(t) =
A sin(2pif0t+φ) en la que f0 y A son constantes (al igual que antes), pero en la que ahora φ es
una variable aleatoria, que podra´ tomar valores en el intervalo [0, 2pi] con una cierta probabili-
dad 1. Los valores que toma x(t) a lo largo del tiempo dependera´n del valor (aleatorio) tomado
por φ. Si queremos representar gra´ficamente x(t) tendremos forzosamente que dar valores a φ
(los valores de A y de f0 son constantes y por tanto se suponen conocidos). La funcio´n que
resulta de dar valores espec´ıficos a la variable aleatoria se conoce como una realizacio´n del
proceso x(t)2. Por ejemplo, en la figura 2.2 se han representado cuatro realizaciones del seno de
fase aleatoria.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−1
0
1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−1
0
1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−1
0
1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−1
0
1
Figura 2.2: 4 realizaciones de un seno de fase aleatoria
En los pro´ximos apartados estudiaremos los estad´ısticos que nos permitira´n trabajar con
los procesos aleatorios (tambie´n llamados procesos estoca´sticos) ma´s comunes en los sistemas
de comunicacio´n. En el apartado 2.1.3 se repasan brevemente algunos conceptos ba´sicos de
estad´ıstica.
2.1.2. Definiciones
Considere un conjunto de sen˜ales ruidosas, como las representadas en la figura 2.3, que
podr´ıan haber sido generadas por algu´n elemento ruidoso. Todas las sen˜ales representadas son
diferentes entre s´ı, pero al haber sido generadas por el mismo proceso estoca´stico, poseen ciertos
elementos que las caracterizan a todas. Cada una de las sen˜ales x(t, αi) es una manifestacio´n
concreta del proceso de generacio´n de ruido, tambie´n llamada realizacio´n del proceso o funcio´n
muestra. El conjunto (infinito) de todas las realizaciones o funciones muestra constituye el
proceso estoca´stico x(t).
1Esta funcio´n se conoce como seno de fase aleatoria y es muy utilizada en comunicaciones porque representa
el hecho de desconocer la fase con la que una portadora senoidal de frecuencia conocida alcanza el receptor.
2Esto es equivalente a cuando se dan valores a una variable aleatoria, que resulta en las diferentes posibles
realizaciones de la variable.
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Si elegimos ahora en el proceso estoca´stico un instante de tiempo t1 y observamos los
valores que toma el proceso (es decir, x(t1, α)) obtendremos una variable aleatoria x1 = x(t1, α).
Eligiendo cualquier otro instante t2 los valores observados constituyen otra variable aleatoria
x2 = x(t2, α). El conjunto de todas las (infinitas) variables aleatorias x(ti, α) definira´ el proceso
estoca´stico x(t, α). A los promedios o estad´ısticos calculados para las variables aleatorias x1,
x2 ... xn les llamaremos promedios de ensamble. Por otro lado, los promedios de las funciones
muestra, calculados a lo largo del tiempo, sera´n promedios temporales.
Figura 2.3: Representacio´n de un proceso aleatorio
El promedio temporal de una sen˜al x(t) se calcula como:
< x(t) >= l´ım
T→∞
1
T
∫
T
x(t)dt
En un proceso aleatorio, podremos calcular el promedio temporal de cualquiera de sus
realizaciones x(t, αi) de la misma manera:
< x(t, αi) >= l´ım
T→∞
1
T
∫
T
x(t, αi)dt
El ca´lculo de un promedio en la direccio´n de ensamble (representado a trave´s del operador
Esperanza, E{·}) consistira´ en calcular el valor medio de la variable aleatoria que queda definida.
Para ello, necesitaremos la funcio´n de densidad de probabilidad de la variable aleatoria, es decir,
del proceso en el instante elegido. Para el instante ti:
E{x(ti, α)} =
∫
x(ti, α)fx(x, ti)dx
en donde fx(x, ti) es la funcio´n de densidad de probabilidad de la variable aleatoria x(ti, α).
Para simplificar la nomenclatura utilizada para los procesos y las variables aleatorias que los
definen, es habitual eliminar el uso del para´metro α. De esta forma, hablaremos del proceso x(t),
y de las variables aleatorias que lo definen xi = x(ti), cuyas funciones densidad de probabilidad
sera´n fxi(xi) = fx(x, ti). Sabremos si la expresio´n x(t) se refiere a una sen˜al determinista o a
un proceso estoca´stico por el contexto en que se utilice.
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2.1.3. Conceptos ba´sicos de estad´ıstica
En este apartado repasamos algunas nociones de estad´ıstica que utilizaremos con frecuencia.
Funcio´n de densidad de probabilidad (fdp) Esta funcio´n define con que´ probabilidad
una variable aleatoria toma valores en un cierto intervalo. Si consideramos la variable aleatoria
x con fdp fx(x), la probabilidad de que x tome los valores del intervalo [a, b] es:
p (x ∈ [a, b]) =
∫ b
a
fx(x)dx
Es decir, la probabilidad de que x tome valores en el intervalo [a, b] es el a´rea de su fdp en dicho
intervalo. Por lo tanto, el a´rea total de la fdp debe valer 1.
Operador esperanza, E{·} Este operador calcula el valor medio de su argumento:
E{x} =
∫
xfx(x)dx
E{x2} =
∫
x2fx(x)dx
Se trata de un operador lineal, es decir:
E{αx+ βy} = αE{x}+ βE{y}
siendo α y β constantes y x e y dos variables aleatorias.
Funciones de una variable aleatoria Si queremos calcular la esperanza de una variable
aleatoria Y que esta´ expresada como una funcio´n de otra Y = g(X) de la que conocemos su
fdp, fX(X), aplicaremos la siguiente regla:
E{Y } =
∫
Y fY (Y )dY =
∫
g(X)fX(X)dX
Esperanza de un proceso Si queremos calcular la esperanza de un proceso x(t), expresado
como una funcio´n g(V, t) que depende de t y de una variable aleatoria V de la que conocemos
su fdp, fV (V ), aplicaremos la siguiente regla:
x(t) = g(V, t)
E{x(t)} = E{g(V, t)} =
∫
g(V, t)fV (V )dV
Si hay dos variables aleatorias V,W , con funcio´n de densidad de probabilidad conjunta
fVW (V,W ), y x(t) = g(V,W, t):
x(t) = g(V,W, t)
E{x(t)} = E{g(V,W, t)} =
∫∫
g(V,W, t)fVW (V,W )dV dW
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2.2. Promedios de ensamble
Los promedios de ensamble que vamos a necesitar son los siguientes:
Para un proceso:
• Valor medio
• Autocorrelacio´n
• Valor Cuadra´tico Medio
• Autocovarianza
• Varianza
Para dos procesos
• Correlacio´n cruzada
• Covarianza cruzada
• Coeficiente de correlacio´n
2.2.1. Valor medio
El valor medio (o simplemente la media) de un proceso es un estad´ıstico de primer orden.
Proporciona la media de cada una de las variables aleatorias xi = x(ti, α) que definen un proceso
como una funcio´n del tiempo:
mx(t) = E{x(t)} =
∫ ∞
−∞
x(t)fx(x, t)dx
Procesos estacionarios Cuando la funcio´n de densidad de probabilidad de las variables
aleatorias xi no depende de t (fx(x, ti) = fx(x, tj),∀ ti, tj) entonces la media del proceso sera´
tambie´n constante e independiente de t. En este caso se dice que el proceso es estacionario de
primer orden o tambie´n estacionario en la media. En este caso E{x(t)} = mx(t) = mx.
El valor medio de un proceso se conoce tambie´n como su componente cont´ınua o componente
DC.
2.2.2. Autocorrelacio´n
La funcio´n de Autocorrelacio´n de un proceso es un estad´ıstico de segundo orden. Se calcula
como el valor medio del producto de dos valores del proceso tomados en dos instantes t1 y t2:
3
Rx(t1, t2) = E{x(t1)x∗(t2)}
3Se ha considerado la expresio´n general para procesos complejos.
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Procesos estacionarios En la expresio´n anterior, intervienen dos variables aleatorias (x1 =
x(t1) y x2 = x(t2)) y el ca´lculo del promedio del producto de las dos variables requiere conocer
la funcio´n de densidad de probabilidad conjunta de las dos variables fx1x2(x1, x2). Cuando esta
funcio´n depende u´nicamente de la distancia entre los dos instantes de tiempo considerados, la
funcio´n de Autocorrelacio´n puede escribirse en funcio´n de la diferencia τ = t1 − t2:
Rx(τ) = E{x(t+ τ)x∗(t)} =
{
t+ τ = t′
t = t′ − τ
}
= E{x(t′)x∗(t′ − τ)} (2.1)
En este caso, se dice que el proceso x(t) es estacionario de segundo orden o tambie´n
estacionario en la autocorrelacio´n.
Para que un proceso sea estacionario de segundo orden, debera´ ser tambie´n estacionario de
primer orden.
Un proceso que es estacionario de segundo orden se dice que es Estacionario en senti-
do amplio, y es conocido por sus siglas en ingle´s WSS, Wide-Sense-Stationary. Un proceso
estacionario en sentido estricto ser´ıa aque´l para el cual la estacionareidad se cumple para es-
tad´ısticos de orden superior a dos. Para la comprensio´n, el estudio y el modelado de la mayor´ıa
de los procesos que intervienen en los sistemas de comunicacio´n es suficiente con conocer los
estad´ısticos de segundo orden. Adicionalmente, la mayor´ıa de estos procesos son WSS.
2.2.3. Valor Cuadra´tico Medio
El valor cuadra´tico medio de un proceso es un caso particular de su funcio´n de autocorre-
lacio´n, obtenido para t1 = t2 = t:
Rx(t, t) = E{|x(t)|2} = Px(t)
Este valor es adema´s la Potencia del proceso.
Procesos estacionarios Cuando el proceso es estacionario (en sentido amplio) este valor
sera´ independiente de t y coincide con el valor de la funcio´n de autocorrelacio´n en el origen:
Px = Rx(0) = E{|x(t)|2}
2.2.4. Autocovarianza
La autocovarianza de un proceso es la autocorrelacio´n del proceso sin media:
Cx(t1, t2) = E{(x(t1)−mx(t1))(x(t2)−mx(t2))∗}
= E{x(t1)x∗(t2)− x(t1)m∗x(t2)−mx(t1)x∗(t2) +mx(t1)m∗x(t2)}
= Rx(t1, t2)−mx(t1)m∗x(t2)−mx(t1)m∗x(t2) +mx(t1)m∗x(t2)
= Rx(t1, t2)−mx(t1)m∗x(t2)
• Si el proceso es WSS:
Cx(τ) = E{(x(t+ τ)−mx)(x(t)−mx)∗} = Rx(τ)− |mx|2
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2.2.5. Varianza
La varianza de un proceso es un caso particular de la Autocovarianza del proceso, calculado
cuando t1 = t2:
σ2x(t, t) = Rx(t, t)− |mx(t)|2
Es decir, se trata de la potencia del proceso sin media.
Procesos estacionarios Para un proceso WSS, esta potencia sera´ constante e independien-
te de t:
σ2x = Rx(0)− |mx|2 = Px − |mx|2
Como vemos, la potencia total del proceso Px = Rx(0) tiene dos componentes. Por un lado
|mx|2, que al ser mx el valor medio del proceso, sera´ la potencia de dicho valor medio. El resto,
la varianza σ2x sera´ la potencia del proceso sin media, es decir de la componente alterna del
proceso. El valor σx se conoce como la desviacio´n t´ıpica o desviacio´n esta´ndar del proceso x(t).
2.2.6. Correlacio´n cruzada
La correlacio´n cruzada de dos procesos x(t) e y(t) es un estad´ıstico de segundo orden,
calculado como el valor medio del producto de los dos procesos:
Rxy(t1, t2) = E{x(t1)y∗(t2)}
Para el ca´lculo de este estad´ıstico necesitaremos conocer fx1y2(x1, y2), la funcio´n de densidad
de probabilidad conjunta de las variables aleatorias x1 = x(t1) e y2 = y(t2), ∀(t1, t2). En el
caso en el que estas dos variables aleatorias sean independientes, esta funcio´n de densidad de
probabilidad se podra´ calcular como el producto de las funciones de densidad de probabilidad
de cada una de las variables:
fx1y2(x1, y2) = fx1(x1)fy2(y2) (2.2)
y si esto ocurre para todo t1, t2, entonces los procesos x(t) e y(t) son independientes y por
tanto:
Rxy(t1, t2) = E{x(t1)}E{y∗(t2)} = mx(t1)m∗y(t2) (2.3)
Procesos estacionarios Si los dos procesos son WSS, y son adema´s conjuntamente estacio-
narios entonces la correlacio´n cruzada entre ambos procesos sera´ una funcio´n de la diferencia
τ entre los instantes t1 y t2, τ = t1 − t2:
Rxy(τ) = E{x(t+ τ)y∗(t)} = E{x(t)y∗(t− τ)}
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El valor de la correlacio´n cruzada en el origen se conoce como la Potencia cruzada de los
procesos :
Pxy = Rxy(0) = E{x(t)y∗(t)}
Si los dos procesos son adema´s de conjuntamente estacionarios, independientes se cumplira´
2.2:
Rxy(τ) = E{x(t+ τ)y∗(t)} = E{x(t+ τ)}E{y∗(t)} = mx ·m∗y (2.4)
2.2.7. Covarianza cruzada
La covarianza cruzada entre dos procesos es la correlacio´n cruzada de los dos procesos sin
su media:
Cxy(t1, t2) = E{x(t1)−mx(t1))(y∗(t2)−m∗y(t2))}
= E{x(t1)y∗(t2)} −mx(t1)E{y∗(t2)} −m∗y(t2)E{x(t1)}+mx(t1)m∗y(t2)
= Rxy(t1, t2)−mx(t1)m∗y(t2)
Procesos estacionarios Para procesos conjuntamente estacionarios, la covarianza cruzada
dependera´ u´nicamente de la diferencia de los instantes t1 y t2:
Cxy(τ) = E{(x(t+ τ)−mx)(y∗(t)−m∗y)}
= Rxy(τ)−mx ·m∗y
2.2.8. Coeficiente de correlacio´n cruzada
Se define el coeficiente de correlacio´n cruzada entre dos procesos como:
ρxy(t1, t2) =
Cxy(t1, t2)
σx(t1)σy(t2)
Procesos estacionarios Si los dos procesos son conjuntamente estacionarios:
ρxy(τ) =
Cxy(τ)
σxσy
2.2.9. Procesos incorrelados, ortogonales e independientes
En este apartado por simplificar, nos referiremos u´nicamente a los procesos estacionarios
y en su caso conjuntamente estacionarios. Las definiciones ser´ıan similares para procesos no
estacionarios.
Procesos incorrelados Dos procesos son incorrelados si su covarianza cruzada vale cero,
para todo τ :
Cxy(τ) = 0 ∀τ
Rxy(τ) = mx ·m∗y (2.5)
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Procesos ortogonales Dos procesos son ortogonales si su correlacio´n cruzada vale cero, para
todo τ :
Rxy(τ) = 0 ∀τ
Adema´s, como puede deducirse de la expresio´n 2.5, si dos procesos x(t) e y(t) esta´n inco-
rrelados y uno de ellos es de media cero, entonces Rxy(τ) = 0, es decir, los dos procesos son
ortogonales.
Adicionalmente, si dos procesos x(t) e y(t) son estad´ısticamente independientes (ver 2.4),
entonces Rxy(τ) = mx ·m∗y y los dos procesos esta´n incorrelados.
Es importante tener que en cuenta que el hecho de que dos procesos este´n incorrelados, ello
no implica necesariamente que sean estad´ısticamente independientes. Es decir, as´ı como inde-
pendencia implica incorrelacio´n, la inversa no es cierto, incorrelacio´n no implica necesariamente
independencia.
Ejemplo: superposicio´n de procesos
Considere el proceso z(t) = x(t)±y(t) . Suponiendo x(t) e y(t) conjuntamente estacionarios,
calcular Rz(τ) y Gz(f).
Rz(τ) = E{z(t+ τ)z∗(t)} = E{(x(t+ τ)± y(t+ τ))(x∗(t)± y∗(t)}
= Rx(τ) +Ry(τ)±Rxy(τ)±Ryx(τ)
= Rx(τ) +Ry(τ)± (Rxy(τ) +R∗xy(−τ))
(2.6)
Tomando transformada de Fourier:
Gz(f) = Gx(f) +Gy(f)± (Gxy(f) +G∗xy(f))
= Gx(f) +Gy(f)± 2Re{Gxy(f)}
(2.7)
Si los dos procesos son incorrelados:
Rxy(τ) = mx ·m∗y
R∗xy(−τ) = m∗x ·my
Gxy(f) = mx ·m∗y · δ(f)
(2.8)
Rz(τ) = Rx(τ) +Ry(τ)± 2Re{mx ·m∗y}
Gz(f) = Gx(f) +Gy(F )± 2Re{mx ·m∗y · δ(f)}
(2.9)
Si adema´s uno de los dos es de media cero (procesos ortogonales):
Rz(τ) = Rx(τ) +Ry(τ)
Gz(f) = Gx(f) +Gy(f)
(2.10)
2.3. Propiedades de los procesos estacionarios
En este apartado se resaltan algunas de las propiedades y caracter´ısticas ma´s relevantes de
la funcio´n de autocorrelacio´n y de la correlacio´n cruzada para procesos WSS.
28 TEMA 2. SEN˜ALES Y PROCESOS ALEATORIOS
1. Simetr´ıa hermı´tica de la funcio´n de autocorrelacio´n
La funcio´n de autocorrelacio´n presenta simetr´ıa hermitica, es decir Rx(τ) = R
∗
x(−τ):
Rx(τ) = E{x(t+ τ)x∗(t)}
R∗x(τ) = E{x∗(t+ τ)x(t)}
R∗x(−τ) = E{x∗(t− τ)x(t)} = Rx(τ)
Si el procesos es real (x(t) = x∗(t)), entonces su funcio´n de autocorrelacio´n es tambie´n
real y por lo tanto tendra´ simetr´ıa par: Rx(τ) = Rx(−τ).
2. Ma´ximo en el origen.
La funcio´n de autocorrelacio´n presenta un ma´ximo en el origen4: |Rx(τ)| < Rx(0). Lo
demostraremos a continuacio´n para procesos reales, aunque la propiedad se cumple igual-
mente para procesos complejos.
Partimos del hecho de que la potencia de un proceso es una cantidad siempre positiva, y
lo aplicamos a los procesos y1(t) = x(t+ τ) + x(t) e y2(t) = x(t+ τ)− x(t):
Ry(0) = E{|y(t)|2} > 0
E{(x(t+ τ)± x(t)) (x(t+ τ)± x(t))} > 0
E{|x(t+ τ)|2}+ E{|x(t)|2} ± E{x(t)x(t+ τ)} ± E{x(t+ τ)x(t)} > 0
2 (Rx(0)±Rx(τ)) > 0
De forma que:
Rx(0) > −Rx(τ) tomando el signo +
Rx(0) > Rx(τ) tomando el signo −
Es decir que Rx(0) > |Rx(τ)|.
3. Procesos perio´dicos en la media cuadra´tica.
Si existe algu´n valor de τ = τ0 para el cual Rx(τ0) = Rx(0) (es decir, se alcanza el valor
ma´ximo del origen), entonces la funcio´n de autocorrelacio´n es perio´dica con periodo τ0
(Rx(τ) = Rx(τ + τ0)). En este caso, se dice que el proceso x(t) es perio´dico en la media
cuadra´tica. Para estos procesos se cumple que E{|x(t+ τ0)−x(t)|2} = 0, es decir, que no
hay potencia en la diferencia entre el proceso y el mismo desplazado el valor del periodo.
En efecto, siendo x(t) un proceso real 5:
E{|x(t+ τ0)− x(t)|2} = 0
E{|x(t+ τ0)|2}+ E{|x(t)|2} − 2E{x(t+ τ0)x(t)} = 0
2Rx(0)− 2Rx(τ0) = 0
Rx(0) = Rx(τ0)
4Ver la propiedad 3 para tratar de caso de igualdad
5Por simplificar lo demostramos u´nicamente para procesos reales.
2.4. PROMEDIOS TEMPORALES Y PROCESOS ERGO´DICOS 29
4. Simetr´ıa de la funcio´n de correlacio´n cruzada.
La correlacio´n cruzada de dos procesos x(t) e y(t) presenta la siguiente simetr´ıa: Rxy(τ) =
R∗yx(−τ)
Rxy(τ) = E{x(t+ τ)y∗(t)}
Ryx(τ) = E{y(t+ τ)x∗(t)}
R∗yx(τ) = E{y∗(t+ τ)x(t)}
R∗yx(−τ) = E{y∗(t− τ)x(t)}{
t− τ = t′
t = t′ − τ
}
R∗yx(−τ) = E{y∗(t′)x(t′ + τ)} = Rxy(τ)
2.4. Promedios temporales y procesos ergo´dicos
Los procesos ergo´dicos son aquellos en los que los promedios temporales de las realizaciones
del proceso coinciden con los promedios de ensamble. Estudiaremos u´nicamente la ergodicidad
de los procesos en la media y en la autocorrelacio´n, o en la correlacio´n cruzada en el caso de
estudiar la ergodicidad conjunta de dos procesos. En los procesos ergo´dicos, los estad´ısticos
del proceso (media y autocorrelacio´n) pueden determinarse a partir de una u´nica realizacio´n,
calculando los promedios temporales.
Ergodicidad en la media Un proceso es ergo´dico en la media si el promedio temporal de
una cualquiera de sus realizaciones 〈xi(t)〉 coincide con el promedio de ensamble:
〈xi(t)〉 = l´ım
T→∞
1
T
∫
T
xi(t)dt = E{x(t)} = mx
Para que un proceso sea ergo´dico en la media debe ser estacionario de segundo orden (o´
WSS).
Si un proceso es ergo´dico en la media, el valor medio de la funcio´n de autocorrelacio´n vale
|mx|2:
l´ım
T→∞
1
T
∫
T
Rx(τ)dτ = l´ım
T→∞
1
T
∫
T
E{x(t+ τ)x∗(t)}dτ
= E{ l´ım
T→∞
1
T
∫
T
x(t+ τ)x∗(t)dτ}
= E{x(t)〈x∗(t)〉} = |mx|2
(2.11)
Ergodicidad en la autocorrelacio´n Un proceso es ergo´dico en la autocorrelacio´n si la
autocorrelacio´n temporal (a la que denominaremos ρx(τ)) de una cualquiera de sus realizaciones
coincide con la autocorrelacio´n del proceso:
ρx(τ) = l´ım
T→∞
1
T
∫
T
xi(t+ τ)x
∗
i (t)dt = E{x(t+ τ)x∗(t)} = Rx(τ) (2.12)
La ergodicidad en la autocorrelacio´n requiere estacionareidad de orden 4 (sin demostracio´n).
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Ejemplo Estudiamos la estacionareidad y ergodicidad del proceso x(t) = A siendo A una
v.a. uniformemente distribuida en [−V, V ].
Su media de ensamble: E{A} = 0
Y su autocorrelacio´n:
E{A2} =
∫ V
−V
A2
1
2V
dA =
V 2
3
(2.13)
Por lo que el proceso es WSS.
Su media temporal:
〈x(t)〉 = A (2.14)
depende de la realizacio´n elegida, por lo que el proceso NO es ergo´dico en la media (y por
tanto tampoco presenta ergodicidad de orden superior).
2.4.1. Resumen promedios temporales y de ensamble
La tabla 2.4 resume las definiciones dadas tanto para los promedios temporales como para
los promedios de ensamble, as´ı como su interpretacio´n conceptual.
2.5. Representacio´n espectral de sen˜ales aleatorias
2.5.1. Densidad espectral de potencia
La Densidad Espectral de Potencia (DEP) de un proceso es una funcio´n que describe co´mo
esta´ distribuida la potencia del proceso sobre las diferentes frecuencias que lo componen. Puede
calcularse como la transformada de Fourier de la funcio´n de autocorrelacio´n:
Rx(τ)
F←→ Gx(f)
Tambie´n podemos obtener la siguiente expresio´n para Gx(f):
Gx(f) = l´ım
T→∞
E{|XTi(f)|2}
T
XTi(f) =
∫ T
2
−T
2
xi(t)e
−j2piftdt
en donde xi(t) ser´ıa una realizacio´n del proceso, y T un intervalo de tiempo representativo.
Esta expresio´n nos presenta una interpretacio´n del modo de ca´lculo de la DEP de un proceso
WSS:
• XTi(f) es la transformada de Fourier de un segmento de duracio´n T de una de las reali-
zaciones del proceso.
• |XTi(f)|2 es la Densidad Espectral de Energ´ıa de ese segmento de duracio´n finita.
• E{|XTi(f)|2} sera´ el promedio de esa Densidad Espectral de Energ´ıa para todas las rea-
lizaciones del proceso (promedio realizado en la direccio´n de ensamble).
• El u´ltimo paso divide el valor obtenido (para cada frecuencia) por la duracio´n del segmento
para obtener una potencia, y extiende el intervalo a ∞.
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Figura 2.4: Definiciones de promedios temporales y promedios de ensamble
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2.5.2. Propiedades
1. Gx(f) es siempre real. Partimos de la simetr´ıa hermı´tica de la funcio´n de autocorrelacio´n
Rx(τ):
Rx(τ) = R
∗
x(−τ)
Gx(f) = G
∗
x(f)⇒ Gx(f) es real
(2.15)
Se ha utilizado que si x(t)
F←→ X(f)⇒ x∗(−t) F←→ X∗(f)
2. Gx(f) ≥ 0 ∀f
Es decir, Gx(f) es una funcio´n real y positiva.
3. Si x(t)real⇒ Gx(f) real y par
x(t)real⇒ Rx(τ) = Rx(−τ)(par)
Gx(f) = Gx(−f)(par)
(2.16)
En este caso, tambie´n podemos expresar Gx(f) as´ı:
Gx(f) =
∫ ∞
−∞
Rx(τ)e
−j2pifτdτ
=
∫ ∞
−∞
Rx(τ) cos (2pifτ)dτ − j
∫ ∞
−∞
Rx(τ) sin (2pifτ)dτ
=
∫ ∞
−∞
Rx(τ) cos (2pifτ)dτ
(2.17)
4. Rx(0) =
∫∞
−∞Gx(f)df = Px
Es decir, la potencia del proceso puede calcularse como el a´rea de la Densidad Espectral
de Potencia.
5. Densidad Espectral de Potencia Cruzada de dos procesos WSS
F{Rxy(τ)} = Gxy(f)
Rxy(τ) = R
∗
yx(−τ)
Gxy(f) = G
∗
yx(f)
(2.18)
2.6. Ejemplos pra´cticos
2.6.1. Coseno de fase aleatoria
Un proceso muy utilizado en comunicaciones es como ya se ha comentado el coseno (o el
seno) de fase aleatoria:
x(t) = A cos(2pif0t+ φ)
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en donde A y f0 son constantes, y φ es una variable aleatoria uniformemente distribuida en el
intervalo [−pi, pi]. Al ser el valor de la fase aleatorio y con distribucio´n uniforme, no habra´ nin-
guna diferencia en trabajar con el coseno o con el seno. La funcio´n de densidad de probabilidad
uniforme de la variable φ sera´ fφ(φ):
fφ(φ) =

1
2pi
φ ∈ [−pi, pi]
0 fuera
para lo que se ha tenido en cuenta que toda funcio´n de densidad de probabilidad debe cumplir
que su a´rea vale la unidad. La figura 2.2 mostrada al comienzo de este tema muestra algunas
realizaciones de este proceso.
Valor Medio Calcularemos ahora el valor medio del proceso, E{x(t)}. Para hacerlo, tendre-
mos en cuenta co´mo se aplica el operador esperanza E{·} a una funcio´n del tiempo, y de una
o ma´s variables aleatorias (ver apartado 2.1.3):
mx = E{x(t)} = E{A cos(2pif0t+ φ)} = A
∫ pi
−pi
cos(2pif0t+ φ)
1
2pi
dφ = 0
Se trata por tanto de un proceso de media cero y por tanto constante e independiente de t, por
lo que podemos afirmar que el proceso es estacionario en la media.
Autocorrelacio´n Partimos de la expresio´n general de la funcio´n de autocorrelacio´n, sin asun-
ciones previas sobre su posible estacionareidad 6:
Rx(t1, t2) = E{x(t1)x∗(t2)} = E{A cos(2pif0t1 + φ)A cos(2pif0t2 + φ)}
=
A2
2
E {cos (2pif0(t1 + t2) + 2φ)}+ E {cos (2pif0(t1 − t2))}
=
A2
2
cos (2pif0(t1 − t2))
ya que E {cos (2pif0(t1 + t2) + 2φ)} = 0 al tratarse del valor medio un coseno de fase aleatoria
uniformemente distribuida, como en el pa´rrafo anterior.
De esta forma se obtiene que Rx(t1, t2) =
A2
2
cos (2pif0(t1 − t2)) que es una funcio´n de t1−t2
y podemos escribir:
Rx(τ) =
A2
2
cos (2pif0τ) (2.19)
Se trata por tanto de un proceso estacionario en la autocorrelacio´n, con lo que ya podemos
afirmar que es un proceso estacionario en sentido amplio WSS.
6En numerosas ocasiones utilizaremos las siguientes expresiones trigonome´tricas:
sin(a± b) = sin a cos b± cos a sin b
cos(a± b) = cos a cos b∓ sin a sin b
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Ergodicidad Tenemos intere´s en saber si el coseno de fase aleatoria es un proceso ergo´dico.
Para ello debemos estudiar sus realizaciones y calcular los promedios temporales. Obtenemos
una realizacio´n del proceso considerando φ = φi como un valor constante, obteniendo la sen˜al
xi(t) = A cos(2pif0t+ φi). Esta es una sen˜al perio´dica (con periodo
1
f0
). Su valor medio sera´:
〈xi(t)〉 = l´ım
T→∞
1
T
∫
T
xi(t)dt =
1
T0
∫
T0
A cos(2pif0t+ φi)dt = 0
Como vemos, el valor medio de cualquier realizacio´n del proceso es cero, y coincide con el valor
medio de ensamble, por lo que podemos afirmar que el proceso es ergo´dico en la media.
Calculamos ahora la autocorrelacio´n (temporal y determinista) de una realizacio´n del pro-
ceso:
ρx(τ) = l´ım
T→∞
1
T
∫
T
xi(t+ τ)x
∗
i (t)dt = l´ım
T→∞
A2
T
∫
T
cos(2pif0(t+ τ) + φi)cos(2pif0t+ φi)dt
= l´ım
T→∞
A2
2T
∫
T
cos(2pif0(2t+ τ) + 2φi)dt+ l´ım
T→∞
A2
2T
∫
T
cos(2pif0τ)dt
En la expresio´n anterior, el primer sumando representa el ca´lculo del valor medio (temporal)
de un coseno de frecuencia 2f0 o periodo T0/2, por lo que valdra´ cero. En el segundo sumando
cos(2pif0τ) no depende de t por lo que saldra´ fuera de la integral (y del l´ımite, ya que tampoco
depende de T):
ρx(τ) = cos(2pif0τ) l´ım
T→∞
A2
2T
∫
T
dt =
A2
2
cos(2pif0τ) l´ım
T→∞
1
T
T =
A2
2
cos(2pif0τ)
Este resultado coincide con el obtenido en la ecuacio´n 2.19 para el promedio de ensamble, por
lo que podemos afirmar que este proceso es ergo´dico tambie´n en la autocorrelacio´n.
Tema 3
Transmisio´n de sen˜ales con ruido
3.1. Procesos estacionarios a trave´s de sistemas LI
Consideramos el proceso WSS x(t) que atraviesa el sistema lineal e invariante con respuesta
al impulso h(t).
y(t) = x(t) ∗ h(t) =
∫ ∞
−∞
x(t− τ) · h(τ)dτ (3.1)
Conocidos los estad´ısticos del proceso de entrada (su media, su funcio´n de autocorrelacio´n etc.)
nos interesa conocer los del proceso de salida. Por ello, calcularemos la media y la funcio´n de
autocorrelacio´n del proceso de salida, as´ı como las correlaciones cruzadas entre los procesos de
entrada y salida del sistema. A partir de las expresiones calculadas, obtendremos las funciones
DEP de la salida en funcio´n la DEP del proceso de entrada y de la respuesta frecuencial del
sistema.
3.1.1. Valor medio del proceso de salida
Si la media del proceso de entrada x(t) es mx, queremos calcular my = E{y(t)}:
my = E{y(t)}
= E{
∫ ∞
−∞
x(t− λ) · h(λ)dλ}
=
∫ ∞
−∞
E{x(t− λ)} · h(λ)dλ
Siendo x(t) un processo estacionario, E{x(t− λ) = E{x(t) = mx y por tanto:
my = mx ·
∫ ∞
−∞
h(λ)dλ
= mx ·H(0)
siendo H(0) el valor en el origen (f = 0) de la respuesta frecuencial del sistema H(f).
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3.1.2. Autocorrelacio´n y correlaciones cruzadas
Ry(τ) = E{y(t+ τ) · y∗(t)} (3.2)
y(t) =
∫ ∞
−∞
x(t− λ) · h(λ)dλ
y(t+ τ) =
∫ ∞
−∞
x(t+ τ − λ) · h(λ)dλ
Ry(τ) = E{
∫ ∞
−∞
x(t+ τ − λ) · h(λ)dλ · y∗(t)}
=
∫ ∞
−∞
Rxy(τ − λ) · h(λ)dλ
= Rxy(τ) ∗ h(τ) (3.3)
Y teniendo en cuenta que:
R∗xy(−τ) = Ryx(τ)
Ry(τ) = Ryx(τ) ∗ h∗(−τ) (3.4)
Desarrollamos ahora Rxy(τ):
Rxy(τ) = E{x(t+ τ) · y∗(t)}
= E{x(t+ τ) ·
∫ ∞
−∞
x∗(t− λ) · h∗(λ)dλ}
=
∫ ∞
−∞
Rx(τ + λ) · h∗(λ)dλ = {µ = −λ} =
=
∫ ∞
−∞
Rx(τ − µ) · h∗(−µ)dµ =
= Rx(τ) ∗ h∗(−τ)
Y tambie´n:
Ryx(τ) = R
∗
xy(−τ) = Rx(τ) ∗ h(τ) (3.5)
Por lo tanto:
Ry(τ) = Ryx(τ) ∗ h∗(−τ)
= Rxy(τ) ∗ h(τ) (3.6)
= Rx(τ) ∗ h(τ) ∗ h∗(−τ)
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3.1.3. Densidades espectrales de potencia
Haciendo la transformada en (3.6):
Gy(f) = Gx(f) ·H∗(f) ·H(f)
Gy(f) = Gx(f) · |H(f)|2 (3.7)
= Gyx(f) ·H∗(f)
= Gxy(f) ·H(f)
Ejemplo: Procesos ortogonales
Considere el proceso x(t) que atraviesa en paralelo los sistemas h1(t) y h2(t) dando lugar a
los procesos y1(t) e y2(t) respectivamente.
Deseamos obtener Gy1y2(f) y analizar en que´ casos sera´n y1(t) e y2(t) ortogonales.
Calculamos primero Ry1y2(τ) y despue´s transformamos:
Ry1y2(τ) = E{y1(t+ τ) ·
∫
x∗(t− λ) · h∗2(λ)dλ}
=
∫
Ry1x(τ + λ) · h∗2(λ)d(λ)
=
∫
Ry1x(τ − µ) · h∗2(−µ)d(µ)
= Ry1x(τ) ∗ h∗2(−τ)
(3.8)
Y teniendo en cuenta (3.5):
Ry1y2(τ) = Rx(τ) ∗ h1(τ) ∗ h∗2(−τ)
Gy1y2(f) = Gx(f) ·H1(f) ·H∗2 (f)
(3.9)
Podemos ver que :
Si H1(f) ·H∗2 (f) = 0⇒ Ry1y2(τ) = 0 (3.10)
y los dos procesos de salida sera´n ortogonales. Un caso particular para el que esto se cumplira´
sera´ cuando las respuestas H1(f) y H2(f) no se solapen en frecuencia. Como:
Gy1(f) = Gx(f) · |H1(f)|2
y Gy2(f) = Gx(f) · |H2(f)|2
(3.11)
y si H1(f) y H2(f) no se solapan, tampoco lo hara´n Gy1(f) y Gy2(f). De aqu´ı podemos deducir
que si dos procesos tienen DEP tales que no se solapan en frecuencia, los dos procesos son
ortogonales.
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3.2. Procesos Gaussianos
Un proceso gaussiano (tambie´n llamado normal) es aquel en el que las variables aleatorias
que lo definen (x(t1), x(t2), ...x(tn)) son conjuntamente gaussianas para cualquier n, t1...tn. An-
tes de estudiar los procesos gaussianos, repasamos las propiedades de las variables aleatorias
gaussianas.
3.2.1. Variables aleatorias gaussianas
Una variable aleatoria x es gausiana si su funcio´n densidad de probabilidad (fdp) es:
fx(x) =
1√
2piσx
e
− (x−mx)2
2σ2x (3.12)
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Figura 3.1: Funcio´n densidad de probabilidad gaussiana
En donde mx es la media de x y σx su desviacio´n esta´ndar (σx > 0). La figura 3.1 muestra
esta fdp con mx = 5 y σx = 5. Una v.a. esta´ndar normal tiene media cero y desviacio´n
esta´ndar unidad. Si z es una v.a. esta´ndar normal, entonces z · σx + mx es normal con media
mx y desviacio´n esta´ndar σx. Y de la misma forma, si x es una v.a. gaussiana o normal con
media mx y desviacio´n esta´ndar σx, entonces z =
x−mx
σx
sera´ una v.a. esta´ndar normal.
Evidentemente, siendo x gaussiana:
3.2. PROCESOS GAUSSIANOS 39
E{x} = mx
E{(x−mx)2} = σ2x (3.13)
fx(mx) =
1√
2piσx
fx(mx ± σx) = 1√
2piσx
· 1√
e
(3.14)
Como es sabido, el a´rea bajo la curva de la fdp en un intervalo, proporciona el valor de la
probabilidad de que x tome los valores del intervalo:
p(x[a, b]) =
∫ b
a
fx(x)dx; (3.15)
Una funcio´n muy utilizada y cuyo valor se encuentra tabulado es la conocida como funcio´n
Q que evalu´a el a´rea bajo la cola de la gaussiana, es decir, el a´rea bajo la curva desde −∞
hasta un valor u < mx o bien desde un valor u > mx hasta ∞. Las tablas esta´n calculadas
para variables gaussianas esta´ndar (con media cero y varianza unidad) por lo que si nuestra
variable no es esta´ndar, tendremos que desnormalizarla para obtener el valor correspondiente.
A continuacio´n veremos co´mo utilizar dicha funcio´n Q.
Para una variable aleatoria standard normal x (mx = 0, σx = 1), queremos calcular el a´rea
bajo la gausiana desde un valor u > 0 hasta ∞:
Q(u) = p(x[u,∞]) =
∫ ∞
u
fx(x)dx =
∫ ∞
u
1√
2pi
e−
x2
2 dx; (3.16)
Acudiendo a la tabla con el valor de u > 0 en el eje de abcisas, encontraremos el valor buscado.
Si queremos calcular el valor de la cola de la gaussiana para en un intervalo [−∞, u] siendo
u < 0, dada la simetr´ıa de la gaussiana esta´ndar alrededor del origen, debemos acudir a la
tabla con |u| (es decir, el argumento de la funcio´n Q es la distancia del punto de intere´s hasta
el origen):
Q(|u|) = p(x[u,∞]) =
∫ ∞
u
fx(x)dx =
∫ ∞
u
1√
2pi
e−
x2
2 dx; (3.17)
Para una variable aleatoria gaussiana con media mx y desviacio´n t´ıpica σx, calculamos el
a´rea de la cola de la gaussiana (u > mx):
p(x[u,∞]) =
∫ ∞
u
fx(x)dx =
∫ ∞
u
1√
2piσx
e
− (x−mx)2
2σ2x dx{
z =
x−mx
σx
; x = σxz +mx; dx = σxdz; x = u→ z = u−mx
σx
}
=
∫ ∞
u−mx
σx
1√
2pi
e−
z2
2 dz = Q
(
u−mx
σx
)
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Figura 3.2: Area bajo la cola de la gausiana, desde x > mx hasta ∞
Para u < mx:
p(x[−∞, u]) =
∫ u
−∞
fx(x)dx = Q
(
mx − u
σx
)
Es decir, para una v.a. gausiana con media mx y desviacio´n t´ıpica σx, el argumento de la
funcio´n Q sera´ el valor del umbral normalizado:
Q
( |u−mx|
σx
)
= p(x[−∞, u]) =
∫ u
−∞
fx(x)dx; si u< mx
= p(x[u,∞]) =
∫ ∞
u
fx(x)dx; si u> mx (3.18)
Es importante darse cuenta de que Q(0) = 1
2
, y que la funcio´n Q so´lo esta´ definida para
valores positivos (es decir, calculamos el a´rea de la cola de la gaussiana).
Dos variables aleatorias
Se dice que 2 variables aleatorias xi y xj son conjuntamente gaussianas si:
fxixj(xi, xj) =
1
(2pi) ·√|C| · e− 12 [X]·[C]−1[X]T (3.19)
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en donde:
[X] =
[
xi −mxi xj −mxj
]
[C] =
[
Cii Cij
Cji Cjj
]
Cij = E
{
(xi −mxi) ·
(
xj −mxj
)}
Una propiedad importante de las variables aleatorias gaussianas es que si Cij = 0 para i 6= j:
fxixj(xi, xj) = fxi(xi) · fxj(xj)
Es decir, si dos v.a. gaussianas esta´n incorreladas, entonces son independientes.
3.2.2. Procesos gaussianos
En un proceso gaussiano, todas las variables aleatorias que lo definen, x(t1), x(t2)...x(tn) son
gaussianas y tambie´n conjuntamente gaussianas. Por tanto, la funcio´n densidad de probabilidad
conjunta es:
fx1x2...xn(x1, x2, · · · , xn) =
1√
(2pi)n · |C| · e
− 1
2
[X]·[C]−1[X]T (3.20)
en donde:
[X] =
[
x1 −mx1 x2 −mx2 · · · xn −mxn
]
[C] =

C11 C12 · · · C1n
C21 C22 · · · C2n
...
...
. . .
...
Cn1 Cn2 · · · Cnn

Cij = E
{
(xi −mxi) ·
(
xj −mxj
)}
Se dice que dos procesos x(t) e y(t) son conjuntamente gaussianos si sus variables aleatorias
x(ti) e y(tj) son conjuntamente gausianas.
3.2.3. Propiedades de los procesos gaussianos
1. Un proceso queda totalmente descrito a partir de las medias mxi y las covarianzas Cij, es
decir por su mx(t) y su autocorrelacio´n Rx(t1, t2). Esta propiedad se deduce directamente
de la expresio´n (3.20).
2. Debido a la propiedad (1), si un proceso gaussiano es estacionario en sentido amplio
(WSS), tambie´n sera´ estacionario en sentido estricto (SSS).
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3. Si dos procesos son conjuntamente gaussianos, y Cxy(t1, t2) = 0 ∀t1, t2 (son incorrelados),
entonces los dos procesos tambie´n sera´n independientes.
4. Cualquier combinacio´n lineal de variables aleatorias gaussianas da lugar a una variable
aleatoria gaussiana. Por tanto, si un proceso gaussiano es la entrada de un sistema lineal
e invariante con respuesta al impulso h(t), el proceso de salida y(t) = x(t) ∗ h(t) sera´
tambie´n gaussiano.
3.3. Ruido te´rmico y ruido blanco
El ruido te´rmico (tambie´n llamado ruido de Johnson o ruido de Nyquist) se produce en me-
dios conductores debido a la agitacio´n te´rmica de las cargas en los conductores. Estas se mueven
de forma aleatoria, generando una tensio´n ele´ctrica aleatoria con distribucio´n de amplitudes
gaussiana n(t) y con valor medio cero. Para las frecuencias de trabajo habituales (|f | < 1012Hz),
la DEP puede considerarse plana, por lo que se conoce como ruido blanco.
Gn(f) =
η
2
(3.21)
siendo η una constante dependiente de la temperatura del conductor (T en ◦K), indicativa
del nivel de ruido existente:
η = kB · T
kB es la constante de Boltzmann kB = 1,37 · 10−23 W/Hz/◦K (3.22)
o en unidades logar´ıtmicas 10 · log(kB) = -198,6dBm/Hz/◦K (3.23)
T : Temperatura en ◦K
Con esta DEP, las muestras del ruido n(t1), n(t2) esta´n totalmente incorreladas entre s´ı:
E{n(t)} = 0 (3.24)
E{n(t1) · n(t2)} =
{
η
2
si t1 = t2
0 si t1 6= t2
}
(3.25)
es decir, Rn(τ) =
η
2
· δ(τ) (3.26)
Obse´rvese que la potencia total de este ruido tomar´ıa valor infinito. En realidad, como este
ruido sera´ siempre observado a trave´s de algu´n sistema con un ancho de banda limitado a BHz,
se obtendra´ un valor finito en el ca´lculo de la potencia de ruido.
3.4. Ruido filtrado y Ancho de Banda Equivalente de
Ruido
El ruido lo observaremos siempre a trave´s de un sistema LI con respuesta al impulso h(t),
como se indica en la figura 3.3. La DEP del ruido a la salida:
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Figura 3.3: Filtrado del ruido a trave´s de un SLI
Gy(f) = Gn(f) · |H(f)|2
Gy(f) =
η
2
|H(f)|2
El ruido de salida sera´ gaussiano y de media cero:
E{y(t)} = E{n(t) ∗ h(t)} = E{
∫
n(t− τ)h(τ)dτ} =
=
∫
E{n(t− τ)}h(τ)dτ = 0
La potencia del ruido de salida:
Py =
∫ ∞
−∞
Gn(f)|H(f)|2df = η
2
∫ ∞
−∞
|H(f)|2df = σ2y
Y la f.d.p. del ruido de salida sera´:
fy(y) =
1√
2piσy
e
− y2
2σ2y
Para caracterizar un sistema en te´rminos del ruido que deja pasar se utiliza el concepto de
ancho de banda equivalente de ruido, BN . Para un sistema paso bajo, BN es el ancho de
banda de un filtro paso bajo ideal con gananciaK = |H(f)|max que deja pasar la misma potencia
de ruido que el sistema, cuando a su entrada hay ruido blanco. A continuacio´n obtendremos la
expresio´n para el ca´lculo de este importante para´metro de los sistemas.
La potencia de ruido N0 a la salida del sistema con respuesta frecuencial H(f) cuando a la
entrada hay ruido blanco con DEP η/2 sera´:
N0 =
η
2
∫ ∞
−∞
|H(f)|2df
Por otro lado, la potencia de ruido N0 a la salida de un filtro paso bajo ideal con ancho de
banda BN y de ganancia |Hmax| cuando a la entrada hay ruido blanco con DEP η/2 sera´:
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N0 =
η
2
|Hmax|2 · 2BN
Por tanto:
BN =
∫∞
−∞ |H(f)|2df
2|Hmax|2 (3.27)
Para un sistema paso banda, la definicio´n es ide´ntica.
3.4.1. Ejemplo: Filtro paso bajo RC
En este ejemplo calculamos el ancho de banda equivalente de ruido de un paso bajo RC y
lo comparamos con su ancho de banda a 3dB.
La respuesta frecuencial de un filtro paso bajo RC es:
H(f) =
1
1 + j2pifRC
|H(f)| = 1√
1 + (2pifRC)2
Para calcular la frecuencia de corte a 3dB fc buscamos el valor de f para el cual |H(f)|2 cae a
la mitad de su ma´ximo (|H(0)|2):
|H(0)|2 = 1; |H(fc)|2 = 1
1 + (2pifcRC)2
=
1
2
⇒ fc = 1
2piRC
Para calcular el ancho de banda equivalente de ruido BN , igualamos la potencia que genera el
sistema a la que se obtendr´ıa con un filtro ideal de ancho de banda BN , cuando a la entrada
hay ruido blanco con DEP η/2:
η
2
·
∫ ∞
−∞
|H(f)|2df = η
2
· 2BN
BN =
1
2
∫ ∞
−∞
1
1 + (2pifRC)2
df
Para resolver la integral utilizamos la primitiva:∫
1
1 + x2
dx = arctanx
Y se obtiene: BN =
1
4RC
> fc3dB =
1
2piRC
La figura 3.4 muestra los resultados obtenidos para un valor de RC = 1
2000pi
, y por tanto
fc3dB = 1000 y BN = 500pi = 1571Hz.
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Figura 3.4: Respuesta frecuencial del filtro paso bajo RC y su filtro equivalente en te´rminos
de potencia de ruido.
3.5. Transmisio´n banda base con ruido
En te´rminos de potencias, modelamos un sistema de transmisio´n en banda base con ruido
con el esquema mostrado en la figura 3.5.
Figura 3.5: Modelo de un sistema de Transmisio´n en Banda Base con Ruido
Con referencia a los elementos de la figura 3.5:
x(t) es el proceso de entrada que se desea transmitir, de tipo paso bajo y con ancho de
banda W . La potencia de la sen˜al de entrada sera´ Sx.
gT es la ganancia en potencia del transmisor. Representamos el transmisor por un ampli-
ficador lineal de ganancia en potencia gT .
sT (t): Es la sen˜al transmitida, inyectada al canal. Su DEP sera´ ide´ntica a la de la sen˜al
de entrada, salvo por el factor de ganancia gT :
sT (t) =
√
gTx(t)
GsT (f) = gT ·Gx(f)
PT = gT · Px
LdB: atenuacio´n (dB) introducida por el canal ideal. El valor correspondiente en lineal
sera´ l = 10L/10.
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sR(t): sen˜al recibida, sera´ ide´ntica a la sen˜al de entrada salvo por un factor de ganan-
cia/atenuacio´n y un retardo t0. Este retardo no afecta en los ca´lculos de potencias.
sR(t) =
1√
l
sT (t)
GsR(f) =
1
l
·GsT (f)
SR =
1
l
· ST
en donde ST y SR son las potencias de la sen˜al transmitida (sT (t)) y recibida (sR(t)).
n(t): es el ruido del sistema, incorrelado con la sen˜al, con DEP Gn(f) =
η
2
. En el modelo,
todo el ruido del sistema se supone aditivo y blanco y se encuentra a la entrada del
receptor, suma´ndose a la sen˜al recibida sR(t). Con este modelo, el resto de componentes
sera´n elementos no ruidosos. As´ı, a la entrada del receptor la sen˜al yR(t) tendra´ una
componente de sen˜al (sR(t)) y una componente de ruido (n(t)):
yR(t) = sR(t) + n(t)
gR: es la ganancia en potencia del receptor, que se considera ideal con |HR(f)|2 = gR ·
Π
(
f
2W
)
, y con ancho de banda W tal que permite el paso ı´ntegro de la sen˜al, y limita el
paso del ruido al ancho de banda de x(t).
yD(t): sen˜al detectada a la salida del receptor, tendra´ una componente de sen˜al y una
componente de ruido:
yD(t) = sD(t) + nD(t) = sR(t) · √gR + nD(t)
Teniendo en cuenta que sen˜al y ruido esta´n incorrelados, la potencia total de yD(t) sera´ la
suma de la potencia de sen˜al detectada (SD) y de la potencia de ruido detectada (ND). As´ı
calcularemos la relacio´n sen˜al a ruido detectada a la salida del sistema como:
(S/N)D =
SD
ND
=
E{|sD(t)|2}
E{|nD(t)|2}
SD =
∫ ∞
−∞
GSD(f)df =
∫ ∞
−∞
gR ·GSR(f)df = SR · gR
El ruido a la salida sera´ el ruido a la entrada filtrado por el receptor, con respuesta frecuencia
HR(f):
nD(t) = n(t) ∗ hR(t)
GnD(f) = Gn(f) · |HR(f)|2
ND = gR · η
2
· 2W = gR · η ·W
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De forma que la relacio´n sen˜al a ruido en deteccio´n (a la salida del sistema):(
S
N
)
D
=
SR · gR
gR · η ·W =
ST
l · η ·W (3.28)
Como puede verse, la relacio´n sen˜al a ruido en deteccio´n empeora a medida que el ancho
de banda de la sen˜al a transmitir aumenta (a igualdad de potencia transmitida y para un
mismo canal). Dicho de otra forma, para mantener la calidad en la deteccio´n, un aumento
del ancho de banda de la sen˜al requerira´ un aumento proporcional en la potencia de la sen˜al
transmitida. As´ı, si por ejemplo pasamos de transmitir una sen˜al con ancho de banda telefo´nico
(W = 4 kHz) a transmitir una sen˜al de audio calidad profesional (24 kHz) y queremos mantener
una determinada calidad en la deteccio´n, debemos aumentar la potencia transmitida en un
factor de 6 (es decir 7, 8 dB). Para mantener dicha calidad con una sen˜al de imagen, con
W = 4 MHz, el aumento de potencia con respecto a la de la sen˜al telefo´nica sera´ por un factor
de 1000 (es decir 30 dB).
Ejemplo
Un determinado sistema de transmisio´n banda base tiene una atenuacio´n de canal de L =
140 dB. El receptor tiene un ancho de banda equivalente de ruido de BN = W (siendo W =
20 kHz el ancho de banda del mensaje), una ganancia en potencia unidad y una temperatura
equivalente de ruido de 5 · T0 (T0 = 290◦K). Si se desea una relacio´n sen˜al a ruido en deteccio´n
superior a 60dB, ¿cua´l debe ser la mı´nima potencia de sen˜al transmitida?
(S/N)D |dBm = SD|dBm −ND|dBm ≥ 60dB
SD|dBm = SR|dBm = ST |dBm − 140dB
ND =
η
2
· gR · 2 ·BN = kB · TN
2
· 1 · 2 ·W = kB · 5 · T0 ·W
ND|dBm = 10 · log kB + 10 log(5 · T0) + 10 logW
sustituyendo obtenemos: ND = −124dBm
ST ≥ 76dBm
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Tema 4
Sen˜ales y Sistemas Paso Banda
Una gran parte de los sistemas de comunicacio´n son de tipo paso banda: la potencia de la
sen˜al que viaja por el medio se encuentra concentrada alrededor de una cierta frecuencia (la fre-
cuencia portadora o carrier f0 o fc). En este cap´ıtulo presentamos un conjunto de herramientas
matema´ticas adecuadas para trabajar con las sen˜ales y los sistemas paso banda.
4.1. Transformada Hilbert
Se define el transformador de Hilbert como un sistema LI cuya respuesta al impulso (res-
presentada en la figura ??) es:
hQ(t) =
1
pi · t (4.1)
De forma que la transformada Hilbert de una sen˜al x(t) es:
H{x(t)} = x̂(t) = x(t) ∗ hQ(t) = x(t) ∗ 1
pi · t =
∫ ∞
−∞
x(τ) · 1
pi (t− τ)dτ (4.2)
Como vemos, a diferencia de otras transformaciones (como por ejemplo la transformada de
Fourier), no hay un cambio de dominio y tanto la sen˜al como su transformada son funciones de
la variable t.
Al comportarse como un SLI, podemos utilizar muchas propiedades de los SLI para estudiar
el transformador de Hilbert. Si calculamos su transformada de Fourier:
1
pi · t  −j sgn(f) (4.3)
en donde
sgn(f) =
{ −1 si f < 0
1 si f > 0
Obtenemos la respuesta frecuencial del transformador de Hilbert, representada en la figura
??, HQ(f) = −j sgn(f)
|HQ(f)| = 1 ∀f (4.4)
∠HQ(f) =
{
pi/2 si f < 0
−pi/2 si f > 0
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Figura 4.1: Respuesta al impulso del transformador de Hilbert
Es decir, el sistema no modifica el mo´dulo de la TF de la sen˜al de entrada, modificando
u´nicamente su fase.
Si conocemos la transformada de Fourier de una sen˜al x(t), X(f), podremos calcular su
transformada Hilbert en el dominio de la frecuencia, usando:
F{x̂(t)} =X̂(f) = X(f) · (−j sgn(f)) (4.5)
Ejemplo
Calculamos la transformada Hilbert de una sen˜al cosenoidal x(t) = cos(2pif0t):
F{x̂(t)} = X(f) · (−j sgn(f)
=
1
2
{δ(f − f0) + δ(f + f0)} · (−j sgn(f))
=
1
2j
{δ(f − f0)− δ(f + f0)}
y volviendo al dominio del tiempo:
x̂(t) = sin(2pif0t)
Es fa´cil comprobar que:
H{sin(2pif0t)} = − cos(2pif0t)
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Figura 4.2: Transformada de Fourier del Transformador de Hilbert
Y en general:
H{cos(2pif0t+ φ)} = cos(2pif0t+ φ− pi
2
)
= sin(2pif0t+ φ)
Es decir, el transformador de Hilbert aplica un desfase de un cuarto de ciclo (pi/2) a la
componente frecuencial f0. Si una sen˜al esta´ formada por varias componentes frecuenciales, por
ser el transformador de Hilbert un sistema lineal, aplicara´ este mismo desfase de pi/2 a cada una
de ellas. Es importante diferenciar el efecto del transformador de Hilbert, que aplica un desfase
constante a cada componente frecuencial, de un elemento retardador, que aplica un retardo
constante a cada componente frecuencial. En efecto, la respuesta frecuencial de un sistema
retardador tiene mo´dulo constante (al igual que el transformador de Hilbert) pero respuesta de
fase lineal (con pendiente proporcional al retardo que aplica):
H(f) = Ke−j2pif0t
A consecuencia de esto, al aplicar el transformador de Hilbert sobre una sen˜al x(t) formada
por ma´s de una componente frecuencial se modificara´ su forma de onda. En cambio, aplicar un
retardo sobre la misma sen˜al no modificara´ su forma de onda.
Usando 4.5 es fa´cil ver que:
H{H{x(t)}} = −x(t)
ya que (−j · sgn(f))2 = −1.
4.2. Sen˜al anal´ıtica
La sen˜al anal´ıtica de x(t), siendo x(t) real, es una sen˜al compleja elaborada de la siguiente
forma:
Ax(t) = x+(t) = x(t) + j x̂(t) (4.6)
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de forma que:
<{x+(t)} = x(t)
={x+(t)} = x̂(t)
En frecuencia podemos calcular la transformada de Fourier de la sen˜al anal´ıtica:
F {x+(t)} = X+(f) = X(f) + j (−j sgn(f)) ·X(f)
= X(f) · [1 + sgn(f)]
= X(f) · 2 · u(f)
Es decir:
X+(f) =
{
0 si f < 0
2 ·X(f) si f > 0 (4.7)
Tambie´n se define la sen˜al anal´ıtica negativa, que es la conjugada de la sen˜al anal´ıtica positiva:
x−(t) = x(t)− j x̂(t)
X−(f) = X(f) · 2 · u(−f) =
{
2 ·X(f) si f < 0
0 si f > 0
Ejemplo
Considerando de nuevo la sen˜al senoidal x(t) = cos(2pif0t):
x(t) = cos(2pif0t) X(f) =
1
2
{δ(f − f0) + δ(f + f0)}
x̂(t) = sin(2pif0t) X̂(f) =
1
2j
{δ(f − f0)− δ(f + f0)}
x+(t) = ej2pif0t X+(f) = δ(f − f0)
x−(t) = e−j2pif0t X−(f) = δ(f + f0)
(4.8)
4.3. Equivalente paso-bajo
La sen˜al equivalente paso-bajo de un sen˜al paso-banda x(t) (tambie´n llamada envol-
vente compleja) se define con respecto a una frecuencia f0 de la banda de frecuencias en las
que se encuentra x(t) como:
x˜(t) = x+(t) · e−j2pif0t (4.9)
Su transformada de Fourier:
X˜(f) = X+(f + f0) (4.10)
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Es decir, es la sen˜al anal´ıtica trasladada al origen de frecuencias. Desarrollando (4.9):
x˜(t) = x+(t) · e−j2pif0t
= (x(t) + j x̂(t)) (cos 2pif0t− j sin 2pif0t)
<{x˜(t)} = x(t) cos 2pif0t+ x̂(t) sin 2pif0t
= xF (t) Componente en Fase de x(t)
={x˜(t)} = x̂(t) cos 2pif0t− x(t) sin 2pif0t
= xC(t) Componente en Cuadratura de x(t)
x˜(t) = xF (t) + jxC(t)
Adema´s:
x(t) = <{x+(t)} = <{x˜(t) · ej2pif0t}
= <{(xF (t) + jxC(t)) (cos 2pif0t+ j sin 2pif0t)}
= xF (t) cos 2pif0t− xC(t) sin 2pif0t (4.11)
y tambie´n:
x̂(t) = ={x+(t)} = ={x˜(t) · ej2pif0t}
= ={(xF (t) + jxC(t)) (cos 2pif0t+ j sin 2pif0t)}
= xC(t) cos 2pif0t+ xF (t) sin 2pif0t (4.12)
Se define la envolvente real de x(t) como:
ex(t) = |x˜(t)| =
√
x2F (t) + x
2
C(t) (4.13)
Es decir, es el mo´dulo del equivalente paso bajo. La envolvente de la sen˜al tambie´n se puede
calcular como el mo´dulo de la sen˜al anal´ıtica:
ex(t) = |x˜(t)| = |x+(t) · ej2pif0t| = |x+(t)| =
√
x2(t) + x̂2(t)
Tambie´n se define la fase instanta´nea de la sen˜al x(t) como la fase del equivalente paso
bajo:
φx(t) = ∠x˜(t) = arctan
xC(t)
xF (t)
(4.14)
Entonces:
x˜(t) = ex(t) · ejφx(t) (4.15)
x+(t) = x˜(t) · ej2pif0t = ex(t) · ej(2pif0t+φx(t)) (4.16)
Y podemos poner x(t) como:
x(t) = <{x+(t)} = ex(t) · cos (2pif0t+ φx(t))
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Y tambie´n:
x(t) = ex(t) cos 2pif0t cosφx(t)− ex(t) sin 2pif0t sinφx(t)
de donde:
xF (t) = ex(t) cosφx(t)
xC(t) = ex(t) sinφx(t)
Es importante fijarse en que:
x(t) es real, paso-banda
x̂(t) es real, paso-banda
xF (t)
xC(t)
ex(t)
φx(t)
 real, paso-bajo
x˜(t) compleja, paso-bajo
x+(t) compleja, paso-banda
Ejercicio
Como hemos visto las sen˜ales paso banda se forman habitualmente con el producto de una
sen˜al paso bajo y otra paso banda. En este ejercicio calculamos la transformada Hilbert de una
sen˜al paso banda expresada de esa forma.
Consideremos la sen˜al x(t) = m(t)c(t) en donde m(t) es una sen˜al de tipo paso bajo con
ancho de banda W y c(t) es una sen˜al paso banda con ancho de banda B = f2 − f1, en donde
f1 es la frecuencia inferior y f2 la frecuencia superior del espectro. Queremos calcular x̂(t), la
transformada Hilbert de la sen˜al paso banda x(t) formada con el producto de ambas. Para ello,
trabajaremos en el dominio de la frecuencia:
X̂(f) = M(f) ∗ C(f) · −j sgnf =
∫ ∞
−∞
M(f − λ)C(λ)dλ · −j sgnf
Siendo c(t) una sen˜al paso banda, podemos escribir
C(f) =
1
2
(
C−(f) + C+(f)
)
X̂(f) =
1
2
(∫ −f1
−f2
M(f − λ)C−(λ)dλ+
∫ f2
f1
M(f − λ)C+(λ)dλ
)
· −j sgnf
Si ocurre que f1 > W (de forma que los espectros de m(t) y c(t) no solapan) entonces el
primer sumando vale cero para f > 0 y el segundo sumando valdra´ cero para f < 0, y por lo
tanto:
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X̂(f) =
1
2
(∫ 0
−∞
M(f − λ)C−(λ) · (j)dλ+
∫ ∞
0
M(f − λ)C+(λ) · (−j)dλ
)
=
∫ ∞
−∞
M(f − λ)C(λ) · −j sigλ dλ
= M(f) ∗ Ĉ(f)
Y por lo tanto:
x̂(t) = m(t) ĉ(t)
Es decir, la transformada Hilbert de la sen˜al x(t) es el producto de la sen˜al paso bajo m(t)
por la transformada Hilbert de la sen˜al paso banda ĉ(t).
Un caso muy frecuente es la operacio´n de modulacio´n:
x(t) = m(t) cos(2pif0t) x̂(t) = m(t) sin(2pif0t)
Y en general para una sen˜al paso banda:
x(t) = xF (t) cos(2pif0t)− xC(t) sin(2pif0t)
x̂(t) = xF (t) sin(2pif0t) + xC(t) cos(2pif0t)
4.4. Sistemas paso banda
Dado que las sen˜ales paso banda se transmitira´n a trave´s de sistemas paso banda, tenemos
intere´s en conocer las relaciones entre las representaciones paso banda de las sen˜ales de entrada,
salida y la respuesta al impulso del sistema.
Es decir, si x(t) y h(t) son ambas paso banda, y(t) sera´ tambie´n paso banda y podemos
escribir:
x(t) = <{x+(t)} = 1
2
{
x+(t) + x−(t)
}
(4.17)
h(t) = <{h+(t)} = 1
2
{
h+(t) + h−(t)
}
(4.18)
y(t) = <{y+(t)} = 1
2
{
y+(t) + y−(t)
}
(4.19)
Sabemos que:
Y (f) = X(f) ·H(f) = 1
2
{
X+(f) +X−(f)
} 1
2
{
H+(f) +H−(f)
}
=
1
4
{
X+(f)H+(f) +X−(f)H−(f)
}
ya que X+(f)H−(f) = X−(f)H+(f) = 0
Y teniendo en cuenta 4.17:
Y +(f) =
1
2
X+(f)H+(f) Y −(f) =
1
2
X−(f)H−(f) (4.20)
y+(t) =
1
2
x+(t) ∗ h+(t) y−(t) = 1
2
x−(t) ∗ h−(t) (4.21)
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Para el equivalente paso bajo podemos escribir teniendo en cuenta (4.10) y sustituyendo en
(4.20):
Y +(f) = Y˜ (f − f0) = 1
2
X˜(f − f0)H˜(f − f0)
Y˜ (f) =
1
2
X˜(f)H˜(f)
y˜(t) =
1
2
x˜(t) ∗ h˜(t)
4.5. Procesos paso banda
En los apartados anteriores hemos encontrado las representaciones anal´ıtica y paso bajo
de una sen˜al paso banda. Cuando la sen˜al de trabajo es un proceso estoca´stico paso banda,
tendremos intere´s en conocer las expresiones de las funciones de correlacio´n y DEP espec´ıficas
para procesos paso banda.
4.5.1. Transformador de Hilbert
Considerando el transformador de Hilbert como un sistema LI con respuesta al impulso
h(t) = 1
pit
:
xˆ(t) = x(t) ∗ 1
pit
Gxˆ(f) = Gx(f) · |H(f)|2 = Gx(f) · | − j sgn(f)|2 = Gx(f)
Rxˆ(τ) = Rx(τ)
y en particular:
Rxˆ(0) = Rx(0)
Pxˆ = Px
Adema´s:
Rxˆx(τ) = Rx(τ) ∗ 1
pit
= R̂x(τ)
Gxˆx(f) = −j · sgn(f) ·Gx(f)
Y como Gx(f) es una funcio´n siempre PAR, Gxˆx(f) sera´ una funcio´n IMPAR, por lo que:∫ ∞
−∞
Gxˆx(f) = 0 ⇒ Rxˆx(0) = 0 (4.22)
Es decir, la potencia cruzada de x(t) y su transformada hilbert xˆ(t) es cero (los procesos son
ortogonales en el origen).
De la misma forma:
Rxxˆ(τ) = R
∗
xˆx(−τ) = Rx(τ) ∗ −
1
piτ
= −Rxˆx(τ) = −R̂x(τ)
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4.5.2. Sen˜al anal´ıtica
4.5.2.1. Correlaciones
Calculamos la funcio´n de autocorrelacio´n de la sen˜al anal´ıtica de un proceso x(t):
x+(t) = x(t) + j x̂(t)
Rx+(τ) = E {[x(t+ τ) + j xˆ(t+ τ)] [x(t)− j xˆ(t)]}
= Rx(τ) + j Rxˆx(τ)− j Rxxˆ(τ) +Rxˆ(τ)
= 2
[
Rx(τ) + j R̂x(τ)
]
(4.23)
De donde se deduce (teniendo en cuenta 4.22) que:
Px+ = Rx+(0) = 2Rx(0) = 2 Px (4.24)
De la misma forma podemos calcular la funcio´n de autocorrelacio´n de la sen˜al anal´ıtica negativa
x−(t), obtenie´ndose:
Rx−(τ) = 2
[
Rx(τ)− j R̂x(τ)
]
(4.25)
4.5.2.2. Densidades Espectrales de Potencia
Calculamos las transformadas de Fourier en 4.23 y en 4.25 para obtener las DEP corres-
pondientes:
Gx+(f) = 2 ·Gx(f) (1 + sgn(f)) = 4Gx(f) · u(f) (4.26)
Gx−(f) = 2 ·Gx(f) (1− sgn(f)) = 4Gx(f) · u(−f) (4.27)
Y teniendo en cuenta que Gx(f) = Gx(−f):
Gx+(f) = Gx−(−f)
Por otro lado, con las expresiones 4.26 y 4.27 comprobamos tambie´n que se cumple 4.24.
Finalmente, dado que Gx+(f) y Gx−(f) no se solapan, los procesos x
+(t) y x−(t) son orto-
gonales, y Rx+x−(τ) = 0.
4.5.3. Equivalente paso bajo
Calculamos tambie´n la autocorrelacio´n y la DEP del proceso equivalente paso bajo:
Rx˜(τ) = E {x˜(t+ τ) · x˜∗(t)}
= E
{
x+(t+ τ) · e−j 2pif0(t+τ) · (x+(t))∗ · ej 2pif0t}
= e−j 2pif0τ ·Rx+(τ)
Gx˜(f) = Gx+(f + f0)
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4.5.4. Componentes en fase y cuadratura
Partimos de la expresio´n siguiente para la componente en fase:
xF (t) = <{x˜(t)} = 1
2
{x˜(t) + x˜∗(t)}
=
1
2
{
x+(t) · e−j 2pif0t + x−(t) · ej 2pif0t} (4.28)
RxF (τ) = E {xF (t+ τ) xF (t)}
=
1
4
E
{{
x+(t+ τ) · e−j 2pif0(t+τ) + x−(t+ τ) · ej 2pif0(t+τ)}{
x+(t) · e−j 2pif0t + x−(t) · ej 2pif0t}}
=
1
4
{
Rx+(τ) e
−j2pif0τ + Rx−(τ) · ej2pif0τ
}
(4.29)
Es interesante ver que:
PxF = RxF (0) =
1
4
{Rx+(0) +Rx−(0)} = Px
en donde hemos teniendo en cuenta 4.24.
De la misma manera, partiendo de:
xC(t) = ={x˜(t)} = 1
2j
{x˜(t)− x˜∗(t)}
=
1
2j
{
x+(t) · e−j 2pif0t − x−(t) · ej 2pif0t} (4.30)
Es sencillo deducir que:
RxC (τ) = RxF (τ)
Y por lo tanto:
PxC = RxC (0) = PxF = Px (4.31)
Tambie´n podemos expresar RxF (τ) en funcio´n de la autocorrelacio´n de x(t). Partiendo de
4.29:
RxF (τ) =
1
4
{
Rx+(τ) e
−j2pif0τ +
[
Rx+(τ) · e−j2pif0τ
]∗}
=
1
4
· 2<{Rx+(τ) e−j2pif0τ} (4.32)
= <
{(
Rx(τ) + jR̂x(τ)
)
(cos 2pif0τ − j sin 2pif0τ)
}
= Rx(τ) cos 2pif0τ + R̂x(τ) sin 2pif0τ
en donde puede tambie´n comprobarse que se cumple 4.31.
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Haciendo la transformada de Fourier en 4.29 obtenemos las DEP:
GxF (f) = GxC (f) =
1
4
{Gx+(f + f0) +Gx−(f − f0)}
Para la funcio´n de correlacio´n cruzada, partiendo de 4.28 y 4.30 se demuestra fa´cilmente
que:
RxF xC (τ) =
j
4
{
Rx+(τ) e
−j2pif0τ − Rx−(τ) · ej2pif0τ
}
(4.33)
GxF xC (f) =
j
4
{Gx+(f + f0)−Gx−(f − f0)} (4.34)
y
RxCxF (τ) = −RxF xC (τ) GxCxF (f) = −GxF xC (f)
De la expresio´n 4.33 se deduce que en τ = 0:
RxF xC (0) = 0
Es decir que la potencia cruzada de los procesos fase y cuadradura es nula (los procesos son
ortogonales en el origen).
De la expresio´n 4.34 se deduce que si Gx(f) tiene simetr´ıa par con respecto a f0 (de forma
que Gx+(f + f0) = Gx−(f − f0), entonces GxF xC (f) = 0 y los procesos xC(t) y xF (t) sera´n
ortogonales para todo valor de τ .
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Tema 5
Comunicaciones digitales banda base
En este tema estudiaremos los elementos que conforman el equipo de transmisio´n en un
sistema de comunicaciones digitales banda base. El objetivo es la transmisio´n de informacio´n
digital (bits) a una cierta velocidad binaria (rb) a trave´s de un canal que consideraremos ideal
y con un ancho de banda limitado a BHz. Los aspectos relativos al ruido se estudiara´n en otro
cap´ıtulo.
5.1. Co´digos de l´ınea
Utilizaremos la siguiente expresio´n para la sen˜al digital en l´ınea:
x(t) =
∑
k
akp(t− kT )
La secuencia de s´ımbolos ak constituye el mensaje digital que se desea transmitir. Los s´ımbolos
pertenecen a un conjunto finito de M valores am{a0 . . . aM−1}, tambie´n conocido como el
alfabeto. Los s´ımbolos se transmiten a trave´s del pulso ba´sico p(t) a un ritmo de r = 1
T
s´ımbolos
por segundo. r se conoce como la velocidad de s´ımbolo y se expresa en s´ımbolos/segundo (s−1)
o baudios (bauds) y como veremos mas adelante, determinara´ el valor del ancho de banda
necesario para la transmisio´n.
Figura 5.1: Esquema del codificador de l´ınea
En general, la informacio´n digital esta´ constituida por una secuencia de bits que deben ser
transmitidos a un velocidad binaria rb (flujo binario) determinada por la aplicacio´n o por las
caracter´ısticas de la fuente de informacio´n. Por ejemplo, si se tratara de una sen˜al telefo´nica con
formato MIC (30+2), el flujo binario requerido es de 2048 kbps (2Mbps). Para la transmisio´n
de esta informacio´n digital sera´ necesario realizar un mapeo de esta secuencia binaria a la
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mimj ak
00 -1,5
01 -0.5
11 0,5
10 1,5
Tabla 5.1: Mapeo multinivel (M=4) co´digo polar
secuencia discreta de s´ımbolos {ak}. Para ello, se agrupara´n los bits de entrada en grupos de J
bits y a cada grupo se le asigna un s´ımbolo. De esta forma habra´ M = 2J posibles s´ımbolos a
transmitir. Este conjunto de s´ımbolos se conoce como el alfabeto del co´digo.
La figura 5.1 muestra el esquema de proceso de formacio´n de la sen˜al digital. Partiendo
del flujo binaro a rb los bits se forman grupos de J bits que sera´n asignados a uno de los M
s´ımbolos {a0, a1....aM−1}. Este proceso se conoce como mapeo de bits a s´ımbolos. Por ejemplo,
en un sistema de transmisio´n binario, en el que se utilizara´n dos s´ımbolos para la transmisio´n,
podr´ıamos asignar un valor de 0 V al bit de informacio´n ((0)) y un valor de 1 V al bit de
informacio´n ((1)). La tabla 5.1 muestra un posible mapeo para un co´digo cuaternario. Las
unidades para los s´ımbolos pueden ser Voltios o podr´ıan ser otras unidades de amplitud (por
ejemplo Amperios, por lo que en general no utilizaremos ningu´n s´ımbolo (V o A) asociado.
Una vez realizado el mapeo los s´ımbolos deben salir a l´ınea a una velocidad de r = rb
log2M
s´ımbolos por segundo, para mantener el flujo binario de fuente rb. Para formar la sen˜al digital,
se utilizara´ el pulso ba´sico o pulso de transmisio´n p(t), que llevara´ una amplitud proporcional al
s´ımbolo correspondiente ak transmitido en el instante kT . La duracio´n y forma del pulso tendra´
una gran incidencia en las caracter´ısticas de la sen˜al digital, como veremos en los pro´ximos
apartados.
As´ı pues, un co´digo de l´ınea queda definido tanto por los s´ımbolos a transmitir resultantes
del mapeo, como por la forma y caracter´ısticas del pulso de transmisio´n p(t). A continuacio´n
estudiaremos algunos co´digos populares.
Atendiendo a diferentes caracter´ısticas, podemos realizar diferentes clasificaciones para los
co´digos de l´ınea:
Nu´mero de niveles Se conocen como co´digos binarios aque´llos en los que M = 2, de forma
que a cada bit de informacio´n se le hace corresonder un s´ımbolo. Cuando los bits se agrupan
en grupos de 2 o ma´s bits, el co´digo se dice que es multinivel. En los co´digos multinivel, los
niveles asociados a los s´ımbolos esta´n equiespaciados, de forma que el intervalo entre s´ımbolos
consecutivos es siempre el mismo (aM−1−a0
M−1 ) (ver por ejemplo la tabla 5.1).
Polaridad Un co´digo se dice que es unipolar cuando todos sus s´ımbolos tienen la misma
polaridad (positiva o negativa). Por el contrario, un co´digo es polar cuando los s´ımbolos pueden
ser positivos o negativos. Cuando los s´ımbolos son equiprobables (p(am) =
1
M
caso habitual), los
co´digos polares presentan media cero (E{ak} = 1
M
∑M−1
m=0 am = 0), es decir que sus s´ımbolos se
encuentran distribuidos alrededor del cero. En los co´digos unipolares en cambio, el valor medio
no sera´ cero sino
a0 + aM−1
2
(siempre para s´ımbolos equiprobables).
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Retorno a cero En sistemas banda base y sin limitacio´n del ancho de banda de transmisio´n
un pulso muy utilizado es el pulso rectangular. Cuando la duracio´n del pulso D es igual al
intervalo de s´ımbolo D = T =
1
r
el co´digo se conoce como NRZ (Non-Return-to-zero) (figura
5.2), en contraposicio´n con los co´digos RZ, en los que la duracio´n del pulso es habitualmente
la mitad del intervalo de s´ımbolo, D =
T
2
=
1
2r
(figura 5.3).
Figura 5.2: Ejemplo de codificacio´n con co´digo NRZ (polar)
Figura 5.3: Ejemplo de codificacio´n con co´digo RZ (polar)
Lo visto no contempla por supuesto todos los co´digos posibles. Hay una gran diversidad
de co´digos. Dos co´digos muy populares que no responden a la clasificacio´n anterior son los
siguientes:
Co´digo bipolar En este co´digo, se realiza el siguiente mapeo:
mi ak
0 0
1
{
+1 si anterior 1 era -1
−1 si anterior 1 era +1
A continuacio´n se muestra un ejemplo:
mi 0 1 1 0 0 1 0 1 1
ak 0 -1 +1 0 0 -1 0 +1 -1
Se trata por tanto de un co´digo con memoria. Adema´s, el nu´mero de s´ımbolos de salida
es M=3, a velocidad r = rb por lo que es un co´digo redundante. Esta redundancia permitira´
detectar ciertos errores, ya que existen en el co´digo cadenas no permitidas (+1+1), y (−1−1).
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Co´digo Manchester Este es un co´digo muy popular, utilizado como parte del esta´ndar
IEEE 802.3 (Lan-Ethernet). En este co´digo, al bit de informacio´n ’0’ se le asigna una transicio´n
+1 → −1 (p(t) de la figura 5.4) y al bit de informacio´n ’1’, la transicio´n inversa (−p(t)). El
pulso asignado por tanto es el de la figura 5.4. De esta forma, se incluye la informacio´n del
reloj en la propia sen˜al. Como desventaja, la sen˜al ocupara´ el doble de ancho de banda que en
un co´digo binario NRZ, como veremos en los pro´ximos apartados. La figura 5.5 muestra dos
implementaciones de este co´digo.
Figura 5.4: Pulso ba´sico del co´digo Manchester
Figura 5.5: Ejemplo de codificacio´n con co´digo Manchester
5.2. Densidad Espectral de Potencia de la sen˜al digital
5.2.1. Ca´lculo de la densidad espectral de potencia de la sen˜al digital
en l´ınea
Se desea calcular la DEP del proceso estacionario:
x(t) =
∑
k
akp(t− kT − t0)
en donde t0 es una variable aleatoria uniformemente distribuida en el intervalo [0, T]. Partimos
de la expresio´n para la DEP:
Gx(f) = l´ım
T ′→∞
E
{|XT ′(f)|2}
T ′
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en donde
XT ′(f) = F
{
xT ′(t)
}
xT ′(t) =
{
x(t) |t| < T ′
2
0 resto
Eligiendo T ′ = (2K + 1)T :
XT ′(f) = F
{
K∑
k=−K
akp(t− kT − t0)
}
=
K∑
k=−K
akP (f)e
−j2pift0e−j2pifkT
|XT ′(f)|2 = |P (f)|2
K∑
k=−K
K∑
l=−K
aka
∗
l e
−j2pif(k−l)T
E
{|XT ′(f)|2} = |P (f)|2 K∑
k=−K
K∑
l=−K
E {aka∗l }e−j2pif(k−l)T
= |P (f)|2
K∑
k=−K
K∑
l=−K
Ra[k − l]e−j2pif(k−l)T
K∑
k=−K
K∑
l=−K
Ra[k − l]e−j2pif(k−l)T =
{
k − l = n
k = n+ l
}
=
K∑
l=−K
K−l∑
n=−K−l
Ra[n]e
−j2pif(k−l)T
=
2K∑
n=0
Ra[n]e
−j2pifnT +
2K−1∑
n=−1
Ra[n]e
−j2pifnT + . . .+
1∑
n=−2K+1
Ra[n]e
−j2pifnT +
0∑
n=−2K
Ra[n]e
−j2pifnT =
= (2K + 1)Ra[0] + (2K + 1− 1)Ra[1]e−j2pifT + (2K + 1− 2)Ra[2]e−j2pif2T + . . .
. . .+ (2K + 1− 1)Ra[−1]ej2pifT + (2K + 1− 2)Ra[−2]ej2pif2T + . . .+ (2K + 1−K)ej2pifKT
=
K∑
n=−K
((2K + 1)− |n|)Ra[n]e−j2pifnT = (2K + 1)
K∑
n=−K
(
1− |n|
2K + 1
)
Ra[n]e
−j2pifnT
Gx(f) = l´ım
T ′→∞
1
T ′
E
{|XT ′(f)|2} = l´ım
K→∞
1
T
|P (f)|2
K∑
n=−K
(
1− |n|
2K + 1
)
Ra[n]e
−j2pifnT
Gx(f) =
1
T
|P (f)|2
∞∑
n=−∞
Ra[n]e
−j2pifnT
5.2.2. DEP para s´ımbolos incorrelados
Tal y como queda demostrado en la Seccio´n 5.2.1, la expresio´n de la DEP de la sen˜al digital
es:
Gx(f) =
1
T
|P (f)|2
∞∑
n=−∞
Ra[n]e
−j2pifnT (5.1)
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en donde:
Ra(n) = E{ak+nak}
es la funcio´n de autocorrelacio´n de la secuencia de s´ımbolos ak o a[k] usando la nomenclatura
de secuencias discretas.
Distinguimos dos componentes importantes en la expresio´n 5.1:
|P (f)|2, la Densidad Espectral de Energ´ıa del pulso de transmisio´n p(t).
∞∑
n=−∞
Ra[n]e
−j2pifnT , la transformada discreta de Fourier de la secuencia Ra(n) para Ω =
2pifT , es decir, la DEP Ga(f) de la secuencia aleatoria de s´ımbolos a[k].
Un caso particular muy importante y utilizado es aquel en el que la secuencia de s´ımbolos
es una secuencia incorrelada, es decir:
C[n] = E{(a[k + n]−ma)(a[k]−ma)∗} = Ra[n]− |ma|2 =
{
0 si n 6= 0
σ2a si n = 0
Ra[n] = m
2
a + σ
2
aδ[n]
En estas condiciones, la DEP de la secuencia de s´ımbolos sera´:
Ga(f) =
∞∑
n=−∞
Ra[n]e
−j2pifnT = m2a + σ
2
a +
∑
n6=0
m2ae
−j2pifnT = σ2a +m
2
a
∞∑
n=−∞
e−j2pifnT
que puede escribirse tambie´n:
Ga(f) = σ
2
a +m
2
a
∞∑
n=−∞
1
T
δ
(
f − n
T
)
Y sustituyendo en 5.1:
Gx(f) =
1
T
|P (f)|2Ga(f) = σ2ar |P (f)|2 + (mar)2 |P (f)|2
∞∑
n=−∞
δ (f − nr)
= σ2ar |P (f)|2 + (mar)2
∞∑
n=−∞
|P (nr)|2 δ (f − nr) (5.2)
En donde:
ma = E{ak} =
M−1∑
k=0
ak p(ak) (5.3)
siendo p(ak) las probabilidades de los s´ımbolos. Para el caso ma´s habitual de s´ımbolos
equiprobables, p(ak) =
1
M
y
ma =
1
M
M−1∑
k=0
ak (5.4)
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Y la varianza:
σ2a = E{(ak −ma)2} =
M−1∑
k=0
(ak −ma)2 p(ak)
= E{a2k} −m2a =
M−1∑
k=0
a2k p(ak)−m2a (5.5)
y para el caso equiprobable:
σ2a =
1
M
M−1∑
k=0
a2k −m2a (5.6)
5.2.3. Eficiencia espectral
En las comunicaciones digitales un para´metro importante que define el sistema de transmi-
sio´n es la llamada Eficiencia espectral η, que mide la cantidad de informacio´n (bits por segundo,
bps) que el sistema es capaz de alojar en el ancho de banda ocupado (Hz):
η =
rb
BT
bps/Hz (5.7)
Es importante observar que el ancho de banda de la sen˜al digital vendra´ determinado por
r y no por rb. Ocupando un mismo ancho de banda BT , podemos aumentar el flujo binario
manteniendo r y aumentando el nu´mero de niveles M , ya que r = rb
log2M
. De forma equivalente,
podemos transmitir la misma informacio´n rb ocupando menor ancho de banda (disminuyendo
r) si aumentamos el nu´mero de niveles M .
5.2.4. Potencia transmitida
A partir de la expresio´n 5.2 podemos calcular la potencia de la sen˜al digital en l´ınea:
Px =
∫ ∞
−∞
Gx(f)df =
= σ2ar
∫ ∞
−∞
|P (f)|2 df + (mar)2
∫ ∞
−∞
∞∑
n=−∞
|P (nr)|2 δ (f − nr) df = (5.8)
= σ2arEp + (mar)
2
∞∑
n=−∞
|P (nr)|2 = (σ2a +m2a) · Ep · r
para lo que hemos utilizado que:
r
∞∑
n=−∞
|P (nr)|2 =
∫ ∞
−∞
|p(t)|2dt = Ep
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Tambie´n podemos calcular Px utilizando:
Px = Es · r (5.9)
en donde Es es la energ´ıa media por s´ımbolo:
Es =
M−1∑
k=0
Ek · p(ak) y (5.10)
Ek =
∫
|sk(t)|2dt =
∫
|ak · p(t)|2dt = a2k
∫
|p(t)|2dt = a2k · Ep (5.11)
Ek es la energ´ıa asociada a la transmisio´n del s´ımbolo ak con el pulso de transmisio´n p(t), cuya
energ´ıa es Ep. Sustituyendo en 5.10 y despue´s en 5.9:
Px =
M−1∑
k=0
a2k · p(ak) · Ep · r =
(
σ2a +m
2
a
) · Ep · r (5.12)
5.3. Ejemplos
5.3.1. Co´digo unipolar binario NRZ
Calcularemos la DEP del co´digo unipolar binario NRZ, para el caso de s´ımbolos incorrelados.
En el co´digo unipolar NRZ se realiza el mapeo de acuerdo a la tabla 5.2.
mi ak
0 0
1 +1
Tabla 5.2: Mapeo co´digo unipolar binario
Se utiliza un pulso rectangular, de amplitud A y duracio´n T =
1
r
=
1
rb
, es decir:
p(t) = AΠ
(
t− T/2
T
)
P (f) = ATsinc(fT )e−j2pif
T
2
|P (f)|2 = (AT )2sinc2(fT )
Calculamos la media y la varianza de los s´ımbolos utilizando 5.4 y 5.6:
ma = E{ak} = 1
2
(0 + 1) =
1
2
σ2a = E{a2k} −m2a =
1
2
(02 + 12)− 1
4
=
1
4
Y sustituyendo en 5.2:
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Figura 5.6: DEP de la sen˜al digital unipolar NRZ para rb = 200kbps
Gx(f) =
A2
4rb
sinc2
(
f
rb
)
+
A2
4
δ(f)
La figura 5.6 representa la expresio´n anterior para una velocidad binaria de 200kbps y con
pulso de amplitud A = 1. En la figura se ha representado tambie´n el ancho de banda estimado
para la transmisio´n, que para una funcio´n sinc2 es de
Bz
2
, en donde Bz es el ancho de banda
del primer cero de la funcio´n sinc. En este ancho de banda se encuentra pra´cticamente el 90 %
de la potencia de la sen˜al debida a la sinc. Por tanto, la eficiencia espectral para este caso:
ηNRZ =
rb
BT
= 2 bps/Hz
La potencia de la sen˜al transmitida:
Px =
∫ ∞
−∞
A2
4rb
sinc2
(
f
rb
)
df +
∫ ∞
−∞
A2
4
δ(f)df =
A2
4
+
A2
4
=
A2
2
Como era de esperar, ya que ambos s´ımbolos son equiprobables, y por tanto la mitad del
tiempo estamos transmitiendo un pulso rectangular de amplitud A, cuya energ´ıa es E1 = A
2T ,
por tanto la energ´ıa media por s´ımbolo Es = E1/2 y Px = A
2T · r = A2/2.
5.3.2. Co´digo unipolar M-ario NRZ
La expresio´n obtenida para el co´digo unipolar binario NRZ en el apartado 5.3.1 se generaliza
fa´cilmente para co´digos multinivel, teniendo en cuenta que para un co´digo M-ario, con s´ımbolos
equiprobables ak = {0, 1, ...,M − 1} y p(ak) = 1M , la media y la varianza pueden calcularse
como 1:
1Para el ca´culo de la varianza se ha utilizado la siguiente suma:
∑M
k=1 k
2 = M(M+1)(2M+1)6
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ma =
1
M
M−1∑
k=0
ak =
M − 1
2
σ2ak =
1
M
M−1∑
k=0
a2k −m2a =
M2 − 1
12
Y la expresio´n para la DEP quedara´:
Gx(f) = A
2
{
σ2a
1
r
sinc2
(
f
r
)
+m2aδ(f)
}
= A2
{
M2 − 1
12r
sinc2
(
f
r
)
+
(
M − 1
2
)2
δ(f)
}
cuya representacio´n sera´, salvo constantes similar a la obtenida en 5.6.
La eficiencia espectral obtenida en este caso sera´:
ηNRZ(M−ario) =
rb
BT
= 2 log2M bps/Hz
Y la potencia transmitida:
Px = A
2
(
σ2a +m
2
a
)
5.3.3. Co´digo polar binario NRZ
Calcularemos ahora la DEP del co´digo polar binario NRZ, para el caso de s´ımbolos incorre-
lados. En el co´digo polar NRZ se realiza el mapeo siguiente:
mi ak
0 −1
1 +1
Tabla 5.3: Mapeo co´digo polar binario
Y se utiliza un pulso rectangular, de amplitud A y duracio´n T =
1
r
=
1
rb
, es decir:
p(t) = AΠ
(
t− T/2
T
)
P (f) = ATsinc(fT )e−j2pif
T
2
|P (f)|2 = (AT )2sinc2(fT )
Calculamos la media y la varianza de los s´ımbolos utilizando 5.4 y 5.6:
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ma = E{ak} = 1
2
(−1 + 1) = 0
σ2a = E{a2k} −m2a =
1
2
[
(−1)2 + (+1)2]− 0 = 1
Y sustituyendo en 5.2:
Gx(f) =
A2
rb
sinc2
(
f
rb
)
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Figura 5.7: DEP de la sen˜al digital polar NRZ para rb = 200kbps
La potencia de la sen˜al transmitida:
Px =
∫ ∞
−∞
A2
rb
sinc2
(
f
rb
)
df = A2
O de forma ma´s sencilla:
Px = Es · r = Ep · r = A2
La eficiencia espectral sera´ la misma que para el caso unipolar:
ηNRZ =
rb
BT
= 2 bps/Hz
5.3.4. Co´digo polar M-ario NRZ
Al igual que para el caso de co´digos unipolares, podemos generalizar el ejemplo 5.3.3 al
caso multinivel, calculando la media y la varianza de los s´ımbolos. En este caso, los s´ımbolos
utilizados sera´n: ak =
{±2K+1
2
}
para k = 0 . . . M
2
− 1. Con este mapeo, estamos manteniendo
el espaciado entre s´ımbolos de 1 utilizado en el caso multinivel unipolar. Por ejemplo, para
M = 4, los s´ımbolos transmitidos sera´n ak =
{−3
2
,−1
2
, 1
2
, 3
2
}
.
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En este caso, la media de los s´ımbolos sera´ cero, y la varianza, al mantener el espaciado
entre los s´ımbolos, la misma que para el caso unipolar:
σ2a =
M2 − 1
12
La DEP en este caso sera´ por tanto:
Gx(f) =
A2σ2a
r
sinc2
(
f
r
)
= A2
M2 − 1
12r
sinc2
(
f
r
)
La potencia de la sen˜al transmitida:
Px = Es · r = Ep · σ2a · r = A2σ2a
Y la eficiencia espectral sera´ la misma que para el caso unipolar:
ηNRZ(M−ario) =
rb
BT
= 2 log2M bps/Hz
5.3.5. Co´digo polar binario RZ
Calcularemos ahora la DEP del co´digo polar binario RZ, para el caso de s´ımbolos incorrela-
dos. Al ser un co´digo polar binario el mapeo se corresponde con la tabla 5.3. El pulso utilizado
es rectangular, de amplitud A y duracio´n D =
T
2
=
1
2rb
, es decir, la mitad de los pulsos NRZ:
p(t) = AΠ
(
t− T/4
T/2
)
P (f) = A
T
2
sincf
T
2
· e−j2pif T4
|P (f)|2 =
(
A
T
2
)2
sinc2f
T
2
La media y la varianza de los s´ımbolos no cambia con respecto al caso NRZ (apartado
5.3.3):
ma = E{ak} = 1
2
(−1 + 1) = 0
σ2a = E{a2k} −m2a =
1
2
[
(−1)2 + (1)2]− 02 = 1
Y sustituyendo en 5.2:
Gx(f) =
A2
4rb
sinc2
(
f
2rb
)
5.3. EJEMPLOS 73
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
x 106
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x 10−6
PSD polar RZ coded signal (rb=200kbps)
f(Hz)
w
/H
z
Figura 5.8: DEP de la sen˜al digital polar RZ para rb = 200kbps
Como puede observarse, su forma es ide´ntica a la del caso polar NRZ con la diferencia de
que en este caso el ancho de banda ocupado es el doble.
La potencia de la sen˜al transmitida:
Px =
∫ ∞
−∞
A2
4rb
sinc2
(
f
2rb
)
df =
A2
2
O de forma ma´s sencilla:
Px = Es · r = Ep · r = A
2
2
Y la eficiencia espectral sera´ la mitad que para el caso NRZ:
ηRZ =
rb
BT
= 1 bps/Hz
5.3.6. Co´digo polar M-ario RZ
Calcularemos ahora la DEP del co´digo polar Mario RZ, como siempre para el caso de
s´ımbolos incorrelados. Al ser un co´digo polar el mapeo se corresponde con el realizado en 5.3.4,
con s´ımbolos ak =
{±2K+1
2
}
para k = 0 . . . M
2
− 1. La media de los s´ımbolos sera´ cero y la
varianza σ2a =
M2−1
12
. El pulso utilizado es rectangular, de amplitud A y duracio´n medio periodo
de s´ımbolo: D =
T
2
=
1
2rb
, es decir, la mitad de los pulsos NRZ:
p(t) = AΠ
(
t− T/4
T/2
)
P (f) = A
T
2
sincf
T
2
· e−j2pif T4
|P (f)|2 =
(
A
T
2
)2
sinc2f
T
2
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Y sustituyendo en 5.2:
Gx(f) =
(
AT
2
)2
M2 − 1
12
r sinc2
(
f
2r
)
=
A2
4r
M2 − 1
12
sinc2
(
f
2r
)
La potencia de la sen˜al transmitida:
O de forma ma´s sencilla:
Px = Es · r = EpM
2 − 1
12
· r = A
2
2
M2 − 1
12
Y la eficiencia espectral sera´ la mitad que para el caso NRZ:
ηRZ =
rb
BT
= log2M bps/Hz
5.3.7. Co´digo unipolar binario RZ
Calcularemos la DEP del co´digo unipolar binario RZ, para el caso de s´ımbolos incorrelados.
El mapeo realizado se correspondera´ con el ya visto en el ejemplo 5.3.1 por lo que:
ma = E{ak} = 1
2
(0 + 1) =
1
2
σ2a = E{a2k} −m2a =
1
2
[
02 + 12
]− 1
4
=
1
4
Y se utiliza un pulso rectangular, de amplitud A y duracio´n D =
T
2
=
1
2rb
, es decir:
p(t) = AΠ
(
t− T/4
T/2
)
P (f) = A
T
2
sincf
T
2
· e−j2pif T4
|P (f)|2 =
(
A
T
2
)2
sinc2f
T
2
Y sustituyendo en 5.2:
Gx(f) =
1
4
rb
A2
4r2b
sinc2
f
2rb
+
A2
4
sinc2
f
2rb
∞∑
k=−∞
δ(f − nrb)
=
A2
16rb
sinc2
f
2rb
+
A2
16
∞∑
n=−∞
sinc2
n
2
δ(f − nrb) (5.13)
La figura 5.9 2 representa la expresio´n anterior para una velocidad binaria de 200kbps y con
pulso de amplitud A = 1. Como puede observarse, del tren infinito de deltas (segundo sumando
2El a´rea de las deltas no mantiene la escala del resto de la gra´fica
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Figura 5.9: DEP de la sen˜al digital unipolar RZ para rb = 200kbps
en la expresio´n 5.13), adema´s de la delta situada en el origen u´nicamente quedan las situadas
en los mu´ltiplos impares de r, ya que las situadas en los mu´ltiplos pares de r se anulan, debido
a los ceros de la sinc.
La existencia de fuertes componentes senoidales en los mu´ltipos impares de r podra´ ser
utilizada para la recuperacio´n del sincronismo de bit en recepcio´n, motivo que justifica el uso
de los co´digos RZ, ya que la eficiencia espectral para este caso:
ηRZ =
rb
BT
= 1 bps/Hz
es la mitad de la lograda por los co´digos NRZ.
La potencia de la sen˜al transmitida se calcula con ma´s facilidad en este caso utilizando la
ecuacio´n 5.9 :
E0 = 0 E1 = A
2T
2
Es =
1
2
A2
T
2
Px = A
2T
4
r =
A2
4
Como era de esperar, ya que en este caso, con ambos s´ımbolos equiprobables, la mitad del
tiempo estamos transmitiendo un pulso rectangular de amplitud A y duracio´n la mitad que en
el caso NRZ.
5.3.8. Co´digo unipolar M-ario RZ
La expresio´n obtenida para el co´digo unipolar binario RZ en 5.3.7 se generaliza fa´cilmente
para co´digos multinivel, teniendo en cuenta que para un co´digo M-ario, con s´ımbolos equipro-
bables ak = {0, 1, ...,M − 1} y p(ak) = 1M , la media y la varianza pueden calcularse como:
76 TEMA 5. COMUNICACIONES DIGITALES BANDA BASE
ma =
1
M
M−1∑
k=0
ak =
M − 1
2
σ2a =
1
M
M−1∑
k=0
a2k −m2a =
M2 − 1
12
Y la expresio´n para la DEP quedara´:
M2 − 1
12
A2
4r
sinc2
f
2r
+ (M − 1)2 A
2
16
∞∑
n=−∞
sinc2
n
2
δ(f − nr) (5.14)
Al igual que para el caso binario, las deltas situadas en los mu´ltiplos pares de r (excepto la
del origen) se anulan.
Para calcular la potencia transmitida PT podemos utilizar 5.12 con Ep = A
2T
2
:
Px = Es · r = A
2
2
(σ2a +m
2
a)
El ancho de banda estimado para la transmisio´n de este co´digo sera´ BT ' r por lo que la
eficiencia espectral sera´:
ηRZ(M−ario) =
rb
BT
= log2M bps/Hz
5.3.9. Co´digo Manchester
Tal y como se ha visto en la seccio´n 5.1 el co´digo Manchester es un co´digo polar (por lo
tanto con media cero) y su pulso incluye en la parte central una transicio´n de -1 a +1 o a la
inversa, tal y como se muestra en la figura 5.5.
En este caso por lo tanto:
ma = 0
σ2a = 1
Calculamos la transformada de Fourier del pulso (su mo´dulo):
p(t) = A
{
Π
(
t− T
4
T
2
)
− Π
(
t− 3T
4
T
2
)}
|P (f)| = A
∣∣∣∣T2 sincf T2 {e−j2pif T4 − e−j2pif 3T4 }
∣∣∣∣
= A
∣∣∣∣T2 sincf T2 e−j2pif T2 {e+j2pif T4 − e−j2pif T4 }
∣∣∣∣
= ATsincf
T
2
sin 2pif
T
4
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Por tanto:
Gx(f) = A
2Tsinc2f
T
2
sin2 2pif
T
4
siendo T = Tb =
1
rb
cuya representacio´n gra´fica encontramos en la figura 5.10.
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Figura 5.10: DEP del co´digo Manchester
Como puede verse en la figura, el co´digo presenta una excelente respuesta en bajas frecuen-
cias (tiene un cero en f=0). El ma´ximo de la DEP se encuentra en f = 0,74r y la ca´ıda espectral
es con 1
f2
y as´ı se considera un ancho de banda de transmisio´n estimado BT = r. Por tanto su
eficiencia espectral sera´:
η =
rb
BT
= 1 bps/Hz
La potencia transmitida se calcula fa´cilmente a partir de la energ´ıa media por s´ımbolo:
ambos s´ımbolos tienen la misma energ´ıa, E1 = E0 = A
2T , y por tanto:
PT = A
2
5.4. Canales limitados en banda
5.4.1. Interferencia entre s´ımbolos
La figura 5.11 representa un sistema de transmisio´n en banda base de una sen˜al digital.
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ma σ
2
a Ep PT = (σ
2
a +m
2
a) Ep r η bps/Hz
Unipolar NRZ
M − 1
2
M2 − 1
12
A2 · T 2M
2 − 3M + 1
6
· A2 2 log2 M
ak = 0, 1 · · ·M − 1 RZ M − 1
2
M2 − 1
12
A2 · T
2
2M2 − 3M + 1
6
· A
2
2
log2 M
Polar NRZ 0
M2 − 1
12
A2 · T M
2 − 1
12
· A2 2 log2 M
ak = ±12 , · · · ± M−12 RZ 0
M2 − 1
12
A2 · T
2
M2 − 1
12
· A
2
2
log2 M
Manchester ak = ±1
2
0
1
4
A2 · T A
2
4
1
Tabla 5.4: Resumen de valores de para´metros para diferentes tipos de co´digos con pulsos de
amplitud A y s´ımbolos equiespaciados 1.
Figura 5.11: Sistema de transmisio´n banda base digital
La secuencia de s´ımbolos {ak} a velocidad de s´ımbolo r, atravesara´ el filtro de transmisio´n
(con respuesta al impulso hT (t)) para ser inyectada en el canal con respuesta al impulso hC(t).
El ruido del sistema n(t) se modela como un ruido blanco y gaussiano a la entrada del filtro
receptor hR(t).
Para estimar el valor de los s´ımbolos transmitidos, se realizara´ un muestreo de la sen˜al a la
salida del receptor y(t), evaluando su valor en cada intervalo de s´ımbolo en instantes tk = kT .
As´ı, en un determinado instante tK = KT desearemos recibir el s´ımbolo aK correspondiente a
dicho instante. El detector de umbral decidira´ a cua´l de los s´ımbolos del alfabeto de M s´ımbolos
{ak} pertenece el valor detectado y(tK), estimando el s´ımbolo transmitido aˆK . En el caso de
que aˆK 6= aK se habra´ producido un error en la deteccio´n del s´ımbolo.
La expresio´n para la sen˜al a la salida del filtro receptor sera´:
y(t) =
∑
akhE(t− kT ) + n(t) ∗ hR(t)
En donde:
hE(t) = hT (t) ∗ hC(t) ∗ hR(t)
es la respuesta conjunta del sistema completo formado por el transmisor, canal de transmisio´n
y filtro receptor.
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En el instante tK = KT :
y(KT ) =
∞∑
k=−∞
akhE(KT − kT ) + n(t) ∗ hR(t)|t=tK
= aKhE(0)︸ ︷︷ ︸
s´ımbolo deseado
+
∞∑
k 6=K,k=−∞
akhE(KT − kT )︸ ︷︷ ︸
Interferencia entre s´ımbolos
+ n(t) ∗ hR(t)|t=tK︸ ︷︷ ︸
Ruido
(5.15)
Por lo tanto, segu´n la ecuacio´n 5.15, en el valor de sen˜al detectado (y a partir del cual se
estimara´ el s´ımbolo transmitido âK) podemos distinguir tres componentes:
El valor del s´ımbolo transmitido, escalado por hE(0). Esta es la componente que nos
interesa.
Una componente de Interferencia entre s´ımbolos, ma´s conocida por sus siglas en ingle´s
ISI (Inter Symbol Interference)
Una componente de ruido, que en este momento no tendremos en cuenta (se estudiara´
ma´s adelante), por lo que la consideraremos cero.
Para eliminar la ISI, debera´ cumplirse que:
hE ((K − k)T )) = hE(nT ) = 0 ∀n 6= 0 (5.16)
Esta condicio´n tambie´n la podemos escribir:
hE(t) ·
∞∑
n=−∞
δ(t− nT ) = hE(0) · δ(t) (5.17)
O en el dominio de la frecuencia:
HE(f) ∗ r
∞∑
k=−∞
δ(f − kr) = hE(0)
r
∞∑
k=−∞
HE(f − kr) = hE(0) ∀|f | ≤ r
2
(5.18)
en donde HE(f) es la respuesta frecuencial completa del canal (filtro tranmisor, canal de trans-
misio´n y filtro receptor) y r =
1
T
es la velocidad de s´ımbolo. Las ecuaciones 5.16 y 5.18
representan el Primer Criterio de Nyquist para la transmisio´n sin interferencia entre s´ımbolos,
expresadas en el dominio del tiempo y en el dominio de la frecuencia respectivamente. La prime-
ra parte de la ecuacio´n 5.18 es la extensio´n perio´dica con periodo r de la respuesta frecuencial
HE(f).
∑∞
k=−∞HE(f − kr) es por lo tanto una funcio´n perio´dica, con periodo r. La segunda
parte de la ecuacio´n es la constante hE(0).
Una consecuencia de este principio es que la velocidad ma´xima de transmisio´n por un
canal de ancho de banda B sera´ rmax = 2B. O de forma equivalente, el ancho de banda
mı´nimo necesario para la transmisio´n a velocidad r sera´ Bmin =
r
2
.
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5.4.2. Pulso de Nyquist o pulsos en coseno alzado
Una funcio´n que cumple de forma evidente 5.16 es la funcio´n sinc:
hE(t) = sinc(rt)
Cuya transformada de Fourier:
HE(f) =
1
r
Π
(
f
r
)
es plana en |f | ≤ r
2
. Y es sencillo comprobar que cumple la condicio´n en el dominio de la
frecuencia (ecuacio´n 5.18). La funcio´n sinc es un caso particular del conjunto de funciones
conocidas como Pulsos de Nyquist cuya expresio´n temporal es la siguiente (ver figura 5.12):
hE(t) =
cos 2piβt
1− (4βt)2 · sinc rt (5.19)
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Figura 5.12: Pulsos de Nyquist para diferentes valores del factor de rolloff ρ (r = 1000).
Y su transformada de Fourier:
HE(f) =

1
r
0 < |f | < r
2
− β
1
2r
(
1 + cos pi
2β
(|f |+ β − r
2
))
r
2
− β ≤ |f | ≤ r
2
+ β
0 |f | ≥ r
2
+ β
(5.20)
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Figura 5.13: Respuesta frecuencial en coseno alzado para diferentes valores del factor de rolloff
ρ (r = 1000).
siendo β el para´metro que controla el exceso de ancho de banda sobre el mı´nimo ancho de
banda necesario r
2
. Cuando el exceso de ancho de banda β se expresa en relacio´n a r
2
se conoce
como factor de roll-off ρ =
β
r/2
=
2β
r
.
Como puede verse en la figura 5.13 se distinguen 3 zonas en la respuesta frecuencial:
Una zona plana y constante, alrededor del origen, en el rango 0 < |f | < r
2
(1 − ρ). Para
ρ = 0 esta zona abarca hasta r/2 y para ρ = 1 no existe.
Una zona de transicio´n, de anchura total 2β = ρr. Para ρ = 0 esta zona no existe y para
ρ = 1 abarca todo el ancho de banda, r. Esta zona, con la forma de un coseno alzado da
el nombre a esta funcio´n de transferencia, como respuesta en coseno alzado. Presenta una
simetr´ıa denominada vestigial alrededor de r
2
, que permitira´ que se cumpla la ecuacio´n
5.18.
La zona atenuada, con HE(f)=0, desde |f | ≥ r2(1 + ρ).
La caracter´ıstica en coseno alzado permite que se cumpla la ecuacio´n 5.18, sin tener que
presentar una respuesta tipo ’ladrillo’, sin intervalo de transicio´n en la banda de paso y la
banda atenuada. A cambio el ancho de banda necesario para la tranmisio´n a velocidad r se ha
incrementado por ρ r
2
Hz:
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BT =
r
2
(1 + ρ)
El empleo de valores de ρ grandes aumenta por tanto el ancho de banda de transmisio´n
necesario para una determinada velocidad de s´ımbolo r. Sin embargo, como puede verse en
la respuesta temporal de la figura 5.12, la amplitud de los lo´bulos secundarios se reduce
considerablemente a medida que crece el exceso de ancho de banda. Aleja´ndose ma´s de un
periodo de s´ımbolo del origen, se aprecia que la pendiente de la curva alrededor del cero es
ma´s plana para los mayores valores de ρ. Esta caracter´ıstica implica que si se produjeran
errores de sincronismo en el instante la deteccio´n del s´ımbolo (en cuyo caso la deteccio´n no se
realizara´ exactamente en la posicio´n del cero, sino ligeramente antes o ligeramente despue´s), la
interferencia entre s´ımbolos que se producira´ sera´ tanto menor cuando ma´s plana sea la curva
alrededor del cero, es decir, cuanto mayor sea ρ. En resumen, el empleo de exceso de ancho de
banda reduce la sensibilidad del sistema a los errores de sincronismo.
En los sistemas de transmisio´n, valores habituales utilizados para ρ se encuentran en el rango
0,2 < ρ < 0,3. El aumento de ancho de banda necesario para la tranmisio´n de un cierto flujo
binario rb, puede compensarse aumentando el nu´mero de niveles del co´digo M , ya que r =
rb
log2M
.
Por ejemplo, si pasamos de utilizar ρ = 0 a utilizar ρ = 1, el ancho de banda se dobla, pasando
de ser B a ser 2B. Si ahora doblamos el nu´mero de niveles del co´digo, reduciremos r a la mitad,
por lo que el flujo binario transmitido por el canal seguira´ siendo rb. La tabla 5.5 muestra los
valores de rb logrados para diferentes valores de M y de ρ en un canal telefo´nico de anchura
B = 4000 Hz. Como vemos, podemos lograr transmitir el mismo flujo binario utilizando la
combinacio´n (M = 2, ρ = 0) que utilizando la combinacio´n (M = 4, ρ = 1). Evidentemente, el
mayor flujo binario lo obtenemos combinando los menores valores de ρ con los mayores valores
de M .
ρ = 0 ρ = 0, 25 ρ = 0, 5 ρ = 0,75 ρ = 1
M=2 8000 6400 5333 4571 4000
M=4 16000 12800 10666 9142 8000
M=8 24000 19200 16000 13713 12000
M=16 32000 25600 21333 18284 16000
Tabla 5.5: Velocidades binarias alcanzadas en una transmisio´n por canal telefo´nico (B = 4000
Hz) con filtros en coseno alzado, para diferentes valores de ρ y M . rb =
2B
(1 + ρ)
· log2M
Como ya sabemos, la respuesta en coseno alzado debe ser alcanzada por el conjunto formado
por los filtros de recepcio´n y transmisio´n, junto con la respuesta del propio canal de transmisio´n.
Considerando un canal de tranmisio´n ideal, y fija´ndonos u´nicamente en los filtros:
HT (f) ·HR(f) = HE(f)
y es HE(f) quien debe presentar la forma en coseno alzado. Como veremos en temas poste-
riores, para minimizar la probabilidad de error del sistema, los filtros de transmisio´n y recepcio´n
deben formar una pareja, de forma que:
hT (t) = h
∗
R(−t)
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Lo cual significa que:
HT (f) = H
∗
R(f)
HT (f)HR(f) = |HT (f)|2 = |HR(f)|2 = Hcos(f)
|HT (f)| = |HR(f)| =
√
Hcos(f)
En donde hemos llamado Hcos(f) a la caracter´ısica en coseno alzado. Por esta razo´n, los filtros
utilizados en transmisio´n y recepcio´n tienen una caracter´ısica conocida como raiz de coseno
alzado.
5.4.3. Resumen
Recapitulamos aqu´ı las ideas principales de esta seccio´n:
La transmisio´n a velocidad de s´ımbolo r requiere un ancho de banda mı´nimo de Bmin =
r
2
.
De forma equivalente, la transmisio´n por un canal de ancho de banda BHz limita la
velocidad de s´ımbolo a rmax = 2B.
La tranmisio´n a velocidad ma´xima r = 2B tiene ciertos inconvenientes:
• La dificultad de implementacio´n de los filtros de tranmisio´n y recepcio´n.
• El elevado valor de los lo´bulos secundarios, que hara´ el sistema muy sensible a errores
de sincronismo (se producira´ mucha ISI en caso de error de sincronismo).
Los problemas mencionados se resuelven utilizando pulsos de la familia de los pulsos de
Nyquist (o filtros en coseno alzado) con factores de roll-off superiores a cero.
El empleo de valores de ρ > 0 reduce la velocidad de tranmisio´n por un canal de BHz
a rmax =
2B
1+ρ
. De forma equivalente, la transmisio´n a velocidad r requerira´ una ancho de
banda mı´nimo de Bmin =
r
2
(1 + ρ).
El exceso de ancho de banda creado puede compensarse utilizando un mayor nu´mero
de niveles para permitir la transmisio´n del mismo flujo binario, ya que el flujo binario
resultante sera´: rb =
2B
1 + ρ
· log2M .
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Tema 6
Modulaciones digitales
En este tema estudiaremos las te´cnicas ba´sicas que se utilizan para la modulacio´n de las
sen˜ales digitales banda base - estudiadas en el tema anterior - con el fin de posibilitar su
transmisio´n a trave´s de canales paso banda.
6.1. Introduccio´n
En toda operacio´n de modulacio´n, se distinguen las siguientes sen˜ales:
Sen˜al moduladora: es la sen˜al con la informacio´n que se desea transmitir. Sera´ una sen˜al
banda base (analo´gica o digital).
Sen˜al portadora: es una sen˜al que se utilizara´ para transportar la informacio´n, mediante
la variacio´n de alguno de los para´metros que la definen.
Sen˜al modulada: es la sen˜al paso banda resultante de la modulacio´n, que llevara´ la infor-
macio´n de la moduladora.
Las modulaciones en las que la sen˜al portadora es una sinusoide se conocen como modulaciones
de onda cont´ınua, o por sus siglas en ingle´s, modulaciones CW - Continuous Wave-. Estas
modulaciones responden en te´rminos generales a la siguiente expresio´n:
y(t) = e(t) cos(2pifct+ φ(t)) (6.1)
en donde y(t) es la sen˜al modulada y la sen˜al senoidal con frecuencia fc - Ac cos 2pifct- es la
sen˜al portadora. Las funciones e(t) y φ(t) sera´n quienes contengan la informacio´n a transmitir.
Si es la envolvente de la sen˜al e(t) quien lleva la informacio´n dara´ lugar a una modulacio´n
de amplitud, que cuando la sen˜al moduladora (o informacio´n) es digital se conoce como
Modulacio´n por Desplazamiento de Amplitud, ma´s conocido por sus siglas en ingle´s ASK -
Amplitude Shift Keying. Si es la fase instanta´nea φ(t) la que se modula se tratara´ de una
modulacio´n de fase o una modulacio´n de frecuencia, conocidas respectivamente como
PSK - Phase Modulation Keying y FSK - Frequency Shift Keying.
En los apartados que siguen veremos los aspectos ba´sicos de estas modulaciones.
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6.2. Expresio´n general de la DEP para procesos estacio-
narios paso banda
Para el ca´culo de la Densidad Espectral de Potencia de los procesos paso banda con modu-
lacio´n digital, partimos de la siguiente expresio´n general del proceso estacionario paso banda:
y(t) = Ac (a(t)(cos(2pifct+ φ)− b(t) sin(2pifct+ φ)) (6.2)
en donde Ac es la amplitud de una portadora de frecuencia fc y φ es una variable aleatoria
uniformemente distribuida en (0, 2pi).
Los procesos a(t) y b(t) son sen˜ales digitales banda base que responden a las expresiones:
a(t) =
∑
k
akp(t− kT ) (6.3)
b(t) =
∑
k
bkp(t− kT ) (6.4)
y ambas pueden considerarse procesos estacionarios con DEP respectivas Ga(f) y Gb(f).
Adema´s, estos dos procesos estara´n por lo general incorrelados, es decir que consideraremos
Rab(τ) = 0.
As´ı, la autocorrelacio´n del proceso paso banda y(t) puede calcularse como:
Ry(τ) =
A2c
2
{Ra(τ)cos(2pifcτ) +Rb(τ)cos(2pifcτ)} (6.5)
y por lo tanto la expresio´n general para DEP de las sen˜ales digitales moduladas paso banda
resultante es:
Gy(f) =
A2c
4
{Ga(f − fc) +Ga(f + fc) +Gb(f − fc) +Gb(f + fc)} (6.6)
En los apartados que siguen particularizaremos los valores de las sen˜ales a(t) y b(t) para
cada tipo de modulacio´n.
6.3. Modulacio´n por desplazamiento de amplitud (ASK)
6.3.1. Descripcio´n
En una sen˜al ASK la envolvente e(t) de la expresio´n 6.1 es una sen˜al digital banda base
unipolar, y la fase instanta´ntea sera´ constante con t:
yASK(t) = Ac
∑
k
akp(t− kT ) cos(2pifct+ φ) (6.7)
Los ak = 0,+1,+2, ...,+(M − 1) debera´n ser todos positivos (como corresponde a una
sen˜al unipolar) de forma que e(t) sea siempre positiva. El caso particular binario en el que
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ak = {0, 1}, se conoce como modulacio´n OOK - On Off Keying, debido a que corresponde a
una portadora que se enciende o se apaga segu´n reciba un 1 o un 0.
En estas modulaciones se distingue entre el caso s´ıncrono, en el que el periodo de s´ımbolo
T contiene un nu´mero entero de ciclos de portadora T =
N
fc
con N >> 1 en general, y el
caso as´ıncrono, en el que no necesariamente se cumple dicha relacio´n, ya que el oscilador de la
portadora y el reloj de s´ımbolo no esta´n sincronizados.
Para el caso s´ıncrono (que es el consideraremos de aqu´ı en adelante) podemos escribir (por
simplificar tomaremos φ = 0):
yASK(t) = Ac
∑
k
akp(t− kT ) cos(2pifct) = Ac
∑
k
akp(t− kT ) cos (2pifc(t− kT ))
= Ac
∑
k
akp
′(t− kT ) (6.8)
Esta expresio´n puede interpretarse como la de una sen˜al digital, cuyo pulso ba´sico es p′(t) =
p(t)cos2pifct. Las M sen˜ales transmitidas sera´n entonces:
sk(t) = Ac ak p
′(t) = Ac ak p(t) cos2pifct
k = 0, 1 · · ·M − 1 ak = 0, 1 · · ·M − 1
6.3.2. Densidad Espectral de Potencia
En este apartado calcularemos la DEP de la sen˜al ASK partiendo de la expresio´n 6.6. Si
comparamos la expresio´n general de un proceso paso banda de 6.2 con 6.7 podemos identificar:
a(t) =
∑
k
akp(t− kT )
b(t) = 0
yASK(t) = Aca(t) cos(2pifct+ φ)
Por lo que la DEP sera´ (substituyendo en 6.6):
Gy(f) =
A2c
4
{Ga(f − fc) +Ga(f + fc)}
y Ga(f) es la DEP de la sen˜al digital banda base unipolar:
Ga(f) = σ
2
ar|P (f)|2 + (mar)2
∑
n
|P (nr)|2δ(f − nr)
con ma =
M − 1
2
y σ2a =
M2 − 1
12
. Si tenemos adema´s pulsos NRZ, entonces |P (f)|2 =
T 2sinc2fT y:
Ga(f) =
σ2a
r
sinc2
f
r
+m2aδ(f)
y sustituyendo:
GASKy (f) =
A2c
4
σ2a
r
{
sinc2
f − fc
r
+ sinc2
f + fc
r
}
+
A2c
4
m2a {δ(f − fc) + δ(f + fc)} (6.9)
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6.3.2.1. Eficiencia espectral
Evidentemente, la eficiencia espectral dependera´ del pulso utilizado para la generacio´n de
la sen˜al moduladora banda base, p(t). Consideramos para empezar el caso de ASK M-aria con
pulsos NRZ cuya DEP responde a la expresio´n 6.9. Teniendo en cuenta que se trata de la
funcio´n sinc2 el ancho de banda de transmisio´n estimado sera´ BT ' r, y la eficiencia espectral
sera´ por tanto η =
rb
BT
' rb
r
= log2M .
Si se tratara de un pulso RZ, el ancho de banda ocupado ser´ıa el doble que para el caso
NRZ, y por tanto la eficiencia espectral se reducira´ a la mitad.
Otra posibilidad es el empleo de pulsos de Nyquist, cuya forma minimiza la ISI (Interferencia
entre s´ımbolos). En este caso, sabemos que en banda base el ancho de banda ocupado es de
r
2
(1 + ρ), de manera que para la sen˜al paso banda ASK sera´ BT = r(1 + ρ), y la eficiencia
espectral: η =
rb
r(1 + ρ)
=
log2M
1 + ρ
. As´ı, la eficiencia espectral se reduce por el factor (1 +
ρ) respecto al sistema con pulsos rectangulares, pero el ancho de banda estara´ estrictamente
limitado a r(1 +ρ) (mientras que con pulsos rectangulares existe una gran dispersio´n espectral,
o pe´rdida de energ´ıa en lo´bulos secundarios).
6.3.2.2. Potencia Transmitida
Para calcular la potencia transmitida, podemos utilizar la expresio´n 5.9, calculando la
energ´ıa media por s´ımbolo Es:
PT = Esr = r
M−1∑
k=0
Ek p(ak) = r
1
M
M−1∑
k=0
Ek
siendo Ek la energ´ıa de cada una de las sen˜ales sk(t) asociadas a cada s´ımbolo ak. En este caso,
partiendo de la expresio´n 6.8 para la sen˜al ASK transmitida:
sk(t) = Ac ak p
′(t) = Ac ak cos 2pifct p(t)
Ek =
∫
s2k(t)dt = A
2
c a
2
k
∫
cos2 2pifct p
2(t)dt = A2c a
2
k
Ep
2
Es =
1
M
M−1∑
k=0
Ek = A
2
c
Ep
2
1
M
M−1∑
k=0
a2k = A
2
c
Ep
2
(
σ2a +m
2
a
)
PT =
A2c
2
(Epr)
(
σ2a +m
2
a
)
Y si p(t) es un pulso rectangular de duracio´n T , entonces Ep = T y PT =
A2c
2
(σ2a +m
2
a). Por
supuesto llegamos a la misma expresio´n para PT calculando el a´rea de la DEP de la expresio´n
6.9.
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6.4. Modulacio´n por desplazamiento de fase (PSK)
6.4.1. Descripcio´n
En una modulacio´n PSK se introduce la informacio´n digital en la fase de la portadora, de
la siguiente forma:
yPSK(t) = Ac
∑
k
p(t− kT ) cos(2pifct+ φk + φ) (6.10)
siendo p(t) el pulso ba´sico, que consideraremos rectangular, p(t) = Π
t− T2
T
. En cada
periodo de s´ımbolo kT el valor de la fase de la portadora cambia de acuerdo al valor del
s´ımbolo recibido:
φk =
pi
M
(2 ak +N) siendo ak = {0, 1 · · ·M − 1} y N = {0, 1}. (6.11)
Segu´n la expresio´n anterior, el c´ırculo queda dividido en M sectores φk, y cada uno va
asociado a un s´ımbolo ak. El valor de N especifica el si existe la fase 0 (N = 0) o no (N = 1),
o dicho de otra forma, cua´l es el valor que se da al s´ımbolo a0.
Veamos algunos ejemplos.
M = 4 N = 0 φk =
2pi
4
ak =
{
0,
pi
2
, pi,
3pi
2
}
M = 4 N = 1 φk =
2pi
4
ak +
pi
4
=
{
pi
4
,
3pi
4
,
5pi
4
,
7pi
4
}
M = 8 N = 0 φk =
2pi
8
ak =
{
0,
pi
4
,
pi
2
,
3pi
4
, pi,
5pi
4
,
3pi
2
,
7pi
4
}
M = 8 N = 1 φk =
2pi
8
ak +
pi
8
=
{
pi
8
,
3pi
8
,
5pi
8
,
7pi
8
,
9pi
8
,
11pi
8
,
13pi
8
,
15pi
8
}
La figura 6.1 muestra los valores de las fases transmitidas para una modulacio´n 8-PSK.
A continuacio´n veremos co´mo los puntos de la gra´fica representan los valores de los s´ımbolos
transmitidos, en su representacio´n paso-bajo como s´ımbolos complejos. Esta representacio´n se
conoce como constelacio´n de los s´ımbolos transmitidos.
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(a) 8-PSK con N = 0 (b) 8-PSK con N = 1
Figura 6.1: Constelaciones de los s´ımbolos en una modulacio´n 8-PSK
6.4.2. Componentes en fase y en cuadratura
Partiendo de la expresio´n 6.10 podemos obtener las componentes a(t) y b(t) de la expresio´n
6.2 para la sen˜al PSK:
yPSK(t) = Ac
∑
k
p(t− kT ) cos(2pifct+ φ) cosφk − Ac
∑
k
p(t− kT ) sin(2pifct+ φ) sinφk
(6.12)
a(t) =
∑
k
p(t− kT ) cosφk
b(t) =
∑
k
p(t− kT ) sinφk
Tambie´n podemos escribir estas expresiones de la siguiente forma:
a(t) =
∑
k
p(t− kT ) cosφk =
∑
k
cosφk p(t− kT ) =
∑
k
Ik p(t− kT ) (6.13)
b(t) =
∑
k
p(t− kT ) sinφk =
∑
k
sinφk p(t− kT ) =
∑
k
Qk p(t− kT ) (6.14)
En donde a(t) y b(t) se han expresado como sen˜ales digitales banda base, con pulso ba´sico
p(t), con s´ımbolos Ik = cosφk y Qk = sinφk, a velocidad de s´ımbolo r =
1
T
. Las sen˜ales a(t) y
b(t) sera´n las componentes en fase y en cuadratura del proceso (excepto por un factor de escala
Ac), con respecto a una portadora de frecuencia fc y fase φ. En general, salvo para el ca´lculo
de la DEP, podremos tomar φ = 0 sin pe´rdida de generalidad.
Entonces el equivalente paso bajo de la sen˜al PSK sera´:
y˜(t) = yF (t) + j yC(t) = Ac(a(t) + jb(t)) = Ac
∑
k
(Ik + j Qk) p(t− kT )
= Ac
∑
k
~Ck p(t− kT )
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Figura 6.2: Constelacio´n de s´ımbolos en una modulacio´n 4 PSK, con N = 1
En donde los ~Ck = [Ik, Qk] = [cosφk, sinφk] son los s´ımbolos complejos transmitidos, cuyas
partes real e imaginaria corresponden a los s´ımbolos de las sen˜ales digitales en fase y cuadratura.
La figura 6.2 representa estos s´ımbolos para una PSK cuaternaria (M = 4) con N = 1. En
dicha figura se ha representado tambie´n un posible mapeo para los bits de la secuencia binaria
de entrada.
6.4.3. Densidad Espectral de Potencia
Comenzamos obteniendo la DEP de las componentes a(t) y b(t). Como se trata de sen˜ales
digitales banda base con s´ımbolos incorrelados:
a(t) =
∑
k
Ik p(t− kT )
b(t) =
∑
k
Qk p(t− kT )
Ga(f) =
{
σ2I r|P (f)|2 + (mI · r)2
∑
n
|P (nr)|2δ(f − nr)
}
Gb(f) =
{
σ2Q r|P (f)|2 + (mQ · r)2
∑
n
|P (nr)|2δ(f − nr)
}
Calculamos las medias y las varianzas de los s´ımbolos:
mI = E{Ik} = E{cosφk} = 1
M
M−1∑
m=0
cosφm = 0
mQ = E{Qk} = E{sinφk} = 1
M
M−1∑
m=0
sinφm = 0
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σ2I = E{I2k} = E{cos2 φk} =
1
M
M−1∑
m=0
cos2 φm =
1
M
M−1∑
m=0
1 + cos 2φm
2
=
1
M
M−1∑
m=0
1
2
=
1
2
σ2Q = E{Q2k} = E{sin2 φk} =
1
M
M−1∑
m=0
sin2 φm =
1
M
M−1∑
m=0
1− cos 2φm
2
=
1
M
M−1∑
m=0
1
2
=
1
2
de forma que:
Ga(f) = Gb(f) =
r
2
|P (f)|2 (6.15)
Por lo que utilizando 6.6 obtendremos la DEP para la sen˜al PSK:
GPSKy (f) =
A2c
4
r
{|P (f − fc)|2 + |P (f + fc)|2} (6.16)
6.4.3.1. Eficiencia espectral
Si el pulso ba´sico utilizado es un pulso rectangular de duracio´n T =
1
r
, entonces BT ' r y
η ' rb
r
= log2M . Si se utilizan pulsos de Nyquist, entonces el ancho de banda estara´ limitado
a BT = r(1 + ρ) y η =
log2M
1 + ρ
.
6.4.3.2. Potencia transmitida
Podemos utilizar la expresio´n 5.9 para calcular la Potencia transmitida:
PT = Es r = r
M−1∑
k=0
Ek p(ak) = r
1
M
M−1∑
k=0
Ek
siendo Ek la energ´ıa de cada una de las sen˜ales sk(t) asociadas a cada s´ımbolo ak. En este caso,
tomando φ = 0 en 6.10 las sen˜ales transmitidas sera´n:
sk(t) = Ac cos(2pifct+ φk) p(t)
Ek =
∫
s2k(t)dt = A
2
c
∫
p2(t) cos2(2pifct+ φk)dt =
A2c
2
Ep
Es decir, todos s´ımbolos son transmitidos con la misma energ´ıa
(
A2c
2
Ep
)
, y por tanto la Energ´ıa
media por s´ımbolo Es =
A2c
2
Ep. Por tanto:
PT =
A2c
2
Ep r
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Y para el pulso rectangular de duracio´n T =
1
r
obtenemos PT =
A2c
2
.
Por supuesto llegamos a la misma expresio´n para PT calculando el a´rea de la DEP de la
expresio´n 6.16.
6.4.4. Casos particulares en PSK
6.4.4.1. Caso binario, BPSK
El caso binario en PSK (M=2) da lugar a dos conocidas modulaciones, segu´n N = 0 o
N = 1 en la expresio´n 6.11.
M=2, N=0 Las fases transmitidas sera´n φk = {0, pi} y las sen˜ales transmitidas:
s0(t) = Ac cos 2pifct 0 < t < T
s1(t) = −Ac cos 2pifct 0 < t < T
Esta modulacio´n se conoce tambie´n como PRK (Phase Reversal Keying). Vemos que en este
caso, en la expresio´n 6.12 la componente correspondiente a b(t) (6.14) se anula, y la constelacio´n
pasa a ser unidimensional, con dos u´nicos s´ımbolos Ik = −1,+1 en fase con la portadora
M=2, N=1 Las fases transmitidas sera´n φk = {pi
2
,
−pi
2
} y las sen˜ales transmitidas:
s0(t) = Ac sin 2pifct 0 < t < T
s1(t) = −Ac sin 2pifct 0 < t < T
En este caso, en la expresio´n 6.12 es la componente correspondiente a a(t) (6.13) la que se
anula, y la constelacio´n es tambie´n unidimensional, con dos u´nicos s´ımbolos Qk = −1,+1, en
cuadratura con la portadora. Estos casos binarios para PSK son en realidad casos degenerados
(unidimensionales) del caso gene´rico PSK bidimensional.
La DEP para estos dos casos particulares de PSK sera´ la misma obtenida para el caso general
(6.16). Podemos comprobarlo, partiendo de la expresio´n general de la sen˜al PSK particularizada
para PRK (caso M=2, N=0):
yPRK(t) = Ac
∑
k
p(t− kT ) cosφk cos(2pifct+ φ)
= Ac a(t) cos(2pifct+ φ)
De donde:
GPRKy (f) =
A2c
4
{Ga(f − fc) +Ga(f + fc)}
y
Ga(f) =
{
σ2I r|P (f)|2 + (mI · r)2
∑
n
|P (nr)|2δ(f − nr)
}
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Calculamos las medias y las varianzas de los s´ımbolos Ik = {−1,+1}:
mI = E{Ik} = E{cosφk} = 1
2
((−1) + (+1)) = 0
σ2I = E{I2k} = E{cos2 φk} =
1
2
(
(−1)2 + (+1)2) = 1
de forma que:
Ga(f) = r|P (f)|2
GPRKy (f) =
A2c
4
r
{|P (f − fc)|2 + |P (f + fc)|2}
Se deja para el estudiante la demostracio´n para el caso de la modulacio´n PSK binaria con
M=2, N=1.
6.4.4.2. Caso cuaternario QPSK y modulaciones M-QAM
La modulacio´n QPSK se da paraM = 4. SiN = 0, las fases transmitidas sera´n {0, pi
2
, pi,
3pi
2
}.
Para N = 1 las fases transmitidas sera´n {pi
4
,
3pi
4
,
5pi
4
,
7pi
4
}, y esta es la modulacio´n que se
conoce como QAM (Quadrature Amplitude Modulation). Esta modulacio´n puede verse como
la combinacio´n de dos modulaciones BPSK, con una PRK en la componente en fase (Ik =
{−1,+1}) y otra en la componente en cuadratura (Qk = {−1,+1}).
Si en la modulacio´n 4-QAM con N = 1 aumentamos el nu´mero de niveles tanto en los
s´ımbolos Ik como en los Qk, se obtienen constelaciones de puntos de forma cuadrada, conocidas
como M-QAM. La figura 6.3 representa algunas de ellas. Por ejemplo, si tenemos 4 niveles en
cada una de las componentes: Ik = Qk = {−3,−1,+1,+3}), obtendremos un conjunto de 16
s´ımbolos complejos ~Ck que formara´n una rejilla cuadriculada, correspondiente a la modulacio´n
conocida como 16-QAM.
Estas modulaciones son muy populares por su sencillez de implementacio´n. La figura 6.4
representa de forma esquema´tica el proceso de generacio´n de una constelacio´n QAM (aunque
el principio ba´sico se puede aplicar a cualquier constelacio´n bidimensional). En el flujo binario
de entrada se forman grupos de log2M bits, con los que se elige el s´ımbolo de la constela-
cio´n. Las componentes I y Q de dicha constelacio´n generara´n las sen˜ales digitales banda base
correspondientes a las componentes en fase y en cuadradura de la sen˜al paso-banda.
6.5. Modulacio´n por desplazamiento de frecuencia (FSK)
6.5.1. Introduccio´n
En las modulaciones FSK (Frequency Shift Keying), la informacio´n correspondiente al
s´ımbolo a transmitir se ubica en la frecuencia de la portadora transmitida. El estudio de estas
modulaciones es complejo y en este tema nos limitaremos a presentar algu´n caso particular que
presenta una anal´ıtica sencilla.
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Figura 6.3: Constelaciones de s´ımbolos en las modulaciones QAM
Figura 6.4: Esquema de un modulador QAM
En te´rminos generales, en una modulacio´n FSK las sen˜ales transmitidas asociadas a un
conjunto de s´ımbolos {ak}M son sen˜ales senoidales con frecuencias {fk}M :
sk(t) = Accos(2pifkt)p(t)
y la sen˜al modulada:
sFSK(t) = Ac
∑
k
p(t− kT )cos2pifkt
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En estas modulaciones podemos distinguir dos tipos ba´sicos:
En el caso ma´s simple, para la transmisio´n del s´ımbolo ak, se selecciona un oscilador de
frecuencia fk. Habra´ M osciladores independientes disponibles, y en general, se producira´n
discontinuidades en las transiciones entre s´ımbolos consecutivos.
En una versio´n ma´s elaborada, los osciladores esta´n sincronizados o ma´s bien las frecuen-
cias necesarias se generan de forma s´ıncrona con continuidad de fase. Estas modulaciones
se conocen como de fase cont´ınua y existe toda una familia de modulaciones del tipo
CPFSK (Continuous Phase FSK).
6.5.2. Densidad Espectral de Potencia
El caso general de FSK puede estudiarse como una combinacio´n de M modulaciones ASK.
Aqu´ı lo vamos a trabajar para el caso binario, M=2, y por tanto con la transmisio´n de dos
portadoras asociadas a cada uno de los s´ımbolos:
y(t) = yASK1 (t) + y
ASK
2 (t)
en donde
yASK1 (t) = Ac
∑
k
ak p(t− kT ) cos 2pif1t (6.17)
yASK2 (t) = Ac
∑
k
bk p(t− kT ) cos 2pif2t
siendo bk = ak y ak = {0, 1}. Al ser las dos sen˜ales ortogonales (claramente E{ak · bk} = 0), la
DEP de y(t) sera´ la suma de las DEP de cada una de las sen˜ales ASK:
Gy(f) = Gy1(f) +Gy2(f)
Gy1(f) =
A2c
4
{Gx1(f − f1) +Gx1(f + f1)}
Gy2(f) =
A2c
4
{Gx2(f − f2) +Gx2(f + f2)}
en donde x1(t) =
∑
k akp(t− kT ) y x2(t) =
∑
k bkp(t− kT ) son las dos sen˜ales digitales banda
base unipolares que dan lugar a las sen˜ales ASK en 6.17.
Gx1(f) = σ
2
a r |P (f)|2 + (ma r)2
∑
n
|P (nr)|2δ(f − nr)
Gx2(f) = σ
2
b r |P (f)|2 + (mb r)2
∑
n
|P (nr)|2δ(f − nr)
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en donde ma = mb =
1
2
y σ2a = σ
2
b =
1
4
y |P (f)|2 = T 2sinc2fT . Por lo tanto:
Gx1(f) = Gx2(f) =
1
4
Tsinc2fT +
1
4
δ(f)
Gy(f) =
A2c
16
{
Tsinc2(f − f1)T + δ(f − f1) + Tsinc2(f − f2)T + δ(f − f2)+
Tsinc2(f + f1)T + δ(f + f1) + Tsinc
2(f + f2)T + δ(f + f2)
}
(6.18)
La Potencia transmitida en esta modulacio´n es evidentemente constante e igual a
A2c
2
.
6.5.2.1. FSK de Shunde
Se trata de un caso particular de FSK binaria en el que la separacio´n de las dos portadoras
f1 y f2 es tal que se genera una sen˜al modulada de fase cont´ınua:
f1 = f0 +
rb
2
f2 = f0 − rb
2
Con estos valores las dos sincs de la expresio´n 6.18 (y tambie´n las dos deltas) esta´n separadas
f1−f2 = rb, y el ancho de banda de transmisio´n se estima en BT = rb, logra´ndose una eficiencia
espectral de η = 1 bps/Hz.
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Tema 7
Ruido en las comunicaciones digitales
7.1. Espacio de sen˜al
7.1.1. Definiciones
El espacio de la sen˜al realiza una interpretacio´n vectorial de las sen˜ales. Para una transmisio´n
M -aria , consideramos las M sen˜ales {s1(t), . . . , sk(t), . . . , sM(t)}, asociadas a cada uno de los
M s´ımbolos discretos {a1, . . . , ak, . . . aM}, estando las sen˜ales sk(t) definidas en el intervalo
[0, T ]. En la interpretacio´n vectorial, las sen˜ales sk(t) son vectores ~sk. Sobre estos vectores,
definimos las siguientes operaciones, que definen el subespacio vectorial de dimensio´n N ≤M :
Producto Escalar
< ~si, ~sj > =
∫ T
0
si(t)sj(t)dt
si < ~si, ~sj > = 0⇒ ~si⊥~sj (son ortogonales)
Norma de un vector
‖~si‖ =
√
< ~si, ~si >
‖~si‖2 =< ~si, ~si >=
∫ T
0
|si(t)|2 dt = Ei
siendo Ei la energ´ıa de de la sen˜al si(t).
Coeficiente de correlacio´n
ρij =
< ~si, ~sj >
‖~si‖‖~sj‖
El coeficiente de correlacio´n es como puede verse el valor de la correlacio´n cruzada de las dos
sen˜ales evaluada en el origen, y normalizado con la ra´ız cuadrada del producto de sus energ´ıas.
Obse´rvese que −1 ≤ ρij ≤ 1.
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Base Ortonormal
En el espacio vectorial definido por los M vectores {~sk}M , las direcciones del espacio vienen
dadas por los vectores de la base ortonormal definida por N ≤M vectores ortonormales
{
~φk
}
N
,
o funciones {φk(t)}N , tales que:
< ~φk, ~φl >=
∫ T
0
φk(t)φl(t)dt =
{
1 si k = l
0 si k 6= l
No´tese que:
‖ ~φk‖ = 1
Es decir, los vectores ~φk son ortonormales: son ortogonales entre s´ı y de norma unitaria.
7.1.1.1. Descomposicio´n en el espacio de la sen˜al: constelacio´n de las sen˜ales
Cualquier vector ~si del subespacio puede obtenerse a partir de una combinacio´n lineal de
los N vectores
{
~φk
}
N
:
~si =
N∑
k=1
sik ~φk
O de forma equivalente:
si(t) =
N∑
k=1
sikφk(t)
Los coeficientes sik son las proyecciones del vector ~si sobre las k direcciones del espacio
{
~φk
}
N
:
sik =< ~si, ~φk >=
∫ T
0
si(t)φk(t)dt
En la figura 7.1 se ha representado un subespacio de dos dimensiones (el plano definido por
los vectores { ~φ1, ~φ2}) y dos sen˜ales cualesquiera del subespacio {~si, ~sj}. Esta representacio´n de
las componentes de las sen˜ales transmitidas en el espacio se denomina constelacio´n de las
sen˜ales.
Un vector que no pertenece al espacio definido por las M sen˜ales (o por las N funciones
de la base ortonormal), como por ejemplo una sen˜al de ruido n′(t) -o vector de ruido ~n′-,
podra´ expresarse como la suma de dos vectores: el vector que resulta de la proyeccio´n sobre el
subespacio ~n, y una componente ~n0, ortogonal al subespacio:
~n′ =
N∑
k=1
nk~φk + ~n0
La componente ~n0 es la parte de la sen˜al que no pertence al subespacio de las sen˜ales. Esta
componente no sera´ percibida por nuestro receptor (que estara´ disen˜ado para el subespacio de
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los vectores
{
~φk
}
N
y u´nicamente sera´ capaz de ver las componenes nk de su proyeccio´n ~n), por
lo que no la tendremos en cuenta (ver figura 7.1).
Figura 7.1: Vector de ruido ~n′ proyectado en el espacio de las sen˜ales definido por ~φ1, ~φ2
7.1.2. Correlador y filtro adaptado
Como las sen˜ales sk(t) son de duracio´n T , el producto escalar de los vectores ~si y ~sj es
la correlacio´n cruzada de las sen˜ales si(t) y sj(t) evaluada en el origen (es decir, el a´rea bajo
el producto de las dos sen˜ales). Por ello, la implementacio´n del producto escalar mediante el
esquema de la figura 7.2(a) se conoce como implementacio´n con correlador.
(a) Correlador (b) Filtro adaptado a sj(t)
Figura 7.2: Implementaciones del producto escalar
El producto escalar de dos sen˜ales puede expresarse tambie´n como:
si(t) ∗ sj(T − t)|t=T =
∫ T
0
si(λ)sj(T − (t− λ))dλ
∣∣∣∣
t=T
=
∫ T
0
si(λ)sj(λ)dλ
Esta implementacio´n del producto escalar, representada en la figura 7.2(b) se conoce como
implementacio´n con filtro adaptado, ya que el receptor estar´ıa en este caso adaptado a la sen˜al
sj(t), produciendo el valor ma´ximo a su salida cuando si(t) = sj(t).
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7.1.3. Ejemplos
7.1.3.1. Sen˜al unipolar
Consideremos una sen˜al digital binaria unipolar NRZ x(t) =
∑
akp(t−kT ), siendo ak = {0, A}.
Las sen˜ales transmitidas correspondientes a cada s´ımbolo sera´n (ver figura 7.3(a)):
s0(t) = 0 0 ≤ t ≤ T
s1(t) = A p(t) = A Π
(
t− T/2
T
)
(a) Forma de las sen˜ales (b) Constelacio´n
Figura 7.3: Sen˜ales transmitidas para una sen˜al digital banda base unipolar NRZ
Estas dos sen˜ales (M = 2) se pueden representar en un espacio unidimensional (N = 1).
Para calcular la sen˜al de la base ortonormal φ(t), obtenemos un vector en la misma direccio´n
que s1(t) pero con norma unitaria:
φ(t) =
~s1
‖~s1‖ =
s1(t)√
E1
=
1√
T
Π
(
t− T/2
T
)
s0(t) = 0
s1(t) =
√
E1φ(t)
El espacio de la sen˜al para este ejemplo se ha representado en la figura 7.3(b).
Es importante observar que aunque en este ejemplo hemos utilizado un pulso rectangular
como sen˜al a transmitir, obtendr´ıamos la misma representacio´n de la figura 7.3(b) para cual-
quier otra forma del pulso p(t) como pulsos RZ o pulsos no rectangulares, y tambie´n formas
de tipo paso banda. La diferencia estribar´ıa en el valor de la energ´ıa E1. As´ı por ejemplo, esta
misma representacio´n es va´lida para el caso de una modulacio´n OOK en donde:
s0(t) = 0
s1(t) = A cos 2pif0t p(t)
con la u´nica diferencia de que en este caso:
E1 =
A2
2
T
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El caso unipolar binario se extiende fa´cilmente al caso M-ario, considerando M sen˜ales:
si(t) = A (i− 1) p(t) i = 1 . . .M (7.1)
Ei = (A (i− 1))2Ep
siendo Ep = T para el caso banda base, y Ep =
T
2
para la modulacio´n ASK multinivel. El
espacio de la sen˜al en el caso multinivel y M=4 se ha representado en la figura 7.4.
Figura 7.4: Representacio´n del espacio de la sen˜al en el caso unipolar cuaternario.
7.1.3.2. Sen˜al polar
Consideremos ahora una sen˜al digital binaria polar NRZ x(t) =
∑
akp(t − kT ), siendo
ak =
{−A
2
, A
2
}
. Las sen˜ales transmitidas correspondientes a cada s´ımbolo en este caso sera´n:
s0(t) = −A
2
p(t) = −A
2
Π
(
t− T/2
T
)
s1(t) =
A
2
p(t) =
A
2
Π
(
t− T/2
T
)
Estas dos sen˜ales (M = 2) son linealmente dependientes (s1(t) = −s0(t)) y se pueden
representar en un espacio unidimensional (N = 1). Para calcular la sen˜al de la base ortonormal
φ(t), obtenemos un vector en la misma direccio´n que una de ellas, por ejemplo s1(t) y le
imponemos norma unitaria:
φ(t) =
~s1
‖~s1‖ =
s1(t)√
E1
=
1√
T
Π
(
t− T/2
T
)
s0(t) = −
√
E0φ(t) = −
√
E1φ(t)
s1(t) =
√
E1φ(t)
Las sen˜ales y su constelacio´n se han representado en la figura 7.5.
7.1.3.3. Sen˜al PSK
Consideremos ahora la sen˜al PSK:
s(t) = Ac
∑
k
cos(2pif0t+ ϕk)p(t− kT )
Los valores posibles para la fase sera´n:
ϕi =
pi
M
(2i+N) i = 0, 1 . . .M − 1
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(a) Forma de las sen˜ales (b) Constelacio´n
Figura 7.5: Sen˜ales transmitidas para una sen˜al digital banda base polar NRZ
siendo N = (0, 1).
Si la portadora f0 es un mu´ltiplo entero de la velocidad de s´ımbolo (f0 =
n
T
) las M sen˜ales
transmitidas sera´n:
si(t) = Accos(2pif0t+ ϕi)p(t)
= Ac (cosϕi cos 2pif0t− sinϕi sin 2pif0t) p(t)
= Ac (Ii cos 2pif0t−Qi sin 2pif0t) p(t)
en donde Ii y Qi son los s´ımbolos de las componentes digitales banda base en fase y en cuadra-
tura.
Como las sen˜ales cos 2pif0t y sin 2pif0t son ortogonales, es fa´cil ver que las sen˜ales {si(t)}
definen un espacio de dos dimensiones. Para formar la base ortonormal, elegimos:
φ1(t) =
cos 2pif0t√
T
2
p(t) φ2(t) = −sin 2pif0t√
T
2
p(t)
Con esta eleccio´n:
si(t) = Ac
√
T
2
(Iiφ1(t) +Qiφ2(t)) i = 1 . . .M
Es inmediato ver que todas las sen˜ales transmitidas tienen la misma energ´ıa Ei =
A2c
2
T . En
la figura 7.6 se ha representado la constelacio´n de las sen˜ales para M = 4 (QAM) y N = 1.
7.2. Receptor o´ptimo: enfoque probabil´ıstico
7.2.1. El criterio MAP
Consideremos la transmisio´n de M s´ımbolos {ai}M con probabilidades a priori p(ai) = pi.
Las probabilidades a priori son las probabilidades de emisio´n de los s´ımbolos, y por regla
general valdra´n pi =
1
M
, es decir, los s´ımbolos sera´n equiprobables. La transmisio´n del s´ımbolo
ai llevara´ asociada la transmisio´n de una sen˜al si(t), con probabilidad pi. A la sen˜al transmitida
se sumara´ el ruido del sistema n′(t). Llamamos r(t)|ai a la sen˜al recibida cuando el s´ımbolo
transmitido ha sido ai (o ~r|ai en la interpretacio´n vectorial):
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Figura 7.6: Representacio´n del espacio de la sen˜al en el caso QAM.
~r|ai = r(t)|ai = si(t) + n′(t) =
N∑
k=1
sikφk(t) +
N∑
k=1
nkφk(t) + n0(t)
=
N∑
k=1
(sik + nk)φk(t) + n0(t) =
N∑
k=1
rk|aiφk(t) + n0(t)
Segu´n se ha visto en la seccio´n 7.1, la componente n0(t) del ruido no pertenece al subespacio
de las sen˜ales, por lo que el receptor no podra´ detectarlo, y por lo tanto no lo tendremos en
cuenta.
Utilizando la sen˜al recibida, el receptor debera´ decidir cua´l de los M posibles s´ımbolos ha
sido el s´ımbolo transmitido. Desde un punto de vista estad´ıstico, el criterio MAP (Ma´ximo
A Posteriori) establece como estimacio´n del s´ımbolo transmitido aˆi aque´l que maximice la
probabilidad a posteriori p(ai|~r), la cual aplicando la regla de Bayes puede calcularse como:
p(ai|~r) = p(~r|ai)p(ai)
p(~r)
Y la estimacio´n del s´ımbolo transmitido aˆi se realiza buscando aque´l que maximiza la
expresio´n anterior:
aˆi = maxi {p(ai|~r)} = maxi
{
p(~r|ai)p(ai)
p(~r)
}
Como p(~r) no depende del s´ımbolo transmitido, maximizar la expresio´n anterior es equiva-
lente a maximizar:
aˆi = maxi {p(~r|ai)p(ai)} (7.2)
que se conoce como criterio MAP.
Si adema´s los s´ımbolos son equiprobables, entonces:
aˆi = maxi {p(ai|~r)} = maxi {p(~r|ai)}
criterio que se conoce como de ma´xima verosimilitud (criterio ML, de Maximum Likelihood).
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7.2.2. Las regiones de decisio´n
Para calcular p(~r|ai) en la ecuacio´n 7.2 sabemos que:
~r|ai = ~si + ~n =
N∑
k=1
(sik + nk) ~φk
p (~r|ai) = p(~si + ~n) =
N∏
k=1
p(sik + nk) =
N∏
k=1
p(rk|ai) (7.3)
La variable aleatoria rk|ai = sik + nk sera´ una variable aleatoria gaussiana, ya que nk es
gaussiana. Su media y varianza sera´n:
mrk|ai = E {sik + nk} = sik + E {nk}
E {nk} = E
{∫ T
0
n(t)φk(t)dt
}
=
∫ T
0
E {n(t)}φk(t)dt = 0
mrk|ai = sik
σ2rk = E
{
(rik|ai −mrk|ai)2
}
= E
{
n2k
}
= E
{∫ T
0
n(t)φk(t)dt
∫ T
0
n(λ)φk(λ)dλ
}
=
∫ T
0
φk(λ)
∫ T
0
E {n(t)n(λ)}φk(t)dtdλ =
∫ T
0
φk(λ)
∫ T
0
Rn(t− λ)φk(t)dtdλ
=
∫ T
0
φk(λ)
∫ T
0
η
2
δ(t− λ)φk(t)dt dλ = η
2
∫ T
0
φk(λ)
∫ T
0
δ(t− λ)φk(t)dt dλ
=
η
2
∫ T
0
φ2k(λ)
∫ T
0
δ(t− λ)dt dλ = η
2
∫ T
0
φ2k(λ)dλ =
η
2
Eφ =
η
2
(7.4)
Y por tanto, sustituyendo en la ecuacio´n 7.3:
p (~r|ai) =
N∏
k=1
p(rk|ai) =
N∏
k=1
1√
ηpi
e
−
(rk|ai − sik)2
η =
1
(ηpi)
N
2
e
−∑Nk=1 (rk|ai − sik)
2
η
Y aplicando ahora el criterio MAP (ec. 7.2):
aˆi = maxi {p (~r|ai) p(ai)}
= maxi
 p(ai)(ηpi)N2 e
−∑Nk=1 (rk|ai − sik)
2
η
 = maxi
p(ai)e
−∑Nk=1 (rk|ai − sik)
2
η

= maxi
{
ln p(ai)−
N∑
k=1
(rk|ai − sik)2
η
}
= mini
{
N∑
k=1
(rk|ai − sik)2 − η ln p(ai)
}
= mini
{
N∑
k=1
(rk|ai − sik)2 − η ln p(ai)
}
= mini
{
d2i − η ln p(ai)
}
(7.5)
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En el caso de s´ımbolos equiprobables, el sumando η ln p(ai) contribuira´ por igual a todos los
s´ımbolos, y la decisio´n estara´ basada exclusivamente en la distancia eucl´ıdea de la sen˜al recibida
a cada uno de los s´ımbolos de la constelacio´n coincidiendo con el criterio ML:
aˆi = maxi {p (~r|ai)} = mini
{
d2i
}
(7.6)
En la ecuacio´n 7.6 podemos ver que el s´ımbolo elegido sera´ aque´l que se encuentre ma´s pro´ximo
en el espacio de la sen˜al. De esta forma, cada punto de la constelacio´n o s´ımbolo ai llevara´ aso-
ciada una regio´n del plano (Zona de Decisio´n) Zi. Las figuras 7.7 representan estas regiones
de decisio´n para los casos unidimensional binario (7.7(a)) y M-ario (7.7(b)) y bidimensional
con M=4 (7.7(c)) y M=8 (7.7(d)).
(a) Caso binario unidimensional (b) Caso M-ario unidimensional
(c) Constelacio´n QAM (d) Constelacio´n PSK-8
Figura 7.7: Regiones de decisio´n
7.2.3. Regiones de decisio´n en el caso no equiprobable
En general las probabilidades a priori de los s´ımbolos son todas iguales ya que los bits de
fuente se aleatorizan utilizando secuencias de pseudo-ruido de forma que todos los s´ımbolos
tengan la misma probabilidad de emisio´n. Por eso aplicaremos el criterio MAP considerando
u´nicamente la mı´nima distancia eucl´ıdea para la decisio´n del s´ımbolo transmitido (criterio ML).
En este apartado estudiamos co´mo afecta el hecho de que los s´ımbolos no sean equiprobables
en las regiones de decisio´n en el caso simple de un sistema unidimensional binario.
Dada la sen˜al recibida ~r el criterio MAP con probabilidades de emisio´n a priori p(ai) = pi
elige aquel s´ımbolo aˆi tal que:
N∑
k=1
(rk − sik)2 − η ln pi −→Minimo
d2(~r, ~si)− η ln pi −→Minimo
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Como vemos, el valor de la probabilidad de emisio´n de cada s´ımbolo, corrige el valor de la
distancia al s´ımbolo, acorta´ndola tanto ma´s cuando mayor sea la probabilidad del s´ımbolo (la
funcio´n logaritmo es una funcio´n creciente).
Aplica´ndolo al caso binario unidimensional, suponiendo s´ımbolos con probabilidades de
emisio´n p1 y p2 las dos cantidades a comprarar sera´n:
(r − s1)2 − η ln p1 ≶ (r − s2)2 − η ln p2
La frontera de la regio´n de decisio´n se encontrara´ en el valor de r = VT correspondiente al
caso de igualdad:
(VT − s1)2 − η ln p1 = (VT − s2)2 − η ln p2
(VT − s1)2 − (VT − s2)2 = η ln p1
p2
d21 − d22 = η ln
p1
p2
(7.7)
En donde d1 y d2 son las distancias de cada s´ımbolo a la frontera de la regio´n de decisio´n
(al umbral de decisio´n).
Como podemos ver en 7.7 el s´ımbolo que tenga la mayor probabilidad de emisio´n, tendra´ la
mayor distancia al umbral, por lo tanto vera´ ampliada su regio´n de decisio´n (ver figura 7.8):
Si p1 = p2 ⇒ d1 = d2 y la frontera esta´ equidistante de ambos s´ımbolos
Si p1 > p2 ⇒ d1 > d2 y se amplia la regio´n de decisio´n de a1
Si p1 < p2 ⇒ d1 < d2 y se amplia la regio´n de decisio´n de a2
Figura 7.8: Umbral de decisio´n VT y Zonas de decisio´n Zi para el caso p2 > p1
7.3. Ca´lculo de la probabilidad de error
En este apartado calcularemos la probabilidad de cometer un error en la deteccio´n de un
s´ımbolo. Para M s´ımbolos ai transmitidos, la probabilidad de error por s´ımbolo p(e) puede
calcularse como:
p(e) =
M∑
i=1
p(e|ai)p(ai)
en donde p(e|ai) es la probabilidad de error condicionada a la transmisio´n del s´ımbolo ai, y
p(ai) es la probabilidad de emisio´n del s´ımbolo (probabilidades a priori).
Para calcular p(e|ai) aplicaremos el criterio MAP (ecuacio´n 7.5):
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N∑
k=1
(rk − sik)2 − η ln p(ai)→ Mı´nimo
d2i − η ln p(ai)→ Mı´nimo
siendo di la distancia eucl´ıdea de la sen˜al recibida al s´ımbolo ai y
η
2
la varianza del ruido. Segu´n
este criterio, cada s´ımbolo llevara´ asociada una regio´n de decisio´n Zi. Cuando se transmita el
s´ımbolo ai se cometera´ un error si la sen˜al recibida se encuentra fuera de la regio´n de decisio´n
asociada al s´ımbolo ai:
p(e|ai) = p(~r /∈ Zi)
En los pro´ximos apartados calcularemos este valor para las diferentes constelaciones, consi-
derando en todos los casos s´ımbolos equiprobables.
7.3.1. Espacios unidimensionales
La figura 7.7(b) representa el espacio de las sen˜ales para este caso. Las sen˜ales transmitidas
sera´n:
si(t) = siφ(t) i = 1 . . .M (7.8)
siendo si =< ~si, ~φ >.
Figura 7.9: Receptor o´ptimo para un espacio de sen˜ales unidimensional
El receptor o´ptimo utilizara´ un u´nico correlador, que proyectara´ la sen˜al recibida r(t) sobre
el vector φ(t), representado en la figura 7.9. Suponiendo la transmisio´n del s´ımbolo ai la sen˜al
recibida sera´ si(t) + n(t) y su proyeccio´n r caera´ en alguna de las regiones de decisio´n Zi de la
figura 7.7(b). La decisio´n por tanto implica conocer los valores de los umbrales de decisio´n, o
las fronteras de las regiones de decisio´n y se cometera´ un error cuando dicha proyeccio´n r caiga
fuera del intervalo Zi asociado al s´ımbolo ai. Considerando el s´ımbolo a1:
p(e|a1) = p(r|a1 /∈ Z1) = p(s1 + n /∈ Z1) = p(n > d/2)
n es una variable aleatoria gausiana, de media cero y varianza
η
2
segu´n vimos en 7.4. Por
eso:
p(n > d/2) =
∫ ∞
d/2
1√
piη
e−
n2
η dn = Q
(
d/2√
η/2
)
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(a) p(e|s1)
(b) p(e|sM )
(c) p(e|si), i 6= 1,M
Figura 7.10: Zonas de decisio´n y probabilidades de error condicionadas en un espacio unidi-
mensional
Este valor corresponde al a´rea sombreada en la gausiana de la figura 7.10(a).
De forma totalmente sime´trica, para el s´ımbolo del otro extremo sM :
p(e|aM) = p(r|aM /∈ ZM) = p(sM + n /∈ ZM)
= p(n < −d/2) =
∫ −d/2
−∞
1√
piη
e−
n2
η dn = Q
(
d/2√
η/2
)
= p(e|a1)
Para los s´ımbolos interiores, la regio´n de decisio´n esta´ acotada por ambos lados al intervalo
(−d/2, d/2) y por lo tanto ahora:
p(e|ai) = p(r|ai /∈ Zi) = p(si + n /∈ Zi) + p(si − n /∈ Zi)
= 2Q
(
d/2√
η/2
)
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Por tanto:
p(e) =
1
M
M∑
i=1
p(e|ai) = 1
M
(
2Q
(
d/2√
η/2
)
+ (M − 2)2Q
(
d/2√
η/2
))
=
2(M − 1)
M
Q
(
d/2√
η/2
)
Como ya se ha visto en temas anteriores, el a´rea de la cola de la gaussiana (funcio´n Q) esta´
tabulada y para calcularla utilizaremos la gra´fica adjunta al final de este tema (figura 7.14).
7.3.1.1. Sen˜al binaria
Considerando un sistema binario (M = 2) y unidimensional (N = 1), vamos a calcular la
probabilidad de error para los casos unipolar y polar.
Caso unipolar En el caso unipolar, en 7.8 tenemos:
s1 = 0, s2 =
√
E2
Y por tanto la energ´ıa media por s´ımbolo Es =
1
2
E2 = Eb, en donde Eb =
Es
log2M
es la energ´ıa
media por bit (con M = 2 para el sistema binario). La distancia entre ambos s´ımbolos sera´
d =
√
E2 =
√
2Es, de forma que la probabilidad de error:
p(e) = Q
(√
Es
η
)
= Q
(√
Eb
η
)
= Q (
√
γb) (7.9)
en donde se ha introducido el para´metro γb =
Eb
η
que representa la relacio´n sen˜al a ruido
presente en el sistema, y que nos permitira´ realizar la comparacio´n entre diferentes te´cnicas de
modulacio´n. La expresio´n 7.9 obtenida sera´ va´lida para espacios unidimensionales binarios y
unipolares, tanto banda base como paso banda (como por ejemplo la sen˜al OOK). Finalmente,
en el disen˜o del receptor o´ptimo segu´n la configuracio´n de la figura 7.9, el sistema de decisio´n
tendra´ el umbral en VT =
√
2Eb
2
y decidira´ segu´n el criterio:
r
a1
≶ VT
a2
Caso polar Considerando ahora el caso polar, en 7.8 tenemos:
s1 = −
√
E1, s2 =
√
E2 E1 = E2 = Es = Eb
En este caso la distancia entre ambos s´ımbolos sera´ d = 2
√
Es, y el umbral se encontrara´ en el
origen VT = 0. La probabilidad de error:
p(e) = Q
(√
2Es
η
)
= Q
(√
2Eb
η
)
= Q
(√
2γb
)
(7.10)
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Como puede observarse comparando las expresiones 7.9 y 7.10, a igualdad de energ´ıa media
por bit, la probabilidad de error en el caso unipolar es mayor que en el caso polar, y que la
funcio´n Q es una funcio´n decreciente. La figura 7.11 muestra la probabilidad de error para
ambos casos. De forma equivalente, podemos afirmar que para obtener la misma probabilidad
de error, es necesario proporcionar mayor potencia a la sen˜al en el caso unipolar que en el caso
polar. Si llamamos Epb a la energ´ıa media por bit necesaria para obtener una cierta p(e) en un
sistema polar, podemos calcular la energ´ıa media por bit necesaria para mantener la misma
p(e), Eub , en caso unipolar:
Eub
η
=
2Epb
η
Eub = 2E
p
b
10 logEub = 10 logE
p
b + 3 dB
Es decir, se requiere un incremento de potencia en la sen˜al unipolar transmitida de 3 dB
para igualar el caso polar.
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Figura 7.11: Probabilidad de error por s´ımbolo para los casos binario y cuaternario, polar y
unipolar
7.3.1.2. Sen˜al cuaternaria
Considerando ahora un sistema unidimensional cuaternario (M = 4), calcularemos la pro-
babilidad de error para los casos unipolar y polar.
Caso unipolar Consideremos el conjunto de sen˜ales descrito por 7.1, con M = 4, y φ(t) =
1√
Ep
p(t), cuya constelacio´n se ha representado en la figura 7.4. Como puede verse en la figura,
la distancia entre s´ımbolos adyacentes es d = A
√
Ep y la energ´ıa media por s´ımbolo sera´:
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Es =
1
4
A2Ep(0 + 1 + 4 + 9) =
7
2
d2 = 2Eb
en donde Eb =
Es
log2M
es la energ´ıa media por bit.
A continuacio´n calculamos las probabilidades de error condicionadas para cada s´ımbolo:
p(e|a1) = p(e|a4) = Q
(
d/2√
η/2
)
para los s´ımbolos extremos
p(e|a2) = p(e|a3) = 2Q
(
d/2√
η/2
)
para los s´ımbolos internos
De esta forma la probabilidad de error:
p(e) =
1
4
(
2Q
(
d/2√
η/2
)
+ 4Q
(
d/2√
η/2
))
=
3
2
Q
(√
d2
2η
)
=
3
2
Q
(√
Es
7η
)
=
3
2
Q
(√
2Eb
7η
)
=
3
2
Q
(√
2
7
γb
)
(7.11)
En el disen˜o del receptor o´ptimo segu´n la configuracio´n de la figura 7.9, el sistema de decisio´n
tendra´ los umbrales en los puntos centrales de los intervalos entre s´ımbolos:
Si r <
d
2
⇒ aˆ1
Si
d
2
<r <
3d
2
⇒ aˆ2
Si
3d
2
<r <
5d
2
⇒ aˆ3
Si r >
5d
2
⇒ aˆ4
siendo d =
√
4Eb
7
.
Caso polar Considerando ahora el caso polar, las sen˜ales transmitidas son:
s1(t) = +
A
2
p(t) s3(t) = −A
2
p(t)
s2(t) = +
3A
2
p(t) s4(t) = −3A
2
p(t)
de forma que para las proyecciones en el espacio unidimensional (ecuacio´n 7.8) obtenemos:
s1 = +
A
2
√
Ep s3 = −A
2
√
Ep
s2 = +
3A
2
√
Ep s4 = −3A
2
√
Ep
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Y φ(t) =
1√
Ep
p(t), al igual que en el caso unipolar.
En este caso, la distancia entre s´ımbolos es d = A
√
Ep, y la energ´ıa media por s´ımbolo
Es =
1
4
A2Ep
(
2
9
4
+ 2
1
4
)
= A2Ep
5
4
=
5
4
d2 = 2Eb en donde Eb =
Es
log2M
es la energ´ıa media
por bit. Repitiendo los pasos seguidos para el caso unipolar, calculamos la probabilidad de error
por s´ımbolo, obtenie´ndose:
p(e) =
1
4
(
2Q
(
d/2√
η/2
)
+ 4Q
(
d/2√
η/2
))
=
3
2
Q
(√
d2
2η
)
=
3
2
Q
(√
2Es
5η
)
=
3
2
Q
(√
4Eb
5η
)
=
3
2
Q
(√
4
5
γb
)
(7.12)
Como puede observarse comparando las expresiones 7.11 y 7.12, a igualdad de energ´ıa
media por bit, la probabilidad de error en el caso unipolar es superior a la probabilidad de
error en el caso polar, al igual que ocurr´ıa en el caso binario. Tambie´n ahora podemos calcular
el incremento de energ´ıa que sera´ necesario proporcionar a la sen˜al unipolar con respecto a la
necesaria para el caso polar, si se desea obtener la misma probabilidad de error:
2Eub
7η
=
4Epb
5η
Eub = 2, 8E
p
b
10 logEub = 10 logE
p
b + 4, 47dB
Es decir, es necesario un incremento de 4, 47 dB en la potencia de la sen˜al transmitida
para lograr la misma probabilidad de error en el caso unipolar que en el polar para el sistema
cuaternario.
La figura 7.11 representa estas probabilidades de error por s´ımbolo (SER - Symbol Error
Rate) para estos casos.
7.3.2. Espacios bidimensionales
En un espacio bidimensional las sen˜ales transmitidas sera´n:
si(t) = si1φ1(t) + si2φ2(t) i = 1 . . .M (7.13)
siendo si1 =< ~si, ~φ1 > y si2 =< ~si2, ~φ2 > las proyecciones de las sen˜ales ~si en las direcciones de
~φ1 y ~φ2.
El receptor o´ptimo en este caso utilizara´ dos correladores para obtener las dos proyecciones
r1 y r2 sobre el espacio bidimensional (figura 7.12). El sistema de decisio´n debera´ conocer las
regiones de decisio´n (en este caso, a´reas) y se producira´ un error cuando la sen˜al recibida caiga
fuera de la regio´n de decisio´n asociada al s´ımbolo transmitido. Realizaremos el ca´lculo de la
probabilidad de error u´nicamente para el caso de M=4.
M=4 Consideramos en primer lugar una constelacio´n como la de la figura 7.7(c).
Supongamos la transmisio´n del s´ımbolo ~s1. Se cometera´ un error si la sen˜al recibida se
encuentra fuera del cuadrante correspondiente al s´ımbolo (regio´n Z0). En este caso, es ma´s
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Figura 7.12: Esquema del receptor o´ptimo bidimensional. El sistema de decisio´n debera´ co-
nocer las regiones de decisio´n asociadas a cada s´ımbolo.
sencillo calcular la probabilidad de error considerando la probabilidad de decisio´n correcta, que
se dara´ cuando r1 > 0 y al mismo tiempo r2 > 0, tal y como se ha representado en la figura
7.13:
p(e/s0) = 1− p(c/s0) = 1− (p(r1 > 0)p(r2 > 0))
= 1− (p(n1 > −d/2)p(n2 > −d/2))
= 1−
(
1−Q
(
d/2√
η/2
))2
= 2Q
(
d/2√
η/2
)
−
(
Q
(
d/2√
η/2
))2
Teniendo en cuenta que Q
(
d/2√
η/2
)
<< 1 la expresio´n anterior podra´ escribirse como:
p(e/s0) ' 2Q
(
d/2√
η/2
)
Y teniendo en cuenta que todos los s´ımbolos son equiprobables y la simetr´ıa del espacio de
la sen˜al:
p(e) ' 2Q
(
d/2√
η/2
)
As´ı por ejemplo para el caso QAM o QPSK, en el que la separacio´n d entre las sen˜ales vale:
d = 2Ac
√
T/2 cos(pi/4) = 2
√
Es cos(pi/4) =
√
2Es
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Figura 7.13: Ca´lculo de la probabilidad de error en un espacio bidimensional. Se ha sombreado
la probabilidad de deteccio´n correcta en cada una de las direcciones.
la probabilidad de error por s´ımbolo valdra´:
p(e) ' 2Q
(√
Es
η
)
= 2Q
(√
2Es
η
)
= 2Q
(√
2γb
)
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Figura 7.14: Funcio´n Q(x): A´rea de la cola de la gaussiana
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Ape´ndice A
Conceptos ba´sicos de sen˜ales y sistemas
A.1. Transformada de Fourier usando f
En cursos precedentes, se ha utilizado la siguiente definicio´n para la transformada de Fourier
de una sen˜al x(t):
x(t)
F←→ X(ω) (A.1)
X(ω) =
∫ ∞
−∞
x(t)e−jωtdt (A.2)
x(t) =
1
2pi
∫ ∞
−∞
X(ω)ejωtdω (A.3)
En esta definicio´n, la variable ω tiene unidades de radianes/segundo. En comunicaciones sin
embargo, se trabaja habitualmente con unidades de frecuencia (Hercios=Hz o´ ciclos por
segundo=s−1), y dado que 1 ciclo se corresponde con 2pi radianes, ω = 2pif , y la expresio´n
para la Transformada de Fourier (directa e inversa) nos queda:
X(f) = X(ω)|ω=2pif =
∫ ∞
−∞
x(t)e−j2piftdt = F{x(t)} (A.4)
x(t) =
1
2pi
∫ ∞
−∞
X(ω)ejωtdω|ω=2pif = 1
2pi
∫ ∞
−∞
X(f)ej2pift2pidf
=
∫ ∞
−∞
X(f)ej2piftdf = F−1{X(f)} (A.5)
Como se puede ver en A.4 las expresiones de las transformadas utilizando f podemos ob-
tenerlas a partir de las expresiones (ya conocidas) utilizando ω simplemente haciendo la susti-
tucio´n ω = 2pif . Sin embargo, en algunos casos especiales (fundamentalmente en aquellos en
los que interviene la funcio´n δ) habra´ que ser cuidadoso al realizar el cambio. Por eso vamos
a repasar a continuacio´n algunas de las transformadas y propiedades de la transformada ma´s
relevantes.
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A.2. Transformadas de Fourier de sen˜ales ba´sicas. Pro-
piedades
En este apartado repasaremos las propiedades de la transformada de Fourier y al mismo
tiempo algunas de las transformadas ba´sicas que ma´s frecuentemente vamos a utilizar en el
curso.
A.2.1. Dualidad
Como puede deducirse de las expresiones (??) y (??), las expresiones de la transformada
directa e inversa de Fourier usando f difieren u´nicamente en el signo de la exponencial y se
puede escribir que:
X(f) =
∫ ∞
−∞
x(t)e−j2piftdt = |λ = t| =
∫ ∞
−∞
x(λ)e−j2pifλdλ
X(t) =
∫ ∞
−∞
x(λ)e−j2pitλdλ = |µ = −λ| =
∫ ∞
−∞
x(−µ)ej2pitµdµ =
= |µ = f | =
∫ ∞
−∞
x(−f)ej2pitfdf = F−1{x(−f)}
x(t)
F←→ X(f)
X(t)
F←→ x(−f)
A.2.2. La funcio´n delta
La funcio´n delta de dirac δ(x) es una funcio´n especial que representa un valor infinito en
x = 0 y vale cero para todo el resto de valores de x. Adema´s, es tal que su a´rea vale la unidad:∫ ∞
−∞
δ(x)dx = 1
Por ello: ∫ ∞
−∞
δ(ω)dω = 1 = {ω = 2pif} =
∫ ∞
−∞
δ(2pif)2pidf = 1
Y como por otro lado: ∫ ∞
−∞
δ(f)df = 1
Se deduce que
δ(f) = 2piδ(ω)|w=2pif
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Recordamos adema´s que el producto de una funcio´n x(t) por una delta obtendremos otra delta
en la misma posicio´n, y cuyo a´rea vendra´ dada por el valor de la funcio´n para ese valor de t:
x(t) · δ(t− t0) = x(t0) · δ(t− t0)
As´ı, si calculamos la transformada de Fourier de la funcio´n delta:
F{δ(t)} =
∫ ∞
−∞
δ(t)e−j2piftdt =
∫ ∞
−∞
δ(t)dt = 1
δ(t)
F←→ 1
1
F←→ δ(f)
A.2.3. Retardos, desplazamientos y funciones senoidales
Si se aplica un retardo constante t0 a una funcio´n, en el dominio de la frecuencia an˜adimos
una fase lineal a su transformada, lo que implica que su transformada queda multiplicada por
la exponencial compleja. En el caso ma´s simple:
δ(t)
F←→ 1
δ(t− t0) F←→ e−jωt0 = e−j2pift0
Y para una sen˜al x(t):
x(t)
F←→ X(ω)
x(t− t0) F←→ X(ω)e−jωt0 = X(f)e−j2pift0
Si aplicamos un desplazamiento en el dominio de la frecuencia, la exponencial compleja la
encontraremos en el dominio temporal:
1
F←→ δ(f)
ej2pif0t
F←→ δ(f − f0)
De donde podemos ver que:
cos 2pif0t
F←→ 1
2
{δ(f − f0) + δ(f + f0)}
sin 2pif0t
F←→ 1
2j
{δ(f − f0)− δ(f + f0)}
Aplicando el desplazamiento frecuencial a una sen˜al x(t):
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x(t)
F←→ X(f)
x(t)ej2pif0t
F←→ X(f − f0)
Y de la expresio´n anterior podemos deducir:
x(t)
F←→ X(f)
x(t)ej2pif0t
F←→ X(f − f0)
x(t)e−j2pif0t F←→ X(f + f0)
x(t) cos 2pif0t
F←→ 1
2
{X(f − f0) +X(f + f0)}
x(t) sin 2pif0t
F←→ 1
2j
{X(f − f0)−X(f + f0)}
Esta propiedad se conoce como la propiedad de modulacio´n, ya que si la sen˜al x(t) es de tipo
paso bajo, de forma que X(f) 6= 0 para |f | < B Hz, tras el producto por el seno o el coseno,
sera´ una sen˜al paso banda definida en una banda frecuencial de anchura 2B Hz alrededor del
valor f0.
A.2.4. Convolucio´n
Consideremos la operacio´n de convolucio´n de dos sen˜ales x(t) y h(t), representada simbo´li-
camente por el s´ımbolo ∗ y calculada como sabemos a trave´s de la expresio´n:
y(t) = x(t) ∗ h(t) =
∫ ∞
−∞
x(t− τ)h(τ)dτ (A.6)
Si h(t) es la respuesta al impulso de un sistema y x(t) es la entrada al sistema, y(t) sera´ la
salida obtenida.
Retardo temporal Como sabemos, en un sistema lineal e invariante, la respuesta a una
entrada retardada sera´ la misma respuesta a la sen˜al original, tambie´n retardada en la misma
cantidad. Es decir, si la entrada al sistema h(t) es x(t− t0), entonces:
x(t− t0) ∗ h(t) =
∫ ∞
−∞
x(t− t0 − τ)h(τ)dτ = y(t− t0)
Adema´s, obtendr´ıamos la misma salida si el retardo se aplica sobre h(t):
x(t) ∗ h(t− t0) =
∫ ∞
−∞
x(t− τ)h(τ − t0)dτ = {τ − t0 = µ}
=
∫ ∞
−∞
x(t− (µ+ t0))h(µ)dµ =
∫ ∞
−∞
x(t− t0 − µ))h(µ)dµ
= x(t− t0) ∗ h(t) = y(t− t0)
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Inversio´n temporal Consideremos ahora la salida del sistema y(−t). Estamos interesados
en conocer que´ operaciones habr´ıa que realizar sobre x(t) o sobre h(t) o sobre ambas sen˜ales,
para obtener y(−t) por convolucio´n:
y(t) =
∫ ∞
−∞
x(t− τ)h(τ)dτ
y(−t) =
∫ ∞
−∞
x(−t− τ)h(τ)dτ (A.7)
¿Cua´les son las dos sen˜ales que se esta´n convolucionando en A.7? Para responder a la
pregunta, vamos a analizar las operaciones necesarias para realizar la convolucio´n x(t) ∗ h(t):
1. Cambiar t por τ , obteniendo x(τ) y h(τ)
2. Invertir temporalmente x(τ): cambiamos τ por −τ , obteniendo x(−τ).
3. Posicionar x(−τ) en τ = t: cambiamos τ por τ − t, obteniendo x(−(τ − t)) = x(t− τ)
4. Calcular el a´rea bajo el producto de x(t− τ)h(τ)
La tabla A.1 resume las operaciones anteriores, y las expresiones que se obtienen para
diferentes casos:
Paso 1 Paso 2 Paso 3 Paso 4
t→ τ τ → −τ τ → τ − t ∫∞∞ (·)dτ
x(t) ∗ h(t) x(τ) x(−τ) x(t− τ) ∫∞−∞ x(t− τ)h(τ)dτ
x(−t) ∗ h(t) x(−τ) x(τ) x(τ − t) ∫∞−∞ x(τ − t)h(τ)dτ
x(t) ∗ h(−t) x(τ) x(−τ) x(t− τ) ∫∞−∞ x(t− τ)h(−τ)dτ
x(−t) ∗ h(−t) x(−τ) x(τ) x(τ − t) ∫∞−∞ x(τ − t)h(−τ)dτ
Tabla A.1: Pasos seguidos en el ca´lculo de la convolucio´n
Por lo tanto:
x(−t) ∗ h(t) =
∫ ∞
−∞
x(τ − t)h(τ)dτ
que es diferente de la expresio´n buscada A.7.
Si en A.7 hacemos el cambio de variable µ = −τ :
y(−t) =
∫ ∞
−∞
x(−t+ µ)h(−µ)dµ =
∫ ∞
−∞
x(µ− t)h(−µ)dµ
= x(−t) ∗ h(−t)
Es decir, para obtener la salida invertida es necesario invertir tanto x(t) como h(t).
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A.2.5. Exponencial real
Una sen˜al muy utilizada es la exponencial causal decreciente x(t) = e−αtu(t) en donde u(t)
es la funcio´n escalo´n unitario:
u(t) =

1 si t > 0
1
2
si t = 0
0 si t < 0
x(t) =

e−αt si t > 0
1
2
si t = 0
0 si t < 0
Para que x(t) sea una sen˜al acotada, es decir para ser una exponencial decreciente, es necesario
que α > 0. El valor de α se corresponde con la velocidad de ca´ıda de la exponencial, y cuanto
mayor sea, ma´s ra´pidamente decae el valor de x(t) hacia cero. Su inverso es la constante de
tiempo de la exponencial τ =
1
α
, y se corresponde con el valor de t para el cual x(t) decae a
1
e
de su valor en el origen.
La transformada de Fourier es:
X(f) =
1
α + j2pif
Para representar esta transformada, al ser una funcio´n compleja, debemos obtener previamente
el mo´dulo y la fase de la transformada 1:
|X(f)| = 1√
α2 + (2pif)2
∠X(f) = − arctan 2pif
α
A.2.6. Pulso rectangular y pulso triangular
Pulso rectangular: El pulso rectangular es una funcio´n de duracio´n finita muy utilizada en
comunicaciones, por un lado porque permite seleccionar intervalos de duracio´n finita en una
sen˜al de duracio´n infinita, y por otro porque es la funcio´n ba´sica de un tren de pulsos, que es
la sen˜al ma´s simple utilizada en las comunicaciones digitales.
El pulso rectangular ba´sico p(t) se define como:
p(t) = Π
(
t
T
)
=

1 si |t| < T
2
0 si |t| > T
2
1Tambie´n podr´ıamos representar su parte real y su parte imaginaria, pero no es lo ma´s habitual cuando
representamos la transformada de Fourier
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Y su transformada usando ω es:
Π
(
t
T
)
F←→ 2sin (ωT/2)
ω
Sustituyendo ω = 2pif expresamos su transformada de Fourier utilizando f a trave´s de la
funcio´n sinc:
Π
(
t
T
)
F←→ T sin pifT
pifT
= T sinc fT
La funcio´n sincx, representada en la figura A.1 es una funcio´n muy empleada que se define
como:
sincx =
sinpix
pix
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Figura A.1: Representacio´n de las funciones sinc x y sinc2 x.
Puede observarse que la funcio´n sinc presenta ceros perio´dicos en el conjunto de nu´meros
enteros (xi = ±1,±2, ...) (salvo para el origen). La transformada de Fourier del pulso rec-
tangular de duracio´n T presentara´ estos ceros en los mu´ltiplos enteros de
1
T
, es decir para
fi = ± 1
T
,± 2
T
,± 3
T
.... As´ı, por ejemplo, un pulso rectangular de duracio´n 1ms presentara´ en
su transformada ceros perio´dicos en mu´ltiplos de 1 kHz.
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Pulso triangular: El pulso triangular es tambie´n de duracio´n finita, y el pulso triangular
ba´sico suele definirse de duracio´n 2T:
∆
(
t
T
)
=

1 +
t
T
si − T < t < 0
0 si |t| > T
1− t
T
si 0 < t < T
=
1−
|t|
T
si |t| < T
0 si |t| > T
El pulso triangular puede obtenerse a trave´s de la convolucio´n de dos pulsos rectangulares, cada
uno con una duracio´n mitad de la del pulso triangular resultante (en el caso de un triangulo
iso´sceles, es decir, con simetr´ıa par con respecto al origen):
∆
(
t
T
)
=
1
T
Π
(
1
T
)
∗ Π
(
1
T
)
A partir de esta expresio´n, y sabiendo que convolucionar en un dominio es multiplicar en el
otro dominio:
∆
(
t
T
)
F←→ T sinc2 fT
La funcio´n sinc2 x se encuentra representada en la figura A.1.
Lo´gicamente, esta funcio´n tambie´n presenta ceros en el conjunto de nu´meros enteros (xi =
±1,±2, ...) (salvo para el origen). En la transformada del pulso triangular de duracio´n 2T , estos
ceros aparecen tambie´n para los valores de f mu´ltiplos enteros de
1
T
. Por ello, para un pulso
triangular de duracio´n 1ms (por tanto T = 0, 5ms) la transformada de Fourier presentara´ su
primer cero en 2 kHz.
Por otra parte, la funcio´n toma u´nicamente valores positivos y los lo´bulos secundarios de
la funcio´n son de menor amplitud que en el caso de la funcio´n sinc. As´ı, la funcio´n tiende ma´s
ra´pidamente a cero al crecer el valor de la variable independiente.
A.3. Valor medio
Para una funcio´n cont´ınua x(t) definida en un intervalo [a, b] el valor medio de la funcio´n
en dicho intervalo se define como:
xm =
1
|a− b|
∫ b
a
x(t)dt
Es decir, es el a´rea bajo la funcio´n en el intervalo, dividido por la duracio´n del intervalo.
Esta expresio´n sin embargo, no puede aplicarse directamente a sen˜ales de duracio´n infinita.
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El valor medio o promedio temporal de una sen˜al x(t) se define como:
< x(t) >= l´ım
T→∞
1
T
∫
T
x(t)dt
En el caso de sen˜ales perio´dicas, es fa´cil ver que:
< x(t) >=
1
T
∫
T
x(t)dt
en donde T es el periodo de la sen˜al.
A.4. Energ´ıa y Potencia
Se define la Energ´ıa de una sen˜al x(t) mediante la siguiente expresio´n:
Ex =
∫ +∞
−∞
|x(t)|2dt
Las sen˜ales cuya energ´ıa Ex es una cantidad finita se dice que son sen˜ales de Energ´ıa Finita.
Todas aque´llas sen˜ales cuya duracio´n sea finita, acotadas a un intervalo T , sera´n de Energ´ıa
finita. Sin embargo, esta no es una condicio´n necesaria, ya que hay muchas sen˜ales cuya duracio´n
es infinita, cuya Energ´ıa es una cantidad finita. Por ejemplo, para la exponencial real decreciente
x(t) = Ae−αtu(t):
Ex =
∫ +∞
0
A2e−2αtdt =
A2
2α
Por otro lado, se define la Potencia de una sen˜al x(t) mediante la expresio´n:
Px = l´ım
T→∞
1
T
∫
T
|x(t)|2dt (A.8)
Las sen˜ales cuyo valor de Px es una cantidad finita se dice que son sen˜ales de Potencia
Media Finita.
Es inmediato ver que para una sen˜al de Energ´ıa Finita, el valor de su potencia sera´ cero
(Px = 0).
Un caso particular muy importante para las sen˜ales de Potencia Media Finita son las sen˜ales
perio´dicas. Para ellas, partiendo de la expresio´n A.8, y tomando para T = NT0 siendo T0 el
periodo de la sen˜al:
Px = l´ım
T→∞
1
T
∫
T
|x(t)|2dt = l´ım
N→∞
1
NT0
∫
T
|x(t)|2dt
= l´ım
N→∞
1
NT0
N
∫
T0
|x(t)|2dt
=
1
T0
∫
T0
|x(t)|2dt (A.9)
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A.5. Correlacio´n cruzada y autocorrelacio´n
Consideremos dos sen˜ales de energ´ıa finita, x(t) e y(t). Una buena estrategia para evaluar
la diferencia que existe entre ellas puede ser calcular la energ´ıa que existe en su diferencia:
d2(x(t), y(t)) =
∫ ∞
−∞
|x(t)− y(t)|2dt
=
∫ ∞
−∞
|x(t)|2dt+
∫ ∞
−∞
|y(t)|2dt− 2
∫ ∞
−∞
x(t)y(t)dt
= Ex + Ey − 2
∫ ∞
−∞
x(t)y(t)dt
As´ı, el a´rea bajo el producto de dos sen˜ales es una buena medida del parecido entre dos
sen˜ales. Sin embargo, esta medida supone que ambas sen˜ales esta´n alineadas. Es decir, no tiene
en cuenta que el parecido en la forma de dos sen˜ales puede cambiar si a una de ellas se le aplica
un cierto desplazamiento. Esto es lo que hace precisamente la funcio´n de correlacio´n cruzada:
Rxy(τ) =
∫ ∞
−∞
x(t)y(t− τ)dt = {t− τ = t′}
=
∫ ∞
−∞
x(t′ + τ)y(t′)dt′
Para sen˜ales complejas, la definicio´n de la Funcio´n de correlacio´n cruzada, para dos sen˜ales
de energ´ıa finita es:
Rxy(τ) =
∫ ∞
−∞
x(t)y∗(t− τ)dt = {t− τ = t′}
=
∫ ∞
−∞
x(t′ + τ)y∗(t′)dt′
Para sen˜ales de potencia media finita, la definicio´n es similar:
Rxy(τ) = l´ım
T→∞
1
T
∫
T
x(t+ τ)y∗(t)dt
Y si las sen˜ales son perio´dicas:
Rxy(τ) =
1
T
∫
T
x(t+ τ)y∗(t)dt
en donde T es un mu´ltiplo comu´n de los periodos Tx y Ty de las sen˜ales perio´dicas x(t) e y(t).
La funcio´n de Autocorrelacio´n es la funcio´n de correlacio´n de una sen˜al x(t) consigo
misma. Para sen˜ales de Energ´ıa Finita:
Rx(τ) =
∫ ∞
−∞
x(t+ τ)x∗(t)dt
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Para sen˜ales de potencia media finita, la definicio´n es similar:
Rx(τ) = l´ım
T→∞
1
T
∫
T
x(t+ τ)x∗(t)dt
Y si la sen˜al es perio´dica:
Rx(τ) =
1
T
∫
T
x(t+ τ)x∗(t)dt
en donde T es el periodo o un mu´ltiplo del periodo.
Esta funcio´n medira´ el parecido de una sen˜al con ella misma desplazada τ .
Propiedades de la funcio´n de autocorrelacio´n
El valor en el origen de la funcio´n de autocorrelacio´n es la energ´ıa de la sen˜al:
Rx(0) =
∫ ∞
−∞
|x(t)|2dt = Ex
Para sen˜ales de Potencia Media Finita:
Rx(0) = l´ım
T→∞
1
T
∫
T
|x(t)|2dt
Y para sen˜ales perio´dicas:
Rx(0) =
1
T
∫
T
|x(t)|2dt
Para las sen˜ales de Potencia Media Finita, el valor de la Autocorrelacio´n en el origen es
la Potencia de la sen˜al:
Rx(0) = Px
La funcio´n de autocorrelacio´n tiene simetr´ıa hermı´tica:
Rx(τ) = R
∗
x(−τ)
Si la sen˜al es real, entonces la funcio´n de autocorrelacio´n tambie´n sera´ real y por lo tanto
tendra´ simetr´ıa par:
Rx(τ) = Rx(−τ)
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La funcio´n de autocorrelacio´n tiene un ma´ximo absoluto en el origen:
Rx(0) ≥ |Rx(τ)|
El caso de igualdad para un cierto valor de τ = τ0 u´nicamente puede darse en el caso de
que la funcio´n de autocorrelacio´n sea perio´dica (es decir, si el ma´ximo del origen se alcanza
para algu´n otro valor de τ = τ0, entonces va a darse tambie´n en todos los mu´ltiplos de
τ0).
La transformada de Fourier de la funcio´n de autocorrelacio´n es la funcio´n de Densidad
Espectral de Energ´ıa (para sen˜ales de Energ´ıa Finita) o la funcio´n de Densidad
Espectral de Potencia (para sen˜ales de Potencia Media Finita):
Para sen˜ales de EF:
Rx(τ)
F←→ Sx(f) = |X(f)|2
Para sen˜ales de PMF perio´dicas:
Rx(τ)
F←→ Gx(f) =
∞∑
−∞
|Cn|2δ(f − nf0)
en donde los Cn son los coeficientes del desarrollo en serie de Fouier de la sen˜al perio´dica
y f0 =
1
T
es la frecuencia fundamental.
Y para otras sen˜ales de PMF no perio´dicas:
Rx(τ)
F←→ Gx(f) = l´ım
T→∞
|XT (f)|2
T
en donde T es un intervalo convenientemente elegido.
A.5.1. Teorema de Parseval
El teorema de Parseval aplicado a la Energ´ıa (para sen˜ales de Energ´ıa Finita) establece que:
Ex =
∫ +∞
−∞
|x(t)|2dt =
∫ +∞
−∞
|X(f)|2df
Efectivamente: ∫ +∞
−∞
|x(t)|2dt =
∫ +∞
−∞
x(t)
(∫ ∞
−∞
X∗(f)e−j2piftdf
)
dt
=
∫ +∞
−∞
X∗(f)
(∫ ∞
−∞
x(t)e−j2piftdt
)
df
=
∫ +∞
−∞
|X(f)|2df
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A.6. Tabla de transformadas ba´sicas de Fourier
Tabla de pares de transformadas de Fourier 
 
𝒙𝒙(𝒕𝒕) 𝑿𝑿(𝒇𝒇) = � 𝒙𝒙(𝒕𝒕)𝒆𝒆−𝒋𝒋𝒋𝒋𝒋𝒋𝒇𝒇𝒕𝒕𝒅𝒅𝒕𝒕∞
−∞
 
𝑥𝑥(𝑡𝑡 − 𝑡𝑡0) 𝑋𝑋(𝑓𝑓)𝑒𝑒−𝑗𝑗2𝜋𝜋𝜋𝜋𝑡𝑡0  
𝑥𝑥(𝑡𝑡)𝑒𝑒𝑗𝑗2𝜋𝜋𝜋𝜋0𝑡𝑡 𝑋𝑋(𝑓𝑓 − 𝑓𝑓0) 
𝑥𝑥(𝑎𝑎𝑡𝑡) 1|𝑎𝑎|𝑋𝑋 �𝑓𝑓𝑎𝑎� 
𝑋𝑋(𝑡𝑡) 𝑥𝑥(−𝑓𝑓) 
𝑑𝑑𝑛𝑛𝑥𝑥(𝑡𝑡)
𝑑𝑑𝑡𝑡𝑛𝑛
 (𝑗𝑗2𝜋𝜋𝑓𝑓)𝑛𝑛𝑋𝑋(𝑓𝑓) (𝑗𝑗2𝜋𝜋𝑡𝑡)𝑛𝑛𝑥𝑥(𝑡𝑡) 𝑑𝑑𝑛𝑛𝑋𝑋(𝑓𝑓)
𝑑𝑑𝑓𝑓𝑛𝑛
 
� 𝑥𝑥(𝜏𝜏)𝑑𝑑𝜏𝜏𝑡𝑡
−∞
 
𝑋𝑋(𝑓𝑓)
𝑗𝑗2𝜋𝜋𝑓𝑓 + 12𝑋𝑋(0)𝛿𝛿(𝑓𝑓) 
𝛿𝛿(𝑡𝑡) 1 1 𝛿𝛿(𝑓𝑓) 1
𝜋𝜋𝑡𝑡
 −𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗(𝑓𝑓) 
𝑢𝑢(𝑡𝑡) 1
𝑗𝑗2𝜋𝜋𝑓𝑓 + 12 𝛿𝛿(𝑓𝑓) 
� 𝛿𝛿(𝑡𝑡 − 𝑗𝑗𝑛𝑛)∞
𝑛𝑛=−∞
 
1
𝑛𝑛
� 𝛿𝛿(𝑓𝑓 − 𝑘𝑘 1
𝑛𝑛
)∞
𝑘𝑘=−∞
 
∏�
𝑡𝑡
𝑛𝑛
� 𝑛𝑛𝑗𝑗𝑗𝑗𝑗𝑗𝑇𝑇(𝑓𝑓𝑛𝑛) 2𝐵𝐵𝑗𝑗𝑗𝑗𝑗𝑗𝑇𝑇(2𝐵𝐵𝑡𝑡) ∏� 𝑓𝑓2𝐵𝐵� 
Λ�
𝑡𝑡
𝑛𝑛
� 𝑛𝑛𝑗𝑗𝑗𝑗𝑗𝑗𝑇𝑇2𝑓𝑓𝑛𝑛 
𝐵𝐵𝑗𝑗𝑗𝑗𝑗𝑗𝑇𝑇2(𝐵𝐵𝑡𝑡) Λ�𝑓𝑓
𝐵𝐵
� cos 2𝜋𝜋𝑓𝑓0𝑡𝑡 12 {𝛿𝛿(𝑓𝑓 − 𝑓𝑓0) + 𝛿𝛿(𝑓𝑓 + 𝑓𝑓0)} sin 2𝜋𝜋𝑓𝑓0𝑡𝑡 12𝑗𝑗 {𝛿𝛿(𝑓𝑓 − 𝑓𝑓0) − 𝛿𝛿(𝑓𝑓 + 𝑓𝑓0)} 
𝑒𝑒−𝛼𝛼𝑡𝑡𝑢𝑢(𝑡𝑡) 1
𝛼𝛼 + 𝑗𝑗2𝜋𝜋𝑓𝑓 
𝑒𝑒−𝛼𝛼|𝑡𝑡| 2𝛼𝛼
𝛼𝛼2 + (2𝜋𝜋𝑓𝑓)2 
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Ape´ndice B
Libros recomendados
Para el alumnado interesado existe abundante bibliograf´ıa en el campo de las comunica-
ciones que expanden los conceptos ba´sicos tratados en este libro. Curiosamente, si buscamos
mediante el te´rmino Teor´ıa de la Comunicacio´n la gran mayor´ıa de los libros y documentos que
encontraremos se referira´n al estudio de la comunicacio´n desde un punto de vista sociolo´gico,
psicolo´gico o pero es raro que aparezca como tal desde un punto de vista ingenieril, que es el
que nos concierne. Para encontrar los libros que necesitamos es mejor buscar con los te´rminos
sistemas de comunicacio´n comunicaciones digitales o transmisio´n.
El primer tema de este libro esta´ dedicado a los fundamentos elementales de la comunica-
cio´n y estara´ incluido como cap´ıtulo introductorio en casi cualquier libro de los propuestos. En
[1] (en ingle´s) o [2] (en espan˜ol) se contextualiza el modelo del sistema de comunicacio´n en el
a´mbito general de las telecomunicaciones. Adema´s describe la historia de las telecomunicacio-
nes con los eventos ma´s destacables de los siglos XIX y XX. Por otro lado, en el cap´ıtulo 2
de [3] encontraremos los conceptos de decibelio, atenuacio´n y distorsio´n, explicados con nume-
rosos ejemplos. Adema´s, este cap´ıtulo incluye tambie´n un repaso de Sen˜ales y Sistemas (en el
Ape´ndice A de este libro).
Para el tema 2 Sen˜ales y procesos aleatorios , en el que se presentan los procesos estoca´sticos,
el libro [4] tiene todo lo necesario para repasar los conceptos ba´sicos de estad´ıstica y trabajar
tambie´n los procesos estacionarios y sus propiedades. Adema´s este libro tiene ejemplos con
co´digo en Matlab. Ma´s completo au´n y tambie´n ma´s pro´ximo al temario que trabajamos en
nuestro libro es el cap´ıtulo 4 de [6]. Este cap´ıtulo 4 incluye tambie´n todo el 3 Transmisio´n de
sen˜ales con ruido.
En [1] se trata el tema del ruido en los sistemas de comunicacio´n (3 Transmisio´n de sen˜ales
con ruido) de una forma muy similar a como hacemos en este libro. El estudiante interesado
puede adema´s completar sus conocimientos con el ana´lisis del ruido en la transmisio´n de un
pulso, aspecto que en libro no se trabaja. Tambie´n se pueden estudiar otros ejercicios sencillos
con ruido en [5].
La transformada Hilbert y el tratamiento de las sen˜ales y sistemas paso banda esta´n tratadas
en el cap´ıtulo 2 de [6] de forma simple y similar a como lo hacemos en el libro. Adema´s
en e´l se presentan algunas modulaciones analo´gicas que quedan muy bien descritas con estas
herramientas, y que nosotros no trabajamos por falta de tiempo. La parte correspondiente a
procesos paso banda se trata en este mismo libro en el cap´ıtulo 4.
El tema 5 Comunicaciones digitales banda base puede estudiarse en el cap´ıtulo 11 de [1],
aunque en este se incluye tambie´n el tratamiento del ruido y los errores que en nuestro libro se
dejan para el u´ltimo tema. Este tema se complementa adema´s en [1] con el disen˜o de sistemas
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igualadores (o ecualizadores) para eliminar la interferencia entre s´ımbolos residual que es una
te´cnica ba´sica e importante que no se trabaja en este libro. Tambie´n seguimos la aproximacio´n
de [1] (en su primer apartado del cap´ıtulo 14) para la descripcio´n y ana´lisis espectral de las
sen˜ales paso banda moduladas digitalmente (tema 6 Modulaciones digitales).
Finalmente, el tema 7 Ruido en las comunicaciones digitales puede estudiarse en cap´ıtulo 7
de [6], en particular la descripcio´n del espacio de la sen˜al y el disen˜o del receptor o´ptimo, pero
tambie´n el ca´lculo de la probabilidad de error.
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