Abstract. Named Entities (NE) are phrases that contain the names of persons, organizations, locations, times and quantities, monetary values, percentages, etc. Named Entity Recognition (NER) is the task of recognizing named entities in documents. NER is an important subtask of Information Extraction, which has attracted researchers all over the world since 1990s. For Vietnamese language, although there exist some research projects and publications on NER task before 2016, no systematic comparison of the performance of NER systems has been done. In 2016, the organizing committee of the VLSP workshop decided to launch the first NER shared task, in order to get an objective evaluation of Vietnamese NER systems and to promote the development of high quality systems. As a result, the first dataset with morpho-syntactic and NE annotations has been released for benchmarking NER systems. At VLSP 2018, the NER shared task has been organized for the second time, providing a bigger dataset containing texts from various domains, but without morpho-syntactic annotation. These resources are available for research purpose via the VLSP website vlsp.org.vn/resources. In this paper, we describe the datasets as well as the evaluation results obtained from these two campaigns.
INTRODUCTION
Named entities (NE) are phrases that contain the names of persons, organizations, locations, times and quantities, monetary values, percentages, etc. Named Entity Recognition (NER) is the task of recognizing named entities in documents. NER is an important subtask of Information Extraction, which has attracted researchers all over the world since 1990s.
From 1995, the 6th Message Understanding Conference (MUC) has started evaluating NER systems for English [14] . Besides NER systems for English, NER systems for Dutch and Turkish were also evaluated in CoNLL 2002 [16] and CoNLL 2003 [16] shared tasks. In these evaluation tasks, four named entities were considered, consisting of names of persons, organizations, locations, and names of miscellaneous entities that do not belong to the previous three types. Recently, there have been some competitions about NER organized, for example the GermEval 2014 NER Shared Task 1 .
For Vietnamese language, although there exist several research projects and publications on NER task before 2016, as in [6, 7, 9, 11, 12, 15] , none of these works has resulted in a free/open-source software.
In 2016, the organizing committee of the VLSP workshop decided to launch the first evaluation campaign for Vietnamese NER systems, together with the shared task on Vietnamese sentiment analysis. These shared tasks are important to reach an objective evaluation of natural language processing tools, and to promote the development of high quality systems. As a result, the first dataset with morpho-syntactic and NE annotations has been released for benchmarking NER systems at VLSP 2016, using CoNLL 2003 compatible data format [13] . Three types of entities have been considered for evaluation: person, organization and location. The dataset also contains entities at nested levels. Training data consist of two datasets. In the first dataset in CoNLL format, data contain the information of word segmentation. The information of part-of-speech (POS) and phrase chunk was added by utilizing available tools. The second dataset contains only NE tags in XML format.
At VLSP 2018, the NER shared task has been organized for the second time, providing a bigger dataset containing texts from various domains. The corpus is annotated in XML format, containing only NE tags. The data preprocessing tasks are left to the participant systems.
All the resources built at VLSP 2016 and VLSP 2018 are available for research purpose via the VLSP website vlsp.org.vn/resources. In this paper, we describe the datasets as well as the evaluation results obtained from these two campaigns.
The rest of the paper is structured as follows. First, we define the shared tasks, the building of the gold data and the evaluation measures. Then we summarize the methods and discuss about the results of the participating systems. Finally we conclude the paper and propose some future works for Vietnamese NER.
TASK DESCRIPTION

NER-VLSP2016
Task definition
The scope of this first campaign on NER task is to evaluate the ability of recognizing NEs in three types, i.e. names of persons (PER), organizations (ORG), and locations (LOC), given an annotated sentence with manual word segmentation and automatic generated labels in POS tagging and phrase chunking. The nested NEs are taken in account. The dataset should be annotated following the CoNLL 2003 compatible data format [13] with morpho-syntatic information or XML format with only NE tags. Examples are given in Section 2.1.3.
Data collection
Data are collected from electronic news papers published on the web. Three types of NEs compatible with their descriptions in the CoNLL Shared Task 2003 [13] are considered. Here are some NE examples:
Locations
-Locations: Thành phố Hồ Chí Minh, Núi Bà Đen, Sông Bạch Đằng.
-Organization: Công ty Formosa, Nhà máy thủy điện Hòa Bình.
-Persons: proper name in "ông Lân", "bà Hà".
An entity can contain another entity, e.g. "Uỷ ban nhân dân Thành phố Hà Nội" is an organization, in which contains a location of "thành phố Hà Nội".
Training data consist of two datasets. In the first dataset, data contain the information of word segmentation. The information of POS and phrase chunks were also added by utilizing available tools. The second dataset is in XML format, containing only NE tags.
Data format
Dataset 1. Data have been preprocessed with word segmentation, POS tagging and phrase chunking, in CoNLL format. The data are structured in five columns, in which two columns are separated by a single space.
• The first column is the word;
• The second column is its POS tag;
• The third column is its chunking tag;
• The fourth column is its NE label;
• The fifth column is its nested NE label.
Each word has been put on a separate line and there is an empty line after each sentence. NE labels are annotated using the IOB notation as in the CoNLL Shared Tasks. There are 7 labels: B-PER and I-PER are used for persons, B-ORG and I-ORG are used for organizations, B-LOC and I-LOC are used for locations, and O is used for other elements. More concretely, B-XXX is used for the first word of an NE in type XXX, and I-XXX is used for the other words of that NE. The O label is used for words which do not belong to any NE.
One thing to note is that POS tags and phrase chunk tags are determined automatically by publicly available tools, they may contain mistakes.
Dataset 2. Data contain only NE information in XML format.
Example. For example, given the following sentence for input:
Anh Thanh là cán bộ Uỷ ban nhân dân Thành phố Hà Nội. Then the output could be in CoNLL format or in XML format.
• CoNLL format: • XML format: Anh ENAMEX TYPE="PERSON" Thanh /ENAMEX là cán bộ ENAMEX TYPE="ORGANIZATION" Uỷ ban nhân dân ENAMEX TYPE="LOCATION" thành phố Hà Nội /ENAMEX /ENAMEX .
Annotation procedure
In the framework of this shared task, we choose to make use of the POS tagged dataset published by the VLSP project . Two annotators have worked on the NE labeling with double check.
The initial corpus is separated randomly in a training set and a test set. The quantities of NEs (first level and nested level) in each set are reported in Table  1 . Due to the relatively short time for the corpus annotation, we couldn't ensure a similar distribution of NE types in the training and the test set, as the training set was distributed before the annotation of the test set.
Evaluation measures
The performance of NER systems is evaluated by the F1 score
where Precision and Recall are determined as follows
where, NE-ref:
The number of NEs in gold data; NE-sys: The number of NEs extracted by the system; NE-true: The number of NEs which is correctly recognized by the system. The results of systems will be evaluated at both levels of NE labels. 
NER-VLSP 2018
Similarly to the first campaign, the second evaluation campaign for the task of Vietnamese Named Entity Recognition deals with recognizing NEs in three types, i.e. names of persons, organizations, and locations. The annotation procedure and the evaluation measure are equally similar. However, here are some different points:
• No linguistic information is given: the data contain only NE information in XML format (as the dataset 2 in Section 2.1.3;
• The datasets contain documents classified in various domains;
• For each domain, data were divided into three datasets: training, development, and test. Training and development datasets were used to train participating systems. Test dataset was used for the final evaluation purpose;
• The distribution of three NE types in the training, development and test data is comparable;
• A more important quantity of nested NEs is present in the corpus. Table 2 shows the number of NEs in each dataset.
SUBMISSIONS AND RESULTS
Submissions in NER-VLSP2016
This first NER shared task attracted 10 registered teams. Finally, we had only five teams submitting their results, one of them submitted two systems. Each team provided us with their full report, excepting one just sent us their short description. No team worked on the second dataset (XML format, NE annotation only). Table 3 gives an overview of the methods and features applied by the submitted systems for detecting the NEs at first level. For the nested level, only two teams ner4 and ner5 tried to tackle the problem.
Methods and features
Results
As we mentioned above, among six submitted systems only two systems extracted NE at the nested level. However, as the number of entities at this second level is relatively small in the training data as well as in the test set, it is the system performance at the first level that decides its final performance. It is worth mentioning that the result at the nested level of both systems ner4 and ner5 is very poor -it makes decreasing the general performance of these systems.
The F1-score at first level of these systems varies from 78.4% to 88.78%. The results in details of each system are shown in tables 4, 5, 6, 7, 8 and 9.
The comparison of the results of all the systems are reported in Table 10 , where systems are ranked by their general F1 score.
In general, all the systems get the best result for the personal names (PER type), then for the locations (LOC type). The result for ORG type is much poorer for all the six systems.
If we look at the results for each NE type as well as for the whole system, the precision score is better than the recall in most of the cases. 
Submissions in NER-VLSP2018
At VLSP 2018, 11 teams have registered and got the training and development datasets for the NER shared task. Finally only 4 teams submitted their results. Among them, three teams submitted their detailed technical reports and the other one sent a short description. Table 11 summarizes learning algorithms and features used by the participating systems: NER1 [1] , NER2 [4] , NER3 [5] and NER4.
The interesting thing is that all the teams make use of CRF models by formalizing the NER as a sequence labeling problem. Two teams combine CRF and LSTM models. The features of sentence segmentation, word segmentation, Brown and word embeddings are used by a majority of participating systems. Tables 12 and 13 summarize results of participating systems by domains and by NE types. The best score for each domain or NE type is colored in red.
Results
In general, the best system comes from the NER3 team, who uses a small number of features and a simple CRF model. 
CONCLUSION
In this paper, we have described the results of the shared tasks on named entity recognition, organized in the framework of two last editions of VLSP workshop series: VLSP 2016 and VLSP 2018. Together with the Sentiment Analysis shared task, these two evaluation campaigns have attracted an important number of research teams as well as the public attention.
These challenges have allowed the construction of Vietnamese datasets for benchmarking named entity recognizers, as well as an overview on performance of different machine learning approaches and features for Vietnamese Named Entity Recognition.
At VLSP 2018, only 4 among 11 teams registered to the shared task arrived to the step of final result submission. This can be explained by the fact that the task was more complicated as no preprocessing was provided: the participants had to do all the tasks of preprocessing (sentence segmentation, word segmentation, POS tagging etc.) by their own tools or other available tools.
In the next campaigns, we expect to build new datasets containing a richer set of named entity categories. We hope that these open datasets for research community contribute strongly to the improvement of Vietnamese language processing systems.
