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The effect of inducing stimuli on the luminance of a brief test stimulus (2.5'-wide fine) required to 
match the brightness of a comparison stimulus was measured at various stimulus onset asyn- 
chronies (SOAs). Assuming that the test brightness is determined by the peak response to the test 
stimulus, the difference in the test brightness in the absence and in the presence of an inducing 
stimulus as a function of the SOA was employed as a measure of the temporal response to the 
inducing stimulus. The temporal responses to brief decremental inducing stimuli (a 2.5'-wide line 
and a 30'-wide bar) consisted of three oscillations, the middle one being the largest. The triphasic 
form of the temporal impulse responses was confirmed by measuring the temporal step responses to 
these stimuli. The step responses consisted of alternating positive and negative phases which might 
be regarded as a temporal analogue of the Mach bands in space. The data obtained were described 
by a model of the weighting function which was assumed to be a spatiotemporai Gabor-like 
function. © 1998 Elsevier Science Ltd. All rights reserved. 
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INTRODUCTION 
The early stages of the visual system are usually regarded 
as a linear spatiotemporal filter. The transfer properties of 
this filter in time domain are described by its temporal 
impulse response. The temporal responses to brief stimuli 
of large dimensions [large spots, gratings of low spatial 
frequencies (SFs)] are believed to have a biphasic form, 
while the responses in time to stimuli of small dimensions 
(points, gratings of high SFs) are assumed to have a 
monophasic form [for review see Ikeda (1986); Watson 
(1986)]. These suggestions are based on data obtained by 
two main approaches. 
The first approach involves the inverse Fourier trans- 
formation of the temporal-frequency contrast sensitivity 
function which is regarded as the amplitude spectrum of 
the temporal transfer function of the visual system (Kelly, 
1961). The temporal impulse response is usually calcu- 
lated without data about he phase spectrum of temporal 
transfer function, assuming a minimum-phase b haviour 
of the visual system (Stork & Falk, 1987). Victor (1989) 
doubted the validity of the assumption concerning the 
minimum-phase property of the visual system and later 
on Tyler (1992) showed that this assumption could not be 
applied to visual psychophysics. This problem is of 
importance since the form of the temporal impulse 
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response, biphasic or triphasic, depends heavily on the 
phase spectrum of the temporal transfer function. 
The second approach is based on the two-impulse 
paradigm measuring the contrast detection thresholds. 
Ikeda (1966) studied the temporal summation of 
temporal-impulse pairs as a function of the stimulus 
onset asynchrony (SOA). Using the summation-index 
technique, he suggested that the temporal impulse 
response to large stimuli was biphasic. However, 
Rashbass (1970) showed that the phase information of 
the temporal impulse response was lost when measuring 
the contrast detection thresholds of two impulse stimuli. 
This approach may provide information only about the 
autocorrelation function of the temporal impulse func- 
tion. 
The majority of investigations of the temporal impulse 
response of the visual system postulate that this response 
is biphasic, but three studies uggest reconsidering of the 
issue. 
Roufs and Blommaert (1981) were the first to propose 
that the temporal impulse response to stimuli of large 
dimensions was triphasic. They found that the temporal 
impulse response to a large spot (1 deg in dia) consisted 
of negative-positive-negative oscillations, the middle 
one being the largest. Their perturbation method is based 
on the assumption that the visual system operates as a 
peak detector at contrast detection. However, Watson 
(1982) pointed out that every part of the response should 
contribute to the stimulus detectability because of the 
temporal summation. He showed that the data obtained 
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by Roufs and Blommaert (1981) might be explained by a 
biphasic temporal impulse response assuming summation 
over time. These authors found that the temporal step 
response consisted of negative-positive p aks, which is 
in line with the triphasic temporal impulse response. In 
this case, however, the influence of the temporal summa- 
tion on the detection threshold is more pronounced 
because of the complex form of the step response. Thus, 
the perturbation method seems to be not suitable for 
measuring the temporal responses to visual stimuli. 
Tyler (1992) applied a new temporal debluring tech- 
nique to evaluate the relative phase shift of the temporal 
frequency components of the response to a disk (0.5 deg 
in dia). He used the amplitude spectrum and the phase 
spectrum to calculate the temporal impulse response by 
means of the inverse Fourier transformation. The author 
showed that the form of the calculated temporal impulse 
response was triphasic, with dips on either side of the 
mean peak. 
Manahilov (1992, 1995) used a brightness matching 
technique to measure the response to 4.5'-wide and 60'- 
long bar of short duration and found that the temporal 
impulse response was triphasic. This approach allows 
direct evaluation of the temporal impulse response of the 
visual system to suprathreshold stimuli. It is based on the 
assumptions that the brightness of a test stimulus in the 
presence of an inducing stimulus is determined by the 
peak of the test response (Georgeson, 1987; de Ridder, 
1987; Manahilov, 1995) and that he interactions between 
the responses to both stimuli are linear (Manahilov, 
1995). To describe the temporal impulse response as well 
as the dynamics of the spatial spread of the response to 
suprathreshold stimuli, we proposed a model of the 
spatiotemporal weighting function of the visual system 
(Manahilov, 1992, 1995). In this model the weighting 
function was assumed to be a spatiotemporal Gabor-like 
function (a spherical harmonic function modulated by a 
Gaussian function). 
As was mentioned above, the spatial extent of the 
stimulus determines its temporal response. The present 
study was aimed at extending the examination of the 
temporal impulse response by using stimuli with different 
spatial dimensions. To this end, the brightness matching 
technique was applied to measure the temporal impulse 
responses to stimuli of small and large dimensions. 
According to the linear systems approach, if the temporal 
impulse responses are triphasic then the temporal 
responses to stimuli whose luminance in time is modu- 
lated by a step function should consist of alternating 
phases. To test these predictions, the temporal step 
responses to the same visual stimuli were measured. The 
data obtained were described by a modified version of the 
model of the spatiotemporal weighting function of the 
visual system. 
METHODOLOGICAL CONCEPTS 
The temporal responses of the visual system to supra- 
threshold stimuli were estimated by measuring the effect 
of inducing stimuli on the apparent brightness of a 
spatially restricted test stimulus (line) of short duration 
by the brightness-matching procedure. This approach 
was based on: 
1. The linearity assumption, that is, the early stages of 
the visual system are considered a linear spatio- 
temporal filter; and 
2. The peak-response assumption, that is, the apparent 
brightness of the test stimulus is determined by the 
peak of the test response. 
The behaviour of any linear spatiotemporal filter is 
determined by its weighting function. This function was 
used to describe the visual impulse response in time and 
space coordinates and was presented as follows: 
h(x - x', y - y', t - t') = cos[ZTr(t - ~- - r /v  + ~) /T]  
r 
x exp[-0.5((t - ~- - r /u)/cr)  2] exp[-0.5(r/'y)] (1) 
where r= [(x - mx') 2 + (y - my') 2 + z2)] 1/2 is the dis- 
tance between a given input point (x', y') and a given 
output point (x, y) of the visual network; z is the normal 
distance between the input and the output level of the 
visual network; m is the relative cortical magnification 
factor indicating the scale of mapping from the striate 
cortex in the retina; T is the time period of oscillations; v 
is the phase velocity which characterizes the phase 
propagation of the cosine function; u= v /{1- (a / r )  
[1-exp(-0.5(r/~)4)]} is the group velocity which 
determines the amplitude propagation of the Gaussian 
function; z is a time delay needed to locate the extreme 
value of the weighting function on the origin of the SOA 
axis; o-, ~ and 7 are constants and q~ is a starting phase of 
the cosine function. 
The spatiotemporal esponse g(x, y, t) to a rectangular 
stimulus with a given width (a), length (b), duration (0) 
and luminance (L) may be calculated as follows: 
g (x, y, t) 
= K Lh(x  - x', y - y', t - t')dx' dy' dt' 
d--a~2 3-b/2 
(2) 
where K is a proportionality constant. 
Figure 1 illustrates the principle of derivation of tem- 
poral responses of the visual system from the measured 
effect of inducing stimuli on the apparent brightness of 
the test stimulus. The top graphs in Fig. 1 represent the 
time diagram of the stimulus configurations: 
A. The test stimulus (a luminance increment) of short 
duration; 
B. The test stimulus and the inducing stimulus (a 
luminance decrement) of short duration; 
C. The test stimulus and the inducing stimulus (a 
luminance decrement) whose luminance was 
modulated by a step temporal function. Both 
stimuli were presented at a given SOA (ts). 
The imaginary temporal responses to the test stimulus 
(thin curves) and to the inducing stimulus (dotted curves) 
are shown in the bottom graphs of Fig. 1. The thick 
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FIGURE 1. The top graphs how the time diagram of the stimulus configurations. (A) The brief test stimulus; (B) the test 
stimulus and the brief reducing stimulus; and (C) the test stimulus and the inducing stimulus whose luminance is modulated by a 
temporal step function. The bottom graphs represent the imaginary responses tothe test stimulus (thin curves), the inducing 
stimuli (dotted curves) and their sum (thick curves) at test brightness matching. The dashed lines-the maximal value of the 
response tothe test stimulus presented without the inducing stimulus, ts, the onset asynchrony between the test and the inducing 
stimulus. 
curves denote the resulting responses to both stimuli 
under the linearity assumption, that is, the resulting 
responses are a sum of the responses to the test stimulus 
and to the inducing stimulus. The dashed lines represent 
the maximal value of the response to the test stimulus 
presented without the inducing stimulus. According to 
the peak-response assumption, when matching the test 
brightness to the apparent brightness of a similar 
comparison stimulus with a fixed luminance, the peak 
of the resulting responses to both stimuli [Fig. I(B and 
C)] should to be equal to the peak of the response to the 
test stimulus in the absence of the inducing stimulus [Fig. 
I(A)]. Thus, we may write: 
go(Xmax, Ymax, tmax) 
---- gt(Xmax, Ymax, tmax) q- gi(Xmax, Ymax, tmax -- ts) (3) 
where: g0(Xmax, Ymax, tmax) is the maximal value of the 
response to the test stimulus in the absence of the 
inducing stimulus; gt(Xmax, Ymax, tmax) is the maximal 
value of the test response in the presence of the inducing 
stimulus; and gi(Xmax, Ymax, tmax - ts) is the value of the 
response to the inducing stimulus at moment tmax - ts and 
space coordinates (Xmax, Ymax). 
Equation (3) may be also rewritten as: 
gi(Xmax, ymax, tmax -- ts) 
= g0(Xmax, Ymax, tmax) --gt(Xmax, Ymax, tmax) (4) 
Thus, the response to the inducing stimulus may be 
expressed by the test brightness difference, that is, the 
difference in the test luminance needed to match the 
comparison brightness in the absence and in the presence 
of the inducing stimulus. For the sake of simplicity, the 
space coordinates (Xmax, Ymax) might be set to zero. The 
time moment max when the response to the test stimulus 
reaches its maximal value cannot be experimentally 
estimated, but this is not crucial for evaluating the time 
course of the response to the inducing stimulus. The time 
delay (z) of equation (1) was introduced to locate the 
extreme value of the weighting function on the origin of 
the SOA axis. Thus, the test brightness difference as a 
function of SOA (ts) may be considered a measure of the 
amplitude of the temporal visual response to the inducing 
stimulus. 
METHOD 
The stimuli were presented on a Tektronix 608 display 
with white phosphorus (P4) by electronics of our own 
design described elsewhere (Manahilov, 1995). The 
frame rate was 200 Hz. The screen subtended 210'× 
150' and its luminance was 30 cd/m 2. An incremental test 
stimulus (2.5'-wide line) and a decremental inducing 
stimulus (2.5'-wide line or 30'-wide bar) were presented 
to the top of the screen. A comparison stimulus that was 
identical to the test line was displayed to the bottom of 
the screen. All stimuli were 60'-long. The luminance of 
the comparison line was a 30-cd/m 2 increment above the 
mean luminance (1 log unit above its detection 
threshold). The two parts of screen were separated by a 
30'-wide sector with a luminance equal to the screen 
luminance. In the middle of this sector a black fixation 
point was positioned. Both test and comparison stimuli 
were presented simultaneously above and below the 
fixation point and were accompanied by a click. The 
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FIGURE 2. Brightness difference (squares), expressed asthe difference inthe test luminance r quired to match the comparison 
brightness inthe absence and in the presence ofthe inducing stimulus as a function of the SOA. The inducing stimulus-a 2.5'- 
wide line of short duration. The negative SOAs mean that he test stimulus precedes the inducing stimulus, and the positive 
SOAs-that the test stimulus follows the inducing stimulus. (A) Data from the subject SN, (B) data from the subject VM, (C) data 
from the subject DD. Vertical bars, 95% confidence intervals; curves, the model calculations by means of equation (2). 
duration of the test and comparison lines was 15 msec. 
Inducing stimuli were presented for 15 msec (impulse 
stimuli) and 500msec (step stimuli). The impulse 
inducing stimuli was a 20-cd/m 2 decrement below the 
mean luminance. The available luminance range of the 
stimulation device was not enough to measure the step 
response to inducing stimuli with a luminance qual to 
the luminance of the brief inducing stimuli. To this end 
the luminance of the step inducing stimuli was a 10-cd/ 
m 2 decrement below the mean luminance. 
The luminance of the test stimulus required to match 
the brightness of the comparison stimulus was measured 
by a modification of the method of ascending and 
descending limits described elsewhere (Manahilov, 
1995). The difference was that the luminance of the test 
stimulus was changed uring the measurements while the 
comparison line luminance was held constant. The mean 
values of the point of subjective quality of the test and 
comparison brightness were calculated from 12 measure- 
ments collected in three experimental sessions. The data 
were expressed as a test brightness difference, that is, the 
difference in the test luminance needed to match the 
comparison brightness in the absence and in the presence 
of the inducing stimulus. 
Three subjects participated in the experiments. They 
were experienced in psychophysical experiments and had 
normal or corrected-to-normal visual acuity. Viewing 
was binocular with natural pupils. 
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RESULTS 
Temporal impulse responses 
The effect of decremental inducing stimuli of short 
duration on the luminance of the test stimulus required to 
match the brightness of the comparison stimulus was 
measured at different SOAs within the range of -120 to 
120 msec. Figure 2 (squares) shows the data from the 
three subjects concerning the test brightness difference in 
the presence of the brief 2.5'-wide inducing stimulus as a 
function of the SOA. Both test line and inducing line 
were displayed at the same place. The negative SOAs 
mean that the test stimulus precedes the inducing 
stimulus, and the positive SOAs denote that the test 
stimulus follows the inducing stimulus. Assuming that 
the brightness of the test stimulus is determined by a 
peak-response criterion, the dependence of the test 
brightness difference on the SOA may be considered a 
measure of the temporal impulse response of the visual 
system to the 2.5'-wide inducing stimulus. Thus, the 
negative and positive values of the brightness difference 
of the test stimulus correspond to the negative and 
positive phases of the response to the inducing stimulus, 
respectively. The main phase of the response was 
negative because the inducing line was a decremental 
stimulus. The data show the triphasic pattern of the 
temporal response. 
The same procedure was used to evaluate the temporal 
impulse response to the brief 30'-wide inducing bar. The 
test stimulus was presented in the centre of the inducing 
stimulus. Figure 3 (squares) represents he data from the 
three subjects. The triphasic form of the temporal impulse 
response is seen again. Note that the ratio of the negative 
phases to the positive phase of the responses to the line 
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FIGURE 3. Dependence of the brightness difference on the SOA at a brief 30'-wide inducing bar. Designations are as in Fig. 2. 
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Temporal step responses 
According the linear system approach, if the temporal 
impulse response is triphasic then the step response 
should consist of two phases with opposite polarities. To 
verify this prediction the test brightness difference was 
measured at asynchronies within the range of -100 to 
100 msec between the onsets of the test stimulus and the 
step inducing stimulus. Figures 4 and 5 (squares) illus- 
trate the brightness difference of the test stimulus in the 
presence of the 2.5'-wide inducing line and the 30'-wide 
inducing bar, respectively. The data reveal the positive- 
negative form of the step response. It should be men- 
tioned that he luminance of the step inducing stimuli was 
one half of the luminance of the brief inducing stimuli. 
The step responses to the line stimulus consisted of more 
pronounced sustained component at SOAs 60-100 msec 
as compared to the step responses to the bar stimulus. 
Model calculations 
Equation (2) was used to fit the temporal impulse 
responses for every subject (Figs 2 and 3) by means of the 
least square method. The curves in Figs 2 and 3 represent 
the calculation of g(0, 0, ts). The best-fitting values of the 
parameters of equation (2) are presented in Table 1. 
The goodness of the fit was evaluated by means of the 
analysis of variance (Appendix I). It was established that 
the ratios of the variances (a2/a 2) were smaller as 
compared to the variance ratio F at 95% confidence l vel 
[F0.95(7,187)=2.058]. Thus, the experimental points 
were adequately represented by the model calculations 
(Table 2). 
When fitting the experimental data by equation (2), we 
involved constrains for some parameters: 
1. Parameter (T) determines the temporal period of 
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FIGURE 4. Dependence of the brightness difference on the SOA at a 2.5'-wide inducing line with a temporal step waveform. 
Designations are as in Fig. 2. 
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FIGURE 5. Dependence of the brightness difference on the SOA at a 30'-wide inducing bar with a temporal step waveform. 
Designations are as in Fig. 2. 
the peak amplitude of the temporal-frequency 
spectrum of the weighting function. This parameter 
was constrained to vary within the range of 100- 
250 msec, having in mind that the temporal- 
frequency characteristics of the visual system meas- 
ured with suprathreshold f ickering stimuli have a 
peak at 4-10Hz (Magnussen & Glad, 1975; 
Georgeson, 1987). 
2. The relative cortical magnification factor (m) is a 
measure of the scale of mapping from the striate 
cortex in the retina. The cortical magnification 
factor in the fovea has been reported to fall within 
the range of 6-15.1 mm/deg (Daniel & Whitteridge, 
1961; Cowey & Rolls, 1974). Since 1' corresponds 
to 0.00485 mm, assuming that the posterior nodal 
distance of the human eye is 16.7 mm (Polyak, 
1957), the relative cortical magnification factor was 
constrained tovary within the range 20-52. 
In this model, the output level of the linear spatio- 
temporal filter was assumed to be located in the primary 
visual cortex having in mind that in the retina (Enroth- 
Cuggel & Robson, 1966), LGN (Shapley & Hochstein, 
1975) and the striate cortex (Movshon, Thompson & 
Tolhurst, 1978) there are neurons with linear properties. 
The normal distance between the input (photoreceptor) 
layer and the primary visual cortex is represented by the 
parameter (z) (Manahilov, 1995; Fig. A1). The best- 
fitting value (20') of the normal distance does not 
correspond tothe real distance between the photoreceptor 
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TABLE 1. Best-fitting values of the parameters obtained by fitting the 
experimental d ta from the three subjects (Figs 1 and 2) with the model 
calculations by equation (2) 
Parameters SN VM DD 
T (msec) 112 117 I 16 
v (min arc/msec) 3.6 3.4 3.2 
z (rain arc) 20 20 20 
m 50 50 50 
z (msec) -24 -24 -27 
q~ (msec) 5 9 10 
a 32 35 31 
186 164 180 
), 120 140 156 
K -1.71 -1.50 -1.48 
The distance was expressed in min arc as these units were more 
convenient toevaluate he stimulus size. Parameters are explained 
in the Model Calculations section. 
TABLE 2. Analysis of variance for testing the goodness of fit of the 
data presented in Figs 1 and 2 with the model calculations 
2 2 Subject Inducing stimulus vl v2 o 1/o 2 
SN Brief 2.5'-wide line 7 187 1.189 
Brief 30'-wide bar 7 187 1.413 
VM Brief 2.5'-wide line 7 187 0.625 
Brief 30'-wide bar 7 187 1.367 
DD Brief 2.5'-wide line 7 187 1.334 
Brief 30'-wide bar 7 187 1.214 
vl and v2, degrees of freedom. F0.95(7,187) = 2.058, variance ratio F at 
95% confidence l vel. 
layer and the primary visual cortex, because it does not 
include the length of the axons which transmit signals 
between the neural layers without substantial interac- 
tions. This assumption should not be considered crucial 
for the proposed model. If the output level of the linear 
filter is assumed to be located elsewhere then the 
corresponding magnification factor should be taken into 
account. 
The constants a and 7 govern the temporal and spatial 
extent of the impulse response. The phase velocity (v) 
characterizes the phase propagation of the cosine 
function while the group velocity (u) determines the 
amplitude propagation of the Gaussian function. With the 
best-fitting values of these parameters, the impulse 
response [equation (1)] at lateral positions becomes with 
a negative amplitude and is delayed by 30 msec as 
compared to the impulse response at the central position. 
This is in line with some electrophysiological observa- 
tions that the lateral inhibition is slower than excitation 
(Barlow et  al., 1957; Rodieck & Stone, 1965). 
The other parameters have some influence on the 
model predictions but they could not be related irectly to 
experimental observations. The starting phase of the 
cosine function (qS) influences the symmetry of the 
Gabor-like function in time. The time delay (T) governs 
the time needed to locate the extreme value of the 
TABLE 3. Analysis of variance for testing the goodness of fit of the 
data shown in Figs 3 and 4 with the model calculations 
Subject Inducing stimulus vl v2 a~la~ 
SN Step 2.5'-wide line 13 143 0.283 
Step 30'-wide bar 13 143 0.153 
VM Step 2.5'-wide line 13 143 0.760 
Step 30'-wide bar 13 143 0.766 
DD Step 2.5'-wide line 13 143 0.735 
Step 30'-wide bar 13 143 0.398 
F095(13,143) = 1.789, variance ratio F at 95% confidence l vel. 
weighting function on the origin of the SOA axis. K is a 
scale factor only. 
Thus predicted temporal impulse responses to the line 
and bar stimuli were used to calculate the step responses 
to the corresponding stimuli without any additional 
parameters. The curves in Figs 4 and 5 represent he 
calculated responses. The analysis of variance shows 
good fit at the 95% confidence level [F0.95(13,147)= 
1.789] of the data obtained with the model calculations 
(Table 3). 
DISCUSSION 
The difference in the brightness of a brief test line in 
the absence and in the presence of inducing stimuli as a 
function of SOA was employed as a measure of the 
temporal response to the inducing stimuli. Assuming that 
the test brightness is determined by the peak response to 
the test stimulus (Georgeson, 1987; de Ridder, 1987; 
Manahilov, 1995) and the interactions between the 
responses to the test and the inducing stimuli are linear 
(Manahilov, 1995), this approach allows for the direct 
evaluation of the temporal response to suprathreshold 
visual stimuli. 
It is known that the brightness matching techniques 
yield data, which can be affected by the perceptual 
criteria of the subjects in making brightness judgments of 
pulse stimuli (Bowen & Markell, 1980; Bowen, Sekuler, 
Owsley & Markell, 1981). It has been suggested that 
some observers may relate their brightness estimations to 
the peak of the stimulus response, while others may use 
the integral of this response, de Ridder (1987) points out 
that the subjects may judge the peak brightness of a 
stimulus if it is a well-defined aspect of the brightness 
impression evoked by the stimulus. In the present 
experiments, precautions were taken to direct the subjects 
attention to the brightness peak of the test stimulus. The 
subjects were explicitly instructed to match the bright- 
ness peak of the test stimulus to that of the comparison 
stimulus. The test and comparison stimuli were brief lines 
presented simultaneously and accompanied by a click. 
With these stimuli, the subject's brightness judgments 
were restricted both in space and in time. The test 
stimulus was a luminance increment, while the inducing 
stimuli were luminance decrements. Thus, the brightness 
peak of the test stimulus, even in the presence of inducing 
stimuli, was a well-defined aspect of the brightness 
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impression. Therefore, in the present experiments, we 
assumed that the apparent brightness of the test stimulus 
was determined by its peak response. It is reasonable to 
suggest that if the test brightness i judged on the basis of 
the integrated test response after convolution with the 
inducing-stimulus response, the triphasic temporal re- 
sponse to a brief luminance decrement could be 
explained by a biphasic temporal weighting function. 
This suggestion was tested elsewhere (Manahilov, 1995) 
using experimental conditions imilar to those of the 
present study. The integrated response to the test stimulus 
in the presence of the inducing stimulus was calculated as 
a function of the SOA between the two stimuli. The 
above suggestion was rnled out because the predicted 
curve deviated considerably from the triphasic form of 
the test brightness difference as a function of the SOA 
(Manahilov, 1995, Fig. 3). 
In the present study, the test and inducing stimuli were 
of opposite polarity, since when both stimuli were 
luminance increments or luminance decrements the 
subjects were not able Io identify the test stimulus in 
the presence of the inducing stimulus, especially at short 
SOAs. We did not use decremental test stimulus and 
incremental inducing stimuli because the available 
luminance range at the mean luminance of 30 cd/m 2 
was not enough to measure the test brightness in the 
presence of inducing stimuli. Recently, using a method 
based on the peak-response assumption at identification 
of the test stimulus polarity in the presence of an inducing 
stimulus of nearthreshold contrast levels, the temporal 
impulse responses were established to be similar at an 
incremental test and a decremental inducing stimulus as 
well as at a decremental test and an incremental inducing 
stimulus (Manahilov & Atanassova, 1996). 
The present data show that the temporal impulse 
responses to the line stimulus and the wide bar stimulus 
are triphasic (Figs 2 and 3). Both responses differ in the 
ratio of the negative phases to the positive phase of the 
temporal impulse response. The mean value of this ratio 
for the three subjects is larger for the responses to the 
brief bar stimulus (-0.,46; 95% confidence interval = 
0.054) as compared to the responses to the brief line 
stimulus (-0.31; 95% confidence interval = 0.044). This 
difference results in the more pronounced sustained 
component at SOAs 60--100 msec in the temporal step 
response to the line stimulus as compared to the temporal 
step response to the bar stimulus (Figs 4 and 5). The last 
finding is in agreement with data on the masking effect of 
long-lasting ratings of suprathreshold contrasts on the 
threshold for detection of a brief test grating (Mitov, 
Vassilev & Manahilov, 1981). It was established that the 
masking functions with low-contrast gratings of 6 c/deg 
were pure transient while the masking functions with 
gratings of higher SF exhibited a sustained component. 
It should be emphasized that the temporal impulse 
responses to the line stimulus were not monophasic. This 
finding contradicts he conclusions about he monophasic 
form of the temporal impulse responses to stimuli of 
small dimensions (Blommaert & Roufs, 1981; Watson & 
Nachmias, 1977), but is in line with the results of 
Georgeson (1987). He found that at suprathreshold 
contrast levels a non-monophasic temporal impulse 
response might describe the temporal-frequency re-
sponses to sinusoidal gratings of SF within the range of 
1.5-12 c/deg. 
Mach (1865) demonstrated that the luminance profile 
of transients in space diverged strikingly from the 
distribution of the perceived brightness. The appearance 
of a bright band where a plateau of luminance meets the 
high side of a ramp and a dark one on its low side are 
attributed to the triphasic form of the spatial impulse 
response of the visual system [for review see Ratliff 
(1965); Fiorentini (1972)]. The term Mach bands is 
usually used to refer to the spatial contrast at step stimuli 
in space. Using a brightness matching technique, 
Heinemann (1972) demonstrated an increase in the 
brightness of a test stimulus positioned on the bright 
side of a spatial edge and a decrease in the brightness of 
the test stimulus presented on the dark side of a spatial 
edge. In the present study employing a similar brightness 
matching technique, the temporal step responses to 
decremental stimuli was found to consist of positive- 
negative phases. These data might be regarded as a 
temporal analogue of the Mach bands in space, which is 
in line with the triphasic form of the temporal impulse 
responses. Thus, the triphasic pattern of the temporal 
impulse response results in an increase of the temporal 
contrast at temporal impulse and step stimuli, similar to 
the increase of the spatial contrast at spatial impulse and 
edge stimuli due to the triphasic spatial impulse response 
(Cornsweet, 1970). It should be noted that the temporal 
step responses to the line and bar stimuli were predicted 
satisfactory by equation (2) using only the values of the 
parameters obtained at fitting the temporal impulse 
responses to these stimuli. This confirms the linearity 
assumption concerning the linear behaviour of the visual 
system under the conditions of the present experiments. 
Relationships between the data obtained and the 
activity of visual neurons might be considered. The 
ON- and OFF-systems in the visual network might be 
regarded as sign-preserving channels conveying informa- 
tion about luminance increments and luminance decre- 
ments, respectively (Werblin & Dowling, 1969; Shiller, 
1982). The two systems are first presented at the level of 
bipolar cells and remain segregated up to the visual 
cortex, where they converge on single neurons (Shiller, 
1982).The inducing stimuli in the present study were 
luminance decrements and it might be suggested that the 
smaller positive phases of the psychophysically evaluated 
responses to these stimuli reflect inhibitory processes 
while the main negative phase, excitatory processes 
within the OFF-system. If this suggestion is correct, then 
the existence of inhibition which precedes the excitation 
might be questioned because it is believed that inhibition 
is slower than excitation (Barlow et al., 1957; Rodieck & 
Stone, 1965). Indeed, the lateral inhibition is delayed in 
respect o the excitation, but there are data showing the 
existence of the so called preexcitatory inhibition. Thus, 
456 V. MANAHILOV 
it was found that after increasing the activity of rabbit 
ganglion cells by a conditioning stimulus, aflash stimulus 
evoked responses with an early inhibitory phase followed 
by an excitation phase (Licker, 1969). Preexcitatory 
inhibition was established upon recording the activity of 
cat's lateral geniculate neurons, too (Podvigin, Cooper- 
man & Tchueva, 1974). The observation of early inhibi- 
tion seems to be complicated, because the resting activity 
of neurons at the early stages of the visual system has 
been shown to be too low (Levick, 1973). 
There are different models describing the temporal 
weighting function of the early stages of the visual 
system. Most of the models approximate the weighting 
function by the response of an n-stage low-pass filter 
(Roufs & Blommaert, 1981; Watson & Nachmias, 1977; 
Watson, 1986 and others), an exponentially-damped an
frequency-modulated sinusoid (Burr & Morrone, 1993), 
linearly summated amped cosines (de Ridder, 1987), 
generalized Laguerre polynomials (Brinker & Roufs, 
1992), etc. These expressions for the temporal weighting 
function are useful as they give some resemblance tothe 
empirical data on the temporal response of the visual 
system. However, a main feature of these models is that 
they describe the behaviour of the visual system in the 
time domain without reflecting explicitly the spatial 
dimensions of the stimuli. 
One approach to define the spatiotemporal weighting 
function is to describe its positive and negative phases in 
space by appropriate functions and to attribute different 
temporal waveforms to each spatial phase. Thus, Bijl 
(1991) proposed a spatiotemporal model of contrast 
detection based on the "stack model" of Koenderink and 
van Doom (1978). This model assumes that the stimulus 
is sampled by units which spatial weighting functions are 
described by concentric antagonistic two-dimensional 
Gaussian functions of different spatial extents. The 
temporal waveform of the units responses is approxi- 
mated by an exponential function combined with the 
response of a three-order low-pass temporal filter, the 
surround response being sluggish and delayed with 
respect o the centre response. 
Another approach to incorporate spatial effects into the 
temporal behaviour of the visual system is based on the 
assumption that spatial mechanisms with different 
temporal properties exist in the visual system [for review 
see Watson (1986)]. These mechanisms are generally 
associated with the idea of separate "sustained" and 
"transient" pathways for visual signals (Keesey, 1972; 
Kulikowski & Tolhurst, 1973). It is assumed that the 
spatial dimensions of the stimuli determine the activated 
pathway. 
The findings concerning the pronounced sustained 
component of the responses to the line stimuli as com- 
pared to the transient responses to the bar stimuli (Figs 4 
and 5) are consistent with these models. However, they 
assume that the temporal impulse responses to stimuli of 
large dimensions are biphasic while the temporal impulse 
responses to stimuli of small dimensions are monophasic. 
Therefore, these models could not explain the estimated 
triphasic temporal impulse responses to the line and bar 
stimuli (Figs 2 and 3). Moreover, they could not account 
for the positive-negative phases of the temporal re- 
sponses to the step inducing stimuli. 
To describe the data obtained, the weighting function 
of the visual system was assumed to be a spatiotemporal 
Gabor-like function [equation (1)]. Similar model of the 
spatiotemporal response was proposed elsewhere 
(Manahilov, 1995). However, it was restricted only in 
one spatial dimension and was not able to explain 
correctly the data about he temporal impulse responses 
to the 30'-wide inducing bar. The present model differs 
from the previous one in describing the visual response in 
time and both (x-y) spatial dimensions as well as in 
introducing different velocities for the cosine phase and 
the Gaussian amplitude. The proposed weighting func- 
tion depends on the time and space coordinates in a way 
used by the wave theory (Goodman, 1968) which was 
successfully applied to describe information processing 
in optical imaging systems as well as in communication 
systems. This function might be regarded as a wave group 
evoked by a spatiotemporal impulse stimulus and propa- 
gating with a certain velocity in the visual network. Thus 
determined weighting function possesses the properties 
of a spherical wave function (Born & Wolf, 1964) 
because its cosine and Gaussian terms depend on the time 
and space coordinates as follows: time-distance/velocity. 
Generally speaking, wave processes are not only mean 
periodical harmonic processes. Rather, the wave propa- 
gation is a natural way of transmitting energy and 
information. Excitation and inhibition processes might be 
considered the neural basis underlying the propagation i
the visual network of wave groups evoked by the visual 
stimuli. 
The Gabor-like weighting function has some important 
properties. According to the information theory, the 
spatiotemporal Gabor function yields minimum uncer- 
tainty in time and temporal frequency as well as in space 
and SF (Gabor, 1946). This means that the spatiotemporal 
information about he visual objects is transmitted most 
efficiently (in minimum time and minimum spatial 
extent) by a linear spatiotemporal fi ter, characterized 
by the proposed weighting function. 
This spatiotemporal filter does not show a minimum 
phase behaviour because the zeros and poles of the 
Fourier transform of its weighting function fall on both 
left-band and right-band sides of the complex plane [for a 
minimum-phase filter all zeros and poles fall on left-band 
side of the complex plane (Burr & Morrone, 1993)]. This 
is of crucial importance (Victor, 1989) in the attempts of 
reconstructing the weighting function from the contrast 
sensitivity function of the visual system by means of the 
forward Kramers-Kronig relation under minimum-phase 
assumption (Stork & Falk, 1987). The conclusion that at 
luminance conditions the visual system does not exhibit 
minimum-phase behaviour is in line with some data 
(Tyler, 1992; Burr & Morrone, 1993). 
With the proposed model of the weighing function, the 
triphasic temporal impulse responses to the line and bar 
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stimulus were predicted correctly. Moreover, this model 
described the alternating phases of the temporal step 
responses to these stimulL Even if the assumed model of 
the weighting function is not accurate enough, it could be 
useful for formulating testable predictions about the 
responses of the early stages of the visual system to any 
spatiotemporal visual stimuli. 
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APPENDIX 
According to the analysis of variance, the component of variance due 
to the lack of fit (a 2) and the component of variance of the 
experimental error (~r 2) were calculated as follows: 
4 = ~ n~(y~ - y ; /~/~;  ~ = p - k 
i 
p nl p 
i j i 
where p is the number of the independent variable SOA; ni are the 
numbers of repeated measurements available at each SOA; Yi is the 
mean value of each group of repeated measurements; y~ are the 
calculated values of the model predictions; Yi*j a re  the experimental 
values of the test brightness difference; k is the number of parameters 
estimated; Vl and v 2 are degrees of freedom. 
The ratio of the variances ~/~ was tested against the F statistic in 
order to verify the hypothesis that the experimental points are 
adequately represented byequation (2). For a good fit this ratio should 
be small, that is, to accept he hypothesis the following must be true: 
~/~r 2 < FI-~(ul, u2). 
