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Abstract We investigate feedback control for infinite horizon optimal control prob-
lems for partial differential equations. The method is based on the coupling be-
tween Hamilton-Jacobi-Bellman (HJB) equations and model reduction techniques.
It is well-known that HJB equations suffer the so called curse of dimensionality and,
therefore, a reduction of the dimension of the system is mandatory. In this report we
focus on the infinite horizon optimal control problem with quadratic cost function-
als. We compare several model reduction methods such as Proper Orthogonal De-
composition, Balanced Truncation and a new algebraic Riccati equation based ap-
proach. Finally, we present numerical examples and discuss several features of the
different methods analyzing advantages and disadvantages of the reduction meth-
ods.
1 Introduction
The approximation of optimal control problems for partial differential equations
(PDEs) is a very challenging topic. Although it has been successfully studied for
open-loop problems (we address the interested reader to the books [16, 24] for more
details), the closed-loop control problem presents several open questions for infinite
dimensional equations.
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One common way to obtain a feedback control is by means of the dynamic program-
ming principle (DPP). The DPP characterizes the value function and its continuous
version leads to a HJB equation. The theory of the viscosity solution allows us to
characterize the value function as the unique solution of the HJB equations. We note
that these results are quite general and valid for any problem dimension. We refer to
the book [7] for more details about the topic for ordinary differential equations. For
the sake of completeness, we also mention Model Predictive Control as alternative
to obtain feedback control (see [14]).
The numerical approximation of HJB equations has been studied with different tech-
niques such as Finite Difference, Finite Volume and Semi-Lagrangian schemes. We
refer the interested reader to [13] for a comprehensive analysis of these methods.
The DPP is known to suffer the so called curse of dimensionality, namely the com-
putational complexity of the problem increases exponentially when the dimension
does. The problem is much harder when dealing with PDEs since their spatial dis-
cretization leads to huge systems of ODEs. Typically, we are able to solve a HJB
equations numerically up to dimension 4 or 5. For this reason, model reduction plays
a crucial role in order to reduce the complexity of the problem and to make the con-
trol problems feasible. The procedure is thus split in two parts, where the first part
consists of finding a reduced order model (ROM) which is suitable for the control
purpose, followed by the numerical solution of the HJB equations, associated with
the control problem, where the full system is replaced with the ROM.
Proper Orthogonal Decomposition (POD, see [25]) and Balanced Truncation (BT,
see [5]) are two of the most popular techniques for model reduction of dynami-
cal systems, including spatially discretized PDEs. POD is a rather general method,
which is based on a Galerkin projection method for nonlinear dynamical systems
where the basis functions are built upon information on the system whereas the BT
method is based on a Petrov-Galerkin projection, where the basis functions are ob-
tained by solving two Lyapunov equations. The latter approach is only valid for
linear systems, although extensions can be formulated (see [20]).
The coupling between HJB equations and POD has already been proposed by a se-
ries of pioneering work [19, 18]. A study of the feedback control and an adaptive
method can be found in [1] and [3]. Error estimation for the method has been re-
cently studied in [4]. We refer to [17] for the coupling with BT.
In addition to POD and BT, in this work we consider a new approach based on
solutions of algebraic Riccati equations (ARE) for the approximation of the value
function for linear quadratic problems. This approach turns out to better capture in-
formation of the control problem and improve the quality of the suboptimal control.
We analyze and compare the reduction techniques for linear and nonlinear dynami-
cal systems. We note that in the nonlinear settings we linearize the dynamical system
in a neighborhood of the desired state to apply BT and the MOR approach based on
the solutions of the ARE equation.
The paper is organized as follows. In Section 2 we recall the main results on dynamic
programming. Section 3 explains the model order reduction approaches and their
application to the dynamic programming principle and the HJB equations. Finally,
numerical tests are presented in Section 4 and conclusions are drawn in Section 5.
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2 Numerical approximation of HJB equations
In this section we recall the basic results for the approximation of the Bellman equa-
tion, more details can be found in [7] and [13].
Let the dynamics be given by{
y˙(t) = f (y(t),u(t)), t ≥ 0,
y(0) = x, (1)
where the state y(t) ∈ Rn, the control u(t) ∈ Rm and u ∈ U ≡ {u : [0,+∞) →
U,measurable} where U is a closed bounded subset of Rm, and x ∈ Rn is the initial
condition. If f is Lipschitz continuous with respect to the state variable and continu-
ous with respect to (y,u), the classical assumptions for the existence and uniqueness
result for the Cauchy problem (1) are satisfied (see [7]).
The cost functional J : U→ R we want to minimize is given by:
Jx(u(·)) :=
∫ ∞
0
g(y(s),u(s))e−λ sds , (2)
where g is Lipschitz continuous in both arguments and λ ≥ 0 is a given parameter.
The function g represents the running costs and λ is the discount factor which guar-
antees that the integral is finite whenever g is bounded and λ > 0. Let us define the
value function of the problem as
v(x) := inf
u(·)∈U
Jx(u(·)) . (3)
The Dynamic Programming Principle (DPP) characterizes the value function as fol-
lows
v(x) = inf
u∈U
{
∫ T
0
g(yx(t,u),u(t))e−λ t dt+ v(yx(T,u))e−λT}, (4)
where yx(t,u) is the solution of the dynamics for a given initial condition x and any
T > 0. From the DPP, one can obtain a characterization of the value function in
terms of the following first order nonlinear Bellman equation
λv(x)+max
u∈U
{− f (x,u) ·Dv(x)−g(x,u)}= 0, for x ∈ Rn . (5)
Here, Dv(x) denotes the gradient of v at the point x. Once the value function is
computed we are able to build the feedback as follows:
u∗(x) := argmin
u∈U
{ f (x,u) ·Dv(x)+g(x,u)}.
Several approximation schemes on a fixed grid G have been proposed for (5). Here
we will use a semi-Lagrangian approximation based on the Dynamic Programming
Principle. This leads to
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v∆ t(x) = min
u∈U
{e−λ∆ tv∆ t (x+∆ t f (x,u))+∆ tg(x,u)} , (6)
where v∆ t(x) converges to v(x) when ∆ t→ 0. A natural way to solve (6) is to write
it in fixed point iteration form
V k+1i = minu∈U
{e−λ∆ tI [V k] (xi+∆ t f (xi,u))+∆ tg(xi,u)} , i = 1, . . . ,NG. (7)
Here V ki represents the values of the value function v at a node xi of the grid at the k-
th iteration in (7) and I is a multilinear interpolation operator acting on the values
of the equidistant grid G with mesh spacing denoted by ∆x.
The method is referred to in the literature as the value iteration method. The
convergence of the value iteration can be very slow and accelerated techniques,
such as the policy iteration technique, can be found in [2].
Remark 1. Let us mention that in general it is hard to find an explicit solution for
equation (5) due to the nonlinearity of the problem. A particular case is the so called
linear quadratic regulator (LQR) problem where the dynamics is linear and the cost
functional is quadratic. The equations are thus given as
f (y,u) = Ay+Bu, g(y,u) = yT Qy+uT Ru,
where A,Q ∈ Rn×n, B ∈ Rn×m, R ∈ Rm×m with Q and R symmetric and Q positive
semi-definite and R positive definite. Furthermore, the set of admissible control val-
ues is U = R. Under these assumptions, it is known that the value function at any
point x∈Rn is given by v(x) = xT Px where P∈Rn×n is the solution of the following
shifted algebraic Riccati equation (ARE):
(A−λ In)T P+P(A−λ In)−PBR−1BT P+Q = 0. (8)
Here, In ∈ Rn×n is the n-dimensional identity matrix. Finally, the optimal control is
directly given in an appropriate state-feedback form u(t) =−R−1BT Py(t). More de-
tails on the LQR can be found in [11]. We will use the LQR problem for comparison
purposes as a benchmark model in the numerical examples, see Section 4.
3 Model Reduction
The focus of this section is to recall some model reduction techniques utilized to
build surrogate models in this work. The Reduced Order Modelling (ROM) ap-
proach to optimal control problems is based on projecting the nonlinear dynamics
onto a low dimensional manifold utilizing projectors that contain information of
the expected controlled dynamics. The idea behind the projection techniques is to
restrict the dynamics y(t) onto a low-dimensional subspace V ⊂ Rn that contains
the relevant information. We equip the space V with a basis matrix V ∈ Rn×`, and
approximate the full state vector by y(t) ≈ V y`(t), where y`(t) : [0,∞)→ R` are
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the reduced coordinates. Plugging this ansatz into the dynamical system (1), and
requiring a so called Petrov-Galerkin condition yields{
y˙`(t) =W T f (V y`(t),u(t))
y`(0) =W T x,
(9)
where the matrix W ∈ Rn×` is chosen, such that W TV = I`. Further sampling based
techniques can be employed to obtain an efficient scheme for nonlinear problems
as suggested in [10, 12] and the reference therein. The presented procedure is a
generic framework for model reduction. It is clear, that the quality of the approxi-
mation greatly depends on the reduced space V . In the next subsections, we briefly
revisit some classical projection techniques and introduce a new approach, which is
tailored for the approximation of the value function.
3.1 Proper Orthogonal Decomposition
A common approach is based on the snapshot form of POD proposed in [22], which
in the present situation works as follows. We compute a set of snapshots y1, . . . ,yk
of the dynamical system (1) corresponding to a prescribed input and different time
instances t1, . . . , tk and define the POD ansatz of order ` for the state y(t) by
y(t)≈
`
∑
i=1
y`i (t)ψi, (10)
where the basis vectors {ψi}`i=1 are obtained from the singular value decomposition
of the snapshot matrix Y = [y1, . . . ,yk], i.e. Y =ΨΣΓ , and the first ` columns ofΨ
form the POD basis functions of rank `. Here the SVD is based on the Euclidean
inner product. This is reasonable in our situation, since the numerical computations
performed in our examples are based on Finite Difference schemes.
In the present work the quality of the resulting basis is strongly related to the choice
of a given input u, whose optimal choice is usually unknown. For control problems,
one way to improve this selection is to compute snapshots from the following equa-
tion for a given pair (y,u) and any final time T > 0
−p˙(t) = fy(y(t),u(t))p(t)+gy(y(t),u(t)), p(T ) = 0, (11)
as suggested in [23]. We refer to p : [0,T ]→ Rn as the adjoint solution (see [16]).
The advantage of this approach is that it is able to capture the dynamics of the adjoint
equation (11) which is directly related to the optimality conditions.
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3.2 Balanced truncation
The balanced truncation (BT) method is a well-established ROM technique for LTI
systems
y˙(t) = Ay(t)+Bu(t),
z(t) =Cy(t),
where z(t) is the output of interest. We refer to [5] for a complete description of
the topic. The BT method is based on the solution of the reachability Gramian P˜
and the observability Gramian Q˜ which solve respectively the following Lyapunov
equations
AP˜+ P˜AT +BBT = 0, AT Q˜+ Q˜A+CTC = 0.
We determine the Cholesky factorization of the Gramians
P˜ =ΦΦT Q˜ =ϒϒ T .
Then, we compute the singular value decomposition of the Hankel operator ϒ TΦ
and set
W =ϒU1Σ
1/2
1 , V =ϒV1Σ
1/2
1 ,
where U1,V1 ∈ Rn×` are the first ` columns of the left and right singular vectors of
the Hankel operator and Σ1 = diag(σ1, . . . ,σ`) matrix of the first ` singular values.
The idea of BT is to neglect states that are both, hard to reach and hard to observe.
This is done by neglecting states that correspond to low Hankel singular values σi.
This method is very popular, also because the whole procedure can be verified by
a-priori error bounds in several system norms, and the Lyapunov equations can be
solved very efficiently due to their typical low-rank structure in large-scale applica-
tions, see [8].
3.3 A new approach based on algebraic Riccati equations
For arbitrary control problems, the value function is in general not available in an-
alytical form. However, in the case of LQR problem, the value function has the
quadratic form v(x) = xT Px where P solves an algebraic Riccati equation (8).
Thus, the relevant information of the value function is stored in the matrix P
and can be extracted by taking the SVD (or eigenvalue decomposition, since P is
symmetric) P =ΨΣΨT with an orthonormal matrix Ψ = [ψ1, . . . ,ψn]. We can ap-
proximate P with P` = ∑`k=1σkψkψTk and the error bound reads
‖P−P`‖2 ≤ σ`+1,
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where we applied the Eckart-Young-Mirsky theorem as mentioned in [5, 21]. We
define the reduced value function as v`(x) := xT P`x. Then the following bounds
hold true
|v(x)− v`(x)| ≤ σ`+1‖x‖2, ∀x ∈ Rn.
Thus, if we define the reduced space V := span(ψ1, . . . ,ψ`), we can expect an ac-
curate approximation of the relevant information in the value function, at least in
the case where the system dynamics are linear. Furthermore, we note that the value
function is of the form v(x) = xT Px only in the case, where the set of controls is
U = R.
3.4 The coupling between HJB and model reduction
Since the curse of dimensionality prohibits a direct solution of the HJB equations
in higher dimensions, we apply model reduction in the first place, in order to obtain
a small system for which the HJB equation admits a computable solution. In the
general projection framework above, we define the following reduced HJB problem,
which is the optimal control problem for the projected system:
inf
u∈U
J`W T x(u) = infu∈U
∫ ∞
0
g(V y`(t),u(t), t)e−λ t dt, (12)
s.t.
y˙`(t) =W T f (V y`(t),u(t)), t ≥ 0
y`(0) =W T x
(13)
As in the full-dimensional case, the value function v`(W T x) = infu∈U J`W T x(u) full-
fills a `-dimensional HJB equations, which can be solved numerically. This gives an
approximation to the true (in general unknown) value function at the point x ∈ Rn:
vˆ`(x) := v`(W T x). (14)
Furthermore, the reduced value function vˆ`(x) can be used to define a reduced feed-
back control function similar to the full dimensional case as
uˆ∗(x) := min
u∈U
{ f (x,u) ·Dvˆ`(x)+g(x,u)}.
Remark 2. For the numerical approximation of the value function, we must restrict
our computational domain in the `-dimensional reduced space. Since the physical
meaning of the full-coordinates is lost when going to the reduced coordinates, it
is in general not clear how to choose the interval lengths of the grid. We therefore
restrict ourselves to the approximation of the value function for vectors in the set
Θ := {x∈Rn s.t. ‖x‖∞ ≤ a}, i.e. for all x∈Θ and i= 1, . . . ,n it holds |xi| ≤ a, where
xi denotes the i-th component of x. We then define the reduced domain, which is to
be discretized as Θ` :=×`i=1(xi, x¯i) ⊂ R`, where the interval boundaries xi and x¯i
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are calculated in such a way that for all full states x ∈Θ , the projected vectors are
mapped to vectors inΘ`, i.e. W T x∈Θ` for all x∈Θ . Thus, we expect to have a valid
value function for all vectors x ∈Θ . A different approach for the reduced interval
can be found in [1].
4 Numerical Examples
We now compare the different approaches introduced in Section 3. The first example
is a classical LQR scenario, i.e. a linear system with quadratic cost functional. This
simple setup has the huge advantage of a known value function, that can be used
for comparing the different approaches for the HJB approximations. In the second
example, we study the behavior of the feedback control for a nonlinear viscous
Burgers equation.
4.1 One-Dimensional Heat Advection-Diffusion Equation
Our first example consists of a one-dimensional advection-diffusion equation
∂tw(t,ξ )−µdiff∂ξξw(t,ξ )+µadv∂ξw(t,ξ ) = 1ΩB(ξ )u(t), t ≥ 0,ξ ∈Ω
w(t,ξ ) = 0, t ≥ 0,ξ ∈ {−1,1}
w(0,x) = w0(x), x ∈Ω
z(t) =
1
|ΩC|
∫
ΩC
w(t,ξ )dξ ,
with Ω := (−1,1) ⊂ R and distributed control acting on a set ΩB = [−0.5,−0.1].
The output of interest z(t) is the average temperature distribution on the interval
ΩC = [0.1,0.6], 1ΩB(ξ ) and 1ΩC(ξ ) denote the characteristic functions of the set
ΩB resp. ΩC at the point ξ ∈ Ω . We choose the parameter values µdiff = 0.2 and
µadv = 2. We discretize the PDE in space by using a finite difference scheme on
an equidistant grid with interior points {ξi}ni=1. The dimension of the semi-discrete
problem is 61. The advection term is discretized by using an upwind scheme. In
order to solve the problem numerically for the simulation and the generation of the
snapshots, we apply an explicit Euler scheme. In order to obtain a control problem,
we introduce the cost functional as in Remark 1 with Q = 20CTC and R = 0.1,
where C is the discretized representation of z(·). The final setting is given by
min
u∈L2(0,∞)
∫ ∞
0
(20z(t)2+0.1u(t)2)dt
s.t. y˙(t) = f (y(t),u(t)) = Ay(t)+Bu(t), z(t) =Cy(t), y(0) = x.
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Fig. 1 Initial state, uncontrolled and con-
trolled state of the linear example at time
t = 0.3.
Fig. 2 Dominant basis vectors for all ap-
proaches.
The solution to this problem can be calculated in a closed loop form and is given
by u(t) =−10BT Px(t), where P ∈ Rn×n solves the associated ARE (8) with λ = 0.
Furthermore, the value function is known to be a quadratic function of the form
v(x) = xT Px. Figure 1 shows the controlled and uncontrolled solution for the ini-
tial condition x =
(
0.2 ·1(−0.8,−0.6)(ξi)
)n
i=1, where the true LQR control is used to
generate the figure.
We now construct the bases Wq and Vq for the different approaches q ∈ {POD,
PODadj, BT, Ricc} introduced in Section 3. In order to obtain the basis for the
POD approach, we simulate the full system with a prescribed control function
u(t) = sin(t) for t ∈ [0,2pi] and compute the POD method as explained in Section
3. Since WPOD is an orthonormal matrix, we simply set the biorthogonal counter-
part as VPOD :=WPOD. The basis WPOD,adj for the adjoint system are calculated with
the same control input and discretization parameters, but solving equation (11). The
basis matrices for balanced truncation are denoted as WBT and VBT and are calcu-
lated in the usual way as explained in Section 3. Finally, the Riccati basis is built by
taking the first ` left singular vectors of the SVD of P ∈ Rn×n, where P solves the
ARE (8).
We now calculate the reduced value functions for the different approaches, which
we will denote as vˆ`q with q as above. We apply a value iteration scheme based on an
equidistant grid in ` dimensions. For details, we refer to Section 2 and the references
given there. The goal in this linear example is to reproduce the true LQR control and
value function by the HJB approach. The set of admissible controls is chosen as a
discrete grid on the interval [−2,2] with 301 grid points. This set of controls is
sufficiently large, to capture the control values for all possible vectors x ∈Θ with
a = 0.2, see Remark 2.
As a first qualitative comparison, we plot the dominant basis vectors of all dif-
ferent approaches in Fig. 2. It can be seen that the basis vectors carry very different
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information. Especially the basis vector for the Riccati approach does not reflect
the input region of the model very well, but it provides details about the region of
measurement ΩC. Still, by its construction we expect accurate approximations of
the value function.
Another interesting insight is given, when we compare the values of the approxi-
mated value functions vˆ`,q(·) at the points xi := 0.2ei, where ei is the i-th unit vector
in Rn. The results are depicted in Fig. 3 for `= 3. We see that the different bases de-
liver different results: the Riccati and adjoint approach capture the original behavior
of the value function. We note that if we increase the dimension of the surrogate, the
results improve for all approaches. In Fig. 3 we also show the resulting optimal con-
trol, and again we can see how the Riccati and adjoint approach are able to recover
the true control signal.
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Fig. 3 Results for the approximation of the value function (left) for `= 3. True (LQR) control and
approximated controls (right) for a a given initial state x = 0.2(B+CT ).
A more quantitative comparison is given in Table 1: We calculate the values of
the true value function and the reduced value functions for all approaches for 50
random test vectors from the setΘ . We next calculate the relative error between the
approximation and the true LQR value function and list the mean approximation
error in Table 1. In this example, the POD-basis does not yield accurate approxima-
tions to the true value function. Balanced trunction requires more basis functions to
capture the relevant information for the value function. Only the adjoint approach
and the basis WRicc yield very accurate results.
4.2 Viscous Burgers Equation
Let us now study a more complex dynamical system, where no analytical value
function can be derived. We choose the 1D viscous Burgers equation on the do-
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`= 1 `= 2 `= 3 `= 4
POD 0.6426 0.5634 0.3297 0.3752
PODadj 0.8144 0.4008 0.1036 0.0959
BT 0.9971 0.8271 0.7387 0.5848
Ricc 0.5472 0.1363 0.0711 0.0566
Table 1 Approximation of the value function for the different approaches.
main Ω := (−1,1) with homogeneous Dirichlet boundary conditions. The continu-
ous equations now read as follows:
∂tw(ξ , t)−0.2∂ξξw(ξ , t)+5w∂ξw(ξ , t) = 1ΩB(ξ )u(ξ ), ξ ∈Ω , t ≥ 0
w(ξ , t) = 0, ξ ∈ {−1,1}, t ≥ 0,
w(ξ ,0) = w0(ξ ), ξ ∈Ω .
The output of interest in this case is defined as the integral of the state over the whole
domain: z(t) :=
∫
Ω w(ξ , t)dξ for t ≥ 0. The control acts on the subdomain ΩB :=
[−0.7,−0.5]. The semi-discretization is again performed by using finite differences
with the same setting as in the linear example. The discretized system has now
dimension n = 61 and all computations are again performed by using an explicit
Euler scheme. The discretized PDE and the discretized output then have the form (1)
with
f (y(t),u(t)) = Ay(t)+Bu(t)+ f˜ (y(t)), y(0) = x, z(t) =Cy(t),
where f˜ (y) models the discretized nonlinear transport term.
We introduce an infinite-horizon optimal control problem, similar to the LQR case,
by defining the cost functional for the discretized equations as
Jx(u(·)) :=
∫ ∞
0
(100z(t)2+0.1u(t)2)e−λ tdt
with the discount factor λ = 1. Figure 4 shows the uncontrolled state and controlled
solution. We note that the stabilization of the Burgers equation via LQR problem
has been studied in [9]. The control in the latter case has been computed after a
linearization of the dynamics around the set point y = 0 in order to solve the ARE
equation. The continuous initial condition is w0(ξ ) = 0.2(1−ξ 2). The correspond-
ing output and control function is depicted in Figure 5. We can observe that the
Riccati based approach is able to recover the LQR control. We recall that in the HJB
setting the control space is discretized and it is not continuous as in the LQR setting.
We build the different bases for this example with the same setting as in the linear
example before, only the time-steps for the HJB scheme have been adjusted and the
controls are chosen as 41 equidistant points from [−5,5] in order to allow the nec-
essary higher control values. For the BT and the Riccati approach, we linearize the
system around y= 0 and obtain a heat equation for which the BT basis and the ARE
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Fig. 4 Uncontrolled (top) and LQR-
controlled (bottom) state example of the
Burgers equation.
Fig. 5 Output of interest (top) and control
(bottom) for the nonlinear Burgers example
with the LQR and HJB-Riccati control for
`= 4.
solution are calculated. Then, the calculation of the value function is performed for
the nonlinear reduced equation.
In this example we do not have a closed-loop form of the value function and thus
we need a different way to compare the results. For this purpose, we approximate the
value of the cost functional numerically by performing a highly-resolved simulation,
followed by a quadrature using the trapezoidal rule. We simulate the closed-loop
systems until T = 5, which suffices to neglect the increment in the cost functional
on t ∈ (5,∞).
To compare the methods we show in Table 2 the evaluation of the cost func-
tional for different initial conditions x0,1 = 0.2B and x0,2 = 0.2(1− ξ )2 and model
reduction methods. It is hard to compare the method since we do not know the full
solution, however it turns out that the Riccati and POD adjoint approach have the
minimum values and are the closest to the full dimensional Riccati linearized con-
trol.
x0,1 x0,2
`= 1 `= 2 `= 3 `= 4 `= 1 `= 2 `= 3 `= 4
Ricc 0.2962 0.2958 0.2955 0.2956 0.3789 0.3786 0.3786 0.3785
POD 0.3926 0.3171 0.3112 0.3006 0.4197 0.3817 0.3802 0.3790
BT 0.2981 0.3169 0.3297 0.3260 0.3785 0.3987 0.4115 0.4080
PODadj 0.2960 0.2958 0.2955 0.2953 0.3786 0.3786 0.3786 0.3786
LQR 0.2959 0.2959 0.2959 0.2959 0.3786 0.3786 0.3786 0.3786
Table 2 Cost functional values for different inital vectors.
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5 Conclusion
In this paper we propose a comparison of different model order reduction techniques
for dynamic programming equations. Numerical experiments show that the POD
adjoint and the Riccati based approach provide very accurate approximation for the
control problem with quadratic cost functional. This is what one can expect since
both methods contain information about the optimization problem, unlike BT and
POD when the snapshots are generated with a random initial input. Moreover, the
Riccati based approach can be generalized to nonlinear dynamics. Here we propose
to linearize the system around one point of interests. In the future we would like to
investigate a greedy strategy to select more points. A parametric scenario will also
be considered in a future work as proposed in [21] for linear dynamical systems.
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