Abstract-In this article interactive visualization techniques for creating virtual objects are considered. We describe the most common methods of photometric transformations between images and a variety of geometric objects contextualized against the backdrop of increased adoption of 360 videos and virtual reality systems. Two techniques, the Harris-Laplacian and the Scale Invariant Feature Transform (SIFT) have been described. The algorithm estimation of virtual objects interactive visualization is given. The image-matching algorithm using key points is described.
I. INTRODUCTION
In recent years, there has been a significant and renewed interest in developing interactive software that allows a user to explore a virtual reality (VR) or augmented reality (AR) environments. In part, this has been due to the revival of stereoscopic displays, such as the Oculus Rift, Google Cardboard, and Samsung Gear devices. These are being applied in a huge variety of application scenarios such as the visualization of big data [1] ; in medical scenarios, such as management of pain [2] and biomechanics [3] ; new modes of interaction [4] and experiences in games and entertainment [5] ; in enhancing education and pedagogy [6, 7] ; and as potential assistive technology for navigation tasks [8, 9] .
The presentation of these virtual elements is created using a variety of techniques, such as multi-camera video recordings, computer generated images, or using computer game engines, such as Unity or Unreal. However, this predominantly means that all such systems utilize 360 degree imaging and 3D graphics. From a software and hardware perspective, producing these images in near real-time, and being able to re-render scenes rapidly in response to user movement and interaction, is not a trivial task. As such, this work of this paper is concerned with exploring mechanisms by which the rendering of these graphics might be improved, whilst remaining robust to the transforms likely to be required by user movement and interaction in the virtual space.
Consider the challenges that occur during the process of capturing photographs. One of these challenges is to use natural lighting. In the case of an indoor photograph, for example, the area of a nearby window may be overexposed, making it difficult to deal with image stitching as two adjacent pictures may different light characteristics. To solve this the white balance can be controlled manually resulting in the value of the white balance being different in every picture. In addition, at the time of a panorama snapshot there can be a change of exposure. To deal with this a larger overlap between adjacent frames is required. Respectively, the number of pictures for the closure of the virtual panorama scope is increased. Whilst discussing this optimization process it can be mentioned that it in our own work of developing a virtual tour it was necessary to get a three-dimensional panorama by matching together key points using 26 images. The main challenge was to deal with discrepancy of the camera field of view. That is why the optimization by means of the control point's distortion was required.
The considered method is to derive distinctive invariant features from images to make effective matching between various views of scene or an object. These features are invariant to rotation and image scale, and are to provide effective matching in different cases, such as: change in 3D viewpoint or illumination, addition of noise and so forth. The process of recognition consists of matching individual features to a database of features from known objects [10] . This approach is to distinctly identify objects in situations where occlusion and clutter may occur whilst maintaining near realtime performance. For the computer, the image is a set of data points, so to accomplish image matching appropriate methods should be used. There are methods of image matching based on a comparison of knowledge about the images. [11] . Their idea is to calculate the value of a particular function for each point of the image. Based on these values certain characteristics of the image can be assigned and then the problem of image matching is reduced to the comparison of such characteristics. The advantage of this method is its simplicity; the disadvantage is that they work only in ideal situations. In the case of noise being present in the images, or changing of scale, the application of such techniques becomes meaningless. This is explained by the fact that each point on the image contributes to its characteristic. To avoid this problem, the entire set of points to allocate special or key points is needed, and only then should they be compared. It became the foundation of another embodiment method of image matching using key points.
There are two appropriate techniques for this purpose: the Harris-Laplacian (HL) technique and the SIFT (Scale Invariant Feature Transform) algorithm.
II. THE HARRIS-LAPLACIAN TECHNIQUE
The HL technique is used to compare images irrespective of photometric transformations or geometric transformations between images and to identify appropriate or corresponding areas between the images. The advantage of the technique is that it allows finding features that are robust to illumination changes and invariant to scaling and image rotation. A description is designed for each feature by means of the local neighbourhood and then it proceeds as a unique identifier for the feature [12] . These identifiers are used to recognize "point to point correspondences" between images [13] . This method can be used to execute image retrieval for panoramic images. Stages of execution of the technique for three-dimensional reality are as follows:
• Computation of the image gradient at each point using Gaussian smoothing;
• Calculation of the M matrix with the weights for the Gauss window neighborhood of each point;
• Calculation of the R angle response measure;
• Point detection with a large value of R (clipping threshold);
• Detection of the local maximum of the corner response measures (non-maximum suppression) [14] .
The main reason for the widespread use of the HL technique is its invariance to rotation ( Fig.1 ) and intensity shift. This method allows developers to work more effectively in terms of image quality [14] . Figure 1 . HL technic invariant to rotation [15] As for the criticism, the method has a drawback because it is not invariant to scale (Fig.2) [14] . In VR and AR situations, users will often be able to move around amongst the virtual objects being presented, in addition to being able to rotate their field of view. To this extent, rotation alone may not be the only type of affine transform required, this is why the SIFT algorithm should be used. Figure 2 . HL technic isn`t invariant to scale [15] III. THE SCALE INVARIANT FEATURE TRANSFORM METHOD The SIFT method is now widely used in image matching process of interactive visualization. The method works as follows: for each point in the image the value of a particular function is computed. Based on these values certain characteristics of the image can be assigned. Thus, the process of image matching is down to the comparison of these characteristics. The advantage of the SIFT method is its simplicity. The disadvantage of this method is that it works mostly in ideal situations. According to research on the subject [16] , it may be caused by several factors, such as: appearance of new objects on the image, overlap of one object to another, noise, zoom, position of the object in the image, a camera position in three-dimensional space, lighting, affine transformations, etc. It can be explained by the fact that each point on the image contributes to the characteristic. Thus, to compare these characteristics the entire set of key points is needed. We can conclude that there is a need to solve this limitation. The task is to somehow choose points that contribute to the characterization, or, even better, to allocate some special (key) points and compare them. It brings to the idea to compare images using key points [17] . The image is replaced by a model; a set of key points. It should be noted that the key point is a point on the image of an object that is very likely to be found in another image of the same object. The detector is the method of extracting key points from the image. The detector will provide resistance to the problems of scaling [17] . Consequently, the invariance to scale issue can be solved.
The development process is divided into iterations. The main steps of SIFT method [17] are as follows:
• Scale-space peak selection;
• Difference-of-Gaussians (DoG) implementation;
• Key point localization;
• Elimination of unstable key points;
• Orientation assignment based on key point local image patch;
• Key point descriptor selection based upon the image gradients in key point local neighborhoods [17] .
Taken together, the above-mentioned features of SIFT descriptors, it should be noted that this technology has some drawbacks. Not every point and its description will meet the requirements. This can have unwanted consequences upon future process of image matching. In some cases, the solution may not be found even if it exists. For example, consider the situation when two images have representations of a brick wall.
The solution can`t be found due to the fact that the wall is composed of repeating objects (bricks). So, for different control points, the descriptions are similar. Despite this limitation, descriptors usually work well in many cases of practical importance.
The SIFT method is used to find key points on the image based on the Gaussian pyramid. To identify key points on the image the Difference of Gaussian pyramid (DoG) is designed [11] .
The Gaussian is an image that is flooded by a Gaussian filter. It is described as (1):
Where L(x, y, σ) is a Gaussian value at the point (x,y) and σ represents a blur radius; G(x, y, σ) is a Gaussian kernel; I(x, y) is an original image value [11] .
The DoG is a resultant image formed by means of per-pixel subtraction of the Gaussian original picture and the picture with a different Gaussian kernel. The DoG is expressed as:
As a result, a scalable image space is a variety of different, smoothed options of the original image. Compared to the Harris-Laplacian space the Gaussian scalable space is linear, shift-invariant, and invariant under rotation and scale.
According to Lowe [12] , invariance under scale is achieved by finding the key points of the original image, taken at different scales. Therefore, a pyramid of Gaussians and Difference of Gaussian pyramid is built (Fig.3) . Fig. 3 is a schematic representation of DoG. We can see number of differences is one less than the number of Gaussians, and why after transition to the next octave the image size is halved.
After the construction of the pyramids, it is necessary to determine a key point. The point is the key point, if it is a local extremum of difference of Gaussians.
The local extreme point on each image of the DoG is searched. Each point of the current image of DoG is compared with its eight neighbors and with nine neighbors in the DoG that is on the level above and below the pyramid. If a point is greater than, or less than, all neighbor points then it is taken as a point of local extreme. This explains why two additional images in the octave were required.
Once we have found the point of extremum, it is necessary to verify whether they are suitable as key points. At this point, it is necessary to approximate the function of DoG matrix by Taylor polynomial of the second order taken at the point of extremum.
IV. THE IMAGE-MATCHING ALGORITHM USING KEY POINTS
Consider a method to derive distinctive invariant features from images to make effective matching between various views of scenes or an object, such as would be encountered in a virtual tour of 360-degree visualization. These features are invariant to rotation and image scale, and are to provide effective matching in different cases: change in 3D viewpoint or illumination, addition of noise and others. The imagematching algorithm using key points is presented in Fig.4 . In the case of image stitching to create panoramic composites, it is necessary to convert the original photos to a format suitable for crosslinking (cylindrical or spherical projections). Crosslinking is the combination of the equal elements located at the common areas of adjacent images. This necessitates mixing images with a view to aligning their brightness, contrast and color tone, ensuring consistency of presentation.
Selection
At the stage of photo processing the main features of a panorama's quality are:
• Ability to handle geometric mismatch of adjacent images and the ability to virtually eliminate the phantom images of the elements (for example when there is a fragment of an unnecessary object in one picture, but it is not on the adjacent picture);
• The ability to cope with the color tone difference between adjacent frames (error of mixing sections with color gradient nature (ceiling)).
Thus, the layered file in the Adobe Photoshop (*.PSD) format is designed. It consists of masked transformed images displaced relative to each other and forming the panoramic composite.
V. IMPLEMENTATION EXAMPLE
Consider a simple implementation example of the imagematching approach in the case of creating a 3D panorama. The process consists of several steps. To start, all the photos of a single virtual panorama should be downloaded, in this case to the Adobe Flash environment. The image matching process can be performed automatically in Adobe Flash. However, the resulting image will be full of stitching errors. That is why, to compare overlapping photos control points are generated (Fig.5) . As shown in Fig.5 , the program is trying to find identical points in both images. These points are generally angle points. The intensity of an angle point varies relative to the center. Thus, the coordinates, and changes in brightness of the surrounding image points, define the angles points. The main property of these points is distinguishability. This means that there are two dominant gradient directions in the area around the corner. Gradient is a quantity vector that shows the steepest increase in the intensity of the image function I (x, y). To make a more precise matching, we use the top panel with key point numbers to move items. In addition, there is a possibility to correct Gaussians function coordinates that are available in the configuration panel. As a result, we obtain a preview of the conformal projection. Substantial image editing was not required in this case because a panoramic head was used when taking the photographs, with a properly set nodal point. The next step is optimization. Optimization is necessary for the selection of the best lens distortion transformation parameters. Before this step, there are 26 images with distant key points (Fig.5) . The objective of the optimization process is to get a three-dimensional panorama by matching together these images' key points. The main idea of the distortion is to deal with discrepancies in the camera's field of view. One object is generally captured twice and by means of this object Adobe Flash is stitching every two images. As the camera is rotating one object is capturing from a different field of view. This is why the optimization, by means of distortion, is required.
Even after automatic stitching and optimization the manual binding of individual elements in the panorama key points is required. This procedure is carried out for every virtual panorama. When gluing, it is recommended that conformal projection panoramas are kept in JPEG format. This will provide further convenience in working with graphic editors. It is worth mentioning that there were some difficult aspects. Since equidistant projection does not preserve parallel lines, then the image is inconvenient to adjust. In order to get the most realistic spherical panorama, it is necessary to remove every distortion from the resulting image, shades and the effect of "vagueness".
VI. APPROACH EVALUATION
To test the usability of the Imaging System that implements the proposed approach, we adopted a method of questionnaire, based upon participants' responses to the images produced by the system.
Ten users were involved in the experiment. The procedure of obtaining decisions involves participants expressing their views on usability issues, such as navigation, ease of use, realistic issues, quickness in response, and others. The method of scores was used to provide a detailed data of expert opinions and helped to analyze the results. To provide a high validity of results different participants from various fields took part in the research. There were five students, two web designers, and three Internet users. The goal of the research was to analyze whether the system is effective in terms of usability issues. The participants were asked to complete a questionnaire with scores for each question in a table. A 1 to 5 Likert scale was used, for participants to indicate the worst to the most pleasant in terms of use. Highest rated is "Quick in response" (mean = 4.9; SD = 0.32), whilst lowest, jointly are "Ease of Navigation" (mean = 3.4; SD = 1.07) and "Quality of Panoramic Images" (mean = 3.4; SD = 1.07). Participants are broadly satisfied with the Imaging System, the image matching approach implementation and their assessment indicates that the System has merit in being adopted for further usage.
VII. CONCLUSION
This article considered an image-stitching algorithm for three-dimensional interfaces. The results provided have shown a good usability experience. Two methods of image matching were used. It was decided to combine the practicalities of Harris-Laplacian method with the versatility of the SIFT algorithm. For each point on the image the function value was calculated. Based on these values the certain characteristics to the image were ascribed. Thus, the problem of image matching moved to comparison of the characteristics.
In this case, key point identifiers -descriptors, were used. Adobe Flash provides the ability to calculate the point of local extremum for a Difference of Gaussians pyramid to determine whether a point is a key point. This combination allows for calculation of local features to define singular points, allocate special pieces invariant to scale, construct feature vectors, and compare local descriptor pairs of images.
The drawback of this algorithm is that manual annotation is needed. This can be performed automatically using the SIFT algorithm. However, professional equipment is needed, such as a tripod with an automatically rotating head, a camera that allows specific zooming, studio lighting, and so on. As the camera is rotating without a professional tripod, one object is capturing from a different field of view. To deal with discrepancies of the camera's field of view the optimization by means of the above-mentioned algorithms is required.
After comparison of the Harris-Laplacian and SIFT methods, it becomes evident that none of the methods will be efficient if used in their original form. This is why the best solution is a combination of the practicalities of the HarrisLaplacian method, whilst obtaining the versatility of SIFT.
