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Abstract—Intelligent reflecting surfaces (IRS) have been in-
troduced as a potentially revolutionary technology owing to its
capability of adaptively controlling the propagation environment
in a cost-effective and hardware-efficient fashion. While the appli-
cation of IRS as a passive reflector for enhancing the performance
of wireless communications has been widely investigated, recently
the utilization of IRS as a passive transmitter is emerging as
a new concept and attracting steadily growing interest. In this
paper, we introduce two novel IRS-based passive information
transmission systems using advanced symbol-level precoding.
One is a pure passive information transmission system, where the
IRS operates as a passive transmitter serving multiple receivers
by changing the properties of its elements to reflect unmodulated
carrier signals, and the other is a joint passive reflection and
information transmission system, where the IRS not only en-
hances transmissions for multiple primary information receivers
(PIRs) by passive reflection, but also simultaneously delivers
additional information to a secondary information receiver (SIR)
by embedding information into the primary signals at the symbol
level. Two typical optimization problems, i.e., power minimization
and quality-of-service (QoS) balancing, are investigated for the
proposed IRS-based passive information transmission systems.
Simulation results illustrate the feasibility of IRS-based passive
information transmission and the effectiveness of our proposed
algorithms.
Index Terms—Intelligent reflecting surface (IRS), passive in-
formation transmission, symbol-level precoding, passive beam-
forming.
I. INTRODUCTION
During the past decade, we have witnessed the popular-
izing of mobile devices and the rapid growth of wireless
applications, which have significantly changed our daily life.
Meanwhile, various techniques have been developed to ac-
commodate the continuously increasing demands for high data
rates and diverse quality-of-service (QoS). Massive multiple-
input multiple-output (MIMO), millimeter wave (mmWave)
communications, and ultra-dense networks are three represen-
tative approaches for enhancing wireless network performance
from three basic dimensions: Improving spectral efficiency,
utilizing more spectrum, and exploiting spatial reuse [1].
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However, the required high hardware cost as well as the
resulting increased energy consumption remain as roadblocks
to deploying these techniques. Therefore, research has con-
tinued to seek innovative, energy/spectrum/hardware-efficient
solutions for future wireless networks.
In the existing paradigm of wireless communication, the
radio propagation environment is considered to be a factor
that is more or less out of the control of the system designer.
Channel fading due to random multipath is still one of the
major difficulties for maximizing the performance of wireless
communications. Recently, the novel concept of intelligent
reflecting surfaces (IRS) has been introduced as a potentially
revolutionary approach owing to its ability to tailor the radio
environment in a cost-effective and hardware-efficient fashion
[2]-[10].
An IRS is a man-made two-dimensional (2D) surface of
electromagnetic (EM) material that is composed of a large
number of reconfigurable passive elements. Each element can
independently manipulate the phase of the incident EM waves
over a wide frequency range in a real-time programmable
manner, collaboratively enabling adaptive reflection beam-
forming. By intelligently controlling the signal reflection, an
IRS can produce a more favorable propagation environment
and offer additional degrees of freedom (DoF) for wireless
communication optimization. Therefore, IRS are attracting
steadily growing interest in both academia and industry.
In the past year, researchers have devoted considerable
efforts to exploring the potential of IRS as a passive re-
lay/reflector to greatly expand coverage, improve transmis-
sion quality, and assure security, etc. [11]-[28]. By properly
designing the IRS phase-shifts, the reflected signals can be
coherently added to the received signals from other paths
at intended receivers, which facilitates minimization of the
transmit power [11]-[12], or improves the performance in
terms of spectral efficiency [13], [14], energy efficiency [15],
ergodic capacity [16], channel capacity [17], sum-rate [18]-
[21], symbol-error-rate [22], signal-to-noise-and-interference-
ratio (SINR) [23], or energy reception [24], etc. IRS-enhanced
physical layer security has been investigated in [25]-[27]. In
[29]-[32], several practical channel estimation algorithms were
proposed for IRS-assisted wireless communication systems.
In most of the applications mentioned above, the IRS is
deployed as a passive reflector to enhance performance by
adaptively reflecting the incident signals, which are already
modulated/precoded by an active transmitter. Meanwhile, the
concept of utilizing IRS as passive transmitters has also
emerged [3], [33], [34]. In this latter case, the IRS changes
the reflecting elements to modulate and transmit information
symbols by exploiting an unmodulated carrier signal, which is
generated by a nearby radio-frequency (RF) signal generator.
An IRS-based passive transmitter can realize virtual low-
complexity and energy-efficient MIMO communication with
only one RF chain at the transmitter side. In [35], the authors
presented an IRS-based passive wireless transmission proto-
type, which realizes quadrature phase-shift-keying (QPSK)
transmission to a receiver over the air. In the developed
prototype, the IRS is implemented with a metasurface and the
phase of the reflected EM wave is directly manipulated in real
time according to the baseband signal. It is worth mentioning
that the use of IRS-based passive transmitters has also been
referred to as Holographic Massive MIMO [4], [36].
Recently, interest has focused on combining the passive
reflection and passive transmission capabilities of IRS. In
these joint applications, not only is the quality of the primary
signals enhanced by the IRS, secondary information can
also be modulated and embedded into the primary signals
by appropriately varying the IRS reflection coefficients. In
[37], [38], the authors presented a joint passive beamforming
and information transfer system, in which the secondary
information is modulated by the on/off states of the IRS
reflecting elements. In [39], the authors proposed a reflecting
modulation scheme for an IRS-based passive transmitter. In
[40], the IRS operates as an Internet-of-Things device to
transfer secondary information by jointly designing the active
beamforming and passive reflecting. While these pioneering
works [3], [4], [33]-[40] exploited the feasibility of using
an IRS as a passive transmitter, their design is based on
the paradigm of conventional block-level precoding and uti-
lizes statistical performance metrics, e.g., signal-to-noise-ratio
(SNR) and capacity/rate. Moreover, the reflection patterns are
limited for the secondary information transmission, e.g., only
two antipodal reflection patterns are considered in [40]. Thus,
the full flexibility of IRS has not been fully exploited in this
work. In addition, the joint primary and secondary information
detection proposed in these methods is a challenging task due
to the high computational complexity at the receiver side, and
furthermore, the case of passive information transmission to
multiple receivers has not yet been investigated.
We note that in IRS-based passive transmission schemes,
each information symbol is modulated by varying the reflect-
ing elements of the IRS, which is similar to the mechanism
employed in symbol-level precoding [41]-[43]. In symbol-
level precoding, the multi-antenna transmitter varies its pre-
coder in a symbol-by-symbol fashion to turn the harmful
multi-user interference (MUI) into constructive and beneficial
signals. Such methods can exploit both the spatial and symbol-
level DoFs and significantly improve the symbol error-rate
(SER) performance of multiuser systems. Inspired by these
findings, in this paper we attempt to realize IRS-based passive
information transmission by exploiting symbol-level precoding
technology, which provides symbiotic benefits from various
aspects. The main contributions in this paper are summarized
as follows:
• For the first time, we use symbol-level precoding to real-
ize IRS-based passive information transmissions in multi-
user multi-input single-output (MU-MISO) systems.
• For the case that the IRS works as a pure passive trans-
mitter to deliver information to multiple single-antenna
users, we design the IRS phase-shifts to minimize the
transmit power and guarantee that certain QoS require-
ments are met. After several derivations, an efficient
Riemannian manifold-based algorithm is employed to
obtain the optimal solution for continuous/high-resolution
phase-shifts. The branch-and-bound algorithm and an
efficient heuristic algorithm are used to solve the problem
for cases with low-resolution quantized phase shifts. We
also investigate the QoS balancing problem for a given
transmit power.
• For the case that the IRS works as a joint passive
reflector and transmitter, the IRS enhances the primary
information transmissions from the multi-antenna base
station (BS) to multiple single-antenna users, and simul-
taneously delivers secondary information to one addi-
tional user by embedding the secondary information into
the primary signals. The power minimization and QoS
balancing problems are also investigated by iteratively
solving for the precoders and reflectors using efficient
gradient projection-based and conjugate gradient-based
algorithms.
• Finally, we provide extensive simulation results to
demonstrate the feasibility of exploiting symbol-level
precoding for passive information transmissions in IRS-
based MU-MISO systems, and to illustrate the effective-
ness of our proposed algorithms.
The rest of this paper is organized as follows. Section
II focuses on the passive transmitter case, presenting the
system model and problem formulations, the solutions of
the power minimization and QoS balancing problems, and
a computational complexity analysis. Similar problems for
design of the joint passive reflector and transmitter systems
are investigated in Section III. Extensive simulation results
are presented in Section IV to illustrate the effectiveness of
our proposed algorithms. Final conclusions are provided in
Section V.
The following notation is used throughout this paper.
Boldface lower-case and upper-case letters indicate column
vectors and matrices, respectively. (·)T and (·)H denote the
transpose and the transpose-conjugate operations, respectively.
C denotes the set of complex numbers. |a| and ‖a‖ are
the magnitude of a scalar a and the norm of a vector a,
respectively. y = f〈x〉 denotes that y is a function of x. ∠a
is the angle of complex-valued a. R{·} and I{·} denote the
real and imaginary part of a complex number, respectively.
diag{a} indicates a diagonal matrix whose diagonal terms are
the elements of a. Finally, we adopt the following indexing
notation: A(i, j) denotes the element of the i-th row and the
j-th column of matrix A; a(i) denotes the i-th element of
vector a.
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Fig. 1. An IRS-based MU-MISO passive information trans-
mission system.
II. PASSIVE INFORMATION TRANSMISSION SYSTEM
DESIGN
A. System Model
Consider an MU-MISO system as shown in Fig. 1, where
the IRS equipped with N reflecting elements simultaneously
serves K single-antenna users. The information is transmitted
from the IRS to each user by reflecting the high-frequency
carrier signals generated from a nearby RF signal generator
and modulating the symbols onto the reflected signals. Denote
θ ∈ CN as the vector containing the IRS reflection coeffi-
cients. The received baseband signal at the k-th user can be
written as
rk =
√
PhHrkΘhg + nk, (1)
where P is the transmit power of the RF generator, Θ ,
diag{θ}, hrk ∈ CN is the channel vector from the IRS to
the k-th user, hg is the channel vector from the RF generator
to the IRS, and nk ∼ CN (0, σ2) is additive white Gaussian
noise (AWGN) at the k-th user. Given the availability of
various channel estimation approaches [29]-[32], we assume
perfect CSI is available at the IRS. For simplicity, we denote
the equivalent channel from the IRS to the k-th user as
hHk , h
H
rkdiag{hg}. Then, the received signal for the k-th
user can be rewritten as
rk =
√
PhHk θ + nk. (2)
To realize passive information transmissions, the IRS mod-
ulates the symbols by changing the reflection vector θ ac-
cording to the symbols to be transmitted. We assume the
desired symbols for all users are independently Ω-phase-shift-
keying (PSK) modulated. As a result, there are ΩK possible
combinations of symbols that could be transmitted to the K
users. We let sm , [sm,1, . . . , sm,K ]T for m = 1, . . . ,ΩK
represent all of the possible symbol vectors. To transmit sm,
an appropriate phase vector θm must be designed, so that the
received signal at the k-th user
rm,k =
√
PhHk θm + nk (3)
can be properly decoded. In what follows, we will design
the non-linear mapping from sm to θm using the concept
of constructive symbol-level precoding [41]-[43]. Considering
the ideal reflecting model with unit-modulus and continuous
phase shifts, each reflecting element should satisfy |θm(n)| =
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Fig. 2. Symbol-level precoding design for QPSK signals.
1, ∀m,n.
Using knowledge of the symbol sm to be transmitted,
constructive interference (CI) symbol-level precoding converts
the MUI into constructive components that push the received
noise-free signals away from decision boundaries, which
greatly improves the detection performance. The Euclidean
distance between the received noise-free signal and the closest
decision boundary is used as the metric to measure the
users’ QoS. In order to explicitly demonstrate this metric,
we take QPSK modulated symbols as an example, as shown
in Fig. 2. Specifically, sm,k is the desired symbol of the
k-th user, the dashed rays are the decision boundaries for
sm,k,
−−→
OC =
√
PhHk θm is the received noise-free signal,
ψ = π/Ω = π/4, and |−−→CD| is the Euclidean distance between
point C and the corresponding nearest decision boundary. To
make the expression of the desired distance more concise, we
rotate the diagram clockwise by ∠sm,k degrees as shown in
Fig. 2(b), where
−−→
OC′ = r˜m,k =
√
PhHk θme
−j∠sm,k . (4)
Then, the Euclidean distance between C′ and the nearest
decision boundary is
|C′D′| = |C′B′| cosψ = (|A′B′| − |A′C′|) cosψ
=
(
R{−−→OC′} tanψ − |I{−−→OC′}|
)
cosψ
= R {r˜m,k} sinψ − |I {r˜m,k}| cosψ.
(5)
The QoS constraint can thus be expressed as
R {r˜m,k} sinψ − |I {r˜m,k}| cosψ ≥ αk, ∀m, k, (6)
where αk is the preset QoS requirement for the k-th user.
B. Design for Power Minimization
In this subsection, we investigate the CI power minimiza-
tion problem, which aims to minimize transmit power while
satisfying the QoS requirements of all users. The optimization
problem is formulated as
min
θm,∀m,P
P (7a)
s.t. R {r˜m,k} sinψ − |I {r˜m,k}| cosψ ≥ αk, (7b)
r˜m,k =
√
PhHk θme
−j∠sm,k , ∀m, k, (7c)
|θm(n)| = 1, ∀m,n. (7d)
To efficiently solve this multivariate problem, we propose
to convert it into a univariate problem and develop efficient
algorithms.
First, after dividing both sides of the QoS constraint (7b)
by
√
Pαk, we have
1√
P
≤ 1
αk
[R {r̂m,k} sinψ − |I {r̂m,k}| cosψ] , ∀m, k, (8)
where r̂m,k , hHk θme
−j∠sm,k . By introducing an auxiliary
variable t , 1√
P
, the power minimization problem (7) can be
converted to
max
θm,∀m,t
t (9a)
s.t. t ≤ 1
αk
[
R {r̂m,k} sinψ − |I {r̂m,k}| cosψ
]
, (9b)
r̂m,k = h
H
k θme
−j∠sm,k , ∀m, k, (9c)
|θm(n)| = 1, ∀m,n. (9d)
After obtaining the optimal t⋆ for problem (9), the optimal
transmit power (7a) is given by P ⋆ = 1/(t⋆)2.
The optimization problem (9) can be further equivalently
rewritten as a max-min problem as
max
θm,∀m
min
m,k
1
αk
[
R {r̂m,k} sinψ − |I {r̂m,k}| cosψ
]
(10a)
s.t. r̂m,k = h
H
k θme
−j∠sm,k , ∀m, k, (10b)
|θm(n)| = 1, ∀m,n. (10c)
Obviously, problem (10) is also difficult to solve, not only
because of the large number of variables, but also the non-
differentiable absolute and minimum value functions in the
objective (10a), and the non-convex unit-modulus constraint
(10c) of the IRS. In the following, we propose to divide the
large-scale optimization problem into several sub-problems.
For each sub-problem, an approximate differentiable objective
is derived, and the non-convex constraint is tackled using a
manifold-based algorithm.
Since the optimization of (10) for different θm,m =
1, . . . ,ΩK , is independent with respect to m, we can equiva-
lently divide this large-scale problem into ΩK sub-problems.
The m-th sub-problem is rewritten as
min
θm
max
i
∣∣I{aHi θm}∣∣ cosψ −R{aHi θm} sinψ (11a)
s.t. |θm(n)| = 1, ∀n, (11b)
where aHi ,
1
αk
hHk e
−j∠sm,k , i = K(m − 1) + k. Then, to
remove the absolute value function and separate ai from the
real and imaginary operators, we utilize the property that |x| =
max{x,−x} for a scalar x together with some basic linear
algebra laws to reformulate the objective (11a) as∣∣I{aHi θm}∣∣ cosψ −R{aHi θm} sinψ = max{fi, gi}, (12)
where fi and gi are defined as
fi , I
{
aHi θm
}
cosψ −R{aHi θm} sinψ
= bTi R{θm}+ cTi I{θm}, ∀i, (13a)
gi , −I
{
aHi θm
}
cosψ −R{aHi θm} sinψ
= uTi R{θm}+ vTi I{θm}, ∀i. (13b)
For notational conciseness in the following algorithm devel-
opment, in (13a) and (13b), we have defined
bTi , I{aHi } cosψ −R{aHi } sinψ, (14a)
cTi , R{aHi } cosψ + I{aHi } sinψ, (14b)
uTi , −I{aHi } cosψ −R{aHi } sinψ, (14c)
vTi , −R{aHi } cosψ + I{aHi } sinψ. (14d)
Then, exploiting the well-known log-sum-exp approximation,
the objective (11a) is converted to
max
i
{fi, gi} / ε log
mK∑
i=K(m−1)+1
[
exp(fi/ε) + exp(gi/ε)
]
,
(15)
where ε > 0 is a relatively small number to maintain the
approximation.
After obtaining the smooth and differentiable objective (15)
for problem (11), the unit-modulus constraint (11b) of IRS
becomes the major challenge. We adopt the Riemannian-
manifold-based algorithm, which directly solves this problem
on the original feasible space instead of a relaxed convex
version, and provides a locally optimal solution with fast
convergence. Denoting Θ˜m , [R{θm}, I{θm}]T , constraint
(11b) forms a 2N -dimensional smooth Riemannian manifold
M =
{
Θ˜m ∈ R2×N : [Θ˜m(:, n)]T Θ˜m(:, n) = 1, ∀n
}
.
(16)
Then, problem (11) can be rewritten as
min
Θ˜m
h〈Θ˜m〉 = ε log
mK∑
i=K(m−1)+1
[
exp(fi/ε) + exp(gi/ε)
]
(17a)
s.t. Θ˜m ∈ M, (17b)
which is an unconstrained optimization problem on the Rie-
mannian space M. Since each point on the manifold has a
neighborhood homeomorphic to Euclidean space, the tangent
space and Euclidean gradient terms have counterparts on the
Riemannian space, and efficient algorithms developed on the
Euclidean space can be extended to the manifold space, e.g.,
the conjugate gradient (CG) and the trust-region algorithms.
Therefore, in the following we use the CG algorithm on the
Riemannian space, referred to as the Riemannian conjugate
gradient (RCG) algorithm, to solve this problem.
To facilitate the RCG algorithm, the Riemannian gradient
grad
Θ˜m
g is necessary, which can be obtained as discussed in
Appendix A. Thus, in the p-th iteration of the RCG algorithm,
the search direction dp is
dp = −gradΘ˜mg〈Θ˜m,p−1〉+ ηpdtp−1, (18)
where Θ˜m,p−1 is the optimal solution for iteration p− 1, and
ηp is the Polak-Ribiere parameter [44]. Since the Riemannian
gradient and search direction for the iteration p − 1 lie in
different tangent spaces, an additional Riemannian transport
operation is needed to map dp−1 into the tangent space of
the Riemannian gradient denoted by dtp−1. After choosing the
step size ξp using the Armijo backtracking line search method
Algorithm 1 RCG algorithm to obtain θ⋆m
Input: h〈Θ˜m〉.
Output: θ⋆m.
1: Initialize Θ˜m,0 ∈M, d0 = −gradΘ˜mh〈Θ˜m,0〉.
2: Repeat
3: Calculate gradient grad
Θ˜m
h〈Θ˜m,p〉 by (57).
4: Choose Polak-Ribiere parameter ηp [44].
5: Calculate search direction dp by (18).
6: Calculate step size ξp [44].
7: Obtain the update Θ˜m,p by (19).
8: Until convergence
9: Construct θ⋆m by (20).
[44], the p-th update is given by
Θ˜m,p = RetrΘ˜m
(
Θ˜m,p−1 + ξpdp
)
, (19)
where Retr
Θ˜m
(·) indicates the retraction operation, mapping
the point on the tangent space to the manifold.
After obtaining Θ˜⋆m, the optimal θ
⋆
m can be constructed as
θ
⋆
m = [Θ˜
⋆
m(1, :)]
T + j[Θ˜⋆m(2, :)]
T . (20)
The RCG algorithm for seeking the optimal θ⋆m is summarized
in Algorithm 1.
C. Design for QoS Balancing
In this subsection, we consider the QoS balancing problem,
which aims to maximize the minimum weighted QoS perfor-
mance for a given transmit power. The optimization problem
is formulated as
max
θm,∀m
min
m,k
ρk
[
R {r˜m,k} sinψ − |I {r˜m,k}| cosψ
]
(21a)
s.t. r˜m,k =
√
PhHk θme
−j∠sm,k , ∀m, k, (21b)
|θm(n)| = 1, ∀m,n, (21c)
where P is the maximum transmit power and ρk > 0 is the
weight coefficient for the k-th user. It can be seen that this
problem has a form very similar to problem (10). Therefore,
this QoS balancing problem can be solved with the algorithm
proposed in Sec. II-B by setting αk =
1√
Pρk
, ∀k in (10).
D. Design for Low-Resolution IRS
Since an IRS with infinite/high-resolution phase shifters
would inevitably require higher hardware complexity and cost,
low-resolution phase shifters are a more practical solution.
Thus, in this subsection, we investigate solutions for the case
of low-resolution IRS.
With the continuous solution θ⋆m obtained as in Sec. II-B,
a direct quantization operation can be easily applied to seek
the nearest discrete phase value by
∠θBm(n) =
[
∠θ⋆m(n)
∆
]
×∆, (22)
where ∆ , 2π2B is the resolution of each reflecting elements
controlled by B bits, and [·] indicates the rounding operation.
However, this method provides a suboptimal solution due to
the quantization error, which may cause severe performance
degradation for very low-resolution cases, e.g., 1-bit and 2-bit
cases.
Thus, we investigate obtaining the optimal solutions by
converting the optimization problem into a mixed integer non-
linear program (MINLP) and solving it with an off-the-shelf
algorithm. The low-resolution phase-shifts can be rewritten as
θ
B
m = Qmq, (23)
where the auxiliary vector q , [ej∆, ej2∆, . . . , ej2π]T con-
tains all the possible phase values,Qm ∈ {0, 1}N×2
B
has only
one non-zero element per row, andQm(n, j) = 1 indicates the
n-th element in θm is q(j). Then, the optimization problem
for the low-resolution IRS case is reformulated as
min
Qm
max
k
∣∣I{aHi Qmq}∣∣ cosψ −R{aHi Qmq} sinψ (24a)
s.t.
2B∑
j=1
Qm(n, j) = 1, ∀n, (24b)
Qm(n, j) ∈ {0, 1} , ∀n, j, (24c)
which is an MINLP problem and can be efficiently solved
using the popular branch-and-bound algorithm. The details of
this well-known algorithm are omitted for the sake of brevity.
When the optimal Q⋆m for problem (24) is found, the optimal
low-resolution reflection coefficients θB⋆m can be constructed
as
θ
B⋆
m = Q
⋆
mq. (25)
However, considering the required high computational com-
plexity, the branch-and-bound algorithm is only suitable for
the 1-bit or 2-bit cases.
In order to provide better performance than direct quan-
tization and lower complexity than the branch-and-bound
algorithm, we further propose an efficient heuristic algorithm
to successively seek the conditionally optimal low-resolution
solutions. Assuming only the n-th element of the IRS phase
vector is unknown, the optimization problem is formulated as
min
θm(n)
max
k
|I {ci + ai,nθm(n)}| cosψ
−R {ci + ai,nθm(n)} sinψ (26a)
s.t. θm(n) ∈
{
ej∆, ej2∆, . . . , ej2π
}
, (26b)
where ci ,
∑N
j=1,j 6=n ai,jθm(j), and ai,j denotes the j-th
element of aHi . Since in this case the number of feasible
discrete values is not very large, an exhaustive search for the
solution to (26) is affordable. With the obtained continuous θ⋆m
as the initial value, we iteratively solve (26) for each element
of the IRS until convergence is achieved.
E. Computational Complexity Analysis
The worst-case complexity of the RCG algorithm to obtain
Θ˜⋆m is of order O{(2N)1.5} [44]. Thus, the total complexity
for the power minimization and QoS balancing problems with
continuous IRS is of orderO{ΩK(2N)1.5}. For low-resolution
IRS, the complexity of the quantization operation in (22) is
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Fig. 3. IRS serves as a reflector and transmitter.
of order O{2N}, which can be neglected compared with
the complexity required to obtain the continuous solution.
Thus, the total complexity for the low-resolution IRS sce-
nario using quantization is also of order O{ΩK(2N)1.5}. For
B-bit IRS using the branch-and-bound algorithm, the opti-
mization problem is a 2B-dimensional integer programming
problem with N variables, whose complexity is of order
O{23.5BN2.5 + 22.5BN3.5}. Thus, the total complexity for
this scenario is of order O{ΩK(23.5BN2.5+22.5BN3.5)}. The
computational complexity of the branch-and-bound algorithm
is exponential in B, and is obviously much higher than direct
quantization. The complexity of the heuristic algorithm is of
order O{ΩK [(2N)1.5+K(2B+N)]}, which is slightly higher
than direct quantization but much lower than the branch-and-
bound algorithm.
III. JOINT PASSIVE REFLECTION AND INFORMATION
TRANSMISSION SYSTEM DESIGNS
A. System Model
In this section, we introduce the joint passive reflection and
information transmission system shown in Fig. 3, where a BS
equipped with M antennas serves K users with the aid of
an IRS. The IRS consists of N passive reflecting elements,
which are configured by a controller. Meanwhile, the IRS is
connected with a sensor or Internet of Things (IoT) device,
which collects data from the surroundings, e.g., temperature,
light, or humidity, etc. While enhancing primary information
transmissions from the BS to K primary information receivers
(PIRs), the IRS also transfers the sensor’s secondary informa-
tion to one secondary information receiver (SIR).
The BS also utilizes symbol-level precoding for the primary
information transmissions, since it can not only enhance the
primary information transmissions, but also provide additional
symbol-level DoF to embed secondary information. As be-
fore, assume that the primary information symbols for the
K PIRs are independent Ω-PSK modulated symbols, and
let sm , [sm,1, . . . , sm,K ]T ,m = 1, . . . ,ΩK represent all
possible symbol combinations for the K PIRs. The non-linear
precoder for transmitting sm is denoted by xm ∈ CM and the
signal received by the k-th PIR is
ym,k = (h
H
k + h
H
rkΘG)xm + nk,m = 1, . . . ,Ω
K , (27)
where hk ∈ CM , hrk ∈ CN , andG ∈ CN×M are the channels
from the BS to the k-th PIR, from the IRS to the k-th PIR,
and from the BS to IRS, respectively, Θ , diag{θ} is the
reflection matrix, and nk ∼ CN (0, σ2) is AWGN at the k-th
PIR. The average transmit power at the BS is
pave =
∑ΩK
m=1 ‖xm‖2
ΩK
. (28)
We propose to embed the secondary passive information
transmission into the primary signals using the extra DoF
available in the reflection coefficients of the IRS. Since only
a small amount of data will typically be transmitted by the
sensor, the rate of the secondary transmission is much lower
than the primary transmissions. Therefore, we propose to
embed “binary” secondary information symbols into the L
primary signals by selecting the reflection matrix as either
Θ0 , diag{θ0} or Θ1 , diag{θ1}, depending on whether
a “0” or “1” is being sent by the sensor. In other words, the
reflection matrix of the IRS is Θ0 during L time slots when
the transmitted binary secondary symbol is “0”, and Θ1 when
it is “1”.
In what follows, we briefly describe the procedure for the
IRS-based simultaneous primary and secondary information
transmissions. With knowledge of the CSI during a coherence
interval, the BS first optimizes the symbol-level precoders
xm, ∀m, and reflection vectors θ0, θ1, and then transmits
the optimal θ0, θ1 to the IRS through a control link. During
the transmission phase, the BS sends the precoded signal
xm in each time slot according to the corresponding primary
information symbol vector sm. In the meantime, the IRS
delivers the secondary information by selecting the reflection
vector θ0 or θ1 every L time slots according to the binary
secondary information. A smaller L will provide a higher
secondary symbol rate, but usually also results in worse SER
performance.
For the primary information transmissions, the received
signal at the k-th PIR is expressed as
ym,k,0/1 = (h
H
k + h
H
rkΘ0/1G)xm + nk, ∀m, k, (29)
where the subscript 0/1 denotes whether the reflection matrix
is either Θ0 or Θ1. Similar to Section II, the PIR symbol
detection uses hard decisions. Since the BS does not have
access to the secondary information, the primary transmit
precoding must take both the Θ0 and Θ1 cases into account.
Thus, the QoS constraint for the PIRs is written as
R
{
y˜m,k,0/1
}
sinψ−∣∣I{y˜m,k,0/1}∣∣ cosψ ≥ αk, ∀m, k, (30)
where y˜m,k,0/1 = (h
H
k + h
H
rkΘ0/1G)xme
−j∠sm,k is the
rotated noise-free signal as before.
To detect the secondary information at the SIR, the authors
in [37], [38] proposed a two-step approach, which recovers the
primary symbols first, and then utilizes the recovered primary
symbols to decode the secondary symbols. In [40] on the other
hand, the primary and secondary symbols are jointly recov-
ered using a maximum-likelihood (ML) detector. However,
requiring decoding of the higher rate primary transmissions
places an undue computational burden on the SIR, which is
only interested in the lower rate secondary information. Thus,
we propose a more efficient strategy to embed the secondary
symbols and recover them using a very simple detector based
on the average of the SIR’s signals collected during the L time
slots.
In the l-th time slot, l = 1, . . . , L, we assume the index of
the primary transmitted symbol vector is ml ∈
{
1, . . . ,ΩK
}
.
The signal received by the SIR is expressed as
yml,s,0/1 = (h
H
s + h
H
rsΘ0/1G)xml + ns, (31)
where the subscript “s” denotes the SIR, hs and hrs are
respectively the channel vectors from the BS to SIR and from
the IRS to SIR, and ns ∼ CN (0, σ2) is AWGN at the SIR.
Denoting the set of transmitted symbol indices during the L
time slots as I , {m1, . . . ,mL}, the average received signal
at the SIR is expressed as
r0/1 =
1
L
∑
ml∈I
yml,s,0/1
=
{
1
L (h
H
s + h
H
rsΘ0G)
∑
ml∈I xml + ns : H0,
1
L (h
H
s + h
H
rsΘ1G)
∑
ml∈I xml + ns : H1.
(32)
Inspired by the concept of symbol-level precoding, we define
the CI regions for the SIR as follows:
R
{
1
L
(hHs + h
H
rsΘ0G)
∑
ml∈I
xml
}
≤ −β : H0, (33a)
R
{
1
L
(hHs + h
H
rsΘ1G)
∑
ml∈I
xml
}
≥ β : H1, (33b)
where β > 0 is the QoS requirement that denotes the
minimum Euclidean distance between the average received
noise-free signal and its decision boundary. During the L
time slots,
∑
ml∈I xml can take on C
L
ΩK possible values,
which cannot be practically accounted for in the precoding and
reflection design. Thus, we propose to simplify this constraint
by decomposing the summation into individual terms. Then,
the QoS constraint for the SIR is reformulated as
R
{
(hHs + h
H
rsΘ0G)xm
} ≤ −β, ∀m, (34a)
R
{
(hHs + h
H
rsΘ1G)xm
} ≥ β, ∀m, (34b)
which is a stricter constraint than (33) since the SIR’s received
noise-free signal is forced to satisfy the QoS requirement in
each time slot, rather than the average signal over all L time
slots.
Considering the design of the precoding vectors xm, ∀m,
and the reflection vectors θ0, θ1 together leads to a joint
passive reflection and information transmission problem that
is more complicated than that in the previous section. In the
following subsections, we propose efficient algorithms to solve
the resulting joint power minimization and QoS balancing
optimization problems.
B. Design for Power Minimization
In this subsection, we investigate the joint design of the
precoding and reflection vectors to minimize the transmit
power while guaranteeing the QoS for the PIRs (30) and SIR
(34). The general problem can be formulated as
min
xm,∀m,
θ0,θ1
ΩK∑
m=1
‖xm‖2 (35a)
s.t. R
{
y˜m,k,0/1
}
sinψ − ∣∣I{y˜m,k,0/1}∣∣ cosψ ≥ αk, (35b)
y˜m,k,0/1 = (h
H
k + h
H
rkΘ0/1G)xm, ∀m, k, (35c)
R
{
(hHs + h
H
rsΘ0G)xm
} ≤ −β, ∀m, (35d)
R
{
(hHs + h
H
rsΘ1G)xm
} ≥ β, ∀m, (35e)
Θ0/1 = diag{θ0/1}, |θ0/1(n)| = 1, ∀n. (35f)
This is obviously a non-convex problem due to the IRS
constraint (35f). Furthermore, the large number of variables
to be optimized also creates huge difficulties. To address this
problem, we propose to first decompose the general problem
for all variables into separate optimizations for xm, ∀m and
θ0, θ1, and then solve for these variables iteratively.
With fixed θ0 and θ1, the compound channel from the BS
to the k-th PIR and SIR can be concisely expressed as
h˜Hk,0/1 , h
H
k + h
H
rkΘ0/1G, ∀k, (36a)
h˜Hs,0/1 , h
H
s + h
H
rsΘ0/1G. (36b)
In addition, as before, the precoder vectors xm,m =
1, . . . ,ΩK , are independent of each other for the power
minimization problem, and thus it can be divided into ΩK
sub-problems. The m-th sub-problem for optimizing xm is
given by
min
xm
‖xm‖2 (37a)
s.t. R
{
h˜Hk,0/1xme
−j∠sm,k
}
sinψ
−
∣∣∣I{h˜Hk,0/1xme−j∠sm,k}∣∣∣ cosψ ≥ αk, ∀k, (37b)
R
{
h˜Hs,0xm
}
≤ −β, (37c)
R
{
h˜Hs,1xm
}
≥ β, (37d)
which is convex and can be solved by standard optimization
tools. In addition, the more efficient gradient projection algo-
rithm [41] can be employed to solve (37), the details of which
are omitted here.
After obtaining precoder vectors xm,m = 1, . . . ,Ω
K , the
reflection design problem becomes a feasibility check without
an objective and will likely not facilitate the power reduction
and convergence. Thus, we utilize an auxiliary variable t
to impose stricter QoS constraints, which can provide more
freedom for power minimization in the next iteration and
accelerate the convergence. To this end, the IRS reflection
design problem is transformed to
max
t,θ0,θ1
t (38a)
s.t.R
{
y˜m,k,0/1
}
sinψ − ∣∣I{y˜m,k,0/1}∣∣ cosψ ≥ αkt, (38b)
y˜m,k,0/1 = (h
H
k + h
H
rkΘ0G)xme
−j∠sm,k , ∀m, k, (38c)
−R{(hHs + hHrsΘ0G)xm} ≥ βt, ∀m, (38d)
R
{
(hHs + h
H
rsΘ1G)xm
} ≥ βt, ∀m, (38e)
Θ0/1 = diag{θ0/1}, |θ0/1(n)| = 1, ∀n, (38f)
where t ≥ 1 since the optimal reflection coefficients obtained
from the previous iteration satisfy the QoS requirements. Thus,
after solving (38), a better QoS than the original requirement
is achieved for the obtained precoders in the current iteration.
In order to solve this multivariate problem, we convert it into
a univariate problem by eliminating t, combing θ0 and θ1 into
a single vector, and exploiting the RCG algorithm to handle
the unit-modulus constraint.
First, in order to re-arrange the optimization problem in (38)
to a univariate problem, we define
θ , [θT0 , θ
T
1 ]
T ,
am,k , hHk xme
−j∠sm,k , ∀m, k,
am,K+1 , hHs xm, ∀m,
bHm,k,0/1 , e
T
0/1 ⊗
{
hHrkdiag{Gxme−j∠sm,k}
}
, ∀m, k,
bHm,K+1,0/1 , e
T
0/1 ⊗
{
hHrsdiag{Gxm}
}
, ∀m,
(39)
where e0 , [1, 0]T , e1 , [0, 1]T . Thus, we have the following
concise representations of the received signals
y˜m,k,0/1 = am,k + b
H
m,k,0/1θ, ∀m, k,
(hHs + h
H
rsΘ0/1G)xm = am,K+1 + b
H
m,K+1,0/1θ, ∀m.
(40)
Then, the optimization problem (38) is converted to
max
θ,t
t (41a)
s.t. fi = b
T
i R{θ}+ cTi I{θ}+ wi ≤ −t, ∀i, (41b)
gi = u
T
i R{θ}+ vTi I{θ}+ zi ≤ −t, ∀i, (41c)
|θ(n)| = 1, n = 1, . . . , 2N, (41d)
where the expressions for bi, ci, ui, vi, are similar to (14)
and omitted for brevity. The constant terms wi and zi, i =
1, . . . , 2(K + 1)ΩK , are expressed as
w2j−1 = w2j =
−1
αk
[R {am,k} sinψ − I {am,k} cosψ] ,
w2KΩK+m =
1
β
R {am,K+1} ,
z2j−1 = z2j =
−1
αk
[R {am,k} sinψ + I {am,k} cosψ] ,
z2KΩK+m = −
1
β
R {am,K+1} ,
(42)
where j = K(m − 1) + k. According to (41b) and (41c),
we have −t ≥ max{fi, gi, ∀i}, thus problem (41) is further
transformed to the following univariate problem
min
θ
max
i
{fi, gi} (43a)
s.t. |θ(n)| = 1, n = 1, . . . , 2N, (43b)
which has a similar format as problem (11). Therefore, we
exploit the log-sum-exp approximation to handle the non-
differentiable max value function, and then utilize the RCG
algorithm to tackle the non-convex unit-modulus constraint.
The solution to problem (43) follows the same route as in
Sec. II-B, and thus the details are omitted here.
After obtaining the optimal θ⋆, the optimal reflection vec-
tors θ⋆0 and θ
⋆
1 can be extracted by
θ
⋆
0 = θ
⋆(1 : N), θ⋆1 = θ
⋆(N + 1 : 2N). (44)
For the low-resolution cases, we adopt the most efficient direct
quantization method as in (22).
In summary, given random initial reflection vectors, the
precoder vectors xm, ∀m, and reflection vectors θ0, θ1, are
iteratively updated by solving problems (37) and (43) until
convergence is achieved.
C. Design for QoS Balancing
In this subsection, we solve the QoS balancing problem
for both PIRs and the SIR, which maximizes the minimum
weighted QoS for a given average transmit power budget P :
max
xm,∀m,
θ0,θ1
t (45a)
s.t.
t ≤ ρk
[
R
{
y˜m,k,0/1
}
sinψ − ∣∣I{y˜m,k,0/1}∣∣ cosψ], (45b)
y˜m,k,0/1 = (h
H
k + h
H
rkΘ0/1G)xme
−j∠sm,k , ∀m, k, (45c)
t ≤ −̺R{(hHs + hHrsΘ0G)xm} , ∀m, (45d)
t ≤ ̺R{(hHs + hHrsΘ1G)xm} , ∀m, (45e)
Θ0/1 = diag{θ0/1}, |θ0/1(n)| = 1, ∀n, (45f)
ΩK∑
m=1
‖xm‖2 ≤ PΩK , (45g)
where ρk and ̺ are the QoS weights for the k-th PIR and
SIR, respectively. As before, we decompose this large-scale
optimization problem into several sub-problems and iteratively
seek their solutions.
With given reflection vectors θ0 and θ1, the compound
channels h˜Hk,0/1 and h˜
H
s,0/1 can be obtained by (36), and the
precoding design problem is rewritten as
max
xm,∀m,t
t (46a)
s.t. t ≤ ρk
[
R
{
h˜Hk,0/1xme
−j∠sm,k
}
sinψ
−
∣∣∣I{h˜Hk,0/1xme−j∠sm,k}∣∣∣ cosψ], ∀m, k, (46b)
t ≤ −̺R
{
h˜Hs,0xm
}
, ∀m, (46c)
t ≤ ̺R
{
h˜Hs,1xm
}
, ∀m, (46d)
ΩK∑
m=1
‖xm‖2 ≤ PΩK , (46e)
which is a convex problem. In order to reduce the computa-
tional complexity, we still attempt to decompose it into ΩK
sub-problems and deal with the small-scale xm individually.
However, the average power constraint (46e) couples the
design of each precoder since the total power must be balanced
between them. Thus, we first explore the relationship between
the objective value and the power constraint for each precoder,
and then we solve the power allocation problem. In the end, the
optimal precoders are obtained based on the allocated power.
Assuming the transmit power allocated to xm is pm, pm > 0
and
∑ΩK
m=1 pm = PΩ
K , the m-th sub-problem of (46) can be
formulated as
max
xm,tm
tm (47a)
s.t. tm ≤ ρk
[
R
{
h˜Hk,0/1xme
−j∠sm,k
}
sinψ
−
∣∣∣I{h˜Hk,0/1xme−j∠sm,k}∣∣∣ cosψ], ∀k, (47b)
tm ≤ −̺R
{
h˜Hs,0xm
}
, (47c)
tm ≤ ̺R
{
h˜Hs,1xm
}
, (47d)
‖xm‖2 ≤ pm, (47e)
where tm is the minimum weighted QoS for precoder xm. We
assume the optimal solution for this problem is x⋆m and t
⋆
m.
Notice that the norm of x⋆m is proportional to t
⋆
m and
√
pm,
and thus the QoS balancing and power minimization problems
will yield the same optimal solutions to within a scaling that
depends on the allocated power. Thus, we can obtain a scaled
version of x⋆m by solving the power minimization problem
(37) with constraints αk =
t0
ρk
, ∀k, β = t0̺ , where t0 > 0 is an
arbitrary QoS requirement. After finding the optimal solution
x˜⋆m of (37), the optimal solution x
⋆
m and t
⋆
m of problem (47)
can be obtained by scaling
x⋆m =
√
pmx˜
⋆
m
‖x˜⋆m‖
, t⋆m =
√
pmt0
‖x˜⋆m‖
. (48)
Then, we need to find the optimal power allocation pm to
balance the QoS requirement t⋆m, which can be formulated as
max
pm,∀m,t
t (49a)
s.t. t ≤ t⋆m =
√
pmt0
‖x˜⋆m‖
, ∀m, (49b)
ΩK∑
m=1
pm ≤ PΩK . (49c)
Similarly, the optimal solution of this problem can also be
obtained by solving the corresponding power minimization
problem:
min
pm,∀m
ΩK∑
m=1
pm (50a)
s.t.
√
pm ≥ ‖x˜
⋆
m‖
t0
, ∀m, (50b)
which has the same format as problem (37) and can be
efficiently solved using the projected gradient-based algorithm.
Then, substituting the obtained optimal power allocation pm
into (48), the optimal precoder for the original QoS balancing
problem (45) can be calculated.
In summary, the precoding design problem (46) is solved
in three steps: i) Solving the power minimization problem
(37) with an arbitrary QoS requirement t0 and obtaining its
optimal solution x˜⋆m; ii) obtaining the optimal power allocation
pm, ∀m, by solving problem (50); iii) calculating the optimal
solution x⋆m by substituting pm into (48).
With fixed precoding vectors xm, ∀m, the design of the
reflection coefficients is similar to problem (38), and can be
solved using the algorithm proposed in the previous subsection
by setting αk =
1
ρk
, ∀k, and β = 1̺ .
With the previous developments, the solution of the QoS
balancing problem (45) is straightforward. Given random
initial reflection vectors, problem (46) and (38) are iteratively
solved to obtain the precoding vectors xm, ∀m, and the
reflection vectors θ0 and θ1 until convergence is achieved.
D. Computational Complexity Analysis
For the power minimization problem, the computational
complexity using the projected gradient algorithm to solve
for xm is of order O{M3}. The complexity required to
obtain the reflection vectors is of order O{(4N)1.5}. Thus,
the total computational complexity to solve the power min-
imization problem is of order O{ΩK [M3 + (4N)1.5]}. For
the QoS balancing problem, the computational complexity of
the three steps required to obtain the precoders is of order
O{ΩKM3},O{Ω3K},O{MΩK}, respectively. Thus, the to-
tal computational complexity of the QoS balancing algorithm
is of order O{ΩK(M3 +Ω2K) + (4N)1.5}.
IV. SIMULATION RESULTS
In this section, we provide simulation results to demonstrate
the feasibility of IRS-based passive information transmission
and illustrate the effectiveness of our proposed algorithms. We
assume the noise power at all receivers is σ2 = −80dBm.
The constellation order is Ω = 4, corresponding to QPSK.
The path-loss is modelled as PL(d) = C0 (d0/d)
κ
, where κ is
the path-loss exponent. Small-scale Rician fading is assumed
[12], which consists of a line-of-sight (LoS) component and
a non-LOS (NLoS) Rayleigh fading component. The Rician
factor is set as 3dB.
A. Passive Information Transmission System
In this subsection, we present simulation results for the
passive information transmission system in Section II. As
discussed in [33], the RF generator is usually deployed very
close to the IRS, and a horn antenna can be utilized to focus
the signals on the IRS. Thus, we assume the power of the RF
signal is evenly distributed over each reflecting element. In ad-
dition, we assumeK = 3 users are randomly distributed 100m
away from the IRS, and the path-loss exponent is set as κ = 3.
For simplicity, we assume the QoS requirements and weights
for all users are the same, i.e., αk = α, ρk = ρ = 1, ∀k.
Fig. 4 shows the average transmit power versus the QoS
requirement α for the power minimization problem, includ-
ing both the continuous and low-resolution cases. The 2, 3,
4, 5-bit resolution cases using the direct quantization and
heuristic algorithms in Sec. II-D are referred to as “Quantize,
2-bit”-“Quantize, 5-bit”, “Heuristic, 2-bit”-“Heuristic, 5-bit”,
respectively. Since the optimal branch-and-bound algorithm
has unaffordable complexity for high-resolution cases, only
the 1-bit and 2-bit cases are included, which are denoted
as “B & B, 1-bit” and “B & B, 2-bit”, respectively. It can
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Fig. 5. SER versus average transmit power P (K = 3 users,
N = 100 reflecting elements).
be seen that the continuous scheme has the best perfor-
mance given its flexibility in specifying the phase-shifts. For
a given resolution, the branch-and-bound algorithm has the
best performance and the direct quantization method has the
worst performance, as expected given their different levels of
computational complexity. The choice of the algorithm and
the resolution of the phase quantization is clearly a tradeoff
between performance and complexity. For 5-bit or higher
resolution, the most computationally efficient algorithm is
preferable, since the performance is already very close to
what is possible with infinite resolution. For the 3-bit and
4-bit cases, the heuristic algorithm is a good choice since
it can provide better performance than direct quantization
with affordable computational complexity. For the very low-
resolution 1-bit and 2-bit cases, the optimal branch-and-bound
algorithm provides much better performance. However, even
using the optimal branch-and-bound algorithm, the 1-bit case
suffers a severe performance loss, requiring almost 5dBm
of extra power to achieve the same performance as with
continuous phase control. Thus, in the following simulations
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Fig. 6. Average transmit power versus the number of iterations
(K = 3 users, N = 100 reflecting elements, α = 2.5σ, β =
0.5σ).
we choose the branch-and-bound algorithm for the 2-bit case,
the heuristic algorithm for the 3-bit and 4-bit cases, and the
direct quantization method for the 5-bit case to strike a balance
between computational complexity and performance.
For the QoS balancing problem, we plot the SER versus
the average transmit power P in Fig. 5. Since the weight
coefficients ρk for all receivers are the same, the average and
maximum SER of all receivers are plotted in Figs. 5(a) and
5(b), respectively, to show the QoS balancing performance.
The difference between the average and maximum SER is
very small, which verifies the QoS balancing between all
receivers. In addition, it is encouraging to see that the 4-bit
and 5-bit schemes achieve almost the same performance as the
continuous scheme, and the performance loss of the 2-bit and
3-bit schemes is on the order of only 0.5-1 dBm.
B. Joint Passive Reflection and Information Transmission Sys-
tem
In this subsection, we present simulation results for the
joint passive reflection and information transmission designs
in Section III. We assume the BS is equipped with M = 6
antennas and serves K = 3 PIRs and one SIR. Since the
IRS is usually deployed near the BS or users to reap more
beamforming gain, we assume the IRS is 10m away from the
BS, the PIRs are 100m away from the IRS, and the SIR is
20m away from the IRS to facilitate the secondary information
transmission. Since the BS and IRS are usually deployed at
higher elevation to combat channel fading, we assume the
channel between the BS and IRS is stronger than the others. In
particular, the BS-IRS channel is assumed to follow a small-
scale Rician fading model with LoS and NLoS components
whose path-loss exponent is 2.5, while the other channels
only have NLoS components and with a path-loss exponent
of 3. For simplicity, we assume the QoS requirements and
weight coefficients for the PIRs are the same, i.e., αk = α,
ρk = ρ = 1, ∀k, and the weight coefficient for the SIR is
̺ = 5.
The simulation results for the power minimization problem
are shown in Figs. 6-8. We first demonstrate the convergence
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performance in Fig. 6, where the average transmit power
versus the number of iterations is plotted. It shows that
the convergence can be achieved within 20 iterations, which
demonstrates reasonable computational complexity. Further-
more, we observe that the low-resolution cases have faster
convergence than the continuous counterpart. As before, 1-
bit phase-shifts show a notable performance loss due to the
quantization error and thus will not be evaluated in the rest of
the simulation studies.
Fig. 7 shows the average transmit power versus the PIR QoS
requirement α with fixed SIR QoS requirement β = 0.5σ.
For comparison, we also show the performance for the case
where there is no SIR and the IRS only works as a passive
reflector for enhancing the primary information transmissions.
These results are plotted as a benchmark and denoted by “w/o
SIR”. We also consider the scheme where the IRS transfers the
secondary information to the BS and the BS simultaneously
serves the PIRs and SIR with the aid of the IRS. This case is
denoted as “BS, w/ SIR”. The “w/o SIR” scheme naturally
consumes the least power since it only serves the PIRs.
The “BS, w/ SIR” scheme also consumes less power than
the proposed schemes due to the BS’s powerful processing
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Fig. 10. SER versus average transmit power P (K = 3 users,
N = 100 reflecting elements).
ability. However, for this case, the IRS must transfer secondary
information to the BS, which requires additional power con-
sumption at the IRS and a higher transmission bandwidth for
the control link between the BS and IRS. Moreover, compared
with the case where there is no SIR, less than 1.5dBm of
extra power is required, which shows the effectiveness of
the proposed scheme. Since the symbol-level precoding at
the BS provides significant additional degrees of freedom,
the performance loss due to quantization of the IRS phases
is much lower in this scenario compared with that seen for
example in Fig. 4.
In Fig. 8, we plot the average transmit power versus the
SIR QoS requirement β with fixed PIR QoS requirement
α = 2.5σ. We see that as β increases, little extra power is
required to provide better QoS for the SIR, especially for the
high-resolution cases, which illustrates the effectiveness of our
proposed scheme for embedding the secondary symbols.
Figs. 9-11 show simulation results for the QoS balancing
problem. In Fig. 9, the minimum weighted QoS versus the
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Fig. 11. Average SER of SIR versus average transmit power
P (K = 3 users, N = 100 reflecting elements).
number of iterations is plotted to show the convergence of
the proposed algorithm. As in the previous examples, conver-
gence is faster for the low-resolution cases, but in all cases
it is achieved relatively quickly, within about 20 iterations,
although little performance improvement is observed beyond
about 10 iterations. The very low-resolution 1-bit scheme is
omitted in the following simulations due to the large observed
performance loss.
In Fig. 10, the average and maximum PIR SER versus
transmit power P are plotted to show the QoS balancing
performance. We observe that the performance gap between
Fig. 10(a) and Fig. 10(b) is relatively small, which fits well
with the setting ρk = 1, ∀k. In addition, comparing the “BS,
w/ SIR” and “w/o SIR” schemes, the performance loss of the
proposed continuous approach is about 1dBm and 1.5dBm,
respectively, which is a reasonable cost for transmitting the
additional secondary information. Moreover, the efficient low-
resolution schemes also have encouraging performance.
The SIR SER versus transmit power P is shown in Fig. 11,
including continuous, 2-bit, and 3-bit phase resolution with
different embedding rates, L = 8, 12, 16. We observe that SER
decreases with increasing L, revealing the trade-off between
efficiency and reliability.
V. CONCLUSIONS
In this paper, we investigated IRS-assisted passive in-
formation transmissions in MU-MISO systems by exploit-
ing symbol-level precoding. A dedicated passive information
transmission system was first considered, where the IRS works
as a passive transmitter by reflecting an unmodulated carrier
signal to multiple users. Then, a joint passive reflection and
information transmission system was investigated, where the
IRS enhances primary information transmissions and simul-
taneously delivers its secondary information. Efficient algo-
rithms were proposed to solve both the power minimization
and QoS balancing problems for both of these two systems.
Extensive simulation results confirmed the feasibility of IRS-
assisted passive information transmission and the effectiveness
of the proposed algorithms.
APPENDIX A
RIEMANNIAN GRADIENT OF (17A)
Since the Riemannian gradient can be obtained by project-
ing the corresponding Euclidean gradient onto its Rieman-
nian tangent space, we first derive the Euclidean gradient
of h〈Θ˜m〉. Let θ˜n be the n-th column of Θ˜m, so that the
Euclidean gradient of h〈Θ˜m〉 can be expressed as
∇
Θ˜m
h =
[
∂h
∂θ˜1
, . . . ,
∂h
∂θ˜N
]
. (51)
Following the chain rule, the n-th column of the Euclidean
gradient is calculated as
∂h
∂θ˜n
=
(
∂R{θm}
∂θ˜n
)T
∂h
∂R{θm} +
(
∂I{θm}
∂θ˜n
)T
∂h
∂I{θm} .
(52)
According to the previous definition, it is obvious that
∂R{θm}
∂θ˜n
= [en,0] ,
∂I{θm}
∂θ˜n
= [0, en] , (53)
where en ∈ RN×1 is defined by en(n) = 1, en(i) = 0, ∀i 6=
n. Based on (13) and (15), we have
∂h
∂R{θm} =
∑mK
i=K(m−1)+1 [exp(fi/ε)bi + exp(gi/ε)ui]∑mK
i=K(m−1)+1 [exp(fi/ε) + exp(gi/ε)]
,
(54a)
∂h
∂I{θm} =
∑Km
i=K(m−1)+1 [exp(fi/ε)ci + exp(gi/ε)vi]∑Km
i=K(m−1)+1 [exp(fi/ε) + exp(gi/ε)]
.
(54b)
Substituting (52)-(54) into (51), we obtain the Euclidean
gradient of h〈Θ˜m〉 as
∇
Θ˜m
h =

∑mK
i=K(m−1)+1[exp(fi/ε)b
T
i +exp(gi/ε)u
T
i ]∑
mK
i=K(m−1)+1[exp(fi/ε)+exp(gi/ε)]
∑Km
i=K(m−1)+1[exp(fi/ε)c
T
i +exp(gi/ε)v
T
i ]∑
Km
i=K(m−1)+1[exp(fi/ε)+exp(gi/ε)]
 . (55)
Then, according to (16), the Riemannian tangent space is given
by
T
Θ˜m
M =
{
P ∈ C2×N : [Θ˜m(:, n)]TP(:, n) = 0, ∀n
}
.
(56)
The Riemannian gradient is thus calculated as
grad
Θ˜m
h = P
Θ˜m
(
∇
Θ˜m
h
)
= ∇
Θ˜m
h− Θ˜mdiag
{
Θ˜Tm∇Θ˜mh
}
,
(57)
where P
Θ˜m
(·) denotes the operation that projects the Eu-
clidean gradient ∇
Θ˜m
h onto the corresponding Riemannian
tangent space (56).
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