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Abstract. This paper presents an improved version of a multiagent architecture 
aimed at providing solutions for monitoring the interaction between the atmosphere 
and the ocean. The ocean surface and the atmosphere exchange carbon dioxide. 
This process is can be modeled by a multiagent system with advanced learning and 
adaption capabilities. The proposed multiagent architecture incorporates CBR-
agents. The CBR-agents proposed in this paper integrate novel strategies that both 
monitor the parameters that affect the interaction, and facilitate the creation of 
models. The system was tested and this paper presents the results obtained. 
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1   Introduction 
Multi-agent systems are very appropriate for resolving problems in a distributed 
way [15]. Agents have a set of characteristics, such as autonomy, reasoning, reac-
tivity, social abilities, pro-activity, mobility, organization, etc. which allow them 
to cover several needs for dynamic environments. Agent and multi-agent systems 
have been successfully applied to several scenarios, such as education, culture,  
entertainment, medicine, robotics, etc. [3], [21]. Moreover, the continuous ad-
vancement in mobile computing makes it possible to obtain information about the 
context and also to react physically to it in more innovative ways [15]. Neverthe-
less, complex systems need higher adaptation, learning and autonomy levels than 
pure BDI model [1]. This can be achieved by modelling the agents’ characteristics 
[23] to provide them with mechanisms that allow solving complex problems and 
autonomous learning [8].  
One of the factors of greatest concern in climactic behaviour is the quantity of 
carbon dioxide present in the atmosphere. Carbon dioxide is one of the greenhouse 
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gases that helps to make the earth’s temperature habitable, so long as it is main-
tained at a certain level [20]. The main system regulating carbon dioxide in the 
atmosphere has traditionally been thought to be the photosynthesis and respiration 
of plants. However, teledetection techniques have been able to show that the ocean 
plays a highly important role in the regulation of carbon quantities, although the 
full significance of this still needs to be determined [12, 20]. Current technology 
allows us to obtain data and make calculations that were unthinkable some time 
ago.  This data provides an insight into the original source of carbon dioxide, the 
decrease in carbon dioxide, and the causes for both [16], which allows us to make 
predictions about the behaviour of carbon dioxide in the future. 
The aim of the present study is to improve the functionalities of an architecture 
that makes it possible to construct dynamic systems capable of growing in dimen-
sion and adapting their knowledge to environmental changes [3, 8]. The mission 
of the multiagent system is to globally monitor the interaction between the ocean 
surface and the atmosphere, facilitating the work of oceanographers. The system is 
being used in order to evaluate and predict the amount of carbon dioxide (CO2) 
absorbed or expelled by the ocean in the North Atlantic [6]. The CBR-BDI agents 
[5] presented in the framework of this research incorporate innovative techniques 
in each of the stages of the CBR cycle. The retrieve phase incorporates a novel 
strategy based on growing cell structure neural network that provides a set of 
cases grouped in meshes according to similarity criteria. The reuse phase is com-
posed of a multilayer perceptron neural network and a Jacobean sensitive matrix. 
The revise phase is carried out by means of a pondered weight technique. Finally, 
the retain stage updates the growing cell structure neural network. 
The next section reviews the environmental problem that motivates the major-
ity of this research. Section three describes the multiagent architecture specifically 
developed to monitor the air-sea interaction. Section four presents the CBR-BDI 
agent based system developed. Finally the conclusions and some preliminary re-
sults are presented. 
2   Problem Description and Background 
In recent years a great interest has emerged in climactic behaviour and the impact 
that mankind has had on the climate. One of the most worrying factors is the quan-
tity of CO2 present in the atmosphere. Until only a few years ago, the photosyn-
thesis and breathing processes in plants were considered to be the regulatory  
system that controls the presence of CO2 in the atmosphere. However, the role of 
the ocean in the regulation of carbon volume is very significant and so far remains 
indefinite [19]. Current technology makes it possible to obtain data and estimates 
that were beyond expectations only a few years ago. The goal of this project is to 
construct a model that calculates the global air-sea flux of CO2 exchanged between 
the atmosphere and the surface waters of the ocean. In order to create a new model 
for the CO2 exchange between the atmosphere and the oceanic surface a number of 
important parameters must be taken into consideration: sea surface temperature, 
air temperature, sea surface salinity, atmospheric and hydrostatic pressures, the 
presence of nutrients and the wind speed vector (module and direction) [20].  
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These parameters can be obtained from oceanographic ships as well as from 
satellite images. Satellites provide a great amount of daily information and there is 
a growing need for the ability to automatically process and learn from this source 
of knowledge. These parameters allow us to calculate the variables that define our 
models, such as the velocity of gas transfer, solubility, or the differentiation be-
tween partial pressures on the atmosphere and sea surface (a case structure is 
shown in Table 1).  
Table 1 Case Attributes 
Case Field Measurement 
DATE Date (dd/mm/yyyy) 
LAT Latitude (decimal degrees) 
LONG Longitude (decimal degrees) 
SST Temperature (ºC) 
S Salinity (unitless) 
WS Wind strength (m/s) 
WD Wind direction (unitless) 
Fluo_calibrated fluorescence calibrated with chlorophyll 
SW pCO2 surface partial pressure of CO2 (micro Atmospheres) 
Air pCO2 air partial pressure of CO2 (micro Atmospheres) 
Flux of CO2 CO2 exchange flux (Moles/m
2) 
3   Multiagent System for Predicting the Ocean Behaviour 
To handle all the potentially useful data to create daily models in a reasonable 
time and with a reasonable cost, it is necessary to use automated distributed  
systems capable of incorporating new knowledge. Our proposal consists of a mul-
tiagent system whose main characteristic is the use of CBR-BDI agents. The ar-
chitecture was detailed in previous works [3, 8] and is shown in Figure 1. 
 
Fig. 1 Diagram of the architecture of our MAS 
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Figure 1 illustrates a multiagent system in which is it possible to observe how a 
Modelling agent with a CBR-BDI architecture is responsible for the creation and 
evaluation of models in terms of the data received from the Store, Vessel and User 
agents. This model makes it possible to monitor and predict the carbon dioxide 
exchange between the ocean surface and the atmosphere. The Store agent proc-
esses the images from the satellite and transforms them for use by the system. 
Each Vessel agent is installed in a ship and collects information in-situ that makes 
it possible to evaluate the models created by the Modelling agent. The User agent 
can interact with any of the other agents [22]. Figure 1 shows how the agents in-
teract with each other and with their surroundings [1, 4]. In order to resolve the 
problem from an oceanographic perspective, the ocean was divided into a series of 
zones in each of which there is a Modelling Agent, a Store Agent, and various 
Vessel Agents. 
This paper presents an improved version of the Modelling agent [3, 8], incorpo-
rating novel strategies in the retrieve, reuse and revise stages of the CBR-agent 
cycle. These innovative strategies are presented in detail in the following section. 
4   Agents with Advanced Prediction Abilities 
The deliberative agents proposed in the framework of this investigation use the 
concept of Case-based Reasoning (CBR), a type of reasoning based on the use of 
past experiences [14], to gain autonomy and improve their problem-solving capa-
bilities. The method proposed in [5] facilitates the incorporation of case-based rea-
soning systems as a deliberative mechanism within BDI agents, allowing them to 
learn and adapt themselves, lending them a greater level of autonomy than pure 
BDI architectures [1]. Accordingly, CBR-agents implemented using case-based 
reasoning systems can reason autonomously and therefore adapt themselves to en-
vironmental changes. The case-based reasoning system is completely integrated 
within the agents’ architecture.  
The Modelling agent, a CBR-BDI agent that has two principal functions. The 
first function is to generate models that are capable of predicting the atmos-
pheric/oceanic interaction in a particular area of the ocean in advance. The second 
is to permit the use of such models. The reasoning cycle of a CBR system is in-
cluded among the activities, and is comprised of the retrieval, reuse, revise and re-
tain stages. An additional stage is used to introduce an expert’s knowledge. This 
reasoning cycle must correspond to the sequential execution of some of the agent 
roles. The Modelling agent carries out roles to generate models such as Jacobean 
Sensitivity Matrix (JSM), Pondered Weigh Technique (PWT), Revision Simulated 
Equation (RSE), and other roles that allow it to operate with the calculating mod-
els, like Forecast Exchange Rate, Evaluate Model or Consult model. The roles 
used to carry out the stages of the CBR cycle are described as follows.  
The content of the information stored in the memory of cases for each of the 
cases is described in Table 1. As can be seen, a case consists of a series of vari-
ables that can be represented as a tuple c=(d, l, o, t, s, w, r, f, p, a, M, e, x), where 
d represents the date, l the latitude, o the longitude, t the temperature, s the salin-
ity, w the wind strength, wd the wind direction, f the fluorescence calibrated, s the 
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surface partial pressure of CO2, a the air partial pressure of CO2, M the Multilayer 
Perceptron (MLP) associated to the case, e the  CO2 Flux, and i the exchange 
value. The memory of cases is defined as a set of cases and is represented as 
C={c}. When a new problem is studied, the system incorporates a new case cn+1 
and a new CBR cycle is executed: 
Retrieve phase: The retrieval process identifies those cases in the memory of 
cases that have the highest level of similarity with the new case cn+1. In order to do 
so, the memory of cases is structured in such a way so as to group together the 
most similar cases. GCS [13] (Growing Cell Structure) is used at this stage, since 
GCS does not set the number of neurons, or the degree of connectivity. GCS net-
works adjust the data by means of a series of disconnected meshes that are ob-
tained during the training stage of the neural network. In this sense, the neural 
network provides a series of distributed meshes that represent the memory of 
cases. Each of the cases of the memory of cases is assigned to the nearest mesh, so 
when a new case is studied, the closest mesh is selected along with the cases asso-
ciated to the mesh. These are the cases that will be used in the reuse phase. If there 
exists is a neural network that has been previously trained with the set of retrieved 
cases, that is, a CBR cycle previously executed with the cases of the selected 
mesh, then the settings of the neural network are reloaded.  When the training 
process finishes, the result obtained is a set of cases grouped in meshes that are 
represented as }/{ CggG ii ⊆= , where jigg ji ≠∀=∩  φ . 
Reuse phase: This phase is carried out by means of a multilayer perceptron [18]. 
The MLP makes only use of the data recovered in the retrieve phase instead of 
working with all the data stored in the memory of cases. This fact provides a nota-
ble reduction in the time required for the training stage of the MLP, and improves 
the prediction provided by the neural network since the data are more homogene-
ous. When the group gi has already executed a Reuse phase and, as a result, it is 
associated with a previously trained MLP, then it is necessary to calculate the es-
timate error rate for the cases used by the MLP. If the condition established by 













where N represents the set of cases for the group gj, )( ig cM j  is the value esti-
mated by the MLP for the case ci, xi is the exchange value, and μ is the threshold 
that identifies the limit considered as valid. Otherwise, when a MLP does not pre-
viously exist, it is necessary to execute the training phase before making predic-
tions. To carry out the training phase of the MLP, it is necessary to readjust the 
data in such a way that all the data are normalized in the interval [0.2-0.8]. In the 
input layer of the MLP there is a neuron for each of the parameters shown in Table 
1, except the Flux of CO2, which is the solution for the cases. The number of neu-
rons selected for the hidden layer of the MLP is determined using the expression 
2n+1, where n is the number of neurons in the input layer. This value was defined 
560 F. de la Prieta et al.
 
following the criteria proposed by Kolmogorov [18]. Finally, the output layer of 
the MLP is composed of a neuron that represents the Flux of CO2 parameter 
shown in Table 1. The training stage finishes when the cross validation, which 
uses 10% of the initial cases, provides an error rate that is lower than μ . Once the 
MLP has been trained, the Jacobean Sensitivity Matrix is calculated and the Pon-
dered Weigh Technique is applied.  
Revise phase: Revision Simulated Equation (RSE): During the revision stage an 
equation (F) is used to validate the proposed solution p*. 
)( 22 AIRpCOSWpCOksoF −=  (2) 
Where F is the flux of CO2, k is the gas transfer velocity (3), so is the solubility 
verifying (4) and pCO2 is the partial pressure of CO2 (5).  














EYearDSSTCLatBLongApCO ++++=2  (5) 
As can be seen in (6), k depends on Lat (Latitude), Long (Longitude). As can be 
seen in (7) so depends on tk = 273,15 + t. where t is  the temperature and s is  the 
salinity. Finally, in (8) it is possible to observe that pCO2 depends on the SST, 
which is the temperature of the marine surface or air as it corresponds to pCO2SW 
or pCO2AIR. The coefficients of the equation (8) depend on the month. 
Retain phase: This phase begins once the prediction has been compared to the re-
sult provided using the mathematical model. If the case is considered valid (if the 
prediction differs by less than 10%), the case is stored in the memory of cases. 
When this occurs, it is necessary to train the GCS network in order to include the 
new case in the structure of the memory of cases. In this way the new experience 
obtained processing the current case will be taken into consideration for the next 
prediction. 
5   Results and Conclusions 
The system described above was tested in the North Atlantic Ocean during 2003 
and 2004. Although the system is not fully operational and the aim of the project 
is to construct a research prototype and not a commercial tool, the initial results 
have been very successful from a technical and scientific point of view. The con-
struction of the distributed system was relatively simple, using previously devel-
oped CBR-BDI libraries [3, 4, 5, 3, 6]. facilitates the straight mapping between the 
agent definition and the CBR construction. The multiagent system automatically 
incorporated over 50,000 instances during the five months and eliminated 12% of 
the initial ones.  
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Fig. 2 Real CO2 flux and flux prediction 
Figure 2 shows a comparison of the real data and the predictions provided by 
the multiagent system working with data from 2003-2004. As shown in Figure 2 
the predictions provided by the multiagent system are accurate (9 of the 12 models 
were accepted as successful). The multiagent system makes predictions based on 
previous experiences, taking into account the similitude with past situations.  
Figure 2 shows how the precision of the prediction improves when the number of 
cases increases.  
On the other hand, it is necessary to control the number of cases in the memory 
of cases in order to avoid an excessive growth of the cases available. To maintain 
the memory of cases, we used a strategy based on priorities, consisting of a py-
ramidal structure of efficiencies. The multiagent system facilitates the incorpora-
tion of new agents that use different modeling techniques and learning strategies, 
so our future work will focus on the incorporation of new agents with alternative 
techniques and the execution of additional experiments. 
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