Introduction
Convolutional codes were introduced by Peter Elias [6] in 1955. They can be seen as a generalization of block codes. In order to motivate this generalization consider a k × n generator matrix G whose row space generates an [n, k] block code C. Denote by F q the finite field with q elements. In case a sequence of message words m i ∈ F k q , i = 1, . . . , N has to be encoded one would transmit the sequence of codewords c i = m i G ∈ F n q , i = 1, . . . , N . Using polynomial notation and defining
the whole encoding process using the block code C would be compactly described as m(z) −→ c(z) = m(z)G.
Instead of using the constant matrix G as an encoding map Elias suggested using more general polynomial matrices of the form G(z) whose entries consists of elements of the polynomial ring F q [z] .
There are natural connections to automata theory and systems theory and this was first recognized by Massey and Sain in 1967 [26] . These connections have always been fruitful in the development of the theory on convolutional codes and the reader might also consult the survey [33] .
Forney developed in the seventies [9, 10, 11] a mathematical theory which allowed the processing of an infinite set of message blocks having the form
Note that the quotient field of the ring of formal power series F q [[z] ] is the field of formal Laurent series F q ((z)) and in the theory of Forney convolutional codes were defined as k-dimensional linear subspaces of the n-dimensional vector space F q ((z)) n which also possess a k × n polynomial generator matrix G(z) ∈ F q [z] k×n .
The theory of convolutional codes as first developed by Forney can also be found in the monograph by Piret [31] and in the textbook by Johanesson and Zigangirov [17] and McEliece provides also a survey [27] .
In this survey article our starting point is message words of finite length, i.e. polynomial vectors of the form m(z) := N i=0 m i z i ∈ F q [z] k which get processed by a polynomial matrix G(z) ∈ F q [z] k×n . The resulting code becomes then in a natural way a rank k module over the polynomial ring F q [z]. The connection to discrete time linear systems by duality is then also natural as first shown by Rosenthal, Schumacher and York [34] .
Foundational Aspects of Convolutional Codes

Definition of Convolutional Codes via Generator and Parity-check Matrices
Let R = F q [z] be the ring of polynomials with coefficients in the field F q , and denote by F q (z) the field of rational functions with coefficients in F q . R is a Principal Ideal Domain (PID). Modules over a PID admit a basis and two different bases have the same number of elements, called the rank of the module.
Throughout this chapter, three notations will be used for vectors of polynomials in R n . The usual n-tuple notation for c(z) ∈ R n will be used: c(z) = (c 1 (z), c 2 (z), . . . , c n (z)) where c i (z) ∈ R for 1 ≤ i ≤ n. Related, c(z) will be written as the 1 × n matrix c(z) = [c 1 (z) c 2 (z) · · · c n (z)]. The degree of c(z) is defined as deg(c(z)) = max 1≤i≤n deg(c i (z)). The third more compact notation will be c(z) = deg(c(z)) i=0 c i z i where c i ∈ F n q . A convolutional code C of rate k/n is an R-submodule of R n of rank k. A k × n matrix G(z) with entries in R whose rows constitute a basis of C is called a generator matrix for C.
Recall that a k × k matrix U (z) with entries in R is called a unimodular matrix if there is a k × k matrix V (z) with entries in R such that
By Cramer's rule and elementary properties of determinants it follows that U (z) is unimodular if and only if det(U (z)) ∈ F * q := F q \ {0}. Assume that G(z) and G(z) are both generator matrices of the same code C = rowspace R (G(z)) = rowspace R ( G(z)). Then we immediately show that there is a unimodular matrix U such that G(z) = U (z)G(z).
Note that this induces an equivalence relation on the set of the k × k generator matrices: G(z) and G(z) are equivalent if G(z) = U (z)G(z) for some unimodular matrix U (z). A canonical form for such an equivalence relation is the column Hermite form. Other equivalence relations are induced by right multiplication with a unimodular matrix or by right and left multiplication with unimodular matrices. Canonical forms of such equivalence relations are the row Hermite form and the Smith form, respectively. Definition 1.2.2 [12, 19] Let G(z) ∈ M at k,n (R), with k ≤ n. Then there exists a unimodular matrix U (z) ∈ M at n,n (R) such that Definition 1.2.3 [12, 19] Let G(z) ∈ M at k,n (R), with k ≤ n. Then there exist unimodular matrices U (z) ∈ M at k,k (R) and V (z) ∈ M at n,n (R) such that
where γ i (z), i = 1, 2, . . . , k, are monic polynomials such that γ i+1 (z)|γ i (z), i = 1, 2, . . . , k − 1. These polynomials are uniquely determined by G(z) and are called invariant polynomials of G(z). S(z) is the Smith form of G(z).
Since two equivalent generator matrices differ by left multiplication with a unimodular matrix, they have equal k × k (full size) minors, up to multiplication by a constant. The maximal degree of the full size minors of a generator matrix (called its internal degree) of a convolutional code C is called the degree (or complexity) of C, and it is usually denoted by δ. A convolutional code of rate k/n and degree δ is also called an (n, k, δ) convolutional code. Throughout this chapter L := ⌊ δ k ⌋ + ⌊ δ n−k ⌋. For i = 1, . . . , k, the largest degree of any entry in row i of a matrix G(z) ∈ M at k,n (R) is called the i-th row degree ν i . It is obvious that if G(z) is a generator matrix and ν 1 , ν 2 , . . . , ν k are the row degrees of G(z), then δ ≤ ν 1 + ν 2 + · · · + ν k . The sum of the row degrees of G(z) is called its external degree. If the internal degree and the external degree coincide, G(z) is said to be row reduced and it is called a minimal generator matrix. Thus, the degree of the code can be equivalently defined as the external degree of a minimal generator matrix of C. Lemma 1.2.4 [8, 19] Let G(z) = [g ij (z)] ∈ M at k,n (R) with row degrees ν 1 , ν 2 , . . . , ν k and [G] hr be the highest row degree coefficient matrix defined as the matrix with the i-th row consisting of the coefficients of z νi in the i-th row of G(z). Then δ = ν 1 + ν 2 + · · · + ν k if and only if [G] hr is full row rank.
Let G(z) be a row reduced generator matrix with row degrees ν 1 , ν 2 , . . . , ν k and c
where G rem (z) ∈ M at k,n (R) has the i-th row degree smaller than
(1.1)
Equality (1.1) is called the predictable degree property and it is an equivalent characterization of the row reduced matrices [8, 19] . Given a generator matrix G(z), there always exists a row reduced generator matrix equivalent to G(z) [19] . That is, all convolutional codes admit minimal generator matrices. If G 1 (z) and G 2 (z) are two equivalent generator matrices, each row of G 1 (z) belongs to the image of G 2 (z) and vice-versa. Then, if G 1 (z) and G 2 (z) are row reduced matrices, the predictable degree property implies that G 1 (z) and G 2 (z) have the same row degrees, up to row permutation.
Another important property of polynomial matrices is left (or right) primeness.
the left factor ∆(z) is unimodular.
Left prime matrices admit several very useful characterizations. Some of these characterizations are presented in the next theorem.
G(z)
can be completed to a unimodular matrix, i.e., there exists L(z) ∈ M at n−k,n (R) such that G(z) L(z) is unimodular.
6. the ideal generated by all the k-th order minors of G(z) is R.
Since generator matrices of a convolutional code C differ by left multiplication with a unimodular matrix, it follows that if a convolutional code admits a left prime generator matrix then all its generator matrices are also left prime. We call such codes noncatastrophic convolutional codes. Example 1.2.7 Let us consider the binary field, i.e., q = 2. The convolutional code C of rate 2/3 with generator matrix
is full row rank and, consequently, G(z) is row reduced. The degree of C is then equal to the sum of the row degrees of G(z), which is 3. Therefore C is a (3, 2, 3) binary convolutional code. On the other hand, the convolutional code C with generator matrix
is a catastrophic convolutional code contained in C as the first equality of the preceding equation implies rowspace RG (z) ⊂ rowspace R G(z). The matrix
[ G] hr = 1 0 1 1 0 0 has full row rank 2, making G(z) row reduced, and implying that the degree of C is 2 + 2 = 4. Hence C is (3, 2, 4) convolutional subcode of C.
Let C be a noncatastrophic convolutional code and G(z) ∈ M at k,n (R) be a generator matrix of C. By Theorem 1.2.6, there exists a polynomial matrix N (z) ∈ M at n−k,n (R) such that G(z) N (z) is unimodular. Let L(z) ∈ M at k,n (R) and H(z) ∈ M at n−k,n (R) such that
One immediately sees that
H(z) is called a parity-check matrix of C, analogous to the block code case. It was shown that if a convolutional code is noncatastrophic, then it admits a parity-check matrix. But the converse is also true. Theorem 1.2.8 [44] Let C be a convolutional code of rate k/n. Then there exists a full row rank polynomial matrix H(z) ∈ M at n−k,n (R) such that
i.e. a parity-check matrix of C, if and only if C is noncatastrophic.
Proof: Let us assume that C admits a parity-check matrix H(z) ∈ M at n−k,n (R) and let us write
for some left prime matrices N (z) ∈ M at n−k,n (R) and G(z) ∈ M at k,n (R). ThenH(z)G(z) T = 0 and consequently also H(z)G(z) T = 0. It is clear that C = rowspace R G(z) and therefore C is noncatastrophic.
Remark 1.2.9 If C is catastrophic (i.e., its generator matrices are not left prime), we can still obtain a right prime matrix H(z) ∈ M at n−k,n (R) such that C ker R H(z). If G(z) is a generator matrix of C, we can write G(z) = [∆(z) 0]U (z) with ∆(z) ∈ M at k,k (R) and where [∆(z) 0], is the row Hermite form of G(z) and U (z) is a unimodular matrix. Then G(z) = ∆(z)U 1 (z), where U 1 (z) is the submatrix of U (z) constituted by its first k rows. This means, by Theorem 1.2.6, that U 1 (z) is left prime. The matrix H(z) is a parity-check matrix of the convolutional code C = rowspace R U 1 (z) and C C. Since C is catastrophic, it does not admit a parity-check matrix. However, since C C, it follows that C ker H(z).
Given a noncatastrophic code C, we define the dual of C as
The dual of a noncatastrophic convolutional code is also noncatastrophic. The left prime parity-check matrices of C are the generator matrices of C ⊥ and vice-versa. The degree of a noncatastrophic code and its dual are the same. This result is a consequence of the following lemma and Theorem 1.2.6, part 6.
Lemma 1.2.11 [8] Let H(z) ∈ M at n−k,k (R) and G(z) ∈ M at k,n (R) be a left prime parity-check matrix and a generator matrix of a noncatastrophic convolutional code, respectively. Given a full size minor of G(z) constituted by the columns i 1 , i 2 , . . . , i k , let us define the complementary full size minor of H(z) as the minor constituted by the complementary columns i.e., by the columns {1, 2, . . . , n}\{i 1 , i 2 , . . . , i k }.
Then the full size minors of G(z) are equal to the complementary full size minors of H(z), up to multiplication by a nonzero constant.
Proof: For simplicity, let us consider i 1 = 1, i 2 = 2, . . . , i k = k. i.e., the full size minor of G(z), M 1 (G), constituted by the first k columns:
Then, considering L(z) as in (1.2), we have that
where Q(z) ∈ M at n−k,k (R) and H(z) is the submatrix of H(z) constituted by its last n − k columns, i.e., M 1 (H) = det H(z) is the complementary minor to M 1 (G) and from (1.3) we conclude that M 1 (G) = αM 1 (H), where α = det L T (z) H T (z) belongs to F * q . Applying the same reasoning we conclude that all the full size minors of G(z) are equal to α times the complementary full size minors of H(z).
Therefore if G(z) is a generator matrix and H(z) is a parity-check matrix of a noncatastrophic convolutional code C, they have the same maximal degree of the full size minors, which means that C and C ⊥ have the same degree.
Distances of Convolutional Codes
The distance of a code is an important measure of robustness of the code since it provides a means to assess its capability to protect data from errors. Several types of distance can be defined for convolutional codes. We will consider the free distance and the column distances. To define these notions, one first has to define the distance between polynomial vectors. 
The free distance of a convolutional code C is given by
During transmission of information over a q-ary symmetric channel, errors may occur, i.e. information symbols can be exchanged by other symbols in F q in a symmetric way.
After channel transmission, a convolutional code C can detect up to s errors in any received word w(z) if d f ree (C) ≥ s + 1 and can correct up to t errors in w(z) if d f ree (C) ≥ 2t + 1, which gives the following theorem. As convolutional codes are linear, the difference between two codewords is also a codeword which gives the following equivalent definition of free distance. w i z i , with ℓ 0 , ℓ 1 ∈ N 0 such that w ℓ0 = 0 and w ℓ1 = 0, is such that w ℓ0 ∈ rowspace R G(0) and consequently it has weight 2 or 3. Moreover, the predictable degree property of G(z) implies that ℓ 1 > ℓ 0 and therefore w(z) must have weight greater or equal than 3. Hence, we conclude that C has free distance 3.
Besides the free distance, convolutional codes also possess another notion of distance, the so-called column distances. These distances have an important role for transmission of information over an erasure channel, which is a suitable model for many communication channels, in particular packet switched networks such as the internet. In this kind of channel, each symbol either arrives correctly or does not arrive at all, and it is called an erasure. In Section 1.5.1 the decoding over these type of channels will be analyzed in detail.
Column distances have important characterizations in terms of the generator matrices of the code, but also in terms of its parity-check matrices if the code is noncatastrophic. For this reason, we will consider throughout this section noncatastrophic convolutional codes. [14] For j ∈ N 0 , the j-th column distance of a convolutional code C is defined as
n (R) be a generator matrix and a parity-check matrix, respectively, of the convolutional code C. Note that G i ∈ M at k,n (F q ) and H i ∈ M at n−k,n (F q ). For j ∈ N 0 , define the truncated sliding generator matrices G c j ∈ M at (j+1)k,(j+1)n (F q ) and the truncated sliding parity-check matrices
Then if c(z) = i∈N0 c i z i is a codeword of C, it follows that
and H c j [c 0 . . . c j ] ⊤ = 0. Note that since G(z) is left prime, G 0 has full row rank and therefore, c 0 = 0 in (1.4) if and only if u 0 = 0. Consequently,
and one has the following theorem.
Theorem 1.2.19 [14] For d ∈ N the following statements are equivalent:
None of the first n columns of H c j is contained in the span of any other d − 2 columns and one of the first n columns is contained in the span of some other d − 1 columns of that matrix.
As for block codes, there exist upper bounds for the distances of convolutional codes. [14] Let C be an (n, k, δ) convolutional code. Then,
The bound in (i) of the preceding theorem is called the generalized Singleton bound since for δ = 0 one gets the Singleton bound for block codes.
An (n, k, δ) convolutional code C such that
is called a maximum distance separable (MDS) code [35] . In [35] it was proved that an (n, k, δ) convolutional code always exist over a sufficiently large field. In Section 1.3.1, constructions of such codes are presented.
The generalized Singleton bound has implications on the values that the column distances can achieve. Note that 0 ≤ d 0 ≤ d 1 ≤ · · · ≤ d f ree and d f ree (C) = lim j→∞ d c j (C), which implies d c j (C) ≤ (n − k) δ k + 1 + δ + 1 for all j ∈ N 0 . Hence j = L := δ k + δ n−k is the largest possible value of j for which d c j (C) can attain the upper bound in (ii) of the preceding theorem. Moreover, the following lemma shows that maximal j-th column distance implies maximal column distance of all previous ones.
shows that it is sufficient to have equality for j = L in part (ii) of Theorem 1.2.21 to get an MDP convolutional code.
A convolutional code C where d c j (C) meets the generalized Singleton bound for the smallest possible value of j is called strongly maximum distance separable (sMDS). Note that either j = L or j = L + 1. More precisely, an (n, k, δ) convolutional code is sMDS if
The next remark points out the relationship between MDP, MDS and strongly MDS convolutional codes.
In the following, we will provide criteria to check whether a convolutional code is MDP.
The following statements are equivalent: (a) C is MDP.
where G i = 0 for i > µ has the property that every full size minor that is formed by rows with indices 1 ≤ j 1 < · · · < j (L+1)k ≤ (L + 1)n which fulfill j sk ≤ sn for s = 1, . . . , L is nonzero.
where H i = 0 for i > ν has the property that every full size minor that is formed by columns with indices 1 ≤ j 1 < · · · < j (L+1)(n−k) ≤ (L + 1)n which fulfill j s(n−k) ≤ sn for s = 1, . . . , L is nonzero.
The property of being an MDP convolutional code is invariant under duality as shown in the following theorem. [14] An (n, k, δ) convolutional code is MDP if and only if its dual code, which is an (n, n − k, δ) convolutional code, is MDP.
MDP convolutional codes are very efficient for decoding over the erasure channel. Next we introduce two special classes of MDP convolutional codes, the reverse MDP convolutional codes and the complete MDP convolutional codes, which are specially suited to deal with particular patterns of erasures. Section 1.5.1 is devoted to decoding over this channel, and the decoding capabilities of these codes will be analyzed in more detail. Definition 1.2.27 [15] Let C be an (n, k, δ) convolutional code with left prime row reduced generator matrix G(z), which has entries g ij (z). Set
Then, the code C with generator matrix G(z), which has g ij (z) as entries, is also an (n, k, δ) convolutional code, which is called the reverse code to C.
Definition 1.2.28 [39] Let C be an MDP convolutional code. If C is also MDP, C is called a reverse MDP convolutional code. Remark 1.2.29 [39] Let C be an (n, k, δ) MDP convolutional code such that (n − k) | δ and H(z) = H 0 + · · · + H ν z ν , with H ν = 0, be a left prime and row reduced parity-check matrix of C. Then the reverse code C has parity-check matrix H(z) = H ν + · · · + H 0 z ν . Moreover, C is reverse MDP if and only if every full size minor of the matrix 
with H ν = 0, be a left prime and row reduced parity-check matrix of the (n, k, δ) convolutional code C.
is called a partial parity check matrix of the code. Moreover, C is called a complete MDP convolutional code if every full size minor of H that is formed by columns j 1 , . . . , j (L+1)(n−k) with j (n−k)s+1 > sn and j (n−k)s ≤ sn + νn for s = 1, . . . , L is nonzero. In this section, we will present the most important known constructions for MDS convolutional codes. They differ in the constraints on the parameters and the necessary field size. The first two constructions that will be considered are for convolutional codes with rate 1/n. The following theorem gives the first construction of MDS convolutional codes.
is the generator matrix of an (n, 1, δ) MDS convolutional code with free distance equal to n(δ + 1).
The second construction works for the same field size as the first one but contains a restriction on the degree of the code, which is different from the restriction on the degree in the first construction. Finally, we present a construction that works for arbitrary parameters but has a stronger restriction on the field size.
is the generator matrix of an (n, k, δ) MDS convolutional code.
Constructions of MDP convolutional codes
MDP convolutional codes can be constructed by selecting appropriate columns and rows of so-called superregular matrices, which we define in the following.
where a ij = 0 if a ij = 0 and a ij = x ij if a ij = 0 and consider the determinant of A as an element of the ring of polynomials in the variables x ij , i, j ∈ {1, . . . , l} and with coefficients in F q . One calls the determinant of A trivially zero if the determinant of A is equal to the zero polynomial.
A is called superregular if all its not trivially zero minors are nonzero.
. . , l that is superregular is called a lower triangular superregular matrix.
In the following, we present two constructions for (n, k, δ) MDP convolutional codes using superregular matrices of different shapes.
For the first construction, which is presented in the following theorem, it is required to have (n − k) | δ and k > δ, i.e. L = δ n−k . Theorem 1.3.5 [39] Let (n − k) | δ, k > δ and T be an r × r lower triangular superregular matrix with r = (L + 1)(2n − k − 1). For j = 0, . . . , L, let I j and J j be the following sets: The construction of the preceding theorem could be explained in the following way:
Step 1: Construct the lower triangular superregular matrix T .
Step 2: Partition T in L + 1 blocks with 2n − k − 1 rows each and delete the first n − 1 rows in each block. Define T as the matrix consisting of the remaining rows.
Step 3: Partition T in L + 1 blocks with 2n − k − 1 columns each and delete the first n − k − 1 columns in each block. Define H L as the matrix consisting of the remaining columns.
The following theorem provides a general construction for such a superregular matrix if the characteristic of the underlying field is sufficiently large. 
Hence for each b ∈ N there exists a smallest prime number p b such that this matrix is superregular over the prime field F p b .
The second construction for MDP convolutional code also requires large field sizes but has the advantage that it works for arbitrary characteristic of the underlying field as well as for arbitrary code parameters. 
If N ≥ 2 m(L+2)−1 then the matrix T (T 0 , T 1 , . . . , T L ) is superregular (over F p N ).
The following theorem provides a construction for (n, k, δ) MDP convolutional codes with (n−k) | δ using the superregular matrices from the preceding theorem. Theorem 1.3.8 [1] Let n, k, δ be given integers such that (n − k) | δ and let T l = [t l ij ], i, j = 1, 2, . . . , m and l = 0, 1, 2, . . . , L be the entries of the matrix T l as in the preceding theorem. Define H l = [t l ij ] for i = 1, 2, . . . , n − k, j = 1, 2, . . . , k and l = 0, 1, 2, . . . , L.
If q = p N for N ∈ N and |F q | ≥ p 2m(L+1)+n−2 , then the convolu-
. . , ν, is an (n, k, δ) MDP convolutional code.
In [30] this construction was generalized to arbitrary code parameters, where not necessarily (n − k) | δ. In this way, the authors of [30] obtained constructions of (n, k, δ) convolutional codes that are both MDP and sMDS convolutional codes. Other constructions for convolutional codes can be found in [14] . There are two general constructions of complete MDP convolutional codes, similar to the constructions for MDP convolutional codes given in Theorem 1.3.5 and Theorem 1.3.8, presented in the following two theorems. 
. . , ν = δ n−k is the paritycheck matrix of an (n, k, δ) complete MDP convolutional code.
Connection to Systems Theory
The aim of this section is to explain the correspondence between convolutional codes and discrete-time linear systems [36] of the form
, t ∈ N 0 and s, k, n ∈ N with n > k. The system (1.6) will be represented by Σ = (A, B, C, D), and the integer s is called its dimension. We call x t ∈ F s q the state vector, u t ∈ F k q the information vector, y t ∈ F n−k q the parity vector and c t ∈ F n q the code vector. We consider that the initial state is the zero vector, i.e., x 0 = 0.
The input, state and output sequences (trajectories), {u t } t∈N0 , {x t } t∈N0 , {y t } t∈N0 , respectively, can be represented as formal power series: where
(1.8)
In order to obtain the codewords of a convolutional code by means of the system (1.6) we must only consider the polynomial input-output trajectories c(z) = u(z) y(z) of the system. Moreover, we discard the input-output trajectories c(z) with corresponding state trajectory x(z) having infinite weight, since this would make the system remain indefinitely excited. Thus, we restrict to polynomial input-output trajectories with corresponding state trajectory also polynomial. We will call these input-output trajectories, finiteweight input-output trajectories. The set of finite-weight input-output trajectories of the system (1.6) forms a submodule of R n of rank k and thus, it is a convolutional code of rate k n , denoted by C(A, B, C, D). The following lemma gives equivalent conditions for reachability and observablity and it is called the Popov, Belevitch and Hautus (PBH) criterium. 
where A 1 ∈ M at δ,δ (F q ), B 1 ∈ M at k,δ (F q ) and C 1 ∈ M at δ,n−k (F q ) and Φ(A 1 , B 1 ) has rank δ, i.e., the system Σ 1 = (A 1 , B 1 , C 1 , D) is reachable. The partitioning (1.9) is called the Kalman (controllable) canonical form [19] .
The system Σ = (S −1 AS, BS, S −1 C, D) has updating equations
. Since x 0 = 0 then x (2) t = 0 for all t ∈ N 0 . Therefore the system
has the same finite-weight input-output trajectories and therefore C(A, B, C, D) = C(A 1 , B 1 , C 1 , D). i.e, Σ 1 = (A 1 , B 1 , C 1 , D) is another ISO representation of the code with smaller dimension. This means that a minimal ISO representation of a convolutional code must be necessarily reachable. But the converse is also true as it is stated in the next theorem. The reachability together with the observability of the system influence the properties of the corresponding code as the next theorem shows. If Σ = (A, B, C, D) is an ISO representation of a code C which is reachable and observable, then the polynomial input-output trajectories of the system coincide with the finite-weight input-output trajectories, which means that C is the set of the polynomial input-output trajectories of Σ = (A, B, C, D) .
The correspondence between linear systems and convolutional codes allows one to obtain further constructions of convolutional codes with good distance properties. The following theorem presents a construction for MDS convolutional codes with rate 1/n and arbitrary degree. Theorem 1.4.5 [38] Let |F q | ≥ nδ + 1 and α be a primitive element of
and C ∈ M at δ,n−1 (F q ) where the columns c 1 , c 2 , . . . , c n−1 of the matrix C are chosen such that det(sI − (A − c i B)) = δ k=1 (s − α ri+k ) and r i , i = 1, . . . , δ, are chosen such that {α ri+1 , α ri+2 , . . . , α ri+δ } ∩ {α rj +1 , α rj +2 , . . . , α rj +δ } = ∅ for i = j. Then C(A, B, C, D) is an MDS convolutional code.
ISO-representations could also be helpful for the construction of MDP convolutional codes, using the following criterion for being MDP. 
Decoding of Convolutional Codes
In this section, we will present decoding techniques for convolutional codes. The first part of this section describes the decoding of convolutional codes over the erasure channel (see Section 1.2.2), where simple linear algebra techniques are applied. The second part presents the most famous decoding algorithm for convolutional codes over the q-ary symmetric channel, the Viterbi algorithm. Other decoding principles for this kind of channel such as sequential decoding, list decoding, iterative decoding and majority-logic decoding are explained in e.g. [17] or [23] .
Decoding over the erasure channel
To make it easier to follow, the decoding over an erasure channel will be explained first for δ = 0 and afterwards the general case.
The case δ = 0
Convolutional codes of degree zero are block codes. The only column distance that is defined for a block code C of rate k/n is the 0-th column distance, which coincides with its minimal distance d(C) = min c∈C {wt(c) | c = 0}.
The minimal distance of a block code can be characterized by its paritycheck matrices. Clearly, the decoding is optimal if as many of these linear equations as possible are linearly independent for as many as possible erasure patterns. This is the case if all full size minors of H 0 are nonzero, which is true if and only if C is MDS, and the maximal number of erasures that a block code of rate k/n can correct is n − k.
The general case
In this subsection, the considerations of the preceding subsection are generalized to noncatastrophic convolutional codes of rate k/n and arbitrary degree recover even more situations than MDP convolutional codes [39] . There are bursts of erasures that cannot be forward decoded but could be skipped and afterwards be decoded from right to left (backward); see [39] for examples.
If patterns of erasures occur that do not fulfill the conditions of Theorem 1.5.3, neither forward nor backward, one has a block that could not be recovered and gets lost in the recovering process. In order to continue recovering, one needs to find a block of νn correct symbols, a so-called guard space, preceding a block that fulfills the conditions of Theorem 1.5.3. Complete MDP convolutional codes have the additional advantage that to compute a guard space, it is not necessary to have a large sequence of correct symbols [39] . Instead it suffices to have a window with a certain percentage of correct symbols as the following theorem states. Theorem 1.5.4 [39] Let C be an (n, k, δ) complete MDP convolutional code and L = δ k + δ n−k . If in a window of size (L + ν + 1)n there are not more than (L + 1)(n − k) erasures, and if they are distributed in such a way that between position 1 and sn and between positions (L + ν + 1)n and (L + ν + 1)n − sn + 1, for s = 1, . . . , L + 1, there are not more than s(n − k) erasures, then full correction of all symbols in this interval will be possible. In particular a new guard space can be computed.
The way of decoding over the erasure channel described here could be used for any convolutional code. However, to correct as many erasures as possible it is optimal to use MDP or even complete MDP convolutional codes. For algorithms to do that we refer to [39] . Remark 1.5.5 If C is a catastrophic convolutional code, it is possible to find a noncatastrophic convolutional code C with C ⊂ C (see Remark 1.2.9). Let H(z) be a left prime parity-check matrix for C. Then, H(z)c(z) ⊤ = 0 for all c(z) ∈ C. Hence, the decoding procedure described in this subsection could be applied to C by using H(z).
MDP convolutional codes are able to recover patterns of erasures that MDS block codes, with the same recovering rate, cannot recover, as illustrated in the next example. Example 1.5.6 [39] Let us consider the received sequence w = (w 0 , w 1 , . . . , w 100 ) with w i ∈ F 2 q and with 120 erasures in w i , i ∈ {0, 1, . . . , 29} ∪ {70, 71, . . . , 99}. Let us assume that w is a received word of an MDS block code of rate 101/202. Such a code can correct up to 101 symbols in a sequence of 202 symbols, i.e., it has a recovering rate of 50%. Thus, since w has 120 erasures it cannot be recovered.
Let us assume now that w(z) = 100 i=0 w i z i is a received word of a (2, 1, 50) MDP convolutional code C. C has the same recovering rate, but it is able to correct the erasures in w(z). Note that d c j (C) = j + 1, for j = 0, 1, . . . , L with L = 100. To recover the whole sequence one can consider a window with the first 120 symbols (i.e., the sequence constituted by w 0 , w 1 , . . . , w 59 ). Since d c 59 (C) = 60, then the first 60 symbols can be recovered by applying the decoding algorithm described in this section. Afterwards, take another window with the symbols w 41 , w 42 , . . . , w 100 . Similarly, this window has 120 symbols and 60 erasures, which means that also these erasures can be recovered and the whole corrected sequence is obtained.
The Viterbi decoding algorithm
The most commonly used error-correction decoding algorithm for convolutional codes is the Viterbi decoding algorithm, which was proposed by Viterbi in 1967 [41] . It is a minimum-distance decoder, i.e. it computes all codewords of a certain length and compares the received word to each of them. Then, the codeword closest to the received word is selected (maximum-likelihood decoding). It could be understood as applying techniques from dynamic programming to the linear systems representation of the convolutional code, as explained next.
A state-transition diagram for the convolutional code can be defined from a minimal ISO representation of the code, Σ = (A, B, C, D) of dimension δ, as a labeled directed graph with set of nodes X = F δ q and such that (x 1 , x 2 ), with x 1 , x 2 ∈ X, is an arc (transition) of the graph if there exists u ∈ F k q such that x 2 = x 1 A + uB. In this case we assign the label (u, y) to the arc (x 1 , x 2 ), where y = x 1 C + uD. The codewords of the code are obtained considering all closed walks on the state-transition diagram that start at the node x = 0 and end at the same node, and a codeword corresponding to such a walk is the sequence of the labels of the arcs that constitute this walk.
When we introduce the dimension of time, this state-transition diagram, can be represented as a trellis diagram by considering a different copy of the set of nodes (states) of the state-transition diagram at each time instant (also called depth). For every t ∈ N 0 , we consider an arc e from a state x 1 in time instant t to another state x 2 at time instant t+1, if there exists the arc (x 1 , x 2 ) in the state-transition diagram. The label of the arc e is taken to be the same as the label of (x 1 , x 2 ) in the state-transition diagram. The codewords of the code correspond to the paths on the trellis diagram that start and end at the zero state [5] .
If c r (z) ∈ F q [z] n is a received word, the Viterbi algorithm searches the paths of the trellis diagram starting at the state x = 0 and ending at the same state, x = 0, such that the corresponding codeword has minimal distance to c r (z). The decoding progress is simplified by breaking it down into a sequence of steps using the recursive relation given by the equations defining the linear system. In each step, the distance between the received word and the estimated word is minimized.
In the following, this process should be explained in detail.
Algorithm:
Assume that a convolutional code C and a received word c r (z) = i∈N0 c r i z i , which should be decoded, are given. Take a minimal ISO representation Σ = (A, B, C, D) of dimension δ of C and set x 0 = 0.
Step 1: set t = 0, d min = ∞ and sp min = ∅, and assign to the initial node the label (d = 0, sp = ∅). Go to Step 2.
Step 2: for each node x 2 at time instant t + 1 do: for each of the predecessors x 1 at time instant t with label (d, sp) and d < d min , compute the sum d + d((u, y), c t ), where (u, y) is the label of the arc (x 1 , x 2 ) in the statetransition diagram, determine the minimum of these sums, d and assign to x 2 the label (d, sp), where sp is the shortest path from x = 0, at time instant zero, to x 2 (if there are several sums with the minimal value, then there are several paths from x = 0, at time instant zero, to x 2 with distance d: in this case select randomly one of these paths). If x 2 = 0 and d < d min then set d min = d and sp min = sp. Go to Step 3.
Step 3: if at time instant t + 1, all the nodes x with label (d, sp) are such that d ≥ d min , then STOP and the result of the decoding is the codeword corresponding to the path sp min . Otherwise set t = t + 1 and go to Step 2.
The complexity of this algorithm grows with the number of states, at each time instant, in the trellis diagram. The set of states is X = F δ q and therefore it has q δ elements. This algorithm is practical only for codes with small degree and defined in fields of very small size.
Instead of using the linear systems representation, the Viterbi algorithm could also be operated using the trellis of the convolutional code; see e.g. [5] .
Two-dimensional Convolutional Codes
In this section we consider convolutional codes of higher dimension, namely the two-dimensional (2D) convolutional codes. Let R = F q [z 1 , z 2 ] be the ring of polynomials in the indeterminates z 1 and z 2 , F q (z 1 , z 2 ) the field of rational functions in z 1 and z 2 with coefficients in F q and F q [[z 1 , z 2 ]] the ring of formal power series in z 1 and z 2 with coefficients in F q .
Definition of 2D Convolutional Codes via Generator and Parity-check Matrices
A two-dimensional (2D) convolutional code C of rate k/n is a free R-submodule of R n of rank k. A generator matrix of C is a full row rank matrix G(z 1 , z 2 ) whose rows constitute a basis of C, and it induces an injective map between R k and R n . This is the main reason of the restriction of the definition of 2D convolutional codes to free submodules of R n .
Analogously as defined in the 1D case, a matrix U (z 1 , z 2 ) ∈ M at k,k (R) is unimodular if there exists a k × k matrix over R such that
or equivalently, if det(U (z 1 , z 2 )) ∈ F * q . Using the same reasoning as in section 1.2.1 for one-dimensional (1D) convolutional codes, the matrices G(z 1 , z 2 ) and G(z 1 , z 2 ) in M at k,n (R) are said to be equivalent if they are generator matrices of the same code, which happens if and only if
for some unimodular matrix U (z 1 , z 2 ) ∈ M at k,k (R).
Complexity and degree are equivalent and important notions of 1D convolutional codes. They are one of the parameters of the generalized Singleton bound on the distance of these codes and they also provide a lower bound on the dimension of their ISO representations. To define similar notions for 2D convolutional codes, we consider the usual notion of (total) degree of a polynomial in two indeterminates p(z 1 , z 2 ) = (i,j)∈N0 p ij z i 1 z j 2 with p ij ∈ F q as deg(p(z 1 , z 2 )) = max{i + j : p ij = 0}. We also define the internal degree of a polynomial matrix G(z 1 , z 2 ), denoted by δ i (G), as the maximal degree of the full size minors of G(z 1 , z 2 ) and its external degree, denoted by δ e (G), as k i=1 ν i , where ν i is the maximum degree of the entries of the i-th row of G(z 1 , z 2 ). Obviously δ i (G) ≤ δ e (G).
Since two generator matrices of a 2D convolutional code C differ by a unimodular matrix, their full size minors are equal, up to multiplication by a nonzero constant. The complexity of C is defined as the internal degree of any generator matrix of C and it is represented by δ c . The degree of C is the minimum external degree of all generator matrices of C and it is represented by δ d . Clearly the internal degree of any generator matrix is less than or equal to the corresponding external degree, and therefore δ c ≤ δ d [29, 3] .
The row reduced generator matrices of 1D convolutional codes are the ones for which the corresponding notions of internal degree and external degree coincide, and this is why the complexity and degree of a 1D convolutional code are the same. However, 2D convolutional codes do not always admit such generator matrices and there are 2D convolutional codes such that δ c < δ d , as is illustrated in the following simple example. Example 1.6.1 For any finite field, the 2D convolutional code with generator matrix
has complexity 1 and degree 2.
Another important property of a 1D convolutional code is the existence (or not) of prime generator matrices. When we consider polynomial matrices in two indeterminates, there are two different notions of primeness, factorprimeness and zero-primeness [28, 21, 45, 32] .
A matrix G(z) ∈ M at k,n (R), with k ≥ n, is right factor-prime (rF P ) / right zero-prime (rZP ) if its transpose is ℓF P / ℓZP , respectively. The notions (a) and (b) of the above definition are equivalent for polynomial matrices in one indeterminate (see Theorem 1.2.6). However, for polynomial matrices in two indeterminates, zero-primeness implies factor-primeness, but the contrary does not happen, as is illustrated in the following example. Example 1.6.3 The matrix z 1 z 2 is left factor-prime but it is not left zero-prime.
The following lemmas give characterizations of left factor-primeness and left zero-primeness. Lemma 1.6.4 Let G(z 1 , z 2 ) ∈ M at k,n (R), with n ≥ k. Then the following are equivalent:
(d) the k × k minors of G(z 1 , z 2 ) have no common factor. Lemma 1.6.5 Let G(z 1 , z 2 ) ∈ M at k,n (R), with n ≥ k. Then the following are equivalent:
(a) G(z 1 , z 2 ) is ℓZP ;
(b) G(z 1 , z 2 ) admits a polynomial right inverse;
(c) G(λ 1 , λ 2 ) is full column rank, for all λ 1 , λ 2 ∈ F q , where F q denotes the algebraic closure of F q .
From the above lemmas, it immediately follows that if a 2D convolutional code admits a left factor-prime (left zero-prime) generator matrix then all its generator matrices are also left factor-prime (left zero-prime). 2D convolutional codes with left factor-prime generator matrices are called noncatastrophic and if they admit left zero-prime generator matrices, they are called basic.
A parity-check matrix of a 2D convolutional code C is a full row rank matrix H(z 1 , z 2 ) ∈ M at n−k,n (R) such that
As for 1D convolutional codes, the existence of parity-check matrices for a 2D convolutional code is connected with primeness properties of its generator matrices as stated in the following theorem. The free distance of a 2D convolutional code was first defined in [42] , and it is a generalization of the free distance defined in the 1D case. The weight of a polynomial vector c(z 1 , z 2 ) = (i,j)∈N 2 0 c ij z i 1 z j 2 is given by wt(c(z 1 , z 2 )) = (i,j)∈N 2 0 wt(c ij ) and the free distance of C is defined as
The degree of a 2D convolutional code C is an important parameter for establishing an upper bound on the distance of C. Theorem 1.6.7 [3] Let C be a 2D convolutional code of rate k/n and degree δ. Then
This upper bound is the extension to 2D convolutional codes of the generalized Singleton bound for 1D convolutional codes [35] and it is called the 2D generalized Singleton bound. Moreover, a 2D convolutional code of rate k/n and degree δ is said to be a maximum distance deparable (MDS) 2D convolutional code if its distance equals the 2D generalized Singleton bound. Constructions of MDS 2D convolutional codes can be found in [2, 3] .
ISO representations
Two-dimensional convolutional codes can also be represented by a linear system. Unlike the 1D case, there exist several state-space models of a 2D linear system, namely the Roesser model, the Attasi model and the Fornasini-Marchesini model. The ISO representations of 2D convolutional codes investigated in the literature consider the Fornasini-Marchesini model [7] . In this model a first quarter plane 2D linear system is given by the updating equations
, i, j ∈ N 0 and s, k, n ∈ N with n > k. The system (1.13) will be represented by Σ = (A 1 , A 2 , B 1 , B 2 , C, D), and the integer s is called its dimension. We call x ij ∈ F s q the local state vector, u ij ∈ F k q the information vector, y ij ∈ F n−k q the parity vector and c ij ∈ F n q the code vector. Moreover, the input and the local state have past finite support, i.e., u ij = 0 and x ij = 0, for i < 0 or j < 0 and we consider zero initial conditions, i.e., x 00 = 0.
The input, local state and output 2D sequences (trajectories) of the system, {u ij } (i,j)∈N 2 0 , {x ij } (i,j)∈N 2 0 , {y ij } (i,j)∈N 2 0 , respectively, can be represented as formal power series in the indeterminates z 1 , z 2 :
consists of the (x(z 1 , z 2 ), u(z 1 , z 2 ), y(z 1 , z 2 )) trajectories of the system, and we say that an input-output trajectory has corresponding state trajectory
For the same reasons stated for 1D convolutional codes in Section 1.4, we only consider the finite-weight input-output trajectories of the system (1.13) to obtain a 2D convolutional code, i.e, the polynomial trajectories (u(z 1 , z 2 ), y(z 1 , z 2 )) with corresponding state trajectory x(z 1 , z 2 ) also polynomial. Theorem 1.6.8 [29] The set of finite-weight input-output trajectories of the system (1.13) is a 2D convolutional code of rate k/n. The 2D convolutional code whose codewords are the finite-weight inputoutput trajectories of the system (1.13) is denoted by C(A 1 , A 2 , B 1 , B 2 , C, D).
If L(z 1 , z 2 ) ∈ M at k,s (R) and G(z 1 , z 2 ) ∈ M at k,n (R) are such that
Reachability and observability are properties of a linear system that also reflect on the corresponding convolutional code. However, 2D linear systems as in (1.13) admit different types of reachability and observability notions. Definition 1.6.9 [7] Let Σ = (A 1 , A 2 , B 1 , B 2 , C, D) be a 2D linear system with dimension s and define the following matrices
for r, t ≥ 0, A 1 r ∆ t A 2 = 0, when either r or t is negative.
Σ is locally reachable if the reachability matrix
is full row rank, where R k is the block matrix constituted by all
Σ is modally reachable if the matrix
is right factor-prime.
Σ is modally observable if the matrix
is left factor-prime.
There also exists a notion of local observability that will not be considered here. There are 2D systems that are locally reachable (observable) but not modally reachable (observable) and vice-versa [7] . The next lemma shows the influence of these properties on the corresponding convolutional code. 
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1 ∈ M at k,δ (F q ), C 1 ∈ M at δ,n−k (F q ), with s ≥ δ and the remaining matrices of suitable dimensions, and Σ 1 = (A
1 , C 1 , D) a locally reachable system. Σ 1 is called the largest locally reachable subsystem of Σ. Theorem 1.6.12 [29] Let Σ = (A 1 , A 2 , B 1 , B 2 , C, D) be an ISO representation of a 2D convolutional code C. Let S be an invertible constant matrix such that
is in Kalman reachability canonical form and let
11 , B
1 , C 1 , D)
be the largest locally reachable subsystem of Σ. Then we have that C = C(A
11 , A
1 , C 1 , D).
Unlike 1D convolutional codes, there are no characterizations of minimal ISO representations of a 2D convolutional code. However, Theorem 1.6.12 allows one to obtain a necessary condition for minimality; i.e., a minimal ISO representation of a 2D convolutional code must be locally reachable.
Connections of convolutional codes to symbolic dynamics
We already explained in detail a close connection between convolutional codes and linear systems. Concepts closely connected to convolutional codes appear also in automata theory and in the theory of symbolic dynamics. The survey article of Marcus [25] provides details. In this section we describe the connection to symbolic dynamics. The reader will find more details on this topic in [20, 24, 33] . In the sequel we closely follow [33] .
In symbolic dynamics one often works with a finite alphabet A := F n q and then considers sequence spaces such as A Z , A N , or A N0 . In the order to be consistent with the rest of the chapter we will work in the sequel with A N0 , i.e., with the 'non-negative time axis' N 0 .
Let k be a natural number. A block over the alphabet A is defined as a finite string β = x 1 x 2 . . . x k consisting of the k elements x i ∈ A, i = 1, . . . , k. If w(z) = i w i z i ∈ A[[z]] is a sequence, one says that the block β occurs in w if there is some integer j such that β = w j w j+1 . . . w k+j−1 . If X ⊂ A[[z]] is any subset, we denote by B(X) the set of blocks which occur in some element of X.
As we will explain in this section one can view observable convolutional codes as the dual of linear, compact, irreducible and shift-invariant subsets of F n q [[z] ]. In order to establish this result we will have to explain the basic definitions from symbolic dynamics.
For this consider a set F of blocks. It is possible that this set is infinite. Next we need the notion of irreducibility:
] is called irreducible if for every ordered pair of blocks β, γ of B(X) there is a block µ such that the concatenated block βµγ is in B(X).
Of particular interest are shift spaces which have a 'kernel representation'. For this let P (z) be an r × n matrix having entries in the polynomial ring Subsets of the form (1.17) appear also prominently in the behavioral theory of linear system championed by Jan Willems. The following theorem was proven by Willems [43, Theorem 5] . Note that a metric space is called complete if every Cauchy sequence converges in this space. There is a small difference in above notions as a subset B ⊂ A[[z]] which is linear, irreducible, compact and shift invariant is automatically also a 'controllable behavior' in the sense of Willems.
We are now in a position to connect to convolutional codes (polynomial modules) using Pontryagin duality. For this consider the bilinear form:
where , represents the standard dot product on A = F n q . As the sum has only finite many nonzero terms the bilinear form ( , ) is well defined and nondegenerate. Using this bilinear form one defines for a subset C of The relation between these two annihilator operations is given by the following theorem which was derived and proven in [34] . Theorem 1.7.7 If C ⊆ F n q [z] is a convolutional code with generator matrix G(z), then C ⊥ is a linear, left-shift-invariant and complete behavior with kernel representation P (z) = G t (z). Conversely, if B ⊆ F n q [[z]] is a linear, left-shiftinvariant and complete behavior with kernel representation P (z), then B ⊥ is a convolutional code with generator matrix G(z) = P t (z). Moreover C ⊆ F n q [z] is noncatastrophic if and only if C ⊥ is a controllable behavior. 
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