I. INTRODUCTION
In many speech communication applications, such as hands-free mobile telephony, hearing aids and voice-controlled systems, the recorded microphone signals are corrupted by acoustic background noise and reverberation [1] - [3] . Background noise and reverberation cause a signal degradation which can lead to total unintelligibility of the speech and which decreases the performance of speech recognition and speech coding systems. Therefore efficient signal enhancement algorithms are required.
Well-known multi-microphone signal enhancement techniques are fixed and adaptive beamforming [4] .
Adaptive beamforming techniques, such as the Generalised Sidelobe Canceller (GSC) and its variants [5] - [8] , generally have a better noise reduction performance than fixed beamforming techniques and are able to adapt to changing acoustic environments. However, fixed beamforming techniques (with a fixed spatial directivity pattern) are sometimes preferred because they do not require a control algorithm in order to avoid signal distortion and signal cancellation and because of their easy implementation and low computational complexity. Fixed beamformers are frequently used for creating the speech reference signal in a GSC and for creating multiple beams [9] [10] , in applications where the position of the speech source is assumed to be (approximately) known, such as hearing aid applications [11] - [13] , and in highly reverberant acoustic environments.
In this paper we are interested in designing robust broadband beamformers with a given arbitrary spatial directivity pattern for a given arbitrary microphone array configuration, using an FIR filter-andsum structure. Using traditional types of fixed beamformers, such as delay-and-sum beamforming, dif-ferential microphone arrays [14] , superdirective microphone arrays [12] [15] [16] and frequency-invariant beamforming [17] , it is generally not possible to design arbitrary spatial directivity patterns for arbitrary microphone array configurations. However, in [18] [19] several procedures are described for designing broadband beamformers with an arbitrary spatial directivity pattern. The design consists of calculating the filter coefficients such that the spatial directivity pattern optimally fits the desired spatial directivity pattern with respect to some cost function. Different techniques can be used, e.g. weighted least-squares filter design, non-linear optimisation techniques [20] - [23] , a maximum energy array [24] or eigenfilters [19] [25] . Many such broadband beamformer design procedures perform the design individually for separate frequencies and/or approximate the (double) integrals that arise in the design by a finite sum over a grid of frequencies and angles. In this paper we will calculate full integrals over the frequency-angle plane and hence perform a true broadband design.
It is well known that fixed and adaptive beamformers are highly sensitive to errors in the microphone array characteristics (gain, phase, microphone position), especially for small-size microphone arrays. In many applications, the microphone array characteristics are not exactly known and can even change over time [26] . For superdirective beamformers, robustness against random errors can be improved by limiting the white noise gain (WNG) of the beamformer, i.e. imposing a norm constraint or a general quadratic constraint on the filter coefficients [12] [15] [16] [27] . Limiting the WNG has also been applied in order to enhance the robustness of adaptive beamformers [28] . Another possibility is to perform a measurement or a calibration procedure for the used microphone array, which will however only limit the error sensitivity for the specific microphone array used [29] [30] . This paper discusses the design of broadband beamformers with an arbitrary spatial directivity pattern, which are robust against unknown gain and phase errors in the microphone array characteristics. In Section II the far-field broadband beamforming problem is introduced and some definitions and notational conventions are given. Section III discusses several cost functions that can be used for designing broadband beamformers: the weighted least-squares cost function, the eigenfilter cost function based on a total leastsquares error criterion, and a non-linear cost function. For all considered cost functions, we first discuss the general design procedure for an arbitrary spatial directivity pattern and for frequency-and angledependent microphone characteristics. Next, the microphone characteristics are assumed to be independent of frequency and angle and we focus on the specific design case of a broadband beamformer having a passband and a stopband region. Using the considered cost functions, it is possible to design broadband beamformers when the microphone characteristics are exactly known. However, in many applications the microphone characteristics are not known and can even change over time. Section IV describes two procedures for designing broadband beamformers that are robust against (unknown) gain and phase errors in the microphone array characteristics. The first design procedure optimises the mean performance of the broadband beamformer for all feasible microphone characteristics, whereas the second design procedure optimises the worst-case performance. Both design procedures can be used with the discussed -and other -cost functions. In Section V simulation results for the different design procedures and cost functions are presented. It is shown that robust broadband beamformer design leads to a significant performance improvement when gain and phase errors occur.
II. FAR-FIELD BROADBAND BEAMFORMING: CONFIGURATION
Consider the linear microphone array depicted in Fig. 1 , with N microphones and d n the distance between the nth microphone and the centre of the microphone array. The spatial directivity pattern H(ω, θ) for a source S(ω) with normalised frequency ω at an angle θ from the array is defined as
with Y c (ω, θ) the received signal at the centre of the microphone array and W n (ω) the frequency response of the real-valued L-dimensional FIR filter w n ,
with
When the signal source is far enough from the microphone array, the far-field assumptions are valid [31] , i.e. the wavefronts can be assumed to be planar and all microphone signals can be assumed to be equally attenuated 1 . Since the microphones are not necessarily omni-directional microphones with a flat frequency response, the microphone characteristics have to be taken into account. The microphone characteristics of the nth microphone are described by the function
where both the gain a n (ω, θ) and the phase γ n (ω, θ) can be frequency-and angle-dependent. The microphone signals Y n (ω, θ), n = 0 . . . N − 1, then are delayed and filtered versions of the signal Y c (ω, θ),
with the delay τ n (θ) in number of samples equal to
with c the speed of sound propagation (c = 340 m s ) and f s the sampling frequency. Combining (1) and (5), the spatial directivity pattern H(ω, θ) can be written as
with the real-valued M -dimensional filter vector w, with M = LN , and the steering vectorḡ(ω, θ) equal
The steering vectorḡ(ω, θ) can be written as
with A(ω, θ) an M × M -dimensional diagonal matrix consisting of the microphone characteristics and hence g(ω, θ) the steering vector assuming omni-directional microphones with a flat frequency response equal to 1, i.e. A n (ω, θ) = 1, n = 0 . . . N − 1,
with I L the L × L-dimensional identity matrix. The ith element ofḡ(ω, θ) is equal tō
L ⌋ denotes the largest integer smaller than or equal to i−1 L , and mod(i − 1, L) is the remainder of the division. The steering vectorḡ(ω, θ) can be decomposed into a real and an imaginary part,ḡ(ω, θ) =ḡ R (ω, θ) + jḡ I (ω, θ). The real partḡ R (ω, θ) is equal tō
with A R (ω, θ) and A I (ω, θ) the real and the imaginary part of A(ω, θ), and g R (ω, θ) and g I (ω, θ) the real and the imaginary part of g(ω, θ).
Using (7), the spatial directivity spectrum |H(ω, θ)| 2 can be written as
withḠ(ω, θ) =ḡ(ω, θ)ḡ H (ω, θ), which can be written, using (9) , as
The matrixḠ(ω, θ) can be decomposed into a real and an imaginary part,Ḡ(ω, θ) =Ḡ R (ω, θ) + jḠ I (ω, θ). Since the imaginary partḠ I (ω, θ) is anti-symmetric, i.e. w TḠ I (ω, θ)w = 0, the spatial directivity spectrum |H(ω, θ)| 2 is equal to
The real partḠ R (ω, θ) is equal tō
with G R (ω, θ) and G I (ω, θ) the real and the imaginary part of G(ω, θ).
III. BROADBAND BEAMFORMING COST FUNCTIONS
In this section we discuss the design of broadband beamformers when the microphone characteristics A n (ω, θ) are exactly known. The design of a broadband beamformer consists of calculating the filter w, such that H(ω, θ) optimally fits the desired spatial directivity pattern D(ω, θ), where D(ω, θ) is an arbitrary two-dimensional function in ω and θ. Several design procedures exist, depending on the specific cost function which is optimised. In this section, 3 different cost functions are considered:
• a weighted least-squares (LS) cost function J LS , minimising the weighted LS error between the spatial directivity pattern H(ω, θ) and the desired spatial directivity pattern D(ω, θ). This cost function can be written as a quadratic function (cf. Section III-A);
• the TLS eigenfilter cost function J T LS , minimising the total least-squares (TLS) error between the spatial directivity pattern H(ω, θ) and the desired spatial directivity pattern D(ω, θ). This cost function leads to a generalised eigenvalue problem (cf. Section III-B);
• a non-linear cost function J N L , minimising the error between the amplitudes of the spatial directivity pattern H(ω, θ) and the desired spatial directivity pattern D(ω, θ), not taking into account the phase of the spatial directivity patterns. Minimising this cost function leads to a non-linear optimisation problem (cf. Section III-C).
Obviously, it is also possible to use various other cost functions, which are e.g. based on the 'conventional'
eigenfilter [19] [25], a maximum energy array [24] or a (non-linear) minimax criterion [21] - [23] .
We will consider the design of broadband beamformers over the total frequency-angle plane of interest,
i.e. we will not split up the fullband problem into separate smallband problems for distinct frequencies.
Furthermore, we will not approximate the double integrals that arise in the design by a finite sum over a grid of frequencies and angles, as, e.g, has been done in [20] for the non-linear cost function J N L . In [19] , the 3 considered cost functions have been discussed in more detail for omni-directional microphones with a flat frequency response. Although the non-linear cost function leads to the best performance, the computational complexity for computing the filter coefficients can be quite large, since an iterative optimisation procedure is required. In [19] it has been shown that the TLS eigenfilter design procedure is the preferred non-iterative design procedure, since it leads to a better performance than the weighted least-squares, the 'conventional' eigenfilter and the maximum energy array design procedures.
For all considered cost functions, we will first discuss the general design procedure for an arbitrary desired spatial directivity pattern D(ω, θ) and for frequency-and angle-dependent microphone characteristics A n (ω, θ). Next, the microphone characteristics will be assumed to be independent of frequency and angle, i.e. omni-directional, frequency-flat microphones. Even if this assumption is not exactly satisfied in practice, it is generally possible to split up the complete considered frequency-angle region into several smaller frequency-angle regions where this assumption holds. We will then focus on the specific design case of a broadband beamformer having a desired response D(ω, θ) = 0 in the stopband region (Ω s , Θ s ) and D(ω, θ) = 1 in the passband region (Ω p , Θ p ). For the specific design case, we will consider a weighting function F (ω, θ) = 1 in the passband and F (ω, θ) = α in the stopband.
A. Weighted least-squares (LS) cost function
1) General design procedure: Considering the least-squares (LS) error |H(ω, θ) − D(ω, θ)| 2 , the weighted LS cost function (e.g. used in [32] for the design of FIR filters) is defined as
where both the phase and the amplitude of H(ω, θ) are taken into account. F (ω, θ) is a positive real weighting function, assigning more or less importance to certain frequencies or angles. This cost function can be written as
Using (17) and the fact that
this cost function can be rewritten as the quadratic function
The filter w LS , minimising the weighted LS cost function J LS (w), is given by (12) and (18), the vectorā and the matrixQ LS now are equal to (assuming D(ω, θ) to be real-valued)
The ith element ofā and the (i, j)-th element ofQ LS are equal tō (28) and (29) become
The ith element of a and the (i, j)-th element of Q e , i.e. Q p e or Q s e , can be computed as
Similarly, the ith element of a • and the (i, j)-th element of Q • e can be computed by replacing cos(·) with − sin(·) in the integrals of February 26, 2003 DRAFT (35) and (36) . All these integrals can be considered to be special cases of the integral
of which the computation is discussed in Appendix A.
B. TLS eigenfilter cost function
Eigenfilters have been introduced for designing 1-dimensional linear-phase FIR filters [33] require a reference point. In [19] it has been shown that the performance of the TLS eigenfilter always exceeds the performance of the weighted LS and the 'conventional' eigenfilter cost functions and therefore is the preferred non-iterative design procedure.
The TLS eigenfilter cost function is defined as
which can be written as
whereQ tot e is defined asQ
For computing the TLS error, the expression w TQtot e w is used in the denominator of (39) instead of the usual expression w T w, since w TQtot e w represents the total area under the spatial directivity spectrum |H(ω, θ)| 2 . The TLS eigenfilter cost function in (39) can be rewritten as the Rayleigh-quotient 
and gives rise to a non-linear optimisation problem, which has to be solved using iterative optimisation techniques. These iterative optimisation techniques generally involve several evaluations ofJ N L (w) in each iteration step. A complexity problem now arises because the filter coefficients w can not be extracted from the double integral, because of the square root in the term
. Hence, for every intermediate w the double integrals have to be recomputed numerically, which is a computationally very demanding procedure. However, by slightly changing the non-linear cost function in (43), it is possible to overcome this computational problem:
instead of minimising the error between the amplitudes |H(ω, θ)| and |D(ω, θ)|, it is also feasible to minimise the error between the square of the amplitudes |H(ω, θ)| 2 and |D(ω, θ)| 2 and define the cost function
which is again independent of the phase of the spatial directivity patterns. Using (13) and (17), the cost function J N L (w) can be written as
The cost function J N L (w) can be minimised using iterative optimisation techniques, which are discussed in Section III-C.3. As will be shown in Section III-C.2, the filter coefficients w can be extracted from the double integral in (47), such that these double integrals only need to be computed once.
2) Omni-directional, frequency-flat microphones: When the microphone characteristics are independent of frequency and angle, the matrixQ N L can be computed similarly asQ LS in (27) as
Using (16), the expression |H(ω, θ)| 4 , arising in the computation ofJ sum (w), can be written as
Since |H(ω, θ)| 4 is real, only the real part of the exponential function in (55) has to be considered, i.e.
Hence,J sum (w) can be written as
The double integrals in (59)-(60) only need to be computed once (since ρ ijkl and ρ • ijkl are independent of w). Therefore the functionJ sum (w), and hence also the total cost function J N L (w), can be evaluated without having to calculate double integrals for every w. This result also remains true when the microphone characteristics are frequency-and angle-dependent.
3) Non-linear optimisation technique:
Minimising J N L (w) requires an iterative non-linear optimisation technique, for which we have used both a medium-scale quasi-Newton method with cubic polynomial line search and a large-scale subspace trust region method [36] [37] . In order to improve the numerical robustness and the convergence speed, both the gradient and the Hessian
can be supplied analytically. In [18] [19] it has been shown that
can be calculated as
with the (m, n)-th element ofQ sum (w) equal tō
and the (m, n)-th element of
Hence, stationary points w s , i.e. filter coefficients w for which the gradient is 0, satisfy
In addition, it can be shown that the quadratic form w T H N L (w)w in a stationary point w s is equal to
Since in general the matrixQ N L , defined in (49), is positive-definite, the quadratic form w T s H N L (w s )w s is strictly positive in all stationary points except for w s = 0, where it is equal to zero. Therefore all stationary points are either local minima or saddle points (except for w s = 0, where the Hessian is negative-definite, such that it is the only local maximum). Simulations have indicated that for each design problem a number of local minima exist, which are generally related to the symmetry present in the considered problem. However, the cost function in all local minima seems to be approximately equal, such that any of these local minima can be used as the final solution for the broadband beamformer. 
where Q 
IV. ROBUST BROADBAND BEAMFORMING
Using the cost functions presented in Section III, it is possible to design broadband beamformers with an arbitrary spatial directivity pattern D(ω, θ), when the microphone characteristics A n (ω, θ) are exactly known (and fixed). However, these beamformers are known to be highly sensitive to errors in the microphone array characteristics (gain, phase, microphone position) [15] [26] [29] . Small deviations from the assumed microphone array characteristics can lead to large deviations from the desired spatial directivity pattern, especially when using small-size microphone arrays, e.g. in hearing aids and cochlear implants (cf. Section V). Since in practice it is difficult to manufacture microphones having exactly the same characteristics, it is practically impossible to exactly know the microphone array characteristics without a measurement or a calibration procedure. Obviously, the cost of such a calibration procedure for every individual microphone array is objectionable. Moreover, after calibration the microphone characteristics can still drift over time [26] .
Instead of measuring or calibrating every individual microphone array, it is better to consider all feasible microphone characteristics (in this paper we only consider gain and phase 2 ) and to either optimise:
• the mean performance, i.e. the weighted sum of the cost functions for all feasible microphone characteristics, using the probability of the microphone characteristics as weights (cf. Section IV-A). This procedure requires knowledge of the gain and the phase probability density functions (pdf), which can e.g. be obtained from the microphone manufacturers. It will be shown that for gain errors only the moments of the gain pdf are required, whereas in general for phase errors complete knowledge of the phase pdf is required. We will apply this mean performance criterion to the weighted LS and the non-linear cost function, whereas it is not straightforward to apply this criterion to the TLS eigenfilter cost function. When optimising this mean performance criterion, it is however still possible that for some specific gain/phase combination (typically with a low probability), the cost function is quite high.
• the worst-case performance, i.e. the maximum cost function for all feasible microphone characteristics, leading to a minimax criterion (cf. Section IV-B). This is a stronger criterion, since the cost for the worst-case scenario is minimised. We will apply this criterion to all considered cost functions.
The same problem of gain and phase errors has been studied in [27] . However, in [27] only the narrowband case for a specific directivity pattern, with a uniform pdf and a LS cost function has been considered.
The approach presented here is more general in the sense that we consider broadband beamformers with an arbitrary spatial directivity pattern, arbitrary probability density functions and several cost functions.
A. Weighted sum using probability density functions
The total cost function J tot (w) is defined as the weighted sum of the cost functions for all feasible microphone characteristics, using the probability of the microphone characteristics as weights, i.e.
with J(w, A 0 , . . . , A N −1 ) the cost function for a specific microphone characteristic {A 0 , . . . , A N −1 } and f A (A) the probability density function (pdf) of the stochastic variable A = ae −jγ , i.e. the joint pdf of the stochastic variables a (gain) and γ (phase), f A (A) = f α,G (a, γ). We assume that f A (A) is independent of frequency and angle, or that f A (A) is available for different frequency-angle regions, such that the problem can easily be split up. Without loss of generality, we also assume that all microphone characteristics A n , n = 0 . . . N − 1, are described by the same pdf f A (A). Furthermore, we assume that a and γ are independent stochastic variables, such that the joint pdf is separable, i.e.
with f α (a) the pdf of the gain a and f G (γ) the pdf of the phase γ. For these pdfs the relation
holds. We will consider 2 cost functions from Section III: the weighted LS and the non-linear cost function (it is not straightforward to apply this criterion to the TLS eigenfilter cost function). Remarkably, the same design procedures as for the non-robust design in Section III can be used, and we only require some additional parameters which can be easily calculated from the gain and the phase pdf.
1) Weighted LS cost function:
The mean performance weighted LS cost function can be written as
The cost function J LS (w, A 0 , . . . , A N −1 ) for a specific microphone characteristic is equal to (22) , i.e.
By combining (73) and (74), the mean performance weighted LS cost function can be written as
which has the same form as (22) . Using (30), the ith element ofā tot is equal tō 
Using (31), the (i, j)-th element ofQ tot is equal tō
If n = m,Q ij tot is equal toQ
with σ 2 a the variance of the gain pdf, i.e.
whereas, if n = m,Q ij tot is equal toQ
with µ a the mean of the gain pdf and The matrixQ tot can now be easily computed as
with 1 L an L × L-dimensional matrix with all elements equal to 1 and ⊙ denoting element-wise multiplication. As can be seen, we only need the mean and the variance of the gain pdf f α (a), whereas in general complete knowledge of the phase pdf f G (γ) is required.
Frequently used probability density functions are a uniform distribution (with boundary values a min and a max ),
and a Gaussian distribution (with mean µ a and standard deviation s a ),
For a uniform distribution the different gain and phase parameters are equal to
For a Gaussian distribution with mean µ a and standard deviation s a , the variance is equal to σ 2 a = µ 2 a +s 2 a , whereas the phase parameters µ c γ , µ s γ and σ c γ have to be calculated numerically.
2) Non-linear cost function:
The mean performance non-linear cost function can be written as
The cost function J N L (w, A 0 , . . . , A N −1 ) for a specific microphone characteristic is equal to (46), i.e.
By combining (96) and (97), the mean performance non-linear cost function can be written as
Similarly to (93), the matrixQ tot N L is equal tō
Using (58),J tot sum (w) can be written as
with a ijkl and γ ijkl defined in (56). The expressionJ tot sum (w) in (102) has the same form as (58), such that the same non-linear optimisation techniques as described in Section III-C.3 can be used for minimising J tot N L (w). The calculation of the parameters δ a ijkl , δ c γ,ijkl and δ s γ,ijkl is discussed in Appendix B. For the calculation of δ a ijkl , we only require the (higher order) moments of the gain pdf f α (a), whereas for the calculation of δ c γ,ijkl and δ s γ,ijkl , in general complete knowledge of the phase pdf f G (γ) is required. In Appendix B it is also shown that for a symmetric phase pdf δ s γ,ijkl = 0, such that
B. Minimax criterion
For the minimax criterion, which optimises the worst-case performance, we first have to define a (finite) set of microphone characteristics (K a gain values and K γ phase values),
as an approximation for the continuum of feasible microphone characteristics, and use this set to construct
. . .
which consists of the used cost function (weighted LS, TLS eigenfilter, non-linear, or any other cost function, e.g. defined in [19] - [23] ) at each possible combination of gain and phase values. The goal then is to minimise the L ∞ -norm of F(w), i.e. the maximum value of the elements F k (w),
which can e.g. be done using a sequential quadratic programming (SQP) method [36] [37] . In order to improve the numerical robustness and the convergence speed, the gradient
which is an M × (K a K γ ) N -dimensional matrix, can be supplied analytically. As can easily be seen, the larger the values K a and K γ , the denser the grid of feasible microphone characteristics, and the higher the computational complexity for solving the minimax problem. However, when only considering gain errors and using the weighted LS cost function, the number of grid points can be drastically reduced.
Theorem 1:
When considering only gain errors and using the weighted LS cost function, the maximum value of F(w), for any w, occurs on a boundary point (of an N -dimensional hypercube),
i.e. a n = a min or a n = a max , n = 0 . . . N − 1. This implies that K a = 2 suffices and F(w) only consists of 2 N elements. This is not necessarily the case for the TLS eigenfilter and the non-linear cost function.
Proof: When considering only gain errors, the weighted LS cost function in (74) can be written as
withā = A R a, andQ LS = A R Q LS A R , and
The expression w TQ LS w can be rewritten as
If we substitute w T i Q LS (i, j)w j by b ij (w), then w TQ LS w in (113) can be rewritten as
with α an N -dimensional vector, consisting of the microphone gains,
Similarly, if we define c i (w) as w T i a(i), with a(i) an L-dimensional sub-vector of a, a(i) = a iL+1:(i+1)L , i = 0 . . . N − 1, then the weighted LS cost function can be written as
Since Q LS is a positive-(semi)definite matrix, w T Q LS w ≥ 0, ∀w, such that
and B LS (w) is a positive-(semi)definite matrix for every w. Therefore the weighted LS cost function
is a quadratic function (with a single minimum), such that the maximum value of J LS (α) for all points inside an N -dimensional hypercube, defined by a min ≤ a n ≤ a max , n = 0 . . . N − 1, occurs on one of the 2 N boundary points of the hypercube. We have designed several types of beamformers using the weighted LS cost function and the non-linear criterion:
1) a non-robust broadband beamformer (not taking into account errors, i.e. assuming a n = 1,
2) a robust broadband beamformer using a uniform gain pdf (a min = 0.85, a max = 1.15)
3) a robust broadband beamformer using a uniform phase pdf (γ min = −5 • , γ max = 10 • ) 4) a robust broadband beamformer using a uniform gain/phase pdf (a min = 0.85, a max = 1.15,
5) a robust broadband beamformer using the minimax criterion (only gain errors are taken into account,
Using the TLS eigenfilter cost function, we have designed a non-robust beamformer and a robust beamformer using the minimax criterion. For all beamformer designs, we have computed the following cost functions:
1) the cost function J without phase and gain errors (a n = 1, γ n = 0 • )
2) the mean cost function J tot a for the uniform gain pdf 3) the mean cost function J tot γ for the uniform phase pdf 4) the mean cost function J tot A for the uniform gain/phase pdf 5) the maximum cost function J max when the gain varies between a min = 0.85 and a max = 1.15
We will plot the spatial directivity pattern in the frequency-angle region (300-3500 Hz, 0 • -180 • ) and the angular pattern for the specific frequencies (500, 1000, 1500, 2000, 2500, 3500) Hz. Table I summarises the different cost functions for the weighted LS, the non-linear and the TLS eigenfilter non-robust and robust broadband beamformer design procedures. Obviously, the design procedure optimising a specific cost function leads to the best value for this cost function (bold values). This implies that when no gain and phase errors occur, the robust design procedures lead to a higher cost function J than the non-robust design procedure. However, the non-robust design procedure leads to very poor results whenever gain and/or phase errors occur (e.g. compare J max for the non-robust and the robust design procedures and see figures). All robust design procedures (using pdf and minimax criterion) yield satisfactory results when gain and/or phase errors occur. 
is equal to
such that in fact we need to solve integrals of the type (120),
Normally this integral can be solved numerically without any problem, but a special case occurs when |α| ≤ |β|, because then a singularity θ n occurs in the denominator, with
such that numerically calculating the integral I θ (ω) could lead to numerical problems when γ = 0. By using the Taylor-expansion of cos θ around θ n , we can derive a function g(θ),
which is a good approximation for f (ω, θ) around θ n and which is independent of ω. If we now define
, we can prove (by applying L'Hôpital's rule twice) that for any γ, lim θ→θ nf (ω, θ) is finite and is equal to
For details, we refer to [18] .
Hence, the functionf (ω, θ) can be integrated numerically without any problem. In fact the total integral I can be written as 
• 2 equal values, 2 equal values:
• 2 equal values, 2 different values:
all other cases :
For a symmetric phase pdf f G (γ), i.e. a function for which f G (γ c + γ) = f G (γ c − γ), ∀γ, for a certain γ c , it can easily be proven thatδ s γ = 0, sincē
such that for γ I = ∞ we obtain
For a uniform distribution the phase parameters µ c 2γ and µ s 2γ are equal to
while for a Gaussian distribution these parameters have to be calculated numerically. 
