Abstract. Pawlak recently introduced rough set flow graphs (RSFGs) as a graphical framework for reasoning from data. Each rule is associated with three coefficients, which have been shown to satisfy Bayes' theorem. Thereby, RSFGs provide a new perspective on Bayesian inference methodology. In this paper, we show that inference in RSFGs takes polynomial time with respect to the largest domain of the variables in the decision tables. Thereby, RSFGs provide an efficient tool for uncertainty management. On the other hand, our analysis also indicates that a RSFG is a special case of conventional Bayesian network and that RSFGs make implicit assumptions regarding the problem domain.
Introduction
Bayesian networks [10] are a semantic modelling tool for managing uncertainty in complex domains. For instance, Bayesian networks have been successfully applied in practice by NASA [4] and Microsoft [5] . A Bayesian network consists of a directed acyclic graph (DAG) and a corresponding set of conditional probability tables (CPTs). The probabilistic conditional independencies [13] encoded in the DAG indicate that the product of the CPTs is a unique joint probability distribution. Although Cooper [1] has shown that the complexity of inference is NP-hard, several approaches have been developed that seem to work quite well in practice. Some researchers, however, reject any framework making probabilistic conditional independence assumptions regarding the problem domain.
Rough sets, founded by Pawlak's pioneering work in [8, 9] , are another tool for managing uncertainty in complex domains. Unlike Bayesian networks, no assumptions are made regarding the problem domain under consideration. Instead, the inference process is governed solely by sample data. Very recently, Pawlak introduced rough set flow graphs (RSFGs) as a graphical framework for reasoning from data [6, 7] . Each rule is associated with three coefficients, namely, strength, certainty and coverage, which have been shown to satisfy Bayes' theorem. Therefore, RSFGs provide a new perspective on Bayesian inference methodology.
In this paper, we study the fundamental issue of the complexity of inference in RSFGs. Our main result is that inference in RSFGs takes polynomial time with respect to the largest domain of the variables in the decision tables. Thereby, RSFGs provide an efficient framework for uncertainty management. On the other hand, our analysis also indicates that a RSFG is a special case of Bayesian network. Moreover, unlike traditional rough set research, implicit independency assumptions regarding the problem domain are made in RSFGs.
This paper is organized as follows. Section 2 reviews the pertinent notions of Bayesian networks and RSFGs. The complexity of inference in RSFGs is studied in Section 3. In Section 4, we make a note on RSFG independency assumptions. The conclusion is presented in Section 5.
Background Knowledge
In this section, we briefly review Bayesian networks and RSFGs.
Bayesian Networks
Let U = {v 1 
A joint probability distribution [12] on dom(U ) is a function p on dom(U ) such that the following two conditions both hold:
is a function φ on dom(U ) such that the following two conditions both hold: (i) 0 ≤ φ(u), for each configuration u ∈ dom(U ), and (ii) φ(u) > 0, for at least one configuration u ∈ dom(U ). For brevity, we refer to φ as a potential on U rather than dom(U ), and we call U , not dom(U ), its domain [12] .
Let φ be a potential on U and x ⊆ U . Then the marginal [12] of φ onto X, denoted φ(X) is defined as: for each configuration x ∈ dom(X),
where Y = U − X, and x, y is the configuration of U that we get by combining the configuration, x of X and y of Y . The marginalization of φ onto X = x can be obtained from φ(X). A Bayesian network [10] on U is a DAG on U together with a set of conditional probability tables (CPTs) { p(v i |P i ) | v i ∈ U }, where P i denotes the parent set of variable v i in the DAG. Figure 1 .
We say X and Z are conditionally independent [13] given Y in a joint distri- 
The independencies [13] encoded in the DAG of a Bayesian network indicate that the product of the CPTs is a unique joint probability distribution.
Example 2. The independency I(M, D, A) encoded in the DAG
where the joint probability distribution p(M, D, A) is shown in Figure 2 .
Rough Set Flow Graphs
Rough set flow graphs are built from decision tables. A decision table is a potential φ(C, D), where C is a set of conditioning attributes and D is a decision attribute. In [6] , it is assumed that the decision tables are normalized, which we denote as p(C, D). In order to combine the collection of binary flow graphs into a general flow graph, Pawlak makes the flow conservation assumption [6] . This assumption means that the normalized decision tables are pairwise consistent [2, 13] . Figure 3 is the DAG in Figure 6 together with the appropriate strength, certainty and coverage coefficients in Figure 5 . From these three coefficients, the query p(M = "F ord"|A = "M iddle"), for instance, can be answered.
The Complexity of Inference
In this section, we establish the complexity of inference in RSFGs by polynomially transforming a RSFG into a Bayesian network and then stating the known complexity of inference. That is, if the RSFG involves nodes {a 1 , a 2 , . . . , a k , b 1 , b 2 
Let G be a RSFG for a collection of decision tables. It is straightforward to transform G into a Bayesian network by applying the definition of RSFGs.
We first show that the Bayesian network has exactly one root variable. Let a i be a root node in G. The strength of a i is denoted as φ(a i ) . Let a 1 , a 2 , . . . , a k Figure 3 , where the coefficients are given in Figure 5 .
be all of the root nodes in G, that is, a 1 , a 2 , . . . , a k have no incoming edges in G. By the definition of throughflow in [6] , Figure 3 , where the strength, certainty and coverage coefficients can be found in Figure 5 .
edge from a root node a 1 , a 2 , . . . , a k . By the definition of throughflow in [6] ,
This means there is a variable B ∈ U such that dom(B) = {b 1 , b 2 , . . . , b l }. In the constructed Bayesian network of G, the root variable A has exactly one child B. This argument can be repeated to show that variable B has precisely one child, say C, and so on. The above discussion clearly indicates the structure of the Bayesian network constructed from G is a chain. 
Since every decision table is normalized,
Therefore, the certainty in Equation (6) is, in fact,
Hence,
Equation (8) Example 6. Given the RSFG in Figure 6 , the corresponding Bayesian network is shown in Figure 1 .
There are various classes of Bayesian networks [10] . A chain Bayesian network has exactly one root variable and each variable except the last has precisely one child variable. A tree Bayesian network has exactly one root variable and each non-root variable has exactly one parent variable. A singly-connected Bayesian network, also known as a polytree, has the property that there is exactly one (undirected) path between any two variables. A multiply-connected Bayesian network means that there exist two nodes with more than one (undirected) path between them. Probabilistic inference in Bayesian networks means computing p(X = x|Y = y), where X, Y ⊆ U , x ∈ dom(X) and y ∈ dom(Y ). While Cooper [1] has shown that the complexity of inference in multiply-connected Bayesian networks is NP-hard, the complexity of inference in tree Bayesian networks is polynomial. Inference, which involves additions and multiplications, is bounded by multiplications. For a m-ary tree Bayesian network with n values in the domain for each node, one needs to store n 2 +mn+2n real numbers and perform 2n 2 + mn + 2n multiplications for inference [11] . We can now establish the complexity of inference in RSFGs by utilizing the known complexity of inference in the constructed Bayesian network. In this section, we have shown that a RSFG can be polynomially transformed into a chain Bayesian network. A chain Bayesian network is a special case of tree Bayesian network, that is, where m = 1. By substitution, the complexity of inference in a chain Bayesian network is O(n 2 ). Therefore, the complexity of inference in RSFGs is O(m 2 ), where m = max(|dom(v i )|), v i ∈ U . In other words, the complexity of inference is polynomial with respect to the largest domain of the variables in the decision tables. This means that RSFGs are an efficient tool for uncertainty management.
Pawlak [6, 7] recently introduced the notion of rough set flow graph (RSFGs) as a graphical framework for reasoning from data. In this paper, we established that the computational complexity of inference using RSFGs is polynomial with respect to the largest domain of the variables in the decision tables. This result indicates that RSFGs provide an efficient framework for uncertainty management. At the same time, our study has revealed that RSFGs, unlike previous rough set research, makes implicit independency assumptions regarding the problem domain. Moreover, RSFGs are a special case of Bayesian networks. Future work will study the complexity of inference in generalized RSFGs [3] .
