In the retail domain, estimating the sales before actual sales become known plays a key role in maintaining a successful business. This is due to the fact that most crucial decisions are bound to be based on these forecasts. Statistical sales forecasting models like ARIMA (Auto-Regressive Integrated Moving Average), can be identified as one of the most traditional and commonly used forecasting methodologies. Even though these models are capable of producing satisfactory forecasts for linear time series data they are not suitable for analyzing non-linear data. Therefore, machine learning models (such as Random Forest Regression, XGBoost) have been employed frequently as they were able to achieve better results using non-linear data. The recent research shows that deep learning models (e.g. recurrent neural networks) can provide higher accuracy in predictions compared to machine learning models due to their ability to persist information and identify temporal relationships. In this paper, we adopt a special variant of Long Short Term Memory (LSTM) network called LSTM model with peephole connections for sales prediction. We first build our model using historical features for sales forecasting. We compare the results of this initial LSTM model with multiple machine learning models, namely, the Extreme Gradient Boosting model (XGB) and Random Forest Regressor model(RFR). We further improve the prediction accuracy of the initial model by incorporating features that describe the future that is known to us in the current moment, an approach that has not been explored in previous state-of-the-art LSTM based forecasting models. The initial LSTM model we develop outperforms the machine learning models achieving 12% -14% improvement whereas the improved LSTM model achieves 11\% -13\% improvement compared to the improved machine learning models. Furthermore, we also show that our improved LSTM model can obtain a 20% -21% improvement compared to the initial LSTM model, achieving significant improvement. In the retail domain, estimating sales before actual sales become known plays a key role in maintaining a successful business. This is due to the fact that most crucial decisions are bound to be based on these forecasts. Statistical sales forecasting models like ARIMA (Auto-Regressive Integrated Moving Average), can be identified as one of the most traditional and commonly used forecasting methodologies. Even though these models are capable of producing satisfactory forecasts for linear time series data they are not suitable for analyzing non-linear data. Therefore, machine learning models (such as Random Forest Regression, Extreme Gradient Boosting) have been employed frequently as they were able to achieve better results using non-linear data. The recent research shows that deep learning models (e.g. recurrent neural networks) can provide higher accuracy in predictions compared to machine learning models due to their ability to persist information and identify temporal relationships. In this paper, we adopt a special variant of Long Short Term Memory (LSTM) network; LSTM with peephole connections for the sales forecasting tasks. We first introduce an LSTM model that solely depends on historical information for sales forecasting. We appraise the accuracy of this initial LSTM against two state-of-the-art machine learning techniques, namely, Extreme Gradient Boosting (XGB) and Random Forest Regressor (RFR) using 8 randomly chosen stores from the Rossmann data-set. We further improve the prediction accuracy of the initial LSTM model by incorporating features that describe the future that is known to us in the current moment, an approach that has not been explored in previous state-of-the-art LSTM based forecasting models. The initial LSTM we develop outperforms the two regression techniques achieving 12% -14% improvement whereas the improved LSTM achieves 11% -13% reduction in error compared to the machine learning approaches with the same level of information as the improved LSTM. Furthermore, using the information describing the future with the LSTM model, we achieve a significant improvement of 20% -21% compared to the LSTM that only uses historical data.
INTRODUCTION

32
Time series forecasting involves performing forecasts on data with a time component. Forecasting Furthermore, compared to other sales forecasting methods, using RNNs eliminate the need to perform learning models achieving 12% -14% improvement whereas the improved LSTM model achieved 11% -
91
13% improvement compared to the improved machine learning models. Furthermore, we also show that 92 our improved LSTM model can obtain a 20% -21% improvement compared to the initial LSTM model, 93 achieving significant improvement.
94
In order to evaluate the forecasting accuracy of the models, we used the Rossmann data-set 1 . It can 95 be seen that the Rossmann data-set has been used frequently for sales forecasting in numerous occasions month which facilitates in exploring novel forecasting methodologies. All stores in the data-set were 101 divided into 4 types. In our analysis we randomly chose 2 stores from each type, thus doing the evaluation based on 8 stores. We were unable to evaluate all 1115 stores due to resource and time limitations.
103
The rest of the paper is organized as follows. In the methodology section, we discuss our LSTM 104 model and the forecasting pipeline of the LSTM analysis. In the machine learning models section, we 105 discuss the two machine learning models and their analysis pipeline. In the next section, we present our 106 obtained results. The discussion section elaborates on the obtained results. Related work section discusses 107 existing literature in the domain and the final section concludes the paper.
108
METHODOLOGY
109
This section provides the methodology we used to build the LSTM models. Let us first define the problem 110 we attempt to tackle in the paper.
111
Consider a set of d temporal attributes X t = {x t, j } d j=1 that describes a store and its operations for a 112 given time t (e.g. day, availability of a promotion etc), which leverage the number of sales S t . A typical 113 sales forecasting task involves estimating F n m such that,
Here n > 1 and m > 0 are corresponding to the number of steps from the current time to the predicted 115 future and number of steps that are taken into account from the history to predict the future, respectively.
116
However, in our specific task, we only consider the scenarios where n = 1, which forecast the daily sales we can model the relationship between all the information captured and the sales value that is being 157 predicted S t+1 using additional layers in between the LSTM layer and the output layer.
158
We used the same basic architecture for both the initial and the improved LSTM models. The first layer methods. Moreover, we used the mean squared error function to calculate the loss of each training step.
168
We implemented this LSTM model using TensorFlow library 2 .
169
Figure 2. LSTM architecture
Features
170
This section presents the features we used when training the models. We conducted our analysis as a any information related to the number of customers because we do not know that information for the 181 day being predicted, it is observed at the end of that particular day along with the true number of sales.
182
Therefore, we implemented the initial model based on these three features combined with daily sales 183 values.
184
Then, we extend our initial model employing the information that described the future that is known to 185 us at the ahead of a sufficient number of time steps (FF). Features like the day of the week and state holiday 186 information can be considered as information from the future that is known by us even before years ahead.
187
Of course, the government may unexpectedly declare state holidays under certain circumstances, yet such 188 are rare occasions and still, we will learn such changes prior to adequate time. we are required to optimize 13 parameters including 3 parameters with a continues search space. Table   228 1 illustrate the optimized hyperparameter and the search spaces used for each hyperparameter in each 229 experiment. In our implementation, we will be striving towards minimizing the regression error metric of 230 the model.
231
Figure 3 presents the complete pipeline used in our experiments to construct the LSTM models. We 232 perform feature engineering as explained in section Features on top of the raw data which is followed by 
237
MACHINE LEARNING MODELS
238
To compare the results we obtained from the LSTM model we conducted the same evaluation on two 239 state-of-the-art ensemble machine learning models that are capable of dealing with non-linearities in data. were also carried out the same way as described in the LSTM forecasting methodology. However, when 252 including FF features into the machine learning models, lagging the data was not necessary as machine 253 learning models have no notion of time steps.
254
Hyperparameter Optimization
255
This section discusses the pipeline of hyperparameter optimization, training, validating and testing of both 256 the initial and the improved machine learning models. Both XGB and RFR and both the initial and the 257 improved models used the same pipeline.
258
Similar to the LSTM model's methodology, we employed a hyperparameter optimization for both the 259 initial and the improved models. XGB and RFR have a set of hyperparameters that affect its performance.
260
Even Though the number of parameters is not as many as in the LSTM model, manually tuning each of 261 these parameters for 8 stores is a rather tedious task. Thus, we decided to implement a Grid Search for 262 the hyperparameter optimization task. We have used the Grid Search approach here as the number of 263 hyperparameter values to be optimized was small so that the process would not be overly time-consuming.
264
We defined the value bounds for the hyperparameters that the Grid Search algorithm should explore.
265
The Grid Search was implemented the same way for both machine learning algorithms. The optimized 266 hyperparameters in XGB were learning rate, maximum depth, subsample, colsample by tree and n 267 estimators. The optimized hyperparameters in RFR were max-depth and n estimators. Shown in Table 2 Store Before initiating the execution, the optimal m for each store needed to be found in order to achieve a 271 better accuracy as the forecasting is heavily dependent on m when using machine learning models. For 272 this task, we implemented a mechanism to exhaustively check through a defined range of values (2 to 14)
273 for the optimal m for each store. We used the validation set for this task.
274
The m that provided the lowest error metric value for each store for the validation set was identified as 275 the optimal m. After obtaining the optimal m for each store, we split the data using the derived m and ran 276 the train input data set through the Grid Search of the RFR model and the XGB model and derived the 277 validation predictions using the validation input data to determine the optimal hyperparameter values that 278 gave the lowest error metric value for the validation set for both models. We then initialized the model 279 with the obtained respective optimal hyperparameter values and ran the test set through the models to 280 obtain the final predictions. This process was executed for both initial and improved models for all 8 281 stores.
282
EXPERIMENTAL RESULTS
283
This section provides the analysis of results for the initial and improved LSTM models. 
304
DISCUSSION
305
Let us first consider the performance of LSTM models compared to the conventional regression techniques.
306
In the tables 4 and 5, we observe a significant improvement in both RMSE and MAE for initial LSTM The results clearly suggest that the LSTM model has obtained a significant improvement over both of the 311 two state-of-the-art regression techniques.
312
The better performance of LSTM is due to its superior ability to model time-series features. Machine provide essential information to the models because the anticipation of such unpredictable events is not objective function which makes it easier to solve all objective functions that a gradient can be written for.
353
These type of tasks are harder for RFR models to achieve. Furthermore, XGB performs the optimization 354 in a function space rather than in parameter space, which makes the use of custom loss functions much 355 easier than in RFR models.
356
RELATED WORK
357
A significant amount of work has been done to improve the task of sales forecasting. These approaches 
