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Summary. — A review article about phase retrieval problem in X-ray phase con-
trast imaging is presented. A simple theoretical framework of Fresnel diffraction
imaging by X-rays is introduced. A review of the most important methods for phase
retrieval in free-propagation–based X-ray imaging and a new method developed by
our collaboration are shown. The proposed algorithm, Combined Mixed Approach
(CMA) is based on a mixed transfer function and transport of intensity approach,
and it requires at most an initial approximate estimate of the average phase shift
introduced by the object as prior knowledge. The accuracy with which this initial
estimate is known determines the convergence speed of the algorithm. The new pro-
posed algorithm is based on the retrieval of both the object phase and its complex
conjugate. The results obtained by the algorithm on simulated data have shown
that the obtained reconstructed phase maps are characterized by particularly low
normalized mean square errors. The algorithm was also tested on noisy experimen-
tal phase contrast data, showing a good efficiency in recovering phase information
and enhancing the visibility of details inside soft tissues.
PACS 42.30.-d – Imaging and optical processing.
PACS 42.30.Rx – Phase retrieval.
PACS 42.30.Va – Image forming and processing.
1. – Introduction
Phase contrast X-ray imaging technique has attracted much interest in the scientific
community in recent years. Conventional absorption-based imaging, where the contrast
is generated by variations of the X-ray absorption coefficient that arise from density
differences and from changes in thickness and composition of the sample. Phase contrast
imaging derives contrast also from the phase modulations induced by the object onto the
transmitted X-ray beam. These two effects can be described in terms of a complex index
of refraction, which can be indicated as n = 1 − δ + iβ. The real part δ corresponds to
the phase shift due to refraction and the imaginary part β to the absorption. Density
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and composition differences of tissues influence the real part of the refraction index and
change locally the X-ray wave speed, changing the wave phase, even in the absence of
intensity wave attenuation. Moreover, for low-Z elements, phase shift cross sections are
about 1000 times larger than the absorption ones, especially in the hard X-ray region,
i.e., at energies typical of radiography [1]. Consequently, phase contrast imaging (PCI)
is possible also when absorption contrast is negligible. Another peculiarity is that phase
contrast diminishes slower with energy with respect to absorption contrast. Therefore,
it could also be used to decrease the dose delivered to patients.
Various methods for X-ray phase contrast imaging have been proposed and demon-
strated, particularly over the last few years with the increasing use of synchrotron sources.
Among all available X-ray PCI techniques, in-line PC Imaging (PCI) is the simplest ex-
perimental mode since no optics are required, a fundamental issue to transfer the results
of laboratory research into hospitals.
A technique closely related to PCI is phase retrieval imaging (PRI). Indeed, PCI
is an imaging modality thought to enhance the total contrast of the images, using the
phase shift introduced by the object (e.g., human body part) under investigation; PRI is a
mathematical technique to extract the (quantitative) phase shift map from PCI [2,3]. The
quantitative nature of PRI could open the possibility to access to essential information on
the internal tissue/object structure, complementary to the attenuation-based imaging,
obtained by conventional contact radiology.
Several are the mathematical algorithms which have been developed to retrieve quan-
titative information from PCI. A quantitative comparison between several phase retrieval
algorithms in in-line PCI, based on the transport of intensity equation (TIE), on the con-
trast transfer function (CTF) and mixed TIE-CTF approaches (MAs), has been recently
proposed in [4]. This work has shown that, although MAs [5-7] are slightly less computa-
tionally effective with respect to deterministic phase retrieval based on TIE/CTF, they
lead to best performances in terms of quantitative results and robustness against noise.
In this work a new MA-based phase retrieval algorithm, called Combined Mixed
Approach (CMA), is presented. In CMA algorithm the retrieved phase shift map is com-
bined with its retrieved complex conjugate phase shift map [8]. The algorithm requires
a very limited prior knowledge of the unknown phase, namely an initial approximate es-
timate of the average phase shift introduced by the object, that is always possible. The
comparison of the results obtained by the new algorithm with other MA algorithms [5-7]
on simulated data has shown. Moreover, the algorithm was also tested on poor-quality
experimental PCI, obtaining a good efficiency in recovering phase information, also in
the presence of very noisy data.
A simple theoretical framework is presented to treat Fresnel phase contrast diffraction
imaging by X-rays. Then a review of the state of the art of the phase retrieval algorithm
for the in-line phase contrast imaging is presented. Subsequently, the features of the new
proposed algorithm and its application on simulated and real data are described.
2. – Fresnel phase contrast diffraction theory
The effect of the collective interaction of charges belonging to different atoms/mole-
cules with an electromagnetic wave in a medium can be described by means of a refractive
index n, related to the dielectric constant of the medium:  = n2. The X-rays refractive
index is defined by a real and an imaginary part: n = 1 − δ + iβ, the former related to
elastic scatterings, the latter to inelastic ones [4], as said before. The absorption of the
electromagnetic wave is described by the attenuation coefficient μt, that is related to the
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absorption β by the following expression:
μt(x, y) = 2k
∫
Δz
β(x, y, z)dz,(1)
where k = 2π/λ, Δz is the thickness of the sample and (x, y, z) are the spatial coordi-
nates of the sample. Moreover, the electromagnetic wave phase shift φ is related to the
refractive decrement index δ by
φ(x, y) = −k
∫
Δz
δ(x, y, z)dz.(2)
The propagation of electromagnetic waves is described by the wave equation that can be
derived by Maxwell equations. For a quasi-monochromatic radiation/source we can write
the wave equation as a solution of the well-known inhomogeneous Helmotz equation [9]
in projection approximation:
Ez(x, y) = E0(x, y)T (x, y),(3)
where Ez(x, y) is the scattered wave out of the sample, E0(x, y) the incoming wave
and T (x, y) the optical transmission function, which describes the sample effects on the
incident wave [9, 10]:
T (x, y) = exp
[
−2k
∫
Δz
β(x, y, z)dz + ik
∫
Δz
δ(x, y, z)dz
]
(4)
= A0(x, y) exp [iφ(x, y)] .
So, T (x, y) shows the wave absorption and phase shift components introduced by the
sample.
The free-space propagation of the outcoming wave from the object plane to the detec-
tor plane is described by the Huygens-Fresnel principle. The Kirchhoff integral solution in
paraxial condition [9] defined the propagated wave function. In the so-called near-field
Fresnel diffraction region, namely when the propagation distance is z < R2/λ, where
R2/λ is the Fresnel distance, the Kirchhoff integral solution is
E(x1, y1; z) =
eikz
iλz
∫
R2
T (x0, y0) exp
[
ik
[
(x1 − x0)2 + (y1 − y0)2
]
2z
]
dx0dy0,(5)
where R2 is the object surface and (x1, y1) and (x0, y0) are the object plane and the
detector plane coordinates. The integral in eq. (5) is named the Fresnel diffraction
integral. It is possible to observe that the integral in eq. (5) is of convolution type, which
suggests Fourier transformation (FT) with respect to (x1, y1), giving
E˜(u, v; z) = exp[ikz]T˜ (u, v) exp
[
iπλz(u2 + v2)
]
,(6)
where E˜(u, v; z) and T˜ (u, v) are the wave equation and the transmission function in the
Fourier domain, respectively. The z dependence is explicitly retained. The variables
u and v represent spatial frequencies at the object or the image plane. The function
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exp[iπλz(u2 + v2)] is effectively the optical transfer function for Fresnel diffraction and
may also be thought of as a linear filter acting on the transmitted frequencies. It is the
FT of the so-called Fresnel Propagator (PF ).
After an algebraic manipulation of eq. (6), the intensity distribution of the image in
the spatial-frequency Fourier domain I˜ can be related to the FT of the object transmission
function modulated by the PF [11]:
I˜D(f) =
∫
T
(
x− λDf
2
)
T ∗
(
x+
λDf
2
)
exp [−i2πx · f ] dx,(7)
where f = (u, v) and x = (x, y) the Fourier coordinates and the real space coordinates,
D is the de-focus distance that takes into account the distances between the source and
the object z1 and between the object and the detector z2 (D = z1z2/(z1 + z2)). It is
important to underline that in the Fresnel phase contrast region, the object pattern is
preserved and it is possible to recognize the edge enhancement effect. This effect is due
to the dependence of the intensity pattern on the phase shift. In fact, in this case it is
possible to prove [2] that I ∝ ∇2φ, where φ is the wave phase shift introduced by the
object.
3. – Phase retrieval methods: state of the art
Phase retrieval problem is related to the problem of the phase information loss, that
occurs when physical measurements are performed. In fact, an X-ray diffraction pattern
is only a measurement of the intensity of the X-ray beam, that is mathematically the
wave function absolute square. The phase retrieval problem arises in these applications
in which wave phase is apparently lost or impractical to measure and only intensity data
are available. Since the phase shift is proportional to proportional to the z-projected
charge density of the object (see eq. (2)), once the phase map is retrieved, the refractive
index can be reconstructed.
Different phase retrieval algorithms are available at the state of the art; they depend
on both the characteristics of the sample (periodic/non-periodic), the diffraction regime
(near-field/far-field) and the experimental set-up (with focusing optics/without focusing
optics). A generic problem of phase retrieval in the Fresnel region can be stated as that
of solving the following non-linear integral equation with respect to φ(x, y):
|Fr(A;φ; k;λ; z)|2 = Iz(x, y),(8)
where Fr(A;φ; k;λ; z) is the Fresnel integral in eq. (5), in which the dependence of T (x, y)
on the phase shift φ(x, y) is made explicit. For in-line free-propagation phase contrast in
Fresnel regime, we have four main algorithms at the state of the art:
– Contrast Transfer Function (CTF) method [12],
– Transport of Intensity Equation (TIE) method [13],
– Weak Transport of Intensity Equation (WTIE) method [14],
– Mixed Approach (MA) method, that is CTF+TIE [7,4, 6].
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3.1. CTF . – The method is based on the assumption of weak absorption and slowly
varying phase shift. Starting from eq. (7), in these conditions it is possible to expand the
transfer function T (x, y) to the first order, so that the phase map is retrieved through
the following expression:
φ˜(f) =
1
2Δ + α
[
C
∑
D
I˜D sin(πλDf2)−A
∑
D
I˜D cos(πλDf2)
]
,(9)
A =
∑
D
sin(πλDf2) cos(πλDf2),
B =
∑
D
sin2(πλDf2),
C =
∑
D
cos2(πλDf2),
Δ = BC −A2,
where the sum is made over different de-focus distances D (tipically 2-4 distances are
used). α is a regularization term (Tikhonov regularization [15]).
3.2. TIE and WTIE . – The methods are based on the assumption of short propagation
distance. In this condition T (x ± λDf2 ) can be expanded with respect to D and retain-
ing only the first order. The result is the following expression, the so-called Transport
Intensity Equation [16]:
∇ [I0(x)∇φ(x)] = −2π
λ
∂I0(x)
∂z
,(10)
with I0(x) is the attenuation intensity map at D = 0. In order to retrieve the phase shift
map, the differential equation (10) can be solved using Fourier filters. The WTIE method
is a variant of TIE method, which permits to retrieve the phase shift map assuming a
weak absorbing object.
3.3. MA. – MA method is based on the following two basic points:
1) a first estimate of the phase is derived from the difference map, obtained from at
least two measures at different defocus distances (e.g., a contact radiography I0 at
D = 0, and a PCI ID for D = 0);
2) an iterative algorithm is applied: the phase retrieved is updated at the (n + 1)-th
cycle by means of a perturbation term which is applied to the phase retrieved at
the n-th cycle.
The conditions of applicability of these methods are defined starting from CTF and
TIE methods. The TIE is efficient in calculations and data, requiring images in two
planes, but it is only valid for short propagation distances where the contrast is weak.
The CTF, on the other hand, is only valid for weak absorption and slowly varying
phase shift; so it is possible to combine the two methods assuming a slowly varying
absorption and a slowly varying phase, so that when D → 0 [7], TIE and CTF models
approach the same expression. Therefore, if |A(x + λDf/2) − A(x − λDf/2)|  1 and
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|φ(x + λDf/2) − φ(x − λDf/2)|  1, it is possible to linearize eq. (7) to obtain the
following expression:
I˜D(f) = I˜
φ=0
D (f) + 2 sin(πλDf
2)F{I0φ}+ iDλ cos(πλDf2)f · F{φ∇I0},(11)
with I˜φ=0D is the FT of the intensity at the distance D if the phase was zero. It can be
approximated by I˜0, that is the FT of the attenuation map (at D = 0). The perturba-
tion term is proportional to the so-called phase-space shearing length λD|f | [17]. The
algorithm can be simply expressed in the Fourier domain of the spatial frequencies:
F [I0φn+1] = I˜D(f)− I˜
φ=0
D (f) + iλD cos(πλDf
2)f · F [φn∇I0]
2 sin(πλDf2)
,(12)
where φ(x) map is calculated after 3-5 iterations. This formula has a phase regularization
problem, related to those spatial frequencies for which the denominator goes to zero as
well as in the use of prior information regarding the phase to be retrieved.
4. – The CMA algorithm
Starting from the above consideration we developed a new MA algorithm using 〈φprior〉
as prior information and taking into account the mathematical property that relates the
j-th derivative of the FT of a function to its moment of j-th order. In fact, for j = 0 it
is known that for any function g(x), in the origin of the Fourier domain (f = 0) we find
the mean value of g:
〈g〉 =
∫
e−2iπx·fg(x) dx
∣∣∣∣
f=0
.(13)
The phase shift introduced in the incident X-ray beam (of unitary intensity) can
be obtained by the measured contact absorption image I0, assuming that the object is
homogeneous in composition with a constant δ/β ratio and using the Beer-Lambert law
of absorption [18]:
φprior =
δ
2β
ln I0,(14)
where δ is the decrement of the complex refractive index, β is its imaginary part. The
choice of the mean value of the phase shift as prior information is justified by its stability
against the noise and the inhomogeneity of the illuminated sample.
With the CMA algorithm we wanted to reduce the error associated with the retrieved
map respect the previous methods. For this purpose, we can retrieve the real phase shift
and combine it with its conjugate, the latter retrieved solving the following equation [8]:
I˜D(f) =
∫
e−2iπx·fT ∗
(
x− Dλf
2
)
T
(
x+
Dλf
2
)
dx.(15)
Following the analogous derivation used to obtain eq. (12), we would obtain
F [I0φn+1] = I˜D(f)− I˜
φ=0
D (f)− iλD cos(πλDf2)f · F [φn∇I0]
−2 sin(πλDf2) ,(16)
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Fig. 1. – Flow chart of the CMA algorithm. A suitable FOM (figure of merit) stops automatically
the microcycles and the macrocycles when the variation of the retrieved maps (φ, φ′ or φcomb)
from a cycle n-th to the following (n + 1)-th is smaller than a suitable threshold (0.1%).
converging towards the complex conjugate of the object transmittance function. After
some cycles, therefore, the iterative equation (16) will converge to a φ′n = −φtrue +Δφ′,
with φtrue the true phase to be retrieved changed in sign and Δφ′ a residual phase error,
irrecoverable through further application of the algorithm. Actually Δφ′ will have oppo-
site sign with respect to Δφ and, consequently, by combining the results of the two phase
retrievals obtained by eqs. (12) and (16), a final phase retrieved value can be obtained:
φcomb =
(φn − φ′n)
2
= φtrue +Δφcomb,(17)
with Δφcomb in absolute value smaller than |Δφ| and |Δφ′|.
The new proposed phasing algorithm is constituted by a macrocycle (that could be
repeated, if needed) to retrieve the phase of T (x), through the recursive equation (12)
and of its complex conjugate through eq. (16), which are finally combined by means of
eq. (17), as schematically shown in the flow chart of fig. 1. Moreover, instead of using a
regularization parameter for the low frequencies, we will use the mean estimated phase
obtained by eq. (14).
5. – The CMA applications on simulated and real data
The CMA iterative algorithm was tested using simulated images of a “virtual sample”.
The simulation was implemented by calculating the paraxial Fresnel-Kirchhoff diffraction
integral directly [8]. For simplicity, an ideal pointlike monochromatic X-ray source and
an ideal detector were assumed. The main parameters used for the simulated source and
detector are
– X-ray energy E = 20 keV;
– source-object distance z1 = 2000 cm;
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– object-detector distance z2 = 200 cm;
– defocus distance D = 182 cm;
– ideal detector pixel pitch = 50μm;
– images size = 330× 330 pixels.
– magnification factor M = 1.1.
To test the quantitativeness of the algorithm, we used a sample with distinct distri-
butions (images) of both attenuation and phase maps without noise. The virtual object
transmittance function has been calculated starting from these simulated distribution.
The simulated PCI has been obtained applying eq. (5) to the obtained object trans-
mittance function. So, we have used the simulated PCI and the simulated attenuation
image as the only two input maps of the CMA. The convergence of the CMA depends on
the input prior estimation: when we start by 〈φprior〉, only one macrocycle, constituted
by three microcycles for phase retrieved map and for complex conjugate phase retreived
map each, is needed; when the prior information is not used, we reach the same result
but the convergenge is very slow (about fifteen microcycles are needed). For simulated
images the reconstruction of the phase map can be compared directly with the input
phase map, denoted as φtrue. In this case it is possible to define the NMSE (Normalized
Mean Square Error) expressed as a percentage:
NMSE = 100×
√∑ |φtrue(x)− φ(x)|2∑ |φtrue(x)|2 .(18)
The NMSE values obtained for the retrieved phase φ(x) and for its complex conjugate are,
respectively, of 24% and 22%. Let us note this error metric can be both affected by any
arbitrary additive constants that may be present in the retrieved phase, by regularization
problems and by incorrect numerical evaluations of the intensity gradients, present in the
perturbation term of eq. (12) and eq. (16), which are iteratively updated during the phase
retrieval process. We have obtained similar NMSE values starting from the attenuation
and phase maps described before and implementing the algorithms of [6,8,9]. The com-
bination of the two retrieved phases leads to a final NMSE = 7.2%, only one third of that
obtained without the combination with the complex conjugate phase retrieval. A com-
parison between this value with the results of the previous algorithm is shown in table I.
In order to verify these findings from an experimental point of view, we applied the
CMA algorithm to experimental attenuation and phase contrast images of a sample con-
sisting in a grid of 6× 6 nylon wires of different diameters nominally from 0.1 to 0.6mm.
The images were taken at the SYRMEP beam-line of ELETTRA [19]. We used poor-
quality experimental phase contrast data, characterized by Peak-to-Peak Signal-to-Noise
Table I. – NMSE values for different phase retrieval algorithms [4, 8].
Methods NMSE
TIE, WTIE, CTF, MA 22–24%
CMA 7.2%
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Ratio (PPSNR) ranging between 3 and 7 dBs for attenuation image and between 13
and 15 dBs for PCI, in order to deal with quite noisy data. The main experimental
parameters are here summarized:
– X-ray energy E = 20 keV;
– source-object distance z1 = 2300 cm;
– object-detector distance z2 = 173.5 cm;
– exposure times down to 1 s;
– detector pixel pitch = 4.5μm;
– images size = 760× 760 pixels.
The retrieved phase map have been obtained after three macrocycles, each composed
of six microcycles (three for the phase retrieval and three for the conjugate phase re-
trieval). For the experimental data, ideal reconstructions are not available and only
theoretical values of the refractive index are known. So, it has been possible to evaluate
an Average Normalized Error (AVGE) [4] between the retrieved δret, obtained from the
phase retrieved map using eq. (2) averaging the results along the fiber axis, and the
theoretical value δth:
AVGE = 100× (δret − δth)
δth
.(19)
We found that within a 3% AVGE error, there is a good quantitative agreement between
nominal value of δth for nylon 6,12 (8 C diamine and 12 C diacid) and the experimental
retrieved results. The new proposed algorithm has shown a good efficiency in recovering
phase information also for noisy data on weakly absorbing objects (nylon wires). This
experiment has confirmed that the smaller the feature to imaged, the larger the gain in
visibility of PCI versus ACI, whenever the detector resolution does not limit its visibility.
Moreover, it has been shown how this visibility can be further enhanced via PRI. In fact
PRI is characterized by lower level noise than PCI or ACI. In order to study the visibility
of different images (attenuation-based, PCI, retrieved phase-map), one can calculate the
Contrast to Noise Ratio (CNR) defined by
CNR =
|〈Iob〉 − 〈Ibk〉|√
σ2ob + σ
2
bk
.(20)
Here 〈Iob〉 and 〈Ibk〉 are the mean intensity values of a given area in the object (wires)
and the background (air), respectively; σ2ob and σ
2
bk the respective standard deviations.
In fig. 2 the PCI/ACI contrast to noise ratio and the PRI/ACI contrast to noise ratio
versus the fiber size of the nylon wires sample have been plotted. As discussed in ref. [10],
the presented experiment confirmed that the smaller is the feature to be imaged, the
larger is the gain in the visibility of PCI vs. ACI, whenever the detector resolution
does not limit its visibility. This is demonstrated by the red line in fig. 2. Here it
is also shown that the visibility can be further enhanced via PRI (blue line). Indeed,
although PCI is characterized by an edge enhancement (see fig. 5 in ref. [8]), which is
lost in the PRI map, the latter is characterized by better CNRs compared to both the
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Fig. 2. – (Colour on-line) Retrieved phase map (left) of a region of the sample obtained by the
proposed algorithm [8]. The ratio of PCI-CNR to the ACI-CNR (red line) and the ratio of
PRI-CNR to the ACI-CNR (blue line) are shown vs. the fiber size (right).
attenuation and the PCI maps. We can conclude that PRI can be used not only to have
quantitative phase-shift maps, leading essential information on the internal structures
of soft tissues complementary to attenuation information, but it could be used also the
enhance visibility of details inside soft tissues.
6. – Conclusion
For clinical X-ray imaging, such as mammography, small differences are expected
between the phase contrast image and the attenuation image. With the help of phase
retrieval it could be possible to retrieve phase information to enhance the visibility of
the structures and to access to quantitative information of the sample, such as its in-
ternal composition. It is important also to take into consideration that the noise level
could also be strongly enhanced in the different image (PCI minus ACI) used for phase
retrieval. Therefore, very robust phasing algorithms against noise are needed in order to
realize qualitative/quantitative PRI of human body parts. To verify these potentialities
of PRI, we are planning suitable phase contrast experiments on samples with a struc-
tured background to study the noise effects on these imaging technique. Moreover, we
are also planning volumetric-CT phase contrast experiments, as one of the main inter-
ests of PRI is just 3D tomographic imaging [17]. Non iterative phase retrieval algorithms
for volumetric-CT phase contrast imaging will be studied. Finally, the influence of the
detector resolution and the source size on the phase contrast images can be important
to retrieve correct phase maps. In [20], it has been shown that also very simple deconvo-
lution procedures could bring significant improvements in phase contrast images, which
are substantially degraded by convolutions with detector resolution. A similar effect is
possible when excessive source sizes or higher-resolution detector, with a point spread
function comparable to the source distribution, are used in phase contrast imaging. We
are planning more sophisticated deconvolution procedures that might remove at least in
part the negative effects of the source size from the acquired images. These procedures
could make phase retrieval more efficient.
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