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集積回路（ASIC：Application Speciific Integrated Circuit）の開発が困難になっており，フィールドプ
ログラマブルゲートアレイ（FPGA：Field Programmable Gate Array）のような製造後に論理機能を書
き換えられるデバイスを用いた開発が注目されるようになってきた．しかしながら FPGA はセルベース
方式 ASIC と比較して単位面積あたりの論理機能，動作速度，消費電力などの性能面で劣っており，少
量生産市場にある ASIC のすべての品種を置き換えるには至っていない．また，LSI 内の高価な設計資




Device）という設計・製造技術を用いた解決案について検討したものである．MPD とは LSI 積層構造
の内，数層を変えるだけで論理機能を変更できる構造を有した LSI の総称であり．LSI の製造工程にお
いて，回路をウェハ（wafer）上に構成する際にはフォトマスクと呼ばれるガラス板が用いられる．この







トラクチャード ASIC（VPSA：Via Programmable Structured ASIC）について第 2章～第 8章まで論
じる．第 2 部では拡散領域のみを変更する MPD であるディフュージョンプログラマブルデバイス
（DPD：Diffusion Programmable Device）について第 9章から第 11章まで論じる． 
第 1章では LSIの初期開発コストや REの脅威について論じ，その対策方法として VPSAおよび DPD
が有効であることを示す． 
第 2章では VPSAの背景を述べる．ストラクチャード ASICの特徴について ASICや FPGAのメリッ
ト・デメリットとの比較から明らかにし，ストラクチャード ASIC および VPSA の有効性や基本概念を
述べる． 
第 3 章では VPSA のアーキテクチャや論理構成方法を紹介し，具体的なアーキテクチャの例として
LUT を用いた方式を紹介する．また LUT 型の問題点を新たに解決するために考案された排他的論理和
（XOR：Exclusive-OR）論理ゲートをベースとして 13 種類の論理素子を再現することができる Via 
Programmable Device using Exclusive-or logic array（VPEX）について述べる．さらに，LUT型おお
び VPEXで使用されているロジックエレメント（LE：Logic Element）の特徴や工夫についてまとめる． 
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第 4章では第 3章で紹介した VPEXの問題点として第 2ビア層がプログラムできないことのデメリッ
トを考察する．この第 2 ビア層をプログラムを可能にし，LE を改良した新しいアーキテクチャ VPEX3
を提案する．プログラム可能なビア層を増やしたことで，既存提案の VPEX よりも小面積かつ再現論理
の多い LEを実現した．またこの VPEX3の性能を定量的に評価するために第 3章で述べた他のアーキテ
クチャとの性能比較結果を示す． 
第 5 章では他研究機関で提案された MPD との性能比較を行った．比較対象はビアコンフィギャラブ
ルロジックブロック（VCLB：Via Configurable Logic Block）と呼ばれる方式で，VPEXのようにビア
の座標変更によって数十種類の論理素子を再現する．また VPEX と同様の 180nm プロセスによって開
発されているデバイスである．VCLBの性能評価は論文に掲載されており，VPEX3においてもその論文
と同等の方法を用いて性能評価を行い，面積・動作速度・消費電力の比較を行った． 





第 7章では VPEX3の性能評価，および CADの動作確認のために開発した 2種類の試作チップとその
性能評価結果について報告する．本章では CADによって大規模な論理回路が実現可能であること，ASIC
や FPGA と比較したときの性能比較を示す． 
第 8 章では 5 章，7 章の性能評価結果から得られた課題点を元にさらに改良を施した新アーキテクチ
ャ VPEX4について述べる．配置配線後の評価より VPEX3では配線リソース不足によって回路面積が大
きくなってしまう問題点が明らかになった．これを改善するために LE の面積を大きくし，LE1 個あた
りの配線リソースを増やすことで，配線成功率を向上させた．実際に大規模暗号回路である DES，AES
を配置配線し，面積を比較することで，性能改善が実現されたことを示す． 
第 9 章では第 2 部の背景として RE 攻撃の脅威について述べる．また既存の RE 対策手法として，ウ
ェル（well）領域を利用した対策，拡散抵抗を利用した対策，アンチヒューズ（Antifuse）型 FPGA の
RE 耐性についてそれぞれ述べる． 
第 10章では DPDを実現する基礎技術である DP-ROMについて説明をする．また DP-ROMを用いた
論理と配線のプログラム方法について，FPGA のアイランドスタイル（island style）構造を DP-ROM
を用いて実現する方法について述べる． 
第 11 章では DPD アーキテクチャを用いたチップについて，動作確認と耐性評価を行った実験結果に
ついて述べる．DPDを用いて構成したルックアップテーブル（LUT：Look-up Table）について，理論
通りの動作をしていることを確認した．また光学顕微鏡や走査型電子顕微鏡（SEM：Scanning Electron 
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がある．最新の製造技術を用いた LSI の開発では NRE コストだけで数億円単位の投資が必要となって
きている．これは回路デザインの複雑化に伴う設計支援ツール（CAD：Computer Aided Design）や自
動化支援ツール（EDA：Electronic Design Automation），それらを扱い設計する技術者の人件費の増加，





またこのような膨大な NRE コストをかけて製造された LSI が解析され，模倣されることも大きな問


























る．これには高価な EB 描画装置が必要となり，フォトマスク 1 枚を製造するコストは製造プロセスの
進歩とともに指数関数的に増大している．このマスクコストに関する問題に対してはフォトマスクの製
造効率化や LSIの製造方法・工程の改善に関する多くの既存研究が報告されており[2]，こうした製造技
術に関連する研究以外に，プログラマブルデバイス（programmable device）と呼ばれる LSI を用いた
マスクコスト低減手法が提案されている[3-5]． 
プログラマブルデバイスの例としてフィールドプログラマブルゲートアレイ（FPGA：Field 
Programmable Gate Array）[3,4]と呼ばれるデバイスが存在する．この FPGA は製造後に論理回路の書
き換えが可能なデバイスであり，所望の論理回路を開発する上で専用のフォトマスクを必要としない．
したがって回路を実現するためにマスクコストを必要とせず，製造時に NRE コストの影響を受けない
LSI である．そのため FPGA は製品開発の試作や生産数の少ない製品に広く用いられている[4]．FPGA
はマスクコストによるコスト問題を解決したように思えるが，FPGA 上に実装された論理回路は従来の








した技術がMPD を用いたストラクチャード ASIC（Structured ASIC）[8]とよばれる製造手法である．





も高く[9]，モバイル用途などでも十分に利用できる可能性がある．我々の研究室では 2008 年に Via 
Programmable device using EXclusive-or logic array（VPEX）[10]と呼ばれる独自のストラクチャード
ASIC を提案した．VPEXは EBを用いたマスクレス（mask less）製造技術と組み合わせることで製造
時のマスクコストを無くすことが可能である[10]．本論文ではこの VPEXを改良することで FPGAより





１．１．２ リバースエンジニアリング（Reverse Engineering）への耐性 






















本論文は層の一部を変更することで任意の LSI を実現するデバイス MPD の実例・応用例として，ス
トラクチャード ASIC と耐 RE デバイスの 2 つのデバイスについて論じたものである．本論文では第 1
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部をストラクチャード ASIC，第 2部を耐 REデバイスについて論じる論文構成としている．第 2章では
ストラクチャード ASIC の特徴や性能を ASIC や FPGA との比較から明らかにし，ストラクチャード




章では VPEX3の性能評価と他のアーキテクチャとの比較を行う．続く 6章では VPEX3のチップ試作の
ため開発した専用 CAD環境について述べ，7章に 2種類の試作チップとその性能評価結果について報告
する．8 章では 5 章，7 章の性能評価結果から得られた課題点を元にさらに改良を施した次世代 VPEX
アーキテクチャ「VPEX4」を紹介し，この性能評価結果を報告する．この 8章で VPEXに関する議論を
終え，続く 9章ではリバースエンジニアリングの脅威と既存の対策手法について述べる．10章では DPD
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第 2章 ストラクチャード ASIC 
 
この章では本論文のキーワードの１つとなっているストラクチャード ASIC（Structured ASIC）につ
いて解説する．ストラクチャード ASICは高騰した大規模集積回路（LSI：Large Scale Integrated circuit）
の初期開発コストを抑えるために考案された設計手法の一つであり，セミカスタム（Semi-custom）LSI
に分類される．本章ではまず現行の主要な LSI 開発手法の 2 種である特定用途向け集積回路（ASIC：
Application Specific Integrated Circuit）とフィールドプログラマブルゲートアレイ（FPGA：Field 
Programmable Gate Array）について説明し，それぞれの特徴やメリット・デメリットを明らかにする．
その上でストラクチャード ASIC の有効性について ASIC と FPGA と対比させて説明することで，本研
究における課題の解決にストラクチャード ASICが有効である根拠を示す． 
 















定ユーザ向け IC（USIC：User Specific Integrated Circuit）や特定顧客向け特定用途 IC（ASCP：





２．１．１ セルベース（cell base）方式 
セルベース方式とは ASIC の分類の一つであるセミカスタム LSI のさらに小分類された方式の１つで






（macro cell）の 2種類のセルが存在する． 
スタンダードセルの例を図２．２に示す．スタンダードセルは論理回路を構成する上で標準的に使用
される論理ゲート回路（Inverter：反転論理，AND：論理積演算，OR：論理和演算など）のレイアウト































通常の LSI は積層構造になっており，フォトマスクは各層毎に分けて製造される．1 つの ASIC を作
るためのフォトマスクの集合をマスクセット（mask set）と呼び，近年の ASICでは 30~60枚ほどのフ
ォトマスクがマスクセットに必要となる．フォトマスクに形成されたレイアウトパターンのことをマス




































   
（a）2005年報告[5,6]              （b）2012年報告[7] 
 
図２．７ 製造プロセス毎のフォトマスク製造コストの遷移 





































を回収できないため，多くの企業が数世代前のプロセス技術で LSI を製造している． 
図 ２.８は SEMATEC が 2013 年までに調査した各 LSI 製造メーカが実際に運用している製造プロセ
スの実情を示したものである．2013 年でも 130nm 以前のプロセスが 7 割を超えており，利益（需要）
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の見込める一部製品でしか，最新プロセスを利用することができない現状を示している．このデータは






















《 Semiconductor Manufacturing Technology 》米国半導体工業会（SIA）が中心となって 1987年に
発足した，官民共同による半導体製造技術研究組合．本部はニューヨーク州オールバニー．  
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２．２ FPGA（Field Programmable Gate Array） 
 FPGA とはプログラマブルデバイス（PLD：Programmable Logic Device）と呼ばれる ASICとは異
なる LSI 開発手法の一種である．FPGA はフォトマスクを用いて専用回路実装を行わない LSI であり，
汎用品として製造された LSI に対して製造後に論理機能を変化させることが可能な専用回路の実装を行
う．したがってASICで問題となっていたマスクコストが設計毎に発生しないという特徴を持っている．
そのため少量生産を前提とした LSI の実現に適していない ASICに取って代わり，多品種少量生産市場
であり，規格や仕様の変更が頻繁に起きる通信機器などを中心にFPGAが大きな市場を獲得している[8]． 










FPGA の最大の特徴はチップ製造に関わる NRE コストが発生しないことである．FPGA デバイス自
身は実装される論理回路に依存して金属配線層などが変化することはない．そのため FPGA は多数のユ




端プロセスで開発された FPGA市場が形成されており，各社 FPGA ベンダ （ーvender）は高性能な FPGA
を供給し続けることができる． 
図２．９は ASIC と FPGA でそれぞれデジタル回路を開発した場合の総コストと生涯生産数の関係を
表したグラフである．ASIC では主に原材料や装置稼働費の量産費用（REコスト：Recurring engineering 
Costs＝running costs）以上に初期開発費用（NREコスト：Non-recurring Engineering Costs＝initial 
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図２．９ ASICと FPGA の生涯生産数と総コストの関係 
 
２．２．２ FPGAの構造・性能 
図 ２．１０にFPGA の基本構造を示す．一般的なFPGA はロジックエレメント（LE：Logic Element）
と呼ばれる論理構成要素をアレイ状に並べ，LEの間にコネクションブロック（CB：Connection Block）
















（90nmプロセス）における ASIC と FPGA の性能差を示したものである． 
 
 
図２．１１ 同製造プロセス帯における FPGA と ASICの性能差[9,10] 
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２．３ ストラクチャード ASIC 
表２．１に ASIC と FPGA の特徴をまとめる． 
 
表２．１ ASICと FPGA の特徴と比較 

























２．３．１ ストラクチャード ASICの特徴 
ストラクチャード ASICはあらかじめ構造が決定された（fixed）層を有する LSI構造を利用してマス
クコストを削減する設計・製造手法である．名前に ASIC があるように，製造工程自体は ASIC と同様
フォトリソグラフィ技術が用いられる． 










現している．マスクセットの一部のみを変更して LSI を設計するデバイスは Mask Programmable 
Device（MPD）と呼ばれ，ストラクチャード ASIC はこの MPD の一種である．カスタム層はスライス
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図２．１２ ストラクチャード ASICの構造 
 
 
図２．１３ ストラクチャード ASIC におけるフォトマスクセットの分類 
 
ストラクチャード ASICは設計や製造に要する期間がセルベース方式よりも短く，NREコストを下げ
ることが可能である．このことから FPGA よりも高性能・高機能な小両～中量生産市場の LSIを実現す
る製造手段として期待されている． 
表２．２は他研究機関や企業によって研究・開発が行われているストラクチャード ASIC を示してい
る． HardCopy[14]は ALTERA 社の提供しているストラクチャード ASICであり，同社が販売している
FPGA デバイスの IO ピンやパッケージ規格と互換性を持っている．そのため FPGA でテストを行った
デバイスを HardCopy に置き換えることで性能向上や低消費電力化を簡単に実現する事ができる．また




社のストラクチャード ASICである．ビア層を 1 層変更することでカスタマイズができる VPSA（後述）
の一種である．その他にも Triad Semiconductors 社の VCA[16]，BaySand 社の TeneX[17]，元智大学
の研究している VCLB[8-10]など数多くのアーキテクチャが存在している． 
 
表２．２ 他ストラクチャード ASIC の種類 
 HardCopy[14]  Nextreme[15]  VCA[16] TeneX[17]  VCLB[18-20] 
プロセス 28nm-180nm  28nm-90nm  180nm-350nm  28nm-90nm  180nm 








図２．１４ ゲートアレイ(左)とストラクチャード ASIC(右)の層構造の違い 
 
両者にはセル（最小論理素子）の構成方法に違いがある．GAでは金属配線層全体を自由に作り替える
ことが可能なため，ゲート素子を単純に整列させた Sea of Gate構造が用いられる．必要な数のゲートを
Sea of Gateから選び，相互接続することで 1つのセルを形成する．ストラクチャード ASICでは下層の
金属配線層を変更することはできないため，利用されやすいスタンダードセルなどをあらかじめ構築し
ておき，上層配線で使用の可否を決めるといった使われ方がされる．したがってカスタムマスクに使用
される自動化支援（EDA：Electronic Design Automation）ツールが異なるなど開発環境に違いがある．  
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２．４．Via Programmable Structured ASIC 
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 列挙した特徴をまとめると EB 直描はビア層の描画を高速に行うことが可能であることがわかる．こ
れを利用するためカスタムマスクによる転写工程を EB 直描による描画工程に置き換えた VPSA につい
て考察する．VPSA はストラクチャード ASIC の特徴を有し，少量生産品を製造する際に大きな経済効
果を発揮する．しかし少ないながらもフォトマスクを製造する必要があり，初期開発にマスクコストを
含む．ここで VPSAのビア層のパターン描画にのみ EB 直描技術を用いることで，わずかに存在したビ
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第 3章 Via Programmable Structured ASIC のアーキテクチャ 
 
本章ではビアプログラマブル・ストラクチャード ASIC（VPSA：Via Programmable Structured ASIC）
の詳細な構造や論理回路を実現方法について説明する．VPSA ではフィールドプログラマブルゲートア
レイ（FPGA：Field Programmable Gate Array）と同様にロジックエレメント（LE：Logic Element）
を組み合わせて論理回路を形成する．初めに VPSA で利用される LE の特徴や LE を用いた回路構成や
配置配線構造について説明する．続いて VPSA において性能を左右する LE のアーキテクチャの実例を
紹介していく．ここでは中村らによって 2008 年に開発された Via Programmable Device using 
XEclusive-or logic array（VPEX）[1]についても紹介する． 
 
３．１ VPSAのプログラマブル方式 
 VPSAを含むプログラマブルデバイス（PLD：Programmable Logic Device）には，カスタマイズ可
能な階層や構造の範囲によってマスクコストや論理自由度が異なる．これをプログラマビリティ
（programmability）と定義する．図３．１は特定用途向け集積回路（ASIC：Application Specific 












この分類では VPSAは FPGAの次に自由度が低い．したがって回路性能は FPGAに近く，ASICには




３．２．１ Logic Element 
ロジックエレメント（LE：Logic Element）とは FPGAにおいて論理回路を形成する最小論理要素で
ある．セルベース方式の ASIC と FPGA の論理回路形成方法の違いを図３．２に示す．セルベース方式
によって論理回路を形成する際，論理回路は最小論理単位の組み合わせで表現される．この最小論理単
位は実際には予め定義された多種多様のスタンダードセルであり，これらを論理領域の任意の座標に配
置し，相互接続していくことで論理回路を形成する．一方で FPGA の論理回路形成方法は ASIC とは少
し異なる．論理最小単位を組み合わせることは FPGA においても同様であるが，FPGA においては LE
が論理最小単位となるためサイズに違いがなく配置座標を変えることはできない．そのため特定座標の
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３．２．２ Logic Elementの配置構造 
 VPSAにおいてLEを複数組み合わせるためにマスター層にはLEを規則的に配置した構造が使用され
ている．この配置構造には様々なものが提案されている．図３．３は FPGAのアイランドスタイル（island 
style）を VPSA で再現した構造である[2]．FPGA では SRAM とトランジスタによって再現されていた
スイッチマトリクス（switch matrix）を 2層のメタル配線を組み合わせることで実現する．これはビア
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 アイランドスタイルは金属配線が 3 層以下ならば使用されるが，今回は配線層 5 層プロセスを仮定し
ているためタイル状配置構造での検討を行っている． 
 






















（a）メッシュ配線の構造        （b）ジャンパー配線の構造 
図３．５ メッシュ・ジャンパー配線構造 
 - 31 - 
 
メッシュ配線による方向転換とジャンパー配線による任意配線長の配線形成を繰り返すことで目的の
LE 間を接続する 1 つの配線網を形成する．図３．６に実際にメッシュ・ジャンパー配線構造によって
LE 間を接続した例を示す．この例では左下部に位置する LE（XOR）の出力ピンから右上部に位置する
LE（AND） の入力ピンへの接続を表している．入出力ピンは下層のトラック上に現れるため，XORの
Y ピンと水平方向のメッシュ配線 1 本をビア Aによって接続する．その後配線経路を水平方向に伸ばす
ため，隣り合う LE の水平方向に向いた配線トラックをジャンパー配線 BC によって接続する．次に垂
直方向へ方向転換するために垂直方向の配線トラックとビア D でメッシュ接続する．これを繰り返すこ





図３．６ メッシュ・ジャンパー配線構造での LE間接続の例 
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３．２．４ LE Array Block の分割構造 
VPSAのマスター層（master layer）では，LSIのコア領域に LEがタイル状に敷き詰められる．この
とき図３．７（a）のようにコア領域に隙間なく LE を敷き詰める手法が最も面積効率に優れる．一方で





そこでタイル状配置構造を数個に分割してブロック化した LE Array Block（LAB）と呼ばれる数千～
数万個の LE のまとまりを一つの単位として配置し，LAB 間に電源ネットワークやクロックネットワー
クを形成する構造を検討している．図３．７（b），（c）に構造例を示す．図では LABを 4分割した例と
16分割した例を示している．回路中央に太い電源配線を配置することが可能になるため，IRドロップの








図３．７ LE Array Block構造と分割例 
 
我々は大規模な暗号回路を 1 個の LAB に構成できるサイズを想定し，横 100 個×縦 100 の合計 1 万












図３．８ LAB４分割構造と LAB内部の構成例 
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３．３ Look-Up Tableを用いた VPSAアーキテクチャ 
本節では VPSA の LE アーキテクチャの例として，ルックアップテーブル（LUT：Look-Up Table）
をベースとした LE について説明していく．はじめに LUT の基本的な仕組みを解説し，実際に 180nm
プロセスルールで設計を行った 3種類の LUT型 LE について順次紹介していく 
 
３．３．１ Look-Up Tableについて 
デジタル回路における LUTとは，計算した値を ROMや RAM などのメモリセルにあらかじめ書き込
んでおき，該当する入力パターンに応じて記憶しておいた値を出力する論理回路である．図３．９のよ
うにマルチプレクサ（MUX：Multiplexer）MUX の入力信号側に RAM などの記憶素子を接続するこ
とで，セレクタ信号側（A,B,C端子）の値に対応した RAMに格納された値を出力する．したがって，こ
のとき入力に対応した任意の真理値表を RAMに記憶する事で，その真理値表のように振舞う論理回路を
実現することができる．k 入力の LUT 回路を MUX を用いて表現したい場合，2kから 1 信号選択する
MUX と 2kビットの RAM を組み合わせることで実現できる．図３．９は「23：1 の MUX」と 23個の
RAMを用いて構成した 3入力 LUTによって，3入力 NAND論理を再現した例を示している．入力信号
（A，B，C）が（１，１，１）のときの出力信号を０，それ以外の入力信号パターンのときの出力信号
を１とすることで 3 入力の NANDを実現している． 
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３．３．２ Look-Up Tableを用いた Logic Element  
















ラム方式ではメモリに論理 1，論理 0 を格納し，参照することで LUT 回路に論理関数を定義していた．
このビアプログラム方式では電源配線とGND配線のいずれかをMUXの入力端子に接続することで論理
















３．３．３ Look-up Table型 LEアーキテクチャの試作 
東京大学 VDEC[6]より提供されているローム 180nm プロセスルールを用いて設計した 3 種類のビア
プログラム方式の LUT型 LEを紹介していく．  
 
（１） 3入力 LUT型の LE（標準型） 
図３．１２に 3入力 LUT型の LEの回路図を示す．3入力の LUT は 8:1MUX から構成されており，
セレクタ信号入力端子 S0，S1，S2 の 3 信号に与える論理値の組み合わせによって MUX の 8 つの入力
端子に接続された論理値の内の 1つが出力として選択される．この時の入力端子は電源配線 VDDまたは
GND配線のいずれか一方に接続されており，VDDが論理１，GNDが論理 0を表している． 
表３．１に 3入力 LUT型 LEの基本性能，図３．９に実際に設計した LEの回路図とレイアウト図を
示す．図３．１３中のアルファベットの A~Eは回路図（a）中のブロックとレイアウト（b）の対応個所
を表したものである． 
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図３．１２ ビアプログラム方式 3入力 LUT型 LE 
 









（a）回路図               （b）レイアウト図 
図３．１３ 3入力 LUT型 LEの回路図 
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（２） 4入力 LUT型の LE（マルチグレイン型） 
4 入力 LUT 型の LE について説明する．通常の 4 入力 LUT 型の LE は図３．１４のように１６：１
MUX によって構成される．セレクタ信号端子 S0，S1，S2，S3 に与えられた 4 つ入力論理の組み合わ
せによってMUXの 16入力端子の内の 1つのパスが選択される．これによって 4入力 1出力の任意の真
理値表を表現する． 
多入力 LUT を利用した LE の持つ長所として，LE 内部で規模の大きい論理ゲートを再現できること
があげられる．そのため少ない LEの組み合わせで所望の論理回路を形成することができ，LE間を接続
するための配線総数を少なくすることができる．そのため配線混雑度や動作速度性能が良くなるという
利点をもつ．配線コストの高い FPGA では５～６入力 LUTなどを用いた大きな LEが利用されている． 
その一方で，2 入力，3 入力論理素子を多用する論理回路では，4 入力 LUT で 3 入力論理や 2 入力論
理を再現しなければならず，小規模な LEを利用したときよりも回路面積の増大を招いてしまうことある．
これは多入力 LUT の欠点としてしばしば挙げられる．この問題に対応するため，4 入力 LUT を 2 つの
3 入力 LUT に分割することができる「マルチグレイン LUT 構造」を適用した．「マルチグレイン構造」
は FPGA の LE でも用いられている構造であり，１つの LE で２つの小規模論理を再現することが可能
なため，小規模論理が大部分を占める論理回路であっても面積効率を損なわないという利点を備えてい
る．  
表３．２に今回設計した 4入力 LUT型マルチグレイン LEの基本性能，図３．１５に回路図およびレ
イアウト図を示す．LUT 構造の切り替えは図３．１６のように，ビアの変更によって実現する．4 入力
LUTモードのときは out1が出力端子となり，3入力 LUT×2モードの時は out1，out2の両端子が出力
端子となる．また後段に DFFを接続することが可能なのは out1端子側の LUTのみとなる． 
 
 
図３．１４ ４入力 LUT型 LEの回路図（通常版） 
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216 論理＋DFF（全 4,3,2,1入力論理） 
または 28 論理+28 論理＋DFF 
 
   
（a）回路図             （b）レイアウト図 
図３．１５ 4入力マルチグレイン LUT型 LEの回路図 
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図３．１６ 入力数の切り替え 
（３）2入力 LUT型の LE（DFF可変型） 
2入力 LUT型 LE を図３．１７に示す．この LEは 4 入力 1出力MUXと DFFによって構成するこ
とができる．しかし 2 入力 LUT のような小規模な LUT と DFF を組み合わせた場合，LE の大部分を
DFF が占めることになる．これにより DFF を多用しない論理回路では回路面積の大部分が利用されな
い DFFの面積によって占められてしまう問題が存在する．表３．３は 2～4入力 LUT型 LEの各面積と
その面積中に占められる DFF面積の割合を示している．3～4入力 LUT型の場合では 1割～3割程度の




図３．１７ ２入力 LUT型 LEの回路図 
 
表３．３ DFFの割合 
 LE 面積 DFF の占める割合 
２入力LUT 143.72m２ 55.6% 
３入力LUT 226.64m２ 32.0% 
４入力 LUT 486.81m２ 16.7% 
 
2入力 LUT型 LEにおける，この面積の課題を解決するために，従来の LUT型 LEに改良を加えた新
しい LE を開発した．これを「DFF 可変型」と呼称する．従来型との違いを図３．１８に示す．従来の
LE の構造は LUTと DFFが組み合わさった「DFF内蔵型」と呼ばれる構造であった．今回実現した DFF
可変型と呼ばれる構造はビアを指定座標に置くことで再現論理素子の一種としてDFFを構成することが
可能になっている．したがって LE 内部に DFF の領域が存在せず，そのため DFF 内蔵型よりも LE サ
イズを小さくすることが可能である． 










ことが可能な INVと TGを導入した． 
 
 
図３．１９ INV，TGを用いた NANDの構成 
 
図３．２０に 2入力 LUT型 LEの LUTモードと DFFモードの回路図を示す．図３．２０（a）中の
 - 42 - 
 




図３．２０ ２入力 LUTと DFFの回路構成と共通項 
 
この DFF 変形可能な 2 入力 LUT 型の LE のレイアウトを図３．２１に示す．トランジスタやメタ
ル配線を形成するマスター層は構造が同一のものとなり，カスタムマスクを変更するだけで 2入力 LUT 
と DFF の両方を再現できる．これにより必要に応じて順序回路に対応するときのみ DFFを再現するこ
とが可能となる．また必要に応じて LUT を DFF に変形するので，組み合わせ回路を実装した際に無駄
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３．４ VPEX2アーキテクチャ 




３．４．１ LUTベース型 LEとスタンダードセル型 LE 
（１）LEの入力負荷容量 
 LUT の入力端子は MUX のセレクタ信号端子である．このセレクタ入力端子は MUX 内部では TG と
INV に接続されており，したがってこの入力端子からこれらのゲートをドライブする必要がある．3 入











NAND回路を例に考える．図３．２３は 3入力NAND論理ゲート素子をスタンダードセルと LUTの 2
通りで再現したとき，出力が論理１から論理 0 に遷移するときの信号伝搬のクリティカルパスを示した
ものである，スタンダードセルの場合では NANDゲート素子内部 NMOSトランジスタを 3 つ経由して
出力がドライブされる．したがって遅延は最悪でも３ゲート分ということになる．一方 LUTの場合では










現する手法の一つとして，LUT ではなくスタンダードセルの組み合わせから LE を構成し，数種類の論
理ゲート素子の再現を検討する事が考えられる． 
そこで 2008年に中村らによって XOR論理ゲートと INV論理ゲートをベースとして，他の十数種類の
論理ゲートを再現することが可能な VPEX アーキテクチャが[1]検討された．さらに 2010 年には西本ら
によって順序回路の実現に最適化するために LE に改良が施され，「VPEX2 アーキテクチャ」[6-7]とな
った．本節ではこの VPEX2アーキテクチャの LEについて説明する． 
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３．４．２ LEアーキテクチャ 
ここでは VPEX2 の LE について説明する．VPEX2 の LE は複合型 Exclusive-OR（XOR）ゲートと
Inverter（INV）ゲートを組み合わせた構造になっている．表３．４に LE の基本性能としてサイズや
再現可能な基本論理の数を示す．また図 ３．２４に LE のレイアウト図ならびに論理回路図を示す． 
 









LE で採用した複合ゲート型 XOR ゲートは，AOI ゲートとNOR ゲートから構成されている．また，
NOR ゲートは拡散領域を共用しない「セパレート構造」になっており，図３．２４（b）に示すように
2倍サイズの INVゲートあるいは 2個分のトランスミッションゲート（TG）として利用することが可能
である．XOR ゲート以外の論理を演算するためには，AOI ゲート，NOR ゲートおよび INV ゲート間
の接続を，第 1 ビア層を用いて変更する．これによって計 13 種類の論理が実現可能となる．VPEX2 ア
ーキテクチャは 88m2の領域内ですべて 2の入力 1 出力論理に加え，3 種類の 3入力論理を再現できる
ことが特徴である． 
実際に論理を構成した場合の LE のレイアウト図・回路図を図３．２５に示す．今回は例として，AND
機能を再現する．図（a）中の丸枠の内，内部が塗りつぶされている位置にビア 1 を配置することで INV 
や AOI のセルを接続し，AND 論理を形成している．また図（b）の INV や OR セルのように論理の
再現に使用しないゲート素子の入力端子はビアで GND に配線することで無効化させる． 
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図３．２５ カスタムレイヤ（ビア）による AND論理ゲート素子の再現 
 
同様にして，特定の位置のビアを打つことにより，13 種類の論理をそれぞれ実現することができる．
VPEXの LE を用いた 13 論理の回路図を図 ３．２６に示す． 図に示すように，１入力 1 出力論理の
INV, BUF， 2 入力 1 出力論理のすべての論理（NAND, NOR, AND, OR, bubble AND, bubble OR, 
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また VPEX は NOR ゲートの拡散領域を切ることで作成可能な２つの TG を利用することによって，
2 個の LE を組み合わせて DFF を構成することができる．図３．２７に DFF を再現した際のそれぞれ
の LEの回路図を示す．また実際に構成した場合のレイアウト図とビア座標および使用した配線リソース
を図３．２８に示す．前節で紹介した DFF可変 2LUT型 LEと同様に，必要な DFF だけを構成できる
ので，無駄な DFF が発生しない． 
 
図３．２７ VPEX2における DFF構成時の回路図 
 
 
図３．２８ VPEX2における DFF構成時のビア・リソース詳細 
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３．５ 各 LEのまとめ 
 最後に本章で紹介した LE アーキテクチャを表にまとめる．最も面積の大きい LEアーキテクチャは 4
入力 LUTであり，VPEX2が最も LEの面積が小さい．また 4入力 LUTは 1つの LE内で 2つの 3入
力論理を再現することが可能で，論理合成後の総 LE 数が非常に少なくなることが期待できる．一方で 2
入力 LUTは再現可能論理数が最も少なく，さらに１LEを使用して DFFを構成するため，総 LEは最も
多くなると予測できる．これらの詳細な素子数・面積の性能評価および性能比較は 4章で述べる． 
 
表３．５ 各 VPSAの LE アーキテクチャのまとめ 





















ベースタイプ LUT LUT LUT スタンダードセル 
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第 4章 新アーキテクチャ・VPEX3の提案 
 
本章では前章で紹介した VPEX2をベースに改良を加えた新たな VPSAアーキテクチャ「VPEX3」に
ついて述べる．VPEX2の LE は約 88m2の面積を有していた．この LEのサイズはスタンダードセルと





また本章では従来構造の見直しとして，カスタム層 2 層構造の課題点について考察し，VPSA におい
て面積効率の良い LEを実現する手段としてカスタム層 3層構造を用いた LE についても検討を行った． 
 最初に VPEX2 アーキテクチャで採用しているカスタム層 2 層構造についての問題点についてまとめ
る．次いで VPEX3に向けて検討していった改良項目について説明し，各問題点を解消する改良案や方針
を提示していく．そしてそれらを組み合わせて実現した VPEX3アーキテクチャの LEや再現可能論理な
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VPEX2アーキテクチャは配線 4層以上のプロセスでの実装を想定しており，第 1 ビア層および第 3 ビ
ア層をカスタム層とした VPSAアーキテクチャである[1-2]．したがって，第 2ビア層および第 4以降の
ビア層はカスタマイズ不可のマスター層となっている．また VPEX2アーキテクチャの階層は下層と上層
の 2 つの領域に分断する事ができ，第２メタル配線層以下の領域では LE を形成し，第２ビア配線層以
上の階層（図では第 4 メタル層まで）ではメッシュ・ジャンパー配線構造を形成している．したがって
LE の論理実装には第 1ビア層，配線の形成には第 3ビア層が用いられる構造になっている． 
ここで第 2 メタル配線層と第 3 メタル配線層の間にある第 2 ビア配線層がマスター層として固定され
ているため，LEの領域において，いくつかの第 2メタル配線は第 2ビアに接続され，そのままメッシュ
配線構造を形成する第 3 メタル層の配線トラックと自動的に接続される構造になっている．この構造は
LE の配線効率と LE面積の両方の面でデメリットを生んでいる． 
まず LEの配線効率の問題点について説明する．VPEX2では垂直方向へ配線経路を伸ばすためには第
3メタル層のメッシュ配線用トラックと第 4メタル層のジャンパー配線用トラックが使用される．しかし





図４．２ VPEX２の LEの入出力ピンの自動割り当て 
 





い．図 ４．３は A トラックから C トラック間を配線する場合において，LE の入出力ピンに割り当て
られている Bの配線トラックが配線経路の障害となるケースを示している．A の配線トラックから C の
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また第 2 ビア層がマスター層になっていることで引き起こされる 2 つ目の問題点として，第 2 メタル
層の配線が複雑化し，LEの面積を小さくすることができない問題が上げられる．図４．４は VPEX2の
LE の第 2配線層の形状を示したものである．LE内を接続するための配線（a）と，入出力ピンとして第
3 メタル層に接続されるための配線（b）の 2 種類の配線が混載されている．2 種類の配線が混載してい
る構造によって，第 2 メタル層の配線構造は非常に複雑になっている．そのため下層のトランジスタよ




図４．４ VPEX2の LEの第 2配線層パターンと役割 
 
４．２ カスタム層 3層構造の検討 
VPEX2の第 2ビア層固定によって引き起こされている迂回経路問題を解決する手法として，図４．６
で示すようにカスタム層を 1層増やす事が考えられる．VPEX2アーキテクチャでは第 1ビア層と第 3ビ
















図４．７に示す第 2 メタルと第 3 メタルのメッシュ構造化である．メッシュ構造では任意の論理ゲート
を再現したときに第 2 メタルの配線トラックのいずれかに入出力ピンが割り当てられる．この第 2 メタ















図４．８ 第 2ビア層による配線領域上の IOピントラック座標の移動  












① LE の再現論理の増加 
VPEX2 アーキテクチャの LE が再現できる 3 入力の論理ゲートは AOI，MUX，MUXI の 3 種類で
ある．しかしこれは十分な数の再現論理を網羅しているとはいえない．実際 ASIC の論理合成用ライブ
ラリには，3 入力の AND，OR 素子など他にも多くの種類の 3 入力論理が登録されており，回路面積
を縮小するのに役立てられている．したがって VPEXアーキテクチャでも LE で再現可能な 3 入力素子
を増やすことで，面積の縮小に繋がると考えられる． 
図４．９に VPEX2の LE 構成においても再現可能な 3 入力素子の例を示す．図のように AOI と INV 
を接続することで「AO」を，全ての素子を組み合わせることで 3 入力 AND を再現することができる．  
 
 
図４．９ VPEX2アーキテクチャの LEで追加可能な再現論理素子の例 
 
② Flexible-AOI 
ビアのカスタマイズによって AOI 以外の基本論理ゲートに変化させることが可能な Flexible-AOI を
提案する．図４．１０に AOI，OAI，NAND，INV-X2，TG(トランスミッションゲート)＋Clocked-INV 
の５つの素子を再現したときの例を示す．レイアウト図の黒線で繋がっている部分はそのまま変更せず，






図４．１０ Flexible-AOI で再現可能な論理 
 
Flexible-AOI によって再現された AOI ゲートは標準セルの AOI ゲートと使用する CMOS ゲートの
数などは同じである．そのため Flexible-AOIは標準セルの AOI論理素子と同等の面積でレイアウトを再
現することが可能である．したがって，この Flexible-AOI を採用することで面積を増大させることなく
OAI や Clocked-INV などの VPEX2 アーキテクチャでは再現不可能な論理ゲートを再現する事が期待
できる． 
 
③ NOR ゲートの通常構造化 





しかし Flexible-AOIを通常の AOIの代わりに用いる場合，セパレート構造の NORゲートを利用しな
くとも DFFや BUFの再現を行うことが可能になる．そこでNOR ゲートをセパレート構造から S-D や
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４．４ VPEX3アーキテクチャの提案 
以上の改善案を踏まえ，新しい VPEX アーキテクチャとして VPEX3を本節で提案する．この VPEX3
はカスタム層 3層構造を持つ VPSAアーキテクチャとして開発されている．まず初めに VPEX3 アーキ
テクチャのLE 構造について紹介する． VPEX3アーキテクチャのLE は図４．１３が示すように縦 6m，
横 6m，大きさで構成されており，LE 面積は 36m2 である．表４．２は VPEX3 アーキテクチャの
LE の性能を VPEX2と比較したものである．この LE サイズは VPEX2 アーキテクチャのおよそ 41％
のサイズであり，59％の面積削減が行われている．また基本論理として新たに 9 種類の論理が再現可能
であり，再現可能論理数でも VPEX2 を上回っている． 
 
 
図４．１３ VPEX3 アーキテクチャの LE 構造 
 
表４．２ VPEX2との LEの基本性能比較 
 VPEX2 VPEX3 












ベースタイプ スタンダードセル スタンダードセル 
 
VPEX3アーキテクチャの基本構造はVPEX2アーキテクチャと同様であり，LEをアレイ状に配置し，
各 LEを配線領域で相互接続することで複雑な論理回路を実現する．また LE の構成も従来どおり，AOI
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ゲートとNORゲートからなる XORゲートと INVゲートの組み合わせによって構成されている．図４．




テクチャの LE の様々な工夫によって 36m2という面積を実現している．以下に LE の特徴を VPEX2
アーキテクチャの LEと対比させることで説明していく． 
 
①  第 2 メタル層のメッシュトラック化と第 2 ビア層のプログラマブル化 
VPEX3 アーキテクチャでは前節で紹介した「カスタム層 3 層構造」を採用している．論理領域の最
上層である第 2 メタル層を水平に引き，配線領域の最下層である第 3 メタル層と直交する構造になって
いる(図４．１４中央)．また LE の各素子を第 1 ビア層で接続するために，第 1 メタル層で構成される
全てのピンを第 2 メタル層と直行するメッシュ形状によって構成している（図 ４.１４左）．したがって
VPEX3 アーキテクチャの LE はすべての階層がメッシュ状に重なった構造になっている．  
VPEX3は第 2 ビア層を含む，ビア 3 層がカスタム層になる．VPEX3では用意しなければならないカ
スタムマスクが VPEX2 より多くなるため，初期開発コストの増化が懸念される．しかし VPEX3 では
VPEX2同様に「EB 直描技術」を利用してビア層を製造した場合には，カスタムマスクのマスクコスト






②  インバータを 1 つ削除 
図４．１5 に VPEX2 の LE と VPEX3 の LE のスティック図を示す．VPEX2 では 2 つのインバータ




ブルによって接続する事が困難であり，左側の INV は NOR 論理ゲート素子との接続に，右側に置かれ







図４．１５ VPEX毎の LE構造の違い 
 
① ゲート幅W の削減 
VPEX2の LE に使用されている「AOI」「NOR」「INV」の 3 素子に関して，実際に LE 内部に実装
されている基本論理素子のゲート幅と VDECより提供されているスタンダードセルに使用されている同






とで LE 面積の削減か可能である．そこで VEPX3 アーキテクチャの LE を構成する各論理ゲートのゲ
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ート幅を VPEX2のものより小さく設計した．  
実際にゲート幅に関しては表４．３にまとめた．VPEX2 アーキテクチャでは PMOSの最大ゲート幅
は 3400nm，NMOS の最大ゲート幅は 2000nm であったのに対して，VPEX3 アーキテクチャでは





 スタンダードセル VPEX2 VPEX3 
AOI 
P 620nm 2400nm 2100nm 
N 610nm 1200nm 1200nm 
NOR 
P 620nm 3400nm 2400nm 
N 610nm 2000nm 1200nm 
NOT 
(Inverter) 
P 620nm 2400nm 2100nm 
N 610nm 1200nm 600nm 
 
④ Flexible-AOI ゲートの採用 
VPEX3 アーキテクチャでは XOR を構成する AOI ゲートに前節で紹介した Flexible-AOI を使用し









VPEX3では VPEX2で再現可能であった 13 種類の論理素子に加えて，新たに 9 個の論理素子を再現




また図４．１７，１８に 2 つの LE を用いて構成した DFF の構成図を示す．VPEX3 では AOI 部を
Clocked INV＋TG の構造にカスタマイズすることで DFF を再現する．この構成を用いることにより，
VPEX2 よりも INV が１個少ない LE での DFF 構成を実現している． 
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図４．１６ VPEX3の LEで再現可能な論理ゲート一覧 
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図４．１７ VPEX3アーキテクチャの DFF構造 
 
 
図４．１８ DFFのレイアウト構造  
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４．５ ベンチマーク回路を用いた性能評価 




 3 章にて紹介した各 LE と VPEX3 の LE の特徴を表４．４にまとめる．LE 単体の面積では VPEX3
が最も小さく，4入力 LUT が最も大きい．その逆に再現論理数では 4入力 LUTが一番多くなる． 
 
表４．４ 各 LUT型 LEの概要と面積 
名称 入力数 DFFアーキテクチャ LE面積[m2] 
2-LUT 2入力 可変型 93.1 
3-LUT 3入力 内蔵型 226.6 
4-LUT 4入力 内蔵型 484.6 
VPEX2 2-3入力 可変型※ 88.0 
VPEX3 2-3入力 可変型※ 36.0 












回路名 組み合わせ／順序 IO数 DFF数 
c2670 組み合わせ回路 221 なし 
c3540 組み合わせ回路 72 なし 
c5315 組み合わせ回路 301 なし 
c6288 組み合わせ回路 64 なし 
s1494 順序回路 24 6 
s5378 順序回路 86 176 
s9234 順序回路 22 145 
s13207 順序回路 216 627 
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表４．６ ASICの論理合成結果 
回路名 動作速度[us] 論理素子数[個] 面積[m2] 
c2670 8.89  289 5331.917 
c3540 17.63  420 7289.856 
c5315 10.87  689 12908.85 
c6288 59.26  1646 26662.81 
s1494 8.14  594 10428.36 
s5378 9.03  1116 25675.78 
s9234 9.73  912 22569.52 





チャによって利用した論理合成ツールが異なり，VPEX2 および VPEX3 では Synopsys 社の論理合成ツ





的に変換することで blif フォーマットのベンチマーク回路を作成した．この変換プログラムは C 言語を
用いて自作した． 
また DesignCompilerには専用のセルライブラリが必要となる．そこで VPEX3および VPEX2の論理
合成用ライブラリは，提供されたMOSの SPICEモデルと寄生抵抗・寄生容量パラメータを用いて再現
論理ゲート素子すべての回路図を作成し，HSPICE のシミュレーション結果より動作速度および消費電






った．これは Rasp-sis では面積最小制約を与える事は可能であったが，動作速度モデルが存在せず， 
DesignCompilerと同精度の速度見積もりを行うことが出来ためである． 
 
















 2-LUT 3-LUT 4-LUT 
2入力素子 2入力素子 3入力素子 2入力素子 3入力素子 4入力素子 
c2670 468 111 284 102 54 116 
c3540 624 68 354 52 118 177 
c5315 1141 201 629 168 298 225 
c6288 2245 195 1036 214 272 627 
s1494 746 70 417 26 86 212 
s5378 1413 229 684 226 286 272 
s9234 1024 191 384 110 246 253 
s13207 2544 638 872 448 442 668 
 
 VPEX2 VPEX3 
2入力素子 3入力素子 2入力素子 3入力素子 
c2670 291 69 234 102 
c3540 375 129 205 216 
c5315 564 259 401 322 
c6288 1196 438 855 603 
s1494 744 18 378 203 
s5378 1448 59 727 434 
s9234 856 112 611 260 
s13207 2128 230 1320 646 
 






素子数を比較すると，3入力 LUT型および 4入力 LUT型の VPSAアーキテクチャがより少ない論理
素子数で各論理回路を実現できていることが分かる．これは 3，4 入力 LUT 型の方が再現できる論理の
幅（3入力論理，4入力論理）がほかの 2つのアーキテクチャよりも遥かに広いためと考えることができ
る．実際にこれらのアーキテクチャは 2入力論理の使用率が少なく，3入力以上の論理が多く使用されて
いる．同様にして VPEX3 でも 3 入力論理が多く使用され，結果として 3 番目に素子数が少なくなって
いる． 
一方で VPEX3と VPEX2を比較すると，すべてのベンチマーク回路で VPEX3の素子数の方が少ない
事がわかる．これはVPEX2が再現可能な３入力論理がMUX,MUXI,AOIの３種類であったのに対して，
VPEX3 では AND3，OR3，OAI，AO，OA などスタンダードセルにおいても良く利用される主要な３
入力論理を 5種類多く再現できるようにしたことが影響していると考えられる．特に s1494と s5378で




素子数より各ベンチマーク回路の面積見積もりを行った．各 VPSA アーキテクチャの LE 面積および
DFF 面積については表４．９に示した方法に則って面積の見積もりを行った．今回の評価では内蔵型
DFFアーキテクチャの場合は論理再現に用いたLE内にあるDFFを利用しているとして面積評価にカウ
ントしていない．一方で可変型 DFF アーキテクチャの場合では DFF の面積を回路面積に含めて評価を












2-LUT 可変型 93.1 93.1 
3-LUT 内蔵型 226.6 0 
4-LUT 内蔵型 484.6 (242.3) 0 
VPEX2 可変型※ 88.0 176.0 
VPEX3 可変型※ 36.0 72.0 
 
面積性能の比較結果を表４．１０，図４．２１に示す．図４．２１は横軸を各ベンチマーク回路を示
しており，左の棒グラフから順に 2入力 LUT，3入力 LUT，4入力 LUT，VPEX2，VPEX3を表してい




面積 2-LUT 3-LUT 4-LUT VPEX2 VPEX3 
c2670 43570.8  89507.0  94012.4  31680.0  12096.0  
c3540 58094.4  95625.2  126965.2  44352.0  15156.0  
c5315 106227.1  188078.0  221946.8  72424.0  26028.0  
c6288 209009.5  278944.6  421602.0  143792.0  52488.0  
s1494 70011.2  110354.2  129872.8  68112.0  21348.0  
s5378 147935.9  206885.8  255868.8  163592.0  54468.0  
s9234 108833.9  130295.0  208862.6  110704.0  41796.0  
s13207 295220.1  342166.0  539359.8  317856.0  115920.0  
 
（b）スタンダードセル ASICにおける面積を１とした際の比 
面積 2-LUT 3-LUT 4-LUT VPEX2 VPEX3 
c2670 8.17  16.79  17.63  5.94  2.27  
c3540 7.97  13.12  17.42  6.08  2.08  
c5315 8.23  14.57  17.19  5.61  2.02  
c6288 7.84  10.46  15.81  5.39  1.97  
s1494 6.71  10.58  12.45  6.53  2.05  
s5378 5.76  8.06  9.97  6.37  2.12  
s9234 4.82  5.77  9.25  4.91  1.85  
s13207 4.38  5.08  8.01  4.72  1.72  
 






 性能評価結果をみると，2 入力 LUT型の最小面積が ASIC の約 4.4 倍，3 入力 LUT 型が約 5.0倍，4
入力 LUT 型が約 8.0 倍，VPEX2 が約 4.7 倍であるのに対して，VPEX3 の最小面積は 1.7 倍となった．
よって評価結果から VPEX3 アーキテクチャが LE アレイ構造を持つビアプログラマブルアーキテクチ
ャ群の中でも，非常に小面積化が可能な優れたアーキテクチャである事が分かる．  
また，それぞれの実装における面積の平均値に注目すると，VPEX2が ASIC の約 5.6倍．2入力 LUT
型が 6.7倍，3入力 LUT型では約 10．5倍，4入力 LUT型では ASICの約 13.5倍であるのに対して．
VPEX3では平均して約 2.0倍という結果が得られた．よってすべての回路で VPEX3 が優れており，ま
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５．１ Via Configurable Logic Blockの概要 






VCLB の LE の面積は 78m2となっており，VPEX3 の 2 倍のサイズである．またゲート幅は PMOS
側が 3.665m，NMOS 側が 2.255m であり，VPEX3 の 1.5～3.6 倍の大きさを有している．構成可能
な素子は出力駆動能力の異なるセルを含めて 105種類存在し，さらに複数の LEを利用することで 73種
類の論理ゲートを再現することができる． 
 参考論文[2]ではいろいろな制約条件による ASIC との比較結果が報告されている 
 
  
（a）VCLBの LE スティック          （b）VCLBの LEレイアウト図 
図５．１ VCLB の LE構造[2] 
(Hui-Hsiang Tung,“Via-configurable Logic Block Architectures for Standard Cell like Structured 
ASICs”  p, 383より引用) 
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５．２ ベンチマーク回路 






回路名 機能 b14 b15 
b14 Viper processor 1 0 
b15 80386 processor 0 1 
b17 Three copies of b15 0 3 
b18 Two copies of b14 and two of b17 2 6 














制約条件名 面積制約 動作速度制約 
Base1.0 最小サイズ なし 
Base0.8 最小サイズ Base1.0時の動作速度を 0.8倍した値 
Base0.5 最小サイズ Base1.0時の動作速度を 0.5倍した値 
Base0.2 最小サイズ Base1.0時の動作速度を 0.2倍した値 
Base0.1 最小サイズ Base1.0時の動作速度を 0.1倍した値 
 
 




 VPEX3 と VCLB の各制約条件における性能評価結果を報告する．なお，VCLB の評価結果は参考論






 b14 b15 b17 b18 b19 
ASIC Base1.0 121.4  104.0  309.3  933.6  1804.4  
VPEX3 
Base1.0 240.3  195.0  601.8  1874.1  3594.2  
Base0.8 244.2  198.4  610.4  1884.7  3609.5  
Base0.5 282.6  204.9  634.2  2020.2  3892.7  
Base0.2 456.6  278.7  807.8  2370.9  4446.0  
Base0.1 427.0  283.9  832.7  2340.0  4447.7  
VCLB 
[2] 
Base1.0 274.0  434.0  1237.0  3236.0  6336.0  
Base0.8 499.0  492.0  1467.0  4077.0  8104.0  
Base0.5 679.0  493.0  1488.0  4341.0  8655.0  
Base0.2 1044.0  596.0  2102.0  5801.0  11210.0  




表５．４ 面積性能比（ASIC の結果を１としたとき） 
 b14 b15 b17 b18 b19 
ASIC Base1.0 1.00  1.00  1.00  1.00  1.00  
VPEX3 
Base1.0 1.98  1.87  1.95  2.01  1.99  
Base0.8 2.01  1.91  1.97  2.02  2.00  
Base0.5 2.33  1.97  2.05  2.16  2.16  
Base0.2 3.76  2.68  2.61  2.54  2.46  
Base0.1 3.52  2.73  2.69  2.51  2.46  
VCLB 
Base1.0 2.26  4.17  4.00  3.47  3.51  
Base0.8 4.11  4.73  4.74  4.37  4.49  
Base0.5 5.59  4.74  4.81  4.65  4.80  
Base0.2 8.60  5.73  6.80  6.21  6.21  
Base0.1 7.83  7.33  7.08  6.52  6.60  
 












 b14 b15 b17 b18 b19 
ASIC Base1.0 29.4  16.2  15.6  29.2  28.9  
VPEX3 
Base1.0 49.9  31.7  31.7  48.2  48.3  
Base0.8 39.5  24.9  24.8  38.1  38.1  
Base0.5 24.4  15.3  15.3  28.2  26.6  
Base0.2 12.4  8.1  8.3  26.9  26.1  
Base0.1 13.1  8.0  8.1  26.7  25.8  
VCLB 
[2] 
Base1.0 21.6  66.9  44.7  53.7  55.4  
Base0.8 13.6  20.7  21.0  29.2  31.4  
Base0.5 10.5  19.2  17.7  28.1  28.2  
Base0.2 11.6  13.2  17.0  36.7  22.1  
Base0.1 12.4  14.4  16.2  37.6  29.4  
 






表５．６ 動作速度性能比（ASIC の結果を１としたとき） 
 b14 b15 b17 b18 b19 
ASIC Base1.0 1.00  1.00  1.00  1.00  1.00  
VPEX3 
Base1.0 1.70  1.95  2.03  1.65  1.67  
Base0.8 1.34  1.54  1.59  1.30  1.32  
Base0.5 0.83  0.94  0.98  0.96  0.92  
Base0.2 0.42  0.50  0.53  0.92  0.90  
Base0.1 0.45  0.49  0.52  0.91  0.89  
VCLB 
Base1.0 0.73  4.13  2.86  1.84  1.92  
Base0.8 0.46  1.28  1.35  1.00  1.09  
Base0.5 0.36  1.18  1.13  0.96  0.98  
Base0.2 0.39  0.81  1.09  1.26  0.77  





図５．３ 動作速度性能比（ASIC の結果を１としたとき） 
 






表５．７ 消費電力性能（単位は[mW]，動作速度 100MHz，トグルレート 20%） 
 b14 b15 b17 b18 b19 
ASIC Base1.0 11.4 4.7 13.7 31.3 60.5 
VPEX3 
Base1.0 27.9 8.8 23.1 51.3 99.4 
Base0.8 27.9 8.9 23.1 51.5 99.6 
Base0.5 28.5 8.8 22.8 51.6 100 
Base0.2 33.2 9.9 24.4 51.7 99.9 
Base0.1 32.2 9.8 24.6 51.8 99.9 
VCLB 
[2] 
Base1.0 4.8 8.3 25.1 65.8 128.1 
Base0.8 7.3 9 28.2 78.1 157.6 
Base0.5 10 8.9 28.5 80.9 161.5 
Base0.2 15.2 10.2 35.7 96.9 188.5 




表５．８ 消費電力性能比（ASIC の結果を１としたとき） 
 b14 b15 b17 b18 b19 
ASIC Base1.0 1.00  1.00  1.00  1.00  1.00  
VPEX3 
Base1.0 2.45  1.87  1.69  1.64  1.64  
Base0.8 2.45  1.87  1.69  1.65  1.65  
Base0.5 2.50  1.85  1.66  1.65  1.65  
Base0.2 2.91  2.09  1.78  1.65  1.65  
Base0.1 2.82  2.07  1.80  1.65  1.65  
VCLB 
Base1.0 0.42  1.76  1.83  2.10  2.12  
Base0.8 0.64  1.90  2.06  2.50  2.60  
Base0.5 0.88  1.88  2.08  2.58  2.67  
Base0.2 1.33  2.16  2.61  3.10  3.12  











図５．４ 消費電力性能比（ASIC の結果を１としたとき） 
 
 
まず面積性能比に注目する．VCLB は ASIC の 2.2～8.6 倍，平均値で見ると 5.3 倍になっているのに
対して，VPEX3 では 1.9～3.7 倍，平均値が 2.33 倍であることが分かる．このことから VPEX3 の方が
面積性能に優れた回路を作成できることを示しており，VPEX3 の方が VCLB よりも小面積回路の開発
に向いている． 
一方で動作速度を比較すると VPEX3 は ASIC の 0.4～2.0 倍であるのに対して，VCLB では 0.4～4.1
と広い範囲に分布していることが分かる．平均すると VPEX3 は 1.09，VCLB は 1.21 となり，VPEX3
はわずかに VCLBよりも動作速度性能に優れていることが分かった． 
 一方消費電力は b14 とその他の回路で異なる結果が得られた．まず b14 回路について考察する．b14
回路の消費電力比較では VCLB の消費電力は最小面積時では ASIC の 1/2 未満になっており，非常に小
さいものとなっている．VPEX3 においても b14 回路の消費電力は ASIC の 2.4～2.9 倍と他のベンチマ
ーク回路と比較しても，非常に大きいものになっている．したがって，b14 回路には VCLB では低消費
電力，VPEX3では高消費電力となる回路構造となっていることが分かる．一方で b14以外のベンチマー
ク回路では ASICに対して VPEX3が 1.6~2.0倍，VCLBが 1.8～3.2倍となっており，b14を除く他の 4

















図の分布は X 軸 Y 軸ともに 0 に近ければ近いほど性能が高い．VPEX3 によって合成された回路面積
性能は ASICの約 2～4倍の範囲に分布している．また動作速度は約 0.5～2.0倍の範囲に分布している． 
一方で VCLBの面積性能は ASICの約 3～9倍に分布しており，動作速度は約 0.5～4倍に分布してい
る．ここで b14 に対する結果だけは，あらゆる制約条件下においても速度性能が ASIC や VPEX3 より
も良いという結果が得られた． 
VPEX3の分布をまとめると，b14以外のベンチマーク回路においては ASICと VCLBの中間に分布し
ており，一方で b14回路においては VCLBの方が速度性能面において VPEX3よりも高速な回路が実現
されているという結果が得られた． 
したがって，b14 がベンチマーク回路の中では回路規模が小さいことを考慮すると，大規模な論理回
















 まず b14の回路について考察する．b14において VPEX3の消費電力は約 2.5~3.0倍となった．その一
方でVCLBの消費電力は約0.5~1.5倍の範囲に分布している．また動作速度に関してもVPEX4は0.5~2.0
であるのに対して，VCLB は 0.5~1.0 倍の，より狭く高速な範囲に分布している．よって b14 の場合に
おいては VCLBの方が速度・消費電力に優れた論理回路が実現できる． 
次に b14以外の回路について考察する．VPEX3によって合成された消費電力性能は ASICの約 1.5～
2.0倍の範囲に，動作速度は 0.5~2.0の範囲に分布している．一方で VCLBの消費電力性能は ASICの約
1.5～3.5 倍の広範囲に分布しており，動作速度は約 0.5～5 倍の範囲に分布している．したがって，b14
以外の回路では VPEX4による高性能な回路を実現できている． 
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５．３．４ まとめ 
 本章では新しく提案した VPEX3 と元智大学が提案した VCLB の性能比較を行った．その結果より回
路面積・動作速度では VPEX3のほうが優れているという結果が得られたが，消費電力では回路構成によ
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配線結果をビア座標として出力することが出来る VPEX3専用の CADシステムの開発研究を行った． 
 
６．１ 設計フローチャート 









ーを経て， VPEX3 のカスタム層である第 1～3 ビア層の座標情報が決定され，GDSII 形式（GDSII 
stream format）[3]のファイルとして出力される．この GDSII形式のデータをマスター層にあたる LAB
のレイアウトと合わせることで，目的の論理回路を VPEX3によって形成したレイアウトが完成する． 
次に開発した CADにおける各工程について詳細に述べる．  






 開発した CADシステムは図６．１に示すように 4つの工程に細分化される．1つはフロアプラン工程
（FloorPlanning），2 つ目は配置工程（Placement），3 つ目は配線工程（Routing），4 つ目がレイアウ
トデータ変換工程である．なおスタンダードセル ASIC には配置工程と配線工程の間にクロックツリー
合成（CTS：clock-tree-synthesis）が入るが，VPEX3 アーキテクチャでは FPGA 同様に組み込みのク
ロックツリー領域を設けているので、この工程は存在しない．各工程を順番に解説する． 
 












の「最大 LE 配置数」となる．ここではネットリストに記載されている総セル数（LE 数）よりも最大
LE 配置数が大きくなるように配置領域を設定する必要がある． 































































































































このような 2 つのブロック座標を繋ぐために方向転換を 1 度しか行わない配線は特に「L 字型配線経
路」と呼ばれ，すべてのブロック座標を L 字型配線経路によって数珠つなぎにすることで形成した配線
経路のことを直線最小全域木（RMST：Rectilinear Minimal Spanning Tree )と呼ぶ． 図６．１３（a）
にブロック座標（ノード）が 5つある配線における RMSTを示す．この例では 1ブロックの配線長を 1
としたときの総配線長が 12，L次型配線が５つ存在する．したがってこの配線を再現する場合に，12×
１ブロック分の総配線長の配線と 5 個のビア接続が必要となる．今回与えられた 5 つのブロック座標を




な配線を直線最小スタイナー木（RSMT：Rectilinear Steiner minimal tree）と呼ぶ．経路最適化では
まず RSMTを作成することが良い配線経路を導くうえで重要となる．しかしながら，すべての配線に対
して RSMTを求めることは難しく，ノードが 10を超える場合などでは RMSTによって経路の形成が行
われる． 
 















では配線経路の形成に，オープンソースの配線ツール Fairly Good Router（FGR）[7-10]を使用した． 




















































ビア座標の割り当ては図６．１８（d）のように LE 単位で行なわれる．最初に座標(0,0)の LE に対し
てビア座標割り当てを行い，次に座標(1,0)，座標(2,0)，・・・，座標(Xmax,0)と X 軸方向を処理してい
く．その後は座標(1,1)の LE から座標(Xmax,1)の LE まで X 軸方向を順次処理していく．これを
（Xmax,Ymax）までの全ての LEに対して実行する．  
 この工程により，配線網を形成するために必要となるビアの座標の位置が判明する．メッシュ・ジャ
ンパー配線の接続が完了した後に LEの入出力ピンと配線トラックの接続を行う．図６．１９に示す 









 第 3メタルに形成した配線を LEの入出力ピンとつなぐ場合は，第 2－第 3メタル層間にある第 2ビア
層によって短絡させることで接続が完了する．一方で第 4 メタル層に形成した配線を LE の入出力につ













最後に CAD システムを用いてレイアウトを実際に作成した結果を示す．CAD システムを使用して
VPEX3 に対応した LAB とビア座標を図６．２０に示す．回路は 8bit×8bit 乗算器を用いた．図（a）
は VPEX3 の LAB を示しており，400 個の LE を縦 20 横 20 にアレイ状配置したものである．図（b）
は第 1 ビア，第 2 ビア，第 3 ビアのみを表示した結果になっており，400 個の LE 上の所望の位置に論
理ゲート素子を再現し，それぞれをビアのみで配線した． 
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図６．２０ 8bit×8bit乗算器の CADを用いたレイアウト生成の例 
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て 32bit×32bit 乗算器を選択した．この回路は I/O ポートが合計で 128bit になる大規模な回路である．
性能評価のために VPEXを用いた試作チップの開発は以前より行われてきたが[2-4]，手動配置・手動配
線による小規模な回路であり，専用の CADシステムを利用した大規模回路の試作はこれが初めての試み














Data-IN から 1bit ずつデータを転送する．この時の同期用の信号はクロック入力ポート CLK に与えら
れる．与えられたデータを用いて乗算演算を実行する際は TRGポートにパルスを 2度入力する．1度目
の入力でデータが入力レジスタ A,B に書き込まれ，乗算演算が開始される．2 度目のパルスで乗算演算







乗算器の仕組みを示す．2 進数の乗算演算の場合，積の最大 bit 数は入力 bit 数の合計となるため，今回
の 32bit×32bit乗算器の場合，出力の bit幅は 64bitの出力となる．したがって，入力と出力の合計 bit
幅は 128bitとなる．この bit幅を単純に入出力ポートに割り当てる場合，128ポートの IOが必要となる
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② シリアル-パラレル変換器 
シリアルパラレル変換器は 1bit の入力を N 回受け取り，N-bit 幅のデータへと変換する回路である．



















 VPEX ASIC 
回路 乗算器 シリアル-パラレル変換器 
横長 / 縦長 [m] 704.04 / 781.56 406.54 / 800.00 
面積 [m2] 550249.5 325232.0 
Utilization [%] 36.62 28.99 









 ASIC VPEX 
制約条件 100MHz 100MHz 33MHz 30MHz 10MHz 
面積 95774.5 354096 361008 211068 188568 










※ Utilization  
実回路の面積に対して，論理回路を形成するために必要となるスタンダードセルの合計面積の割合を
示したもの．この数値が高いほど，スタンダードセル間の空白領域の割合が小さく，論理密度が高いこ
とを示している．例えば Utilization が 50%の場合は回路面積の半分が空白領域，Utilization が 25％の
場合は 3/4 が空白領域であることを示している．セルベース ASIC の場合は 70～80％が標準的な数値で
ある． 







が 80%，60%，40%，20%のとなる配置領域を定義した．このときの配置領域に形成される LE 数と配
線時に使用可能な総トラック数を表に示す．この評価では 4 通りの LAB サイズ毎に 10 回の配置配線処
理を試行し，トラック割当失敗数と配線利用率を記録した． 
 
表７．３ 各Utilizationにおける LE数とトラック数 
Utilization 20% 40% 60% 80% 
配置領域の LE数 26244 13225 8836 6561 
総トラック数 419904 211600 141376 104976 
 
表７．４ 配線トラック割当失敗数 
Utilization 20% 40% 60% 80% 
Trial1 0 0 14 86 
Trail2 0 0 17 92 
Trail3 0 1 14 48 
Trial4 0 3 7 118 
Trial5 0 3 13 97 
Trial6 0 1 19 45 
Trial7 0 2 17 93 
Trial8 0 1 23 63 
Trial9 0 1 16 98 
Trial10 0 0 27 106 
平均 0 1.2 16.7 84.6 
 




Utilization 20% 40% 60% 80% 
Trial1 127693 102004 92486 84776 
Trial2 125867 103144 91621 85290 
Trial3 128050 106035 92132 82733 
Trial4 125924 101199 92644 84874 
Trial5 126346 101832 92287 84881 
Trial6 125853 103166 92218 82377 
Trial7 127573 102924 91574 84069 
Trial8 128808 101050 93315 83243 
Trial9 125226 101763 92223 84099 
Trial10 125789 103965 91914 84687 
平均 126712.9 102708.2 92241.4 84102.9 




ック数からの割合は 48.5%となっている．チップ試作ではこの結果を考慮して Utilizationを 30%ほどに
設定して配置配線を実行した．配置配線では図７．６に示すように，LAB の左側のみに入出力ポートを

























入力 A 入力 B 出力M 
0000’0001 0000’0001 0000’0000’0000’0001 
1111’1111 1111’1111 0123’4567’8765’4321 
FFFF’FFFF FFFF’FFFF FFFF’FFFE’0000’0001 
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７．２ 順序回路―DES暗号回路 
 ここでは VPEX3を用いて実現した DES暗号回路に関して報告する．DES暗号回路は内部に DFFの
ような記憶素子を持つ順序回路である．前節の試作結果より，VPEX3を用いて開発した組み合わせ回路

















する．今回の試作では東北大学にて公開されている DES暗号回路の IPコア[8]を利用した． 
図７．９に DESの暗号化処理を示す．初めに平文 64bitを 32bitに分割し，下位 32bit（1bit目～32bit
目：R0）を Feistel関数と呼ばれる非線形関数に渡され，鍵との XOR演算やテーブル参照変換，並べ替
えなどの処理が行われる．非線形関数の出力値は切り離されていた上位 32bit（33bit目～64bit目：L0）
と XOR演算が行われ，これが第 1ラウンド目の処理における下位 32bit出力（R1）となる．また R0は
第 1ラウンド目の処理における上位 32bit出力（L1）となる．この R1,L1が第 2ラウンド目の処理の入
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 表７．７に今回開発した回路の性能をまとめた．DES 暗号回路とインターフェース回路の複合回路と







横長 / 縦長 [m] 653.8 / 615.1 
面積 [m2] 402152.4 










面積 動作速度 消費電力 
113400 m2 11.89 ns 0.1429 mW 
 
 この回路に対して配置配線処理を行ったときの LAB サイズ毎の割当失敗トラック数および配線トラッ
ク使用率の平均値を算出した．LAB サイズは論理合成から得られた面積に対して Utilization が 80%，
60%，40%，30%，20%のとなる 5通りの配置領域を定義した．このときの配置領域に形成される LE数




表７．９ 各Utilizationにおける LE数とトラック数 
Utilization 20% 30% 40% 60% 80% 
配置領域の LE数 15625 10609 7921 5329 3969 
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表７．１０ 各 Utilizationにおける割り当て失敗トラック数 
Utilization 20% 30% 40% 60% 80% 
Trial1 0 12 25 484 918 
Trial2 0 2 2 239 879 
Trial3 0 8 52 245 1088 
Trial4 0 8 73 198 923 
Trial5 0 45 29 167 861 
Trial6 0 0 12 547 759 
Trial7 0 13 40 69 877 
Trial8 0 10 37 208 1319 
Trial9 0 0 19 278 675 
Trial10 0 13 4 296 898 
平均 0 11.1 29.3 273.1 919.7 
 
表７．１１ 各 Utilizationにおける配線トラックの利用数 
Utilization 20% 30% 40% 60% 80% 
Trial1 78563 68548 64761 56534 51354 
Trial2 79569 71030 63331 57044 51251 
Trial3 80517 71558 64715 56069 51569 
Trial4 81516 68500 64592 55745 51143 
Trial5 79356 70294 64558 55985 51397 
Trial6 79720 71431 64487 57939 51105 
Trial7 78538 70953 64810 54207 51378 
Trial8 78463 69199 64550 55142 52896 
Trial9 78584 69036 63229 55564 50149 
Trial10 80646 71383 64130 56872 51525 
平均 79547.2 70193.2 64316.3 56110.1 51376.7 





合わせ回路よりも DFF を含む順序回路の方が配線成功率および Utilization が悪化することが考えられ
る． 
 これらの結果から，チップ試作時の配置領域の LE 数は縦 100個×横 100個の 10000LEを想定した領
域上に実装を行った． 
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７．３ 実チップを用いた ASIC，FPGAとの消費電力性能比較 
本節では DES暗号回路をベンチマーク回路としてスタンダードセル ASICによる実装，FPGAによる










図７．１２ 評価ボード SASEBO-RII[10]と評価環境 
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 測定アーキテクチャ 製造プロセス 電源電圧値 動作周波数 
SASEBO-RII 
VPEX3 180nm 1.8V 3MHz 
セルベース ASIC 180nm 1.8V 3MHz 
Zuiho FPGA 90nm 1.2V 4MHz 
 






 電源の供給 クロック供給 入力パターン リセット信号 
状態１ 
（動作時） 
あり あり ランダム OFF 
状態２ 
（待機時） 









 動的電流(mA) 静的電流(mA) 
VPEX(180nm) 1.6571 0.0000 
ASIC(180nm) 0.5506 0.0000 
FPGA(90nm) 1.6689 15.7714 
 
さらにこの結果を元に 3MHz動作時の消費電力を表７．１５および図７．１５に示す．このとき ASIC
と VPEX3 の動作速度はともに 3MHz であるが，FPGA の消費電力は 4MHz で測定を行っているため，
測定値に 3/4倍の補正をかけた結果となっている．  
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表７．１５ 各設計方式における平均消費電力 
 動的電力(mW) 静的電力(mW) 
VPEX(180nm) 2.9829 0.0000 
ASIC(180nm) 0.9911 0.0000 




図７．１５ 各製造方式における DES暗号回路の平均消費電力 
 
VPEX3 と ASIC を比較すると，ともにリーク電流の低い 180nm プロセスであるため静的消費電力は
観測できないほど低電流であり，実チップでは電力差を観測することはできない．一方で動的消費電力
を比較すると 3 倍の電力差が確認された．したがって ASIC と VPEX3 では消費電力性能に約 3 倍の差
が存在するということになる． 
VPEX3と FPGA を比較すると，FPGAは 90nmプロセスであり電源電圧も 1.2Vと VPEX3よりも低
い．そのため動的消費電力を比較すると，FPGAの消費電力は VPEX3の約 1/2ほど低くなっている．一
方で待機時の静的消費電力は FPGA の方が明らかに大きい．動作周波数が遅いデバイスにおいては
180nm プロセスで設計された VPEX3 の方が低消費電力なハードウェアを実現できるが，常に高速動作
が求められるシステムにおいては FPGAよりも消費電力が大きくなることが懸念される． 
 次に FPGA との比較において，プロセスおよび電源電圧の違いを考慮した比較を示す．今回入手でき
た FPGAが 90nm，電源電圧 1.2Vであったため，同一のゲート長プロセスで製造されたVPEX3とFPGA
の比較を行うことはできなかった．ここでは 90nm/1.2Vの評価結果を用いて 180nm/1.8V時の消費電力
の推定を行い，動的消費電力の比較を行う．今回のゲート長のサイズ比は 1/2である．トランジスタのス
ケーリング則[11]より，ゲート長 L が 1/2 倍になれば，ゲート幅 W およびゲート酸化膜厚 tox も 1/2 倍
となる．また電源電圧は 2/3倍となっている．CMOS回路の動的消費電力は式（A）で表される． 





  ……  （A） 
 
ここで出力負荷容量 CLが次段のゲート容量 Cgと仮定すると式（B）のようになる． 
 
C𝐿 ≈ 𝐶𝑔 =
LW
𝑡𝑜𝑥
  ……  （B） 
 











図７．１６ 同プロセス条件における DES暗号回路の平均動的消費電力 
（スケーリング則を適用） 
 
 図表より，動的消費電力は VPEX3の方が FPGA よりも約 56%小さい消費電力になると予測される．
よって，同一プロセスにおける動的消費電力性能では FPGA よりも VPEX3 の方が省電力化を実現でき
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ることが期待される． 
 総合的に比較すると，VPEX3 によって実装した DES 暗号回路の動的消費電力は ASIC 実装と比較し
て約 3 倍，FPGAと比較して約 1/2倍という結果となった．これより VPEX3 が ASIC と FPGA の中間
の動的消費電力性能を有していることが分かった．また待機時の静的消費電力では ASIC 同様今回の測
定方法では観測できないほど小さく，FPGAと比較して非常に小さくなることが判明した． 
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第 8章 VPEX4の提案と性能評価 
 













 VPEX3 のアーキテクチャに対応した専用の CAD システムを開発したことで，論理合成の結果から得
られる理論上の面積ではなく，実際に配置配線処理が成功した場合における Utilizationを考慮した実面
積を算出することが可能になった．図８．１に 7 章で紹介した VPEX3 の DES 暗号回路の面積を示す．
比較対象としてスタンダードセル方式で設計した DES 暗号回路の ASIC を用いた．ASIC は VPEX3 と
同様，動作速度制約は 3MHz，論理合成および配置配線では共に最小面積になるように面積制約をかけ










線処理が成功しないためである．すなわち Utilization が非常に低くなってしまう． セルベース ASIC
の場合では Utilizationは 70~90%が平均的な水準であり，大部分の領域が論理セルによって埋められる
デザインが標準的な回路ブロックの形となる．一方で VPEX3アーキテクチャによる実装では配線リソー
スの不足により，この Utilizationが 50%に満たないという結果になる．そのため，実面積における ASIC
と VPEX3の性能比較結果では差が非常に大きいものになる．  
 ISCAS’89ベンチマーク回路[1]を用いて配置配線処理が成功したときUtilizationの見積もりを行った．
その見積もりでは配置領域のUtilization を 20%から徐々に上げていき，トラック割り当て処理が完了し





図８．２のように，VPEX3 によって各回路を実装した場合，Utilization は回路規模の小さい s9234
でも約 52%，大規模の s38584 では 30%を下回るような，大部分が空論理セルで占められる構造になっ
てしまうことが確認できた．VPEX3アーキテクチャは LEのサイズが小さい上にいくつかの 3入力論理
ゲート素子を再現できるため，理論上は面積効率に優れる LE だと考えられていた．しかし実際は LE1
個当たりの配線リソースが少なく，さらにその少ないリソースを入出力ピンに割く必要があるため，配
線リソースを確保することが非常に難しいアーキテクチャとなってしまっている． このため VPEX3 ア




ーキテクチャの LEにおいて，DFFのような 2つの LEを用いて 1つのセルを再現する場合，2つの LE
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を接続する必要がある．しかし現状この 2 個の LE の接続には配線リソースを消費するほかに実現する


















 電源の供給 クロック供給 入力パターン リセット信号 
状態 1 あり あり ランダム OFF 
状態 1’ あり あり 遷移なし ON 
状態 2 あり なし 遷移なし ON 










実回路部 電流（状態 1）―電流（状態 1’） 






 実回路部 クロックツリー部 
VPEX3 0.998  1.985  






の 2/3以上を占めていることが判明した．また ASIC のクロックツリー部と比較すると同じ動作周波数に
おいて約 4倍の電力を消費していることも読み取れる．したがって VPEX3は ASICよりもクロックツリ
ー部の占める消費電力が支配的であることが分かる． 
VPEX3アーキテクチャでは，順序回路を実現するために LE配置領域の周囲の領域にマスターマスク











図８．５ 組み込みクロックツリーの構成（LEの行列が 100×100）の場合 
 
組み込みクロックツリーに用いているバッファは「初段バッファ」「二段目バッファ」「三段目バッフ
ァ」の 3 段階で構成されており，初段のバッファは 2 つの 2 段目バッファをドライブし，2 段目のバッ




PMOS，NMOS のトランジスタモデルを共に Slow モデル使用）時のクロックスキューをシミュレーシ
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クパルスが与えられ続けられている間，非常に大きな消費電力を発生させていることが懸念される． 
 図８．６は VPEX3 の組み込みクロックツリーをモデル化し，SPICE シミュレーションによって消費
電力の見積もりを行った結果である．クロックの周波数は 3MHz 動作とし，GND に流れる電流から消
費電力の見積もりを行った．グラフの縦軸はクロックツリー動作時の平均消費電力，横軸はクロックツ
リーに接続された DFF の個数を示している．またバッファごとに電流を測定している．このときの LE
配置領域のサイズは 10000個の LEを縦に 100個，横に 100個並べた場合を想定している．クロックツ
リーモデルのシミュレーションでは Cadence社の SPICE シミュレータ「Spectre」を用いた．  
 
 
図８．６ DFF数とクロックツリーの消費電力（クロック周波数 3MHz） 
 
結果より，組み込みクロックツリーの合計値では 100 個の DFF が接続されたときに約 1.58mW の消
費電力となった．この内，クロックツリー内部で消費電力の大きいバッファは 3段目バッファ（200個）
の合計値が支配的であることが分かる．  
















スタンダードセルの DFF 2.38fF 









図８．８ DFFの負荷容量の比較  



















VPEX2 から VPEX3 へ LE を改造した際は LE の面積を小さくすることに腐心した．しかしこれはメ




ク数の見直し，および LEサイズの最適化を検討した． LEの面積と Utilization はトレードオフの関係
にある．LEの面積を大きくすれば，より少ない LE 数で配線処理を完了させることが可能になるが，同
時に LE数当たりの回路面積も大きくなる．表８．４および図８．１０にベンチマーク回路に対して，１





表８．４ 配線リソース/LE毎の Utilization [%] 
 8本 
(VPEX3) 
10本 12本 14本 
s9234 52.40 97.20 97.20 97.20 
s13207 25.40 65.30 95.30 95.30 
s15850 33.20 71.30 95.00 95.00 
s38584 29.80 74.10 96.00 96.00 
 
 






LE１つあたりの縦横長を配線トラック数に応じて定義した．まず配線トラック 8 本時の LE の一辺の長
さを VPEX3 の縦横長である 6.0um と仮定した．この数値を基準にリソース数 1 本当たり縦横長が
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表８．５ 配線リソース実現に必要な縦横長の見積もり 
配線本数 縦横長[m] LEの面積[m2] 
8本 6.0 36.00 
10本 7.12 50.69 
12本 8.24 67.90 









s9234 s13207 s15850 s38584 
8本 14406.0 86400.0 72600.0 405600.0 
10本 9434.9 40950.0 40950.0 198198.0 
12本 10886.4 32289.6 35490.0 176610.0 





この配線リソース毎の面積見積もり結果には興味深い点がある．まず LE の配線トラックは従来の 8
本と比較して，それ以上のサイズの方が全体の面積が小さくなる．これは１LEあたりの配線リソースは
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10 本構成以上が望ましく，8 本構成では実装面積が非常に効率の悪い方式であったことを示している．
さらに 10本，12本，14本の比較を行うと大規模な回路では 12本，小規模な回路では 10本が最も効率
が良くなることが分かる． 
この結果より，必要 LE数が多くなる大規模回路を実装する際は，従来の１LEあたり配線リソース数
8本構造よりも 10本，あるいは 12本構造の方が最適解であることがわかる． 
 
（２）２LE間の接続方法の改良 
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図８．１３ インバータを追加した LEにおける DFFの再現 
 
 これは LEを構成する INV を１つから２つに増やすことで容易に実現することが可能である．VPEX3
の LE には INV をさらにもう一つ追加できるだけのスペースが余っていないため，これを実際に実現す
るため LEを改造しなければならない． 
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８．３ VPEX4アーキテクチャの提案 
 上記の改善点を組み入れた新しい VPEX アーキテクチャを提案する．このアーキテクチャを VPEX4
と呼称する．初めに VPEX4の LE構造について紹介する．図８，１５に LEの回路図，レイアウト図を，
表８．８に VPEX3 との LE 基本性能の比較を示す．LE のサイズは VPEX3 と比較すると縦横ともに長
くなっており，縦8.4m，横8.4mである．LEの面積同士を比較するとVPEX3の36m2に対してVPEX4
の LE 面積は 70.56m2 となっており，約 2 倍の大きさになっている．また VPEX4 の LE の再現可能
な論理ゲート素子は表に示すように 8種類増えて 30種類になっている．次に VPEX4アーキテクチャに
おける主な変更点・改良点を順に示す．  
 
（a）回路図          （b）スケマティック図 
 
図８．１５ VPEX4アーキテクチャの LE構造 
 
表８．８ VPEX3との LEの基本性能比較 
 VPEX3 VPEX4 
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（１） 配線リソースの拡大 
VPEX4 の LE1 個当たりの配線リソースは水平／垂直方向各１層ずつに 12 本構造となっており，
VPEX3の各 8本構造よりも 4本ずつ増えている．配線構造に関しては VPEX3アーキテクチャ同様メッ
シュ・ジャンパー構造を採用しており，配線アーキテクチャの大きな変更点はない．前節の配線リソー






LE では，VPEX3を構成する 3つ論理素子（AOI，NOR，INV）に加え，さらに INVを一つ追加した．
これにより 2つのことが可能になった． 
1 つは 3 入力 AND，および 3 入力 OR 論理ゲートの再現である．従来のアーキテクチャでは 3 入力
NANDと 3入力 NORは再現することができたが，インバータが 1 つ足りず，LE1つで ANDと ORの
論理ゲートを再現することができていなかった．VPEX4 では INV 素子の増加により図８．１６のよう







２つ目は DFF構成の改良が可能になったことである．これは後述の DFF構成の項目で説明する 
 
（３）新しい Flexible-AOIの実現 
 従来の Flexible-AOI は 3 入力 AOI をベースとしたものであった．これに改良を加えて，4 入力 AOI





また新 Flexible-AOI を利用して VPEX4 から新たに再現可能になった論理ゲート素子を図８．１８に
示す．Flexible-AOIと INVを組み合わせることで4種類の4入力論理素子を再現することが可能になる． 
 
 - 139 - 
 
 
図８．１７ 新たな Flexible-AOI構造 
 
 
図８．１８ 再現可能な 4入力論理ゲート素子 
 
（４）DFFの実現手法の変更 
VPEX3 アーキテクチャの DFF は入力負荷容量が非常に大きいため，サイズの大きいバッファセルを
クロックツリーの最終段に設ける必要があった．これはクロックツリーの動的消費電力が大きくなる原
因になっていた．VPEX4 アーキテクチャでは INV 素子を 2 つに増やしたことで，入力端子を直接クロ
ックドインバータやトランスミッションゲートに接続しない構造を形成することが可能になっている．
そのため入力容量を大幅に削減することが可能になる． 
図８．１９に新しい DFFを示す．また追加した INV の入力端子を DFF構成時の入力端子とした場合
の入力負荷容量の比較を表８．９に示す．VPEX3 と VPEX4 の DFF 構成時の入力負荷容量を比較する
と，およそ 1/3に削減されている．これによってクロックツリーが DFFの入出力端子を充放電する際に
発生する消費電力の削減が期待できる． 
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従来の DFF 再現時の LE 間接続には第 3 層のジャンパー配線を利用していいた．これによって DFF
上を水平方向へ跨ぐためのジャンパー配線のリソースが少なくなっており，Utilization の低下を招いて





図８．２０ LEの第 1メタル層の構造 
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（６）LAB内のクロックラインの変更 















































能評価用のベンチマーク回路として DES 暗号回路と AES 暗号回路の 2 つの回路を利用した，回路実装
には ASIC，VPEX3，VPEX4の 3通りの方法を用いた．面積の比較結果を表８．１０，図８．２３に示
す ． 




 （a）DES暗号回路               （b）AES暗号回路 
 ASIC VPEX3 VPEX4   ASIC VPEX3 VPEX4 
空論理 15856.1  274248.0  36409.0   空論理 61668.9  1560276.0  195098.4  
その他 
論理 
22495.3 60768.0  90528.5  
 その他 
論理 
109051.1 405936.0  688171.7  
BUF/INV 5019.03 14904.0  29705.8   BUF/INV 7951.1 50076.0  106898.4  
レジスタ 9483.3 10080.0  19756.8   レジスタ 26891.8 57312.0  112331.5  
合計 52853.8 360000.0 176400.0  合計 205562.9 2073600.0 1102500.0 
 
   
   （a）DES暗号回路               （b）AES暗号回路 
図８．２３ 面積の性能比較 
 
 今回の測定では，動作速度の制約条件はすべて 50MHzとして実験をおこなった．また ASICの配置配
線時の Utilization は 70％として配置配線を実行した．VPEX3と VPEX4に関しては，配置配線が成功
した中で最も面積の小さいくなった結果を性能評価に使用した． 
 結果を比較すると，DES暗号回路，AES暗号回路とも VPEX4の方が VPEX3よりも面積性能に優れ
た結果が得られた．DES 暗号面積においては VPEX3 実装時の面積は ASIC の約 6.8 倍であったのに対
して，VPEX4 の実装では約 3.3 倍まで小さくなった．また AES 暗号回路においては VPEX3 実装時の
面積が約 10.1 倍であったのに対して，VPEX4 の実装では約 5.4 倍まで小さくなった．よって VPEX4
は VPEX3の約 1/2倍の面積で同等の回路が実現できることが確認された． 
 次に消費電力の比較を行った．この比較では回路部を Synopsys社の静的解析ツール PrimeTimePXを
用いて解析し，クロックツリーの消費電力を Cadence 社の SPICE シミュレータ Spectre を用いて解析






（a）DES暗号回路                （b）AES暗号回路 
 ASIC VPEX3 VPEX4   ASIC VPEX3 VPEX4 
インターナル
パワー 
0.94 1.79 3.66 
 インターナル
パワー 
4.36 6.63 19.14 
スイッチング
パワー 
0.26 1.10 1.08 
 スイッチング
パワー 
0.39 1.62 1.59 
クロック 
ツリー 
N/A 26.93 9.39 
 クロック 
ツリー 
N/A 29.54 10.45 
合計 1.20 29.81 14.13  合計 4.75 37.79 31.17 
 
     




ASIC の約 2.4倍であるのに対して，VPEX4実装時は約 3.9倍となった．また AES暗号回路において，
VPEX3実装時は ASICの約 1.7倍，VPEX4実装時は 4.4倍となった．この結果より LEの消費する電力
は VPEX4の方が 2倍以上大きいことが分かった． 
次にクロックツリーの消費電力を合わせて比較を行うと，DES暗号回路においては， VPEX4の消費
電力が VPEX3の約 47％，AES暗号回路においては VPEX4の消費電力は VPEX3の約 82%となり，低
消費電力化を実現していることが分かった． 
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て自社製品のブランドを守るための重要な問題である．したがって LSIや IPコアを RE攻撃から保護す
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ている．そのため莫大な開発費をより多くの製品に分散する大量生産が主流である．しかしここに模造











































































































うため，解析に必要となるコストを上げることが RE 耐性を高めることに直結する．本節では RE耐性を
向上させる既存提案手法をいくつか紹介する． 
初めに解析が困難になるように金属配線の解析だけでは回路の構造を把握できないようにして ASIC
を設計する耐 RE 設計について２つ報告する．次に ASIC ではなくプログラマブルデバイスの一種であ
る FPGA を用いた RE対策デバイスについて報告する． 
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９．３．１ Wellドープを利用した耐 RE設計 



















９．３．２ 拡散抵抗を利用した耐 RE設計 
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抗を設けないことでシリコン基板上に抵抗器を形成することが広く知られている．これを拡散抵抗とい












図９．６ 拡散抵抗を利用したドープ材料の N+/P+による導通・非導通制御 
 
９．３．３ 不揮発性 FPGAデバイスの利用 
 フィールドプログラマブルゲートアレイ（FPGA：Field Programmable Gate Array）のようなメモリ
を使用して配線経路を決定するデバイスは，RE攻撃によって実装された回路構造を特定することはでき
ない． 
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Programmable Device）である．この DPDは Diffusion Programmable ROM（DP-ROM）とルックア
ップテーブル（LUT：Look-up Table）によって形成される．本章では DPDの構造や RE耐性を持つ根
拠などを論じる 
 























 図１０．３に拡散層にドープした型の違いによって実現した ROM の例を示す．図中の破線で囲われ
た拡散層がプログラム領域であり，製造時にドープする M+/P+を変えることで任意の 1bit を再現し，
OUT 端子からその値を取り出すことができる．図（a）の例では論理１の場合を示している．この場合
２つのプログラム領域を両方ともN+型にドープする．すると P-sub上のN+拡散と P-subは逆バイアス
によってフローティング状態になる．一方で n-well上のN+拡散は n-wellと接続関係にあり，また n-well
を VDDに固定していることから n-wellを介してVDDと接続されている．したがってOUT端子はVDD
に保持され，出力論理は 1となる．（b）では同様にして VSSに固定された p-subと P+拡散が接続され，

















multiplexer）を組み合わせることで LUT を再現することが可能である．この回路は 2 つの入力の組み
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図１０．６ DP-LUTにおける 2入力論理素子の再現例 










とが可能になる．この配線セレクタを用いることで DP-LUTと DFFを組み合わせた FPGA のなどに用






図１０．８ DP-LUT，DFF，セレクタを組み合わせた Logic Element 
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１０．３．２ 配線のリバースエンジニアリング対策案 
回路構造の解析をより困難にするためには LUTや LEの RE対策だけでなく，素子間の接続を偽装す
ることも効果的である．前述した DP-ROM のセレクタを利用して，FPGA のスイッチブロック（SB：
Switch Block）[1]やコネクションブロック（CB：Connection Block）[1]を作成することができる．下
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第 10章の参考文献 












 本章では DP-LUT の動作確認のために試作した評価用チップについて述べる．試作したチップには 3

























域で，今回の試作では論理１，論理 2にプログラムした素子を 2つずつ配置している． 
 
 






１の場合はコア電圧の最大値である 1.8V，論理 0 の場合は 0V となる．オシロスコープを用いて測定し
た結果を観測すると，論理値を１としてプログラムした DP-ROM は 1.8Vが出力されている．また論理
値 0 にプログラムした DP-ROM は 0V が出力されている．よって Diffusion 領域にプログラムした通り
の，期待した結果が得られていることが分かる． 






 本試作チップの DP-LUT 実装領域の拡大図を図１１．５に示す．チップには Bub-OR，Bub-AND，
XNORの 3種類の論理をプログラムした DP-LUTを搭載している．各入出力はチップの I/Oポートに接
続されており，外部から DP-LUT に対して信号を与えることが可能である．各 LUT に接続された各
DP-ROMは製造時に図１１．６に示すようにプログラムが施されており，図中の真理値表に沿って動作
することが期待される． 
次に DPD-LUTの実測定を行った．チップの動作検証では 2つの入力端子 A,Bのうち A端子にはファ
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図１１．６ 各 DP-LUTのレイアウト図とプログラム状態 
 
 図１１．７―９に各 DPD-LUTの出力電圧をプローブとオシロスコープを用いて測定した結果を示す．
図１１．７が Bub-AND，図１１．８が Bub-OR，図１１．９が XNORを再現したときの DP-LUTの入
出力波形をそれぞれ示している． 
 図１１．７の出力波形に注目する．DP-LUTの出力波形は Aが 3.3V，Bが 0V の時に 3.3Vを出力し，
それ以外の入力の組み合わせでは 0Vを出力している．これは図１１．６で示していた Bub-ANDの動作

























DP-LUT の解析を行った．解析では光学顕微鏡の他に走査型電子顕微鏡（SEM：Scanning Electron 
Microscope）として日立ハイテクノロジーズ社製の S-5200 SEM，集束イオンビーム加工観察装置（FIB：






子顕微鏡と呼ばれる．検出信号として 2 次電子が用いられ，電子線の照射座標と 2 次電子の総量を処理
することで画像を表示し，像を視認することが可能になる．またこのような 2 次電子から得られた試料

















クは行列 10×10の DPD-LUTをタイル状に敷き詰めた構造になっており，上段から順にそれぞれ 10種
類の異なる論理回路を再現している．図１１．１１中にある番号は表１１．２に対応しており，DP-LUT
のプログラム領域 S1～S4が N+/P+によってプログラムされている．表中の数値が 1の場合はN+が，0
の場合は P+が n-well/p-sub 上にドープされている．また行毎には同一の論理回路にプログラムされた
DP-LUTが並んでいる． 
 
図１１．１１ DP- LUTのアレイブロックと拡大図 
 
 
表１１．２ 各 DPD-LUTにプログラムされた論理 
 ① ② ③ ④ ⑤ ⑥ ⑦ ⑧ ⑨ ⑩ 
S1 １ ０ ０ １ １ ０ １ ０ ０ １ 
S2 ０ １ １ ０ １ ０ １ ０ １ ０ 
S3 ０ １ ０ １ ０ １ ０ １ ０ １ 
S4 １ ０ １ ０ ０ １ １ ０ ０ １ 
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ASIC によって開発された LSIよりも高い耐タンパ性を有していると考えることができる． 




（Voltage Contrast：VC）」と呼ばれる．さらに VC は入射電子の一部が試料表面に残ることによっても
生じるため，表面に帯電する電子と基板に吸収される電子の違いによっても発生する．これを Passive 











図１１．１５ N+/P+領域および n-well/p-sub領域の組み合わせによる接合ダイオード・抵抗の違い 
 
表１１．３ N+/P+領域および n-well/p-sub領域における表面電位・コントラストの違い 
 diffusion-type well/sub-type 表面電位 コントラスト 
N+/n-well n n 中（低）※ ２ 
P+/n-well p n 中（高）※ ３ 
N+/p-sub n p 高 ４（最も暗い） 
P+/p-sub p p 低 １（最も明るい） 
PN接合ダイオードのビルトイン電圧分 P+/n-wellの方が高電位になる 






もウェル領域と接続されており，well に吸収される電荷量は等しい．しかし P+/n-well は PN 接合ダイ
オードを構成しているためビルトイン電圧分の電位差が生じる．そのため抵抗接続の N+/n-well よりも










 diffusion-type well/sub-type 二次電子像 コントラスト 
N+/n-well n n 
 
２ 
P+/n-well p n 
 
３ 
N+/p-sub n p 
 
４ 








最後に FIB による二次電子像の解析結果に注目する．図１１．１４（c）は 12000 倍に拡大した 2 次
電子像である．FIBの 2次電子像についても SEMのものと同様にコントラストに違いがみられる．しか
し，こちらは N+/p-well のみが暗くなり，ほかの組み合わせではコントラスト比に明らかな差はみられ
なかった．よって p-sub 上にドープした N+/P+を判別することで，論理の 1/0 を解析することが可能に
なる．一方で n-well 上にドープした場合では判別ができず，RE 耐性を有していると考えることができ
る． 
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 SEM を用いた解析によって DP-ROM の論理タイプを判別することが可能であることが明らかになっ
た．これは DP-LUT を用いた論理回路でも，配線層をすべて除去し，SEM を使用するとリバースエン
ジニアリングが可能であるということを示している．次に SEMの仮想電圧や拡大倍率の設定を変更した
ときの 2次電子像を図に示す．図１１．１４（c）に示した設定は図１１．７（１）（a）に該当し，この
設定であれば N+/P+の判別を 2 次電子像から行うことができた．しかし異なる設定の場合ではコントラ
ストの明暗に差がなく，N+/P+の判別を行うことが不可能であることが分かる． 
 







図１１．１８ SEMの加速電圧/拡大倍率毎の 2次電子像の違い 
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また SEMの 1回の撮影によって回路全体の 2次電子像が得られるわけではない．このことから，リバ





成功している．したがって，拡散領域の N+/P+を変更する回路設計技術 DPD は一定のリバースエンジ
ニアリング耐性を持たせることに成功したといえる． 
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第 11章の参考文献 
[1] VDEC, "VLSI Design and Education Center Homepage",  
http://www.vdec.u-tokyo.ac.jp/  









 - 181 - 
 
第 12章 まとめと今後の展望 
 
１２．１ まとめ 




特定用途向け IC（ASIC：Application Specific Integrated Circuit）の初期開発コストを削減するため
に，ビアマスクのみを変更して論理回路を設計するビアプログラマブル・ストラクチャード ASIC
（VPSA：Via Programmable Structured ASIC)と呼ばれる低マスクコスト設計製造手法に注目した．（第
2章） 
より実装効率・性能のよいVPSAを実現するために，2008年に著者が所属する研究室提案されたVPSA
アーキテクチャの一つである Via Programmable Device using EXclusive-or logic array（VPEX）を含
め，従来 FPGAにおいて使用されてきた LUT型アーキテクチャをMPD化したデバイスの検討の検討を
行った．（第 3章） 
さらに，検討結果をもとに VPEX を改良した VPEX3 を新たに提案し，ベンチマーク回路を用いた性
能評価により他のMPDを含めて VPEX3の性能評価を行った．論理合成後の面積見積もりでは，他のア
ーキテクチャが ASICの約 5.6～13.5倍の実装面積であったのに対し，VPEX3の実装面積は ASICの約
2倍であり，面積性能の大きく改善できたことを示した．（第 4章） 
また客観的な性能比較を行うために他の研究機関（元智大学）で開発されているMPDアーキテクチャ
Via Configurable Logic Blockとの比較を行った．この比較ではベンチマーク回路に対して複数の制約条
件を与え，それぞれの面積，動作速度，消費電力の見積もりを行った．VCLB の面積，動作速度，消費
電力の各性能がそれぞれ ASICの 5.30倍，1.21倍，2.42倍であるのに対し，VPEX3では 2.33倍，1.09
倍，1.74倍と，VPEX3の方がより多くのベンチマーク回路・制約条件において性能の良い実装を実現で
きることを確認した．（第 5章） 
VPEX3を用いて大規模回路を実現するために専用の CADシステムを構築した．（第 6章） 
専用の CADシステムを用いて大規模な乗算器や DES 暗号回路の自動設計・チップ試作を達成した．
また DES 暗号回路の実機測定を行い，ASIC，FPGA で試作・実装した同一の回路との消費電力性能評
価を実施した．この比較より，VPEX3と ASICの消費電力差が約 3倍となることを確認した．また FPGA
の動的消費電力結果にスケーリング側を適用し，VPEX3と比較を行ったことで FPGAの 1/2倍の動的消
費電力を実現できていることを確認した．（第 7章） 
またこれらのチップを測定することで VPEX3 の新たな問題点として Utilization とクロックツリーの
消費電力が判明した．この２つの問題を解決するために LEを大きくすることで配線リソースを増やし，
また DFF の構成を変更することでクロックツリーの消費電力を削減した新しい VPSA アーキテクチャ
VPEX4を提案した．この VPEX4を評価するために暗号回路をベンチマーク回路とした面積，消費電力
の評価を行った．実装面積を考慮した比較において，VPEX4は VPEX3の約 1/2倍の面積になることを
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確認した．また消費電力では 18～53％の低消費電力化を実現した．（第 8章） 
またリバースエンジニアリングによる IPの模倣，および回路解析によるセキュリティ対策のために拡

















































本論文ではすべてメタル配線数が 5 層の Rohm180nm プロセスを使用して評価・試作を行っている．
現在の先端プロセス（22nm，16nm）では配線層の数が 10層以上になることも多い．本論文で提案した
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図１２．１ 電源電圧の抵抗操作による ROM 
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