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1How Many Mice Make an Elephant?
Modelling Flow Length and Size Distribution of
Internet Traffic
Piotr Jurkiewicz, Grzegorz Rzym, Piotr Boryło
Abstract—The efficiency of numerous proposed flow-oriented
networking mechanisms strongly depends on traffic character-
istics and should thus be assessed using accurate models. For
example, in the case of algorithms, which are based on the
distinction between elephant and mice flows, it is extremely
important to ensure realistic flows’ length (in packets) and size (in
bytes) distributions. Credible models or data are not available
in literature. Numerous works contain only plots roughly pre-
senting empirical probability density functions and cumulative
distribution functions of selected flow parameters, however, none
of these papers provide distribution mixture models or reusable
data.
This paper presents a complete tutorial on constructing net-
work flow models from traffic traces. The proposed methodology
is universal and can be applied to traffic traces gathered in any
network. Apart from the methodology, we also provide an open
source software framework which make it possible to analyse flow
traces and fit general mixture models to them. To the best of our
knowledge, this is the first work that provides such a universal
methodology together with fully a usable software framework.
Additionally, we utilise the proposed methodology and software
to extract accurate models of flow length and size from real traffic
traces. Traces were collected at the Internet-facing interface of the
university campus network and comprise four billion flow (275
TB of transmitted data). Thus, this work also provides a realistic
model of traffic, which can be used to assess a variety of flow-
oriented solutions under the assumption of realistic conditions.
Index Terms—flows, traffic, models, statistics, distribution,
mixtures, elephant, mice, SDN
I. INTRODUCTION
Flow-oriented switching and routing has been gaining the
attention of researchers for a long time. It can be advantageous
in comparison to per-packet switching, especially with regard
to traffic engineering, QoS or security. For example, flow-
based routing enables multipath and adaptive approaches,
which is impossible to achieve in per-packet routing due to
routing loops and route-flapping constraints, respectively.
For years, flow-aware networking concepts were present
only in academia. Recently, due to hardware developments,
it finally became possible to design flow-oriented switches.
However, the efficiency of numerous solutions proposed in
the literature strongly depends upon on traffic characteristics,
and thus, should be assessed based on real traffic models.
An example of such solutions are traffic engineering mech-
anisms exploiting the heavy-tailed nature of IP flows. To
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the best of our knowledge, the first paper exploring such
a possibility is [1], in which the authors proposed heuristic
that differentiates traffic into elephant and mice flows. Then,
assuming that elephant flows have a more significant impact on
network performance, this type of traffic is adaptively routed
to the current network load, while flows classified as mice
are handled using the shortest paths. Recently, the heavy-
tailed nature of IP flows is exploited to reduce management
overheads in SDN. For example, in work [2], the authors
employed a reinforcement learning approach to detect elephant
flows in advance to limit the number of flow entries in
forwarding tables.
The efficiency of these, and the vast number of other
mechanisms, strictly depends on the elephant to mice ratio.
Therefore, to reliably evaluate them, realistic distributions
of flows’ length and size must be ensured. Unfortunately,
such a data is not available in the literature. Although the
authors of [1] used distributions extracted from their own
traffic measurements, the data is outdated (collected in 1997).
Moreover, their traffic trace was limited to only one week and
they did not provide any reusable data. By contrast, the authors
of [2] assumed a 1:9 constant ratio between elephant and mice
flows and flow sizes of 25.6 MB and 256 KB, respectively.
These assumptions are not only arbitrary, they also often do
not correspond to reality, as we prove in this work.
The provided examples reveal a lack of realistic models,
which negatively impacts on the credibility of results presented
in such papers. Moreover, different and arbitrary assumptions
in various works exclude the possibility to effectively compare
different solutions. As we show in related works, all the
papers attempting address this issue provide plots presenting
empirical probability density functions (PDFs) or cumulative
distribution functions (CDFs) of selected flow parameters at
best. None of these papers provide distribution mixture models
or reusable data.
The aim of this paper is to fill the void in the current state
of the art. Firstly, we established a methodology to analyse
flow records gathered from the network and construct flow
models that accurately describe the traffic. We present this
methodology with a tutorial covering the following steps:
• collecting flow records,
• cleaning the data,
• merging split flow records,
• data binning and plotting,
• fitting mixture models to data,
• generating realistic traffic based on constructed models.
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2For each step, we provide tips and highlight caveats and
possible pitfalls. In addition to the methodology and tutorial,
we provide an open source software framework comprising
tools aimed at performing these steps. The framework is
designed with big data analysis capabilities in mind. Specifi-
cally, it supports out-of-core computing, making it possible to
analyse data which exceeds available memory. Furthermore,
most processing steps can be scaled horizontally using the
well-established map-reduce technique. Therefore, provided
implementation is not limited in terms of the number of
processed flow records. Together, the provided methodology
and framework create an opportunity for any interested parties
to extract traffic characteristics from their networks and val-
idate any potential mechanisms before applying them in the
production environment.
To prove the above fact, we use the framework to apply
the methodology to the real traffic traces in order to extract
models of flow length and size. Traces cover a thirty-day
period of flows (four billion flows, 275 TB of transmitted data)
and were collected on the Internet-facing interface of a large
university network. Flows number, and total sum of packet
and octet distributions are extracted, analysed and modelled
as functions of both flow length (in packets) and flow size
(in bytes). In previous works, only selected distributions were
presented, without any models or numerical parameters (see
Related Works). Finally, along with the framework source
code, we make the data publicly available:
https://github.com/piotrjurkiewicz/flow-models
All of this makes our results reusable and fully reproducible,
increasing the value of the tutorial part of this work. Addi-
tionally, due to applying big data techniques, we were able
to extract statistics based on billions of flows. This is several
orders of magnitude more than in previous analyses which
mostly comprised tens of millions of flows.
II. RELATED WORKS
To our knowledge, no other paper jointly provides tutorial-
style methodology to extract accurate flow characteristics.
Furthermore, we are unaware of either any software frame-
work able to determine such characteristics or any previous
work providing reusable flow model reflecting general Internet
traffic. Some works provide only selected traffic properties,
without trying to fit accurate mixture models. Such works are
briefly introduced below.
The contribution of paper [3] is the most similar to our
work. The authors also calculate flow statistics based on the
traces originating from NetFlow protocol. The output of the
performed analyses are empirical CDFs of flow length, size
and duration. What distinguishes work [3] is that the authors
also fit particular distributions to the data and provide complete
descriptive parameters. However, the achieved accuracy is
much worse than our work. This is mainly due to the fact that
single distributions are considered instead of mixtures utilized
in our models. Furthermore, a very important difference is
that the authors in [3] examine only selected transport layer
ports, representing applications like P2P, Web and TCP-big.
Therefore, the proposed models cannot be used to represent
general Internet traffic.
Plots presenting empirical CDFs of flow length, size and
duration are also presented in [4]. However, source data is
outdated (originates from traces collected in 2004) and instead
of fitting distributions, the authors only provided values of
functions at selected subsets of points.
More recent data was used in [5], where the authors
analysed traffic traces collected in 2012 and originating from
the CAIDA1 and Budapest University Campus Internet facing
port. However, the provided output is limited solely to the
graphical presentation of CDFs of overall, flow and packet
sizes. Additional contributions concern to some analyses of
packet inter-arrival times and considerations about the contri-
bution of elephant flows to the overall traffic.
The output of traffic analyses is even more limited in [6],
where the authors provide only CDFs of flows and total
bytes in function of flow duration. However, the paper is
worth mentioning due to its valuable contribution regarding
methodology aimed at merging flow records based on packet
headers. Finally, no distributions are presented in [7], where
authors focused on other important aspects. They provided
a plot presenting the contribution of different flows to the
overall traffic. Such analyses can be especially useful to
evaluate mechanisms based on the distinction between mice
and elephant flows. Unfortunately, the work does not provide
any reusable numerical data.
In addition, there is a series of works that refer to extracting
the distribution of flows from packet samples: [8], [9], [10]
and [11]. These papers are orthogonal to our work as their
main focus is on the estimation of distributions from sampled
traffic (incomplete data), which was out of consideration of
this work.
None of the works provide parameters of distribution mix-
ture models fitted to the network traffic that can be considered
as an approximation of the general Internet load. Furthermore,
only selected works provide numerical values of distributions
at selected points, while most of them are limited to graphical
presentation of CDFs plots. Moreover, none of these papers
provide any software.
III. TUTORIAL
This tutorial covers consecutive steps of the methodology
aimed at collecting and analysing flow traces gathered from the
network, as well as constructing flow models that accurately
describe the traffic. For each stage, numerous tips and possible
pitfalls are provided to reveal all the lessons learned during
the research.
The overall data pipeline is as follows. First, all flow records
have to be collected. Next, before any further processing,
cleaning and filtering have to be applied to the data. Since long
lasting flows may be reported multiple times due to triggering
procedures in the exporters, such flow records have to be
discovered and merged back. The next step is reduction of
data passed to the modelling procedure by binning it. Fitting
of a general mixture model, approximating the collected data,
follows afterward. Fitted model can be used to mimic real
traffic in simulators or traffic generators.
1http://www.caida.org
3A. Collecting of flow records
The collecting of flow records is the starting point for
constructing a network flow model. This step is crucial for
obtaining accurate flow feature histograms and resulting mix-
ture models. In this paper we assume that flow records are
collected by the network equipment (hardware or software).
The well known solutions allowing this are Cisco NetFlow,
IPFIX and sFlow. The most common architecture of such
concepts consist of two main components: an exporter that
is responsible for creation of flow records from observed
traffic and a collector that collects and processes flow records
generated by the exporter.
Most importantly, packets must not be sampled by the
exporter. Packet sampling techniques introduce bias to the col-
lected data, which must be compensated for. The estimation of
flows features histograms from sampled data was extensively
studied in [8], [9], [10] and [11], and falls outside scope of
this paper. NetFlow and IPFIX exporters usually can operate
in non-sampling mode. This is not always the case for sFlow,
which sometimes imposes mandatory sampling. Therefore,
before starting data collection, hardware or software must be
configured to work in a non-sampling mode.
The software framework provided by us is designed to be
used primarily on the top of the nfdump toolset2. nfdump
is an open-source framework used to collect and process
flow records. It supported preliminarily NetFlow data only,
but extensions for processing other flow record formats were
implemented afterwards. It stores flow records in nfcapd
binary file format, which is the input format of our framework.
This means that our framework can be used to analyse flow
records collected in all formats supported by nfdump, which
currently are: NetFlow v1, v5/v7, v9, IPFIX and sFlow (both
IPv4 and IPv6).
Other important configuration parameters regarding the ex-
porter are timeouts. In the case of NetFlow, these are:
• inactive timeout,
• active timeout.
Inactive timeout is the time, after which the particular flow
record is exported under the condition that the exporting
process does not collect any packet belonging to that flow. This
means that packets with the same flow-defining key values,
collected before reaching inactive timeout will be considered
as a single flow, and those collected after the timeout will be
considered as a separate flow. The value of this timeout is a
matter of flow definition. For example, in the case of flowlet
research, one would set this parameter to some subsecond
value. This parameter strongly affects the resulting traffic
model.
Active timeout defines the time after which particular flow
record is exported even when the flow is still active. The
aim of this parameter is to limit the amount of memory
required to store active flow records and counters in the
exporter. In an ideal situation, it should not affect collected
flow features as split records are merged back (see below).
However, the process of flows splitting performed by an
exporter can introduce errors. Therefore, the timeout should
2http://github.com/phaag/nfdump
be set to the highest value possible for particular hardware
under expected load.
B. Cleaning the data
Collected data must be groomed before performing the next
steps. The exporter often generates flow records from multiple
interfaces of a single device, so the same flow is reported as
incoming flow on a one interface and as outgoing flow on
another one. Moreover, it may happen that collector gathers
data from multiple devices deployed within the same network,
so the same flow may be reported multiple times by multiple
exporters. Therefore, it must be ensured that data contains
only flow records from a single interface of a single device.
Moreover, we have noticed that NetFlow hardware exporters
sometimes provide corrupted flow records characterised by
implausible durations, which need to be filtered out as well.
The nfdump command line tool can be used to filter out flow
records in the nfcapd format.
C. Merging of flow records
Flows which were split into separate records due to the
active timeout must be merged back into a single record in
order to obtain accurate flow length, size or duration values.
There is no software available to perform this operation so we
developed a dedicated tool, available in our framework.
The methodology of flow merging is as follows. All
flow records are processed in order of appearance. When
a flow with a duration shorter than active timeout −
inactive timeout is encountered, it is dumped immediately
as it is too short to be considered as a flow which was split
due to active timeout. In the beginning, we were dumping
flows with a duration lower than active timeout, but this
was a pitfall because NetFlow agents do not always export
active flow records accurately on active timeout. Instead, the
export of active flows start after a delay approximately equal
to active timeout − inactive timeout, so this time should
be used as a decision threshold.
Flows with a duration greater than active timeout −
inactive timeout are considered as potential candidates to
merge with subsequent flow records. Therefore, instead of
being dumped, they are temporarily cached. When a new
flow record with the same key is encountered, it is verified
if the arrival time of the first packet is within the inactive
timeout interval of the last packet of the cached flow. If so,
these flow records are merged by summing their packets and
octet counters and adjusting the first and last packet arrival
times. Otherwise, the cached flow is dumped immediately and
the new flow is either cached or dumped depending on the
condition indicating if it can be considered as a candidate to
merge.
An additional lesson learned is that some portion of the
flow records is erroneous. For example, a timestamp of the
first packet of one flow is within the period when another
flow with the same key is active (between its first and last
packet timestamps). Such flow records are also filtered out
by our merge tool. For example, in case of our campus data,
erroneous flow records accounted for 0.0046% of all collected
records.
4D. Data binning
Data binning is a step aimed at reducing the amount of
data processed. We took advantage of the fact that next stages
aimed at fitting and plotting do not have to be performed on
complete flow records. Instead, they can operate on histograms
(frequency distribution tables), calculated by binning flow
records into buckets according to the selected parameter (such
as flow length or size). Histogram files can also be easily
published as they are many orders of magnitude smaller and,
unlike flow records, do not contain private information such as
IP addresses. We provide a tool called hist which performs
flow binning and outputs histogram file in CSV format.
Binning the data into buckets of a width equal to one gives
the most precise histogram. However, the resulting number of
bins can be huge. This is especially problematic in the case
of values of high granularity, such as flow sizes. Each distinct
flow size results in a separate bucket entry, which means that
for large flows, there are actually separate buckets for each
flow. For example, in case of our campus data 4 billion flows
resulted in 905 thousand separate buckets, yielding a 285 MB
CSV file.
The solution to the above problem is to use bins of variable
widths. For short and small flows, it is desirable to keep precise
bins as they account for the vast majority of flows. However,
precise bins are not essential for large flows. Therefore, loga-
rithmic binning is the most appropriate scheme. Logarithmic
binning can also significantly reduce size of histogram files.
In our case it reduced the number of buckets to 44 thousand,
which is a reduction by 95%. Information loss introduced by it
is negligible for the accuracy of fitted mixtures and CDF plots,
however, it introduces distortion for PDF plots. Therefore, it
must be appropriately compensated for.
In the case of empirical PDF line plots, the best option
is to firstly calculate the interpolated CDF, and second, to
differentiate it in order to obtain the PDF line. Such an
approach allows circumventing the distortion introduced by
variable width binning. The problem appears with plots of
PDF datapoints. As it can be seen in Figure 1, variable-width
binning bumps up number of flows in bins wider than one.
The correct way to compensate that boost is to divide sums in
each bucket by the distance to the next non-empty bucket. This
normalization procedure is implemented in the plot module
in our framework, which can be used for plotting histograms,
as well as fitted mixtures.
E. Fitting of mixture models
The fitting of the probability distribution to the series
of the observed data is a process of finding a probability
distribution and its parameters. However, due to the complexity
of Internet traffic (many network applications and different
users’ behaviour) single distribution cannot be fitted to the
collected data. In such a situation, a mixture of distribution
can be used. Such a model is a collection of other well known
distributions called mixture components.
Finding mixture components and their weights is not a
trivial process, especially when compared to the process
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Fig. 1. Distortion of PDF datapoints due to variable-width binning.
of single distribution fitting where maximum-likelihood es-
timation (MLE) can be applied. To estimate the parameters
of a statistical model composed of mixture components, a
more sophisticated method must be used. One of the most
commonly used machine learning algorithms for this purpose
is the Expectation-Maximisation (EM) algorithm, which was
also used by us. For details regarding the EM algorithm see
[12] or our implementation [13].
We have implemented the EM algorithm in a tool fit,
which is a part of our framework. It takes flow histogram CSV
file as an input and performs distribution mixture fitting. In
order to start the EM algorithm, an initial distribution mixture
has to be provided. Its parameters are then iteratively refined
in order to find the local optimum. Our tool can receive an
initial distribution mixture from a user, but it can also generate
an initial mixture for a particular dataset on its own.
Currently, uniform, normal, lognormal, Pareto, Weibull and
gamma distributions can be used in mixtures fitted by our tool.
However, we have discovered, that uniform and lognormal dis-
tributions are usually sufficient to provide an accurate mixture
model of flow lengths and sizes. They have an advantage of
being fast to fit, since their maximization steps have analytical
solutions, whereas some other distribution parameters (Weibull
or gamma) must be calculated using numerical optimization
methods. Another advantage is that they are widely imple-
mented, so distribution mixtures composed of them can be
usable in various network simulators and traffic generators.
Flow lengths and sizes are quantized values, so they should
be approximated using discrete distributions. However, contin-
uous distributions are considerably easier to model and use. In
order to use continuous distributions for accurate modelling of
a discrete data, it is required to properly handle them during
fitting steps. Our implementation can be consulted for details
on this [13]. Moreover, values generated using such models
must be properly rounded, which is described in the next
section.
It is more important to ensure accurate fitting for short and
small flows, because they account for the majority of traffic.
There are very few flows at the tail (which can be seen on
PDF plots), so excessively accurate fitting to them would result
5in an overfitted model. For example, flows of length of one
and two packets make up more than 50% of total number of
flows, since they are generated by special phenomena, like port
scanning or DNS queries. Therefore, it is most beneficial to
model such flows using uniform distributions and use heavy-
tailed distributions (like lognormal) for longer flows. In case
of our campus data, we discovered that modeling flows up to 6
packets with uniform distributions and the rest with lognormal
gives the best results. Such a mixture is in fact a hybrid
discrete-continuous mixture.
F. Generating flows from models
In order to be used for benchmarking of network mecha-
nisms, constructed models must enable the generation of traffic
the distribution of which should exactly match that of the used
models.
Firstly, flows distribution mixture must be used to generate
a random sample of flow length or size. A single distribu-
tion, randomly chosen from a mixture according to specified
weights, has to be used to generate a random value. In case
of the scipy.stats package, the rvs method can be used
for this purpose. Next, in the case of non-continuous variables,
such as flow length or size, the generated value must be
rounded to the next nearest integer (by truncating the fractional
part and adding one). In the case of flow size, values lower than
the minimum packet size (64 bytes in the case of Ethernet)
must be also rounded up to the minimum packet size.
As we have discovered, the average packet size depends
on flow length/size. Therefore, in order to accurately model
the amount of traffic generated by particular flows, one has to
obtain an average packet size for flow of selected lenght/size.
In order to do this the value of PDF of octets at given
sample point must be obtained (PDF should be calculated by
differentiating the CDF of mixture). Value of PDF of octets
should be divided the value of PDF of packets, obtained in a
similar way. In the end, the resulting value has to be multiplied
by the average packet size of the used model.
The tool generate in our framework implements the
methodology described above and can be used as a reference
how to properly generate flows from distribution mixtures.
IV. CAMPUS TRAFFIC MODEL
We applied the methodology described in the tutorial to the
real traffic traces in order to extract models of flow lengths
and sizes. We collected NetFlow records of all flows passing
through the Internet-facing interface of the AGH University
of Science and Technology network over 30 consecutive days.
In total, we collected over four billion flows comprising 317
billion packets. The amount of transmitted data was over
275 TB. Table I presents statistics of the collected flows.
Dormitories, populated with nearly 8000 students, generated
69% of the traffic. The rest of the university (over 4000
employees) generated 31%. In the case of dormitories, 91%
of traffic was downstream traffic (from the Internet). In the
case of rest of the university, downstream traffic made up 73%
of the total traffic. Therefore, statistics and models presented
TABLE I
STATISTICS OF COLLECTED FLOWS
Dataset name agh 201506
Exporter Cisco router
L2 technology Ethernet
Sampling rate none
Active timeout 300 seconds
Inactive timeout 15 seconds
Number of flows 4 032 376 751 flows
Number of packets 316 857 594 090 packets
Number of bytes 275 858 498 994 998 bytes
Average flow length 78.578370 packets
Average flow size 68410.894128 bytes
Average packet size 870.607188 bytes
in this paper can also be considered as representative of
residential traffic.
Figures 2 and 3 show flows, packets and octets distributions
as functions of flow length and flow size, respectively. Starting
from the upper left plot, CDFs are presented on a single
plot. The next plots show PDFs, each on a separate plot. The
coloured solid lines present CDFs and PDFs inferred from the
data (empirical distribution functions). Histograms of collected
datapoints are also shown on PDF plots. The more intense the
colour of a bin, the more flows are present in it.
Black solid lines are calculated from the fitted mixture
models. Presenting them on the same figures as data allows
graphical assessment of fitting accuracy. Moreover, on PDF
plots, each mixture component is plotted as a dashed line.
Figure 4 presents average packet sizes for flows of particular
lengths and sizes, respectively. It can be seen that longer/larger
flows have a greater average packet size. This causes the gap
between total packet and octet CDFs, which can be seen in
Figures 2 and 3. If the average packet size was constant and
independent from flow length/size, packet and octet CDFs
(green and blue lines) would overlap. The minimum packet
size was 64 bytes and the maximum packet size was 1522
bytes, which means that IEEE 802.1Q VLAN tagged Ethernet
frames were observed in the trace.
Finally, we provide mixture models fitting the distributions.
They consist of uniform and lognormal distributions. The
mixtures along with their parameters are provided in the
Appendix A and also in our GitHub repository [13].
TABLE II
SELECTED VALUES OF EMPIRICAL DISTRIBUTION FUNCTIONS
Flows of length up to Make up %
(packets) of flows of packets of octets
1 47.8326 0.6087 0.1047
2 65.3421 1.0544 0.1728
4 74.8933 1.4696 0.2537
8 84.1319 2.1958 0.4412
10 86.5086 2.4832 0.5343
100 97.3478 6.3895 2.4322
1000 99.4544 14.3271 8.0737
10000 99.8922 30.3569 22.8925
100000 99.9896 67.8990 61.0966
1000000 99.9998 93.5945 92.1873
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Fig. 2. Distribution plots in function of flow length (number of packets).
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Fig. 3. Distribution plots in function of flow size (amount of bytes).
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Fig. 4. Average packet size in functions of flow length and flow size.
The provided plots and models can be used to answer the
title question: How many mice make an elephant? Flow CDF
tells what fraction of flows are flows of up to given length.
Packets and octets CDFs tell what fraction of overall traffic
is contributed by these flows. The Table II presents selected
values derived from the collected data. For example, it can
be seen that flows up to 1000 packets comprise 99.45% of
all flows in the network, but they are responsible only for
roughly 8% of transmitted data. Therefore, a hypothetical
traffic engineering mechanism interested only in flows larger
than 1000 packets would have to process only 0.55% of flows,
but would still cover 92% of overall traffic.
V. CONCLUSION
The contribution of this paper is fourfold. Firstly, it provides
a complete tutorial on methodology aimed at constructing
network flow models from flow records.
Secondly, a ready-to-use and scalable framework imple-
menting this methodology is published as an open source
software. Due to applying big data techniques it scales hori-
zontally and can be used to process an unlimited number of
flow records and fit distribution mixtures to them.
Thirdly, the paper presents an example of applying the
methodology to analyse flow records collected at the Internet-
facing interface of the campus network. Flows number, and
total sum of packet and octet distributions are extracted,
analysed and modelled as functions of both flow length and
flow size. Models are represented by complete distribution
mixtures provided with parameters. They are based on billions
of flows which is considerably more comparing to the previous
analyses mostly comprising tens of millions of flows and can
be treated as an approximation of the general Internet traffic.
Last but not least, the presented models can be utilised as
a unified benchmark enabling the comparable assessment of
novel flow-oriented solutions, algorithms, and concepts. This
makes this work timely and relevant as flow-based approaches
have been gaining attention over recent years. There is no
other similar work giving such a reusable contribution. The
expected impact is probably unlimited because each novel
network flow-oriented mechanism should be validated under
realistic assumptions regarding the system load.
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8APPENDIX
Each mixture is provided as a JSON object. The sum field is the sum of the flows/packets/octets in the dataset. These sum
values can be used for the calculation of the average packet size from the provided distribution mixture models. The mix field
contains an array of distribution components which form a mixture. Each component is represented by an array, containing
its weight, the scipy.stats distribution name and distribution parameters. For generating samples from the provided
distribution mixtures, one should follow the methodology described in the tutorial or use the generate tool provided in the
framework.
Mixture model: flows(length)
{
"sum": 4032376751,
"mix": [
[0.3050265769901237, "uniform", [0, 1]],
[0.2484198800441619, "uniform", [0, 2]],
[0.06366063664158106, "uniform", [0, 3]],
[0.049216499659328734, "uniform", [0, 4]],
[0.00931559166293732, "uniform", [0, 5]],
[0.08217474157187248, "uniform", [0, 6]],
[0.13126374982514846, "lognorm", [0.5207023493412835, 0, 7.8055992790704085]],
[0.07328615421743477, "lognorm", [0.7701056575379265, 0, 22.10972501544739]],
[0.0292891264871594, "lognorm", [1.1252645297342514, 0, 128.6451515069839]],
[0.00834704290025077, "lognorm", [1.98383694524085, 0, 1084.4707584768782]]
]
}
Mixture model: packets(length)
{
"sum": 316857594090,
"mix": [
[0.002110368287712165, "uniform", [0, 1]],
[0.005204902009087457, "uniform", [0, 2]],
[0.0008611208380640299, "uniform", [0, 3]],
[0.0001953848185699079, "uniform", [0, 4]],
[1.9081822832806864e-06, "uniform", [0, 5]],
[0.0048883553554204375, "uniform", [0, 6]],
[0.02710154435301931, "lognorm", [0.9402388599292199, 0, 17.389638035271467]],
[0.46884288920105865, "lognorm", [2.683257909795451, 0, 7959.875774748725]],
[0.3938789200857053, "lognorm", [1.0517807783252187, 0, 78648.30394527224]],
[0.09691460686907521, "lognorm", [2.1747855564359075, 0, 788388.3862527548]]
]
}
Mixture model: octets(length)
{
"sum": 275858498994998,
"mix": [
[0.0005522188937705094, "uniform", [0, 1]],
[0.0006733419371011684, "uniform", [0, 2]],
[8.712450629315575e-08, "uniform", [0, 3]],
[1.7242898989451478e-07, "uniform", [0, 4]],
[1.4615786843822656e-08, "uniform", [0, 5]],
[0.0004861299541601516, "uniform", [0, 6]],
[0.025410773535068393, "lognorm", [1.4734220306634367, 0, 60.469099992767916]],
[0.47888389261362085, "lognorm", [2.3777777137900578, 0, 17998.560650283638]],
[0.3478874901495348, "lognorm", [0.918261689867093, 0, 97153.89719008311]],
[0.14610587874746267, "lognorm", [2.396148205892031, 0, 458689.5696009558]]
]
}
9Mixture model: flows(size)
{
"sum": 4032376751,
"mix": [
[0.4497906361559653, "lognorm", [0.34175078391897473, 0, 106.17447355160313]],
[0.20202529703475075, "lognorm", [0.5101817117978749, 0, 277.73794315036764]],
[0.2686551405035664, "lognorm", [1.2405299798036613, 0, 1000.0941580632929]],
[0.06652202844011777, "lognorm", [1.4510132712335742, 0, 12992.64628652292]],
[0.011003511443540722, "lognorm", [1.3716682216232716, 0, 278972.7874496522]],
[0.001570538499585385, "lognorm", [1.170402255965132, 0, 4887559.237376043]],
[0.0002925762771732014, "lognorm", [1.5106655494771746, 0, 28030827.245908234]],
[0.0001402716452871713, "lognorm", [0.7079250058775732, 0, 83182771.95854142]]
]
}
Mixture model: packets(size)
{
"sum": 316857594090,
"mix": [
[0.009407207382008115, "lognorm", [0.5695089083828208, 0, 168.31483058105243]],
[0.17312295812379824, "lognorm", [2.7595401317975137, 0, 93883.02798770367]],
[0.43986216271614037, "lognorm", [1.7858675869849288, 0, 6774471.650628629]],
[0.2839171547563737, "lognorm", [1.0961958581817297, 0, 154533356.68405333]],
[0.09369051702167534, "lognorm", [2.1426387348075004, 0, 1030601669.605034]]
]
}
Mixture model: octets(size)
{
"sum": 275858498994998,
"mix": [
[0.0011944051253869015, "lognorm", [0.639216663545883, 0, 205.39570145352724]],
[0.06609513687071847, "lognorm", [2.5939755817036816, 0, 201801.50782694208]],
[0.539352749818114, "lognorm", [2.318501256979259, 0, 36854408.800504126]],
[0.2985706291899, "lognorm", [0.8779242559828179, 0, 149420884.33002707]],
[0.09478707899587897, "lognorm", [2.325330311848167, 0, 1131537916.3934507]]
]
}
