This paper uses a question-and-answer format to present the technical aspects of interrupted time-series analysis (ITSA). The reader should understand that he or she will not be able to perform an ITSA as a result of reading our paper. It is not intended as a cookbook for performing an ITSA. It is instead a description of the novel aspects of ITSA written in reasonably ordinary language. We have written the material that follows in a questionand-answer format. This format allows the reader the options of obtaining an answer to a specific question by turning to the relevant portion of the paper or obtaining a general understanding of ITSA and related issues by reading the paper straight through. 
This paper uses a question-and-answer format to present the technical aspects of interrupted time-series analysis (ITSA). Topics include the potential relevance of ITSA to behavioral researchers, serial dependency, time-series models, tests of significance, and sources of ITSA information.
DESCRIPTORS: data analysis, methodology, serial dependency, statistics, time-series analysis Various techniques have been proposed to aid in judging the significance of change in individual subject research. These decision aids include visual analysis of graphic displays and rule-of-thumb, as well as formal inferential procedures applied to descriptive statistics. Perhaps the most suitable statistical procedure for analyzing individual subject data is interrupted timeseries analysis (ITSA). Unfortunately, however, ITSA is technically complex, and at present there are few papers that bridge the gap between the elementary description by Jones, Vaught, and Weinrott (1977) and the more complex mathematical presentation by Glass, Willson, and Gottman (1975) . This paper is intended to help bridge that gap and hence ease the pains of entry into the technical ITSA literature.
The reader should understand that he or she will not be able to perform an ITSA as a result of reading our paper. It is not intended as a cookbook for performing an ITSA. It is instead a description of the novel aspects of ITSA written in reasonably ordinary language. We have written the material that follows in a questionand-answer format. This format allows the reader the options of obtaining an answer to a specific question by turning to the relevant portion of the paper or obtaining a general understanding of ITSA and related issues by reading the paper straight through.
Q: What is interrupted time-series analysis?
A: Interrupted time-series analysis is a statistical method for analyzing temporally ordered scores to determine if an experimental manipulation, a clinical intervention, or even a serendipitous intrusion, has produced a reliable change in the scores. Unlike other decision aids, such as visual analysis or analysis of variance, ITSA accommodates serial dependency, a common property of single organism behavioral scores. Serial dependency violates assumptions underlying traditional statistical models, such as the analysis of variance (Glass et al., 1975; Gottman & Glass, 1978) , 543 1980, 133, [543] [544] [545] [546] [547] [548] [549] [550] [551] [552] [553] [554] [555] [556] [557] [558] [559] NUMBER 4 (WINTER 1980) and appears to hinder the use of visual analysis as well (Jones, Weinrott, & Vaught, 1978) .
Q: Why might a behavioral researcher be interested in ITSA? A: The usual visual method for the analysis of experimental effects may be unreliable in two important cases: when the experimental effect is small or otherwise difficult to detect, and when the observations are serially dependent. If neither of these conditions exists in a given study, then visual analysis of graphic representation of data will probably produce reliable inferences about the effects of a manipulation (see Parsonson & Baer, 1978, and Tukey, 1977 , for a thorough discussion of graphic analysis).
In the first case, when an experimental effect is small or difficult to detect, one or more of the following tends to occur: (a) the results of visual analysis will be less reliable when the effects of manipulations are small; (b) baseline trends or cycles are hard to separate from the behavior changes caused by the manipulation; and (c) the eye has trouble distinguishing real behavior change from random behavioral fluctuations when scores are highly variable. Of course, applied analysts may not be interested in any statistical method for analyzing data (Michael, 1974; Baer, 1977; Parsonson & Baer, 1978 ; for other views, see Jones et al., 1977; Gottmann & Glass, 1978; and Kazdin's summary, 1976) . Opponents of statistical analysis have proposed several alternative remedies for the data problems described above. Some would argue that small behavior changes are not worthwhile, even if shown to be statistically reliable (Baer, 1977) , that unstable baselines should be discarded or continued until trends or cycles dissipate (Sidman, 1960) , and that highly variable scores should be aggregated to reduce variability or the study should be rerun under more controlled (or controlling) conditions. But when these options are viewed as undesirable or impracticable, then ITSA should be a useful supplement to visual analysis (Jones et al., 1977) .
The second problem, serial dependency among the observations, is a more subtle and, perhaps, more pervasive problem. Serial dependency refers to the fact that most time series-that is, temporally ordered behavioral scores for a single unit such as a subject, classroom, or family-do not consist of statistically independent observations (Glass et al., 1975) . With serially dependent data, the performance of the unit at a given point in time can be predicted from its performance at one or more earlier points in time.
When scores are serially dependent, visual analysis will agree with statistical analysis (ITSA) less often than when scores are not serially dependent (Jones et al., 1978) . So visual analysis tends to produce less reliable and, therefore, less valid inferences from applied behavioral studies when this condition exists in the data than when it does not. And serial dependency is common in time-series data sets. Jones et al. (1977) Consider the following illustration: A male subject generates data during a weight control program through the daily observation of his own scale. Let us analyze the components of these observations. The weight of bone and vital organs will be constant throughout the realization. There may be an effect due to treatment or its absence during the different phases of the experiment. These are the deterministic components. There will also be a stochastic component of random, daily fluctuations around the expected levels of the deterministic effects. Suppose that on day one of the program the man's weight takes a random bounce above baseline level. When the man observes his weight in the evening, the observation of this deviation shocks him into abstinence during the next day. The observation on day one has had a reactive effect. On day two, the stochastic deviation from baseline includes the random fluctuation occurring on day two, plus the random event of day one times a negative factor reflecting the man's abstinence. This effect of the previous day's fluctuation is the systematic stochastic component. If the net effect of both of the stochastic components of day two's observation is a deviation below baseline, we might predict that the systematic component of day three's error component will tend to push the weight back up, and so on. Note that this predictability or dependency has nothing to do with the observations' absolute location in time, as the relations between stochastic components do not depend upon whether the experiment is in the baseline or treatment phase. The general formula for the lag-k autocorrelation or serial correlation, abbreviated 7k, is
where N is the total number of observations in the series, Zi is the value of the observa- (Hibbs, 1974; also, see Scheff6, 1959, ch. 10). That is, far too many interventions are found to be statistically significant when no real effect exists. Because visual analyses also (and appropriately) take account of the apparent variability in the data to estimate the strength of an experimental effect, they too are biased in the presence of autocorrelation (Jones et al., 1978 A: A major goal of ITSA is to model the structure of the stochastic components of the timeseries observations. Once a model is fitted to the stochastic component of the data, the systematic part of the error can be subtracted from each observation. The resulting scores are called residuals, and they contain no serial dependency. The residual scores meet the assumption of independence underlying ordinary statistical procedures. Techniques like t tests can then be applied to assess changes in behavior from one phase to another.
HOW TO CONDUCT AN
INTERRUPTED TIME SERIES ANALYSIS Q: What kinds of models are ordinarily fitted to the stochastic component of time-series data? A: The most common models fit to the error or stochastic component of time-series data are the AutoRegressive Integrated Moving Average (ARIMA) models. These models are described by Box and Jenkins (1976) and by Glass et al. (1975) . Autoregressive and moving average are the two elementary models for the structure of the stochastic component of the time-series process.
Q: What are the autoregressive and moving average models?
A: The autoregressive (AR) and moving average (MA) models are the two forms of dependence that can be exhibited in the stochastic components of time-series observations. Processes are said to contain components which are "autoregressive order-p" [AR(p)] or "moving average order-q" [MA(q)}. The order of these processes denotes the number of prior observations that are included as terms in the systematic portion of the observation's stochastic component. For instance, the AR(1) model expresses each observation as a function of a random event and the previous (or lag-1) observation in the series. The AR(2) model expresses each observation as a function of a random event and the two previous observations. Before further developing AR and MA models, we will examine a time series in which the data are serially independent. Panel A of Figure  1 is a simulated time series consisting of 100 independent samples from a standard normal distribution (generated by a computer). This time series has neither autoregressive nor moving average components and is commonly known as standard normal white noise. When we state that the realization in Panel A is standard normal white noise, we claim that if we carried the process out to a great length and drew a frequency distribution of the many values obtained, our graph would match the normal curve. But in any finite realization, we can only obtain an approximate match.
We will use Zi to designate our observation (2) is the first point of treatment, Arrow (3) is the first point of the second baseline, and Arrow (4) fluctuations in the corresponding segments of the white noise realization shown in Panel A, "amplified" by the autoregressive process. Intuitively, the effect of the positive 4 value in the Panel B series is to give the process "inertia"-a tendency to retain the effects of previous observations-and hence to exaggerate short-run variations within the white noise realization. A negative 4 value, however, would give the opposite effect; that is, the series would oscillate rapidly around the mean.
Panel C illustrates the transformation of the Panel A observations into an MA(1) process. Once again, each observation Zi includes the random component Ai. Now, however, the systematic component is 0 (theta) times Ai -1, the previous random event. The equation for the MA(1) model is:
.7. The effect of the MA(1) process is once again to smooth the graph and give it "inertia." But here the effect is less extreme than that of the AR(1) process. That is, Zi-1 has more impact upon Zi in the AR(1) model than in the MA(1) model. This is because only the random component Ai-1 of observation Zi-1, not the entire observation, appears in the MA (1) ARIMA models have three parameters-usually symbolized p, d, and q-that must be estimated from the data. These three parameters completely describe the stochastic or error component of a time series. The parameter p indicates the autoregressive order of the model. A pure autoregressive-order 1 process, such as the one in Panel B of Figure 1 , would be writ-INTERRUPTED TIME-SERIES ANALYSIS ten ARIMA (1,0,0). The q parameter refers to the moving average order of an ARIMA model. A pure moving average-order 1 process (Panel C of Figure 1 ) would be written ARIMA (0,0,1). An ARIMA process containing both an autoregressive and a moving average component would be represented by the following equation:
Zi= Ai + c(Zi-1) + 6(A-1).
We would write this process as ARIMA (1,0,1).
The middle parameter in the ARIMA model, Glass et al. (1975) , only 2% of the time series had more than one autoregressive term. Similarly, although higher order moving average models are possible, they also are rare (Glass et al., 1975) . Furthermore, McCain and McCleary (1979) report they have never encountered a mixed process in an actual ITSA. Finally, 51 % of the series investigated by Glass et al. (1975) If there is evidence of significant autocorrelation, we proceed to identify the orders of the AR and MA components. We begin with the simplest possible models, ARIMA (1,0,0) or ARIMA (0,0,1), and do not proceed to more complex alternatives until such models have been proven inadequate. Detailed discussion of complex ARIMA (p,dq) model identification including mixed models in which both p and q take on nonzero values, and models involving differencing (e.g., where d takes on a nonzero value) can be found in the standard reference sources described in the final section of this paper. We will discuss only the identification of AR(1) and MA(1) models for the sake of clarity. For order-1 processes, the ACF and PACF correlograms appear in two complementary forms. The correlation functions either show a large significant spike at lag 1, and then cut off to zero; or they show a large value at lag 1 and then decay slowly in the succeeding lags. There are a number of ways of determining whether the appropriate ARIMA model has been identified. If errors have been made in model identification, they may be discovered by examining the printouts of the weights of the autoregressive and moving average terms. These weights must be within certain bounds. These bounds, called the stationarity and invertibility bounds (see Glass et al., 1975) , are analogous to the bounds of the ordinary product moment correlation; that is, the value of r cannot exceed +1.0 or be less than -1.0. Just as an obtained r outside these limits indicates the presence of an error, so too do values of ' and 6 that lie outside their bounds indicate an error in model identification. Model identification errors are also disclosed when the value of 'P or 6 required by the model are not significantly different from zero. For example, if an ARIMA (1,0,1) model has been identified, then the autoregressive term ' and the moving average term 0 must be significantly different from zero. If they are not, then the model has been misidentified, and a revised model must be formulated.
The final step in troubleshooting or diagnosing model identification errors occurs when the ACF and the PACF calculated on the residual scores are examined. These residual scores are the portion of the original scores remaining after the estimated autoregressive and moving average components have been removed. These residual scores should now be serially independent, and should resemble the realization of a white noise process. That is, the ACF and the PACF calculated on the residual scores should have no spikes at early lags and should not be significantly different from zero as tested by, for example, the Q-statistic. If the ACF and the PACF differ from zero, then the whole procedure of model identification, estimation, and diagnosis must be repeated until an acceptable model has been identified and the weights (i.e., ' and/or 0) for the parameters of the model have been estimated. When this procedure has been completed, the residual scores from which serial dependency has been removed can then be tested for the presence of treatment effects. Kazdin (1976) , McCain and McCleary (1979) , and Glass et al. (1975) .
On the simplest level, one could model an abrupt change in level as the time series moves from the baseline phase to the experimental phase. Panel A of Figure 4 illustrates how such a transfer function might appear. It is often the case, however, that an intervention affects a subject gradually. One of the advantages of ITSA is that an asymptotic rise to a new level as a result of treatment can be explicitly modeled and tested, as illustrated in Panel B of Figure 4 . Conversely, an investigator could model an intervention that results in an instantaneous improvement that is not sustained. change in level with a change in slope. The statistical tests on transfer functions follow ordinary statistical procedures: Model parameters are estimated and these estimates are tested (e.g., by t tests) to determine if the obtained values fall within or outside the boundary that defines statistical significance. For details on the procedures of transfer function modeling and testing, see McCain and McCleary (1979) or Glass et al. (1975) .
It should be noted that the statistical test of change from pre-to post-intervention is not by itself a test of the causal relationship between a treatment manipulation and a dependent variable. The extent to which "cause" can be inferred is dependent upon design and measurement factors as well as the results of statistical tests.
In summary, the modeling-testing strategy described here includes four steps: (a) tentative identification of an ARIMA (p,dq) model from the ACF and PACF; (b) estimation of the values of the autoregressive and moving average parameters (4) and 0) for the tentatively selected stochastic model; (c) diagnostic assessment of the adequacy of the stochastic model selected in the first step (note: if the model selected is improbable or otherwise inappropriate, the identification/estimation/diagnostic procedure continues until an acceptable ARIMA model is found); and finally, (d) modeling a transfer function to describe the treatment effects. The transfer function can be tested using conventional statistical procedures. If these conditions are frequent in applied behavioral studies, then disagreement between these two decision aids may be common. In discussing the relative merits of visual analysis and ITSA, one must be careful not to present ITSA as superior merely because it is objective. Both visual and statistical analyses require subjective judgments by the investigator. Visual analysis is subjective because the patterns it finds in the data are neither measured nor compared against any objective criterion. But, as we have indicated, ITSA also requires the analyst to make judgments about the appropriate stochastic model for the time-series data on the basis of patterns "seen" in the correlograms. This is a procedure that has not been automated and certainly requires a subjective contribution from the researcher. This may be a disguised virtue. The statistical facilities available in "canned" programs on computers may lead us to forget that all statistical methods have underlying models that must be implicitly or explicitly fitted to the data in the course of analysis. ITSA requires strong assumptions that must be explicitly stated. Moreover, ITSA provides a diagnostic procedure for determining the confidence of such judgments. Visual analysis differs, in that because some of the constituent parts of the judgment based upon visual inspection cannot be stated, there is simply no way to determine the certainty with which such judgments are made.
There In other cases, ITSA may be of limited value because conclusions are drawn in ways that depart from straightforward comparisons of changes from one phase to another. For example, time-series analysis is of unknown relevance in assessing the comparative effectiveness of two or more concurrent treatments as these might be examined in a simultaneous treatment design or a multiple-element design. These apparent incompatibilities between ITSA and individual subject designs are not meant to discount the usefulness of interrupted time-series analysis, but to place in perspective its likely role.
Q: What technical information should be included in a manuscript using ITSA? A: Aside from the raw time-series data, the technical information that should be included in a manuscript using ITSA is of two kinds: (a) the information used in determining the parameters of the time-series model applied to the stochastic components of the data, and (b) the summary of the procedures used to test treatment effects. The Gottman and McFall (1972) McSweeny (1978) Schnelle, Kirchner, McNees, and Lawler (1975) Technical Controversial application of ITSA to assess the effects of gun-control legislation on gun-related crimes in Boston. See Hay and McCleary's (1979) critical evaluation and Deutsch's (1979) vigorous reply. Application of ITSA to evaluate the effects of self-monitoring on the school-related behavior of high school dropouts. Description of the effects of a response-cost procedure on the telephoning behavior of people in Cincinnati. The statistical analysis performed on the data are described in McCain and McCleary (1979) . Application of ITSA to assess the effectiveness of saturation patrols on burglary rates. Jones et al. (1977) A nontechnical presentation of ITSA. Kazdin (1976) A discussion of the problems of serial dependency and several technical alternatives, including ITSA. McCain and McCleary (1979) The clearest technical introduction to ITSA. Gottman and Glass (1978) A restatement and updating of Glass et al. (1975) . Nelson (1973) A summary of the Box-Jenkins theory in practice. Should be readable for those with a strong background in multiple regression. Applications illustrate the use of the ESP computer package. Hibbs (1974) Contains a good discussion of the problems of serial dependency in statistical tests of time series data. Requires a familiarity with matrix algebra. McCleary and Hay (1980) A comprehensive applied treatment of the Box-Jenkins method designed for behavioral and social scientists. Glass et al. (1975) Summary of the Box-Tiao method and the discussion of its application to behavioral and evaluation research.
Anderson (1976) A well-written, but mathematically sophisticated digest of Box-Jenkins. Box and Tiao (1965) A difficult but fundamental article on the analysis of interventions in time series. Box and Jenkins (1976) A treatise in mathematical statistics. The source for most of the other references. Note. Technical articles are listed in order of difficulty. The present article is of approximately equal difficulty to the articles by Kazdin (1976) and by McCain and McCleary (1979 
SUMMARY AND CONCLUSION
Since the recognition that serial dependency (Jones et al., 1978) and other individual subject data characteristics (e.g., DeProspero, & Cohen, 1979) 
