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The interaction of a Reissner-Nordstro¨m black hole and a charged massive particle is studied in
the framework of perturbation theory. The particle backreaction is taken into account, studying
the effect of general static perturbations of the hole following the approach of Zerilli. The solutions
of the combined Einstein-Maxwell equations for both perturbed gravitational and electromagnetic
fields at first order of the perturbation are exactly reconstructed by summing all multipoles, and are
given explicit closed form expressions. The existence of a singularity-free solution of the Einstein-
Maxwell system requires that the charge to mass ratios of the black hole and of the particle satisfy
an equilibrium condition which is in general dependent on the separation between the two bodies. If
the black hole is undercritically charged (i.e. its charge to mass ratio is less than one), the particle
must be overcritically charged, in the sense that the particle must have a charge to mass ratio greater
than one. If the charge to mass ratios of the black hole and of the particle are both equal to one (so
that they are both critically charged, or “extreme”), the equilibrium can exist for any separation
distance, and the solution we find coincides with the linearization in the present context of the well
known Majumdar-Papapetrou solution for two extreme Reissner-Nordstro¨m black holes. In addition
to these singularity-free solutions, we also analyze the corresponding solution for the problem of a
massive particle at rest near a Schwarzschild black hole, exhibiting a strut singularity on the axis
between the two bodies. The relations between our perturbative solutions and the corresponding
exact two-body solutions belonging to the Weyl class are also discussed.
PACS numbers: 04.20
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I. INTRODUCTION
The problem of the effect of gravity on the electromagnetic field of a charged particle leading to the consideration
of the Einstein-Maxwell equations has been one of the most extensively treated in the literature, resulting in exact
solutions (see [1] and references therein) as well as in a variety of approximation methods [2, 3, 4, 5, 6, 7, 8, 9, 10].
We address in this article the problem of a massive charged particle of mass m and charge q in the field of a
Reissner-Nordstro¨m geometry describing a static charged black hole, with mass M and charge Q. We solve this
problem by the first order perturbation approach formulated by Zerilli [11] using the tensor harmonic expansion of
the Einstein-Maxwell system of equations. Note that a similar approach was used by Sibgatullin and Alekseev [12]
to study electrovacuum perturbations of a Reissner-Nordstro¨m black hole. A manifestly gauge invariant (hamilto-
nian) formalism was developed by Moncrief [13, 14, 15]. The relations between these two different treatments of
perturbations have been extensively investigated by Bicˇa´k [16].
Both the mass and charge of the particle are described by delta functions. The source terms of the Einstein
equations contain the energy-momentum tensor associated with the particle’s mass, the electromagnetic energy-
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2momentum tensor associated with the background field as well as additional interaction terms, to first order in m
and q, proportional to the product of the square of the charge of the background geometry and the particle’s mass
(∼ Q2m) and to the product of the charges of both the particle and the black hole (∼ qQ). These terms give origin to
the so called “electromagnetically induced gravitational perturbation” [17]. On the other hand, the source terms of
the Maxwell equations contain the electromagnetic current associated with the particle’s charge as well as interaction
terms proportional to the product of the black hole’s charge and the particle’s mass (∼ Qm), giving origin to the
“gravitationally induced electromagnetic perturbation” [18]. We give in Section II the basic equations to be integrated
in order to solve this problem.
Before proceeding to the solution of the most general problem, we recall a variety of particular approaches followed
in the current literature within the simplified framework of test field approximations [7, 9, 10, 19]. In Section III,
the test field solutions for a charged particle at rest in the field of a Schwarzschild as well as a Reissner-Nordstro¨m
black hole are summarized, under the conditions q/m ≫ 1, m ≈ 0 and q ≪ M, q ≪ Q. The case of a test charge
in the Schwarzschild black hole is reviewed first in Section III A; the corresponding solution is obtained by using the
vector harmonic expansion of the electromagnetic field in curved space [7]. The conditions above imply the solution
of the Maxwell equations only in a fixed Schwarzschild metric, since the perturbation to the background geometry
given by the electromagnetic stress-energy tensor is second order in the particle’s charge. As a result, no constraint
on the position of the test particle follows from the Einstein equations and the Bianchi identities: any position of the
particle is allowed, and the solution for the corresponding electromagnetic field has been widely analyzed [7, 9].
In Section III B we recall this same test field approximation applied to the case of a Reissner-Nordstro¨m black
hole. This treatment is due to Leaute and Linet [10]; in analogy with the Schwarzschild case, they used the vector
harmonic expansion of the electromagnetic field holding the background geometry fixed. However, this “test field
approximation” is not valid in the present context. In fact, in addition to neglecting the effect of the particle mass on
the background geometry, this treatment also neglects the electromagnetic induced gravitational perturbation terms
linear in the charge of the particle which would contribute to modifying the metric as well. In Section III C we recall
how, within this same approximation still neglecting these same feedback terms, Bonnor [19] studied the condition
for the equilibrium involving the black hole and particle parameters Q,M, q,m as well as their separation distance b.
He finds the constraint
m =
qQb
Mb−Q2
(
1− 2M
b
+
Q2
b2
)1/2
, (1)
If the black hole is “extreme” or “critically charged” satisfying Q/M = 1, then the particle must also have the same
ratio q/m = 1, and equilibrium exists independent of the separation. In the general non-extreme case Q/M < 1 there
is instead only one position of the particle which corresponds to equilibrium, for given values of the charge-to-mass
ratios of the bodies. In this case the particle charge-to-mass ratio satisfies q/m > 1. This condition corresponds to
the overcritically charged case for a Reissner-Nordstro¨m solution with the same parameters m and q corresponding
to a naked singularity.
Already the Leaute and Linet generalization modifies in a significant way the results obtained in the case of a
Schwarzschild black hole. Indeed a new phenomenon occurs in this case: as the hole becomes extreme an effect
analogous to the Meissner effect for the electric field arises, with the electric field lines of the test charge being forced
outside the outer horizon [20]. This result by itself justifies the need of addressing this problem in the more general
Zerilli approach duly taking into account all the first order perturbations.
The correct way to attack the problem is, thus, to solve the linearized Einstein-Maxwell equations following Zerilli’s
first order tensor harmonic analysis [11]. In Section IV we first consider the simplest special case of a massive
neutral particle at rest near a Schwarzschild black hole. We first show explicitly that a perturbative solution for
this problem free of singularities cannot exist. We then give the explicit form of the perturbation corresponding to
a stable configuration when there is the presence of a “strut” between the particle and the black hole, corresponding
to a conical singularity. This result is a direct consequence of the classical work by Einstein and Rosen [21], who
considered the Weyl class double Chazy-Curzon solution [22] for two point masses placed on the symmetry axis at
a fixed distance. We find it very helpful to use a new gauge condition particularly adapted to this problem which
differs from the corresponding Regge-Wheeler gauge in the Schwarzschild case, by adding additional terms to the
third Regge-Wheeler gauge condition to take into account the additional terms in the field equations. The resulting
perturbed metric we obtain is the linearized form of the exact solution representing two collinear uncharged black
holes in a static configuration belonging to the Weyl class [1]. We review some of their properties and peculiar features
of these solutions in the Appendix.
We then turn to the general case of a charged massive particle at rest in a Reissner-Nordstro¨m background.
This problem needs the simultaneous analysis of both the vectorial perturbation to describe the electromagnetic
perturbation and the tensorial perturbation necessary to analyze the perturbation by the particle mass as well as the
electromagnetically induced gravitational perturbation and the gravitationally induced electromagnetic perturbation.
3The Einstein-Maxwell equations reduce to a system of 6 coupled ordinary differential equations for 4 unknown func-
tions determining both the gravitational and electromagnetic perturbed fields. Then, by imposing the compatibility
of the system (or equivalently, requiring that the Bianchi identities be fulfilled), we obtain an equilibrium condition for
the system which coincides with the condition (1) obtained by Bonnor in his simplified approach. This is surprising,
since our result has been obtained within a more general framework, and both the gravitational and electromagnetic
fields are different from those used by Bonnor.
We then succeed in the exact reconstruction of both the perturbed gravitational and electromagnetic fields by
summing all multipoles. The perturbed metric we derive is spatially conformally flat, free of singularities and thus
cannot belong to the Weyl class two-body solutions, which are characterized by the occurrence of a conical singularity
on the axis between the bodies. The asymptotic mass measured at large distances by the Schwarzschild-like behaviour
of the metric of the whole system consisting of black hole and particle is given by
Meff =M+m+ Eint , (2)
where the interaction energy turns out to be
Eint = −m
[
1−
(
1− M
b
)(
1− 2M
b
+
Q2
b2
)−1/2]
. (3)
Recently Perry and Cooperstock [23] and Breto´n, Manko and Sa´nchez [24] have used multi-soliton techniques to
study exact electrostatic solutions of the Einstein-Maxwell equations representing the exterior field of two arbitrary
charged Reissner-Nordstro¨m bodies in equilibrium. They have shown by numerical methods that gravitational-
electrostatic balance without intervening tension or strut can occur for non-critically charged spherically symmetric
bodies in the case of one black hole with Q/M < 1 and one naked singularity. However, they have not obtained
an explicit dependence (in algebraic form) of the balance condition on the separation of the bodies, so we cannot
compare our analytical formula with their numerical results. Attention is devoted also to the limiting case in which
Q/M = q/m = 1. In this case our solution coincides with the linearized form of the exact solution of Majumdar and
Papapetrou [25, 26], where equilibrium exists independent of the separation between the bodies.
Within our approximation for Q/M < 1, we find that a horizon seems to form around the particle very close to it
where the gravitational perturbation is not small compared to the background metric and hence the approximation
is no longer valid. The study of the full nonlinear problem, namely the corresponding exact two-body solution of
the Einstein-Maxwell equations is therefore required. Attempts in this direction are being pursued by Belinski and
Alekseev [27] by using soliton techniques.
II. PERTURBATIONS ON A REISSNER-NORDSTRO¨M SPACETIME
The Reissner-Nordstro¨m solution is an electrovacuum solution of the Einstein-Maxwell field equations
Gµν = 8πT
em
µν ,
Fµν ; ν = 0,
∗Fαβ ;β = 0 , (4)
where
T emµν =
1
4π
[
gρσFρµFσν − 1
4
gµνFρσF
ρσ
]
(5)
is the electromagnetic energy-momentum tensor. In standard Schwarzschild-like coordinates, the corresponding metric
is given by
ds2 = −f(r)dt2 + f(r)−1dr2 + r2(dθ2 + sin2 θdφ2) ,
f(r) = 1− 2M
r
+
Q2
r2
, (6)
and the electromagnetic field by
FRN = −Q
r2
dt ∧ dr , (7)
4where M and Q are respectively the mass and charge of the black hole, in terms of which the horizon radii are
r± =M±
√
M2 −Q2 =M± Γ. We consider the case |Q| ≤ M and the region r > r+ outside the outer horizon,
with an extremely charged hole corresponding to |Q| = M (which implies Γ = 0) where the two horizons coalesce
into one.
Let us consider a perturbation of the Reissner-Nordstro¨m solution due to some external source described by a matter
energy-momentum tensor Tµν as well as an electromagnetic current J
µ. The combined Einstein-Maxwell equations
are
G˜µν = 8π
(
Tµν + T˜
em
µν
)
,
F˜µν ; ν = 4πJ
µ , ∗F˜αβ ;β = 0 , (8)
where the quantities denoted by the tilde refer to the total electromagnetic and gravitational fields, to first order of
the perturbation:
g˜µν = gµν + hµν ,
F˜µν = Fµν + fµν ,
T˜ emµν =
1
4π
[
g˜ρσF˜ρµF˜σν − 1
4
g˜µνF˜ρσF˜
ρσ
]
,
G˜µν = R˜µν − 1
2
g˜µνR˜ ; (9)
note that the covariant derivative operation makes use of the perturbed metric g˜µν as well. The corresponding
quantities without the tilde refer to the background Reissner-Nordstro¨m geometry (6), and electromagnetic field (7).
Following Zerilli [11], we then consider first-order perturbations; the Einstein tensor and the electromagnetic energy-
momentum tensor (9) up to the linear order can be expanded as follows:
G˜µν ≃ Gµν + δGµν ,
T˜ emµν ≃ T emµν + δT emµν , δT emµν = δT (h)µν + δT (f)µν , (10)
where
δGµν = −1
2
hµν;α
;α + k(µ;ν) −Rαµβνhαβ − 1
2
h;µ;ν +R
α
(µhν)α − 1
2
gµν
[
kλ
;λ − h;λ;λ − hαβRαβ
]− 1
2
hµνR ,
δT (h)µν = −
1
4π
[(
FαµF
β
ν − 1
2
gµνF
αλF βλ
)
hαβ +
1
4
F ρσFρσhµν
]
,
δT (f)µν = −
1
4π
[
2F ρ(µfν)ρ +
1
2
gµνF
ρσfρσ
]
, (11)
with kµ = hµα
;α and h = hα
α. The expansion of the quantity F˜µν ; ν appearing in the Maxwell equations turn out to
be explicitly
F˜µν ;ν ≃ fµν ;ν − δJµ(h) , (12)
where the last term can be interpreted as an effective gravitational current and is given by
δJµ(h) = F
µρ
;σhρ
σ + F ρσhµρ;σ + F
µρ
(
kρ − 1
2
h;ρ
)
. (13)
As a result, the terms δT
(h)
µν ∼ FFh and δT (f)µν ∼ Ff symbolically represent the electromagnetically induced gravita-
tional perturbation, while the term δJµ(h) ∼ Fh represents the gravitationally induced electromagnetic perturbation
[17, 18].
We now specialize this general framework to the case of a perturbing source being represented by a massive charged
particle at rest. A point charge of mass m and charge q moving along a worldline zα(τ) with 4-velocity Uα = dzα/dτ
is described by the matter energy-momentum tensor
T µνpart =
m√−g
∫
δ(4)(x− z(τ))UµUν dτ , (14)
5and electromagnetic current
Jµpart =
q√−g
∫
δ(4)(x− z(τ))Uµ dτ , (15)
where the normalization of the delta functions is defined by∫
δ(4)(x) d4x = 1 . (16)
The perturbation equations are obtained from the Einstein-Maxwell equations (8), keeping terms to first order. There
are two parameters of smallness of the perturbation: the mass m of the particle and its charge q, which can be
expressed as q = ǫm, where ǫ is the charge to mass ratio of the particle. Therefore, the perturbation will be small
if m and so q are sufficiently small with respect to the black hole mass and charge, the charge to mass ratio which,
instead, need not to be small.
Let us consider the special case of the charged particle at rest at the point r = b on the polar axis θ = 0. The only
nonvanishing components of the stress-energy tensor (14) and of the current density (15) associated with the charged
particle are given by
T part00 =
m
2πb2
f(b)3/2δ (r − b) δ (cos θ − 1) ,
J0part =
q
2πb2
δ (r − b) δ (cos θ − 1) , (17)
since U = f(r)−1/2∂t is the corresponding 4-velocity.
Following Zerilli’s [11] procedure, we must now expand the fields hµν and fµν as well as the source terms (17) in tensor
and scalar harmonics respectively, obtaining a set of first order perturbation equations by linearizing the Einstein-
Maxwell system (8). Zerilli showed that in the Einstein-Maxwell system of equations electric gravitational multipoles
couple only to electric electromagnetic multipoles, and similarly for magnetic multipoles. The axial symmetry of
the problem about the z axis (θ = 0) allows us to put the azimuthal parameter equal to zero in the expansion,
leading to a great simplification in the solving procedure. Furthermore, it is sufficient to consider only electric-parity
perturbations, since there are no magnetic sources [17, 18].
III. TEST FIELD APPROXIMATION
Before looking for a solution of the above general problem within the framework of first order perturbation theory
it is interesting to recall the results in the simplest case of test field approximation, i.e. by neglecting the particle
backreaction, namely the changes in the background metric due to the mass and charge of the particle. This test field
approximation requires only the vector harmonic description of the electric field of the test particle alone.
A. Electric test field solution on a Schwarzschild background
For any elementary particle the charge to mass ratio is q/m≫ 1, so it is natural to address the simplest problem of
a test charge, neglecting the contribution of the mass, at rest in the field of a Schwarzschild metric, see e.g. the works
by Hanni [5], Cohen and Wald [6], Hanni and Ruffini [7], Bicˇa´k and Dvorˇa´k [8], Linet [9]. In standard coordinates
the Schwarzschild metric is given by
ds2 = −fs(r)dt2 + fs(r)−1dr2 + r2(dθ2 + sin2 θdφ2) ,
fs(r) = 1− 2M
r
. (18)
The Einstein-Maxwell equations are
Gµν = 0 ,
Fµν ; ν = 4πJ
µ , (19)
where the only nonvanishing component of the current density associated with the charged particle at rest at the
point r = b on the polar axis θ = 0 is given by
J0 =
q
2πb2
δ (r − b) δ (cos θ − 1) . (20)
6The electromagnetic stress-energy tensor is second order in the electromagnetic field and can be neglected, so it is
enough to solve the Maxwell equations in a fixed Schwarzschild background. This solution has been discussed in detail
by Hanni and Ruffini [7]. There is no constraint on the position of the particle in this case.
The (coordinate) components of the electric field are defined by Ei = Fi0. By introducing the vector potential Aµ
defined by
Fαβ = 2A[β;α] , (21)
which in our case is determined by the electrostatic potential V alone
A0 = −V , Ai = 0 , (22)
the electric field becomes
Er = −V,r , Eθ = −V,θ , Eφ = −V,φ . (23)
The vector harmonic expansion of the relevant components of the electric field is given by
Er = −
∑
l
E˜ l1(r)Yl0 , Eθ = −
∑
l
E˜ l2(r)
∂Yl0
∂θ
, (24)
where
Yl0 =
1
2
√
2l+ 1
π
Pl(cos θ) (25)
are normalized spherical harmonics with azimuthal index equal to zero, because of the axial symmetry of the problem
about the z axis (θ = 0). The expansion of the source term (20) in scalar harmonics is given by
J0 =
∑
l
J˜ 0l (r)Yl0 , J˜ 0l (r) =
1
2
√
π
q
√
2l+ 1
b2
δ(r − b) . (26)
Therefore, after separating the angular part from the radial one, the Maxwell equations imply
0 = E˜ l1′ +
2
r
E˜ l1 −
l (l + 1)
r2fs(r)
E˜ l2 + 4πJ˜ 0l , (27)
0 = E˜ l1 − E˜ l2′ , (28)
where primes denote differentiation with respect to r. By solving Eq. (28) for E˜ l1, and substituting into Eq. (27), we
obtain the following second order differential equation for E˜ l2:
0 = E˜ l2′′ +
2
r
E˜ l2′ −
l(l + 1)
r2fs(r)
E˜ l2 + 4πJ˜ 0l . (29)
The knowledge of the function E˜ l2 determines the radial part V˜l of the expansion of the electrostatic potential V , from
Eqs. (23) and (24):
V =
∑
l
V˜l(r)Yl0 , V˜l(r) = E˜ l2 . (30)
Putting E˜ l2 = fs(r)1/2w(r) and making the transformation z = r/M− 1 Eq. (29) becomes
0 = (1 − z2)w′′ − 2zw′ +
[
l(l + 1)− 1
1− z2
]
w − 2√π qM
√
2l+ 1
(
β − 1
β + 1
)1/2
δ(z − β) , (31)
where primes now denote differentiation with respect to the new variable z and β = b/M− 1. The general solutions
of the corresponding homogeneous equation are the associated Legendre functions of the first and second kind P 1l (z)
7and Q1l (z). Using this result and taking into account that P
1
l (z) =
√
z2 − 1dPl(z)/dz and Q1l (z) =
√
z2 − 1dQl(z)/dz,
Whittaker [3] and Copson [4] then gave as the two linearly independent solutions of the homogeneous equation of (29)
fl(r) = − (2l + 1)!
2l(l + 1)!l!Ml+1 (r − 2M)
dQl(z(r))
dr
l = 0, 1, 2, ...
gl(r) =


1 l = 0
2ll!(l − 1)!Ml
(2l)!
(r − 2M)dPl(z(r))
dr
l = 1, 2, ...
(32)
where Pl and Ql are the two types of Legendre functions. The solution for the electrostatic potential (30) is then
given by
V = q
∑
l
[fl(b)gl(r)ϑ(b − r) + gl(b)fl(r)ϑ(r − b)]Pl(cos θ) . (33)
Copson [4] showed that this solution can be cast in closed form using the following representation formula
xt− cos θ
[x2 + t2 − 2xt cos θ − sin2 θ]1/2 = xϑ(t− x) + tϑ(x− t)− (x
2 − 1)(t2 − 1)
×
∞∑
l=1
2l+ 1
l(l + 1)
[
dQl(x)
dx
∣∣∣∣
x=t
dPl(x)
dx
ϑ(t− x)
+
dPl(x)
dx
∣∣∣∣
x=t
dQl(x)
dx
ϑ(x − t)
]
Pl(cos θ) . (34)
However, the solution he found did not satisfy the boundary conditions; the corrected version was presented about
fifty years later by Linet [9]:
VS =
q
br
(r −M)(b −M)−M2 cos θ
DS
+
qM
br
, (35)
with
DS = [(r −M)2 + (b−M)2 − 2(r −M)(b−M) cos θ −M2 sin2 θ]1/2 . (36)
The components of the electric field are then easily evaluated
Er =
q
br2
{
M− M(b−M) +M
2 cos θ
DS
+
r[(r −M)(b−M)−M2 cos θ][(r −M)− (b−M) cos θ]
D3S
}
,
Eθ = qbfs(b)rfs(r)
sin θ
D3S
. (37)
The properties of the above solution has been analyzed in detail by Hanni and Ruffini [7]. They derived the lines of
force by defining the lines of constant flux, and also introduced the concept of the induced charge on the surface of the
black hole horizon, which indeed appears to have some of the properties of a perfectly conducting sphere terminating
the electric field lines.
B. Electric test field solution on a Reissner-Nordstro¨m background
The generalization of the above treatment to the case of a charged test particle at rest near a Reissner-Nordstro¨m
black hole was discussed by Leaute and Linet [10]. As in the Schwarzschild case, the problem is solved once the
solution of Eq. (29) with fs(r) ←→ f(r) is obtained. The corresponding solution for the electrostatic potential is
again of the form (33) with functions
fl(r) = − (2l+ 1)!
2l(l + 1)!l!Γl+1
(r − r+)(r − r−)
r
dQl(z(r))
dr
l = 0, 1, 2, ...
gl(r) =


1 l = 0
2ll!(l− 1)!Γl
(2l)!
(r − r+)(r − r−)
r
dPl(z(r))
dr
l = 1, 2, ...
(38)
8where now z = (r −M)/Γ. Leaute and Linet showed that this solution can be cast in the closed form expression
VRN =
q
br
(r −M)(b−M)− Γ2 cos θ
DRN
+
qM
br
, (39)
with
DRN = [(r −M)2 + (b −M)2 − 2(r −M)(b −M) cos θ − Γ2 sin2 θ]1/2 . (40)
The components of the electric field of the test particle alone are then easily evaluated
Er =
q
br2
{
M− M(b−M) + Γ
2 cos θ
DRN
+
r[(r −M)(b−M)− Γ2 cos θ][(r −M)− (b −M) cos θ]
D3RN
}
,
Eθ = qbf(b)rf(r)
sin θ
D3RN
. (41)
The black hole has its own electric field and electrostatic potential
EBHr =
Q
r2
, V BH =
Q
r
. (42)
This test field approach has been largely used in the current literature [10, 19, 28, 29]. It is interesting to analyze
what conceptual differences are introduced in the properties of the electric field of the test particle in the context of
a charged Reissner-Nordstro¨m geometry compared and contrasted with the Schwarzschild case. The concept of the
induced charge on the horizon and the behavior of the electric lines of force have been addressed in [30]. We recall here
the main result: as the hole becomes extreme an effect analogous to the Meissner effect for the electric field arises,
with the electric field lines of the test charge being forced outside the outer horizon. We are witnessing a transition
from the infinite conductivity of the horizon in the limiting uncharged Schwarzschild case to the zero conductivity of
the outer horizon in the extremely charged Reissner-Nordstro¨m case.
C. Bonnor’s equilibrium condition
In this same test field approximation Bonnor [19] has addressed the issue of the equilibrium of a test particle of
mass m and charge q at rest at r = b, θ = 0 outside the horizon of a Reissner-Nordstro¨m black hole. By considering
the classical expression for the equation of motion of the particle
mUα∇αUβ = qF βµUµ , (43)
with 4-velocity Uα = f(r)−1/2δα0 , he found the following equilibrium condition for such a system
m = qQ
bf(b)1/2
Mb−Q2 . (44)
From this equation it follows that there exist equilibrium positions which are separation-dependent, and require either
q2 < m2 andQ2 >M2 or q2 > m2 and Q2 <M2. A condition which is sufficient, but not necessary for the equilibrium
is |q| = m and |Q| =M; it represents a special case of the Newtonian condition qQ = mM, so the equilibrium can
occur at arbitrary separations. We will again address this issue on the existence of equilibrium conditions in Section
V, using the correct treatment which takes into proper account the perturbation of the Reissner-Nordstro¨m field
induced by the charge and mass of the particle.
IV. PERTURBATION ANALYSIS: THE SCHWARZSCHILD CASE
Let us consider now the problem consisting of a neutral particle of mass m at rest on the polar axis near a
Schwarzschild black hole in the framework of first order perturbation theory. The Einstein equations are
G˜µν = 8πT
part
µν , (45)
where the perturbed Einstein tensor is defined in (9), and the source term is given by (17). We need to expand the
Einstein tensor as well as the source term in tensor and scalar harmonics respectively, obtaining a set of first order
perturbation equations, once a gauge is specified.
9The static perturbations due to a point mass in a Schwarzschild black hole background has been studied by Zerilli [31]
in the dynamical case following the Regge-Wheeler [32] treatment. The geometrical perturbations hµν corresponding
to the electric multipoles are given by
||hµν || =


eνsH0Yl0 H1Yl0 h0
∂Yl0
∂θ
0
sym e−νsH2Yl0 h1
∂Yl0
∂θ
0
sym sym r2
(
KYl0 +G
∂2Yl0
∂θ2
)
0
sym sym sym r2 sin2 θ
(
KYl0 +G cot θ
∂Yl0
∂θ
)


, (46)
where the symbol “sym” indicates that the missing components of hµν are to be found from the symmetry hµν = hνµ,
and eνs = fs(r) is Zerilli’s notation.
This general form of the perturbation can be simplified by performing a suitable gauge choice. Consider the
infinitesimal coordinate transformation
x′µ = xµ + ξµ , (47)
where the infinitesimal displacement ξµ is a function of xµ and transforms like a vector. This transformation induces
the following transformation of the perturbation tensor hµν :
h(new)µν = hµν − 2ξ(µ;ν) , (48)
where the multipole expansion of the second term can be easily obtained by expanding ξµ in the electric-type vector
harmonics
ξ =
∑
l
[
A0Yl0∂t +A1Yl0∂r +A2
∂Yl0
∂θ
∂θ
]
. (49)
The new metric perturbation functions are then given by
H
(new)
0 = H0 +
2M
r(r − 2M)A1 , H
(new)
1 = H1 +
(
1− 2M
r
)
A0
′ , h
(new)
0 = h0 +
(
1− 2M
r
)
A0 ,
H
(new)
2 = H2 +
2M
r(r − 2M)A1 − 2A1
′ , h
(new)
1 = h1 −
r
r − 2MA1 − r
2A2
′ ,
K(new) = K − 2
r
A1 , G
(new) = G− 2A2 , (50)
where a prime denotes differentiation with respect to r.
A. The Regge-Wheeler approach
We use the Regge-Wheeler [32] gauge to set
h
(RW)
0 ≡ h(RW)1 ≡ G(RW) ≡ 0 .
This specialization is accomplished through the gauge functions
A0 = − r
r − 2Mh0 , A1 =
(
1− 2M
r
)(
h1 − r
2
2
G′
)
, A2 =
G
2
, (51)
so that the metric perturbation functions (50) expressed in the Regge-Wheeler gauge as combinations of metric
perturbations expressed in an arbitrary gauge are given by
H
(RW)
0 = H0 +
2M
r2
h1 −MG′ , H(RW)1 = H1 +
2M
r(r − 2M)h0 − h0
′ ,
H
(RW)
2 = H2 + r(r − 2M)G′′ + (2r − 3M)G′ − 2
(
1− 2M
r
)
h1
′ − 2M
r2
h1 ,
K(RW) = K + (r − 2M)
(
G′ − 2
r2
h1
)
. (52)
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The general perturbation (46) thus becomes
||hµν || =


eνH0Yl0 H1Yl0 0 0
H1Yl0 e
−νH2Yl0 0 0
0 0 r2KYl0 0
0 0 0 r2 sin2 θKYl0

 , (53)
where superscripts indicating the chosen gauge have been dropped for simplicity.
Therefore, the independent first order perturbations of the quantities appearing in the Einstein field equations (45)
are given by
G˜00 = −1
2
{
e2νs
[
2K ′′ − 2
r
H2
′ +
(
νs
′ +
6
r
)
K ′ − 2
(
1
r2
+
νs
′
r
)
(H0 +H2)
]
−2e
νs
r2
[(λ+ 1)H2 −H0 + λK]
}
Yl0 , (54)
G˜11 = −1
2
{
2
r
H0
′ −
(
νs
′ +
2
r
)
K ′ +
2e−νs
r2
[H2 − (λ+ 1)H0 + λK]
}
Yl0 , (55)
G˜22 =
r2
2
eνs
{
K ′′ +
(
νs
′ +
2
r
)
K ′ −H0′′ −
(
νs
′
2
+
1
r
)
H2
′ −
(
3νs
′
2
+
1
r
)
H0
′ + 2(λ+ 1)
e−νs
r2
(H0 −H2)
}
Yl0
+
1
2
{
H0 −H2
}
∂2Yl0
∂θ2
, (56)
G˜12 = −1
2
{
−H0′ +K ′ −
(
νs
′
2
+
1
r
)
H2 −
(
νs
′
2
− 1
r
)
H0
}
∂Yl0
∂θ
, (57)
G˜01 =
{[
λ
r2
+
eνs
r
(
νs
′ +
1
r
)]
H1
}
Yl0 , (58)
G˜02 =
eνs
2
{H1′ + νs′H1} ∂Yl0
∂θ
, (59)
T part00 =
1
16π
As00Yl0 , (60)
where λ = 12 (l − 1) (l + 2) and the quantities with the subscript/superscript s stand for
eνs ≡ fs(r) = 1− 2M
r
, As00 = 8
√
π
m
√
2l+ 1
b2
fs(b)
3/2δ (r − b) . (61)
The angular factors containing derivatives vanish for l = 0; moreover, the two angular factors in the expression (89)
for G˜22 are not independent when l = 1 (in fact, ∂
2Y10/∂θ
2 = −Y10). Therefore, the cases l = 0, 1 must be treated
separately.
For all higher values of l, the Einstein field equations (45) imply that the corresponding curly bracketed factors on
the left and right hand sides are equal, so that the system of radial equations we have to solve is the following:
0 = e2νs
[
2K ′′ − 2
r
W ′ +
(
νs
′ +
6
r
)
K ′ − 4
(
1
r2
+
νs
′
r
)
W
]
− 2λe
νs
r2
(W +K) +As00 , (62)
0 =
2
r
W ′ −
(
νs
′ +
2
r
)
K ′ − 2λe
−νs
r2
(W −K) , (63)
0 = K ′′ +
(
νs
′ +
2
r
)
K ′ −W ′′ − 2
(
νs
′ +
1
r
)
W ′ , (64)
0 = −W ′ +K ′ − νs′W , (65)
since
H0 = H2 ≡W , H1 ≡ 0 . (66)
We are dealing with a system of 4 ordinary differential equations for 2 unknown functions: K andW . Compatibility
of the system requires that these equations not be independent. The second order equations (62) and (64) show that
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the first derivatives of both the functions K and W are not continuous at the particle position with the same jump
[K ′] = [W ′] = −4√πm
b2
√
2l+ 1fs(b)
−1/2 , (67)
where the quantity [K ′] ≡ K ′+ −K ′−, K ′± = K ′(b± ǫ) is obtained by integrating both sides of Eq. (62) with respect
to r between b− ǫ and b+ ǫ and then taking the limit ǫ→ 0. Only the pair of first order equations (63) and (65) thus
remain to be considered.
It is useful to introduce the the new combinations
X = K −W , Y = K +W , (68)
so that the system we have to solve for the unknown functions X and Y is the following
0 = −2
r
X ′ − νs
′
2
(X ′ + Y ′) +
2λe−νs
r2
X , (69)
0 = X ′ − νs
′
2
(X − Y ) . (70)
Solving Eq. (70) for Y and then substituting it into Eq. (69) gives the following equation for X
0 = r(r − 2M)X ′′ + 4(r −M)X ′ − (l + 2)(l − 1)X . (71)
Putting X = fs(r)
−1/2w(r)/r and making the transformation z = r/M− 1 the previous equation becomes
0 = (1− z2)w′′ − 2zw′ +
[
l(l + 1)− 1
1− z2
]
w , (72)
where primes now denote differentiation with respect to the new variable z. The general solutions are the associated
Legendre functions of the first and second kind P 1l (z) and Q
1
l (z), implying that
X = (r − 2M)−1[c1fl(r) + c2gl(r)] ≡ c1X1 + c2X2 , (73)
where the functions fl(r) and gl(r) have been defined in (32). Choosing the arbitrary constants c1 and c2 in order
that the function X be continuous at the particle position and to satisfy regularity conditions on the horizon and at
infinity implies that the solution can be written as
X = NX [X1(r)X2(b)ϑ(b− r) +X1(b)X2(r)ϑ(r − b)] , (74)
where NX is an arbitrary constant. The corresponding solution for Y can be easily obtained from Eq. (70):
Y = X +
r
M (r − 2M)X
′ . (75)
Inverting the relations (68) yields immediately the solutions for the functions K and W :
K = X +
r
2M(r − 2M)X
′ , W = − r
2M(r − 2M)X
′ . (76)
The value of the arbitrary constant NX is determined by imposing the condition (67):
NX = 8
√
π
m
b4
M√2l+ 1fs(b)−3/2[X2′′(b)−X1′′(b)]−1 . (77)
Next consider the case l = 0. The relevant equations come from quantities (54)–(60) which do not contain angular
derivatives:
0 = r(r − 2M)K ′′ + (3r − 5M)K ′ − (r − 2M)H2′ +K −H2 + 1
2
r3
r − 2MA
s
00 , (78)
0 = (r − 2M)H0′ − (r −M)K ′ +H2 −K , (79)
0 = r(r − 2M)[K ′′ −H0′′] + (r −M)[2K ′ −H2′]− (r +M)H0′ . (80)
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It is easy to show that looking for solutions of the form H0 = H2 ≡W leads to a system of equations which coincide
with Eqs. (62)–(64) for l = 0 (or λ = −1). An analogous situation occurs in the remaining case l = 1: the relevant
equations coming from quantities (54)–(60)
0 = r(r − 2M)K ′′ + (3r − 5M)K ′ − (r − 2M)H2′ − 2H2 + 1
2
r3
r − 2MA
s
00 , (81)
0 = (r − 2M)H0′ − (r −M)K ′ +H2 −H0 , (82)
0 = r(r − 2M)[K ′′ −H0′′] + (r −M)[2K ′ −H2′]− (r +M)H0′ +H0 −H2 , (83)
0 = r(r − 2M)[K ′ −H0′]− (r −M)H2 + (r − 3M)H0 , (84)
reduce to the system (62)–(65) where we set l = 1 (or λ = 0). Therefore we can take the solutions (76) for all values
of l.
The reconstruction of the solution summing over all multipoles is nontrivial. Furthermore, the first derivatives
of both the functions K and W are not continuous at the particle position implying that the perturbed Riemann
tensor is singular there. Indeed, a singularity-free solution for this problem is obviously impossible, since there is no
external force to oppose the infall of the particle towards the black hole, so that equilibrium cannot be reached in
any way. We will see in Section IV B how adopting a gauge different from the Regge-Wheeler one gives rise to a
more convenient form of the gravitational perturbation functions, yielding a closed form expression for the perturbed
metric by summing over all multipoles. The singular character of the solution will be manifest in this new gauge.
Of course, one can get regular solutions even in the Regge-Wheeler gauge either by modifying the symmetry of the
problem e.g. by the introduction of angular momentum or transverse stresses to balance the gravitational attraction
making the resulting configuration as stable. Consider, for instance, the solution describing a thin spherical shell of
matter with suitable isotropic pressure at rest around a (concentric) Schwarzschild black hole. An exact solution for
this problem has been found by Frauendiener, Hoenselaers and Konrad [33]. The spherical symmetry of the problem
(with only two additional components Tθθ and Tφφ of the stress-energy tensor of the source, while Trr is assumed
identically zero) allows to get a regular solution, to which only the monopole l = 0 contributes. A problem with less
symmetry would require the addition of anisotropic transverse stresses, and all higher values of l may contribute in
this case.
B. The perturbation analysis of the Weyl class
As it is well known, there exist exact solutions to the vacuum Einstein’s field equations representing the nonlinear
superposition of individual static gravitating bodies in an axially symmetric configuration: the solutions belonging
to the Weyl class (see e.g. [1]). These solutions are not singularity-free, but exhibit singular structures as “struts”
and “membranes” necessary to balance the bodies. We refer to the Appendix for a summary on these many-body
solutions belonging to the Weyl class. In particular, we are interested in the exact solutions corresponding to a point
particle at rest above the horizon of a Schwarzschild black hole as well as to a pair of collinear Schwarzschild black
holes. We thus expect to find a solution of the first order perturbation equations obtained following Zerilli’s approach
that represents just a linearization of these known exact solutions.
Let us start again with the general form of the perturbed metric (46); first of all, we use the available gauge freedom
to eliminate two of the off-diagonal terms, corresponding to the first two Regge-Wheeler conditions
h0 ≡ h1 ≡ 0 . (85)
We then have
||hµν || =


eνsH0Yl0 H1Yl0 0 0
H1Yl0 e
−νsH2Yl0 0 0
0 0 r2
(
KYl0 +G
∂2Yl0
∂θ2
)
0
0 0 0 r2 sin2 θ
(
KYl0 +G cot θ
∂Yl0
∂θ
)


. (86)
The remaining gauge freedom will be exploited later.
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The independent first order perturbations of the quantities appearing in the Einstein field equations (45) are
G˜00 = −1
2
{
e2νs
[
2K ′′ − 2(λ+ 1)G′′ − 2
r
H2
′ +
(
νs
′ +
6
r
)
[K ′ − (λ+ 1)G′]
−2
(
1
r2
+
νs
′
r
)
(H0 +H2)
]
− 2e
νs
r2
[(λ + 1)H2 −H0 + λK]
}
Yl0 , (87)
G˜11 = −1
2
{
2
r
H0
′ −
(
νs
′ +
2
r
)
[K ′ − (λ+ 1)G′] + 2e
−νs
r2
[H2 − (λ+ 1)H0 + λK]
}
Yl0 , (88)
G˜22 =
r2
2
eνs
{
K ′′ +
(
νs
′ +
2
r
)
K ′ −H0′′ −
(
νs
′
2
+
1
r
)
H2
′ −
(
3νs
′
2
+
1
r
)
H0
′
}
Yl0
−cot θ
2
{
H0 −H2 − r2eνs
[
G′′ +
(
νs
′ +
2
r
)
G′
]}
∂Yl0
∂θ
, (89)
G˜12 = −1
2
{
−H0′ +K ′ −G′ −
(
νs
′
2
+
1
r
)
H2 −
(
νs
′
2
− 1
r
)
H0
}
∂Yl0
∂θ
, (90)
G˜01 =
{[
λ
r2
+
eνs
r
(
νs
′ +
1
r
)]
H1
}
Yl0 , (91)
G˜02 =
eνs
2
{H1′ + νs′H1} ∂Yl0
∂θ
, (92)
T part00 =
1
16π
As00Yl0 , (93)
where the gravitational source term coming from the point particle is still given by Eq. (61). The angular factors
containing derivatives vanish for l = 0; moreover, the two angular factors in the expression (89) for G˜22 are not
independent when l = 1. Therefore, the cases l = 0, 1 will be treated separately.
For all higher values of l, the Einstein field equations (45) imply that the corresponding curly bracketed factors on
the left and right hand sides are equal, so that the system of radial equations to be solved is the following:
0 = e2νs
[
2K ′′ − 2(λ+ 1)G′′ − 2
r
H2
′ +
(
νs
′ +
6
r
)
[K ′ − (λ + 1)G′]− 2
(
1
r2
+
νs
′
r
)
(H0 +H2)
]
−2e
νs
r2
[(λ+ 1)H2 −H0 + λK] +As00 , (94)
0 =
2
r
H0
′ −
(
νs
′ +
2
r
)
[K ′ − (λ+ 1)G′] + 2e
−νs
r2
[H2 − (λ+ 1)H0 + λK] , (95)
0 = K ′′ +
(
νs
′ +
2
r
)
K ′ −H0′′ −
(
νs
′
2
+
1
r
)
H2
′ −
(
3νs
′
2
+
1
r
)
H0
′ , (96)
0 = H0 −H2 − r2eνs
[
G′′ +
(
νs
′ +
2
r
)
G′
]
, (97)
0 = −H0′ +K ′ −G′ −
(
νs
′
2
+
1
r
)
H2 −
(
νs
′
2
− 1
r
)
H0 , (98)
since H1 ≡ 0.
1. The new gauge condition
Consider first the case l ≥ 2. We are dealing with a system of 5 ordinary differential equations for 4 unknown
functions: H0, H2, K and G. Compatibility of the system requires that these equations not be independent. It is
easy to show that Eq. (96) is identically satisfied by substituting into it the quantities K ′, K ′′ and H2 obtained from
Eq. (98), the same equation after differentiation with respect to r and Eq. (97), respectively.
By imposing the following further gauge condition on the perturbation functions
H0 +H2 = 2[K − (λ+ 1)G] , (99)
instead of the third Regge-Wheeler gauge condition G = 0, we show in the following that with this specific choice
we can obtain in a manifest way the linearized form (146) of the metric of two collinear Schwarzschild black holes
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belonging to the Weyl class. In fact, direct inspection of the metric components (147) below clearly shows that they
certainly satisfy the above condition, once expanded in multipoles according to the general form (46). It is clear that
this remarkable result cannot be obtained by using the Regge-Wheeler gauge, since in that case the perturbation
analysis remains within the framework of a single Schwarzschild solution. We will refer to this new gauge as BGR
gauge.
Summarizing, our gauge choice is completely specified by the three conditions
h
(BGR)
0 ≡ h(BGR)1 ≡ 0 , H(BGR)0 +H(BGR)2 = 2[K(BGR) − (λ+ 1)G(BGR)] . (100)
The metric perturbation functions (50) expressed in this gauge are thus given by
H
(BGR)
0 = H0 +
2M
r(r − 2M)A1 , H
(BGR)
1 = H1 +
2M
r(r − 2M)h0 − h0
′ ,
H
(BGR)
2 = 2(λ+ 1)(2A2 −G)−H0 + 2K −
2
r
2r − 3M
r − 2M A1 ,
K(BGR) = K − 2
r
A1 , G
(BGR) = G− 2A2 , (101)
since
A0 = − r
r − 2Mh0 , (102)
while the remaining gauge functions must satisfy the following equations:
A1
′ =
2
r
r −M
r − 2MA1 − (λ+ 1)(2A2 −G) +
1
2
(H0 +H2)−K , A2′ = − A1
r(r − 2M) +
h1
r2
. (103)
Differentiating both sides of the second equation above with respect to r and using the first equation in it leads to
A2
′′ =
2(λ+ 1)
r(r − 2M)A2 + Λ , Λ =
h1
′
r2
− 2h1
r3
− 1
2r(r − 2M) [2(λ+ 1)G+H0 +H2 − 2K] , (104)
which involves the function A2 only.
2. Explicit solution for the Weyl-type perturbations
Let us look for a solution of the system consisting of equations (94), (95), (97) and (98), taking into account the
condition (99). By solving the gauge condition (99) for G, and substituting it into all the other equations, we have:
0 = r(r − 2M)2[H2′′ +H0′′] + (r2 − 3Mr + 2M2)H2′ + (3r2 − 11Mr + 10M2)H0′
−(r − 2M)[(l2 + l+ 2)H2 − (l + 2)(l − 1)K]− r3As00 , (105)
0 = (r −M)H2′ − (r − 3M)H0′ − 2H2 + l(l + 1)H0 − (l + 2)(l− 1)K , (106)
0 = (r − 2M)[2K ′′ −H2′′ −H0′′] + (r −M)[2K ′ −H2′ −H0′] +H2 −H0 , (107)
0 = r(r − 2M)[H2′ − (l2 + l − 1)H0′ + (l + 2)(l − 1)K ′]− l(l+ 1)[(r −M)H2 − (r − 3M)H0] . (108)
Next we eliminate the function K by solving Eq. (108) for K ′, substituting it and its derivative K ′′ into Eq. (107),
and then by solving Eq. (106) for K, substituting it into Eq. (105), thus obtaining a pair of equations involving the
functions H0 and H2 only
0 = r(r − 2M)[H0′′ +H2′′] + 4(r − 2M)H0′ − l(l+ 1)[H0 +H2] + r
3
r − 2MA
s
00 , (109)
0 = r(r − 2M)[H2′′ −H0′′]− 4MH0′ − l(l + 1)[H2 −H0] . (110)
By subtracting the previous equations, we obtain the following second order differential equation for the function H0:
0 = r(r − 2M)H0′′ + 2(r −M)H0′ − l(l+ 1)H0 + r
3
2(r − 2M)A
s
00 . (111)
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Making the transformation z = r/M− 1 leads to
0 = (1 − z2)H0′′ − 2zH0′ + l(l + 1)H0 − 4
√
π
m
M
√
2l + 1
(
β − 1
β + 1
)1/2
δ(z − β) , (112)
where primes now denote differentiation with respect to the new variable z and β = b/M−1. The general solutions of
the corresponding homogeneous equation are the two types of Legendre functions Pl and Ql. After imposing regularity
conditions on the horizon and at infinity, the solution of Eq. (112) is then given by
H0 = 4
√
π
√
2l+ 1
m
Mfs(b)
1/2 [Pl(z)Ql(β)ϑ(b − r) + Pl(β)Ql(z)ϑ(r − b)] . (113)
From Eq. (110), the corresponding solution for H2 is given by
H2 =
(
3− 2 rM
)
H0 − 8
√
π
√
2l+ 1
l(l + 1)
m
M2 (b −M)fs(b)
1/2r(r − 2M)
×
[
dQl(z(r))
dr
∣∣∣∣
r=b
dPl(z(r))
dr
ϑ(b− r) + dPl(z(r))
dr
∣∣∣∣
r=b
dQl(z(r))
dr
ϑ(r − b)
]
. (114)
Expressions for the remaining functions G and K can be easily obtained from Eq. (97) and the relation (99) respec-
tively.
Finally we have to analyze the cases l = 0, 1 separately. Consider first the l = 0 case. The relevant equations come
from quantities (87)–(90) which do not contain angular derivatives. They now have the form
0 = r(r − 2M)K ′′ + (3r − 5M)K ′ − (r − 2M)H2′ +K −H2 + r
3
2(r − 2M)A
s
00 , (115)
0 = (r −M)K ′ − (r − 2M)H0′ +K −H2 , (116)
0 = r(r − 2M)[K ′′ −H0′′] + (r −M)[2K ′ −H2′]− (r +M)H0′ . (117)
The algebraic gauge condition (99) then becomes simply
H0 +H2 = 2K . (118)
Thus the function G drops out of the equations and can be chosen to be equal to the corresponding one for l ≥ 2
evaluated at l = 0 without loss of generality: in fact inspection of the perturbed metric tensor (151) shows that the
corresponding angular factors vanish identically for l = 0.
Then by solving Eq. (118) for K, and substituting it into equations (115)–(117), we obtain the following three
equations involving the functions H0 and H2 only:
0 = r(r − 2M)[H0′′ +H2′′] + (3r − 5M)H0′ + (r −M)H2′ +H0 −H2 + r
3
r − 2MA
s
00 , (119)
0 = (r −M)H2′ − (r − 3M)H0′ +H0 −H2 , (120)
0 = r(r − 2M)[H2′′ −H0′′]− 4MH0′ . (121)
By subtracting the last two of the previous equations from the first one, we obtain the following second order differential
equation for the function H0:
0 = r(r − 2M)H0′′ + 2(r −M)H0′ + r
3
2(r − 2M)A
s
00 , (122)
which coincides with the (111) for l = 0. So, its solution is simply
H0 = −2
√
π
m
Mfs(b)
1/2
[
ln
(
1− 2M
b
)
ϑ(b − r) + ln
(
1− 2M
r
)
ϑ(r − b)
]
; (123)
from Eq. (117), H2 results to be given by
H2 =
(
3− 2 rM
)
H0 + 8
√
π
m
Mfs(b)
1/2
[
(r −M)(b−M)−M2
b(b− 2M) ϑ(b− r) + ϑ(r − b)
]
, (124)
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while the function K can be easily obtained from relation (118).
Only the case l = 1 remains to be considered. The two angular factors in the expression (89) for the G˜22 component
of the Einstein tensor are not independent when l = 1, since Y10 = cos θ, so the two curly bracketed factors must be
considered together. The relevant equations coming from quantities (87)–(90) are thus given by
0 = r(r − 2M)[G′′ −K ′′] + (3r − 5M)[G′ −K ′] + (r − 2M)H2′ + 2H2 − r
3
2(r − 2M)A
s
00 , (125)
0 = (r −M)[K ′ −G′]− (r − 2M)H0′ +H0 −H2 , (126)
0 = r(r − 2M)[K ′′ −G′′ −H0′′] + (r −M)[2(K ′ −G′)−H2′]− (r +M)H0′ +H0 −H2 , (127)
0 = r(r − 2M)[K ′ −G′ −H0′]− (r −M)H2 − (r − 3M)H0 . (128)
The gauge condition (99) becomes
H0 +H2 = 2(K −G) . (129)
By solving Eq. (129) for G, and substituting it into Eqs. (125)–(128), we obtain the following four equations involving
only the functions H0 and H2:
0 = r(r − 2M)[H0′′ +H2′′] + (3r − 5M)H0′ + (r −M)H2′ − 4H2 + r
3
r − 2MA
s
00 ,
0 = (r −M)H2′ − (r − 3M)H0′ + 2(H0 −H2) ,
0 = r(r − 2M)[H2′′ −H0′′]− 4MH0′ + 2(H0 −H2) ,
0 = r(r − 2M)[H0′ −H2′] + 2(r −M)H2 − 2(r − 3M)H0 . (130)
By subtracting the second and third of the previous equations from the first one, we obtain the following second order
differential equation for the function H0
0 = r(r − 2M)H0′′ + 2(r −M)H0′ − 2H0 + r
3
2(r − 2M)A
s
00 , (131)
which coincides with Eq. (111) for l = 1; therefore its solution is simply
H0 = 4
√
3π
m
Mfs(b)
1/2 [P1(z)Q1(β)ϑ(b − r) + P1(β)Q1(z)ϑ(r − b)] , (132)
where
P1(z) = z , Q1(z) =
z
2
ln
(
z + 1
z − 1
)
− 1 . (133)
Furthermore, the third of Eqs. (130) coincides with Eq. (110) for l = 1; the corresponding solution for H2 is then
given by Eq. (114) evaluated at l = 1. The function K remains undetermined, and can be chosen to be equal to the
corresponding one for l ≥ 2 evaluated at l = 1 without loss of generality. Then the function G can be easily obtained
from Eq. (129).
3. The analytic solution summed over all values of l
We want now to reconstruct the solution for the gravitational perturbation functions H0, H2, K and G for all values
of l. We will denote by a bar the corresponding quantities summed over all multipoles.
Consider first the solution (113) for H0. The sum over all multipoles turns out to be
H¯0 =
∞∑
l=0
H0Yl0
= 2
m
Mfs(b)
1/2
∞∑
l=0
H0Yl0 [Pl(z)Ql(β)ϑ(b − r) + Pl(β)Ql(z)ϑ(r − b)]Pl(cos θ)
= 2
m
DS
fs(b)
1/2 , (134)
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where the quantity DS is defined in (36) and the following representation formula has been used:
1
[x2 + t2 − 2xt cos θ − sin2 θ]1/2 =
∞∑
l=0
(2l+ 1) [Pl(x)Ql(t)ϑ(t− x) + Pl(t)Ql(x)ϑ(x − t)]Pl(cos θ) . (135)
Consider then the solution (114) for H2. The sum over all multipoles turns out to be
H¯2 =
∞∑
l=0
H2Yl0 =
∞∑
l=1
H2Yl0 +
1
2
√
π
H2|l=0
=
(
3− 2 rM
) ∞∑
l=0
H0Yl0 − 4 mM2 (b−M)fs(b)
1/2r(r − 2M)
×
∞∑
l=1
2l+ 1
l(l + 1)
[
dQl(z(r))
dr
∣∣∣∣
r=b
dPl(z(r))
dr
ϑ(b − r) + dPl(z(r))
dr
∣∣∣∣
r=b
dQl(z(r))
dr
ϑ(r − b)
]
Pl(cos θ)
+4
m
Mfs(b)
1/2
[
(r −M)(b−M)−M2
b(b− 2M) ϑ(b − r) + ϑ(r − b)
]
= 2
m
DS
fs(b)
1/2 − 4Mm
b(b− 2M)fs(b)
1/2
[
1− r −M− (b−M) cos θ
DS
]
, (136)
where z = r/M− 1 and the representation formula (34) has been used.
In order to find the sum over all multipoles of the remaining gravitational perturbation functions K and G it proves
more convenient to proceed as follows, rather than deriving first the corresponding multipolar solutions and then
trying to sum the series. Consider Eqs. (97) and (98); since the parameter l does not appear explicitly, they remain
valid for the corresponding summed quantities as well and can be rewritten as
0 = H¯0 − H¯2 − ∂r
[
r(r − 2M)∂rG¯
]
, (137)
0 = r(r − 2M)∂r[−H¯0 + K¯ − G¯]− (r −M)H¯2 + (r − 3M)H¯0 . (138)
These equations must now be treated as partial differential equations rather than ordinary differential equations. In
fact summing over the spherical harmonics leads to the barred functions which are thus depending also on the angular
variable θ. After integration on the radial variable each function G¯ and K¯ will be determined up to an arbitrary
function of θ, which will be then chosen in order the perturbed metric to satisfy the Einstein field equations (45).
Substituting the solutions (134) and (136) into Eq. (137) gives the following first integral
∂rG¯ =
4Mm
b(b− 2M)fs(b)
1/2 r −DS + k1(θ)
r(r − 2M) , (139)
where k1(θ) is an arbitrary function of the polar angle. A further integration gives
G¯ =
4Mm
b(b− 2M)fs(b)
1/2
{
− ln
(
z − β cos θ + J√
z2 − 1
)
+
1
2
β ln
[
1 +
2J(zβ − cos θ + J)
(β2 − 1)(z2 − 1)
]
−1
2
cos θ ln
[
−4(β2 − 1)
(
sin2 θ − 2J(β − z cos θ + J)
z2 − 1
)]
− k1(θ)arctanh(z) + k2(θ)
}
, (140)
where z = r/M− 1, β = b/M− 1, J = DS/M and k2(θ) is another arbitrary function of θ. The solution for K¯
follows immediately by integrating Eq. (138):
K¯ = H¯0 + G¯+
4Mm
b(b− 2M)fs(b)
1/2
{
− ln
(
z − β cos θ + J√
z2 − 1
)
+
1
2
β ln
[
1 +
2J(zβ − cos θ + J)
(β2 − 1)(z2 − 1)
]
+ k3(θ)
}
, (141)
where k3(θ) is a third arbitrary function.
Therefore, starting from the expansion (46) for the gravitational field, the perturbed metric summed over all
multipoles turns out to be
ds˜2 = −eνs [1− H¯0]dt2 + e−νs [1 + H¯2]dr2 + r2
[
1 +
(
K¯ +
∂2G¯
∂θ2
)]
dθ2 + r2 sin θ2
[
1 +
(
K¯ + cot θ
∂G¯
∂θ
)]
dφ2 . (142)
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The Einstein field equations (45) give the following constraints on the undetermined angular functions k1(θ), k2(θ)
and k3(θ):
k1(θ) = c1 cos θ + c2
[
1 +
1
2
cos θ ln
(
1− cos θ
1 + cos θ
)]
,
k2(θ) + k3(θ) = c3 cos θ + c4
[
2 +
1
2
cos θ ln
(
1− cos θ
1 + cos θ
)]
+ cos θ ln(1 − cos θ) , (143)
where ci, i = 1, . . . , 4 are arbitrary integration constants. Making the choice c2 = 0 = c4 and k3(θ) = 0 brings the
metric (142) in the form
ds˜2 = −eνs [1− H¯0]dt2 + e−νs [1 + H¯2]dr2 + r2
[
1 + H¯2
]
dθ2 + r2 sin θ2
[
1 + H¯0
]
dφ2 , (144)
since in this case
K¯ +
∂2G¯
∂θ2
≡ H¯2 , K¯ + cot θ∂G¯
∂θ
≡ H¯0 . (145)
4. Comparison with the Weyl class two-body solution
The solution (144) we have found to first order in the perturbation is just the linearization with respect to m of the
exact solution given in Appendix A representing the superposition of a Chazy-Curzon particle and a Schwarzschild
black hole or of two collinear Schwarzschild black holes (to linear order these two solutions agree)
ds˜2 = −eνs [1− h¯w0 ]dt2 + e−νs [1 + h¯w1 ]dr2 + r2[1 + h¯w2 ]dθ2 + r2 sin θ2[1 + h¯w3 ]dφ2 , (146)
where
h¯w0 =
2m
Dw ,
h¯w1 = h¯
w
0 −
4Mm
b2 −M2
[
1− r −M− b cos θDw
]
,
h¯w2 = h¯
w
1 ,
h¯w3 = h¯
w
0 , (147)
and
eνs ≡ fs(r) = 1− 2M
r
, Dw = [(r −M)2 + b2 − 2(r −M)b cos θ −M2 sin2 θ]1/2 .
In fact the metric (144) has the same form of the Weyl metric (146); direct comparison between Eqs. (134) and (136)
and Eq. (147) shows that the functions H¯0 and H¯2 coincide exactly with the corresponding ones h¯
w
0 and h¯
w
1 after
shifting the location of the particle to b −→ b −M and recalling the definition of the “active gravitational mass” of
the particle by [34] resulting in the overall factor fs(b)
1/2 (so that m −→ mfs(b)−1/2).
It is worth noting again that this solution is characterized by the presence of a conical singularity on the polar axis
between the bodies [21, 36].
5. Relation with the Regge-Wheeler approach
Using Eq. (52) expressing the metric perturbation functions in the Regge-Wheeler gauge as combinations of metric
perturbations expressed in an arbitrary gauge together with the conditions (100) identifying our gauge choice yields
the explicit relation between the two gauges
H
(RW)
0 = H
(BGR)
0 −MG(BGR)′ , H(RW)1 = 0 = H(BGR)1 ,
H
(RW)
2 = H
(BGR)
2 + r(r − 2M)G(BGR)′′ + (2r − 3M)G(BGR)′ ,
K(RW) = K(BGR) + (r − 2M)G(BGR)′ . (148)
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Since the parameter l does not appear explicitly, the previous relations remain valid for the corresponding summed
quantities as well, which will be denoted by a bar. The perturber metric written in the Regge-Wheeler gauge in then
given by
ds˜2 = −eνs [1− W¯ (RW)]dt2 + e−νs [1 + W¯ (RW)]dr2 + r2
[
1 + K¯(RW)
]
(dθ2 + r2 sin θ2dφ2) , (149)
where
H¯
(RW)
0 = H¯
(RW)
2 ≡ W¯ (RW) = H¯0 −M∂rG¯ = H¯0 −
4M2m
b(b− 2M)fs(b)
1/2 r −DS + k1(θ)
r(r − 2M) ,
K¯(RW) = K¯ + (r − 2M)∂rG¯ = K¯ + 4Mm
b(b− 2M)
fs(b)
1/2
r
[r −DS + k1(θ)] , (150)
where H¯0 and K¯ are given by Eqs. (134) and (141) respectively and Eq. (139) has been used.
V. PERTURBATION ANALYSIS: THE REISSNER-NORDSTRO¨M CASE
A. The general perturbation equations
We now turn our attention to the charged Reissner-Nordstro¨m black hole case. The geometrical perturbations hµν
for the electric multipoles are given by
||hµν || =


eνH0Yl0 H1Yl0 h0
∂Yl0
∂θ
0
sym e−νH2Yl0 h1
∂Yl0
∂θ
0
sym sym r2
(
KYl0 +G
∂2Yl0
∂θ2
)
0
sym sym sym r2 sin2 θ
(
KYl0 +G cot θ
∂Yl0
∂θ
)


, (151)
where the symbol “sym” indicates that the missing components of hµν are to be found from the symmetry hµν = hνµ,
and eν = f(r) is Zerilli’s notation.
In order to simplify the description of the perturbation, we use the Regge-Wheeler [32] gauge to set
h0 ≡ h1 ≡ G ≡ 0 ;
thus we have
||hµν || =


eνH0Yl0 H1Yl0 0 0
H1Yl0 e
−νH2Yl0 0 0
0 0 r2KYl0 0
0 0 0 r2 sin2 θKYl0

 . (152)
The electromagnetic field harmonics fµν for the electric multipoles are given by
||fµν || =


0 f˜01Yl0 f˜02
∂Yl0
∂θ
0
antisym 0 f˜12
∂Yl0
∂θ
0
antisym antisym 0 0
antisym antisym antisym 0


, (153)
where f˜µν denotes the θ-independent part of fµν , and the symbol “antisym” indicates components obtainable by
antisymmetry.
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The expansion of the source terms (17) gives the relations∑
l
A00Yl0 = 16πT
part
00 ,
∑
l
vYl0 = J
0
part , (154)
with
A00 = 8
√
π
m
√
2l+ 1
b2
f(b)3/2δ (r − b) , v = 1
2
√
π
q
√
2l + 1
b2
δ (r − b) , (155)
where we have used the following expansion for δ(cos θ − 1):
δ(cos θ − 1) = √π
∑
l
√
2l + 1Yl0 . (156)
The independent first order perturbations of the quantities appearing in the Einstein-Maxwell field equations (8)
are given by
G˜00 = −1
2
{
e2ν
[
2K ′′ − 2
r
H2
′ +
(
ν′ +
6
r
)
K ′ − 2
(
1
r2
+
ν′
r
)
(H0 +H2)
]
−2e
ν
r2
[(λ+ 1)H2 −H0 + λK]
}
Yl0 , (157)
G˜11 = −1
2
{
2
r
H0
′ −
(
ν′ +
2
r
)
K ′ +
2e−ν
r2
[H2 − (λ+ 1)H0 + λK]
}
Yl0 , (158)
G˜22 =
r2
2
eν
{
K ′′ +
(
ν′ +
2
r
)
K ′ −H0′′ −
(
ν′
2
+
1
r
)
H2
′ −
(
3ν′
2
+
1
r
)
H0
′ + 2(λ+ 1)
e−ν
r2
(H0 −H2)
+
(
ν′′ + ν′
2
+
2ν′
r
)
(K −H2)
}
Yl0 +
1
2
{
H0 −H2
}
∂2Yl0
∂θ2
, (159)
G˜12 = −1
2
{
−H0′ +K ′ −
(
ν′
2
+
1
r
)
H2 −
(
ν′
2
− 1
r
)
H0
}
∂Yl0
∂θ
, (160)
G˜01 =
{[
λ
r2
+
eν
r
(
ν′ +
1
r
)]
H1
}
Yl0 , (161)
G˜02 =
eν
2
{H1′ + ν′H1} ∂Yl0
∂θ
, (162)
T˜00 = − 1
8π
{
Q2eνH2
r4
+ 2
Qeν f˜01
r2
}
Yl0 , T˜11 = − 1
8π
{
Q2e−νH0
r4
− 2Qe
−ν f˜01
r2
}
Yl0 ,(163)
T˜22 =
r2eν
8π
{
Q2e−νK
r4
− 2Qe
−ν
r2
f˜01
}
Yl0 , T˜12 =
1
8π
{
2
Qe−ν f˜02
r2
}
∂Yl0
∂θ
, (164)
T˜01 = − 1
8π
{
2
Q2
r4
H1
}
Yl0 , T˜02 =
eν
8π
{
2
Q
r2
f˜12
}
∂Yl0
∂θ
, (165)
T part00 =
1
16π
A00Yl0 , J
0
part = vYl0 , (166)
F˜ 0ν ; ν = −
{
f˜01
′ +
2
r
f˜01 − l (l + 1) e
−ν f˜02
r2
− Q
r2
K ′
}
Yl0 , F˜
1ν
; ν =
{
− l (l + 1) e
ν
r2
f˜12
}
Yl0 , (167)
F˜ 2ν ; ν = −e
ν
r2
{
f˜12
′ + ν′f˜12
} ∂Yl0
∂θ
, ∗F˜ 3ν ; ν =
1
r2 sin θ
{
f˜01 − f˜02′
} ∂Yl0
∂θ
, (168)
where λ = 12 (l − 1) (l + 2) and a prime denotes differentiation with respect to r.
The angular factors containing derivatives vanish for l = 0; moreover, the two angular factors in the expression
(159) for G˜22 are not independent when l = 1 (in fact, ∂
2Y10/∂θ
2 = −Y10). Therefore, the cases l = 0, 1 will be
treated separately.
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For all higher values of l, the Einstein-Maxwell field equations (8) imply that the corresponding curly bracketed
factors on the left and right hand sides are equal, so that the system of radial equations we have to solve is the
following:
0 = e2ν
[
2K ′′ − 2
r
W ′ +
(
ν′ +
6
r
)
K ′ − 4
(
1
r2
+
ν′
r
)
W
]
− 2λe
ν
r2
(W +K)− 2Q
2eνW
r4
− 4Qe
ν f˜01
r2
+A00 ,(169)
0 =
2
r
W ′ −
(
ν′ +
2
r
)
K ′ − 2λe
−ν
r2
(W −K)− 2Q
2e−νW
r4
+ 4
Qe−ν f˜01
r2
, (170)
0 = K ′′ +
(
ν′ +
2
r
)
K ′ −W ′′ − 2
(
ν′ +
1
r
)
W ′ +
(
ν′′ + ν′
2
+
2ν′
r
)
(K −W )− 2Q
2e−νK
r4
+
4Qe−ν
r2
f˜01 ,(171)
0 = −W ′ +K ′ − ν′W + 4Qe
−ν f˜02
r2
, (172)
0 = f˜01
′ +
2
r
f˜01 − l (l + 1) e
−ν f˜02
r2
− Q
r2
K ′ + 4πv , (173)
0 = f˜01 − f˜02′ , (174)
since
H0 = H2 ≡W , H1 ≡ 0 , f˜12 ≡ 0 . (175)
We are dealing with a system of 6 coupled ordinary differential equations for 4 unknown functions: K, W , f˜01 and
f˜02. Compatibility of the system requires that these equations not be independent. We see that the Eq. (171) can be
obtained from Eqs. (170) and (172): in fact it is enough to consider Eqs. (170) and (172), solving them for K ′ and
W ′, together with the corresponding equations obtained by differentiation with respect to r, solving those for K ′′ and
W ′′ and finally substituting all these quantities into Eq. (171), which is then identically satisfied.
Next another equation must be eliminated. It is useful to introduce the the new combinations
X = K −W , Y = K +W , (176)
so that the system we have to solve for the unknown functions X , Y , f˜01 and f˜02 is the following
0 = e2ν
[
X ′′ + Y ′′ − 1
r
(X ′ − Y ′) +
(
ν′
2
+
3
r
)
(X ′ + Y ′)− 2
(
1
r2
+
ν′
r
)
(X − Y )
]
− 2λe
ν
r2
Y − Q
2eν
r4
(X − Y )
−4Qe
ν f˜01
r2
+A00 , (177)
0 = −2
r
X ′ − ν
′
2
(X ′ + Y ′) +
2λe−ν
r2
X − Q
2e−ν(X − Y )
r4
+ 4
Qe−ν f˜01
r2
, (178)
0 = X ′ − ν
′
2
(X − Y ) + 4Qe
−ν f˜02
r2
, (179)
0 = f˜01
′ +
2
r
f˜01 − l (l + 1) e
−ν f˜02
r2
− Q
2r2
(X ′ + Y ′) + 4πv , (180)
0 = f˜01 − f˜02′ . (181)
First we solve algebraically Eqs. (178) and (179) for f˜01 and f˜02 respectively. Then we substitute the quantities so
obtained into Eqs. (177), (180) and (181), involving only the gravitational perturbation functions X and Y
f˜01 =
2r2 − 3Mr +Q2
4rQ
X ′ +
Mr −Q2
4rQ
Y ′ − 2λr
2 +Q2
4Qr2
X +
Q
4r2
Y , (182)
f˜02 = −r
2 − 2Mr +Q2
4Q
X ′ +
Mr −Q2
4rQ
(Y −X) , (183)
0 = Y ′′ +
2
r
Y ′ − 2(λ+ 1)
r2 − 2Mr +Q2Y +
r4A00
(r2 − 2Mr +Q2)2 −
2(r +Q)(r −Q)
r(r2 − 2Mr +Q2)X
′ +
2(2λ+ 1)
r2 − 2Mr +Q2X ,(184)
0 = (r2 − 2Mr +Q2)X ′′ + 4(r −M)X ′ − 2λX , (185)
0 = Y ′′ +
2
r
Y ′ − 2(λ+ 1)
r2 − 2Mr +Q2Y +
16πrQ
(Mr −Q2)v −
2(r +Q)(r −Q)
r(r2 − 2Mr +Q2)X
′ +
2(2λ+ 1)
r2 − 2Mr +Q2X . (186)
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B. The compatibility and Bonnor’s condition
Direct comparison between Eqs. (184) and (186) shows that they are compatible only if the following stability
condition holds
m = qQ
bf(b)1/2
Mb−Q2 . (187)
The same condition can be obtained by imposing conservation of the stress-energy tensor:
0 = A00 − 32πQe
ν
r2ν′
v . (188)
So Eq. (169) becomes
0 = e2ν
[
2K ′′ − 2
r
W ′ +
(
ν′ +
6
r
)
K ′ − 4
(
1
r2
+
ν′
r
)
W
]
− 2λe
ν
r2
(W +K)− 2Q
2eνW
r4
− 4Qe
ν f˜01
r2
− 32πQe
ν
r2ν′
v . (189)
This equation is identically satisfied, seen by substituting into it the quantities K ′, W ′, and K ′′ and W ′′ obtained
from Eqs. (170), (172) and their derivatives, and f˜01
′ and f˜02
′ from Eqs. (173) and (174) respectively.
The stability condition (187) coincides exactly with the equilibrium condition (44) for such a system, which has been
discussed by Bonnor [19] in the case of a test field approximation. Therefore the static configuration of a particle at
rest near the black hole remains an equilibrium configuration as a result of the perturbation only for certain positions
of the particle which are completely determined by the charge to mass ratio of the black hole and of the particle itself:
in particular, if we require that Q/M < 1, the particle must be overcritically charged, i.e. q/m > 1. However, the
choice of equilibrium configurations is a special one, since it forces us to consider particle and black hole charges of
the same sign only. Hence, if we want to consider the more general case of charges of opposite sign, the nonvanishing
contribution to the stress-energy tensor due to some external force should be taken into account in solving the full
Einstein-Maxwell system (8). In the extreme black hole case (Q = M), instead the equilibrium condition (187)
becomes simply
m = q , (190)
implying that all the configurations are equilibrium configurations as a result of the perturbation, but the particle
also is forced to have the critically charged ratio q/m = 1.
1. Discussion of the equilibrium condition
Let us examine the equilibrium condition (187) in more detail; it can be rewritten in the form
q
m
Q
M =
b/M− (Q/M)2
[(b/M)2 − 2b/M+ (Q/M)2]1/2 ≡ F(b/M;Q/M) , (191)
with F(b/M;Q/M) ≥ 1 for all values of |Q/M| ≤ 1 and b ≥ r+. Thus the system turns out to be coupled in such
a way that, for a fixed value of Q/M, the charge to mass ratio q/m of the particle must decrease as the separation
parameter b/M increases, while it must be larger and larger as the particle approaches the black hole horizon. On
the other hand, for a fixed distance parameter b/M, the value of q/m must increase for decreasing values of Q/M, in
order to oppose the gravitational attraction and so maintain the equilibrium, while it must decrease until it reaches
the value 1 as the black hole approaches the extreme condition, since F(b/M;Q/M → 1) → 1 irrespective of the
value of b/M. Obviously this is the limiting situation of two critically charged bodies which are in equilibrium at any
separation distance.
Summarizing (see also Fig. 1):
a) Q/M fixed:
for b→ r+ , q/m→∞ ;
for b→∞ , q/m→M/Q ; (192)
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FIG. 1: Fig. (a) shows the behaviour of the charge to mass ratio q/m of the particle as a function of the separation parameter
b/M, according to the equilibrium condition (191), for a fixed value of Q/M = 0.6. For b→∞ we have that q/m→M/Q ≈
1.67. Instead in Fig. (b) the parameter q/m is plotted as a function of the charge to mass ratio Q/M of the black hole, at a
fixed distance b = 8M. For Q/M→ 1, we have that q/m→ 1 as well.
b) b/M fixed:
for Q/M→ 0 , q/m→∞ ;
for Q/M→ 1 , q/m→ 1 . (193)
C. Solutions of the perturbation equations: the extreme case (Q =M)
Consider first the cases l = 0, 1.
1. The l = 0 case
The relevant equations come from the first order perturbation quantities (157)–(168) appearing in the field equations,
which do not contain angular derivatives and which reduce to the follwing for l = 0
0 = (r −M)2K ′′ + 3r
2 − 5Mr + 2M2
r
K ′ − (r −M)
2
r
H2
′ +K −H2 + M
2
r2
H0 +
r4
2(r −M)2A00
−2Mf˜01 , (194)
0 =
(r −M)2
r
H0
′ − (r −M)K ′ +H2 −K − M
2
r2
H0 + 2Mf˜01 , (195)
0 = (r −M)2[K ′′ −H0′′] + (r −M)[2K ′ −H2′]− r
2 +Mr − 2M2
r
H0
′ − 2M
2
r2
H2 + 4Mf˜01 , (196)
0 = f˜01
′ +
2
r
f˜01 − M
r2
K ′ + 4πv . (197)
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Let us look for a solution of the form H0 = H2 ≡ W and K = W . Then the preceding equations reduce to the
following
0 = (r −M)2W ′′ + 2r
2 − 3Mr +M2
r
W ′ +
M2
r2
W +
r4
2(r −M)2A00 − 2Mf˜01 , (198)
0 =
M(r −M)
r
W ′ +
M2
r2
W − 2Mf˜01 , (199)
0 = f˜01
′ +
2
r
f˜01 − M
r2
W ′ + 4πv . (200)
By solving Eq. (199) for f˜01 and substituting it into the other equations we obtain
0 = W ′′ +
2
r
W ′ +
r4
2(r −M)4A00 , (201)
0 = W ′′ +
2
r
W ′ +
8πr
r −Mv . (202)
These are actually the same equation, as follows from Eqs. (155) and (190), and the solution is simply
W = 4
√
π
m
b−M
[
r −M
r
ϑ(b− r) + b−M
r
ϑ(r − b)
]
, (203)
after a suitable choice of the integration constants; then from Eq. (199) we obtain
f˜01 = 2
√
π
q
r3
[
2Mr −M
b−Mϑ(b− r) − (r − 2M)ϑ(r − b)
]
. (204)
It is worth noting that the function f˜02 turns out to be undetermined since it does not appear in the system (194)–
(197). However, the tensor harmonic expansion (153) of the electromagnetic field shows that the angular factor
corresponding to the component f˜02 vanishes identically for l = 0.
2. The l = 1 case
The derivation of the relevant equations from Eqs. (157)–(168) requires particular acare in this case. In fact, the
two angular factors in the expression (159) for G˜22 are not independent when l = 1, since ∂
2Y10/∂θ
2 = −Y10, so the
two separate terms in the corresponding field equations collapse to one. The relevant equations are thus given by
0 = (r −M)2K ′′ + 3r
2 − 5Mr + 2M2
r
K ′ − (r −M)
2
r
H2
′ − 2H2 + M
2
r2
H0
+
r4
2(r −M)2A00 − 2Mf˜01 , (205)
0 =
(r −M)2
r
H0
′ − (r −M)K ′ +H2 −
[
1 +
M2
r2
]
H0 + 2Mf˜01 , (206)
0 = (r −M)2[K ′′ −H0′′] + (r −M)[2K ′ −H2′]− r
2 +Mr − 2M2
r
H0
′ +H0
−
[
1 + 2
M2
r2
]
H2 + 4Mf˜01 , (207)
0 = (r −M)2[K ′ −H0′]− (r −M)H2 + r
2 − 3Mr + 2M2
r
H0 + 4Mf˜02 , (208)
0 = f˜01
′ +
2
r
f˜01 − 2
(r −M)2 f˜02 −
M
r2
K ′ + 4πv , (209)
0 = f˜01 − f˜02′ . (210)
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We look for a solution of the form H0 = H2 ≡W and K =W . Thus the preceding equations reduce to
0 = (r −M)2W ′′ + 2r
2 − 3Mr +M2
r
W ′ −
[
2− M
2
r2
]
W +
r4
2(r −M)2A00 − 2Mf˜01 , (211)
0 =
M(r −M)
r
W ′ +
M2
r2
W − 2Mf˜01 , (212)
0 = −r −M
r
W + 2f˜02 , (213)
0 = f˜01
′ +
2
r
f˜01 − 2
(r −M)2 f˜02 −
M
r2
W ′ + 4πv , (214)
0 = f˜01 − f˜02′ . (215)
By solving Eq. (212) for f˜01 and Eq. (213) for f˜02, and substituting the results into the other equations we obtain
0 = W ′′ +
2
r
W ′ − 2
(r −M)2W +
r4
2(r −M)4A00 , (216)
0 = W ′′ +
2
r
W ′ − 2
(r −M)2W +
8πr
r −Mv . (217)
These are actually the same equation, as follows from Eqs. (155) and (190), and the solution is simply
W =
4
√
π√
3
m
r
[(
r −M
b−M
)2
ϑ(b − r) + b−M
r −Mϑ(r − b)
]
, (218)
after a suitable choice of the integration constants; then from Eqs. (212) and (213) we obtain
f˜01 =
2
√
π√
3
q
r3
[(
r −M
b−M
)2
(r + 2M)ϑ(b− r)− 2(b−M)ϑ(r − b)
]
, (219)
f˜02 =
2
√
π√
3
q
r −M
r2
[(
r −M
b−M
)2
ϑ(b − r) + b−M
r −Mϑ(r − b)
]
. (220)
3. The l ≥ 2 case
Finally, consider the general case l ≥ 2. The system of equations to be solved for the unknown functions X , Y , f˜01
and f˜02 coming from Eqs. (178)–(181) is
f˜01 =
2r2 − 3Mr +M2
4Mr X
′ +
r −M
4r
Y ′ − 2λr
2 +M2
4Mr2 X +
M
4r2
Y , (221)
f˜02 = − (r −M)
2
4M X
′ +
r −M
4r
(Y −X) , (222)
0 = (r −M)2X ′′ + 4(r −M)X ′ − 2λX , (223)
0 = Y ′′ +
2
r
Y ′ − 2(λ+ 1)
(r −M)2Y +
16πr
(r −M)v −
2(r +M)
r(r −M)X
′ +
2(2λ+ 1)
(r −M)2X , (224)
where the relation (190) must be taken into account once the solution is found.
Eq. (223) involves the function X only and can be solved exactly
X = c1(r −M)l−1 + c2(r −M)−(l+2) , (225)
which can be re-expressed as
X = (r −M)−1[c1Υl(r) + c2Υ−l−1(r)] (226)
by introducing the following notation
Υl(r) = (r −M)l . (227)
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At this point, it is enough to solve Eq. (224) to obtain the complete solution of the system. The general solution of
the homogeneous equation is simply
Yhom =
r −M
r
[c3Υl(r) + c4Υ−l−1(r)] , (228)
so that the solution of Eq. (224) becomes
Y = Yhom + B r −M
r
[Υl(b)Υ−l−1(r) −Υl(r)Υ−l−1(b)] ϑ(r − b) + c1Ωl(r) + c2Ω−l−1(r) , (229)
where the quantities B and Ωl(r) stand for
B = 8
√
π√
2l+ 1
q ,
Ωl(r) =
1
2l+ 1
[M(l2 − l + 1)Υl−1(r) + lΥl(r)] . (230)
The functions Ωl(r) and Ω−l−1(r) are not regular at the horizon nor at infinity, so that we must set the constants
c1 = 0 = c2. This means that there is only one solution which satisfies the suitable regularity condition: the solution
with X ≡ 0, and thus K =W = Y/2, from the relations (176).
The remaining undetermined constants c3 and c4 appearing in the solution (229) can again be found easily by
imposing regularity conditions on the horizon and at infinity, giving the following final form for the solution
Y = B r −M
r
[Υl(r)Υ−l−1(b)ϑ(b − r) + Υl(b)Υ−l−1(r)ϑ(r − b)] . (231)
The electromagnetic perturbation functions f˜01 and f˜02 are then easily determined from the relations (221) and
(222) respectively, which for X = 0 become
f˜01 =
r −M
4r
Y ′ +
M
4r2
Y , (232)
f˜02 =
r −M
4r
Y . (233)
4. The analytic solution summed over all values of l
In order to reconstruct the solution for gravitational and electromagnetic perturbation functions for all values of l, it
is important to note that the both solutions (203) and (218) for W correspond to the expression (231) for the function
Y/2 evaluated for l = 0 and l = 1 respectively. The same holds for the electromagnetic perturbation functions f˜01
and f˜02: if we set l = 0, 1 in (232) and (233), we obtain exactly (204), (219) and (220). Therefore, we can take the
expressions (231), (232) and (233) as the solution for all values of l.
The gravitational field harmonics hµν reduce to
||hµν || =


eν Y2 Yl0 0 0 0
0 e−ν Y2 Yl0 0 0
0 0 r2 Y2 Yl0 0
0 0 0 r2 sin2 θ Y2 Yl0

 , (234)
since we have K =W = Y/2. Now, if we denote the sum of the radial function Y over the spherical harmonics by y,
it is easy to show that this quantity can be summed exactly using the properties of the Legendre polynomials Pn(x),
whose a generating function is just
g(t, x) ≡ [1− 2xt+ t2]−1/2 =
∞∑
n=0
Pn(x)t
n , |t| < 1 . (235)
In fact, setting t = (b−M)/(r −M) and x = cos θ in the generating function (235) leads to
1
D =
∞∑
n=0
Pn(cos θ)
(b−M)n
(r −M)n+1 , (236)
27
for r > b, where
D = [(r −M)2 + (b−M)2 − 2(r −M)(b−M) cos θ]1/2 ; (237)
alternatively, choosing t = (r −M)/(b−M) implies
1
D =
∞∑
n=0
Pn(cos θ)
(r −M)n
(b−M)n+1 , (238)
for r < b. Therefore, the following representation formula holds
1
D =
∞∑
n=0
[
(r −M)n
(b −M)n+1ϑ(b− r) +
(b−M)n
(r −M)n+1 ϑ(r − b)
]
Pn(cos θ) , (239)
leading to the result
y =
∑
l
Y Yl0 = 4q
r −M
r
∞∑
l=0
[
(r −M)l
(b−M)l+1 ϑ(b− r) +
(b−M)l
(r −M)l+1ϑ(r − b)
]
Pl(cos θ) = 4q
r −M
r
1
D . (240)
At this point, after recalling the definitions (176) for K and W (from which K = W = Y/2, for X = 0) and the
relation (190), we have that the solution summed over the harmonics for the perturbed gravitational field turns out
to be completely determined by the function
H = y
2
= 2m
r −M
r
1
D , (241)
so that the new line element ds˜2 from the first of relations (9) and Eq. (234) is then
ds˜2 = −[1−H]f(r)dt2 + [1 +H][f(r)−1dr2 + r2(dθ2 + sin2 θdφ2)] . (242)
It can be shown that this perturbed metric is spatially conformally flat; moreover, the solution remains valid as long
as the condition |H| ≪ 1 is satisfied.
Next by using the relations (232) and (233), the knowledge of the gravitational perturbation function H (or y) in
closed form permits us to give an exact reconstruction of the perturbed electromagnetic field fµν as well, namely
f01 =
∑
l
f˜01Yl0 =
r −M
4r
∂y
∂r
+
M
4r2
y , (243)
f02 =
∑
l
f˜02
∂Yl0
∂θ
=
r −M
4r
∂y
∂θ
, (244)
so that the electric field components Er and Eθ are given by
Er = −f01 = q(r −M)
r3D
{
−2M+ r(r −M)[(r −M)− (b −M) cos θ]D2
}
,
Eθ = −f02 = q(r −M)
3
r2D3 (b−M) sin θ ; (245)
the total electromagnetic field to first order in the perturbations is then (from the second of relations (9)) just
F˜ = −
[M
r2
+ Er
]
dt ∧ dr − Eθdt ∧ dθ . (246)
Let us verify that Gauss’s theorem is satisfied by integrating the dual of the electromagnetic form (246) over a surface
S containing both the charges Q =M and q
Φ =
∫
S
∗F˜ ∧ dS = 4π(Q+ q) . (247)
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We only need to calculate the component ∗F˜θφ, which results to be (to first order in the perturbation)
∗F˜θφ = r
2 sin θ
[
(1 +H)M
r2
+ Er
]
. (248)
Let us calculate separately the two different contributions to the integral (247) due to the background and particle
electric fields. The former one is given by
ΦRN = 2π
∫ pi
0
r2 sin θ(1 +H)M
r2
dθ = 4πM+ 4πMq r −M
r
∫ pi
0
sin θ
D dθ , (249)
recalling the definition (241) for the gravitational perturbation function H. Next it is easy to show from (237) that∫ pi
0
sin θ
D dθ =
1
(r −M)(b−M)
∫ pi
0
∂D
∂θ
dθ =
D(π)−D(0)
(r −M)(b −M)
=
2
(r −M)(b−M) [(r −M)ϑ(b− r) + (b−M)ϑ(r − b)] . (250)
Thus the flux (249) becomes
ΦRN = 4πM+ 8πMq
r(b −M) [(r −M)ϑ(b− r) + (b−M)ϑ(r − b)] . (251)
The charged particle contribution to the flux is given by
Φpart = 2π
∫ pi
0
r2 sin θErdθ = −4πr2 ∂
∂r
[
r −M
4r
∫ pi
0
H sin θdθ
]
= −4πqr2 ∂
∂r
[
(r −M)2
r2
∫ pi
0
sin θ
D dθ
]
, (252)
so that using the expression (250) it reduces to
Φpart =
[
4πq − 8πMq
r
]
ϑ(r − b)− 8πMq
r
r −M
b−Mϑ(b − r) . (253)
Therefore the total flux Φ is
Φ = ΦRN +Φpart = 4πM+ 4πqϑ(r − b) , (254)
so Gauss’s theorem (247) is satisfied.
As a matter of fact there exists an alternative way to treat the problem, at least for the case of particle and black
hole charges of the same sign, which permits one to deal ab initio with closed form expressions both for the perturbed
gravitational and electromagnetic field, as we will see in the next section. That leads to enormous simplification in
the treatment of the perturbations of extreme black holes, and it is a powerful tool for the analysis of higher order
perturbations, since one can stop in the perturbation theory at any order one desires.
D. Perturbations of the extreme black hole: an alternative approach
Although the spacetime of a black hole and a charged particle is not an electro-vacuum one, we start from an exact
solution of the Einstein-Maxwell field equations without sources, and by linearizing it, we will obtain an exact solution
of the coupled perturbation equations.
The exact solution from which we start is the Majumdar-Papapetrou solution describing a system of many extreme
Reissner-Nordstro¨m black holes. We note that by using the Israel-Wilson-Perje´s approach one could also include
rotation in the present formulation. In particular, we will be interested in the two body problem, which is discussed
in detail in the monograph of Chandrasekhar [35].
The physical scenario we have in mind is the one in which one black hole has a mass (charge) absolutely smaller than
the one of the companion object. In this limit and assuming a separation distance of the two objects not comparable
with their gravitational radii, we can interpret the system as an extreme charged black hole interacting nonlinearly
with a very small charged object. The charge-to-mass ratio q/m = 1 of such a particle is not a problem for the
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effect we are going to discuss. In fact in the equations of Zerilli the charge and mass of the particle appear in the
source terms of the coupled ODE system only as a common multiplicative factor. The particular integral built with
the solutions of the homogeneous system will be proportional to such quantities, and this makes the mathematics of
the problem (but not the physics, of course) naively insensitive to a particular choice of such parameters, provided
always that the perturbative regime is valid. Clearly this assumption is very delicate, because the black hole with a
particle is not a vacuum spacetime and we mimic it with an electro-vacuum one. In some sense the idea is to use an
analogy such that the particle and a very small extreme black hole can be thought as the same kind of object and
have the same fields at far distances from themselves. The Majumdar-Papapetrou solution is included in the class of
electro-vacuum and conformally static solutions of the Einstein-Maxwell system.
The three-dimensional conformally flat geometry in this case is allowed only for extreme black holes, and this fact
demonstrates the special nature of Reissner-Nordstro¨m black holes with Q = M. In this situation the complicate
system of non linear PDEs collapses into a simple complex Laplace equation, which acts as master equation for
building up infinite solutions; however, apart from the Majumdar-Papapetrou spacetime, the other solutions give rise
to naked singularities. It is important to note that, because of the linearity of the Laplace equation, a superposition
of many relativistic bodies is possible.
We are now ready to discuss quantitatively the Majumdar-Papapetrou spacetime. In fact, by introducing the
quantity
U = 1 +
M
R
+
m√
R2 + b2 − 2Rb cos θ , (255)
it is easy to show that a solution of the electro-vacuum Einstein-Maxwell system is given by
ds2 = −dt
2
U2
+ U2[dR2 +R2(dθ2 + sin2 θdφ2)] , (256)
where U satisfies the 3-dimensional Laplace equation ∇2U = 0, and the electrostatic potential is given by AMPt = U−1.
The quantity b is the separation distance between the two bodies, and the quantities M, m can be identified with
the masses, if the sources are far enough apart. The charges of the system are equal to these masses and have the
same sign. This is a limit of the analogy we are using in this section, because we can study an extreme black hole and
a charged particle provided that both have the same sign of the charge. Bodies with different signed charge would
require the study of the full Zerilli system, as we have done in the previous section.
The manifold under consideration has a coordinate interpretation which is absolutely nontrivial, in particular in
relation with the location of the horizons and the singularities. However, because we will be interested in the study of
the perturbations of such an object, we can use a coordinate transformation R = r−M, which in the case m = 0 gives
immediately the usual Reissner-Nordstro¨m solution, and consequently we can construct the gravitational perturbation
with respect to m referred to such coordinates by expanding the metric to first order in m:
hMPtt =
2m
Σ
(r −M)3
r3
,
hMPrr =
2m
Σ
r
r −M ,
hMPθθ =
2m
Σ
r(r −M) ,
hMPφφ =
2m
Σ
r(r −M) sin2 θ , (257)
where
Σ =
[
(r −M)2 + (b−M)2 − 2(r −M)(b−M) cos θ]1/2 , (258)
and the following representation holds (see Eq. (239))
1
Σ
=
∑
l
Cl(r)Yl0 , Cl(r) =
2
√
π√
2l + 1
[
(r −M)l
(b−M)l+1 ϑ(b− r) +
(b−M)l
(r −M)l+1 ϑ(r − b)
]
; (259)
moreover, recalling the notation (227) introduced in the previous section, one finds
Cl(r) =
2
√
π√
2l + 1
[Υl(r)Υ−l−1(b)ϑ(b − r) + Υl(b)Υ−l−1(r)ϑ(r − b)] . (260)
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We can now suitably scale the gravitational perturbation functions (257) as in the Zerilli approach
hMPtt = e
ν h¯tt , h
MP
rr = e
−ν h¯rr , h
MP
θθ = r
2h¯θθ , h
MP
φφ = r
2 sin2 θh¯φφ ,
finding that in this case
h¯tt = h¯rr = h¯θθ = h¯φφ ≡ h¯ , (261)
with
h¯ =
2m
Σ
r −M
r
=
2m(r −M)
r
∑
l
Cl(r)Yl0 . (262)
This quantity is equal to the gravitational perturbation function (241) obtained in the preceding section following the
approach of Zerilli, since q = m in the present treatment, and Σ ≡ D.
The nonvanishing components of the effective electromagnetic tensor (that is, the total electromagnetic tensor, from
which the contribution F(1) = −(M/r2) dt ∧ dr of the “background” field of the black hole of massM is subtracted)
are easily evaluated from the metric (256) and the vector potential AMPµ = U
−1dt
FMPtr = −
m(r −M)
2r2Σ
Σ[r(r − 4M)Σ− 2mM(r −M)] + r2[(r −M)2 − (b−M)2]
[rΣ +m(r −M)]2 ,
FMPtθ = −
m(r −M)
Σ
(b −M)
[rΣ +m(r −M)]2 sin θ . (263)
By expanding the previous expressions to first order in m we also obtain the electromagnetic perturbation
fMPtr = −
m(r −M)
r3Σ
{
−2M+ r(r −M)[r −M− (b−M) cos θ]
Σ2
}
,
fMPtθ = −
m(r −M)3
r2Σ3
(b −M) sin θ . (264)
As in the case of the metric perturbations, the previous quantities are the same as those (see Eq. (245)) obtained in
the preceding section, with the identifications
Er ←→ −fMPtr , Eθ ←→ −fMPtθ , q ←→ m , D ←→ Σ .
Although the metric perturbation hMPµν continues to be singular for r →M as in the background case, inspection of
the curvature invariantK = RαβRαβ shows that its perturbative expansion with respect tom there givesK(0) = 4M−4
and K(1) = 0. Moreover, the electromagnetic perturbation fMPµν in the same limit is zero. This fact, in agreement
with the “No-Hair Theorem”, implies that the extreme black hole does not feel the external charged particle and
preserves the shape of its horizon. This is clear from the stability theorems for the electro-vacuum perturbations of
the Reissner-Nordstro¨m background, which require regularity on the horizon for all the modes and consequently for
the fields built from them.
We have thus demonstrated the complete equivalence between this new approach with the standard one of Zerilli;
in addition, the result is more general, since the Majumdar-Papapetrou solution is an exact solution of the Einstein-
Maxwell equations.
It is possible to reach the same conclusion directly, by verifying that the quantities (257) and (264) satisfy the Zerilli
equations for the Reissner-Nordstro¨m perturbations, as shown in the following. The perturbed effective electrostatic
potential aMPt is easily determined, by expanding A
MP
t = U
−1 to first order in m, and by subtracting the contribution
At (1) =M/r due to the black hole of massM:
aMPt = 1−
m(r −M)2
r2Σ
= 1− m(r −M)
2
r2
∑
l
Cl(r)Yl0 , (265)
where the latter expression is obtained by expanding the former one in spherical harmonics. Consequently the
electromagnetic perturbation function fMPtr is given by
fMPtr =
∂
∂r
aMPt . (266)
At this point, denoting by f˜tr and h˜ the θ-independent parts of the expansions (266) and (262) respectively (so that
the meaning of the notation f˜tθ is also clear), it is easy to show that these quantities satisfy the Zerilli equations
(170), (172), (173) and (174) for the extreme case together with the stability condition (190), with the identifications
q = m , K =W = h˜ , f˜01 = f˜tr , f˜02 = f˜tθ .
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E. Solutions of the perturbation equations: the general non-extreme case (Q <M)
Let us consider first the cases l = 0, 1.
1. The l = 0 case
The relevant equations come from quantities (157)–(168) which do not contain angular derivatives, and which in
this case become
0 = (r2 − 2Mr +Q2)K ′′ + 3r
2 − 5Mr + 2Q2
r
K ′ − r
2 − 2Mr +Q2
r
H2
′ +K −H2 + Q
2
r2
H0
+
r4
2(r2 − 2Mr +Q2)A00 − 2Qf˜01 , (267)
0 =
r2 − 2Mr +Q2
r
H0
′ − (r −M)K ′ +H2 −K − Q
2
r2
H0 + 2Qf˜01 , (268)
0 = (r2 − 2Mr +Q2)[K ′′ −H0′′] + (r −M)[2K ′ −H2′]− r
2 +Mr − 2Q2
r
H0
′
−2Q
2
r2
H2 + 4Qf˜01 , (269)
0 = f˜01
′ +
2
r
f˜01 − Q
r2
K ′ + 4πv . (270)
Let us look for a solution of the form H0 = H2 ≡ W and K = W . Then the preceding equations reduce to the
following ones
0 = (r2 − 2Mr +Q2)W ′′ + 2r
2 − 3Mr +Q2
r
W ′ +
Q2
r2
W +
r4
2(r2 − 2Mr +Q2)A00
−2Qf˜01 , (271)
0 =
Mr −Q2
r
W ′ +
Q2
r2
W − 2Qf˜01 , (272)
0 = f˜01
′ +
2
r
f˜01 − Q
r2
W ′ + 4πv . (273)
By solving Eq. (272) for f˜01, and substituting it into the other equations we obtain
0 = W ′′ +
2
r
W ′ +
r4
2(r2 − 2Mr +Q2)2A00 , (274)
0 = W ′′ +
2
r
W ′ +
8πQr
Mr −Q2 v . (275)
These are actually the same equation, as follows from relations (155) and (187), and the solution is simply
W = 4
√
π
m
b
f(b)−1/2
1
r
[(r −M)ϑ(b − r) + (b −M)ϑ(r − b)] , (276)
after a suitable choice of the integration constants; moreover, from Eq. (272) we obtain
f˜01 = 2
√
π
q
Mb−Q2
1
r3
{ [M(Mr − 2Q2) + rQ2]ϑ(b− r) − (Mr − 2Q2)(b −M)ϑ(r − b)} . (277)
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2. The l = 1 case
The relevant equations coming from quantities (157)–(168) are given by
0 = (r2 − 2Mr +Q2)K ′′ + 3r
2 − 5Mr + 2Q2
r
K ′ − r
2 − 2Mr +Q2
r
H2
′ − 2H2 + Q
2
r2
H0
+
r4
2(r2 − 2Mr +Q2)A00 − 2Qf˜01 , (278)
0 =
r2 − 2Mr +Q2
r
H0
′ − (r −M)K ′ +H2 −
[
1 +
Q2
r2
]
H0 + 2Qf˜01 , (279)
0 = (r2 − 2Mr +Q2)[K ′′ −H0′′] + (r −M)[2K ′ −H2′]− r
2 +Mr − 2Q2
r
H0
′
+H0 −
[
1 +
2Q2
r2
]
H2 + 4Qf˜01 , (280)
0 = (r2 − 2Mr +Q2)[K ′ −H0′]− (r −M)H2 + r
2 − 3Mr + 2Q2
r
H0 + 4Qf˜02 , (281)
0 = f˜01
′ +
2
r
f˜01 − 2
r2 − 2Mr +Q2 f˜02 −
Q
r2
K ′ + 4πv , (282)
0 = f˜01 − f˜02′ . (283)
Let us look for a solution of the form H0 = H2 ≡ W and K = W . Thus the preceding equations reduce to the
following ones
0 = (r2 − 2Mr +Q2)W ′′ + 2r
2 − 3Mr +Q2
r
W ′ −
[
2− Q
2
r2
]
W +
r4
2(r2 − 2Mr +Q2)A00
−2Qf˜01 , (284)
0 =
Mr −Q2
r
W ′ +
Q2
r2
W − 2Qf˜01 , (285)
0 = −Mr −Q
2
r
W + 2Qf˜02 , (286)
0 = f˜01
′ +
2
r
f˜01 − 2
r2 − 2Mr +Q2 f˜02 −
Q
r2
W ′ + 4πv , (287)
0 = f˜01 − f˜02′ . (288)
By solving Eq. (285) for f˜01 and Eq. (286) for f˜02, and then substituting the results into the other equations we obtain
0 = W ′′ +
2
r
W ′ − 2
r2 − 2Mr +Q2W +
r4
2(r2 − 2Mr +Q2)2A00 , (289)
0 = W ′′ +
2
r
W ′ − 2
r2 − 2Mr +Q2W +
8πrQ
Mr −Q2 v . (290)
These are actually the same equation, as follows from relations (155) and (187), and the solution is simply
W =
√
3π
m
Γ3
f(b)−1/2
b− r−
b
r − r−
r
×
{[
2Γ(b−M)− (b− r+)(b − r−) ln
(
b− r−
b − r+
)]
r − r+
b− r− ϑ(b − r)
+
[
2Γ(r −M)− (r − r+)(r − r−) ln
(
r − r−
r − r+
)]
b− r+
r − r− ϑ(r − b)
}
, (291)
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after a suitable choice of the integration constants; then from Eqs. (285) and (286) we obtain
f˜01 =
√
3π
2
q
Γ3
b− r−
Mb−Q2
{Mr(r2 − 3Q2)− 2r2+r2−
r3(b − r−)
[
2Γ(b−M)
+(b− r+)(b − r−) ln
(
b − r−
b − r+
)]
ϑ(b− r) +
[
2ΓM(r2 − 2Mr − 2Q2)
+[Mr(r2 − 3Q2)− 2r2+r2−] ln
(
r − r−
r − r+
)]
(b− r+)ϑ(r − b)
}
,
f˜02 =
√
3π
2
q
Γ3
Mr −Q2
Mb−Q2
(r − r−)(b − r−)
r2
{[
2Γ(b−M)
−(b− r+)(b − r−) ln
(
b − r−
b − r+
)]
r − r+
b− r− ϑ(b− r)
+
[
2Γ(r −M)− (r − r+)(r − r−) ln
(
r − r−
r − r+
)]
b− r+
r − r− ϑ(r − b)
}
. (292)
3. The l ≥ 2 case
Let us look for the solution of the system consisting of Eqs. (182), (183), (185) and (186) for the general non-extreme
case, together with the relation (187).
Eq. (185) involves only the function X , and can be solved exactly. Putting X = f(r)−1/2w(r)/r and making the
transformation z = (r −M)/Γ Eq. (185) becomes
0 = (1− z2)w′′ − 2zw′ +
[
l(l + 1)− 1
1− z2
]
w , (293)
where primes now denote differentiation with respect to the new variable z. The general solutions are the associated
Legendre functions of the first and second kind P 1l (z) and Q
1
l (z), implying that
X =
f(r)−1
r
[c1fl(r) + c2gl(r)] ≡ c1X1 + c2X2 , (294)
where the functions fl(r) and gl(r) have been defined in (38). The arbitrary constants c1 and c2 must be set both
equal to zero in order that the function X to satisfy regularity conditions on the horizon and at infinity, in agreement
with the analysis of the solution we have done in the extreme case. At this point, it is enough to solve Eq. (186) with
the condition X = 0 and thus K =W = Y/2 to obtain the complete solution of the system.
Let us consider Eq. (186) in which we set X = 0, namely
0 = (r2 − 2Mr +Q2)Y ′′ + 2
r
(r2 − 2Mr +Q2)Y ′ − l(l + 1)Y + 16πb
3f(b)Q
Mb−Q2 v . (295)
Putting Y = f(r)1/2w(r) and making the transformation z = (r −M)/Γ the previous equation becomes
0 = (1− z2)w′′ − 2zw′ +
[
l(l + 1)− 1
1− z2
]
w − 8√π q
Γ
√
2l + 1Q
√
β2 − 1
Mβ + Γ δ(z − β) , (296)
where primes now denote differentiation with respect to the new variable z and β = (b −M)/Γ. This equation is
formally identical to Eq. (31) apart from a different coefficient in front of the delta function. The general solutions
of the corresponding homogeneous equation are thus the associated Legendre functions of the first and second kind
P 1l (z) and Q
1
l (z). Taking the functions (38) as the two linearly independent solutions of the homogeneous equation,
the solution of Eq. (296) turns out to be given by
Y = −8√π
√
2l+ 1
l(l+ 1)
q
Q
Mb−Q2
1
Γr
(b− r+)(b− r−)(r − r+)(r − r−)
[
dQl(z(r))
dr
∣∣∣∣
r=b
dPl(z(r))
dr
ϑ(b− r)
+
dPl(z(r))
dr
∣∣∣∣
r=b
dQl(z(r))
dr
ϑ(r − b)
]
. (297)
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Note that for l = 1 this solution reduces to Eq. (291), since W = Y/2.
The electromagnetic perturbation functions f˜01 and f˜02 are then easily evaluated from the relations (182) and (183)
respectively, which for X = 0 become
f˜01 =
Mr −Q2
4rQ
Y ′ +
Q
4r2
Y , (298)
f˜02 =
Mr −Q2
4rQ
Y . (299)
4. The analytic solution summed over all values of l
As in the extreme case we are able to completely reconstruct the solution for all gravitational and electromagnetic
perturbation functions in closed form also in this case.
Consider first the gravitational perturbation function Y , whose solution is given by Eq. (297) for l ≥ 1 and Eq.
(276), with W = Y/2, for l = 0. The sum over all multipoles turns out to be
y¯ =
∞∑
l=0
Y Yl0 =
∞∑
l=1
Y Yl0 +
1
2
√
π
Y |l=0
= −4q QMb−Q2
1
Γr
(b − r+)(b − r−)(r − r+)(r − r−)
×
∞∑
l=1
2l+ 1
l(l + 1)
[
dQl(z(r))
dr
∣∣∣∣
r=b
dPl(z(r))
dr
ϑ(b − r) + dPl(z(r))
dr
∣∣∣∣
r=b
dQl(z(r))
dr
ϑ(r − b)
]
Pl(cos θ)
+4
m
b
f(b)−1/2
1
r
[(r −M)ϑ(b− r) + (b−M)ϑ(r − b)]
= 4q
Q
Mb−Q2
1
r
(r −M)(b−M)− Γ2 cos θ
D¯ , (300)
where the quantity D¯ = DRN is equal to
D¯ = [(r −M)2 + (b −M)2 − 2(r −M)(b−M) cos θ − Γ2 sin2 θ]1/2 , (301)
and the representation formula (34) has been used. Since K =W = Y/2 and taking into account the relation (187),
we have that the solution summed over the harmonics for the perturbed gravitational field turns out to be completely
determined by the function
H¯ = y¯
2
= 2
m
br
f(b)−1/2
(r −M)(b−M)− Γ2 cos θ
D¯ , (302)
so that the new line element ds˜2 from the first of relations (9) and Eq. (234) is then
ds˜2 = −[1− H¯]f(r)dt2 + [1 + H¯][f(r)−1dr2 + r2(dθ2 + sin2 θdφ2)] . (303)
The asymptotic mass measured at large distances by the Schwarzschild-like behaviour of the metric of the whole
system consisting of black hole and particle is given by
Meff =M+m+ Eint , (304)
where the interaction energy turns out to be
Eint = −m
[
1−
(
1− M
b
)
f(b)−1/2
]
. (305)
It can be shown that this perturbed metric is spatially conformally flat; moreover, the solution remains valid as long
as the condition |H¯| ≪ 1 is satisfied. Let us choose the mass m itself as a smallness indicator. Figure 2 thus shows
the regions where our perturbative treatment fails, assuming that |H¯| ≈ m/M.
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Introduce isotropic coordinates {t, ρ, θ, φ} such that
r(ρ) =M + ρ+ Γ
2
4ρ
. (306)
The perturbed metric (303) then becomes
ds˜2 = −[1− H¯(ρ)]A(ρ)dt2 + [1 + H¯(ρ)]B(ρ)2[dρ2 + ρ2(dθ2 + sin2 θdφ2)] , (307)
where
A(ρ) =
1
r(ρ)2
[
ρ2 − Γ
2
4
]2
, B(ρ) =
r(ρ)
ρ
, (308)
and
H¯(ρ) = −2 m
r(ρ)
β
4β2 − Γ2
[(
D2
D1
)1/2
+ 4Γ2
(
D1
D2
)1/2]
, (309)
with
D1 = ρ
2 + β2 − 2ρβ cos θ , D2 = 16ρ2β2 − 8Γ2ρβ cos θ + Γ4 , 2β = −M+ b+ bf(b)1/2 . (310)
By inspection of (307) we see immediately that the spatial 3-metric
(3)ds˜2 = Ψ[dρ2 + ρ2(dθ2 + sin2 θdφ2)] , (311)
is conformally flat, with conformal factor
Ψ = [1 + H¯(ρ)]B(ρ)2 . (312)
The condition g˜tt = 0 defines the new coordinate horizons for the system “black hole + particle”:
0 = f(r)[1 − H¯] , (313)
where the quantity H¯ is given by Eq. (302). In addition to the usual black hole inner and outer horizons r− and
r+ there would exist another one, implicitly defined by the equation H¯ = 1, as a function of the variables r and θ.
Hence, the presence of the black hole seems to induce the formation of a small horizon around the particle, which
however would lie inside the nonaccessible region (see Fig. 2). Therefore, such a conclusion cannot be drawn since
our (perturbative) treatment is no longer valid there.
The reconstruction of the perturbed electromagnetic field fµν by means of relations (298) and (299) and by using
the closed form expression (302) for the gravitational perturbation function H¯ (or Eq. (300) for y¯) is the following
f01 =
∑
l
f˜01Yl0 =
Mr −Q2
4rQ
∂y¯
∂r
+
Q
4r2
y¯ , (314)
f02 =
∑
l
f˜02
∂Yl0
∂θ
=
Mr −Q2
4rQ
∂y¯
∂θ
, (315)
so that the electric field components Er and Eθ are given by
Er = −f01 = q
r3
Mr −Q2
Mb−Q2
1
D¯
{
−
[
M(b−M) + Γ2 cos θ + [(r −M)(b−M)− Γ2 cos θ] Q
2
Mr −Q2
]
+
r[(r −M)(b−M)− Γ2 cos θ][(r −M)− (b −M) cos θ]
D¯2
}
,
Eθ = −f02 = qMr −Q
2
Mb−Q2
b2f(b)f(r)
D¯3 sin θ ; (316)
the total electromagnetic field to first order in the perturbations is then (from the second of relations (9))
F˜ = −
[
Q
r2
+ Er
]
dt ∧ dr − Eθdt ∧ dθ . (317)
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FIG. 2: The surface |H¯| = m/M is plotted as a curve in the polar coordinate plane with the choice of parameters Q/M = 0.6
and b/M = 6 (dashed curve). The whole region inside this limiting surface is not accessible since the condition |H¯| ≪ 1 is
not satisfied there (in fact, in this region we have that |H¯| > m/M). The black circle represents the black hole horizon. The
“induced” horizon around the particle location is also shown (shaded region) for the further choice m/M = 0.1.
We are left to verify that Gauss’s theorem (247) is satisfied also in this general non-extreme case. The only non-
vanishing component ∗F˜θφ of the dual of the electromagnetic form (317) is given by (to first order in the perturbation)
∗F˜θφ = r
2 sin θ
[
(1 + H¯)Q
r2
+ Er
]
. (318)
Let us calculate separately the two different contributions to the integral (247) due to the background and particle
electric fields. The former one is given by
ΦRN = 2π
∫ pi
0
r2 sin θ(1 + H¯)Q
r2
dθ = 4πQ+ 2πQ
∫ pi
0
H¯ sin θdθ . (319)
From relations (187), (301) and (302) it is easy to show that∫ pi
0
H¯ sin θdθ = 2qQMb−Q2
1
r
∫ pi
0
∂D¯
∂θ
dθ =
2qQ
Mb−Q2
1
r
[D¯(π)− D¯(0)] . (320)
Thus the flux (319) becomes
ΦRN = 4πQ+
4πqQ2
Mb−Q2
1
r
[D¯(π)− D¯(0)] . (321)
Relation (315) leads to an expression for the perturbed electrostatic potential
V =
Mr −Q2
2rQ
H¯ , (322)
where H¯ = y¯/2 from Eq. (302). Hence the contribution to the flux due to the charged particle is given by
Φpart = 2π
∫ pi
0
r2 sin θErdθ = −2πr2 ∂
∂r
[Mr −Q2
2rQ
∫ pi
0
H¯ sin θdθ
]
= − 2πqMb−Q2 r
2 ∂
∂r
{Mr −Q2
r2
[D¯(π)− D¯(0)]
}
, (323)
37
after using the expression (320). Therefore the total flux Φ turns out to be
Φ = ΦRN +Φpart = 4πQ+
2πq
Mb−Q2
{
M[D¯(π)− D¯(0)]− (Mr −Q2) ∂
∂r
[D¯(π) − D¯(0)]
}
= 4πQ− 4πq
[
Γ2
Mb−Q2ϑ(b − r)−
M(b−M)
Mb−Q2 ϑ(r − b)
]
= 4πQ+ 4πqϑ(r − b)− 4πq Γ
2
Mb−Q2 , (324)
since
D¯(π)− D¯(0) = 2[(r −M)ϑ(b − r) + (b −M)ϑ(r − b)] , (325)
from Eq. (301). So Gauss’s theorem is not satisfied. However, it is enough to add to the perturbed electrostatic
potential (322) the following term
V¯ = q
Γ2
Mb−Q2
1
r
, (326)
which vanishes in the extreme case and whose contribution to the flux is just
Φ¯ = 4πq
Γ2
Mb−Q2 . (327)
Hence the total flux Φ is given by
Φ = ΦRN +Φpart + Φ¯ = 4πQ+ 4πqϑ(r − b) , (328)
and Gauss’s theorem (247) is satisfied. It is worth noting that the addition of the term (326) also leads to a change
in the perturbed metric functions: from Eqs. (271)–(273) it is easy to show that the solution for W changes simply
by a constant, implying a modification of the function H¯ by the constant term −2qΓ2/[Q(Mb −Q2)]. However this
term can be eliminated by a suitable gauge transformation of the perturbed metric.
Let us denote by Vtest the electrostatic potential of the particle alone obtained within the test-field approximation
by Leaute and Linet [10], and by
Vtot = V + V¯ + V
BH (329)
the total perturbed electrostatic potential obtained by summing (322) and (326) plus the contribution (42) of the
black hole itself. Direct comparison between the potentials shows that they are related as follows
Vtot = Vtest +
[
1 +
1
2
(
1− r
b
)
H¯ + qQMb−Q2
(
1− M
b
)]
V BH . (330)
The second and third terms in the bracketed expression of (330) represent the “gravitationally induced” and “electro-
magnetically induced” electrostatic potential respectively and the equilibrium condition (44) has been conveniently
used.
F. Comparison with the Weyl class double Reissner-Nordstro¨m solution
The solution for two Reissner-Nordstro¨m black holes belonging to the Weyl class, once linearized with respect to
the mass m and charge q of one of them, is given by
ds˜2 = −f(r)[1− h¯w0 ]dt2 + f(r)−1[1 + h¯w1 ]dr2 + r2[1 + h¯w2 ]dθ2 + r2 sin θ2[1 + h¯w3 ]dφ2 , (331)
where
h¯w0 =
2m
Dw
Mr −Q2
Mr − 2
Q
Mr (qM−Qm)
r −M+M cos2 θ
(r −M)2 − Γ2 cos2 θ ,
h¯w1 = h¯
w
0 −
4m
b2 − Γ2
Γ2
M
[
1− r −M− b cos θDw
]
+ 4
Q
MΓ
2(qM−Qm) cos
2 θ sin2 θ
[(r −M)2 − Γ2 cos2 θ]2 ,
h¯w2 = h¯
w
1 ,
h¯w3 = h¯
w
0 , (332)
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and
Vw =
Q
r
+
Qr
Mr −Q2
[
f(r)
2
h¯w0 +
qM−Qm
Qr
]
, (333)
with
Dw = [(r −M)2 + b2 − 2(r −M)b cos θ − Γ2 sin2 θ]1/2 . (334)
Direct comparison of this solution with our solution shows that they do not coincide. In addition, the metric (331) is
characterized by the presence of a conical singularity between the bodies, which can be removed only if both of them
are critically charged (see Appendix B); our solution is instead totally free of singularities.
VI. CONCLUSIONS
The problem of the interaction of a massive charged particle at rest with a Reissner-Nordstro¨m black hole has been
studied taking into account both electromagnetic and gravitational perturbations on the background fields due to the
presence of the particle. Following Zerilli’s approach to the perturbations of a charged static black hole, we derived the
corresponding solutions of the linearized Einstein-Maxwell equations for both the electromagnetic and gravitational
perturbation functions. We were able to exactly reconstruct these functions summing over all multipoles, giving closed
form expressions for the components of the perturbed metric as well as the electromagnetic field. A detailed analysis
of the properties of this solution will be presented elsewhere.
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APPENDIX A: THE WEYL CLASS TWO-BODY SOLUTION
Axisymmetric static vacuum solutions of the Einstein field equations can be described by the Weyl formalism [36].
The line element in coordinates (t, ρ, z, φ) is given by
ds2 = −e2ψdt2 + e2(γ−ψ)[dρ2 + dz2] + ρ2e−2ψdφ2 , (A1)
where the function ψ and γ depend on coordinates ρ and z only. The vacuum Einstein field equations in Weyl
coordinates reduce to
0 = ψ,ρρ +
1
ρ
ψ,ρ + ψ,zz ,
0 = γ,ρ − ρ[ψ2,ρ − ψ2,z] ,
0 = γ,z − 2ρψ,ρψ,z . (A2)
The first equation is the 3-dimensional Laplace equation in cylindrical coordinates; so the function ψ plays the role of a
newtonian potential. The linearity of that equation allows to find explicit solutions representing superpositions of two
or more axially symmetric bodies. In general, these solutions correspond to configurations which are not gravitationally
stable because of the occurrence of gravitationally inert singular structures (“struts” and “membranes”) that keep
the bodies apart making the configuration as stable. In the case of collinear distributions of matter displaced along
the symmetry axis, this fact is revealed by the presence of a conical singularity on the axis, the occurrence of which
is related to the non-vanishing of the function γ(ρ, z) on the portion of the axis between the sources or outside them.
In the former case we can interpret the singular segment of the axis as a strut holding the bodies apart, while in the
latter one as a pair of cords on which the bodies are suspended.
For the static axisymmetric vacuum solutions the regularity condition on the axis of symmetry (“elementary flat-
ness”) is given by
lim
ρ→0
γ = 0 . (A3)
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a. Superposition of a Schwarzschild black hole and a Chazy-Curzon particle
The solution corresponding to a point particle of mass m at rest on the symmetry axis at z = b above the horizon
of a Schwarzschild black hole with massM at the origin is given by the metric (A1) with functions
ψ = ψS + ψCb , γ = γS + γCb + γSCb , (A4)
where
ψCb = −
m
R Cb
, γCb = −
1
2
m2ρ2
R4Cb
, RCb =
√
ρ2 + (z − b)2 , (A5)
and
ψS =
1
2
ln
[
R1 +R2 − 2M
R1 +R2 + 2M
]
, γS =
1
2
ln
[
(R1 +R2)
2 − 4M2
4R1R2
]
,
R1 =
√
ρ2 + (z −M)2 , R2 =
√
ρ2 + (z +M)2 , (A6)
while γSCb can be obtained by solving Einstein’s equations (A2)
γSCb = −
m
b2 −M2
(b +M)R1 − (b−M)R2
RCb
+ C . (A7)
The value of arbitrary constant C can be determined by imposing the elementary flatness condition (A3). We can
make γSCb zero between the mass and the Schwarzschild source by choosing C = −2mM/(b2−M2), or outside them
by taking C to have the opposite sign, but C can not be chosen so that γSCb vanishes on the whole z axis, giving rise
to the well known conical singularity, corresponding to a strut in compresson which holds the black hole and particle
apart.
The relation with standard Boyer-Lindquist coordinates in the Schwarzschild case is simply
ρ =
√
r2 − 2Mr sin θ , z = (r −M) cos θ . (A8)
In Boyer-Lindquist coordinates, under the transformation (A8) the metric (A1) re-writes as
ds2 = −e2ψdt2 + e2(γ−ψ)[(r −M)2 −M2 cos2 θ]
[
dr2
r(r − 2M) + dθ
2
]
+ e−2ψ(r2 − 2Mr) sin2 θdφ2 , (A9)
with the functions (A4) given by
ψS =
1
2
ln
(
1− 2M
r
)
, γS =
1
2
ln
[
r(r − 2M)
(r −M)2 −M2 cos2 θ
]
,
ψCb = −
m
R
, γCb = −
1
2
m2r(r − 2M) sin2 θ
R4
,
γSCb = −
2mM
b2 −M2
[
r −M− b cos θ
R
− 1
]
,
R = [(r −M)2 + b2 − 2(r −M)b cos θ −M2 sin2 θ]1/2 , (A10)
by virtue of the choice C = 2mM/(b2 −M2) for the arbitrary costant C. It is easy to show that the linearization of
this exact solution with respect to m is just the metric (146).
b. Superposition of two Schwarzschild black holes
The solution corresponding to a linear superposition of two Schwarzschild black hole with masses M and m and
positions z = 0 and z = b on the z axis respectively is given by metric (A1) with functions
ψ = ψS + ψSb , γ = γS + γSb + γSSb , (A11)
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where ψS and γS are given by (A6), and
ψSb =
1
2
ln
[
R+2 +R
−
2 − 2m
R+2 +R
−
2 + 2m
]
, γSb =
1
2
ln
[
(R+2 +R
−
2 )
2 − 4m2
4R+2 R
−
2
]
,
γSSb =
1
2
ln
[
E(1+,2−)E(1−,2+)
E(1+,2+)E(1−,2−)
]
+ C , E(1±,2±) = ρ
2 +R±1 R
±
2 + Z
±
1 Z
±
2 ,
R±1 =
√
ρ2 + (Z±1 )
2 , R±2 =
√
ρ2 + (Z±2 )
2 ,
Z±1 = z ±M , Z±2 = z − (b∓m) , (A12)
the function γSSb being obtained by solving Einstein’s equations (A2). The value of arbitrary constant C can be
determined by imposing the regularity condition (A3). A unique choice of the arbitrary constant C allowing to make
zero the function γSSb on the whole z axis does not exist: in fact it vanishes on the segmentM < z < b−m between
the sources for C = − ln ([b2 − (M+m)2]/[b2 − (M−m)2]), and outside them (that is, for z > b+m and z < −M)
if C is chosen to be equal to zero.
In Boyer-Lindquist coordinates, under the transformation (A8) the metric (A1) is given by (A9) with functions
ψS =
1
2
ln
(
1− 2M
r
)
, γS =
1
2
ln
[
r(r − 2M)
R+1 R
−
1
]
,
ψSb =
1
2
ln
[
R+2 +R
−
2 − 2m
R+2 +R
−
2 + 2m
]
, γSb =
1
2
ln
[
(R+2 +R
−
2 )
2 − 4m2
4R+2 R
−
2
]
,
γSSb =
1
2
ln
[
E(1+,2−)E(1−,2+)
E(1+,2+)E(1−,2−)
]
, E(1±,2±) = r(r − 2M) sin2 θ +R±1 R±2 + Z±1 Z±2 ,
R±1 = r −M±M cos θ , R±2 = [(r −M)2 + (b∓m)2 − 2(r −M)(b∓m) cos θ −M2 sin2 θ]1/2 ,
Z±1 = (r −M) cos θ ±M , Z±2 = (r −M) cos θ − (b∓m) , (A13)
by virtue of the choice C = 0 of the arbitrary costant C. It is easy to show that also in this case the linearization of
the solution with respect to m is just the metric (146).
APPENDIX B: THE WEYL CLASS CHARGED TWO-BODY SOLUTION
Axisymmetric static electrovacuum solutions of the Einstein field equations can be described by the Weyl formalism
[36]. The line element in coordinates (t, ρ, z, φ) is given by Eq. (A1). The electrovacuum Einstein-Maxwell field
equations in Weyl coordinates reduce to
0 = ∇2ψ − e−2ψ[V 2,ρ + V 2,z ] ,
0 = ∇2V − 2[ψ,ρV,ρ + ψ,zV,z ] ,
0 = γ,ρ − ρ{ψ2,ρ − ψ2,z − e−2ψ[V 2,ρ − V 2,z]} ,
0 = γ,z − 2ρ[ψ,ρψ,z − e−2ψV,ρV,z] , (B1)
where
∇2X = X,ρρ + 1
ρ
X,ρ +X,zz , (B2)
and the 4-potential Aµ is determined by the electrostatic potential V only
Aµ = −V (ρ, z)dt . (B3)
Thus, once the first two equations are solved for ψ and V the last two equations serve to determine γ.
The solutions belonging to the Weyl class are characterized by the metric function ψ which is a function of the
electrostatic potential, i.e. ψ = ψ(V ), so that the gravitational and electrostatic equipotential surfaces overlap. Weyl
[36] showed that for asymptotically flat boundary conditions the unique functional relationship between ψ and V is
given by
e2ψ = 1− 2Mtot
Qtot
V + V 2 , (B4)
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where Mtot and Qtot are the total mass and charge of the system, respectively. The solution can thus be written in
terms of only one function, say f(ρ, z), as follows (see e.g. [37])
ψ =
1
2
ln
[
f(a2 − 1)2
(a2f − 1)2
]
, V = a
f − 1
a2f − 1 , (B5)
where the parameter a is defined by
1 + a2
a
= 2
Mtot
Qtot
. (B6)
The solution representing two Reissner-Nordstro¨m black holes separated by a distance b is given by [23]
f =
(
R+1 +R
−
1 − 2L1
R+1 +R
−
1 + 2L1
)(
R+2 +R
−
2 − 2L2
R+2 +R
−
2 + 2L2
)
,
R±1 =
√
ρ2 + (Z±1 )
2 , R±2 =
√
ρ2 + (Z±2 )
2 ,
Z±1 = z ± L1 , Z±2 = z − (b ∓ L2) . (B7)
The constants L1,2 are the lenghts of the Weyl rods generating the solution, while the parameter a is related to the
total mass Mtot =M1 +M2 and charge Qtot = Q1 +Q2 of the system through Eq. (B6); in addition, one has
M1 =
1 + a2
1− a2L1 , Q1 =
2a
1− a2L1 ,
M2 =
1 + a2
1− a2L2 , Q2 =
2a
1− a2L2 , (B8)
so that the constants L1 and L2 turn out to be given by
L1 =
√
M21 −Q21 , L2 =
√
M22 −Q22 . (B9)
The metric function ψ and the electrostatic potential V are found through Eq. (B5), while the metric function γ can
be obtained by solving the field equations (B1)
γ =
1
2
ln
[(
(R+1 +R
−
1 )
2 − 4L21
4R+1 R
−
1
)(
(R+2 +R
−
2 )
2 − 4L22
4R+2 R
−
2
)(
E(1+,2−)E(1−,2+)
E(1+,2+)E(1−,2−)
)]
+ C ,
E(1±,2±) = ρ
2 +R±1 R
±
2 + Z
±
1 Z
±
2 . (B10)
The value of arbitrary constant C can be determined by imposing the elementary flatness condition (A3) We have
that a unique choice of C allowing to make zero the function γ on the whole z axis does not exist: in fact, it vanishes
on the segment L1 < z < b− L2 between the sources for C = − ln ([b2 − (L1 + L2)2]/[b2 − (L1 − L2)2]), and outside
them (that is, for z > b + L2 and z < −L1) if C is chosen to be equal to zero. The value of γ on the symmetry axis
between the sources is thus given by
lim
ρ→0
γ = ln
[
b2 − (L1 + L2)2
b2 − (L1 − L2)2
]
, (B11)
and can be made vanishing only by imposing that L1L2 = 0, which implies that both sources are critically charged,
from Eq. (B9).
The relation with standard Boyer-Lindquist coordinates in the Reissner-Nordstro¨m case is simply
ρ = rf(r)1/2 sin θ , z = (r −M) cos θ . (B12)
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