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resumo 
 
 
Consideram-se os algoritmos iterativos de aproximação estocástica (AE) do 
zero de uma função dada quando o valor da função é perturbado 
aleatoriamente. A teoria da AE está bem desenvolvida para o caso em que o 
valor do passo do algoritmo é determinístico, dependendo apenas do número 
da iteração do algoritmo; em particular, foram elaborados algoritmos 
assimptoticamente optimais. 
No entanto, em muitos problemas práticos abordados de forma heurística 
(em particular redes neuronais), verifica-se que são mais efectivos, num 
periodo transitório,  os algoritmos cujo valor do passo é aleatório, sendo 
determinado através dos parâmetros correntes do algoritmo.  
A tese concentra-se nos algoritmos onde o valor do passo aumenta caso os 
incrementos de aproximações consecutivas mantenham o sentido (indicando 
que o algoritmo está na "zona determinística"), e diminui no caso contrário 
(estando o algoritmo na "zona estocástica").  
No algoritmo de Kesten, o passo mantém-se caso hajam dois incrementos 
com o mesmo sinal, e em caso oposto, o passo é decrementado. Na tese, o 
algoritmo é generalizado podendo o passo aumentar caso duas iterações 
ocorram no mesmo sentido. É demonstrada a convergência para o zero com 
probabilidade 1 para o caso de funções unidimensionais e multidimensionais 
com um único zero. É também demonstrada a normalidade assimptótica das 
estimativas. 
Podem encontrar-se na literatura, algoritmos heurísticos de variação 
multiplicativa do passo para redes neuronais. Na tese, e para o caso de 
funções unidimensionais com vários zeros, é demonstrado com probabilidade 
1 que estes algoritmos podem divergir ou convergir para uma vizinhança de 
um dos zeros. A adaptação do passo depende de dois parâmetros que 
determinam a precisão da vizinhança. Além desta regulação foi observado em 
simulações que para uma maior precisão é necessário um aumento do número 
de iterações. 
São apresentados inúmeros exemplos numéricos que ilustram a vantagem 
dos novos algoritmos para o caso unidimensional. Para o caso 
multidimensional os algoritmos propostos não se mostraram efectivos.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
abstract 
 
We consider iterative algorithms of Stochastic Approximation (SA) of the 
zero of a function when the value of the function is randomly perturbated. SA 
theory is well established when the step-value is deterministic, depending only 
on the iteration number. In particular, asymptotical optimal algorithms were 
developed.  
However, in many practical problems, the use of random step-value 
becomes more efective in a transitory stage, being determined by current 
iterations measures. This thesis concentrate on algorithms where step can 
increase if consecutive increments have the same sign (called `deterministic 
zone') and decrease otherwise (called `stochastic zone'). Algorithms of this 
kind were treated heuristically in several publications (particularly in neural 
networks literature). 
In Kesten's algorithm, step is kept if two consecutive iterations have the 
same direction, and decreases otherwise. The thesis makes a generalization 
allowing the step to increase if successive increments have same sign and 
decrease otherwise. Almost sure convergence is demonstrated for the case of 
unidimensional and multidimensional functions with one zero. The asymptotic 
normality of estimations is also proved. 
Algorithms with multiplicative step variation were tested for neural networks. 
In this thesis, and for the case of unidimensional functions of many zeros, is 
demonstrated that divergence or convergence to a neighborhood of some zero 
can occur depending on algorithm parameters. In case of convergence more 
precision of the neighborhood can be reached at the expense of more 
iterations.  
Many numerical examples are presented showing the advantage of the new 
algorithms for the unidimensional case. For the multidimensional case of these 
algorithms no benefit was observed. 
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Cap´ıtulo 1
Introduc¸a˜o e Motivac¸a˜o
A presente tese e´ sobre algoritmos iterativos de aproximac¸a˜o ao zero x∗, ou a um dos zeros,
de uma func¸a˜o ϕ em que a medic¸a˜o da func¸a˜o esta´ sujeita a uma perturbac¸a˜o aleato´ria
possivelmente na˜o limitada. Estes me´todos sa˜o designados por me´todos de Aproximac¸a˜o
Estoca´stica e o trabalho pioneiro foi feito por Robbins e Monroe [38] em 1951.
A estimac¸a˜o de x∗ e´ em cada instante t uma varia´vel aleato´ria xt cujo valor depende da
estimativa anterior xt−1, da medida yt = ϕ(xt−1)+ ξt, em que ξt e´ uma perturbac¸a˜o aleato´ria,
e do passo γt. A equac¸a˜o que determina xt e´
xt = xt−1 − γtyt, t = 1, 2, . . .
em que diferentes algoritmos existem para a regulac¸a˜o do passo γt.
Dois novos algoritmos sa˜o introduzidos e ambicionam uma ra´pida aproximac¸a˜o a uma
soluc¸a˜o u´til, mantendo a atenc¸a˜o pelo comportamento o´ptimo no limite. O primeiro algo-
ritmo de pesquisa do u´nico zero generaliza o algoritmo de Kesten [23, 33], cujo trabalho foi
possibilitar ao passo γt manter-se ou mesmo aumentar para acelerar a proximidade ao zero
x∗. O segundo algoritmo e´ motivado por te´cnicas heur´ısticas que variam o passo γt de forma
multiplicativa [1, 2, 3, 17, 43, 44] com vista a uma ra´pida aproximac¸a˜o a uma soluc¸a˜o u´til e
que tem aplicac¸a˜o em func¸o˜es com va´rios zeros. Estas te´cnicas sa˜o resumidas na Secc¸a˜o 1.8.
O presente Cap´ıtulo descreve uma panoraˆmica sobre me´todos e aplicac¸o˜es em Aproximac¸a˜o
Estoca´stica e o caminho que levou aos novos algoritmos. O Cap´ıtulo 2 e 3 conteˆm o enunciado
e a demonstrac¸a˜o de resultados teo´ricos referentes a uma generalizac¸a˜o do algoritmo de Kesten,
e ao algoritmo de passo multiplicativo, respectivamente. Por fim, o Cap´ıtulo 4 apresenta o
estudo por simulac¸a˜o de casos.
1
2 CAPI´TULO 1. INTRODUC¸A˜O E MOTIVAC¸A˜O
1.1 Aplicac¸o˜es e metodologias relacionadas
A principal aplicac¸a˜o encontrada na bibliografia dos me´todos de Aproximac¸a˜o Estoca´stica e´
a optimizac¸a˜o de uma func¸a˜o, por exemplo o erro quadra´tico, cujo gradiente ϕ e´ conhecido
mas depende de paraˆmetros que mudam em cada iterac¸a˜o. Vamos referir quatro aplicac¸o˜es
que podem ser analisadas como me´todos de Aproximac¸a˜o Estoca´stica: estimac¸a˜o recursiva de
paraˆmetros duma distribuic¸a˜o (a´rea da estat´ıstica), filtros lineares no processamento de sinal
(a´rea da electro´nica), redes neuronais (a´rea da computac¸a˜o) e o ajuste manual com poucas
iterac¸o˜es (trabalhos em laborato´rio).
Redes neuronais. O algoritmo de treino supervisionado das redes neuronais (panoraˆmica
deste paradigma em [21]) quando treinadas on-line, isto e´, cada iterac¸a˜o usa um padra˜o de
treino e modifica nesse instante os paraˆmetros que definem a rede, e´ um exemplo duma classe
de me´todos que se enquadra na Aproximac¸a˜o Estoca´stica. Apesar da forte proximidade entre
os conceitos e da imensa bibliografia e pontos de vista teo´ricos sobre redes neuronais, e´ invulgar
a ocorreˆncia de relac¸o˜es entre estes conceitos. O livro de Kushner e Yin (1997) [25] apresenta
uma breve introduc¸a˜o sobre esta relac¸a˜o na Secc¸a˜o 2.2.
Estimac¸a˜o de paraˆmetros duma distribuic¸a˜o. Estimar recursivamente o paraˆmetro
θ∗ duma distribuic¸a˜o da qual temos acesso a exemplos independentes e´ tambe´m uma aplicac¸a˜o
de algoritmos de Aproximac¸a˜o Estoca´stica. O enquadramento e´ o seguinte: temos acesso a
uma sequeˆncia independente de varia´veis aleato´rias Zt provenientes duma distribuic¸a˜o de
densidade fθ(z) de onde pretendemos estimar θ. O estimador a definir θt := θˆ(Z1, . . . , Zt)
devera´ satisfazer uma func¸a˜o objectivo que pretendemos minimizar, podendo ser, por exemplo,
o erro quadra´tico E(θt − θ∗)2. Dependendo do problema em causa, o estimador pode ser
recursivo θt = θt−1 − γtyt, em que yt depende do problema e inclui directa ou indirectamente
o efeito aleato´rio de Zt, i.e., yt = y(θt−1, Zt). Nevel’son e Has’minskii (1971) [31] abordam o
tema de forma extensa.
Filtro linear em controlo de sinal. Zero mo´vel. Trata-se de um caso muito espec´ıfico
e usado em telecomunicac¸o˜es. O objectivo e´ determinar um vector que estima o paraˆmetros
de um comportamento linear dum processo. Existe uma vasta bibliografia de onde referimos
a Secc¸a˜o 3 em Kushner e Yin (1997) [25], Benveniste, Metivier e Priouret (1990) [4] e o artigo
de Delyon e Juditsky (1995) [15].
Zero mo´vel, processamento de sinal. A variac¸a˜o do passo γt nos algoritmos apresen-
tados tem aplicac¸a˜o natural em func¸o˜es a optimizar quando o o´ptimo (ou zero) e´ uma func¸a˜o
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do tempo: x∗(t). Os trabalhos no aˆmbito do processamento de sinal para o caso linear esta˜o
ja´ muito estudados e ja´ existem publicac¸o˜es com a generalizac¸a˜o de algoritmos particulares
heur´ısticos [19, 29, 30]. Existem trabalhos para outras func¸o˜es de zeros mo´veis considerando
a presenc¸a de perturbac¸o˜es aleato´rias de que sa˜o exemplos [22, 28, 39].
Ajuste manual com poucas iterac¸o˜es. A Aproximac¸a˜o Estoca´stica pode funcionar
como me´todo simples de ajuste para a obtenc¸a˜o duma soluc¸a˜o satisfato´ria em poucas iterac¸o˜es
e sem recurso a me´todos estat´ısticos padra˜o eventualmente mais complexos, como refere Fa-
bian [16, Sec. 1.13]. A regulac¸a˜o da dose ideal da quantidade dum qu´ımico foi o exemplo
dado. Outro exemplo antigo e´ o disparo de um canha˜o, exemplo descrito em Delyon (2000)
[12] que cita B. Bru em 1890: o aˆngulo de disparo dum canha˜o para atingir uma certa regia˜o
era ajustado por um factor multiplicativo 1/n, para a n-e´sima tentativa. Trata-se de um pro-
cesso recursivo que faz uso apenas da memo´ria da posic¸a˜o actual e na˜o das anteriores posic¸o˜es
estando sujeito a perturbac¸o˜es va´rias.
A na˜o necessidade de memorizar toda a informac¸a˜o de exemplos e a possibilidade de
aceitar perturbac¸o˜es inerentes ao problema sa˜o caracter´ısticas principais dos algoritmos de
Aproximac¸a˜o Estoca´stica. Va´rias sa˜o as obras de cara´cter geral sobre o tema das quais
citamos Benveniste et. al. (1987) [4] e Kushner e Yin (1997) [25].
Comenta´rio 1 Pela clareza do texto, opta´mos pela expressa˜o ‘perturbac¸a˜o aleato´ria’ na me-
dida da func¸a˜o. Contudo, salientamos que esta terminologia na˜o e´ sempre a mais adequada
a cada uso, aplicac¸a˜o ou concretizac¸a˜o dos me´todos investigados no presente trabalho, como
se depreende dos exemplos citados atra´s.
Sa˜o ainda apresentados dois paradigmas relacionados com Aproximac¸a˜o Estoca´stica:
Optimizac¸a˜o sem recurso ao gradiente. Logo depois do trabalho de Robbins-Monroe,
surgiu o algoritmo para estimar o mı´nimo duma func¸a˜o quando na˜o se tem acesso ao gradiente
e em que as medidas dessa func¸a˜o esta˜o sujeitas a uma perturbac¸a˜o. Kiefer e Wolfowitz (1952)
sa˜o os autores do trabalho [24]. O gradiente e´ estimado efectuando duas medidas em cada
iterac¸a˜o. Os algoritmos a que esta tese se refere usam apenas a medida de ϕ em cada iterac¸a˜o.
GMM. O me´todo GMM (Generalized method of moments), estudado originalmente por
Hansen (1982) [20], usa uma amostra de dimensa˜o finita, possivelmente grande, por forma a
estimar um paraˆmetro teo´rico β0, escalar ou vectorial, usando simultaneamente estimadores
escolhidos adequadamente para o problema e que de alguma forma definem uma func¸a˜o a
minimizar f : Rp × Rq → Rr, em que Rp e´ o espac¸o onde vive o processo estoca´stico {xt},
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R
q e´ o espac¸o do paraˆmetro a estimar, e r ≥ q. Uma condic¸a˜o fundamental para o me´todo
convergir quase-certamente para o correcto valor do paraˆmetro e´
E[f(x1, β0)] = 0,
em que x1 e´ uma varia´vel aleato´ria (v.a.). Se pudermos considerar o gradiente de f temos um
problema ana´logo a` Aproximac¸a˜o Estoca´stica, com a diferenc¸a que toda a amostra e´ usada
em simultaˆneo.
1.2 Optimalidade Assimpto´tica
Esta secc¸a˜o e´ sobre a eficieˆncia da convergeˆncia de xt para x
∗. A variaˆncia E(xt− x∗)2 e´ uma
medida da velocidade de aproximac¸a˜o de xt a x
∗.
A consequeˆncia da presenc¸a de uma perturbac¸a˜o aleato´ria e´ o baixo decrescimento as-
simpto´tico da variaˆncia: decrescimento de ordem t−1, muito inferior ao Me´todo da Bissecc¸a˜o
ou da Corda Falsa, para problemas determin´ısticos, que podem ter decrescimento de ordem
exponencial 2−t (por exemplo, [8]). A forma como a variaˆncia decresce no tempo esta´ su-
jeita ao limite inferior de Rao-Cra´mer (por exemplo, [31, Cap. 8] e [32]) e tem sido dedicada
muita atenc¸a˜o a` obtenc¸a˜o de algoritmos cujo decrescimento em variaˆncia seja o mais ra´pido
poss´ıvel. Nos algoritmos de Aproximac¸a˜o Estoca´stica conhecidos e´ frequente o comportamento
E(xt − x∗)2 = O(1/t) e neste caso a constante
lim
t→∞E
[√
t(xt − x∗)
]2
indica-nos uma medida da velocidade de aproximac¸a˜o das soluc¸o˜es. Este limite depende, ale´m
do algoritmo, dos dados do problema como a derivada ϕ′(x∗) e a variaˆncia das perturbac¸o˜es
Var ξ.
Referimos, por completude, que sob certas condic¸o˜es iniciais de algoritmos de Aproximac¸a˜o
Estoca´stica a variaˆncia do algoritmo pode ser pior que O(1/t), por exemplo, O(ln t/t) ou
mesmo O(1/ta) para a < 1.
Um algoritmo designa-se por algoritmo optimal quando e´ obtida a taxa de decrescimento
mı´nima no limite.
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Figura 1.1: Tempos assimpto´ticos e transito´rios.
1.3 Motivac¸a˜o: Ra´pida soluc¸a˜o satisfato´ria
Para expor a motivac¸a˜o da tese introduzimos as noc¸o˜es qualitativas de tempos assimpto´ticos
e tempos transito´rios.
A ana´lise feita na secc¸a˜o anterior foi feita para os tempos assimpto´ticos, ou seja, quando a
trajecto´ria esperada de (xt − x∗)2 tem o comportamento O(1/t), no melhor dos casos. Nesta
situac¸a˜o, xt oscila de forma aleato´ria em torno de x
∗, reagindo a`s perturbac¸o˜es ξt, pois a
magnitude de ϕ na vizinhanc¸a de x∗ e´ pequena quando comparada com a magnitude das
perturbac¸o˜es. Para uma pequena vizinhanc¸a de x∗, ϕ tem um comportamento quase linear
sendo o declive α := ϕ′(x) um factor que influencia a velocidade da aproximac¸a˜o. O passo
deve ser suficientemente pequeno para que na˜o haja fuga para longe de x∗. A Figura 1.1
ilustra uma trajecto´ria de xt que para t > T se comporta como O(1/
√
t).
Ainda referente a` mesma Figura, designamos a regia˜o t ≤ T por tempos transito´rios sendo
este per´ıodo de durac¸a˜o caracterizada por va´rios factores: passo inicial γ0 demasiado baixo
ou demasiado elevado, ponto inicial x0 numa regia˜o em que ϕ na˜o pode ser comparado a
uma recta com declive α, perturbac¸o˜es pequenas face a` magnitude de ϕ(x0), e obviamente, o
algoritmo escolhido.
Esta fase transito´ria pode ser muito prolongada no sentido do tempo u´til dispon´ıvel para
se resolver determinado problema. A motivac¸a˜o da presente tese foi a criac¸a˜o de mecanismos
de acelerac¸a˜o para encurtar os tempos transito´rios, por forma a que se chegue mais ra´pido a`
fase assimpto´tica, na qual o comportamento e´ conhecido e eventualmente optimal.
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E´ sobre este problema que a tese se debruc¸a e sa˜o introduzidos dois novos algoritmos com
o objectivo de melhorar a velocidade de convergeˆncia na fase na˜o assimpto´tica. Antes, vamos
apresentar algoritmos de Aproximac¸a˜o Estoca´stica que motivaram os propostos na tese.
1.4 O algoritmo padra˜o
O algoritmo padra˜o de Aproximac¸a˜o Estoca´stica e´ o seguinte:
Algoritmo 1 (Robbins-Monroe, 1951, [38]) Consideremos uma func¸a˜o real ϕ com um
u´nico zero x∗, que verifica (x− x∗)ϕ(x) > 0 para x 6= x∗. A t-e´sima aproximac¸a˜o ao zero x∗
e´ dada por
xt = xt−1 − γtyt, (1.1)
yt = ϕ(xt−1) + ξt, t = 1, 2, . . . (1.2)
em que ξt e´ uma perturbac¸a˜o aleato´ria, γt e´ uma sequeˆncia determin´ıstica que obedece a∑
γt =∞ e
∑
t γ
2
t <∞, x0 e´ uma condic¸a˜o inicial.
Duas considerac¸o˜es explicam a intuic¸a˜o do algoritmo:
1. Se xt−1 < x∗ o deslocamento me´dio E[xt−xt−1|xt−1] = −γtϕ(xt−1) e´ positivo e faz com
que, em me´dia, xt de aproxime de x
∗, e de modo ana´logo para o lado direito de x∗;
2. O passo γt no algoritmo padra˜o e´ uma sucessa˜o determin´ıstica, positiva, que deve obe-
decer a
∑
t γt = ∞ e
∑
t γ
2
t < ∞. A condic¸a˜o de divergeˆncia garante que o passo
decresce de forma suficientemente lenta permitindo a xt alcanc¸ar o zero da func¸a˜o; a
na˜o existeˆncia desta condic¸a˜o origina que xt possa convergir mas na˜o para o zero de
ϕ. A segunda condic¸a˜o original e´ necessa´ria a` convergeˆncia do processo xt; sem ela o
processo diverge e, mesmo que o passo decresc¸a, as aproximac¸o˜es xt oscilariam em torno
de x∗ [4, Secc¸a˜o 2.2]. Esta condic¸a˜o pode ser generalizada para
∑
γαt <∞, α > 1.
No trabalho original foi demonstrada a convergeˆncia em probabilidade e por Blum (1954)
[6] a convergeˆncia quase-certa. A variante multidimensional foi obtida em [7] pelo memso
autor.
O algoritmo com a escolha γt = 1/(a · t), a > 0 fixo, verifica as condic¸o˜es enunciadas
para o passo e para este importante algoritmo de refereˆncia vamos enunciar propriedades
assimpto´ticas probabil´ısticas considerando a condic¸a˜o a < 2ϕ′(x∗).
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Venter (1966) [47] demonstrou, para uma classe mais abrangente de algoritmos, que existe
convergeˆncia em erro quadra´tico e, no caso do algoritmo e condic¸a˜o enunciadas acima, se tem
E(xt−x∗)2 = O(t−1). No livro de Nevel’son e Has’minskii (1971) [31] pode encontrar-se outra
demonstrac¸a˜o do mesmo resultado.
A distribuic¸a˜o da varia´vel
√
t(xt − x∗), mediante as mesmas condic¸o˜es, converge em dis-
tribuic¸a˜o para uma Distribuic¸a˜o Normal [31, 42],
√
t(xt − x∗) d→ N(0, S
2
a(2α − a) ,
em que α = ϕ′(x∗). Sa˜o obtidas propriedades assimpto´ticas em [41, 10, 31]. A menor variaˆncia
assimpto´tica e´ obtida tomando a = ϕ′(x∗). No contexto da optimizac¸a˜o, esta quantidade e´ a
segunda derivada duma func¸a˜o f a minimizar tomando o valor no o´ptimo f ′′(x∗).
Optimalidade assimpto´tica. No caso unidimensional ϕ : R → R a variaˆncia mı´nima
poss´ıvel, e´
E(xt − x∗)2 ≥ S
2
(ϕ′(x∗))2
· 1
t
(1.3)
em que S2 = Eξ2. Para o caso multidimensional ϕ : Rn → Rn a variaˆncia mı´nima poss´ıvel da
norma das soluc¸o˜es e´
E(xt − x∗)(xt − x∗)T ≥ ϕ′(x∗)(−1) · S · (ϕ′(x∗)(−1))T · 1
t
(1.4)
em que S e´ a matriz de covariaˆncias da perturbac¸a˜o aleato´ria S = EξξT e ϕ′(x∗) e´ a matriz
Jacobiana no zero do campo de vectores ϕ, que no contexto de optimizac¸a˜o e´ a Hessiana
∇2f(x∗) da func¸a˜o f multivariada a optimizar.
1.5 Medianizac¸a˜o e optimalidade assimpto´tica
Consideremos um contexto em que e´ dif´ıcil obter ou lidar com a derivada ou matriz Jacobi-
ana de ϕ em x∗, que e´ informac¸a˜o de 2a ordem duma func¸a˜o a optimizar. Nestes casos, a
optimalidade assimpto´tica pode ser atingida com medianizac¸a˜o. A medianizac¸a˜o consiste no
ca´lculo, em paralelo, da me´dia aritme´tica das estimativas xt encontradas.
Algoritmo 2 (Ruppert, 1988, [40] e Polyak, 1990, [36]) Consideremos uma func¸a˜o real
ϕ com um u´nico zero x∗, que verifica (x− x∗)ϕ(x) > 0 para x 6= x∗. A t-e´sima aproximac¸a˜o
ao zero x∗ e´ dada por x¯t:
xt = xt−1 − γtyt, (1.5)
x¯t =
1
t
t∑
i=1
xi, t = 1, 2, . . . (1.6)
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em que a v.a. x¯t para escolhas de γt que decrescem mais lentamente que γt := 1/t. Uma
poss´ıvel escolha do passo e´ γt := γ · t−a, onde a < 1 pertence a um intervalo que depende dos
paraˆmetros do problema. x0 e´ uma condic¸a˜o inicial. Assimptoticamente a variaˆncia mı´nima
e´ atingida (por exemplo, [24, 13]).
Certos problemas em que haja restric¸o˜es de tempo de execuc¸a˜o dos algoritmos, possivel-
mente em detrimento da precisa˜o, podem na˜o ser satisfeitos com a te´cnica da medianizac¸a˜o
porque exemplos nume´ricos (ver [5, 45], entre outros) mostram que as primeiras iterac¸o˜es da
medianizac¸a˜o com o algoritmo padra˜o teˆm uma evoluc¸a˜o mais lenta para o zero que outros
me´todos menos eficazes nos tempos assimpto´ticos.
1.6 Usando informac¸a˜o de segunda ordem
E´ oportuno agora referir que os algoritmos focados na tese usam apenas a informac¸a˜o da
medida da func¸a˜o com o erro associado.
Existem me´todos de segunda ordem, que estimam propriedades da func¸a˜o Hessiana e com
isso obteˆm uma mais ra´pida aproximac¸a˜o ao zero considerando o nu´mero de iterac¸o˜es. Esta
vantagem pode ser perdida se o domı´nio da func¸a˜o em considerac¸a˜o tiver grande dimensa˜o.
Os trabalhos nesta a´rea sa˜o va´rios dos quais referimos trabalhos aplicados a` Aproximac¸a˜o
Estoca´stica, como o algoritmo ‘Kesten-Venter’ de Tien (1977) [46], Spall (2000) [45] (escolha
aleato´ria de coordenadas que entram na estimac¸a˜o da Hessiana), ou, especificamente no con-
texto das redes neuronais, o algoritmo de Levenberg-Marquardt, por exemplo Chen (2003)
[9], LeCun et al. (1989) [27] em redes neuronais para reconhecimento de d´ıgitos, ou ainda o
estudo de Almeida et al. (1998) [1] onde uma matriz de passos e´ ajustada em cada iterac¸a˜o
no contexto de optimizac¸a˜o estoca´stica.
1.7 Algoritmos acelerados
De seguida iremos dar uma vista geral dos algoritmos que teˆm como objectivo acelerar a
proximidade ao zero x∗ na fase transito´ria. Todos se referem a func¸o˜es com um u´nico zero,
unidimensionais ou multidimensionais.
E´ oportuno referir que usando a ideia de medidas extra em cada iterac¸a˜o, referida na
Secc¸a˜o 1.1, relatamos a existeˆncia de trabalhos por forma a melhorar a velocidade nos tempos
transito´rios e tambe´m assimptoticamente. Por exemplo, o algoritmo ‘Kesten-Venter’ estudado
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por Tien (1977) [46], garante a eficieˆncia assimpto´tica com recurso a duas medic¸o˜es por
iterac¸a˜o. Com alguma semelhanc¸a, Spall (2000) [45] introduz algoritmos que aproximam a
matriz Hessiana e com isso pretendem acelerar a convergeˆncia na zona assimpto´tica. Nesta
tese escolhemos usar apenas uma medida da func¸a˜o perturbada em cada iterac¸a˜o.
Os pro´ximos algoritmos partilham a ideia comum para a adaptac¸a˜o do passo que consiste
em observar se ha´ mudanc¸a de sinal em duas diferenc¸as consecutivas ∆xt−1 = −γt−1yt−1
e ∆xt = −γtyt. A mudanc¸a de sinal em dois deslocamentos consecutivos e´ equivalente a
observar o sinal de ytyt−1.
Algoritmo 3 (Kesten, 1957, [23]) Seja {γ(s), s = 0, 1, . . .} uma sequeˆncia decrescente que
verifica
∑
s γ(s) =∞ e
∑
s γ
2(s) <∞.
xt = xt−1 − γ(st)yt, t = 1, 2, . . . (1.7)
st = st−1 + I(ytyt−1 ≤ 0), t = 2, 3, . . . . (1.8)
Neste algoritmo, o passo γ(st) mante´m-se se xt se deslocar consecutivamente no mesmo sen-
tido, ou seja, o mesmo que verificar se ytyt−1 > 0. Neste artigo, Kesten estuda uma alterac¸a˜o
ao algoritmo de Robbins-Monroe que pode acelerar a convergeˆncia para o zero na fase inicial.
A ideia e´ que mudanc¸as de sinal (xt − x∗) − (xt−1 − x∗) = xt − xt−1 podem indicar que
|xt − x∗| e´ pequeno e poucas mudanc¸as de sinal de xt − xt−1 podem indicar que ainda se esta´
longe do zero e, nesse caso, o passo deve ser mantido. Sa˜o apresentados em [41] resultados de
normalidade assimpto´tica sob condic¸o˜es restritas.
Importa salientar que no caso γ(s) = 1/(a ·s), a > 0, a constante a ·2pq, onde p = P(ξ > 0)
e q = P(ξ ≤ 0), tem efeito na variaˆncia limite
E[
√
t(xt − x∗)]2 → S
2
a · 2pq(2α− a · 2pq) . (1.9)
Para obter a menor variaˆncia no limite deve ajustar-se o paraˆmetro a por forma a que a2pq =
ϕ′(x∗), tal como no Algoritmo 1.
Algoritmo 4 (Delyon-Judistky, 1993, [14]) O trabalho e´ ana´logo ao Algoritmo 3 de Kes-
ten para o caso multidimensional ϕ : Rn → Rn, em que o produto interno yTt yt−1 ≤ 0 e´ usado
para determinar se o passo se deve manter ou diminuir.
E´ apresentado o resultado de normalidade assimpto´tica e tambe´m uma versa˜o com media-
nizac¸a˜o para este algoritmo que permite alcanc¸ar a variaˆncia mı´nima no limite. Sa˜o apre-
sentados exemplos nume´ricos cuja formulac¸a˜o e´ usada na presente tese para ilustrar os novos
10 CAPI´TULO 1. INTRODUC¸A˜O E MOTIVAC¸A˜O
algoritmos. Alguma da estrutura da demostrac¸a˜o deste trabalho serviu de base aos resultados
obtidos para os novos algoritmos.
Algoritmo 5 (Plakhov-Almeida, 1999, [33]) Seja {γ(s), s = 0, 1, . . .} uma sequeˆncia de-
crescente que verifica
∑
s γ(s) =∞ e
∑
s γ
2(s) <∞.
xt = xt−1 − γ(st)yt, t = 1, 2, . . . (1.10)
st = (st−1 + I(ytyt−1 < 0)− νt · I(ytyt−1 ≥ 0))+ , t = 2, 3, . . . (1.11)
onde νt ∈ {0, 1} com Eνt = ν e a+ = max{a, 0}.
O algoritmo apresentado neste trabalho contempla a possibilidade do contador de passo st
diminuir quando o deslocamento ocorre no mesmo sentido causando o aumento do passo
γt. Mas para assegurar o decrescimento do passo quando xt esta´ pro´ximo de x
∗ a varia´vel
aleato´ria νt ∈ {0, 1} devera´ ter uma distribuic¸a˜o tal que assegure que, quando xt esta´ pro´ximo
de x∗, o valor de st devera´ aumentar garantindo a convergeˆncia de γt → 0 e de xt → x∗.
A convergeˆncia quase-certa do algoritmo foi demonstrada. O Algoritmo 3 de Kesten e este
trabalho deram origem ao pro´ximo algoritmo, mais geral, introduzido na presente tese.
1.8 Algoritmos propostos
Sa˜o propostos dois algoritmos de Aproximac¸a˜o Estoca´stica com passo adaptativo.
Algoritmo 6 (Plakhov e Cruz, 2004, [35]) Seja γ : R+0 → R+ uma func¸a˜o decrescente
definida em [0,+∞) e que deve verificar ∫∞0 γ(s)ds =∞ e tambe´m ∫∞0 γ2(s) <∞.
xt = xt−1 − γ(st)yt, t = 1, 2, . . . (1.12)
st = (st−1 + u(−ytyt−1))+ , t = 2, 3, . . . (1.13)
em que a+ = max{a, 0}, u e´ uma func¸a˜o sigmo´ide (crescente) e por isso o sinal − no ar-
gumento da func¸a˜o u(·) significa que pretendemos valores positivos de −ytyt−1 produzam au-
mento no contador de passo st.
O Algoritmo 3 de Kesten e o Algoritmo 5 de Plakhov-Almeida usam a mudanc¸a de sinal entre
yt−1 e yt para determinar uma acc¸a˜o no contador do passo st. Ale´m do sinal, este primeiro
algoritmo introduzido na tese usa tambe´m a amplitude das alterac¸o˜es. A ideia e´ que se o
sinal do deslocamento se mantem a amplitude de −yt · yt−1 pode indicar um maior ou menor
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afastamento ao zero x∗ de ϕ. Se o afastamento e´ maior e o sinal igual enta˜o o passo deve
aumentar e para isso o contador do passo deve decrescer mais. Se o sinal de yt e yt−1 e´ oposto
mas o valor absoluto |ytyt−1| e´ grande enta˜o o passo deve decrescer rapidamente e para isso o
contador do passo deve aumentar rapidamente. Este efeito de captar a dimensa˜o de −ytyt−1
e´ codificado na escolha da func¸a˜o u(·). As demonstrac¸o˜es dos resultados de convergeˆncia
quase-certa e de normalidade assimpto´tica sa˜o introduzidos no Cap´ıtulo 2 da tese. Neste, e´
tambe´m apresentada a versa˜o multidimensional do presente algoritmo. Assimptoticamente, e´
semelhante ao Algoritmo 1 de Robbins-Monroe em que a constante E0 := E[u(−ξ1ξ2)], com
ξ1 e ξ2 i.i.d., e´ ana´loga ao paraˆmetro a desse algoritmo.
Comenta´rio 2 Importa referir que as diferentes estrate´gias de adaptac¸a˜o do passo apre-
sentam entre si um comportamento assimpto´tico do passo semelhante e que se resumem
a` formulac¸a˜o 1/(ρt), em que ρ toma o valor ρ := a no Algoritmo 1 de Robbins-Monroe,
ρ := E[ I(−ξt−1ξt)] no Algoritmo 3 de Kesten, ρ := E[ I(−ξt−1ξt)νt] no Algoritmo 5 de
Plakhov e Almeida, ρ := E[u(−ξt−1ξt)] no Algoritmo 6 introduzido na tese.
O pro´ximo algoritmo contempla func¸o˜es com va´rios zeros convergindo para pontos da
vizinhanc¸a de um dos zeros. A inspirac¸a˜o para o estudo deste algoritmo partiu de abordagens
heur´ısticas com vista a acelerar a convergeˆncia nas redes neuronais. Nos trabalhos heur´ısticos
de Silva e Almeida (1990) [44], Almeida et al (1998) [1], e´ usado o passo multiplicativo com o
crite´rio da mudanc¸a de sinal do gradiente para ajuste do passo entre iterac¸o˜es. Os trabalhos
de Battiti (1989) [2] e Salomon e Hemmen (1996) [43] tambe´m usam passo multiplicativo
sendo o crite´rio o aumento ou diminuic¸a˜o do erro global.
Algoritmo 7 (Plakhov e Cruz, 2004, [34]) Consideramos o problema de encontrar um
dos zeros duma func¸a˜o ϕ : R → R. O algoritmo tem a forma
xt = xt−1 − γtyt, t = 1, 2, . . . , (1.14)
onde o passo obedece a` lei multiplicativa
γt =

 min{uγt−1, γ¯} se yt−1yt > 0,dγt−1 se yt−1yt ≤ 0, t = 2, 3, . . . (1.15)
em que 0 < d < 1 < u, 0 < γ0, γ1 < γ¯, onde γ¯ e´ uma constante positiva.
Vale a pena sublinhar que este algoritmo usa a mudanc¸a de sinal na medida (perturbada)
dos gradientes e e´ uma adaptac¸a˜o dos algoritmos definidos em [44, 1] ao problema de func¸o˜es
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unidimensionais com va´rios zeros. Na presente tese e no artigo citado [34] sa˜o estudadas
de forma teo´rica as propriedades de convergeˆncia face a diferentes valores dos paraˆmetros
u e d. Sob certas condic¸o˜es verifica-se que ocorre convergeˆncia se ud < 1 e divergeˆncia se
ud > 1, deixando o caso ud = 1 em aberto. No caso de haver convergeˆncia, xt converge para
uma vizinhanc¸a de um dos zeros de ϕ sendo esta ta˜o pequena quanto mais ud se aproxima,
por valores inferiores, de 1. Uma maior precisa˜o tem o custo de requerer mais iterac¸o˜es.
Salvaguardamos, no entanto, uma ideia pra´tica. Consideremos os pontos x∗+ e x∗− ambos
pro´ximos dum zero de ϕ mas em que x∗+ esta´ mais pro´ximo desse zero. Ressalva-se que pode
ocorrer que para constantes que verifiquem u1d1 < u2d2 < 1 se tenha que (u1, d1) produza
uma trajecto´ria para x∗+ e usando (u2, d2) se produza uma trajecto´ria para x∗− mais afastado
do zero. Apenas a dimensa˜o da vizinhanc¸a decresce uniformemente com a convergeˆncia de ud
para 1.
O Cap´ıtulo 3 caracteriza com mais detalhe este algoritmo e demonstra a sua convergeˆncia
ou divergeˆncia quase-certa.
Comenta´rio 3 A notac¸a˜o usada na tese associa o ı´ndice t de qualquer varia´vel aleato´ria,
como xt, a` σ-a´lgebra = σ{ξ1, . . . , ξt}. Na ana´lise teo´rica dos algoritmos introduzidos, usamos
o passo no instante t− 1, atrasado face a xt,
xt = xt−1 − γt−1yt
e cuja modificac¸a˜o produz uma insignificante alterac¸a˜o de comportamento face ao algoritmo
original. A vantagem desta te´cnica e´ uma ana´lise teo´rica facilitada ao tornar o passo γt−1 e
a perturbac¸a˜o ξt, na medida yt = ϕ(xt−1) + ξt, duas varia´veis aleato´rias independentes.
Uma consequeˆncia desta te´cnica e´ a necessidade de duas condic¸o˜es iniciais s0 e s1 como
se vera´ em detalhe nos pro´ximos cap´ıtulos.
1.9 Resultados nume´ricos
No u´ltimo Cap´ıtulo da tese apresentamos estudos nume´ricos dos me´todos referidos para o
caso duma func¸a˜o unidimensional, o caso de um campo de vectores originado pela func¸a˜o de
Rosenbrock e ainda uma breve refereˆncia a uma rede neuronal para aprendizagem da func¸a˜o
lo´gica ou-exclusivo.
O estudo foi realizado comparando o comportamento dos algoritmos: Robbins-Monroe
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(RM) e Kesten (K), e ainda os algoritmos propostos, Kesten generalizado (Kg) e passo mul-
tiplicativo (Mul).
Sa˜o constatadas as propriedades teo´ricas e trac¸adas concluso˜es pra´ticas importantes sobre
a aplicac¸a˜o dos algoritmos aos gerais problemas colocados.
Cap´ıtulo 2
Generalizac¸a˜o do algoritmo de
Kesten
Neste Cap´ıtulo apresentamos a demonstrac¸a˜o de convergeˆncia quase-certa e resultados de
normalidade assimpto´tica para o caso unidimensional e tambe´m para o caso multidimensional
da generalizac¸a˜o do algoritmo de Kesten introduzida na Secc¸a˜o 1.8.
2.1 Condic¸o˜es e Teoremas para o caso Unidimensional
Consideramos o problema de procura do u´nico zero x∗ de uma func¸a˜o ϕ real de varia´vel real
de acordo com o seguinte algoritmo de Aproximac¸a˜o Estoca´stica:
xt = xt−1 − γ(st−1)yt, t = 1, 2, . . . (2.1)
st = (st−1 + u(−ytyt−1))+, t = 2, 3, . . . (2.2)
onde
• yt = ϕ(xt−1) + ξt e´ a t−e´sima observac¸a˜o de ϕ perturbada com ru´ıdo aleato´rio ξt;
• a+ := max{a, 0};
• u e´ uma func¸a˜o sigmo´ide;
• As varia´veis aleato´rias x0, s0, and s1 sa˜o condic¸o˜es iniciais do algoritmo, possivelmente
aleato´rias;
• xt e´ a t−e´sima aproximac¸a˜o ao zero x∗ de ϕ.
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Na demonstrac¸a˜o da convergeˆncia quase-certa consideramos que as seguintes condic¸o˜es
sa˜o va´lidas:
Condic¸o˜es A1
1. {(s0, x0), ξ1, ξ2, . . .}, tal como {s1, ξ1, ξ2, . . .} sa˜o varia´veis mutuamente independentes.
2. ξt sa˜o identicamente distribu´ıdas, com me´dia zero Eξt = 0 e variaˆncia finita S
2 = Varξt.
3. Existe um Ω positivo tal que para cada intervalo I ⊂ [−Ω,Ω], P(I) > 0 (na˜o ocorrem
falhas em [−Ω,Ω]).
4. E|x0| <∞.
Condic¸o˜es A2
1. γ(s) e´ uma func¸a˜o positiva e decrescente definida em [0,+∞).
2.
∫ ∞
0
γ(s)ds =∞.
3.
∫ ∞
0
γ2(s)ds <∞.
Condic¸o˜es A3
1. ϕ ∈ C1(R), e (x − x∗)ϕ(x) > 0 quando x 6= x∗. Estas condic¸o˜es garantem o u´nico zero
x∗ de ϕ.
2. Seja M = supx |ϕ′(x)| e βr = inf |x−x∗|>r ϕ2(x). Para algum R > 0 verifica-se
γ(0) <
2βR
(βR + S2)M
(Esta condic¸a˜o limita superiormente o passo ma´ximo γ(0) e garante um infimo positivo
para inf ϕ2(x) quando x to±∞).
Condic¸o˜es A4
1. u e´ uma func¸a˜o mono´tona crescente para a qual existem os limites finitos:
u+ = lim
x→+∞u(x) > 0 e u− = limx→−∞u(x).
2. Denotamos Eω = E[u(X
(ω))] onde
X(ω) = inf
|ϕ1|≤ω
|ϕ2|≤ω
[−(ξ1 + ϕ1)(ξ2 + ϕ2)]
e denotamos o limite E0 := limω→0+ . Requere-se que a constante E0 seja positiva.
A Figura 2.1 exemplifica a func¸a˜o u.
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(a) Caso do algoritmo
de Robbins-Monroe.
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(c) Caso do algoritmo
ana´logo ao de Plakhov-
Almeida.
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(d) Caso do algoritmo
gene´rico.
Figura 2.1: Exemplos da func¸a˜o u.
Comenta´rio 4 Suponhamos que estamos a observar o processo (2.1), (2.2) comec¸ando de
t0 > 1. O novo processo com condic¸o˜es iniciais xt0 , st0 , st0+1 e a sequeˆncia aleato´ria
ξt0 , ξt0+1, . . . tambe´m satisfazem a Condic¸a˜o A1.1 (Este comenta´rio e´ usado no Lema 4).
Comenta´rio 5 Se na˜o existir ru´ıdo estoca´stico enta˜o S = 0 e a Condic¸a˜o A3.2 toma a forma
M · γ(0) < 2. De facto, esta condic¸a˜o e´ suficiente para |xt − x∗| decrescer de acordo com o
algoritmo. (Ver Lema 24, pa´g. 62.)
Comenta´rio 6 Se u ou a distribuic¸a˜o de ξt sa˜o cont´ınuas, enta˜o E0 = E[u(−ξ1ξ2)]. Mais,
se u e´ cont´ınua e satisfaz u(x) > −u(−x) quando x 6= 0, enta˜o A4.2 e´ va´lida para qualquer
distribuic¸a˜o de ξt com variaˆncia na˜o nula.
Comenta´rio 7 De A1.3 segue que para qualquer intervalo I ⊂ [−Ω,Ω], P(I) ≥ p(|I|), onde
p e´ uma func¸a˜o positiva mensura´vel.
Teorema 1 (Plakhov e Cruz, 2004, [35]) Sejam as Condic¸o˜es A1 a A4 va´lidas. Enta˜o,
quase-certamente, lim
t→∞xt = x
∗.
As condic¸o˜es para se obter a normalidade assimpto´tica dos desvios xt − x∗, sa˜o todas as
condic¸o˜es de convergeˆncia A1 a A4 e ainda as Condic¸o˜es A4.3, A4.4 e A4.5.
Condic¸a˜o A4.3 E0 < 2α em que α := ϕ
′(x∗).
Condic¸a˜o A4.4 ϕ admite decomposic¸a˜o de Taylor ate´ a` segunda ordem. Existe D ≥ 0
tal que |ϕ′′(x)| ≤ D para todo o x.
Condic¸a˜o A4.5 Assume-se a decomposic¸a˜o de Taylor da func¸a˜o u(x + ∆x) = u(x) +
u′(θ)∆x para θ entre x e x+∆x.
Teorema 2 (Cruz, 2004) Seja xt definido por (2.1) e (2.2) para o qual se supo˜em verifica-
das as condic¸o˜es de convergeˆncia quase-certa de xt → x∗. Tambe´m se verificam as Condic¸o˜es
A4.3, A4.4 e A4.5.
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Figura 2.2: Lemas para a demonstrac¸a˜o do Teorema 1.
Enta˜o, para γ(s) = 1/s (
d→ designa convergeˆncia em distribuic¸a˜o),
√
t(xt − x∗) d→ N
(
0,
S2
E0(2α− E0)
)
. (2.3)
2.2 Demonstrac¸a˜o da Convergeˆncia quase-certa
Sem perda de generalidade supomos que x∗ = 0. A demonstrac¸a˜o segue os seguintes passos,
que se encontram ilustrados na Figura 2.2,
• Para cada ǫ positivo, quase-certamente existe t tal que |xt| < ǫ (Lema 3).
• Para cada ǫ e m positivos, quase-certamente existe t tal que |xt| < ǫ e γt < γ(m)
(Lema 5).
• o ‘contador do passo’ st cresce, pelo menos linearmente, quando xt permanece numa
pequena vizinhanc¸a de x∗, facto que ocorre com probabilidade pro´xima de 1 (Lema 6).
• xt permanece no intervalo (−ǫ, ǫ) e st cresce pelo menos linearmente (st > s0 + θt− η)
para cada t com probabilidade positiva (Lema 7).
Fazemos agora uma descric¸a˜o mais promenorizada das etapas das demonstrac¸o˜es. O
Lema 3 mostra que, qualquer que seja ǫ > 0, quase-certamente existe t tal que |xt| < ǫ.
Este Lema baseia-se nos passos interme´dios dos Lemas 1 e 2.
O Lema 1 baseia-se em duas vizinhanc¸as de x∗ = 0: uma tem raio R (valor obtido
das condic¸o˜es que dependem de ϕ e variaˆncia S2 das perturbac¸o˜es) e a outra vizinhanc¸a e´
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definida por um qualquer ǫ ta˜o pequeno quanto se deseje. O Lema estabelece, que certamente,
o trajecto xt ou cai no intervalo (−R,R) com um passo bastante elevado elevado (γt > γ(m)
onde m depende de ǫ) ou, caso contra´rio, cai num pequeno intervalo (−ǫ, ǫ) porque se o
passo for baixo, xt pode alcanc¸ar a ǫ-vizinhanc¸a. Formalmente: para qualquer ǫ > 0, quase-
certamente, ou ocorre |xt| < ǫ, ou ocorre |xt| < R e γt > γ(m) para um certo valor m que
depende de ǫ.
A demonstrac¸a˜o faz uso dum tempo-de-paragem definido com o evento complementar do
acima mencionado. Mostra-se que a probabilidade do tempo-de-paragem ser finito (ou seja,
na˜o ocorrer o evento acima) e´ zero em limite, para todas as condic¸o˜es.
O Lema 2 estabelece um resultado para quando xt e o passo γt partem duma situac¸a˜o
inicial em que |x0| < R e γ0 > γ(m) (um qualquer m). Este Lema completa o resultado do
Lema 1, pois sob estas condic¸o˜es iniciais, demonstra-se que existe probabilidade positiva, que
depende apenas de m, de existir t tal que |xt| < ǫ.
A demonstrac¸a˜o deste resultado e´ feita escolhendo pequenos intervalos adequados para
cada ξt, por forma a usar a parte determin´ıstica do algoritmo.
Pelo Lema 1 e 2, verifica-se com probabilidade positiva δ que para qualquer condic¸a˜o
inicial, existe t tal que |xt| < ǫ, em que δ depende apenas de ǫ (m depende de ǫ).
O que o Lema 3 traz de novo e´ que se este espec´ıfico evento acima tem probabilidade
positiva enta˜o a probabilidade dele ocorrer e´ 1.
A demonstrac¸a˜o efectua-se por ana´lise do evento “|xt| permanece fora da ǫ-vizinhanc¸a
sempre” para todas as condic¸o˜es iniciais.
O Lema 5 mostra que existe t tal que |xt| < ǫ e γt e´ ta˜o pequeno quanto se deseja. Para
este Lema e´ necessa´rio o passo interme´dio do Lema 4.
Para que o passo seja ta˜o pequeno quando necessa´rio requere-se que ytyt−1 < 0, isto e´,
que o passo decresc¸a consecutivamente, apo´s xt ter atingido uma ǫ-vizinhanc¸a dada. Para
isso limitam-se os valores poss´ıveis para os sucessivos ξt por forma a garantir (−1)tyt > 0,
alternando o sinal de yt, portanto. E´ ainda necessa´rio garantir que xt permanece na ǫ-
vizinhanc¸a e por isso a amplitude de yt tambe´m tem que ser controlada. Assim, o passo e´ ta˜o
pequeno quanto desejado e xt permanece na vizinhanc¸a inicial, tudo isto com probabilidade
positiva.
Se o Lema 4 garante que a probabilidade e´ positiva no evento “existe t tal que |xt| e γt
sa˜o ta˜o pequenos quando se deseje”, enta˜o essa probabilidade e´ 1. A demonstrac¸a˜o e´ ana´loga
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a` do Lema 3 e assim se tem a conclusa˜o do Lema 5.
O Lema 6 constata uma propriedade sobre o comportamento do passo: assimptoticamente,
o ‘contador do passo’ st cresce pelo menos linearmente, a uma taxa que depende apenas da
func¸a˜o u(·) e da distribuic¸a˜o das perturbac¸o˜es.
A demonstrac¸a˜o consiste em definir uma sequeˆncia s˜t > st a` custa das varia´veis ξt e ξt−1.
Cada mudanc¸a de st−1 para st faz-se a` custa de yt e yt−1: daqui resulta que as mudanc¸as em
s˜t podem ser separadas em grupos de varia´veis independentes e usar que soma de varia´veis
i.i.d. tem, assimptoticamente, distribuic¸a˜o normal.
O Lema 7 mostra que para ǫ1 < ǫ, em que ǫ1 e´ uma constante que depende de ǫ arbitra´rio,
se |x0| < ǫ1 a probabilidade para todo o t de xt permanecer numa pequena vizinhanc¸a (−ǫ, ǫ)
e do ‘contador do passo’ st crescer linearmente, e´ positiva.
A conclusa˜o da demonstrac¸a˜o do Teorema e´ feita usando os Lemas 5 e 7 definindo o evento:
‘xt sai duma pequena vizinhanc¸a dada ou o passo γt e´ mais elevado que o pedido’. Caso este
evento se realize, a probabilidade dele se voltar a realizar sera´ sempre cada vez menor, e assim
|xt| e γt sa˜o ta˜o pequenos quanto se deseja, indefinidamente a partir de certo instante. Este
e´ o resultado do Teorema.
Lema 1 Para cada ǫ > 0 existe m = m(ǫ) tal que quase-certamente ou ocorre (i) para alguns
t, |xt| < ǫ, ou (ii) para alguns t, |xt| < R e st ≤ m. (Relembramos que R esta´ definido em
A3.2.)
Prova. Designamos por f(x) a primitiva de ϕ(x) satisfazendo f(0) = 0. Obviamente, f(x) > 0
quando x 6= 0. Fixamos ǫ > 0 e definimos o tempo-de-paragem:
τ = τ(ǫ,m) = inf{t : |xt| < ǫ ou (|xt| < R e st ≤ m)}.
O objectivo e´ demonstrar que para algum m, P(τ <∞) = 1.
Consideramos a sequeˆncia Et = E[f(xt) I(t < τ)] e introduzimos a notac¸a˜o simplificada
f(xt) = ft, I(t < τ) = It, f
′(xt) = f ′t, γ(st) = γt. Usando que It ≤ It−1,
Et − Et−1 = E[ftIt − ft−1It−1] ≤ E[(ft − ft−1) It−1]. (2.4)
Com a decomposic¸a˜o de Taylor
ft = f(xt−1 − γt−1yt) = ft−1 − f ′t−1 γt−1 yt +
1
2
f ′′(x′) γ2t−1 y
2
t ,
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x′ e´ um ponto entre xt e xt−1, substituindo yt = f ′t−1 + ξt e relembrando que, de acordo com
A3.2, f ′′(x′) ≤M , obtemos
ft − ft−1 ≤ −γt−1f ′t−1 (f ′t−1 + ξt) +
M
2
γ2t−1(f
′
t−1 + ξt)
2. (2.5)
Usando (2.4) e (2.5) e tomando em conta que cada um dos valores γt−1, f ′t−1, It−1 e´ de-
terminado por xt−1 e st−1, e portanto mutuamente independentes de ξt (ver A1.1), ficamos
com
Et − Et−1 ≤
≤ E[(−γt−1f ′t−12 − γt−1f ′t−1ξt +
M
2
γ2t f
′
t−1
2
+Mγ2t−1f
′
t−1ξt +
M
2
γ2t−1ξ
2
t−1) It−1]
= E[(−f ′t−12 +
M
2
γtf
′
t−1
2
+
M
2
γt−1S2)γt−1 It−1]. (2.6)
Se It−1 = 1, ou ocorre 1) |xt| ≥ R, ou 2) |xt| ≥ ǫ e st ≥ m. No caso 1) temos f ′2t−1 > βR, e
usando que γt−1 ≤ γ(0) obtemos
−f ′t−12 +
M
2
γt−1f ′t−1
2
+
M
2
γt−1S2 ≤
≤ −f ′t−12 +
M
2
γ(0)f ′t−1
2
+
M
2
γ(0)S2 ≤
≤ −βR (1− M
2
γ(0)) +
M
2
γ(0)S2 =: −c0;
e de A3.2 segue que c0 > 0.
No caso 2) temos γt−1 < γ(m). Relembrando que βǫ = inf |x|≥ǫ ϕ2(x) temos
−f ′t−12 +
M
2
γt−1f ′t−1
2
+
M
2
γt−1S2 ≤
≤ −βǫ (1− M
2
γ(m)) +
M
2
γ(m)S2 =: −c(ǫ,m).
Escolhemos m tal que c(ǫ,m) > 0 e denotamos c = inf{c0, c(ǫ,m)}, enta˜o, em ambos os casos
a expressa˜o em pareˆntesis rectos no L.D. de (2.6) e´ menor que −cγt−1 It−1, enta˜o
Et − Et−1 ≤ −c · E[γt−1 It−1].
Usando que st ≤ s0 + tu+ e E It = P(t < τ), obtemos
Et − Et−1 ≤ −c γ(s0 + (t− 1)u+) P(t− 1 < τ),
e aplicando o argumento de induc¸a˜o e usando que P(j < τ) ≥ P(t < τ) quando j < t obtemos
Et ≤ E˜0 − c
t−1∑
j=0
γ(s0 + ju+) · P(t < τ),
22 CAPI´TULO 2. GENERALIZAC¸A˜O DO ALGORITMO DE KESTEN
onde E˜0 := E(f(x0) I(0 < τ)) <∞ pela Condic¸a˜o A1.4 (a constante E0 definida na Condic¸a˜o
A4 nada tem que ver com E˜0). A func¸a˜o f e´ positiva, por isso Et ≥ 0, e daqui segue que
P(t < τ) <
E˜0
c
∑t−1
j=0 γ(s0 + ju+)
.
Comenta´rio 8 O majorante encontrado na˜o depende do evento ξ1, . . . , ξt permitindo que a
conclusa˜o do Lema seja va´lida para todos os eventos.
Fazendo t → ∞ e usando que, de acordo com A2.2, ∑∞j=0 γ(s0 + ju+) = ∞, conclu´ımos que
P (τ =∞) = 0.
⊔⊓
Lema 2 Para cada ǫ > 0 e m > 0 existe δ positivo tal que se |x0| < R, s0 ≤ m enta˜o
P(para alguns t, |xt| < ǫ) ≥ δ.
Prova. Para que |xt| se aproxime da pequena vizinhanc¸a ǫ estudamos o comportamento do
produto´rio
|xt| = |x0| · |x1||x0| · · ·
|xt|
|xt−1| .
Da equac¸a˜o (2.1) temos
xt
xt−1
= 1− γ(st−1)ϕ(xt−1)
xt−1
− γ(st−1) ξt
xt−1
.
Suponhamos que |xt−1| ≤ R e |ξt| < ζt com constantes {ζt} a serem especificadas. Enta˜o,
usando que γ(st−1) ≤ γ(0), |ϕ(xt)/xt| ≤M , obtemos
xt
xt−1
≥ 1− γ(0)M − γ(0)ζt
ǫ
. (2.7)
Da Condic¸a˜o A3.2 segue que 1−γ(0)M > −1. Por outro lado, denotando g = infx∈[ǫ,R] ϕ(x)x >
0 e usando que st−1 ≤ m+ (t− 1)u+, temos para ǫ ≤ |xt−1| ≤ R
xt
xt−1
≤ 1− g γ(m+ (t− 1)u+) + γ(0)ζt
ǫ
. (2.8)
Denotamos por Gt = max{|1 − γ(0)M |, 1 − g γ(m + (t− 1)u+)}; obviamente que Gt < 1. A
divergeˆncia da se´rie
∑
t γ(m + tu+) implica que o produto´rio
∏t−1
i=1Gi tende para zero. De
(2.7) e (2.8) segue que se ǫ ≤ |xt−1| ≤ R, |xt/xt−1| ≤ Gt + γ(0)ζt/ǫ. Como Gt ≤
√
Gt < 1,
podemos escolher ζt tal que Gt + γ(0)ζt/ǫ ≤
√
Gt.
Assim,
|xt/xt−1| ≤
√
Gt (2.9)
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sempre que ǫ ≤ |xt−1| ≤ R e |ξt| < ζt. Escolhemos n tal que R
∏n−1
t=1
√
Gt < ǫ e suponhamos
que |x0| < R, s0 ≤ m, e |ξt| ≤ ζt enquanto 1 ≤ t ≤ n − 1. Enta˜o, para algum t ∈ {1, . . . , n},
|xt| < ǫ.
Assim, pelo menos para o evento {ω : |ξ1| < ζ1, . . . , |ξn−1| < ζn−1} fica assegurado o
resultado de que para algum t, |xt| < ǫ. Enta˜o
P(|ξ1| < ζ1, . . . , |ξn−1| < ζn−1) = P(|ξ1| < ζ1) · · ·P(|ξn−1| < ζn−1) := δ > 0.
⊔⊓
Dos Lemas 1 e 2 vemos que para cada ǫ > 0 existe δ > 0 tal que para condic¸o˜es iniciais
arbitra´rias x0, s0, s1
P(para alguns t, |xt| < ǫ) > δ.
Enta˜o podemos escolher um nu´mero inteiro positivo n = n(x0, s0, s1) tal que
P(para alguns t ≤ n, |xt| < ǫ) > δ/2 .
Denotamos p¯ = supP(para cada t, |xt| ≥ ǫ), sendo o supremo tomado sobre todas as condic¸o˜es
iniciais x0, s0, s1. Fixamos x0, s0, s1; enta˜o
P(para cada t, |xt| ≥ ǫ) =
= P(para cada t > n, |xt| ≥ ǫ
∣∣∣para cada t ≤ n, |xt| ≥ ǫ) · P(para cada t ≤ n, |xt| ≥ ǫ) ≤
≤ p¯ (1− δ/2). (2.10)
O supremo do L.E. de (2.10) sobre todos os triplos (x0, s0, s1) e´ p¯. Assim obtemos a desigual-
dade p¯ ≤ p¯ (1− δ/2) de onde p¯ = 0. Obtemos pois o seguinte Lema:
Lema 3 Para cada ǫ > 0, quase-certamente existe t tal que |xt| < ǫ.
Fixamos arbitrariamente ǫ e η positivos.
Lema 4 Existe ǫ1 > 0 e δ > 0 tal que se |x0| < ǫ1 enta˜o
P(para alguns t, |xt| < ǫ e st ≥ η) ≥ δ.
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Prova. Consideremos o evento
A = {yI ≤ (−1)tyt ≤ yII , t = 1, 2, . . . , n − 1} (2.11)
onde yI , yII e n sera˜o especificados. Notemos que yI ≤ (−1)tyt ≤ yII significa que ξt ∈ It
onde
It =

 [yI − ϕ(xt), yII − ϕ(xt)] para t ı´mpar[−yII − ϕ(xt),−yI − ϕ(xt)] para t par .
Vamos requerer que
yII < Ω/2 (2.12)
e
|xt| < ǫ2, t = 1, 2, . . . , n (2.13)
onde ǫ2 e´ escolhido por forma a que
ǫ2 < ǫ and sup
|x|<ǫ2
|ϕ(x)| < Ω/2 . (2.14)
Enta˜o It pertence a [−Ω,Ω], e de acordo com o Comenta´rio 7, P(It) ≥ p(yII − yI) > 0. Assim
P (A) ≥ δ onde
δ = [p(yII − yI)]n. (2.15)
Mais, temos u(−ytyt−1) ≥ u(y2I ), t = 1, 2, . . . , n− 1, e enta˜o
st ≥ t u(y2I ), t = 1, 2, . . . , n. (2.16)
Mas ale´m disso, para t = 1, . . . , n
xt = x0 −
t∑
i=1
γi−1yi, onde γi = γ(si) . (2.17)
A soma no L.D. de (2.17) pode ser estimada por
yI
t∑
i=1
(−1)iγi−1 − (yII − yI)
t∑
i=1
(par)
γi−1 ≤
≤
t∑
i=1
γi−1yi ≤ (2.18)
≤ yII
t∑
i=1
(−1)iγi−1 + (yII − yI)
t∑
i=1
(´ımpar)
γi−1 .
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O objectivo e´ obter as estimativas∣∣∣∣∣yII
t∑
i=1
(−1)iγi−1
∣∣∣∣∣ < ǫ2/3 (2.19)
e ∣∣∣∣∣(yII − yI)
t∑
i=1
γi−1
∣∣∣∣∣ < ǫ2/3, (2.20)
enta˜o de (2.18) conclu´ımos ∣∣∣∣∣
t∑
i=1
γi−1yi
∣∣∣∣∣ < 2ǫ2/3
e colocando
ǫ1 = ǫ2/3, (2.21)
de (2.17) garantimos que
|xt| < ǫ2, t = 1, . . . , n. (2.22)
Seja
yII ≤ ǫ2
3γ(0)
, (2.23)
enta˜o (2.19) fica garantida.
Agora, requeremos
yI ≥ yII/2 (2.24)
e escolhemos n tal que
n ≥ η
u(y2II/4)
, (2.25)
e de (2.16) conclu´ımos que
sn ≥ η.
Usando (2.16) novamente, temos
n∑
i=1
γi−1 = γ(s0) + γ(s1) +
n−1∑
i=2
γ(si) ≤
≤ 2γ(0) +
n−1∑
i=2
γ(iu(y2II/4)) =: Γ(n)
em que Γ(n) e´ uma func¸a˜o crescente pela Condic¸a˜o A2.2. Assim, para garantir (2.20), devemos
impor a condic¸a˜o
yII − yI ≤ ǫ2
3
· 1
Γ(n)
(2.26)
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Agora, definimos yII de acordo com (2.23) e (2.12); depois n, de acordo com (2.25); e final-
mente, yI , de acordo com (2.24) e (2.26). O valor δ e´ definido por (2.15). Enta˜o, prova´mos
que P(|xn| < ǫ e sn ≥ η) > δ.
⊔⊓
Dos Lemas 3 e 4 segue para para cada ǫ > 0 e η > 0 a probabilidade de que para alguns
t, |xt| < ǫ e st ≥ η seja maior que δ > 0, depende somente de ǫ e η. Repetindo o argumento
do Lema 3 temos
Lema 5 Para cada ǫ > 0 e η > 0, quase-certamente existe t tal que |xt| < ǫ e st ≥ η.
Vamos definir o tempo-de-paragem τ(ǫ) = inf{t : |xt| ≥ ǫ}.
Lema 6 Para cada 0 < θ < E0 existe uma constante ǫ0 > 0 e uma sequeˆncia πn tal que
limn→∞ πn = 0 e
P(st > s0 + tθ − n para cada t < τ(ǫ0)) > 1− πn.
Prova. Vamos mostrar que
P(existe t < τ(ǫ0) tal que st ≤ s0 + tθ − n) ≤ πn → 0 .
De A4.2 segue que para algum ω0 positivo existe Eω0 > θ onde Eω0 = E[u(X
(ω0))] e
X(ω0) = inf
|ϕ1|≤ω0
|ϕ2|≤ω0
[−(ξ1 + ϕ1)(ξ2 + ϕ2)]. (2.27)
Escolhemos ǫ0 tal que
sup
|x|<ǫ0
|ϕ(x)| ≤ ω0.
Definimos a sequeˆncia {s˜t} por
s˜0 = s0; s˜t = s˜t−1 + u(X
(ω0)
t ) (2.28)
onde
X
(ω0)
t = inf
|ϕt−1|≤ω0
|ϕt−2|≤ω0
[−(ξt + ϕt−1)(ξt−1 + ϕt−2)]. (2.29)
Comparando (2.28) e (2.29) com (2.2), para t < τ(ǫ0), obtemos
s˜t ≤ st. (2.30)
2.2. DEMONSTRAC¸A˜O DA CONVERGEˆNCIA QUASE-CERTA 27
De (2.28) segue que
s˜t − s0 = tEω0 + Ipart + Iı´mpart (2.31)
sendo
I
par
t =
t∑
i=1
(i par)
[u(X
(ω0)
t )− Eω0], Iı´mpart =
t∑
i=1
(i ı´mpar)
[u(X
(ω0)
t )− Eω0]
em que Ipart e I
ı´mpar
t sa˜o somas de varia´veis limitadas, independentes e identicamente dis-
tribu´ıdas com me´dia zero e variaˆncia linear com t.
Comenta´rio 9 Apesar de assimptoticamente normais, Ipart e I
ı´mpar
t sa˜o dependentes entre si
pelo que usamos o seguinte argumento para estimar a probabilidade da sua soma: X + Y < a
implica que X < a/2 ou Y < a/2 onde X e Y sa˜o varia´veis aleato´rias reais e a uma constante
real. Assim
P(X + Y < a) ≤ P(X < a/2) + P(Y < a/2) ≃ 2P(X < a/2).
Enta˜o, por Var Ipart = t · V I1 , temos
P( Ipart + I
ı´mpar
t < 2a) . 2P( I
par
t < a) ≤ 2Φ(
a√
t
√
V I1
). (2.32)
Do evento st ≤ s0 + tθ − n, sabendo que s˜t ≤ st para t < τ(ǫ0), segue
s˜t ≤ s0 + tθ − n⇔
s0 + tEω0 + I
par
t + I
ı´mpar
t ≤ s0 + tθ − n⇔
I
par
t + I
ı´mpar
t ≤ −t(Eω0 − θ)− n (2.33)
Comenta´rio 10 No que se segue usamos a seguinte expressa˜o, onde {Xi, i = 1, . . . ,∞} e´
uma sequeˆncia de varia´veis aleato´rias,
P(existe t < τ tal que Xt < a) ≤
τ∑
i=1
P(Xi < a) ≤
∞∑
i=1
P(Xi < a) (2.34)
Por (2.32), (2.33) e (2.34) segue
P(existe t < τ(ǫ0) tal que st ≤ s0 + tθ − n) ≤
P(existe t < τ(ǫ0) tal que I
par
t + I
ı´mpar
t ≤ −t(Eω0 − θ)− n) ≤
∞∑
i=1
P( Ipari + I
ı´mpar
i ≤ −i(Eω0 − θ)− n) .
2
∞∑
i=1
P(
I
par
i√
iVI
≤ −
√
i
Eω0 − θ√
V I
− n√
iVI
) ≤
2
∞∑
i=1
Φ(−
√
iK1 − n√
i
K2) := πn
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para certas constantes K1 > 0 e K2 > 0. A se´rie da u´ltima desigualdade e´ convergente pelo
que πn → 0 e enta˜o
πn := P(existe t tal que I
par
t + I
ı´mpar
t ≤
≤ −n− t(Eω0 − θ))→ 0 quando n→∞.
⊔⊓
Fixamos θ e ǫ0 como no Lema 6, e escolhemos arbitrariamente ǫ < ǫ0 positivo e tambe´m
n. Definimos o tempo-de-paragem ν = ν(n, ǫ) = inf{t : |xt| ≥ ǫ ou st ≤ s0 − n + tθ}, e
escolhemos ǫ1 > 0 tal que sup|x|<ǫ1 f(x) <
1
2 inf |x|>ǫ f(x). (Relembramos que f e´ a primitiva
de ϕ satisfazendo f(0) = 0.)
Lema 7 Seja |x0| < ǫ1, enta˜o P(ν <∞) ≤ K
∫∞
s0−n−1 γ
2(s)ds + πn, sendo K uma constante
que depende apenas de ǫ.
Prova. Tomando as notac¸o˜es ft, f
′
t, γt do Lema 1 e usando (2.5), temos
ft − ft−1 ≤ −γt−1f ′t−1ξt +Mγ2t−1(f ′2t−1
2
+ ξ2t ).
Isto implica que
ft − f0 ≤ I′t + I′′t
onde
I
′
t =
∣∣∣∣∣
t∑
i=1
γi−1f ′i−1ξi
∣∣∣∣∣ , I′′t =M
t∑
i=1
γ2i−1(f
′
i−1
2
+ ξ2i ).
Denotando P ′ = P( I′ν · I(ν <∞) ≥ δ/2), P ′′ = P( I′′ν · I(ν <∞) ≥ δ/2) com δ = 12 inf |x|≥ǫ f(x)
e usando os Lemas 5 e 6 obtemos
P(ν <∞) ≤ P(st ≤ s0 − n+ tθ) + P(|xt| ≥ ǫ)
≤ πn + P(ftf0 > δ)
≤ πn + P(I ′ > δ/2) + P(I ′′ > δ/2)
≤ πn + P ′ + P ′′
(2.35)
De acordo com a desigualdade de Markov (por exemplo, [48, p. 59]),
P ′ ≤ 4
δ2
E[ I′ν
2 · I2(ν <∞)] =
=
4
δ2
∞∑
i,j=1
E[γi−1f ′i−1ξiI(i− 1 < ν <∞) · γj−1f ′j−1ξjI(j − 1 < ν <∞] ≤
≤ 4
δ2
∞∑
i,j=1
E[γi−1f ′i−1ξiI(i− 1 < ν) · γj−1f ′j−1ξjI(j − 1 < ν]. (2.36)
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Relembrando que o conjunto de varia´veis {γi−1, f ′i−1, I(i − 1 < ν)} e ξi e´ mutuamente inde-
pendente, obtemos facilmente que os termos no L.D. de (2.36) com i 6= j sa˜o iguais a zero, e
enta˜o
P ′ ≤ 4
δ2
∞∑
i=1
E[γ2i−1 f
′
i−1
2
I(i < ν)ξ2i ] ≤ K ′ E
[
ν−1∑
i=1
γ2i−1
]
(2.37)
onde K ′ = 4S
2
δ2
sup|x|<ǫ f ′
2(x).
Analogamente,
P ′′ ≤ 2M
δ
E
[ ∞∑
i=1
γ2i−1(f
′
i−1
2
+ ξ2i ) · I(i − 1 < ν)
]
≤ K ′′E
[
ν−1∑
i=1
γ2i−1
]
(2.38)
com K ′′ = (2M/δ)(sup|x|<ǫ f ′
2(x) + S2).
Para t < ν, st > s0 + tθ − n, temos que γt < γ(s0 − n+ tθ), e
E
[
ν−1∑
i=1
γ2i−1
]
<
∞∑
i=1
γ2(s0 − n+ iθ) ≤ 1
θ
∫ ∞
s0−n−1
γ2(s)ds. (2.39)
Tomando K = θ−1(K ′ +K ′′), de (2.35), (2.37), (2.38) e (2.39) obtemos o Lema 7.
⊔⊓
Agora, fixamos ǫ < ǫ0 positivo e escolhemos n e η tal que 1− πn −K
∫∞
η−n−1 γ
2(s)ds =: δ
seja positivo. Fixamos tambe´m ǫ1 = ǫ1(ǫ) como definido acima. De acordo com os Lemas 5 e
7, quase-certamente existe t0 tal que |xt0 | < ǫ1, st0 ≥ η, e a probabilidade para todo o t ≥ t0,
|xt| < ǫ excede δ.
Definimos a sequeˆncia de tempos-de-paragem τ1 = 1,
τi+1 = inf{τ > τi : |xτ | ≥ ǫ, e para algum τi ≤ t < τ, |xt| < ǫ1 e st > η}, i = 1, 2, . . . .
Temos
P(τi+1 =∞| τi <∞) ≥ δ,
de onde
P(τi+1 <∞) = P(τi+1 <∞| τi <∞) P(τi <∞) ≤ (1− δ) P(τi <∞).
Assim, P(τi < ∞) → 0 as i → ∞; isto implica que quase-certamente i0 = sup{i : τi < ∞} e´
finito.
Como, de acordo com o Lema 5, quase-certamente existe t0 ≥ τi0 tal que |xt0 | < ǫ1 e
st0 > η, conclu´ımos que |xt| < ǫ quando t > t0. O Teorema 1 esta´ demonstrado. 
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Figura 2.3: Lemas para a demonstrac¸a˜o da normalidade assimpto´tica.
2.3 Demonstrac¸a˜o da Normalidade Assimpto´tica
A demonstrac¸a˜o da normalidade assimpto´tica segue o trabalho de Delyon e Juditsky [14] e
sera´ referido quando estivermos a usar partes da demonstrac¸a˜o original. A organizac¸a˜o da
demonstrac¸a˜o esta´ ilustrada na Figura 2.3 onde os passos principais da demonstrac¸a˜o sa˜o:
• O Lema 8 descreve o comportamento assimpto´tico da varia´vel st.
• Consideremos zt o processo resultante de aplicar o algoritmo de Robbins-Monroe a uma
func¸a˜o ϕ(x) = αx e para o qual, os resultados de normalidade assimpto´tica de
√
tzt sa˜o
conhecidos. O Lema 11 mostra que
√
t(xt − zt) converge em probabilidade em que xt e´
o processo resultante da aplicac¸a˜o do algoritmo de Kesten Generalizado a uma func¸a˜o
ϕ cuja derivada em x∗ e´ ϕ′(x∗) = α.
• A conclusa˜o da demonstrac¸a˜o conforme o trabalho original.
Consideramos, sem perda de generalidade, que x∗ = 0.
Recordamos a definic¸a˜o de E0 na Condic¸a˜o A4.2. Recordamos a definic¸a˜o de E0 na
Condic¸a˜o A4.2.
Lema 8 Sejam s0 e s1 varia´veis aleato´rias que sa˜o condic¸a˜o inicial do processo {st}, definido
em (2.2). Enta˜o
γ(st) = 1/st =
1
E0t
(1 + ot), quase-certamente (2.40)
onde ot e´ uma v.a. que depende de {ξi, i ≤ t} de das condic¸o˜es iniciais e que verifica
limt→∞ ot = 0 quase-certamente.
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Prova. A Condic¸a˜o A4.5 permite a decomposic¸a˜o
u(−yi−1yi) = u(−(ϕi−2 + ξi−1)(ϕi−1 + ξi)) =
= u(−(ϕi−2 + ξi−1)(ϕi−1 + ξi)) =
= u(−ϕi−2ϕi−1 − ϕi−2ξi − ϕi−1ξi−1 − ξi−1ξi) =
= u(−ξi−1ξi) + u′(θi)× (−ϕi−2ϕi−1 − ϕi−2ξi − ϕi−1ξi−1)
(2.41)
onde θi e´ um ponto entre −yi−1yi e −ξi−1ξi. Temos tambe´m que a func¸a˜o u′ e´ limitada e
ϕ(xi)→ 0 de onde, pelo corola´rio do Lema de Kronecker (por exemplo, [48]),
t∑
i=1
u′(θi)ϕi−2ϕi−1 = o(t), (2.42)
t∑
i=1
u′(θi)ϕi−2ξi = o(t), (2.43)
t∑
i=1
u′(θi)ϕi−1ξi−1 = o(t) . (2.44)
Assim temos
st = s0 + s1 +
t∑
i=1
(u(−yi−1yi)− u(−ξi−1ξi)) +
+
t∑
pares
u(−ξi−1ξi) +
t∑
ı´mpares
u(−ξi−1ξi)
= s0 + s1 +∆Ut + Pt + It.
Por (2.42), (2.43) e (2.44)
∆Ut =
t∑
i=1
(u(−yi−1yi)− u(−ξi−1ξi)) = o(t) quase-certamente .
Cada uma das somas Pt e It e´ composta por parcelas independentes de me´dia E0 e variaˆncia
finita. Pela lei do logaritmo iterado
Pt + It = E0t+O(
√
t log log t) .
Sendo limt→∞ s0/t = 0 quase-certamente, idem para s1, temos
st = s0 + s1 + E0t+ tot +O(
√
t log log t) = (E0 + ot)t,
quase-certamente. Enta˜o
st = (E0 + ot)t = E0t
(
1
1− otE0+ot
)
=
= E0t
(
1
1 + ot
)
.
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⊔⊓
Lema 9 (Delyon e Juditsky [14]) Seja (νt) uma sequeˆncia aleato´ria de nu´meros reais tais
que νt → 0 quase-certamente quando t→∞. Enta˜o existe uma sequeˆncia determin´ıstica (at)
tal que
at → 0 e νt/at → 0 quase-certamente. (2.45)
A pro´xima demonstrac¸a˜o segue o trabalho ana´logo de Delyon e Juditsky [14] contendo
uma adaptac¸a˜o ao novo algoritmo.
Conclusa˜o da demonstrac¸a˜o do Teorema 2. Fazemos x∗ = 0. A convergeˆncia quase-
certa de xt → 0, o Lema 8 e o Lema 9 conduzem a que exista uma sequeˆncia (at) de nu´meros
na˜o aleato´rios positivos tal que
at → 0 e |ot|/at → 0, |xt|/at → 0 quase-certamente . (2.46)
Comenta´rio 11 A explicac¸a˜o para o acima dado e´ que se fizermos θt := |ot| + |xt| enta˜o
θt → 0 quase-certamente. Enta˜o existe at → 0, deterministicamente, tal que θt/at → 0
quase-certamente. Daqui segue que |ot|/at → 0 e |xt|/bt → 0 quase-certamente.
Definimos os tempos-de-paragem
τR = inf{t : |ot| ≥ R|at|}, σR = inf{t : |xt| ≥ R|at|} (2.47)
para R > 0 e
ν = min(τR, σR) . (2.48)
Do Lema 9 e de (2.46) conclu´ımos que para qualquer ǫ > 0 podemos escolher R < ∞ tal
que
P(ν =∞) ≥ 1− ǫ. (2.49)
Comenta´rio 12 Desta maneira, com uma probabilidade ta˜o grande quanto se deseje, temos
um majorante determin´ıstico comum a |ot| e |xt| e que sera´ usado na demonstrac¸a˜o.
Consideramos o processo ana´logo ao algoritmo em (2.1) mas com passo determin´ıstico γt =
1/(E0t) e aplicado a` func¸a˜o ϕ(x) = αx (α e´ a derivada de ϕ em x
∗),
zt = zt−1 − 1
E0t
(αzt−1 + ξt), z0 = x0. (2.50)
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As propriedades assimpto´ticas deste processo sa˜o conhecidas (ver, por exemplo, Nevel’son e
Has’minskii [31]). Assim
ztt
1/2−ǫ → 0, quase-certamente , para todo ǫ > 0,
Ez2t ≤ K/t, K > 0√
tzt
d→ N
(
0, S
2
E0(2α−E0)
)
.
(2.51)
Baseado no Lema 23, pa´g. 62, o Lema 11 demonstrara´ que, assimptoticamente,
√
txt e
√
tzt
teˆm a mesma distribuic¸a˜o limite, descrita em (2.51). 
Lema 10 Consideremos a seguinte expressa˜o, em que b > 0, a0 e´ um nu´mero real,
0 ≤ at+1 ≤ (1− b
t
)at + o(t
−1), t = 1, 2, . . . . (2.52)
Enta˜o at → 0.
Prova. Considaremos a sequeˆncia recursiva, onde ǫ e´ um nu´mero real positivo,
0 ≤ At+1 ≤ (1− b
t
)At + ǫ/t, t = t0, t0 + 1, . . . .
e transformando
0 ≤ At+1 ≤ At − bAt − ǫ
t
, t = t0, t0 + 1, . . . .
ou
0 ≤ bAt+1 − ǫ ≤ bAt − ǫ− bbAt − ǫ
t
, t = t0, t0 + 1, . . . .
Escrevemos Bt = bAt − ǫ e temos
Bt+1 = Bt(1− b/t)
e enta˜o Bt → 0, pelo que At → ǫ/b.
A sequeˆncia enunciada no lema e´
0 ≤ at+1 ≤ (1− b
t
)at + o(1)/t, t = 1, 2, . . . .
para a qual escolhemos ǫ > 0 tal que o(1) < ǫ se t ≥ t0 para algum t0. Definimos
At+1 = (1− b
t
)At + ǫ/t, t = t0, t0 + 1, . . . .
e At0 = at0 . Usando induc¸a˜o supomos At − at ≥ 0 para t ≥ t0. Para t+ 1
At+1 − at+1 = (1− b
t
)(At − at) + (ǫ− o(1))/t
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verificando que At+1 − at+1 ≥ 0 usando a hipo´tese. Assim 0 ≤ at ≤ At.
Sendo At → ǫ/b e dado que podemos escolher ǫ ta˜o pequeno quando o desejado, conclu´ımos
que At → 0 e daqui segue que at → 0.
⊔⊓
Lema 11 Seja ∆t = xt − zt. Enta˜o
√
t∆t
pr→ 0. (pr→ denota convergeˆncia em probabilidade.)
Prova. De acordo com a Condic¸a˜o A4.4, a func¸a˜o ϕ admite decomposic¸a˜o de Taylor em que
ϕ(xt) = ϕ
′(0)xt +
1
2
ϕ′′(θtxt)x2t (2.53)
algum θt em (0, 1) e em que |ϕ′′(θtxt)| ≤ D (ver A4.4). Denotamos et := 12ϕ′′(θtxt).
Da definic¸a˜o de xt+1, (2.1)–(2.2), Lema 8 e (2.50), obtemos
xt+1 = xt − αxt
E0t
(1 + ot)− etx
2
t
E0t
(1 + ot)− ξt+1
E0t
(1 + ot)
zt+1 = zt − αzt
E0t
− ξt+1
E0t
(2.54)
de onde
∆t+1 = ∆t(1− α
E0t
)− αxt
E0t
ot − etx
2
t
E0t
(1 + ot)− ξt+1
E0t
ot
=: ∆tAt −Bt − Ct −Dt . (2.55)
Usando (a+ b+ c+ d)2 ≤ a2+3(b2+ c2+ d2)+2a(b+ c+ d) (obte´m-se de desigualdades como
bc+ cb ≤ b2 + c2)
∆2t+1 ≤ ∆2tA2t + 3(B2t + C2t +D2t ) + 2∆tAt(−Bt − Ct −Dt) . (2.56)
Considerando t ≤ ν (definido em (2.48),
A2t = (1−
α
E0t
)2 (2.57)
3B2t = 3(
α2xt
E0t
ot)
2 ≤ 3αR
2a2t
E20t
2
R2a2t =
3α2R4
E0
a4t
t2
(2.58)
3C2t = 3
(
etx
2
t
E0t
(1 + ot)
)2
≤ 3
(
e2tx
4
t
E20t
2
(2 + 2o2t )
)
≤ (2.59)
≤ 6D
2R4
E20
a4t
t2
+
6D2R6
E20
a6t
t2
(2.60)
3D2t = 3
(
ξt+1 ot
E0t
)2
= 3
ξ2t+1o
2
t
E20t
2
≤ 3ξ
2
t+1
E20
R2a2t
t2
. (2.61)
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Usando −2ab ≤ a2 + b2
−2∆txt ≤ ∆2t + x2t
= ∆2t + (∆t + zt)
2
≤ ∆2t + 2∆2t + 2z2t
= 3∆2t + 2z
2
t
e continuando com t ≤ ν
2∆tAt(−Bt) = 2∆t(1− α
E0t
)
α(−xt)
E0t
ot =
= (3∆2t + 2z
2
t )(1 −
α
E0t
)
α
E0t
ot =
≤ (3∆2t + 2z2t )
α
E0t
Rat ≤
≤ 3αRat
E0t
∆2t + z
2
t
2αR
E0t
at (2.62)
e com o majorante −et ≤ D,
2∆tAt(−Ct) = 2∆t(1− α
E0t
)
−etx2t
E0t
(1 + ot) =
= (3∆2t + 2z
2
t )(1−
α
E0t
)
−etxt
E0t
(1 + ot) ≤
≤ (3∆2t + 2z2t )
DRat
E0t
(1 +Rat) ≤
≤ 3DRat
E0t
(1 +Rat)∆
2
t + z
2
t
2DRat
E0t
(1 +Rat) (2.63)
2∆tAt(−Dt) = 2∆t(1− α
E0t
)
−ξt+1
E0t
ot (2.64)
De (2.56) e (2.62) os termos em ∆2t sa˜o(
1− α
E0t
)2
+
3αRat
E0t
+
3DRat
E0t
(1 +Rat) ≤
= 1− 2α/E0 − 3αRat/E0 − (3DRat)(1 +Rat)/E0 − (α
2/E20)/t
t
≤ 1− 2α/E0 − o(1)
t
(2.65)
onde o(1) e´ um infinite´simo.
De (2.58) a (2.61) temos os termos de 1/t2
o(t−2) =
1
t2
3α2R4a4t
E0
+
6D2R4a4t
E2t
+
6D2R6a6t
E20
. (2.66)
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De 2.62 e de 2.63 temos os termos em z2t
z2t o(1) = z
2
t
2αRat
E0
+
2DRat
E0
(1 +Rat). (2.67)
De (2.64) temos o termo em ξ2t+1
ξ2t+1o(1) = ξ
2
t+1
3R2a2t
E20
. (2.68)
Com I(t+ 1 ≤ ν) ≤ I(t ≤ ν),
∆2t+1 I(t+ 1 ≤ ν) ≤ ∆2t I(t ≤ ν)(1−
2α/E0 − o∗t
t
)
+o(t−2) I(t ≤ ν)
+o(t−1)z2t I(t ≤ ν)
+o(t−2)ξ2t+1
+2∆t(1− α
E0t
)
−ξt+1
E0t
ot I(t ≤ ν) (2.69)
e porque E(z2t I(t ≤ ν)) ≤ K1/t, E(ξt+1 I(t ≤ ν)) = 0 obtemos
E∆2t+1 I(t+ 1 ≤ ν) ≤ E∆2t I(t ≤ ν)(1−
2α/E0 − o(1)
t
) + o(t−2) (2.70)
Vamos mostrar a convergeˆncia em me´dia quadra´tica de tE∆2t → 0 e pelo Teorema 7,
pa´g. 62, vamos verificar que
√
t(xt − zt) pr→ 0. Definimos
Wt := (t+1)E∆
2
t+1 I(t+1 ≤ ν) ≤ (t+1)
(
E∆2t I(t ≤ ν)(1−
2α/E0 − o(1)
t
) + o(t−2)
)
(2.71)
Temos (t+ 1)o(t−2) = o(t−1) e para se poder usar o resultado do Lema 10 fazemos
(t+ 1)(1 − 2α/E0 − o(1)
t
) = t× (1− Ht
t
)⇔
Ht = 2α/E0 − 1 + o(t−1)
de onde conclu´ımos que Ht > 0 a partir de certo t observando a Condic¸a˜o A4.3. Como
EW1 <∞ porque Ex0 <∞ enta˜o, para certo H > 0, pelo Lema 10 obtemos Wt → 0.
Daqui segue que
√
t∆t I(t < ν)
pr→ 0. (2.72)
A demonstrac¸a˜o de (2.72) e´ va´lida para qualquer R e porque o evento I(t < ν) = 1 pode
ocorrer com probabilidade arbitrariamente grande conclu´ımos que
√
t∆t
pr→ 0.
⊔⊓
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2.4 Condic¸o˜es e Teoremas para o Caso Multidimensional
E´ demonstrada a convergeˆncia quase-certa e a normalidade assimpto´tica duma generalizac¸a˜o
do algoritmo de aproximac¸a˜o estoca´stica de Kesten para o caso multidimensional. A demons-
trac¸a˜o da convergeˆncia segue as linhas do caso unidimensional Plakhov e Cruz (2004) [35] e
a demonstrac¸a˜o da normalidade assimpto´tica segue o trabalho de Delyon e Judistky (1993)
[14].
Consideramos o problema de encontrar o ponto de estacionaridade x∗ ∈ Rn dum campo
vectorial ϕ : Rn → Rn de acordo com o algoritmo de Aproximac¸a˜o Estoca´stica
xt = xt−1 − γ(st−1)yt, t = 1, 2, . . . (2.73)
st = (st−1 + u(−yTt yt−1))
+
, t = 2, 3, . . . (2.74)
onde
• yt = ϕ(xt−1) + ξt, yt ∈ Rn e´ a t–e´sima medida de ϕ perturbada do vector aleato´rio
ξt ∈ Rn;
• a+ := max{a, 0};
• u e´ uma func¸a˜o sigmo´ide;
• O vector aleato´rio x0 ∈ Rn, e as varia´veis aleato´rias s0 e s1 sa˜o condic¸o˜es iniciais do
algoritmo;
• xt ∈ Rn e´ a t–e´sima aproximac¸a˜o ao ponto de estacionaridade x∗ ∈ Rn de ϕ.
Supomos que as condic¸o˜es seguintes se verificam.
Condic¸o˜es B1
1. {x0, ξ1, ξ2, . . . , } sa˜o vectores aleato´rios mutuamente independentes em que os vectores
ξi sa˜o identicamente distribu´ıdos com me´dia zero Eξt = 0 e covariaˆncias finitas Sξ :=
E ξtξ
T
t .
2. s0, s1 sa˜o varia´veis aleato´rias mutuamente independentes de {x0, ξ1, ξ2, . . .}.
3. Existe Ω positivo tal que para cada bola aberta I ⊂ B(Ω), P(ξt ∈ I) > 0 (na˜o ocorrem
vazios de probabilidade em B(Ω)).
4. E|x0| <∞.
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Condic¸o˜es B2
1. γ(s) e´ uma func¸a˜o mono´tona decrescente definida em [0,+∞) pelo que no texto γ(0)
denota o valor ma´ximo do passo.
2.
∫ ∞
0
γ(s)ds =∞.
3.
∫ ∞
0
γ2(s)ds <∞.
Condic¸o˜es B3
1. Existe uma func¸a˜o cont´ınua V (x) : Rn → R+ tal que
(a) V (x∗) = 0;
(b) ∇2V (x) ≤ M para cada x, M > 0 (o maior valor pro´prio de ∇2V (x) e´ inferior a
M).
(c) ϕ(x)T∇V (x) > 0 para cada x 6= x∗;
(d) Para cada γ∗ < γ(0) e qualquer z0, a sequeˆncia
zt = zt−1 − γ∗ϕ(zt−1)
converge, deterministicamente, para x∗ e verifica-se que {V (zt), t = 1, 2, . . .} e´
mono´tona decrescente e converge para zero.
2. Existem R e β0 positivos tais que
ϕ(x)T∇V (x) ≥ 1
2
γ(0) · (ϕ(x)TMϕ(x) + tr(SξM)) + β0 .
para |x − x∗| ≥ R. Esta condic¸a˜o limita superiormente o passo ma´ximo γ(0) e garante
que infx 6=x∗ |ϕ(x)| > 0.
Condic¸o˜es B4
1. u e´ uma func¸a˜o R → R mono´tona crescente, para a qual existem limites inferior e
superior finitos
u+ = lim
x→+∞u(x) > 0 e u− = limx→−∞u(x).
2. Denotamos Eω = E[u(X
(ω))] onde
X(ω) = inf
|ϕ1|≤ω
|ϕ2|≤ω
[−(ξ1 + ϕ1)T (ξ2 + ϕ2)]
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Definimos E0 por limω→0+ Eω =: E0. Deve verificar-se que E0 e´ um nu´mero positivo.
A Figura 2.1 na pa´gina 17, comum aos casos unidimensional e multidimensional, mostra
poss´ıveis exemplos para u onde se incluem algoritmos ja´ estabelecidos.
Comenta´rio 13 De forma ideˆntica ao caso unidimensional vamos supor que estamos a ob-
servar o processo (2.73), (2.74) comec¸ando de t0 > 1. O novo processo com condic¸o˜es iniciais
xt0 , st0 , st0+1 e a sequeˆncia aleato´ria ξt0 , ξt0+1, . . . tambe´m satisfazem todas as condic¸o˜es. O
Lema 15, por exemplo, faz uso deste comenta´rio.
Comenta´rio 14 Se u ou a distribuic¸a˜o de ξt sa˜o cont´ınuas, enta˜o E0 = E[u(−ξT1 ξ2)]. Mais,
se u e´ cont´ınua e satisfaz u(x) > −u(−x) quando x 6= 0, enta˜o B4.2 e´ va´lida para qualquer
distribuic¸a˜o de ξt com variaˆncia na˜o nula.
Comenta´rio 15 Usamos a notac¸a˜o diferenciada para ϕ e V : ϕ′ denota uma matriz e ∇V
um vector e ∇2V uma matriz.
Teorema 3 (Cruz, 2005) Considerando que se verificam as Condic¸o˜es B1 a B4, tem-se,
quase-certamente, que lim
t→∞xt = x
∗.
As condic¸o˜es para a Normalidade Assimpto´tica para o campo vectorial, sa˜o todas as
condic¸o˜es de convergeˆncia, a`s quais acrescentamos as Condic¸o˜es B3.3, B3.4 e B4.3.
Condic¸a˜o B3.3 Todos os valores pro´prios de I2 − (1/E0)ϕ′(x∗) sa˜o negativos; I e´ a matriz
identidade.
Condic¸a˜o B3.4 Assume-se que ϕ se pode decompor em se´rie de Taylor
|ϕ(x)− ϕ′(x∗) (x− x∗)|
|x− x∗| = o(1), quando x→ x
∗ . (2.75)
Comenta´rio 16 Desta condic¸a˜o segue que
sup |ϕ(x)|/|x − x∗| <∞ . (2.76)
pois
|ϕ(x) − ϕ′(x∗) (x− x∗)|
|x− x∗| ≥
|ϕ(x)|
|x− x∗| − |ϕ
′(x∗)|
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e assim
|o(1)| ≥ |ϕ(x)||x− x∗| − |ϕ
′(x∗)|
|ϕ(x)|
|x− x∗| ≤ |ϕ
′(x∗)| − |o(1)| <∞
Condic¸a˜o B4.3 Assume-se a decomposic¸a˜o de Taylor da func¸a˜o u(x + ∆x) = u(x) +
u′(θ)∆x para θ entre x e x+∆x.
Teorema 4 (Cruz, 2005) Seja xt definido por (2.73) e (2.74) para o qual se supo˜em verifi-
cadas as condic¸o˜es de convergeˆncia quase-certa de xt → x∗. Ale´m destas verificam-se tambe´m
as Condic¸o˜es B3.3, B3.4 e B4.3, Se γ(s) = 1/s (onde
d→ e´ a convergeˆncia em distribuic¸a˜o)
√
t(xt − x∗) d→ N(0, V ) (2.77)
onde a matriz V e´ definida positiva e e´ a u´nica soluc¸a˜o da equac¸a˜o de Lyapunov (ver Teorema 5
na pa´gina 61)
(
I
2
− (1/E0)ϕ′(x∗)
)
(−V ) + (−V )
(
I
2
− (1/E0)ϕ′(x∗)
)T
= (1/E0)
2Sξ . (2.78)
Comenta´rio 17 A soluc¸a˜o expl´ıcita da equac¸a˜o (2.78) e´
(−V ) = −
∫ ∞
0
eW ·tSeW
T ·tdt
onde W = I2 − (1/E0)ϕ′(x∗), V e´ definida positiva, e cuja demonstrac¸a˜o se encontra, por
exemplo, no Teorema 12.3.3 em Lancaster e Tismenetsky [26].
2.5 Demonstrac¸a˜o da convergeˆncia quase-certa
Sem perda de generalidade supomos x∗ = 0 pelo que ϕ(x∗) = 0. A demonstrac¸a˜o segue os
mesmos passos do caso unidimensional.
Lema 12 Para cada ǫ > 0 existe m = m(ǫ) tal que, quase-certamente, ocorre (i) existe t tal
que |xt| < ǫ, ou (ii) existe t tal que |xt| < R e st ≤ m. (Relembramos que R esta´ definido em
B3.2)
Prova. Fixamos ǫ > 0 e definimos o tempo-de-paragem
τ = τ(ǫ,m) = inf{t : |xt| < ǫ ou (|xt| < R e st ≤ m)}.
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O objectivo e´ provar que para algum m temos P(τ =∞) = 0.
Consideramos a sequeˆncia Et = E[V (xt) I(t < τ)].
Introduzindo as notac¸o˜es simplificadas V (xt) = Vt, I(t < τ) = It, ∇V (xt) = ∇t,
γ(st) = γt, e usando que It ≤ It−1, obtemos
Et − Et−1 = E[VtIt − Vt−1 It−1] ≤ E[(Vt − Vt−1) It−1]. (2.79)
De seguinda usamos a decomposic¸a˜o de Taylor
Vt = V (xt−1 − γt−1yt) = Vt−1 − γt−1yTt ∇t−1 +
1
2
γ2t−1y
T
t ∇2Vt−1(x′)yt,
em que x′ e´ um ponto entre xt e xt−1. Substituindo yt = ϕt−1 + ξt e, de acordo com B3.1,
obtemos
Vt − Vt−1 ≤ −γt−1ϕTt−1∇t−1 − γt−1ξTt ∇t−1 +
1
2
γ2t−1(ϕ
T
t−1Mϕt−1 + ξ
T
t Mξt). (2.80)
Usando (2.79) e (2.80) e tomando em conta que cada um dos valores γt−1, ϕt−1, It−1 e´
determinado por xt−1 e st−1 e portanto mutuamente independentes de ξt (Condic¸a˜o B1.1),
temos
Et − Et−1 ≤
≤ E[−γt−1ϕTt−1∇t−1 − γt−1ξTt ∇t−1 +
1
2
γ2t−1(ϕ
T
t−1Mϕt−1 + ξ
T
t Mξt) It−1] =
= E[−γt−1ϕTt−1∇t−1] +
E[−γt−1ξTt ∇t−1] +
E[
1
2
γ2t−1(ϕ
T
t−1Mϕt−1) It−1] +
E[
1
2
γ2t−1 It−1] · E[ξTt Mξt]
e esperanc¸a de v.a. independentes temos
• E[−γt−1ξTt ∇t−1] = 0;
• E[ξTt Mξt] ≤ tr(SξM)
e enta˜o
Et − Et−1 ≤
≤ E[−ϕTt−1∇t−1 +
1
2
γt−1(ϕTt−1Mϕt−1 + tr(SξM)))γt−1 It−1] . (2.81)
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Se It−1 = 1, enta˜o temos (i) |xt| ≥ R, ou (ii) |xt| ≥ ǫ e st ≥ m. No caso (i) usando B3.2
obtemos
−ϕTt−1∇t−1 +
1
2
γt−1(ϕTt−1Mϕt−1 + tr(SξM)) ≤ −β0 . (2.82)
No caso (ii) e´ va´lido γt < γ(m) e definimos δǫ := inf{ϕ(x)T∇V (x), para todo |x| ≥ ǫ}.
Neste contexto temos
−ϕTt−1∇t−1 +
1
2
γt−1(ϕTt−1Mϕt−1 + tr(SξM)) ≤ (2.83)
≤ −δǫ + 1
2
γ(m)(ϕTt−1Mϕt−1 + tr(SξM)) := −β(ǫ,m) (2.84)
Escolhemos m tal que β(ǫ,m) > 0 e denotamos β = inf{β0, β(ǫ,m)}. Assim, em ambos os
casos, a expressa˜o entre parentesis rectos no L.D. de (2.81) e´ inferior a −β · γt−1 It−1 e por
isso
Et − Et−1 ≤ −β · E[γt−1 It−1].
Usando que st ≤ s0 + tu+ e E It = P(t < τ) temos
Et − Et−1 ≤ −β γ(s0 + tu+) P(t < τ),
e porque P(j < τ) ≥ P(t < τ) quando j < t temos, aplicando o argumento da induc¸a˜o, que
Et ≤ E1 − βP(t < τ)
t−1∑
j=0
γ(s0 + ju+) .
onde E˜0 := E(V (x0) I(0 < ν)) <∞ pela Condic¸a˜o B1.4.
A func¸a˜o V e´ positiva para x 6= x∗, portanto E˜t ≥ 0, e daqui segue
P(t < τ) <
E˜0
β
∑t−1
j=0 γ(s0 + ju+)
.
Quando t → ∞ e usando ∑∞j=0 γ(s0 + ju+) = ∞ (inferido da Condic¸a˜o B2.2), podemos
concluir que P (τ =∞) = 0.
⊔⊓
Lema 13 Para cada ǫ > 0 e m > 0 existe δ positivo tal que se |x0| < R e s0 ≤ m enta˜o
P(existe t, |xt| < ǫ) ≥ δ .
Prova. Consideramos a func¸a˜o V definida nas Condic¸o˜es B4. Sejam
ǫ¯ = inf{V (x), |x| ≥ ǫ}
R¯ = sup{V (x), |x| ≤ R}
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enta˜o |x0| ≤ R⇒ V (x0) ≤ R¯ e V (x) < ǫ¯⇒ |x| < ǫ.
Vamos mostrar que V (xt) < ǫ¯ para algum t. Denotamos Vt := V (xt) e reescrevemos
Vt = V0
V1
V0
V2
V1
· · · Vt
Vt−1
.
Definimos o processo determin´ıstico de passo constante ρ ≤ γ(0)
zt = zt−1 − ρϕ(zt−1), t = 1, 2, . . .
e pela Condic¸a˜o B3.1, existe V (·) tal que {V (zt)} converge monotonamente para zero. Usando
o desenvolvimento de Taylor
V (zt) = V (zt−1 − ρϕ(zt−1)) =
= V (zt−1)− ρϕ(zt−1)T∇V (zt−1) +
+
ρ2
2
ϕ(zt−1)T∇2V (z′)ϕ(zt−1)
= V (zt−1)− ρ×
(ϕ(zt−1)T∇V (zt−1)− ρ
2
ϕ(zt−1)T∇2V (z′)ϕ(zt−1))
para um certo vector z′ entre zt e zt−1. Definimos
U(z, ρ) :=
1
V (z)
×
(
ϕ(z)T∇V (z)− ρ
2
ϕ(z)T∇2V (z′)ϕ(z)
)
em que z′ esta´ entre z e z − ρϕ(z) e como V (zt) decresce monotonamente, e´ necessa´rio que
U(·, ·) > 0. Definimos
U¯ := inf
ǫ≤|z|≤R
ρ≤γ(0)
U(z, ρ)
onde U¯ e´ uma constante positiva porque U(·, ·) > 0 nos intervalos ǫ ≤ |z| ≤ R e ρ ≤ γ(0).
Consideramos a expansa˜o de Taylor ao processo original
V (xt) = V (xt−1 − γ(st−1)ϕ(xt−1)− γ(st−1)ξt))
= V (xt−1 − γ(st−1)ϕ(xt−1))−
−γ(st−1)ξTt ∇V (xt−1 − γ(st−1)ϕ(xt−1)) +
γ(st−1)
2
ξTt ∇V 2(x′′)ξt
e fazendo ζt := |ξt| temos para a u´ltima parcela
−γ(st−1)ξTt ∇V (xt−1 − γ(st−1)ϕ(xt−1)) +
γ2(st−1)
2
ξTt ∇2V (x′′)ξt ≤
γ(0)ζt|∇V (xt−1 − γ(st−1)ϕ(xt−1))|+ γ
2(0)
2
ζ2tM ≤
ζtCξ
com as seguintes justificac¸o˜es:
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1. impondo que ζt < 1;
2. dado que ǫ ≤ |x| ≤ R enta˜o xt−1 e ϕ(xt−1) sa˜o vectores dum conjunto fechado e
limitado e γ(st−1) ≤ γ(0) e assim ∇V (xt−1 − γ(st−1)ϕ(xt−1)) pode ser majorado por
uma constante.
Assim, recordando a func¸a˜o U(·, ·),
V (xt) ≤ V (xt−1)(1 − γ(st−1) · U(xt−1, γ(st−1))) + ζt · Cξ .
Usando que 1/V (x) ≤ 1/ǫ¯, para ǫ ≤ |x| ≤ R, e que γ(st−1) > γ(m+ (t− 1) · u+),
Vt
Vt−1
= 1− γ(st−1) · U¯ + ζt · Cξ/ǫ¯
≤ 1− γ(m+ (t− 1)u+) · U¯ + ζt · Cξ/ǫ¯
Fazendo Gt := 1−γ(m+(t−1)u+) · U¯ se tem Gt < 1. A divergeˆncia da se´rie
∑
t γ(m+ t ·u+)
implica que o produto´rio
∏t−1
i=1Gi tende para zero. Usando que Gt ≤
√
Gt < 1 podemos
escolher ζt tal que
Gt + ζt · Cξ/ǫ¯ ≤
√
Gt < 1 (2.85)
e
Vt
Vt−1
≤
√
Gt
sempre que ǫ ≤ |xt−1| ≤ R e |ξt| < ζt < 1. Escolhemos n tal que R¯
∏n−1
i=1
√
Gt < ǫ¯ e supondo
que |x0| < R, s0 ≤ m e |ξt| < ζt enquanto 1 ≤ t ≤ n − 1. Enta˜o, para algum t ∈ {1, . . . , n},
|xt| < ǫ com probabilidade superior a
δ := P(|ξ1| < ζ1, |ξ2| < ζ2, . . . , |ξn| < ζn)
⊔⊓
Dos Lemas 12 e 13 vemos que para cada ǫ > 0 existe δ > 0 tal que para condic¸o˜es iniciais
arbitra´rias x0, s0, s1
P(para alguns t, |xt| < ǫ) > δ.
Enta˜o podemos escolher um nu´mero inteiro positivo n = n(x0, s0, s1) tal que
P(para alguns t ≤ n, |xt| < ǫ) > δ/2 .
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Denotamos p¯ = supP(para cada t, |xt| ≥ ǫ), sendo o supremo tomado sobre todas as condic¸o˜es
iniciais x0, s0, s1. Fixamos x0, s0, s1; enta˜o
P(para cada t, |xt| ≥ ǫ) =
= P(para cada t > n, |xt| ≥ ǫ
∣∣∣para cada t ≤ n, |xt| ≥ ǫ) · P(para cada t ≤ n, |xt| ≥ ǫ) ≤
≤ p¯ (1− δ/2). (2.86)
O supremo do L.E. de (2.86) sobre todos os triplos (x0, s0, s1) e´ p¯. Assim obtemos a desigual-
dade p¯ ≤ p¯ (1− δ/2) de onde p¯ = 0. Obtemos pois o seguinte Lema:
Lema 14 Para cada ǫ > 0, quase-certamente existe t tal que |xt| < ǫ.
Lema 15 Fixamos ǫ > 0 e η > 0. Enta˜o existe ǫ1 > 0 e δ > 0 tal que se |x0| < ǫ1 enta˜o
P(para alguns t, |xt| < ǫ e st ≥ η) > δ
Prova. Partindo de xt = x0 −
∑t
i=1 γi−1yi e usando o desenvolvimento de Taylor,
V (xt) = V (x0 −
t∑
i=1
γi−1yi) ≤
≤ V (x0) + |∇V (x0)|
t∑
i=1
γi−1|yi| cos(yi,∇V (x0)) + C1|
t∑
i=1
γi−1yi|2 .
Para garantir o aumento do contador do passo st requerido pelo Lema consideramos duas
secc¸o˜es co´nicas sime´tricas onde permanecera˜o os vectores yt e onde definimos uma amplitude
ma´xima e mı´nima para |yt|, yI ≤ |yt| ≤ yII , com yI , yII a definir. Tomamos como refereˆncia
o ponto x0 e o gradiente nesse ponto ∇0 := ∇V (x0). Como se vera´ adiante interessa limitar
o produto interno
yT∇V (x0) = |yt| · |∇0| · cos(yt,∇0)
Escolhemos que y´ımpar pertence a` secc¸a˜o co´nica no lado oposto a ∇0 e ypar a` outra secc¸a˜o.
Fixamos um valor θ para o aˆngulo interno do cone centrado no vector ∇0 e onde θ pertence
a (0, π/2). Nesta situac¸a˜o o cos(yt,∇0) e´ enquadrado por
−1 ≤ cos(yt,∇0) ≤ − cos(θ), t ı´mpar, (2.87)
cos(θ) ≤ cos(yt,∇0) ≤ 1, t par . (2.88)
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Usando (2.87) e (2.88) temos
−yII ≤ |yt| cos(y1,∇0) ≤ −yI cos(θ), caso ı´mpar, (2.89)
yI cos(θ) ≤ |yt| cos(y2,∇0) ≤ yII , caso par. (2.90)
E´ poss´ıvel garantir V (xt) < ǫ¯ se mostrarmos que
V (x0) < ǫ¯/3 (2.91)∣∣∣∣∣
t∑
i=1
γi−1|yi||∇0| cos(yi,∇0)
∣∣∣∣∣ < ǫ¯/3 (2.92)
C1|
t∑
i=1
γi−1yi|2 < ǫ¯/3 (2.93)
De (2.91) e´ poss´ıvel determinar ǫ1 pela Condic¸a˜o B3.3.
De (2.93) conclu´ımos
C1|
t∑
i=1
γi−1yi|2 ≤ C1y2II
∞∑
i=1
γ2i−1 < ǫ¯/3 (2.94)
de onde podemos escolher yII , porque pela Condic¸a˜o B2.2 a se´rie e´ convergente.
Como yt pertence a`s secc¸o˜es co´nicas de forma alternada temos
u(−yTt yt−1) ≤ u(y2I cos(π − θ)) = u(−y2I cos θ), t = 1, 2, . . . , n− 1
de onde
st ≥ (t− 2)u(−y2I cos θ), t = 3, 4, . . . , n (2.95)
Para satisfazer st ≥ η requerido pelo Lema, assumimos yI ≥ yII/2 e temos
n− 2 ≥ η
u(−(y2II/4) cos θ)
(2.96)
obtido de (2.95).
Desenvolvendo o L.E. de (2.92) temos por (2.89) e (2.90)
−yII
t∑
i=1
(´ımpar)
γi−1 + yI cos(θ)
t∑
i=1
(par)
γi−1 ≤
≤
t∑
i=1
γi|yi| |∇0| cos(yi,∇0) ≤ (2.97)
≤ −yI cos(θ)
t∑
i=1
(´ımpar)
γi−1 + yII
t∑
i=1
(par)
γi−1 .
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A soma ı´mpar e´ maior que a par comec¸ando em i = 1. Temos∣∣∣∣∣
t∑
i=1
γi−1|yi| |∇0| cos(yi,∇0)
∣∣∣∣∣ ≤ yII
t∑
i=1
(´ımpar)
γi−1 − yI cos(θ)
t∑
i=1
(par)
γi−1 (2.98)
A condic¸a˜o (2.92), com aux´ılio de (2.98), e´ satisfeita se
yII
t∑
i=1
(´ımpar)
γi−1 − yI cos(θ)
t∑
i=1
(par)
γi−1 ≤ ǫ¯/3 (2.99)
onde verificamos que, fazendo t := n em (2.99), e uma vez fixo o valor da primeira parcela
por yII ja´ dado, podemos escolher yI ta˜o grande quanto se deseje, satisfazendo o majorante
desejado.
Para determinar δ temos em conta que em cada iterac¸a˜o t o valor de ϕ(xt) := ϕt, yI , yII ,
θ sa˜o conhecidos. Fazendo
vt :=
(ϕt−1 + ξt)T∇0
|yt| · |∇0|
as condic¸o˜es que determinam uma regia˜o admiss´ıvel para cada vector aleato´rio ξt resumem-se
a
yI ≤ |ϕt−1 + ξt| ≤ yII
π ≤ cos−1(vt) ≤ π − θ, t ı´mpar
0 ≤ cos−1(vt) ≤ θ, t par
(2.100)
Definimos δ1 como sendo a menor probabilidade das regio˜es definidas em cada iterac¸a˜o t =
1, . . . , n e definimos que δ := δn1 , terminando a demonstrac¸a˜o (δ1 e´ um nu´mero positivo pela
Condic¸a˜o B1.3).
⊔⊓
Dos Lemas 14 e 15 segue que para cada ǫ > 0 e η > 0 a probabilidade de que para alguns
t, |xt| < ǫ e st ≥ η seja maior que δ > 0, depende somente de ǫ e η. Repetindo o argumento
do Lema 14 temos
Lema 16 Para cada ǫ > 0 e η > 0, quase-certamente existe t tal que |xt| < ǫ e st ≥ η.
Definimos o tempo-de-paragem τ(ǫ) = inf{t : |xt| ≥ ǫ}.
Lema 17 Para cada 0 < θ < E0 existe uma constante ǫ0 > 0 e uma sequeˆncia πn tal que
limn→∞ πn = 0 e
P(st > s0 + tθ − n para cada t < τ(ǫ0)) > 1− πn.
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Prova. Vamos mostrar que
P(existe t < τ(ǫ0) tal que st ≤ s0 + tθ − n) ≤ πn → 0 .
De B4.2 segue que para algum ω0 positivo existe Eω0 > θ onde Eω0 = E[u(X
(ω0))] e
X(ω0) = inf
|ϕ1|≤ω0
|ϕ2|≤ω0
[−(ξ1 + ϕ1)T (ξ2 + ϕ2)]. (2.101)
Escolhemos ǫ0 tal que
sup
|x|<ǫ0
|ϕ(x)| ≤ ω0.
Definimos a sequeˆncia {s˜t} por
s˜0 = s0; s˜t = s˜t−1 + u(X
(ω0)
t ) (2.102)
onde
X
(ω0)
t = inf
|ϕt−1|≤ω0
|ϕt−2|≤ω0
[−(ξt + ϕt−1)T (ξt−1 + ϕt−2)]. (2.103)
Comparando (2.102) e (2.103) com (2.74), para t < τ(ǫ0), obtemos
s˜t ≤ st. (2.104)
De (2.102) segue que
s˜t − s0 = tEω0 + Ipart + Iı´mpart (2.105)
sendo
I
par
t =
t∑
i=1
(ipar)
[u(X
(ω0)
t )− Eω0], Iı´mpart =
t∑
i=1
(i ı´mpar)
[u(X
(ω0)
t )− Eω0]
em que Ipart e I
ı´mpar
t sa˜o somas de varia´veis limitadas, independentes e identicamente dis-
tribu´ıdas com me´dia zero e variaˆncia linear com t.
Comenta´rio 18 Aqui repetimos o argumento do caso unidimensional. Apesar de assimptoti-
camente normais, Ipart e I
ı´mpar
t sa˜o dependentes entre si pelo que usamos o seguinte argumento
para estimar a probabilidade da sua soma: O argumento e´: X + Y < a implica que X < a/2
ou Y < a/2 onde X e Y sa˜o varia´veis aleato´rias reais e a uma constante real. Assim
P(X + Y < a) ≤ P(X < a/2) + P(Y < a/2) ≃ 2P(X < a/2).
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Enta˜o, por Var Ipart = t · V I1 , temos
P( Ipart + I
ı´mpar
t < 2a) . 2P( I
par
t < a) ≤ 2Φ(
a√
t
√
V I1
). (2.106)
Do evento st ≤ s0 + tθ − n, sabendo que s˜t ≤ st para t < τ(ǫ0), segue
s˜t ≤ s0 + tθ − n⇔
s0 + tEω0 + I
par
t + I
ı´mpar
t ≤ s0 + tθ − n⇔
I
par
t + I
ı´mpar
t ≤ −t(Eω0 − θ)− n (2.107)
Comenta´rio 19 No que se segue usamos a seguinte expressa˜o, onde {Xi, i = 1, . . . ,∞} e´
uma sequeˆncia de varia´veis aleato´rias,
P(existe t < τ tal que Xt < a) ≤
τ∑
i=1
P(Xi < a) ≤
∞∑
i=1
P(Xi < a) (2.108)
Por (2.106), (2.107) e (2.108) segue
P(existe t < τ(ǫ0) tal que st ≤ s0 + tθ − n) ≤
P(existe t < τ(ǫ0) tal que I
par
t + I
ı´mpar
t ≤ −t(Eω0 − θ)− n) ≤
∞∑
i=1
P( Ipari + I
ı´mpar
i ≤ −i(Eω0 − θ)− n) .
2
∞∑
i=1
P(
I
par
i√
iVI
≤ −
√
i
Eω0 − θ√
V I
− n√
iVI
) ≤
2
∞∑
i=1
Φ(−
√
iK1 − n√
i
K2) := πn
para certas constantes K1 > 0 e K2 > 0. A se´rie da u´ltima desigualdade e´ convergente pelo
que πn → 0 e enta˜o
πn := P(existe t tal que I
par
t + I
ı´mpar
t ≤
≤ −n− t(Eω0 − θ))→ 0 quando n→∞.
⊔⊓
Fixamos θ e ǫ0 como no Lema 17, e escolhemos arbitrariamente valores positivos ǫ < ǫ0 e
n. Definimos o tempo-de-paragem
ν = ν(n, ǫ) = inf{t : |xt| ≥ ǫ ou st ≤ s0 − n+ tθ}
e escolhemos ǫ1 > 0 tal que
sup
|x|<ǫ1
V (x) <
1
2
inf
|x|>ǫ
V (x).
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Lema 18 Seja |x0| < ǫ1, enta˜o
P(ν <∞) ≤ K
∫ ∞
s0−n−1
γ2(s)ds+ πn,
sendo K uma constante que depende de ǫ.
Prova. Usando (2.80) no Lema 12, temos
Vt − Vt−1 ≤ −γt−1ϕTt−1∇Vt−1 − γt−1ξTt ∇Vt−1 + 1/2γ2t−1(ϕTt−1Mϕt−1 + ξTt Mξt)
e fazemos Vt − V0 ≤ I ′t + I ′′t onde
I ′t =
∣∣∣∣∣
t∑
i=1
γi−1ϕTi−1∇Vi−1 + γi−1ξTi ∇Vi−1
∣∣∣∣∣
I ′′t = 1/2
t∑
i=1
γ2i−1(ϕ
T
i−1Mϕi−1 + ξ
T
i Mξi).
Seja δ := (1/2) inf |x|>ǫ V (x). Como |xt| > ǫ enta˜o Vt − V0 > δ, ou seja,
I ′t + I
′′
t ≥ Vt − V0 > δ,
o que implica I ′t > δ/2 ou I ′′t > δ/2. Com o objectivo de estimar P(ν <∞) denotamos
P ′ = P(I ′ν I(ν <∞) > δ/2)
P ′′ = P(I ′′ν I(ν <∞) > δ/2)
e usando o Lema 17 temos
P(ν < ǫ) ≤ πn + P ′ + P ′′. (2.109)
Pela desigualdade de Markov (por exemplo, [48, p. 59]), I2(·) = I(·), e I(i − 1 < ν <
∞) < I(i − 1 < ν), temos
P ′ ≤ 4
δ2
E[I ′ν
2
I
2(ν <∞)] =
=
4
δ2
E

(ν−1∑
i=1
γi−1(ϕTi−1 + ξ
T
i )∇Vi−1)
)2
· I(ν <∞)


=
4
δ2
∞∑
i,j=1
E[γi−1(ϕTi−1 + ξ
T
i )∇Vi−1 I(i− 1 < ν)×
×γj−1(ϕTj−1 + ξTj )∇Vj−1 I(j − 1 < ν)].
Relembrando que as varia´veis γi−1, Vi−1, I(i − 1 < ν) e ξi sa˜o mutuamente independentes,
conclu´ımos que as parcelas em que i 6= j valem zero. Enta˜o
P ′ ≤ 4
δ2
∞∑
i=1
E[γ2i−1(ϕ
T
i−1∇Vi−1)2(ξTi ∇Vi−1)2 I(i− 1 < ν)] ≤ K ′E
ν−1∑
i=1
γ2i−1 (2.110)
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em que K ′ e´ uma constante que verifica
(4/δ2) · sup
|x|<ǫ
(ϕTi−1∇Vi−1)2 · sup
|x|<ǫ
E[ξTi ∇Vi−1]2 < K ′.
Por P(X > δ/2) ≤ E|X|2/δ temos
P ′′ ≤ 2
δ
(1/2)E[
ν−1∑
i=1
γ2i−1(ϕ
T
i−1Mϕi−1 + ξ
T
i Mξi)] ≤ K ′′
ν−1∑
i=1
γ2i−1 (2.111)
em que K ′′ verifica
(2/δ) sup
|x|<ǫ
ϕTt−1Mϕi + Eξ
T
i Mξi < K
′′
porque EξξT := Sξ.
Para t < ν, st > s0 + tθ − n, enta˜o γt < γ(s0 − n+ tθ), e
E
[
ν−1∑
i=1
γ2i
]
<
∞∑
i=1
γ2(s0 − n+ iθ) ≤ 1
θ
∫ ∞
s0−n−1
γ2(s)ds. (2.112)
Tomando K = θ−1(K ′ +K ′′), de (2.109), (2.110), (2.111) e (2.112) obtemos o Lema 18.
⊔⊓
Agora, fixamos ǫ < ǫ0 positivo e escolhemos n e η tal que 1− πn −K
∫∞
η−n−1 γ
2(s)ds =: δ
seja positivo. Fixamos tambe´m ǫ1 = ǫ1(ǫ) como definido acima. De acordo com os Lemas 16
e 18, quase-certamente existe t0 tal que |xt0 | < ǫ1, st0 ≥ η, e a probabilidade para todo o
t ≥ t0, |xt| < ǫ excede δ.
Definimos a sequeˆncia de tempos-de-paragem τ1 = 1,
τi+1 = inf{τ > τi : |xτ | ≥ ǫ, e para algum τi ≤ t < τ, |xt| < ǫ1 e st > η}, i = 1, 2, . . . .
Temos
P(τi+1 =∞| τi <∞) ≥ δ,
de onde
P(τi+1 <∞) = P(τi+1 <∞| τi <∞) P(τi <∞) ≤ (1− δ) P(τi <∞).
Assim, P(τi <∞)→ 0 quando i→∞; isto implica que quase-certamente i0 = sup{i : τi <∞}
e´ finito.
De acordo com o Lema 16, quase-certamente existe t0 ≥ τi0 tal que |xt0 | < ǫ1 e st0 > η;
daqui conclu´ımos que |xt| < ǫ quando t > t0. O Teorema 3 esta´ demonstrado. 
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2.6 Demonstrac¸a˜o da normalidade assimpto´tica
O corpo central da demonstrac¸a˜o da normalidade assimpto´tica segue o trabalho de Delyon
and Juditsky [14] e sera´ apresentado depois do pro´ximo Lema que revela o comportamento
determin´ıstico do passo γ(st) := 1/st.
Recordamos a definic¸a˜o de E0 na Condic¸a˜o B4.2.
Lema 19 Sejam s0 e s1 varia´veis aleato´rias que sa˜o condic¸a˜o inicial do processo {st}, definido
em (2.74). Enta˜o
γ(st) = 1/st =
1
E0t
(1 + ot), quase-certamente (2.113)
onde ot e´ uma v.a. que depende de {ξi, i ≤ t} e das condic¸o˜es iniciais e que verifica
limt→∞ ot = 0 quase-certamente.
Prova. A Condic¸a˜o B4.3 permite a decomposic¸a˜o
u(−yTi−1yi) = u(−(ϕi−2 + ξi−1)T (ϕi−1 + ξi)) =
= u(−(ϕi−2 + ξi−1)T (ϕi−1 + ξi)) =
= u(−ϕTi−2ϕi−1 − ϕTi−2ξi − ϕTi−1ξi−1 − ξTi−1ξi) =
= u(−ξTi−1ξi) + u′(θi)×
(−ϕTi−2ϕi−1 − ϕTi−2ξi − ϕTi−1ξi−1)
(2.114)
onde θi e´ um ponto entre −yTi−1yi e −ξTi−1ξi. Temos tambe´m que a func¸a˜o u′ e´ limitada e
ϕ(xi)→ 0 de onde, pelo corola´rio do Lema de Kronecker (por exemplo, [48]),
t∑
i=1
u′(θi)ϕTi−2ϕi−1 = o(t) (2.115)
t∑
i=1
u′(θi)ϕTi−2ξi = o(t) (2.116)
t∑
i=1
u′(θi)ϕTi−1ξi−1 = o(t) . (2.117)
Assim temos
st = s0 + s1 +
t∑
i=1
(u(−yTi−1yi)− u(−ξTi−1ξi)) +
+
t∑
pares
u(−ξTi−1ξi) +
t∑
ı´mpares
u(−ξTi−1ξi)
= s0 + s1 +∆Ut + Pt + It.
Por (2.115), (2.116) e (2.117)
∆Ut =
t∑
i=1
(u(−yi−1yi)− u(−ξi−1ξi)) = o(t) quase-certamente .
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Cada uma das somas Pt e It e´ composta por parcelas independentes de me´dia E0 e variaˆncia
finita. Pela lei do logaritmo iterado
Pt + It = E0t+O(
√
t log log t) .
Sendo limt→∞ s0/t = 0 quase-certamente, idem para s1, temos
st = s0 + s1 + E0t+ tot +O(
√
t log log t) = (E0 + ot)t,
quase-certamente. Enta˜o
st = (E0 + ot)t = E0t
(
1
1− otE0+ot
)
=
= E0t
(
1
1 + ot
)
.
⊔⊓
Demonstrac¸a˜o do Teorema 4 (Normalidade assimpto´tica) Fazemos x∗ = 0. A con-
vergeˆncia quase-certa de xt → 0 demonstrada na Secc¸a˜o anterior, a convergeˆncia quase-certa
de ot → 0 sendo esta v.a. definida no Lema 19 e o Lema 9 na pa´gina 32 (Delyon e Juditsky
[14]), conduzem a que exista uma sequeˆncia (at) de nu´meros na˜o aleato´rios positivos tal que
at → 0 e |ot|/at → 0, |xt|/at → 0 quase-certamente. (2.118)
Comenta´rio 20 Recordamos a explicac¸a˜o dada no caso unidimensional. A explicac¸a˜o para
o acima dado e´ que se fizermos θt := |ot| + |xt| enta˜o θt → 0 quase-certamente. Enta˜o
existe at → 0, deterministicamente, tal que θt/at → 0 quase-certamente. Daqui segue que
|ot|/at → 0 e |xt|/bt → 0 quase-certamente.
Definimos os tempos-de-paragem
τR = inf{t : |ot| ≥ R|at|}, σR = inf{t : |xt| ≥ R|at|} (2.119)
para R > 0 e
ν = min(τR, σR) . (2.120)
Do Lema 9 e de (2.118) conclu´ımos que para qualquer ǫ > 0 podemos escolher R <∞ tal
que
P(ν =∞) ≥ 1− ǫ. (2.121)
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Desta maneira, com uma probabilidade ta˜o grande quanto se deseje, temos um majorante
determin´ıstico comum a |ot| e |xt| e que sera´ usado na demonstrac¸a˜o.
Consideramos o processo ana´logo ao algoritmo em (2.73) mas com passo determin´ıstico
γt = 1/(E0t) e aplicado a` func¸a˜o ϕ(x) = αx (α e´ a derivada de ϕ em x
∗),
zt = zt−1 − 1
E0t
(αzt−1 + ξt), z0 = x0. (2.122)
As propriedades assimpto´ticas deste processo sa˜o conhecidas (ver, por exemplo, Nevel’son e
Has’minskii [31]). Assim
ztt
1/2−ǫ → 0, quase-certamente , para todo ǫ > 0,
E|zt|2 ≤ K/t, K > 0
√
tzt
d→ N(0, V ).
(2.123)
onde V e´ a matriz definida em (2.78).
Baseado no Lema 23, o Lema 21 demonstrara´ que, assimptoticamente,
√
txt e
√
tzt teˆm a
mesma distribuic¸a˜o limite, descrita em (2.123). 
Lema 20 Seja A uma matriz definida positiva e sime´trica, a, b, c e d vectores reais. Enta˜o
(a+ b+ c+ d)TA(a+ b+ c+ d) ≤ aTAa+
+3(bTAb+ cTAc+ dTAd) +
+aTAb+ bTAa+
+2aTA(c+ d)
Prova. De
(a− b)TA(a− b) = aTAa+ bTAb− aTAb− bTAa ≥ 0⇔
⇔ aTAb+ bTAa ≤ aTAa+ bTAb
temos
(a+ b)TA(a+ b) = aTAa+ bTAb+ aTAb+ bTAa
≤ aTAa+ bTAb+ aTAa+ bTAb
= 2(aTAa+ bTAb)
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De modo semelhante
(a+ b+ c)TA(a+ b+ c) = aTAa+ bTAb+ cTAc+
(aTAb+ bTAa) + (aTAc+ cTAa) +
(bTAc+ cTAb)
≤ aTAa+ bTAb+ cTAc+
(aTAa+ bTAb) + (aTAa+ cTAc) +
(bTAb+ cTAc)
= 3(aTAa+ bTAb+ cTAc)
Enta˜o, temos
(a+ b+ c+ d)TA(a+ b+ c+ d) = (a+ (b+ c+ d))TA(a+ (b+ c+ d))
= aTAa+
aTA(b+ c+ d) +
(b+ c+ d)TAa+
(b+ c+ d)TA(b+ c+ d)
≤ aTAa+
3(bTAb+ cTAc+ dTAd) +
aTAb+ bTAa+
2aTA(c+ d)
⊔⊓
Lema 21 Seja ∆t := xt − zt. Enta˜o
√
t∆t
pr→ 0.
Prova. Do Lema 19, γt =
1
st
= 1E0t(1 + ot) onde ot e´ uma v.a. independente de ξt+1 que
converge para 0 quase-certamente. Enta˜o escrevemos
xt+1 = xt − 1
E0t
(1 + ot)(ϕ(xt) + ξt+1) (2.124)
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e
xt+1 = xt − 1
E0t
ϕ(xt)−
− 1
E0t
ξt+1 −
− ot
E0t
ϕ(xt)−
− ot
E0t
ξt+1
Consideramos, sem perda de generalidade, que ϕ(0) = 0 e da Condic¸a˜o B3.4 usamos a ex-
pansa˜o em se´rie de Taylor,
ϕ(x) = (ϕ(x) − ϕ′(0)x) + ϕ′(0)x
e enta˜o
xt+1 = xt − 1
E0t
ϕ′(0)xt −
− 1
E0t
ξt+1 −
− ot
E0t
ξt+1 −
− 1
E0t
(
otϕ(xt) + ϕ(xt)− ϕ′(0)xt
)
.
Definimos
vt := ot
ϕ(xt)
|xt| +
ϕ(xt)− ϕ′(0)xt
|xt|
e para t ≤ ν temos que |xt| ≤ Rat e |ot| ≤ Rat
|vt| ≤ Rat sup
x
|ϕ(x)|
|x| + sup|x|≤Rat
|ϕ(xt)− ϕ′(0)xt|
|xt| ≤
≤ RatM + o(1) := ct . (2.125)
Notamos que ct → 0 onde ct e´ uma sequeˆncia positiva decrescente e enta˜o
xt+1 = xt − 1
E0t
ϕ′(0)xt −
− 1
E0t
ξt+1 −
− ot
E0t
ξt+1 −
− 1
E0t
vt|xt| .
Consideramos o algoritmo para zt
zt+1 = zt − 1
E0t
(ϕ′(0)zt + ξt+1) =
= zt − 1
E0t
ϕ′(0)zt − 1
E0t
ξt+1
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e
xt+1 = xt − 1
E0t
ϕ′(0)xt − 1
E0t
ξt+1 − ot
E0t
ξt+1 − 1
E0t
vt|xt|
zt+1 = zt − 1
E0t
ϕ′(0)zt − 1
E0t
ξt+1
de onde
∆t+1 = ∆t − 1
E0t
ϕ′(0)∆t − 1
E0t
vt|xt| − ot
E0t
ξt+1 .
Desejamos mostrar que
√
t∆t =
√
t(xt − zt) pr→ 0. Definimos Vt := ∆Tt A∆t para uma
matriz definida positiva A a ser especificada.
Desejamos mostrar tambe´m que E[tVt I(t < ν)] → 0 e pelo Teorema 7, pa´gina 62, vamos
verificar que
√
t(xt − zt) pr→ 0. Assim,
Vt+1 = ∆
T
t+1A∆t+1
= (∆t − 1
E0t
ϕ′(0)∆t − 1
E0t
vt|xt| − ot
E0t
ξt+1)
T ·
A ·
(∆t − 1
E0t
ϕ′(0)∆t − 1
E0t
vt|xt| − ot
E0t
ξt+1)
ou, apo´s transposic¸a˜o,
Vt+1 = ∆
T
t+1A∆t+1
= (∆Tt −
1
E0t
∆Tt ϕ
′(0)T − 1
E0t
vTt |xt| −
ot
E0t
ξTt+1)
T ·
A ·
(∆t − 1
E0t
ϕ′(0)∆t − 1
E0t
vt|xt| − ot
E0t
ξt+1)
Para estimar Vt+1 usamos o Lema 20 e obtemos
Vt+1 ≤ Vt +Bt + Ct +Dt
com Bt, Ct e Dt a ser especificado. Com, I(t+ 1 < ν) ≤ I(t < ν), procuramos simplificar
E[(t+ 1)Vt+1 I(t+ 1 < ν)] ≤ E[(t+ 1)Vt I(t < ν)]
+E[(t+ 1)Bt I(t < ν)]
+E[(t+ 1)Ct I(t < ν)]
+E[(t+ 1)Dt I(t < ν)]
obtendo uma estimativa de tVt I(t < ν) de modo a provar a convergeˆncia para zero em
esperanc¸a matema´tica.
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Vamos considerar tempos t ≤ ν e enta˜o |xt| ≤ Rat e |ot| ≤ Rat. Primeiro obtemos Bt
Bt =
3
E20t
2
(
∆Tt ϕ
′(0)TAϕ′(0)∆t + |xt|2vTt Avt + o2t ξTt+1Aξt+1
)
≤ 3
E20
1
t2
(
K1 · Vt + |vt|2 · |xt|2 · |A|+ o2t |A||ξt+1|2
)
≤ 3
E20
1
t2
(
K1 · Vt + c2t ·R2a2t · |A|+R2a2t · |ξt+1|2 · |A|
)
≤ 3
E20
1
t2
(
K1 · Vt + o(1) + o(1) · |ξt+1|2
)
onde K1 e´ uma constante positiva tal que
∆Tt ϕ
′(0)TAϕ′(0)∆t ≤ K1∆Tt A∆t = K1Vt.
Simplificando
E[(t+ 1)Bt I(t < ν)] ≤ E[(t+ 1)Bt]P(t < ν)
≤ E[(t+ 1)Bt] .
Primeiro
(t+ 1)Bt ≤ 3(t+ 1)
E20
1
t2
(
K1 · Vt + o(1) + o(1) · |ξt+1|2
)
e porque
• 3(t+1)
E20
1
t2
≤ K3t , para alguma constante positiva K3;
• 3(t+1)
E20
1
t2
o(1) = o(t−1);
• E[|ξt+1|2] = tr(Sξ);
temos
E[(t+ 1)Bt] =
K3
t
Vt + o(t
−1) .
Desenvolvemos agora Ct,
Ct = ∆
T
t A
−1
E0t
ϕ′(0)∆t +
−1
E0t
∆Tt ϕ
′(0)A∆t =
=
−1
t
∆Tt (Aϕ
′(0)/E0 + ϕ′(0)T /E0A)∆t .
De modo a estimar Ct de ummodo u´til determinamos uma matrix A que verifique Aϕ
′(0)/E0+
ϕ′(0)T /E0A = I + A e ainda I + A ≥ (1 + β)A para uma constante real positiva β. Seguem
os detalhes. O valor β segue de
I +A ≥ (1 + β)A⇔
⇔ I ≥ βA .
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Escrevemos, para A = AT ,
Aϕ′(0)/E0 + ϕ′(0)T /E0A = I +A⇔
ϕ′(0)T /E0A+Aϕ′(0)/E0 = I +A⇔
ϕ′(0)T /E0A− A
2
+Aϕ′(0)/E0 − A
2
= I ⇔
(ϕ′(0)T /E0 − I
2
)A+A(ϕ′(0)/E0 − I
2
) = I
e para usarmos o resultado de Lyapunov (Teorema 5) reescrevemos a u´ltima igualdade da
seguinte maneira
(
I
2
− ϕ′(0)T /E0)A+A(I
2
− ϕ′(0)/E0) = −I
onde, da Condic¸a˜o B3.3, I2 − ϕ′(0)/E0 e´ definida negativa. Enta˜o, a soluc¸a˜o A existe e e´
positiva definida. Enta˜o,
Ct =
−1
t
∆Tt (Aϕ
′(0)/E0 + ϕ′(0)T /E0A)∆t
=
−1
t
∆Tt (A+ I)∆t
≤ −(1 + β)1
t
Vt
Estimamos o u´ltimo termo Dt
Dt =
−1
E0t
(2∆Tt Avt · |xt|+ 2∆Tt Aotξt+1) .
Recordamos que estamos a considerar t < ν e porque na˜o e´ va´lido que |∆t| ≤ Vt seguimos o
seguinte
• xt = ∆t + zt de onde |xt|2 ≤ |∆t|2 + |zt|2;
• 2|∆t|2 ≤ K2Vt (2 por convenieˆncia) para uma certa constante positiva K2.
Enta˜o,
2∆Tt Avt · |xt| ≤ 2|∆t| · |xt| · |A| · ct
≤ (|∆t|2 + |xt|2) · |A| · ct
≤ (2|∆t|2 + |zt|2) · |A| · ct
≤ (K2Vt + |zt|2) · |A| · ct
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Regressando a` estimac¸a˜o de Dt
Dt ≤ −1
E0t
(2∆Tt Avt · |xt|+ 2∆Tt Aotξt+1) ≤
≤ K2
E0t
· |A| · ct · Vt
+
1
E0t
· |A| · ct · |zt|2
− 2
E0t
∆Tt Aotξt+1 .
Tomando
• E[|zt|2] = K4/t, para alguma constante positiva K4;
Enta˜o
E[(t+ 1)Dt] =
K2(t+ 1)
E0t
· |A| · ct · Vt
+
t+ 1
E0t
· |A| · ct · K4
t
≤ o(1)Vt + o(t−1)
Agora juntando tudo, sempre considerando t < ν,
(t+ 1)Vt+1 ≤ (t+ 1)Vt + K3
t
Vt +
o(t−1)− t+ 1
t
(1 + β)Vt +
o(1)Vt + o(t
−1)
≤ Vt(t+ 1K3
t
− (1 + β)t+ 1
t
+ o(1)) + o(t−1)
≤ t · Vt(1 + 1
t
+
K3
t2
− (1 + β)t+ 1
t2
+ o(t−2)) + o(t−1)
≤ tVt(1− (1 + β)1
t
+ o(t−1)) + o(t−1)
≤ tVt(1− (1 + β + o(1))1
t
) + o(t−1)
≤ tVt(1− (β/2)1
t
) + o(t−1) .
Segue que,
E[(t+ 1)Vt+1 I(t+ 1 < ν)] ≤ E[tVt I(t < ν)] + o(t−1)
e pelo Lema 20
E[tVt I(t < ν)]→ 0
enta˜o pelo Teorema 7
tVt I(t < ν)
pr→ 0
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ou
√
t(xt − zt) I(t < ν) pr→ 0 ,
ou ainda, por definic¸a˜o da convergeˆncia em probabilidade,
∀η > 0 P(|√t(xt − zt) I(t < ν)| < η)→ 1 .
Os eventos seguintes esta˜o relacionados por
√
t(xt − zt) < η ⇒
√
t(xt − zt) I(t < ν) < η
e por P (
√
t(xt − zt) < η) ≤ P(
√
t(xt − zt) I(t < ν) < η) temos
√
t(xt − zt) pr→ 0 .
⊔⊓
2.7 Resultados padra˜o usados
Teorema 5 (A. M. Lyapunov, 1947 (citado em [26], Cap. 13.1)) Seja U,W ∈ Cn×n
e seja W definida positiva.
(a) Se U e´ esta´vel enta˜o a equac¸a˜o
UA+AU∗ =W
tem uma u´nica soluc¸a˜o A definida negativa.
(b) Se existir uma matriz definida negativa A satisfazendo a equac¸a˜o acima enta˜o A e´
esta´vel.
Comenta´rio 21 Esta´vel e´ quando os valores pro´prios sa˜o todos negativos. Quando os valores
pro´prios sa˜o todos negativos enta˜o a matriz e´ definida negativa. O termo esta´vel ocorre em
virtude da equac¸a˜o diferencial matricial.
Lema 22 (Markov Inequality (por exemplo, [48])) Seja Z uma v.a. e g : R → [0,∞]
uma func¸a˜o na˜o decrescente. Enta˜o
Eg(Z) ≥ E(g(Z);Z ≥ c) ≥ g(c)P(Z ≥ c)
62 CAPI´TULO 2. GENERALIZAC¸A˜O DO ALGORITMO DE KESTEN
Teorema 6 (Martingale convergence, [48], Cap. 12) SejaM um martingale para o qual
Mn ∈ L2,∀n. Enta˜o M e´ limitado em L2 se e so´ se
∑
E[(Mk −Mk−1)2] <∞
e quando isto ocorre obte´m-se
Mn →M∞ quase-certamente e em L2 .
Teorema 7 ([48], Cap. 13.7) Seja (Xn) uma sequeˆncia em L1 e X ∈ L1. Enta˜o Xn →
X in L1, ou equivalentemente E(|Xn − X|) → 0, se e so´ se, as condic¸o˜es seguintes esta˜o
satisfeitas:
1. Xn → X em probabilidade;
2. a sequeˆncia (Xn) e´ uniformemente integra´vel (∀ǫ > 0∃K : E[|X|; |X| > K] < ǫ).
Lema 23 (p. ex. [11, p.359]) Se |Xt − Zt| pr→ 0 e Xt converge em distribuic¸a˜o enta˜o Zt
converge em distribuic¸a˜o para o mesmo limite.
Teorema 8 (Kolmogorov Law of Iterated Logarithm (p.ex. [48]) ) Sejam X1,X2, . . .
varia´veis aleato´rias independentes e identicamente distribu´ıdas com me´dia 0 e variaˆncia 1.
Faz-se Sn := X1 + · · ·+Xn. Enta˜o, quase-certamente,
lim sup
Sn√
2n log log n
→ +1, lim inf Sn√
2n log log n
→ −1 .
Lema 24 Consideramos o algoritmo de passo constante ρ
xt = xt−1 − ρϕ(xt−1)
onde ρ ≤ γ(0) sendo γ(0) uma constante definida na Condic¸a˜o A3 da Secc¸a˜o 2.1, e em que
xt−1 ∈ R, ϕ(xt−1) ∈ R e´ uma func¸a˜o real de varia´vel real com um u´nico zero (assumimos
ϕ(0) = 0).
Prova. Vamos desenvolver
|xt| = |x0| |x1||x0| · · ·
|xt|
|xt−1|
e de onde
xt
xt−1
= 1− ρϕ(xt−1)
xt−1
.
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Da Condic¸a˜o A3 temos supϕ(x)/x = M < ∞ e ρ < 2/M , e ainda ϕ(x)/x > 0 para x 6= 0.
Assim
1 > 1− ρϕ(xt−1)
xt−1
> 1− ρM > −1
de onde verificamos que
|xt|
|xt−1| < 1
Definimos m := inf |x|<|x0|
ϕ(x)
x . Basta considerar este ı´nfimo sobre os valores |x| < |x0| pois
pela equac¸a˜o acima a sequeˆncia |xt| e´ decrescente. Falta verificar que decresce para zero.
Assim
1 > 1− ρm > 1− ρϕ(xt−1)
xt−1
> 1− ρM > −1
e definido r := max{|1− ρm|, |1− ρM |} temos
|xt|
|xt−1| < r < 1
ou
|xt| = |x0| |x1||x0| · · ·
|xt|
|xt−1|
≤ |x0|rt → 0 .
⊔⊓
Cap´ıtulo 3
Adaptac¸a˜o multiplicativa do passo
3.1 Introduc¸a˜o
Relembramos a forma padra˜o do algoritmo de aproximac¸a˜o estoca´stica para encontrar o zero
duma func¸a˜o cujo ca´lculo e´ sujeito a um erro. O algoritmo consiste em calcular as apro-
ximac¸o˜es sucessivas, x0, x1, x2, . . ., de acordo com a regra
xt = xt−1 − γt−1yt, t = 1, 2, . . . , (3.1)
onde
yt = ϕ(xt−1) + ξt (3.2)
e´ o valor de ϕ medido em xt−1, ξt e´ o erro da medida; γ0, γ1, γ2, . . . e´ a sequeˆncia de passos
do algoritmo. Habitualmente e´ assumido que o tamanho dos passos sejam nu´meros positivos
que satisfac¸am as relac¸o˜es
∑
γt =∞,
∑
γ2t <∞.
Relembramos ainda o trabalho teo´rico de Kesten [23], em que foi considerado o algoritmo
usando (3.1) e (3.2), com a regra de adaptac¸a˜o do passo γt:
γt = γ(st), st =

 st−1 se yt−1yt > 0st−1 + 1 se yt−1yt ≤ 0, (3.3)
onde s0 ∈ N; γ(0), γ(1), γ(2), . . . e´ uma sequeˆncia decrescente de nu´meros positivos satisfa-
zendo as relac¸o˜es
∑
γ(m) =∞, ∑ γ2(m) < ∞. No decorrer do algoritmo o passo na˜o pode
crescer; so´ pode manter-se constante ou decrescer. E´ suposto existir um u´nico zero em ϕ e
Kesten provou que xt converge quase-certamente para o zero de ϕ.
Existem trabalhos heur´ısticos (em particular, nas redes neuronais artificiais), onde o passo
e´ multiplicado por uma constante positiva inferior a 1, se alguma medida sobre os dados
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indica que xt esta´ perto dum zero de ϕ, e por uma constante superior a 1, no casos restantes
[1, 2, 43, 44]. Este tipo de regras garante uma taxa de convergeˆncia mais elevada mas,
no entanto, a sequeˆncia de passos converge como numa progressa˜o geome´trica, e portanto∑
γt <∞, o que significa que o limite de {xt} pode na˜o ser necessariamente um ponto nulo
de ϕ mas antes que a sequeˆncia fica retida algures o seu percurso para um dos zeros de ϕ.
Pore´m, justifica-se o uso desta te´cnica se o resultado for um ponto bastante pro´ximo a um
dos zeros de ϕ.
O algoritmo proposto para adaptac¸a˜o do passo no algoritmo padra˜o usa este princ´ıpio.
Adiciona-se a`s regras (3.1) e (3.2) a seguinte regra
γt =

 min{u γt−1, g¯} se yt−1yt > 0,d γt−1 se yt−1yt ≤ 0, t = 2, 3, . . . (3.4)
Aqui 0 < d < 1 < u, 0 < γ0, γ1 ≤ g¯, g¯ e´ uma constante positiva. Notemos que as diferenc¸as
principais entre (3.4) e a regra de Kesten (3.3). Primeiro, de acordo com (3.4), γt pode
ser decrementado ou incrementado. Segundo, no algoritmo de Kesten garante-se sempre que∑
γt =∞. Por outro lado, no caso de convergeˆncia do algoritmo (3.1), (3.2), e (3.4), talvez se
possa inferir que γt convirja como uma progressa˜o geome´trica (esta conjectura sera´ justificada
na Secc¸a˜o 3.3), e por conseguinte o limite do algoritmo podera´ na˜o ser um zero de ϕ.
Supomos que {ξt} e´ uma sequeˆncia de v.a. i.i.d. com me´dia zero, e ainda que P(ξt > 0) =
P(ξt < 0). Sob condic¸o˜es adicionais sobre ϕ, ξt, e g¯, em baixo, o processo definido por (3.1),
(3.2) e (3.4) diverge quase-certamente se ud > 1, e converge se ud < 1, mais, o limite de {xt}
pertence a U( lnu− ln d), onde U(λ), 0 < λ < 1, e´ uma famı´lia mono´tona decrescente de conjuntos
de nu´meros reais, e todo o conjunto U(λ) conte´m o conjunto Z de zeros de ϕ, e ∂(U(λ),Z)→ 0
quando λ→ 1−.
Comenta´rio 22 Por definic¸a˜o ∂(A,B) := supx∈A infy∈B |x−y| para quaisquer dois conjuntos
de nu´meros reais A e B. Como exemplo, se consideramos ∂(U(λ),Z) enta˜o para um ponto
de x ∈ U(λ) sera´ escolhido um ponto dos zeros Z que fique mais pro´ximo de x; considerando
todos os pontos de x ∈ U(λ) destas distaˆncias menores a Z, escolhe-se a maior.
Esta propriedade e´ consequeˆncia do Teorema principal, que sera´ enunciado na Secc¸a˜o 3.2 e
demonstrado na Secc¸a˜o 3.3. Assim, ao ajustar os paraˆmetros u e d (por exemplo, fixando u
e fazendo d → (1/u)−, i.e., para valores a` esquerda de 1/u), pode-se atingir o desejado n´ıvel
de precisa˜o do algoritmo; maior precisa˜o e´ obtida com menor taxa de convergeˆncia.
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3.2 Enunciado do resultado principal
Consideramos o algoritmo dado por (3.1), (3.2) e (3.4). A regra (3.4) significa que em cada
instante do algoritmo, o passo e´ multiplicado por u ou por d mas garantindo que o resultado
da multiplicac¸a˜o por u seja inferior a g¯; caso contra´rio, e´ atribu´ıdo ao passo o valor g¯ por
forma a que o valor ma´ximo do passo seja g¯.
A regra (3.4) pode ser escrita na forma
ln γ˜t=ln γt−1 + lnu · I(yt−1yt > 0) + ln d · I(yt−1yt ≤ 0),
ln γt=min{ln γ˜t, ln g¯}.
(3.5)
Consideramos que as seguintes condic¸o˜es sa˜o va´lidas:
A1 Seja Ft, t = 0, 1, 2, . . . a σ-a´lgebra gerada por xi, γi, e ξi, 0 ≤ i ≤ t; enta˜o ξt+1 na˜o
depende de Ft.
A2 Os valores ξt sa˜o identicamente distribu´ıdos, com me´dia zero e variaˆncia positiva: Eξt = 0,
Varξt =: S > 0.
A3 (a) Existe L > 0 tal que para qualquer intervalo I ⊂ [−L,L], P(ξ1 ∈ I) > 0;
(b) P(ξ1 = 0) = 0.
A4 ϕ ∈ C1(R) e supx |ϕ′(x)| =:M <∞.
A5 g¯ < 2/M .
A6 Existe R > 0 tal que
(a) xϕ(x) > 0 quando |x| ≥ R, e
(b) inf
|x|≥R
ϕ2(x) >
g¯MS
2− g¯M .
Comenta´rio 23 De A4 e A6 (a) segue que o conjunto Z na˜o e´ vazio e esta´ contido em
(−R, R).
Comenta´rio 24 Fazemos notar que A4–A6 garantem a convergeˆncia da parte determin´ıstica
do algoritmo (3.1), (3.2) e (3.4) (ou seja, quando ξt ≡ 0). Sob estas condic¸o˜es, qualquer
algoritmo determin´ıstico xt = xt−1 − γt−1ϕ(xt−1) converge, para qualquer sequeˆncia {γt} que
verifique γt ≤ g¯.
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Comenta´rio 25 As pro´ximas definic¸o˜es sa˜o necessa´rias em virtude das condic¸o˜es sobre a
distribuic¸a˜o das perturbac¸o˜es ξt serem bastante gerais. Como se ira´ ver, no caso da distri-
buic¸a˜o destas ser sime´trica, as pro´ximas definic¸o˜es e ana´lise ficariam bastante simplificadas.
Introduzimos as func¸o˜es:
k+(z) := lim
ǫ→0+
sup{P((ϕ1 + ξ1)(ϕ2 + ξ2) > 0), |ϕ1 − z| < ǫ, |ϕ2 − z| < ǫ}, (3.6)
k−(z) := lim
ǫ→0+
inf{P((ϕ1 + ξ1)(ϕ2 + ξ2) > 0), |ϕ1 − z| < ǫ, |ϕ2 − z| < ǫ}; (3.7)
e temos que k+(z) ≥ 1/2, 0 ≤ k±(z) ≤ 1, limz→∞ k±(z) = 1.
Comenta´rio 26 Temos que k+(z) ≥ 1/2 porque a distribuic¸a˜o do produto ξ1ξ2 tem esperanc¸a
zero e e´ sime´trica e como tal P(ξ1ξ2 > 0) = 1/2. Assim o supremo sera´ minorado por 1/2.
Definimos os conjuntos de nu´meros reais
V
(a)
± := {x : k±(ϕ(x)) < a}, V [a]± := {x : k±(ϕ(x)) ≤ a}; (3.8)
onde V
(a)
+ ⊂ V (a)− , V (a)± ⊂ V [a]± para cada a.
Comenta´rio 27 Em virtude de k−(z) ≤ k+(z) < a o conjunto das soluc¸o˜es {z : k+(z) < a}
esta´ contido em {z : k−(z) < a}.
Observemos que V
(a)
+ e´ aberto e que se x ∈ V (a)+ , enta˜o existe ǫ > 0 tal que
sup{P((ϕ1 + ξ1)(ϕ2 + ξ2) > 0), |ϕ1 − ϕ(x)| < ǫ, |ϕ2 − ϕ(x)| < ǫ} =: c < a.
Assim, para x′ suficientemente perto de x temos |ϕ(x′)− ϕ(x)| < ε/2, e
sup{P((ϕ1 + ξ1)(ϕ2 + ξ2) > 0), |ϕ1 − ϕ(x′)| < ǫ/2, |ϕ2 − ϕ(x′)| < ǫ/2} ≤ c < a.
Isto implica que k+(ϕ(x
′)) < a, logo x′ ∈ V (a)+ .
Denotamos tambe´m
k :=
ln(1/d)
ln(u/d)
. (3.9)
Definimos Z como o conjunto de zeros de ϕ, ou seja, Z := {x : ϕ(x) = 0}. Suponhamos
que x ∈ V (k)+ , xt−2 ∈ (x − ǫ, x + ǫ) ⊂ V (k)+ , e γt−2 < ǫ, onde ǫ e´ um pequeno nu´mero
positivo. Enta˜o, com probabilidade perto de 1, xt−1 tambe´m pertence a uma pequena (ou
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eventualmente grande) vizinhanc¸a de x contida em V
(k)
+ , e tomando em conta (3.6) e (3.8),
obtemos
P(yt−1yt > 0
∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ) =
= P((ϕ(xt−2) + ξt−1)(ϕ(xt−1) + ξt) > 0
∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ) < k.
Enta˜o, usando (3.5) e (3.9), obtemos
E[ln γt − ln γt−1
∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ] ≤
lnu · P(yt−1yt > 0
∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ) + ln d · P(yt−1yt ≤ 0 ∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ)
< lnu · k + ln d · (1 − k) = 0.
Num certo sentido, o conjunto V
(k)
+ pode ser visto como o domı´nio de decremento do passo:
se va´rios valores consecutivos de xt pertencem a V
(k)
+ e esta˜o suficientemente perto entre si,
e se o primeiro termo da sequeˆncia dos correspondentes passos γt e´ suficientemente pequeno,
enta˜o a sequeˆncia dos seus valores esperados Eγt decresce.
Comenta´rio 28 Da ana´lise anterior foi concluido que “V
(k)
+ pode ser visto como o domı´nio
de decremento do passo” mas aproveitamos para notar que o enunciado do Teorema estabelece
a “convergeˆncia quase-certa para um ponto de V
[k]
− ” ou seja, um conjunto que contem V
(k)
+ e
na˜o especificando se efectivamente a convergeˆncia so´ ocorre para pontos de V
(k)
+ .
Agora, supomos que x ∈ R \ V [k]− , xt−2 ∈ (x − ǫ, x + ǫ) ⊂ R \ V [k]− , e que γt−2 < ǫ.
Analogamente, para ǫ suficientemente pequeno, temos que
P(yt−1yt > 0
∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ) > k,
e depois, usando novamente (3.5) e (3.9) e tomando em conta que para ǫ < γ¯/u2, γ˜t = γt,
obtemos
E[ln γt − ln γt−1
∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ] =
lnu · P(yt−1yt > 0
∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ) + ln d · P(yt−1yt ≤ 0 ∣∣∣ |xt−2 − x| < ǫ, γt−2 < ǫ)
> lnu · k + ln d · (1 − k) = 0.
Assim, o conjunto R \ V [k]− pode ser visto como o domı´nio de incremento do passo: se va´rios
valores consecutivos de xt pertencem a R \ V [k]− e esta˜o suficientemente perto entre si, e se os
correspondentes e iniciais valores de γt sa˜o suficientemente pequenos, enta˜o a sequeˆncia dos
valores esperados Eγt cresce.
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Notemos que se k > k+(0) enta˜o, por (3.8), Z ⊂ V (k)+ , ou seja, todos os zeros de ϕ
pertencem a` regia˜o de decremento do passo. Por outro lado, se k < infz k−(z) enta˜o V
[k]
− = ∅,
o que significa que a regia˜o de incremento do passo coincide com R.
Parece prova´vel que no primeiro caso o algoritmo possa convergir, e no segundo caso, na˜o
possa. Esta conjectura e´ confirmada pelo Teorema seguinte, que e´ o resultado principal deste
Cap´ıtulo.
Teorema 9 (Plakhov e Cruz [34]) Considerem-se as Condic¸o˜es A1–A6 satisfeitas; considere-
se o processo {xt, γt} definido por (3.1), (3.2), (3.4). Relembramos que k = ln(1/d)ln(u/d) . Enta˜o
(a) Se k > k+(0) enta˜o {xt} converge quase-certamente para um ponto de V [k]− := {x :
k−(ϕ(x)) ≤ k}.
(b) Se k < infz k−(z) enta˜o {xt} diverge quase-certamente.
Suponhamos que P(ξ1 = x) = 0 para cada x real e que P(ξ1 > 0) = P(ξ1 < 0). Enta˜o a
func¸a˜o k(·) := k+(·) coincide com k−(·), e´ cont´ınua, e e´ dada por
k(z) = P((z + ξ1)(z + ξ2) > 0);
z = 0 e´ o u´nico mı´nimo de k(·), e k(0) = infz k(z) = 1/2. Depois de algumas contas,
podemos escrever a hipo´tese do Teorema nas formas (a) ud < 1, e (b) ud > 1. Denotamos
U(λ) := V [ 11+λ ] = {x : k(ϕ(x)) ≤ 11+λ}; U(λ), 0 < λ < 1 e´ uma famı´lia decrescente de
conjuntos contendo Z e que tende para Z quando λ→ 1−.
Comenta´rio 29 Os conjuntos V
[
±(k)] sa˜o mono´tonos com k. Da definic¸a˜o de k segue que
lnu
− ln d =
1
k − 1 e se k desce para (1/2)+ enta˜o lnu− ln d sobe para 1−. Assim, a subida mono´tona
de lnu− ln d para 1
− causa uma diminuic¸a˜o mono´tona de k e consequentemente na amplitude dos
conjuntos V
[
±(k)].
Assim, chegamos ao Corola´rio
Corola´rio 1 Seja, em complemento das Condic¸o˜es A1–A6, P(ξ1 = x) = 0 para cada x ∈ R,
e P(ξ1 > 0) = P(ξ1 < 0) = 1/2. Consideramos o processo definido por (3.1), (3.2), (3.4).
Enta˜o, existe uma famı´lia de conjuntos mono´tona decrescente U(λ), 0 < λ < 1, tal que
U(λ) ⊃ Z, ∂(U(λ),Z)→ 0 quando λ→ 1−, e
(a) se ud < 1 enta˜o {xt} converge quase-certamente para um ponto de U( lnu− ln d);
(b) se ud > 1 enta˜o {xt} diverge quase-certamente.
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Comenta´rio 30 O Teorema na˜o da´ qualquer informac¸a˜o sobre o comportamento do algo-
ritmo se u, d satisfaz as desigualdades
infz k−(z) ≤ ln(1/d)
ln(u/d)
≤ k+(0).
Em particular, sob as hipo´teses do Corola´rio, o caso ud = 1 permanece por explorar.
3.3 Demonstrac¸a˜o do Teorema
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quase-certa
Figura 3.1: Lemas para a demonstrac¸a˜o da convergeˆncia quase-certa.
A demonstrac¸a˜o e´ constitu´ıda por 12 lemas auxiliares e baseada nestes segue a demons-
trac¸a˜o do Teorema. A Figura 3.1 ilustra as dependeˆncias entre Lemas e com base na mesma
fazemos um resumo da demonstrac¸a˜o.
Antes, relembramos que:
• A condic¸a˜o k > k+(0) compara a quantidade k := k(u, d) que caracteriza o algoritmo e
o valor k+(0) que depende apenas da distribuic¸a˜o das perturbac¸o˜es ξt. Esta condic¸a˜o,
no caso das perturbac¸o˜es serem caracterizadas por uma distribuic¸a˜o com mediana em
zero, condensa-se em ud < 1.
• No contexto de um u´nico zero, se ∑t γt =∞ a sequeˆncia xt pode alcanc¸ar o zero de ϕ
e, intuitivamente, se
∑
t γt < ∞ a sucessa˜o pode ‘congelar’ antes de alcanc¸ar o ponto
desejado. Na demonstrac¸a˜o sa˜o considerados os eventos {∑t γt =∞} e {∑t γt <∞}.
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A demonstrac¸a˜o tem os seguintes passos principais:
• Se ud < 1 enta˜o ∑t γt <∞ (Lema 30).
• Se ∑t γt <∞ enta˜o xt → x (Lema 21).
• Se xt converge enta˜o x ∈ U( lnu− lnd) ⊃ Z (Lema 22); relembramos que U( lnu− lnd ) e´ um
conjunto composto de vizinhanc¸as dos zeros de ϕ.
• Se ud > 1 enta˜o U( lnu− ln d) = ∅, e xt na˜o pode convergir.
• Para eventos {∑t γt =∞} demonstra-se que para cada ǫ > 0 e g > 0, quase-certamente
existe t tal que |xt| < ǫ e γt < g (Lema 27). Este etapa da demonstrac¸a˜o e´ usada no
Lema 30, acima.
Fazemos agora uma exposic¸a˜o mais detalhada das etapas da demonstrac¸a˜o comec¸ando
pelo Lema 21.
As etapas da demonstrac¸a˜o do Lema 21 enunciado acima sa˜o: mostrar que a sequeˆncia xt
e´ limitada para eventos {∑t γt <∞}, e mostrar que sendo xt uma sequeˆncia limitada, enta˜o
converge. Para mostrar este facto, observamos
xt = x0 −
t∑
i=1
γt−1(ϕ(xt−1) + ξt),
se xt e´ limitado enta˜o ϕ(xt) tambe´m e´ limitado e por
∑
t γt < ∞ a parcela com ϕ converge;
sobre a parcela com ξt usamos uma propriedade dos martingales: se
∑
tE(z
2
t ) <∞ enta˜o zt
converge quase-certamente, onde zt := γt−1ξt, neste caso.
A demonstrac¸a˜o do Lema 22 inicia-se supondo que uma sequeˆncia permanece numa vi-
zinhanc¸a contida no complementar de U( lnu− lnd ). Para tal sequeˆncia, verifica-se que ocorre
γt−1yt > C > 0 um nu´mero infinito de vezes, ou seja, e´ imposs´ıvel a convergeˆncia nalgum
ponto da vizinhanc¸a inicialmente escolhida.
Os pro´ximos Lemas 23, 24, 25, 26 e 27 baseiam-se em eventos {∑t γt = ∞} e as de-
monstrac¸o˜es sa˜o bastante pro´ximas aos Lemas 1, 2, 3, 4, e 5 do caso algoritmo de Kesten
Generalizado. Mas salientamos alguns aspectos que marcam diferenc¸as importantes.
O Lema 24 mostra que com probabilidade positiva xt alcanc¸a O, se o processo partir
de |x0| < R. A demonstrac¸a˜o do Lema 24 e´ ana´loga ao Lema 2 mas esta´ dividida em 2
proposic¸o˜es: a Proposic¸a˜o 1 mostra que se o passo se mante´m elevado enta˜o uma sequeˆncia,
em que a amplitude das perturbac¸o˜es e´ controlada, alcanc¸a qualquer vizinhanc¸a O dos zeros de
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ϕ; a Proposic¸a˜o 2 mostra que se duas iterac¸o˜es xt−1 e xt esta˜o fora deO enta˜o o passo aumenta
γt+1 ≥ γt. Com base em ambas as proposic¸o˜es, o Lema 24 mostra que com probabilidade
positiva xt alcanc¸a O.
O Lema 25 e´ ana´logo ao Lema 3 e a demonstrac¸a˜o segue exactamente o mesmo racioc´ınio
levando a que se conclua com probabilidade 1, que existe t tal que xt esta´ numa qualquer
vizinhanc¸a O dos zeros de ϕ.
O Lema 26 mostra que se x0 esta´ numa certa vizinhanc¸a O enta˜o com probabilidade
positiva, xt estara´ numa vizinhanc¸a desejada O1 e com um passo ta˜o pequeno quanto se
deseja. A demonstrac¸a˜o baseia-se no nu´mero de passos requerido para γt ir do passo ma´ximo
g¯ ao passo desejado γt = w, e tambe´m, na distaˆncia ma´xima entre pontos de O e O1.
O Lema 27 e´ ana´logo ao Lema 5 e a demonstrac¸a˜o segue exactamente o mesmo racioc´ınio
levando a que se conclua com probabilidade 1, que existe t tal que xt esta´ numa qualquer
vizinhanc¸a O dos zeros de ϕ e com um passo ta˜o pequeno quando se deseja.
O Lema 28 estabelece que ln γt decresce pelo menos linearmente com probabilidade pro´xima
de 1, quando x0 parte duma regia˜o {x : |ϕ(x)| < ǫ0}. Na demonstrac¸a˜o e´ constru´ıda uma
sequeˆncia {σt} tal que γt < σt, e em que σt se baseia apenas na sequeˆncia das perturbac¸o˜es
ξt. A construc¸a˜o da sequeˆncia {σ} satisfaz que se ξ > 0 enta˜o ϕ(x) + ξ > 0 quando |ϕ| < ǫ0.
Deste modelo segue que se yt−1yt < 0 enta˜o ξt−1ξt < 0 e |ξt−1| > ǫ0 e |ξt| > ǫ0, ou seja,
I(yt−1yt ≥ 0) ≤ I(ξt−1ξt ≥ 0 ou |ξt−1| < ǫ0 ou |ξt| > ǫ0)
causando γt < σt.
Os pro´ximos Lemas 29 e 30 sa˜o estabelecidos quando os paraˆmetros u e d sa˜o tais que
ud < 1 no caso das condic¸o˜es do Corola´rio 1, ou k > k+(0) no caso das condic¸o˜es mais gerais
e enunciado do Teorema.
O Lema 29, o ana´logo do Lema 7 no caso de Kesten Generalizado, estabelece que quando
k > k+(0) (ud < 1 no Corola´rio) ha´ probabilidade positiva duma sequeˆncia xt permanecer
numa vizinhanc¸a dos zeros de ϕ com um passo que decresce pelo menos linearmente em
logaritmo.
O Lema 30 estabelece que se k > k+(0) (ud < 1 no Corola´rio) enta˜o verifica-se com
probabilidade 1 que
∑
t γt <∞. O Lema 27 constata que
P (se
∑
t
γt =∞ enta˜o xt ∈ O e γt < w) = 1,
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para cada O e w dados. Esta proposic¸a˜o e´ equivalente a
P (
∑
t
γt =∞ e (xt 6∈ O ou γt > w)) = 0
usada na demonstrac¸a˜o do Lema 30.
Assumimos que todas as relac¸o˜es entre varia´veis aleato´rias sa˜o verdade quase-certamente.
Lema 25 Se
∑
t γt <∞ enta˜o a sequeˆncia {xt} converge.
Prova. Notemos que sem perda de generalidade podemos assumir que x0 e´ limitado. Repare-
se que, substituindo x0 por x˜0 = x0 · I(|x0| < X) muda o processo apenas com probabilidade
P(|x0| > X). Escolhendo X suficientemente grande, podemos tornar esta arbitrariamente
pequena.
Seja C > 0; definimos o tempo-de-paragem τC = inf{t :
∑t
i=0 γi > C} e introduzimos um
novo processo xCt , γ
C
t definido por
xCt = xt, γ
C
t = γt quando t < τc, e
xCt = xτC , γ
C
t = 0 quando t ≥ τc.
Primeiro, vamos provar que a sequeˆncia {xCt } e´ limitada. Designamos MR := sup|x|≥R ϕ(x)x ;
de A4 segue que MR <∞. Temos que
|xCt | ≤ |xCt−1 − γCt−1ϕ(xCt−1)|+ γCt−1|ξt|. (3.10)
Usando γCt−1 ≤ C e |ϕ(xCt−1)| ≤ |ϕ(0)| +M |xCt−1|, obtemos
|xCt | ≤ |xCt−1|(1 + CM) + γCt−1(|ϕ(0)| + |ξt|). (3.11)
Se γCt−1 ≤ 2/MR, podemos obter uma estimativa ainda mais precisa para xCt . Distinguimos
entre dois casos: (i) |xCt−1| ≤ R e (ii) |xCt−1| > R.
No caso (i), designamos b¯ := sup|x|≤R |ϕ(x)|, e temos
|xCt−1 − γCt−1ϕ(xCt−1)| ≤ |xCt−1|+ γCt−1b¯. (3.12)
No caso (ii) temos
0 ≤ γCt−1
ϕ(xCt−1)
xCt−1
≤ 2
MR
MR = 2,
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portanto
|xCt−1 − γCt−1ϕ(xCt−1)| ≤ |xCt−1|. (3.13)
Assim, em ambos os casos (i) e (ii), de (3.10), (3.12), e (3.13) obtemos
|xCt | ≤ |xCt−1|+ γCt−1(b¯+ |ξt|). (3.14)
O nu´mero total de instantes t tal que γCt−1 ≤ 2/MR e´ inferior a CMR/2; por conseguinte,
usando (3.11) e (3.14), podemos concluir que
|xCt | ≤
(
|x0|+
t∑
1
γCi−1(b¯+ |ϕ(0)| + |ξi|)
)
· (1 + CM)CMR/2. (3.15)
Denotamos c0 := b¯+ |ϕ(0)| + E|ξ1| e ζt := |ξt| − E|ξt|; usando que
∑∞
1 γ
C
i−1 ≤ C obtemos
|xCt | ≤
(
|x0|+ C c0 +
t∑
1
γCi−1ζi
)
· (1 + CM)CMR/2. (3.16)
Usando que
∑∞
1 E(γ
C
t−1ζt)
2 = Eζ21 ·
∑∞
1 E(γ
C
t−1)
2 < ∞, obtemos que o martingale ∑t1 γCi−1ζi
e´ limitado; o valor x0 e´ tambe´m limitado, enta˜o, por (3.16), conclu´ımos que a sequeˆncia {xCt }
e´ limitada.
Agora, vamos mostrar que {xCt } converge. Da definic¸a˜o de xCt e γCt segue que
xCt = x0 −
t∑
1
γCi−1ϕ(x
C
i−1)−
t∑
1
γCi−1ξi.
Usando que a sequeˆncia {ϕ(xCi−1)} e´ limitada e que
∑∞
1 γ
C
i−1 ≤ C, obtemos que a se´rie∑∞
1 γ
C
i−1ϕ(x
C
i−1) converge. Mais, temos
∞∑
1
E(γCt−1ξt)
2 = S ·
∞∑
1
E(γCt−1)
2 <∞,
e portanto o martingale
∑t
1 γ
C
i−1ξi converge. Isto implica que {xCt } tambe´m converge.
Definimos o evento AC = {
∑
t γt ≤ C} e A∞ = {
∑
t γt < ∞}. Temos A∞ = ∪CAC . Se∑
t γt ≤ C enta˜o xCt = xt para cada t; isto significa que I(AC) · (xCt − xt) = 0 para cada t e
C. A sequeˆncia { I(AC)xCt } converge, portanto a sequeˆncia { I(AC)xt} tambe´m converge, e
por passagem ao limite C →∞ obtemos que { I(A∞)xt} converge. Isto significa exactamente
que se
∑
t γt <∞ enta˜o {xt} converge.
⊔⊓
Lema 26 Se xt → x enta˜o x ∈ V [k]− .
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Prova. Usando A3 (a), e´ fa´cil verificar que existe δ0 > 0 tal que P(ξ1 6∈ [x−L/2, x+L/2]) > δ0,
para qualquer escolha de x ∈ R.
De seguida, para cada x 6∈ V ([k])− existe w(x) > 0 e 0 < ǫ(x) < L/4 tal que o seguinte e´
va´lido: para quaisquer duas varia´veis φ1 e φ2 satisfazendo |φl − ϕ(x)| ≤ ǫ, l = 1, 2 temos
P((φ1 + ξ1)(φ2 + ξ2) > 0) >
ln(1/d) + w(x)
lnu+ ln(1/d)
.
Escolhe-se um conjunto de intervalos conta´vel Ui = (ϕ(xi)−ǫ(xi), ϕ(xi)+ǫ(xi)) que cubra
o conjunto ϕ(R \ V [k]− ), e denotamos wi := w(xi). Fixamos i e s ∈ {0, 1, 2, . . .}, e definimos o
processo auxiliar x
(is)
t , γ
(is)
t pelas fo´rmulas:
se t < s enta˜o x
(is)
t = xt, e se t ≥ s enta˜o
x
(is)
t =

 x
(is)
t−1 − γ(is)t−1 y(is)t se ϕ(x(is)t−1 − γ(is)t−1 y(is)t ) ∈ Ui,
xi outros casos;
(3.17)
y
(is)
t = ϕ(x
(is)
t−1) + ξt, (3.18)
γ
(is)
t =

 min{uγ
(is)
t−1, g¯} se y(is)t−1 y(is)t > 0,
dγ
(is)
t−1 se y
(is)
t−1 y
(is)
t ≤ 0.
(3.19)
Assim, quando t ≥ s, ϕ(x(is)t ) e´ forc¸ado a estar contido em Ui.
Para t ≥ s + 2, usando que y(is)t−1 = ϕ(x(is)t−2) + ξt−1, y(is)t = ϕ(x(is)t−1) + ξt, ϕ(x(is)t−2) ∈ Ui,
obtemos que
P(y
(is)
t−1 y
(is)
t > 0) >
ln(1/d) + wi
lnu+ ln(1/d)
e
P(y
(is)
t−1 y
(is)
t ≤ 0) <
lnu− wi
lnu+ ln(1/d)
,
por isso
E[lnu · I(y(is)t−1 y(is)t > 0) + ln d · I(y(is)t−1 y(is)t ≤ 0)] >
> lnu · ln(1/d) + wi
lnu+ ln(1/d)
+ ln d · lnu− wi
lnu+ ln(1/d)
= wi.
Consideramos as varia´veis φ1 = f1(ξ1, ξ2) e φ2 = f2(ξ1, ξ2) que fornecem a soluc¸a˜o para o
problema (determin´ıstico) de minimizac¸a˜o:
(φ1 + ξ1)(φ2 + ξ2)→ min,
sujeito a
|φ1 − ϕ(xi)| ≤ ǫ(xi)
|φ2 − ϕ(xi)| ≤ ǫ(xi),
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e denotamos que Y 1t−1 = f1(ξt−1, ξt) + ξt−1, Y
2
t = f2(ξt−1, ξt) + ξt, ηt = lnu · I(Y 1t−1Y 2t−1 >
0) + ln d · I(Y 1t−1Y 2t−1 ≤ 0). Temos que
(i) ηt ≤ lnu · I(y(is)t−1 y(is)t > 0) + ln d · I(y(is)t−1 y(is)t ≤ 0);
(ii) ηt sa˜o identicamente distribu´ıdas, e Eηt ≥ wi;
(iii) o conjunto de varia´veis aleato´rias {ηt, t pares, t ≥ s + 2} tal como o conjunto
{ηt, t ı´mpares, t ≥ s+ 2}, sa˜o mutuamente independentes.
De (ii)–(iii) segue que quase-certamente
∑
t ηt = +∞, e de (i) segue que
∑
t
[ln u · I(y(is)t−1 y(is)t > 0) + ln d · I(y(is)t−1 y(is)t ≤ 0)] = +∞,
enta˜o, em virtude de (3.19), γ(is) na˜o converge para zero.
Assim, existe uma varia´vel aleato´ria χ > 0 tal que, para infinitos valores de t, γ
(is)
t ≥ χ.
Definimos a sequeˆncia de tempos-de-paragem τ0, τ1, τ2, . . . indutivamente, fazendo τ0 = 0
e τj = inf{t > τj−1 : γ(is)t ≥ χ} para j ≥ 1. Os eventos Bj = {|ξτj+1 + ϕ(xi)| > L/2} ocorrem
com probabilidade superior a δ0 (relembramos o comenta´rio no in´ıcio da demonstrac¸a˜o), e
todo o evento Bj , j ≥ 2 na˜o depende do conjunto de eventos {B1, . . . , Bj−1}. Assim, para
infinitos valores de j, Bj ocorre, isto e´, |ξτj+1+ϕ(xi)| > L/2, e enta˜o, considerando |yτj+1| ≥
|ξτj+1 + ϕ(xi)| − |ϕ(xτj ) − ϕ(xi)| e |ϕ(xτj ) − ϕ(xi)| < ǫ(xi) < L/4, para estes valores de j
temos |yτj+1| ≥ L/4. Assim, conclu´ımos que
para uma quantidade infinita de valores de j, |γτjyτj+1| ≥ χL/4. (3.20)
Supomos que xt converge para um ponto de R \ V [k]− , enta˜o para alguns i e s temos xt ∈ Ui
quando t ≥ s, e assim, o processo x(is)t , γ(is)t coincide com xt, γt, e de onde conclu´ımos que
γt yt+1 → 0 quando t→∞. A u´ltima relac¸a˜o contradiz (3.20), e assim sendo o Lema 26 esta´
demonstrado.
⊔⊓
Lema 27 Seja
∑
t γt = ∞. Enta˜o, para cada conjunto aberto O contendo Z existe uma
constante positiva g = g(O) tal que ocorre: (i) para alguns t, xt ∈ O, ou (ii) para alguns t,
|xt| < R e γt > g.
Prova. Designamos por f a primitiva de ϕ tal que infx f(x) = 0. Definimos o tempo-de-
paragem
τ = τ(O, g) := inf{t : ocorre (i) xt ∈ O, ou (ii) |xt| < R e γt ≥ g}.
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O valor g ∈ (0, g¯) sera´ especificado em baixo.
Consideramos a sequeˆncia Et = E[f(xt) I(t < τ)]. Introduzimos a notac¸a˜o compacta
f(xt) =: ft, I(t < τ) =: It, f
′(xt) =: f ′t = ϕt, e usando que It ≤ It−1, temos
Et − Et−1 = E[ft It − ft−1 It−1] ≤ E[(ft − ft−1) It−1]. (3.21)
De seguida, usando a decomposic¸a˜o de Taylor
ft = f(xt−1 − γt−1yt) = ft−1 − f ′t−1 γt−1yt +
1
2
f ′′(x′) γ2t−1y
2
t ,
sendo x′ um ponto entre xt−1 e xt. Substituindo yt = ϕt−1+ξt e relembrando que f ′t−1 = ϕt−1
e f ′′(x′) = ϕ′(x′) ≤M , temos
ft − ft−1 ≤ −γt−1 ϕt−1(ϕt−1 + ξt) + M
2
γ2t−1 (ϕt−1 + ξt)
2. (3.22)
Usando (3.21) e (3.22) e tomando em conta que cada um dos valores γt−1, ϕt−1, It−1 e´
mutuamente independente com ξt (ver A1), temos
Et − Et−1 ≤ E[(−γt−1 ϕ2t−1 − γt−1 ϕt−1ξt + M2 γ2t−1 ϕ2t−1 +Mγ2t−1 ϕt−1ξt + M2 γ2t−1 ξ2t ) It−1] =
= E[(−ϕ2t−1 + M2 γt−1 ϕ2t−1 + M2 γt−1S)γt−1 It−1] =
= E[(−ϕ2t−1(1−Mγt−1/2) +Mγt−1S/2)γt−1 It−1].
(3.23)
Se It−1 = 1 enta˜o ou ocorre (i) xt−1 ∈ [−R,R] \ O e γt−1 < g, ou (ii) |xt−1| < R.
No caso (i) temos
−ϕ2t−1(1−Mγt−1/2) +Mγt−1S/2 ≤ −c0(1−Mg/2) +MgS/2 =: −c′g, (3.24)
onde c0 := inf{|ϕ(x)| : x ∈ [−R,R] \ O}; obviamente, c0 > 0. Fixamos g ∈ (0, g¯) tal que
c′g > 0.
No caso (ii), designando b¯0 := inf |x|≥R ϕ2(x), temos
−ϕ2t−1(1−Mγt−1/2) +Mγt−1S/2 ≤ −b¯0(1−M g¯/2) +M g¯S/2 =: −c′′. (3.25)
Usando A6, obtemos que c′′ > 0.
Denotamos c = min{c′g, c′′}. As relac¸o˜es (3.24) e (3.25) implicam que se It−1 = 1 enta˜o
−ϕ2t−1(1−Mγt−1/2) +Mγt−1S/2 ≤ −c < 0, e por (3.23),
Et − Et−1 ≤ −c · E[γt−1 It−1]. (3.26)
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Somando ambos os lados de (3.26) sobre t = 1, . . . , s e denotando I∞ = I(τ = ∞) =
mint It obtemos
Es − E0 ≤ −c · E
[
s−1∑
i=0
γi · I∞
]
Temos Es ≥ 0, e x0 e´ limitado, de onde E0 <∞. Assim, para arbitra´rios valores de s
E[
s−1∑
i=0
γi · I∞] ≤ E0
c
<∞.
Isto implica que quase-certamente ou ocorre
∑∞
0 γi < ∞, ou τ = ∞. O Lema 27 esta´
demonstrado.
⊔⊓
Fixamos um intervalo abertoO contendo Z. Denotamos c1 := 1−M g¯/2. Relembramos que
f e´ a primitiva de ϕ tal que infx f(x) = 0; a Condic¸a˜o A6 implica que limx→±∞ f(x) = +∞.
Denotamos H := sup|x|≤R f(x). Denotamos tambe´m que c3 := g¯ · sup{|ϕ(x)| : f(x) ≤
H} + 1, zl := inf{x : f(x) ≤ H} − c3, zr := sup{x : f(x) ≤ H} + c3, c2 := inf{|ϕ(x)| : x ∈
[zl, zr] \ O}, e K := sup{|ϕ(x)| : x ∈ [zl, zr]}. Obviamente que, c1 > 0 e K ≥ c2 > 0.
Seja g > 0, 0 < w < 1. Dizemos que uma sequeˆncia determin´ıstica (finita ou infinita)
{z0, z1, z2, . . .} e´ (g, w)-admiss´ıvel se |z0| ≤ R e existem sequeˆncias determin´ısticas {qt}, {ht}
tais que
1) |ht| ≤ w;
2) se {z0, z1, . . . , zt} ⊂ [zl, zr] \ O enta˜o gd2 ≤ qs ≤ g¯, s = 0, 1, . . . , t;
3) zt = zt−1 − qt−1 ϕ(zt−1)− ht, t = 1, 2, . . ..
Proposic¸a˜o 1 Existem constantes t0 e w tal que cada sequeˆncia (g,w)−admiss´ıvel {zt, t =
0, 1, . . . , t0} tem uma intersecc¸a˜o na˜o vazia com O.
Prova. Seja w := min{1, gd2c22c1/(2K)}. Denotamos t˜ = inf{t : zt ∈ O}; t˜ tomando valores
de {0, 1, . . . , t0, +∞}. Usamos a notac¸a˜o compacta ft := f(zt), f ′t = ϕt := ϕ(zt). Temos
ft = f(zt−1 − qt−1ϕt−1 − ht) = f(zt−1 − qt−1ϕt−1)− f ′(z˜).ht, (3.27)
onde z˜ e´ um ponto entre zt−1 − qt−1ϕt−1 e zt−1 − qt−1ϕt−1 − ht.
De seguida, temos
f(zt−1 − qt−1ϕt−1) = ft−1 − f ′t−1qt−1ϕt−1 +
1
2
f ′′(zˆ) q2t−1ϕ
2
t−1, (3.28)
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onde zˆ e´ um ponto entre zt−1 e zt−1 − qt−1ϕt−1.
Vamos provar por induc¸a˜o que
se 0 ≤ s ≤ t˜ enta˜o fs ≤ H − s · gd2c22c1/2. (3.29)
Para s = 0, (3.29) segue da condic¸a˜o |z0| ≤ R e da definic¸a˜o de H. Agora, seja 1 ≤ t ≤
t˜; supomos que a fo´rmula (3.29) e´ va´lida para 0 ≤ s ≤ t − 1 e provamos isso para s = t.
Para 0 ≤ s ≤ t − 1, temos f(zs) ≤ H, zs 6∈ O, portanto zs ∈ [zl, zr] \ O; assim, por
2), gd2 ≤ qs ≤ g¯ para 0 ≤ s ≤ t − 1. Temos f(zt−1) ≤ H, |qt−1ϕt−1| ≤ g¯ · sup{|ϕ(x)| :
f(x) ≤ H}, e |ht| ≤ w ≤ 1, portanto |qt−1ϕt−1| ≤ c3, |qt−1ϕt−1 + ht| ≤ c3, e por isso,
zt−1 − qt−1ϕt−1 ∈ [zl, zr], zt−1 − qt−1ϕt−1 − ht ∈ [zl, zr], logo z˜ tambe´m pertence a [zl, zr].
Isto implica que |ϕ(z˜)| = |f ′(z˜)| ≤ K. Enta˜o, combinando (3.27) e (3.28) e usando que
|ht| ≤ w e |f ′′(zˆ)| = |ϕ′(zˆ)| ≤M , obtemos
ft ≤ ft−1 − qt−1ϕ2t−1(1−
1
2
qt−1M) + wK. (3.30)
Temos que zt−1 ∈ [zl, zr] \ O, portanto |ϕ(zt−1)| = |ϕt−1| ≥ c2. Usando que qt−1 ≥ gd2,
1− 12qt−1M ≥ c1, e wK ≤ gd2c22c1/2, obtemos de (3.30) que
ft ≤ ft−1 − gd2c22c1/2,
e usando a hipo´tese de induc¸a˜o, conclu´ımos que
ft ≤ H − t · gd2c22c1/2.
A fo´rmula (3.29) esta´ demonstrada.
Seja t0 := ⌊2H/(gd2c22c1)⌋+1; onde ⌊z⌋ significa a parte inteira de z. Enta˜o, tomando em
conta que fs ≥ 0, de (3.29) conclu´ımos que t˜ < t0, assim a Proposic¸a˜o 1 esta´ demonstrada.
⊔⊓
Proposic¸a˜o 2 Se γt−1 < 1/(3M), |ξt| < c2, |ξt+1| < c2, xt−1 e xt pertence a [zl, zr] \ O,
enta˜o γt+1 ≥ γt.
Prova. Usando a notac¸a˜o ϕt := ϕ(xt), obtemos
ϕt = ϕ(xt−1 − γt−1 · (ϕt−1 + ξt)) = ϕt−1 − ϕ′(x˜) · γt−1 · (ϕt−1 + ξt),
onde x˜ e´ um ponto entre xt−1 e xt. Assim,
ϕtϕt−1 = ϕ2t−1 · [1− ϕ′(x˜)γt−1 · (1 + ξt/ϕt−1)].
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Usando que |ϕ′(x˜)| ≤ M , γt−1 < 1/(3M), |ξt| < c2, |ϕt−1| ≥ c2, obtemos 1− ϕ′(x˜)γt−1 · (1 +
ξt/ϕt−1) ≥ 1/3, e daqui que ϕt−1ϕt > 0. Mais, usando que |ξt| < c2, |ξt+1| < c2, |ϕt−1| ≥ c2,
|ϕt| ≥ c2, obtemos
ytyt+1 = ϕt−1ϕt · (1 + ξt/ϕt−1) · (1 + ξt+1/ϕt) > 0.
Isto implica que γt+1 = min{uγt, g¯} ≥ γt.
⊔⊓
Lema 28 Para cada conjunto aberto O contendo Z, e cada g > 0, existe δ = δ(O, g) > 0 tal
que
se |x0| ≤ R, γ0 ≥ g enta˜o P(para alguns t, xt ∈ O) ≥ δ
Prova. Sem perda de generalidade supomos que g < 1/(3M). Definimos o evento
A := {|ξi| < min{c2, w/g¯}}, i = 1, 2, . . . , t0},
onde w e t0 esta˜o definidos na demonstrac¸a˜o da Proposic¸a˜o 1: w = min{1, gd2c22c1/(2K)},
t0 = ⌊H/(gd2c22c1)⌋+ 1.
Denotamos
δ := P (A) = (P(|ξ1| < min{c2, w/g¯}))t0 ;
e por consequeˆncia de A3 (a), δ > 0. Vamos ver que para cada evento elementar ω ∈ A, a
sequeˆncia {zt = xt(ω), t = 0, 1, . . . , t0} e´ (g,w)−admiss´ıvel.
Temos |z0| = |x0(ω)| < R. Mais, temos zt = zt−1 − qt−1ϕ(zt−1)− ht, com qt−1 = γt−1(ω),
ht = γt−1(ω)ξt(ω), e usando que γt−1(ω) ≤ g¯ e |ξt(ω)| < w/g¯, obtemos |ht| ≤ w. Assim, as
condic¸o˜es 1) e 3) sa˜o verificadas.
Agora, seja {z0, z1, . . . , zt} ⊂ [zl, zr] \ O, t ≤ t0. Seja s0 ∈ {0, 1, 2, . . . , t} o menor valor
tal que qs0 = min{q0, q1, . . . , qt}. Se s0 = 0 enta˜o min{q0, q1, . . . , qt} = q0 = γ0(ω) ≥ g ≥ gd2.
Se s0 = 1 enta˜o min{q0, q1, . . . , qt} = q1 = γ1(ω) ≥ γd ≥ gd2. Se s0 ≥ 2 enta˜o γs0−2(ω) ≥
1/(3M); por outro lado, usando que |ξs0−1| < c2, |ξs0 | < c2, xs0−2(ω) e xs0−1(ω) pertence a
[zl, zr] \ O, e aplicando a Proposic¸a˜o 2, conclu´ımos que γs0(ω) ≥ γs0−1(ω), o que contradiz a
definic¸a˜o de s0.
Assim, γs0(ω) ≥ 1/(3M) · d2 ≥ gd2, e por conseguinte, min{q0, q1, . . . , qt} = γs0(ω) ≥ gd2.
Assim, a condic¸a˜o 2) e´ tambe´m verificada.
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Agora, aplicando a Proposic¸a˜o 1 a` sequeˆncia (g,w)−admiss´ıvel {zt}, conclu´ımos que existe
um valor na˜o negativo τ ≤ t0 tal que zτ = xτ (ω) ∈ O. Isto implica que
P(para alguns t, xt ∈ O) ≥ P(A) = δ.
O Lema 28 esta´ demonstrado.
⊔⊓
Lema 29 Se
∑
t γt = ∞ enta˜o para cada conjunto aberto O contendo Z existe t tal que
xt ∈ O.
Prova. Vamos fixar um conjunto aberto O ⊃ Z e denotamos δ = δ(O, g(O)). Combinando
os Lemas 27 e 28, conclu´ımos que para cada O ⊃ Z existe δ > 0 tal que seja quais forem as
condic¸o˜es iniciais x0, γ0, γ1,
P(existe t tal que xt ∈ O
∣∣∣ ∑
t
γt =∞) > δ.
Podemos escolher uma func¸a˜o inteira e mensura´vel n(·, ·, ·) definida em R × (0, g¯]× (0, g¯] tal
que para ν = n(x0, γ0, γ1) temos
P(para algum t ≤ ν, xt ∈ O
∣∣∣ ∑
t
γt =∞) > δ/2
Designamos
p¯ = supP(para cada t, xt 6∈ O
∣∣∣ ∑
t
γt =∞),
o supremo tomado sobre todas as condic¸o˜es iniciais x0, γ0, γ1. Fixando x0, γ0, γ1, enta˜o
P(para cada t, xt 6∈ O
∣∣∣ ∑t γt =∞) =
= P(para cada t > ν, xt 6∈ O
∣∣∣ para cada t ≤ ν, xt 6∈ O e ∑t γt =∞)·
·P(para cada t ≤ ν, xt 6∈ O|
∑
t γt =∞) ≤ p¯(1− δ/2).
(3.31)
Tomando o supremo do lado esquerdo de (3.31) sobre todo o (x0, γ0, γ1) ∈ R×(0, g¯]×(0, g¯],
obtemos p¯ ≤ p¯(1− δ/2), logo p¯ = 0.
O Lema 29 esta´ demonstrado.
⊔⊓
Relembramos a definic¸a˜o de L na Condic¸a˜o A3 e denotamos O∗ = {x : |ϕ(x)| < L/2}.
Lema 30 Para quaisquer conjuntos abertos O, O1 tais que O¯ ⊂ O1 ⊂ O∗ e para cada w > 0
existe δ = δ(O,O1, w) > 0 tal que
se x0 ∈ O enta˜o P(para alguns n, xn ∈ O1 e γn < w) ≥ δ.
(Aqui O¯ e´ o fecho de O).
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Prova. Denotamos n = ⌊ ln g¯−lnwln(1/d) ⌋+ 1. Denotamos tambe´m
ε = min
{
L
2
,
∂(O, R \ O1)
ng¯
}
,
onde ∂(A,B) := supx∈A infy∈B |x − y| para conjuntos arbitra´rios A, B de nu´meros reais.
Usando a condic¸a˜o A3 (a), obtemos que existe δ1 > 0 tal que para cada x ∈ O1 e para cada
inteiro t,
P
(
(−1)t−1ϕ(x) < (−1)tξ1 < (−1)t−1ϕ(x) + ε
) ≥ δ1.
Isto implica que se x0 ∈ O enta˜o
P(0 < (−1)tyt < ε, ∂(xt−1, O) < (t− 1)g¯ε, t = 1, 2, . . . , n+ 1) ≥ δn+11 .
Denotando δ = δn+11 conclu´ımos que as seguintes proposic¸o˜es (i) e (ii) sa˜o va´lidas com proba-
bilidade pelo menos δ:
(i) ∂(xn, O) < ng¯ε ≤ ∂(O, R \ O1), enta˜o xn ∈ O1;
(ii) quando t = 2, 3, . . . , n + 1, temos yt−1yt < 0, e γt = dγt−1, por conseguinte γn =
dn−1γ1 ≤ dn−1g¯ < w.
O Lema 30 esta´ demonstrado.
⊔⊓
Lema 31 Se
∑
t γt = ∞, O e´ um conjunto aberto contendo Z, e w > 0 enta˜o para algum
t, xt−1 ∈ O e γt < w.
Prova. Sem perda de generalidade, supomos que O e´ limitado e O ⊂ O∗. Escolhemos um
conjunto aberto O1 tal que Z ⊂ O1, O¯1 ⊂ O; aplicando os Lemas 29 e 30, obtemos que para
δ = δ(O1,O, w) e para condic¸o˜es arbitra´rias,
P(para algum t, xt ∈ O e γt < w) > δ.
Repetindo o argumento do Lema 29, conclu´ımos que existe t tal que xt ∈ O e γt < w.
⊔⊓
Daqui em diante supomos que k > k+(0). Escolhemos k
′ tal que k+(0) < k′ < k; usando
A3 (b), temos que para algum ε0 > 0, P(ξ1ξ2 > 0, ou |ξ1| < ε0, ou |ξ2| < ε0) ≤ k′. Denote-
mos O0 = {x : |ϕ(x)| < ε0} e τ = inf{t : xt 6∈ O0}. Sem perda de generalidade, supomos que
O0 e´ limitado.
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Lema 32 Supomos que k > k+(0), enta˜o existe uma constante b > 0 e uma func¸a˜o mono´tona
decrescente p(·) tal que lima→+∞ p(a) = 0 e
se γ0 < w enta˜o P(ln γt < ln v − bt para cada t < τ) > 1− p(v/w).
Prova. Definimos as sequeˆncias {ρt} e {σt} por
ρt = lnu · I(ξt−1ξt > 0, ou |ξt−1| < ε0, ou |ξt| < ε0) +
+ ln d · I(ξt−1ξt ≤ 0 e |ξt−1| ≥ ε0 e |ξt| ≥ ε0),
σt = lnw +
t∑
i=1
ρi.
Usando (3.5) e a definic¸a˜o de τ , obtemos que para cada t < τ , γt ≤ σt. As varia´veis ρt sa˜o
identicamente distribu´ıdas. Tomando os valores lnu e ln d,
Eρt = lnu · P(ξt−1ξt > 0, ou |ξt−1| < ε0, ou |ξt| < ε0) +
+ ln d · P(ξt−1ξt ≤ 0 e |ξt−1| ≥ ε0 e |ξt| ≥ ε0) ≤
≤ lnu · k′ + ln d · (1− k′) < lnu · k + ln d · (1− k) = 0.
Mais, as varia´veis no conjunto {ρt, t par}, e tambe´m as varia´veis no conjunto {ρt, t ı´mpar},
sa˜o independentes.
Denotamos b = −Eρt/2. Temos
P(ln γt < ln v − bt para cada t < τ) ≥ P(σt < ln v − bt para cada t) =
= P(
t∑
i=1
(ρi + 2b) < ln v − lnw + bt para cada t) ≥ 1− p(v/w),
onde p(a) = p1(a) + p2(a),
p1(a) = P

∑
1≤i≤t
′
(ρi + 2b) ≥ ln a
2
+
b
2
t para cada t

 ,
p2(a) = P

∑
1≤i≤t
′′
(ρi + 2b) ≥ ln a
2
+
b
2
t para cada t

 ;
a soma
∑′ (∑′′) e´ tomada sobre todos os valores pares (´ımpares) de i. Ambas as somas ∑′
e
∑′′ sa˜o somas de v.a. i.i.d. com me´dia zero, e assim ambos p1(a) e p2(a) tendem para zero
quando a→ +∞. O Lema 32 esta´ demonstrado.
⊔⊓
Definimos os tempos de paragem τv = inf{t : xt 6∈ O0 ou ln γt ≥ ln v− bt}. Relembramos
que f e´ a primitiva de ϕ tal que infx f(x) = 0. Fixamos um intervalo aberto O′ tal que
Z ⊂ O′ ⊂ O0 e supx∈O′ f(x) < infx 6∈O0 f(x), e denotamos δ = infx 6∈O0 f(x)− supx∈O′ f(x).
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Lema 33 Seja k > k+(0), x0 ∈ O′, e γ0 < w, enta˜o
P(τv <∞) ≤ K v2 + p(v/w);
aqui K e´ uma constante positiva, e p(·) satisfaz o enunciado do Lema 32.
Prova. Usaremos a notac¸a˜o do Lema 27: ft := f(xt) e ϕt := ϕ(xt). De acordo com (3.22),
temos
ft − ft−1 ≤ −γt−1ϕt−1(ϕt−1 + ξt) + M
2
γ2t−1(ϕt−1 + ξt)
2 ≤
≤ −γt−1ϕt−1ξt +Mγ2t−1(ϕ2t−1 + ξ2t ).
Isto implica que ft − f1 ≤ Q′t +Q′′t , com
Q′t =
∣∣ t∑
i=2
γi−1ϕi−1ξi
∣∣, Q′′t =M t∑
i=2
γ2i−1(ϕ
2
i−1 + ξ
2
i ).
Usando o Lema 32, temos
P(τv <∞) ≤ p(v/w) + P ′ + P ′′,
onde
P ′ = P(Q′τv ≥ δ/2) e P ′′ = P(Q′′τv ≥ δ/2).
De acordo com a desigualdade de Chebyshev,
P ′ ≤ 4
δ2
EQ′2τv =
4
δ2
∞∑
i,j=1
Eij ,
onde
Eij = E [γi−1ϕi−1ξi I(i− 1 < τv) · γj−1ϕj−1ξj I(j − 1 < τv)] .
usando que os valores γi, ϕi, ξi, e I(i < τv) sa˜o Fi-mensura´veis, e com as Condic¸o˜es A1 e
A2, obtemos que para i 6= j, Eij = 0, e para i = j,
Eii = E
[
γ2i−1ϕ
2
i−1 I(i− 1 < τv) · ξ2i
] ≤ v2e−2bi sup
x∈O0
ϕ2(x) · S.
Assim,
P ′ ≤ 4
δ2
∞∑
i=2
Eii ≤ 4v
2S
δ2
e−4b
1− e−2b supx∈O0
ϕ2(x).
De forma semelhante,
P ′′ ≤ 2
δ
EQ′′τv =
2M
δ
∞∑
i=2
E
[
γ2i−1(ϕ
2
i−1 + ξ
2
i ) I(i− 1 < τv)
] ≤
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≤ 2Mv
2
δ
∞∑
i=2
e−2bi
(
sup
x∈O0
ϕ2(x) + S
)
=
2Mv2
δ
e−4b
1− e−2b
(
sup
x∈O0
ϕ2(x) + S
)
.
Tomando
K =
[
4S
δ2
sup
x∈O0
ϕ2(x) +
2M
δ
(
sup
x∈O0
ϕ2(x) + S
)]
e−4b
1− e−2b ,
obtemos que P ′ + P ′′ ≤ K v2. O Lema 33 esta´ demonstrado.
⊔⊓
Lema 34 Se k > k+(0) enta˜o
∑
t γt <∞.
Prova. Da definic¸a˜o de τv facilmente verificamos que se τv = ∞ para alguns v > 0, enta˜o∑
t γt <∞. Tal implica que para cada v > 0
P
(∑
γt = ∞
)
≤ P(τv <∞). (3.32)
Em virtude do Lema 33, se x0 ∈ O′ e γ0 < w enta˜o
P(τ√w < ∞) ≤ Kw + p(1/
√
w). (3.33)
Combinando (3.32) e (3.33), obtemos que para cada w > 0
P
(∑
γt =∞ | x0 ∈ O′ e γ0 < w
)
≤ Kw + p(1/√w). (3.34)
Definimos o evento Aw = {para cada t, xt ∈ O′ e γt < w}, assim, por (3.34),
P
(∑
γt =∞
∣∣ Aw) ≤ Kw + p(1/√w). (3.35)
Denotamos por A¯w o evento complementar, A¯w = {para cada t, xt 6∈ O′ ou γt ≥ w}. Em
virtude do Lema 31,
P
(∑
γt =∞ e A¯w
)
= 0. (3.36)
Usando (3.35) e (3.36), obtemos
P
(∑
γt =∞
)
= P
(∑
γt =∞ e Aw
)
+ P
(∑
γt =∞ e A¯w
)
≤
≤ (Kw + p(1/√w)) · P(Aw).
Tomando em conta que w pode ser escolhido arbitrariamente pequeno e queKw+p(1/
√
w)→
0 quando w → 0+, conclu´ımos que P (∑t γt =∞) = 0. ⊔⊓
Finalmente, estamos em condic¸o˜es de demonstrar o Teorema. Supomos que k < infz k−(z),
enta˜o V
[k]
− = ∅, e pelo Lema 26, {xt} diverge. Assim, o enunciado (b) do Teorema esta´
demonstrado.
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Por outro lado, de acordo com o Lema 34, se k > k+(0) enta˜o
∑
t γt <∞, e pelos Lemas 25
e 26, a sequeˆncia {xt} converge para um ponto de V [k]− . Assim, o enunciado (a) do Teorema
esta´ tambe´m demonstrado. 
Cap´ıtulo 4
Estudos Nume´ricos
Apresentamos estudos nume´ricos dos me´todos referidos na tese para o caso duma func¸a˜o
unidimensional, o caso de um campo de vectores originado pela func¸a˜o de Rosenbrock e ainda
uma breve refereˆncia a uma rede neuronal para aprendizagem da func¸a˜o lo´gica ou-exclusivo.
O estudo foi realizado comparando o comportamento dos algoritmos: Robbins-Monroe
(RM) e Kesten (K), e ainda os algoritmos propostos, Kesten generalizado (Kg) e passo mul-
tiplicativo (Mul).
4.1 Caso unidimensional
A inspirac¸a˜o para a func¸a˜o ϕ : R → R escolhida para as simulac¸o˜es proveio das redes neuronais
para as quais ocorrem na superf´ıcie do erro quadra´tico patamares com pouca inclinac¸a˜o em
regio˜es afastadas duma poss´ıvel soluc¸a˜o. A func¸a˜o usada foi
ϕ(x) = sen(α tanh(x)) (4.1)
em que selecciona´mos a constante α = 19 × π/20. O esboc¸o da func¸a˜o encontra-se na Fi-
gura 4.1. A func¸a˜o tem ass´ımptotas horizontais para a direita (y ≃ +0.15) e para a esquerda
(y ≃ −0.15). O valor da constante α e´ intencionalmente pro´ximo de π para que as ass´ımptotas
sejam pro´ximas ao eixo xx. O declive no zero e´ ϕ′(0) = α.
Nos estudos efectuados houve a preocupac¸a˜o para que os algoritmos Robbins-Monroe,
Kesten e Kesten generalizado fossem assimptoticamente semelhantes. Por essa raza˜o consi-
deramos uma forma geral do passo comum a estes algoritmos
γt =
γ¯
E0st + 1
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Figura 4.1: Esboc¸o de ϕ(x) = sen(19 × π/20 tanh(x)).
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Figura 4.2: Valores para (u, d).
em que γ¯ e´ o passo ma´ximo, E0 e´ uma constante positiva, s0 = 0, st = [st−1 + δ(yt−1yt)]+,
t = 1, 2, . . ., e onde [a]+ = max{0, a}, e δ(x) e´ uma func¸a˜o degrau semelhante a` descrita na
Figura 2.1 (casos (a), (b) e (c), segundo Cap´ıtulo, pa´g. 17). Definimos que quando yt−1yt ≤ 0
enta˜o st e´ incrementado por u, uma constante positiva; quando yt−1yt > 0, e´ adicionado a
st a uma constante d real, sempre verificando u > −d para que haja convergeˆncia (a recta
u+d = 0 esta´ indicada na Figura 4.2). A Figura 4.2 resume de antema˜o as escolhas feitas para
que haja semelhanc¸a do comportamento assimpto´tico nos treˆs me´todos. Para tal, devemos
verificar que E{∆st} = 1 quando ϕ(xt) ≃ 0, pois nesta situac¸a˜o o sinal de yt e´ determinado
apenas por ξt (yt ≃ ξt). As perturbac¸o˜es {ξt} proveˆm duma distribuic¸a˜o normal.
De seguida, apresentamos a lista dos me´todos usados e configurac¸o˜es escolhidas:
Algoritmo 1 (Robbins-Monroe, pa´g. 6) O passo usado teve a forma
γt =
γ¯
E0 · (t− 1) + 1 ,
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t = 1, 2, . . .. Esta forma do passo permite o decre´scimo do passo a um ritmo dado
por E0 comec¸ando no passo ma´ximo γ¯. O algoritmo de Robbins-Monroe e´ um caso da
generalizac¸a˜o introduzida na tese em que u = d = 1 (Figura 4.2).
Algoritmo 3 (Kesten, pa´g. 9) O passo teve a forma
γt =
γ¯
E0 · st + 1
em que s0 = 0, st = st−1 + 2 I(yt−1yt ≤ 0), t = 1, 2, . . .. O algoritmo de Kesten e´
um caso da generalizac¸a˜o introduzida na tese em que u = 1, d = 0 mas para que se
mantenha a mesma constante assimpto´tica E0 de variac¸a˜o do passo devemos escolher
u = 2, d = 0 pois por cada vez que o passo se mante´m devera´ depois descer 2 unidades
para que em me´dia o decre´scimo seja equilibrado: supondo que xt esta´ pro´ximo de zero
enta˜o yt ≃ ξt pelo que
E{∆st} = 2 · P(ξt−1ξt ≤ 0) = 1.
Algoritmo 6 (Kesten generalizado, pa´g. 6) A forma do passo foi
γt =
γ¯
E0 · st + 1 ,
t = 1, 2, . . . com s0 = 0 e
st = [st−1 + 3 I(yt−1yt ≤ 0) + (−1) I(yt−1yt > 0)]+,
onde [x]+ = max{0, x}.
A Figura 4.2 ilustra as escolhas (u, d) = (1, 1) para RM e (u, d) = (2, 0) para K. Desta
figura, por analogia, foi escolhido o par (u, d) = (3,−1) que mante´m a constante E0
como taxa assimpto´tica de variac¸a˜o de st. Novamente, supondo xt pro´ximo de zero
temos yt ≃ ξt e
E{∆st} = 3P(ξt−1ξt ≤ 0) + (−1)P(ξt−1ξt > 0) = 1.
Algoritmo 7 (Passo multiplicativo, pa´g. 11) O passo e´ dado por
γt =

 min{uγt−1, γ¯} se yt−1yt > 0,dγt−1 se yt−1yt ≤ 0, t = 2, 3, . . .
com 0 < d < 1 < u, em que escolhemos γ0 = γ¯.
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O passo ma´ximo γ¯ = 2/α, escolhido para todos os me´todos, satisfaz a condic¸a˜o A.3 de
convergeˆncia (Cap´ıtulo 2) pois supx |ϕ′(x)| = α.
Para os algoritmos Robbins-Monroe, Kesten e Kesten generalizado, foram realizados es-
tudos para valores de E0 no conjunto:
{2α, 3α/2, α, α/2, α/20, α/200}.
Estes valores esta˜o em torno do declive ϕ′(0) = α porque E0 = α garante, pela teoria,
trajecto´rias mais eficientes em me´dia quando xt esta´ pro´ximo da soluc¸a˜o. Para E0 = 2α o
passo γt tendera´ a decrescer mais ra´pido que para E0 = α/200.
Para o algoritmo de passo multiplicativo foi fixado o paraˆmetro u = 1.1 (sem raza˜o espe-
cial) e determinados valores para o paraˆmetro d da igualdade ud = c onde
c ∈ {0.9, 0.95, 0.99, 0.995, 0.999, 1, 1.01, 1.03, 1.05, 1.07, 1.09}
Relembramos, que pela teoria, para valores ud < 1 o algoritmo converge e para valores ud > 1
o algoritmo diverge e que a teoria na˜o especifica o que ocorre para ud = 1.
O comportamento dos algoritmos e configurac¸o˜es foram analisados na resoluc¸a˜o dos seguin-
tes problemas, todos usando a mesma func¸a˜o ϕ definida em (4.1), sendo as perturbac¸o˜es das
medidas obtidas duma distribuic¸a˜o normal com desvio S a definir:
x0 = 0, S = 1: Parte-se da soluc¸a˜o x
∗ = 0 com perturbac¸o˜es elevadas em cada medida da
func¸a˜o ϕ(x). Pretende-se observar se os me´todos permanecem na soluc¸a˜o.
x0 = 5, S = 1: Parte-se longe da soluc¸a˜o onde ϕ(x) ≃ ±0.15. As perturbac¸o˜es elevadas afec-
tam o sinal da medida perturbada de ϕ(x) sendo muito frequente que o sinal medido
seja o de ξt e na˜o o de ϕ(xt). Este problema e´ dif´ıcil pois os sinais de yt sa˜o bastante
semelhantes ao que se observa no zero da func¸a˜o ϕ.
x0 = 10, S = 0.1: Parte-se longe da soluc¸a˜o mas com um perturbac¸a˜o pequena onde a maioria
das medidas perturbadas y = ϕ(x) + ξ mantera´ o sinal de ϕ(x), correcto. Foi esta
situac¸a˜o que motivou a generalizac¸a˜o do algoritmo de Kesten.
No estudo nume´rico foram realizadas 40 experieˆncias para cada me´todo e realizadas 20 000
iterac¸o˜es. Os resultados foram compilados em gra´ficos de trajecto´rias me´dias e em histogramas
do valor de xt obtido na u´ltima iterac¸a˜o. As Figuras 4.4 a 4.18 conte´m estes elementos por
cada problema e algoritmo para as va´rias configurac¸o˜es. Da ana´lise destes gra´ficos resultou a
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Tabela 4.1 que resume os comportamentos me´dios por cada problema e da qual se tiraram as
seguintes concluso˜es baseadas na seguinte classificac¸a˜o de trajecto´rias:
o´ptimo Na u´ltima iterac¸a˜o a trajecto´ria e´ semelhante a` o´ptima, que ocorreu com x0 = 0
e E0 = α, ou seja log10 x
2
T < −2. Um algoritmo e configurac¸a˜o que produza uma
trajecto´ria nestas circunstaˆncias e´ classificadas de ‘o´ptimo’.
satisfato´rio Um algoritmo e configurac¸a˜o que produza trajecto´rias que sejam um pouco
piores que o definido acima mas que verifiquem −2 < log10 x2T < −1 na u´ltima iterac¸a˜o
e´ designado de ‘satisfato´rio’.
mau Os algoritmos e configurac¸o˜es que produzam outras trajecto´rias me´dias que na˜o as de
cima listadas sa˜o registados como ‘mau’. Nestes incluem-se os que produzem trajecto´rias
que entram na ‘regia˜o A’ no gra´fico muito tardiamente como ocorre para E0 = α/40
por exemplo em alguns casos.
Seguem-se as concluso˜es.
1. A Tabela 4.1 na˜o permite identificar um u´nico algoritmo adequado e o´ptimo a todos os
problemas estudados. Para usar o que de melhor tem este conjunto de algoritmos conve´m
conhecer o melhor poss´ıvel o problema em causa. No entanto, nos itens seguintes, vamos
resumir algumas considerac¸o˜es gerais sobre cada um dos algoritmos.
2. O algoritmo com passo multiplicativo oferece para valores ud = 1 e pro´ximos um meio
de alcanc¸ar uma boa vizinhanc¸a do zero sob condic¸o˜es muito gerais (linhas 10, 11 e
12). Este resultado nume´rico, ja´ observado em estudos de Almeida et al [1] (usando o
gradiente) e em Salomon e Hemmen [43] (usando a variac¸a˜o da func¸a˜o objectivo), revela
que o comportamento deste algoritmo e´ mais rico que aquilo que a teoria preveˆ neste
trabalho. Para outros valores de ud as soluc¸o˜es encontradas podem na˜o ser boas (linhas
10 e 11).
3. O algoritmo de Kesten generalizado teve sucesso para o problema para o qual foi desen-
volvido: quando se comec¸a duma posic¸a˜o inicial em que o ru´ıdo e´ pequeno o algoritmo
fornece uma ra´pida aproximac¸a˜o ao zero. Nestas circunstaˆncias, conhecendo-se o declive
no zero de ϕ, pode ser definido um ra´pido algoritmo numa fase de transic¸a˜o, e ainda,
com comportamento de eficieˆncia ma´xima assimpto´tica (linha 9).
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Algoritmo problema o´ptimo satisfato´rio mau
Tipo
RM
RM
x0 = 0, S = 1
(Fig. 4.4, p. 98)
α, α/2 2α, 3α/2, α/20,
α/30, α/40,
α/200
—
x0 = 5, S = 1
(Fig. 4.5, p. 99)
— α/200 2α, 3α/2, α, α/2, α/20,
α/30, α/40
x0 = 10, S = 0.1
(Fig. 4.6, p. 100)
— α/200 2α, 3α/2, α, α/2, α/20,
α/30, α/40
Kesten
x0 = 0, S = 1
(Fig. 4.7, p. 101)
α, α/2 2α, 3α/2, α/20,
α/30, α/40,
α/200
—
x0 = 5, S = 1
(Fig. 4.8, p. 102)
— α/200 2α, 3α/2, α, α/2, α/20,
α/30, α/40
x0 = 10, S = 0.1
(Fig. 4.9, p. 103)
— α/20, α/30,
α/40, α/200
2α, 3α/2, α, α/2
K.g.
u = 3
d =
−1
x0 = 0, S = 1
(Fig. 4.10, p. 104)
α, α/2 α/20, α/30,
α/40, α/200
2α[1], 3α/2 [1]
x0 = 5, S = 1
(Fig. 4.11, p. 105)
— α/200 2α, 3α/2, α, α/2, α/20,
α/30, α/40
x0 = 10, S = 0.1
(Fig. 4.12, p. 106)
3α/2,
α, α/2
α/20, α/30,
α/40, α/200
—
Multi-
plica-
tivo
Va´rios
ud
x0 = 0, S = 1
(Fig.4.13-4.14,p.107-
108)
— 0.995, 0.999, 1,
1.01
0.90[2], 0.95[2], 0.99[2],
1.03, 1.05, 1.07, 1.09
x0 = 5, S = 1
(Fig. 4.15-4.16, p. 109-
110)
— 0.999, 1, 1.01 0.90, 0.95, 0.99, 0.995,
1.03, 1.05, 1.07, 1.09
x0 = 10, S = 0.1
(Fig.i 4.17-4.18, p. 111-
112)
— 0.90, 0.95, 0.99,
0.995, 0.999, 1,
1.01, 1.03, 1.05,
1.07, 1.09
—
Notas: [1] Ver ponto 3. nos comenta´rios a esta tabela. [2] O histograma apresenta ocorreˆncia de amos-
tras cuja trajecto´ria foi ma´ causando fraca eficieˆncia em me´dia, revelando-se assim uma configuac¸a˜o
pouco robusta.
Tabela 4.1: Robustez e eficieˆncia das soluc¸o˜es produzidas por cada algoritmo e sua confi-
gurac¸a˜o.
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Foi observado que em poucas trajecto´rias partindo de x0 = 0, e usando u = 3, d = −1
na˜o houve uma aproximac¸a˜o efectiva para o zero nas 20 000 iterac¸o˜es. Experieˆncias
nume´ricas ana´logas mas com os valores
u = 2.5, d = −0.5
resolveram estes casos mantendo as mesmas concluso˜es nos problemas x0 = 5, S = 1 e
x0 = 10, S = 0.1.
4. Os algoritmos de Robbins-Monroe e Kesten revelaram-se semelhantes (linhas 1 a 6):
ma´xima eficieˆncia para E0 = α (e quase ma´xima para α/2).
5. Para o valor E0 = α/200 foi sempre poss´ıvel obter uma boa trajecto´ria me´dia em qual-
quer me´todo RM, K, ou Kg. Tal deve-se a que o decre´scimo do passo seja suficientemente
lento para que o algoritmo consiga atingir a uma pequena vizinhanc¸a do zero de ϕ. Este
resultado mostra que o valor de E0 deve ser escolhido suficientemente pequeno por forma
a permitir aos algoritmos o tempo necessa´rio para alcanc¸ar o o´ptimo. Mas dois proble-
mas se levantam: se o valor E0 escolhido for demasiado baixo perde-se velocidade de
convergeˆncia quando a trajecto´ria se encontra numa pequena vizinhanc¸a do o´ptimo, e,
so´ se sabe se este valor e´ baixo conhecendo ϕ(x∗), o que nem sempre e´ poss´ıvel.
Neste sentido, o algoritmo de passo multiplicativo parece oferecer um meio de alcanc¸ar os
mesmos resultados satisfato´rios para qualquer problema mas sem se conhecer a derivada
ϕ′(x∗).
4.2 Caso bidimensional
A func¸a˜o de Rosenbrock (x, y) 7→ 100(y − x2)2 + (x− 1)2 tem o seguinte gradiente
ϕ(x, y) =
(−2 + 2x− 400(y − x2)x, 200y − 200x2) (4.2)
e tem sido usada em numerosos testes nume´ricos. O esboc¸o da func¸a˜o por curvas de n´ıvel esta´
na Figura 4.3.
As experieˆncias realizadas seguiram a secc¸a˜o anterior: a mesma expressa˜o de adaptac¸a˜o do
passo nos algoritmos de Robbins-Monroe, Kesten e Kesten generalizado mas agora com cons-
tante assimpto´tica E0 diferente. No passo multiplicativo manteve-se a escolha das constantes
(u, d). As experieˆncias obedeceram a:
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Figura 4.3: Curvas de n´ıvel da func¸a˜o de Rosenbrock em que o mı´nimo ocorre em (1, 1).
• Cada medida de ϕ(x) foi observada com o erro normalmente distribu´ıdo N (0, 1) e inde-
pendente em cada coordenada.
• O sinal de yt−1 · yt, em que · e´ o produto interno, foi usado para decidir as variac¸o˜es no
passo.
• Foram realizadas 40 experieˆncias para cada configurac¸a˜o de 40 000 iterac¸o˜es cada.
• Para a constante E0 foram usados os valores {10, 1, 0.1, 0.01, 0.001, 0.0001}. Para valores
inferiores a 0.0001 o passo permanece praticamente constante e para valores superiores
a 10 as trajecto´rias na˜o sa˜o u´teis, como se vera´ no resumo da experieˆncias.
• O passo multiplicativo usou os mesmos paraˆmetros que no caso unidimensional: u = 1.1
(escolha arbitra´ria) e d obtido da igualdade ud = c onde
c ∈ {0.9, 0.95, 0.99, 0.995, 0.999, 1, 1.01., 1.03, 1.05, 1.07, 1.09}.
Os problemas foram:
x0 = (1, 1), S = I: Partindo da soluc¸a˜o x
∗ com perturbac¸o˜es elevadas em cada medida da
func¸a˜o ϕ(x). Pretende-se observar se os me´todos permanecem numa pequena vizinhanc¸a
da soluc¸a˜o apo´s a primeira iterac¸a˜o.
x0 = (−1, 1), S = I: Partindo dum ponto afastado da soluc¸a˜o, pretende-se avaliar a efica´cia
dos me´todos no percurso ate´ ao o´ptimo. O vale em forma de quadra´tica e´ pouco inclinado
mas com inclinac¸o˜es acentuadas longe deste. Pretende-se averiguar se os me´todos que
usam a mudanc¸a de sinal de yt−1 · yt conseguem lidar com a curvatura.
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As Figuras 4.19 a 4.28 resumem as experieˆncias nume´ricas realizadas no gra´fico das tra-
jecto´rias me´dias e no histograma da u´ltima iterac¸a˜o e da ana´lise desses gra´ficos seguem os
comenta´rios sobre a aplicac¸a˜o destes algoritmos:
1. Partindo do o´ptimo a primeira iterac¸a˜o vai afastar-se desse ponto. Nenhum algoritmo
conseguiu produzir uma trajecto´ria me´dia que melhorasse, pelo contra´rio, houve forte
pioria das soluc¸o˜es finais encontradas.
2. Partindo do ponto (−1, 1), apenas os algoritmos que permitem passo elevado conseguem
produzir uma sequeˆncia u´til. O algoritmo com constante E0 = 10
−4 praticamente na˜o
reduz o passo e por isso a trajecto´ria consegue alcanc¸ar o zero do campo de vectores. Esta
conclusa˜o e´ va´lida para os algoritmos Robbins-Monroe, Kesten e Kesten generalizado.
Para o passo multiplicativo, os casos ud > 1 produzem sequeˆncias que mante´m o passo
suficientemente elevado para que a trajecto´ria atinja uma pequena vizinhanc¸a do o´ptimo
embora depois na˜o haja convergeˆncia.
Os resultados desta Secc¸a˜o na˜o encorajam uma aplicac¸a˜o directa destes me´todos a`s redes
neuronais mas mesmo assim foi tentado o treino de uma rede neuronal para aprendizagem
da func¸a˜o lo´gica ou-exclusivo. Pore´m, os mesmos maus resultados foram obtidos: so´ para
situac¸o˜es em que o passo podia permanecer elevado, praticamente igual ao passo ma´ximo, e´
que houve progressa˜o significativa do treino. Para muitas configurac¸o˜es de paraˆmetros (u, d),
em ambos os algoritmos Kg e Mul, o nu´mero ma´ximo de iterac¸o˜es foi atingido sem a rede ter
aprendido.
Seguem-se os gra´ficos das trajecto´rias me´dias e histogramas da soluc¸a˜o encontrada na
u´ltima iterac¸a˜o que serviram de base aos comenta´rios do presente Cap´ıtulo.
Os resultados nume´ricos e gra´ficos foram obtidos programando na linguagem R [37]. A
rede neuronal acima referida foi programada com GNU C++ (gcc.gnu.org). A Tese foi escrita
usando o pacote MIKTEX (www.miktex.de) tendo sido o livro The LATEX Companion [18] o
principal guia de LATEX.
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(b) Histograma da u´ltima observac¸a˜o na forma (1/2) log10 x
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Figura 4.4: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Robbins-
Monroe na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a
medic¸a˜o e´ sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 0 (zero
da func¸a˜o).
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(b) Histograma da u´ltima observac¸a˜o na forma (1/2) log10 x
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Figura 4.5: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Robbins-
Monroe na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a
medic¸a˜o e´ sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 5 (afastado
do zero da func¸a˜o).
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(b) Histograma da u´ltima observac¸a˜o na forma (1/2) log10 x
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Figura 4.6: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Robbins-
Monroe na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a
medic¸a˜o e´ sujeita a um erro normal com desvio 0.1, com o processo iniciado em x0 = 10
(afastado do zero da func¸a˜o).
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(b) Histograma da u´ltima observac¸a˜o na forma (1/2) log10 x
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Figura 4.7: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o e´
sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 0 (zero da func¸a˜o).
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Figura 4.8: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o e´
sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 5 (afastado do zero
da func¸a˜o).
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(b) Histograma da u´ltima observac¸a˜o na forma (1/2) log10 x
2
20000.
Figura 4.9: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o e´
sujeita a um erro normal com desvio 0.1, com o processo iniciado em x0 = 10 (afastado do
zero da func¸a˜o).
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Figura 4.10: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o e´
sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 0 (zero da func¸a˜o).
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(b) Histograma da u´ltima observac¸a˜o na forma (1/2) log10 x
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Figura 4.11: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
generalizado na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a
medic¸a˜o e´ sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 5 (afastado
do zero da func¸a˜o).
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Figura 4.12: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
generalizado na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a
medic¸a˜o e´ sujeita a um erro normal com desvio 0.1, com o processo iniciado em x0 = 10
(afastado do zero da func¸a˜o).
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Figura 4.13: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 0.9, ud = 0.95, ud = 0.99, ud = 0.995, ud = 0.999, ud = 1, com u = 1.1
fixo, na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o
e´ sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 0 (zero da func¸a˜o).
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Figura 4.14: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 1, ud = 1.01, ud = 1.03, ud = 1.05, ud = 1.07, ud = 1.09, com u = 1.1
fixo, na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o
e´ sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 0 (zero da func¸a˜o).
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Figura 4.15: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 0.9, ud = 0.95, ud = 0.99, ud = 0.995, ud = 0.999, ud = 1, com u = 1.1
fixo, na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o
e´ sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 5 (afastado do zero
da func¸a˜o).
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Figura 4.16: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 1, ud = 1.01, ud = 1.03, ud = 1.05, ud = 1.07, ud = 1.09, com u = 1.1
fixo, na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o
e´ sujeita a um erro normal com desvio 1, com o processo iniciado em x0 = 5 (afastado do zero
da func¸a˜o).
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Figura 4.17: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 0.9, ud = 0.95, ud = 0.99, ud = 0.995, ud = 0.999, ud = 1, com u = 1.1
fixo, na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o
e´ sujeita a um erro normal com desvio 0.1, com o processo iniciado em x0 = 10 (afastado do
zero da func¸a˜o).
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Figura 4.18: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 1, ud = 1.01, ud = 1.03, ud = 1.05, ud = 1.07, ud = 1.09, com u = 1.1
fixo, na determinac¸a˜o do zero da func¸a˜o sen(α tanh(x)), com α = 19/20π, quando a medic¸a˜o
e´ sujeita a um erro normal com desvio 0.1, com o processo iniciado em x0 = 10 (afastado do
zero da func¸a˜o).
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(a) Trajecto me´dio em 40 repetic¸o˜es na forma log10 |xt − (1, 1)| para cada configurac¸a˜o do algoritmo du-
rante 40000 iterac¸o˜es.
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Figura 4.19: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de
Robbins-Monroe na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando
a medic¸a˜o de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo ini-
ciado em x0 = (1, 1) (zero do gradiente).
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(a) Trajecto me´dio em 40 repetic¸o˜es na forma log10 |xt − (1, 1)| para cada configurac¸a˜o do algoritmo du-
rante 40000 iterac¸o˜es.
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Figura 4.20: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando a medic¸a˜o
de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo iniciado em
x0 = (1, 1) (zero do gradiente).
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(a) Trajecto me´dio em 40 repetic¸o˜es na forma log10 |xt − (1, 1)| para cada configurac¸a˜o do algoritmo du-
rante 40000 iterac¸o˜es.
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(b) Histograma da u´ltima observac¸a˜o na forma log10 |x40000 − (1, 1)|.
Figura 4.21: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
generalizado na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando a
medic¸a˜o de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo iniciado
em x0 = (1, 1) (zero do gradiente).
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(b) Histograma da u´ltima observac¸a˜o na forma log10 |x40000 − (1, 1)|.
Figura 4.22: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 0.9, ud = 0.95, ud = 0.99, ud = 0.995, ud = 0.999, ud = 1, com u = 1.1
fixo, na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando a medic¸a˜o
de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo iniciado em
x0 = (1, 1) (zero da gradiente).
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Figura 4.23: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 1, ud = 1.01, ud = 1.03, ud = 1.05, ud = 1.07, ud = 1.09, com u = 1.1
fixo, na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando a medic¸a˜o
de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo iniciado em
x0 = (1, 1) (zero da gradiente).
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(a) Trajecto me´dio em 40 repetic¸o˜es na forma log10 |xt − (1, 1)| para cada configurac¸a˜o do algoritmo du-
rante 40000 iterac¸o˜es.
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(b) Histograma da u´ltima observac¸a˜o na forma log10 |x40000 − (1, 1)|.
Figura 4.24: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de
Robbins-Monroe na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando
a medic¸a˜o de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo ini-
ciado em x0 = (−1, 1) (afastado do zero do gradiente).
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(a) Trajecto me´dio em 40 repetic¸o˜es na forma log10 |xt − (1, 1)| para cada configurac¸a˜o do algoritmo du-
rante 40000 iterac¸o˜es.
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(b) Histograma da u´ltima observac¸a˜o na forma log10 |x40000 − (1, 1)|.
Figura 4.25: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando a medic¸a˜o
de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo iniciado em
x0 = (−1, 1) (afastado do zero do gradiente).
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(a) Trajecto me´dio em 40 repetic¸o˜es na forma log10 |xt − (1, 1)| para cada configurac¸a˜o do algoritmo du-
rante 40000 iterac¸o˜es.
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(b) Histograma da u´ltima observac¸a˜o na forma log10 |x40000 − (1, 1)|.
Figura 4.26: Descric¸a˜o estat´ıstica da aplicac¸a˜o de va´rias configurac¸o˜es do algoritmo de Kesten
generalizado na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando a
medic¸a˜o de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo iniciado
em x0 = (−1, 1) (afastado do zero do gradiente).
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(a) Trajecto me´dio em 40 repetic¸o˜es na forma log10 |xt − (1, 1)| para cada configurac¸a˜o do algoritmo du-
rante 40000 iterac¸o˜es.
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(b) Histograma da u´ltima observac¸a˜o na forma log10 |x40000 − (1, 1)|.
Figura 4.27: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 0.9, ud = 0.95, ud = 0.99, ud = 0.995, ud = 0.999, ud = 1, com u = 1.1
fixo, na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando a medic¸a˜o
de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo iniciado em
x0 = (−1, 1) (afastado do zero da gradiente).
122 CAPI´TULO 4. ESTUDOS NUME´RICOS
0 10000 20000 30000 40000
−
3
−
2
−
1
0
1
Algoritmo com passo multiplicativo u=1.1, ud>=1 (x[0]=(−1,1), S=1)
lo
g 1
0
(m
éd
ia
(x
t
−
x
o
)) 1
1.01
1.03
1.051.07
1.09
(a) Trajecto me´dio em 40 repetic¸o˜es na forma log10 |xt − (1, 1)| para cada configurac¸a˜o do algoritmo du-
rante 40000 iterac¸o˜es.
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(b) Histograma da u´ltima observac¸a˜o na forma log10 |x40000 − (1, 1)|.
Figura 4.28: Descric¸a˜o estat´ıstica da aplicac¸a˜o do algoritmo de passo multiplicativo com as
configurac¸o˜es ud = 1, ud = 1.01, ud = 1.03, ud = 1.05, ud = 1.07, ud = 1.09, com u = 1.1
fixo, na determinac¸a˜o do zero do gradiente da func¸a˜o de Rosenbrock (4.2), quando a medic¸a˜o
de cada coordenada e´ sujeita a um erro normal com desvio 1, com o processo iniciado em
x0 = (−1, 1) (afastado do zero da gradiente).
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