Abstract. Simple Conceptual Graphs (SGs) form the cornerstone for the "Conceptual Graphs" family of languages. In this model, the subsumption operation is called projection; it is a labelled graphs homomorphism (a NP-hard problem). Designing efficient algorithms to compute projections between two SGs is thus of uttermost importance for the community building languages on top of this basic model. This paper presents some such algorithms, inspired by those developped for Constraint Satisfaction Problems. In order to benefit from the optimization work done in this community, we have chosen to present an alternate version of SGs, differences being the definition of these graphs as hypergraphs and the use of conjunctive types.
Introduction
Introduced in [22] , Simple Conceptual Graphs (or SGs) have evolved into a family of languages known as Conceptual Graphs (CGs). In the basic SG model, the main inference operator,projection, is basically a labelled graph homomorphism [10] . Intuitively, a projection from a SG H into a SG G means that all information encoded in H is already present in G. This operation is logically founded, since projection is sound and complete w.r.t. the first-order logics semantics Φ.
As a labelled graph homorphism, deciding whether a SG projects into another one is a NP-complete problem [10] ; moreover, considering this global operation (instead of a sequence of local operations, as in [22] ) allows to write more efficient algorithms. Indeed, this formulation is very similar to the homomorphism theorem, considered vital for database query optimization [1] . Designing more efficient projection algorithms is of uttermost importance to the GG community, not only for SGs reasonings, but for usual extensions of this basic model: reasonings in nested CGs can be expressed as projection of SGs [3] , CG rules rely on enumerating SGs projections [20] , a tableaux-like method for reasonings on full CGs uses SGs projection to cut branches of the exploration tree [16] ...
The BackTrack algorithm (or BT) [13] has naturally been used in numerous CG applications to compute projections (e.g. in the platform CoGITaNT [12] ). However, the CG community has not collectively tried to improve it. On the other hand, the Constraint Satisfaction Problem (CSP) community has been working for the last 20 years on various BT improvements. Although [18] have pointed out the strong connections between SG-Projection and CSP, this work has mainly led to exhibit new polynomial subclasses for SG-Projection. Our goal in this paper is to propose a translation of some generic algorithms developped in the CSP community to the SG-Projection problem.
Though numerous algorithms have been proposed to solve CSPs, we considered the following criteria to decide which one(s) to adopt: 1) the algorithm must be sound and complete (it must find only, and all projections); 2) the algorithm must be generic, i.e. not developped for a particular subclass of the problem; 3) the algorithm must add as little overhead cost as possible. Let us now precise the third point. Many CSP algorithms rely on powerful filtering techniques to cope with exceptionally difficult instances of the problem (i.e. when the graphs involved are dense random graphs, corresponding to the phase transition [21] ). However, when the graphs involved are sparse and well-structured graphs (and it seems to be the case for SGs written by human beings), these algorithms, inducing a high overhead cost, are not as efficient as those presented here.
The algorithms presented here are BackMark [11] and Forward Checking [14] . We present them in an unified way, using an original data structure that allow to write them with small code modification, and to execute them at little overhead cost. It was a surprise to see, in [8] , how much more efficient was the Forward Checking algorithm when we considered SGs as hypergraphs, instead as their associated bipartite graph (as is usually done for SGs). We have then decided to present SGs as hypergraphs (following the proposal of [7] , whose reasons were essentially to simplify definitions). Integrating a type conjunction mechanism (as done in [2, 4, 9] ) also allows us to reduce the number of projections from a graph into another one, while keeping the meaningful ones.
This paper is organized in two distinct parts. In Section 2 (Syntax and Semantics), we recall main definitions and results about SGs, in our hypergraph formalism. Section 3 (Algorithms) is devoted to projection algorithms.
Syntax and Semantics
This section is devoted to a definition of SGs as hypergraphs. Syntax is given for the support (encoding ontological knowledge), and for SGs themselves (representing assertions). The notion of consequence is defined by model-theoretic semantics, and we show that projection is sound and complete with respect to these semantics. For space requirements, definitions are given without much examples. However, we discuss at the end of this section how our definitions relate to usual ones (as in [17] , for example).
Syntax
The support encodes the vocabulary available for SGs labels: individual markers will be used to name the entities represented by nodes, and relation types, used to label hyperarcs, are ordered into a type hierarchy. SGs encode entities (the nodes) and relations between these entities.
