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A utilização generalizada do computador para a automatização das mais diversas tarefas,
tem conduzido ao desenvolvimento de aplicações que possibilitam a realização de actividades
que até então poderiam não só ser demoradas, como estar sujeitas a erros inerentes à activi-
dade humana.
A investigação desenvolüda no âmbito desta tese, tem como objectivo o desenvolvimento de
um software e algoritmos que permitam a avaliação e classificação de queijos produzidos na
região de Evora, através do processamento de imagens digitais.
No decurso desta investigação, foram desenvolvidos algoritmos e metodologias que permitem
a identificação dos olhos e dimensões do queijo, a presença de textura na parte exterior do
queijo, assim como características relativas à cor do mesmo, permitindo que com base nestes
parâmetros possa ser efectuada uma classifica4ão e avaliação do queijo.
A aplicação de software, resultou num produto de simples utilização. As fotografias devem
respeitar algumas regras simples, sobre as quais se efectuará o processarnento e classificação
do queijo.
Palavras Chave: Processamento de Imagem, Processamento de Sinal, Segmentação,




Digital Image Processing Applied to Regional Évora Chess Quality Control
The widespread use of computers for the automation of repetitive tasks, has resulted in
developing applications that allow a range of activities, that until now could not only be time
consuming and also subject to errors inherent to human activity, to be performed without
or with little human intervention.
The research carried out within this thesis, aims to develop a software application and
qlgorithms that enable the assessment and classification of cheeses produced in the region of
Evora, by digital images processing.
Throughout this research, algorithms and methodologies have been developed that allow
the identification of the cheese eyes,the dimensions of the cheese, the presence of texture on
the outside of cheese, as well âs an analysis of the color, so that, based on these parameters,
a classification and evaluation of the cheese can be conducted.
The developed software application, is product simple to use, requiring no special com-
puter knowledge. Requires only the acquisition of the photographs following a simple set of
rules, based on which it will do the processing and classification of cheese.
Keywords: Image Processing, Signal Processing, Segmentation, Texture, Classifica-
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o B Constante arbitrária
o @ Operador de convolução
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o F7(I(i, j),r) Funçã,o de limiarização da imagem .I com o limiar r
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o a(n) Resposta impulsiva do filtro H116
xD(
o y,(n) Sinal resultante da aplicação do frltro H16
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o thi Limíâr paxâ a linha i
o Th(I(i,, j),a"(n),au(n)) Limiarização da imagem I(i,i), por comparação de yo6(n) com
tht
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Abreviaturas
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"Food safety i,s always an emotiue issue, although most of us probably d,ont gi,ae ,it much
thought when we are actually eating.,'
Mark Graves and Bruce Batchelor [40]
1.1 Motivação
O controlo de qualidade de produtos certificados exige usualmente a avaliação por painéis
de provadores. Um dos objectivos deste trabalho é colocar à disposição dã um painel de
provadores um instrumento que extraia medidas rigorosas e objectivas de um produto certi-
ficado. Este trabalho concentra-se na avaliação do queijo de Évora.
O queijo de Évora obedece a critérios bem definidos para a apreciação das suas ca-
racterísticas organolépticas, mediante diversos critérios. Alguns desses critérios podem ser
analisados visualmente :
o Apreciação Externa:
- Cilindro baixo, com abaulamento lateral e um pouco na face superior, sem bordos
definidos;
- Crosta inteira, bem formada, lisa ou ligeiramente rugosa, amarelada, que escurece
quando em contacto com o ar, consistência dura ou semidura.
o Apreciação Interna:
- Pasta fechada e bem ligada, com a^specto untuoso e com alguns olhos pequenos,
cor arnarelada e uniforme.
Em [1a] encontra-se a seguinte definição para o queijo de Évora:
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Definição - Queijo curado de pasta dura ou semi-dura com poucos ou nenhuns olhos ligeira-
mente amarelada. Obtido por esgotamento da coalha após a coagulaçã,o do leite cru de
ovelha estreme, por acção de uma infusão de cardo (Cínara Cardunculos L.), que lhe
confere um sabor ligeiramente picante e acidulado, sendo mais acentuado no queijo de
pasta dura. Obrigatoriamente proveniente da região proposta e submetido ao controle
da Entidade Certificadora.
Relativamente à» características e forma do queijo de Évora, estas são apresentada^s em
[14] do seguinte modo:
Características - É u* queijo curado de pasta dura, com teor de humidade entre 49% e
56% referido ao queijo isento de matéria gorda e com um teor de gordura de 45To a
60% referido ao extracto seco, sendo por isso considerado um queijo gordo; ou queijo
curado de pasta semi-dura, com um teor de humidade de 54% a63Yo, referido ao queijo
isento de matéria gorda e com um teor de gordura de 45% a 60To, no extracto seco
sendo igualmente um queijo gordo.
Forma - Cilindro baíxo (prato), com abaulamento lateral e um pouco na face superior, sem
bordos definidos.
Quanto as dimensões o diâmetro deve estar compreendido entre 4 e 8cm, altura entre os
2 a 4cm e peso de 60 a 90g [14].
Os critérios de apreciação externa e interna podem ser reconhecidos e analisados pelo
processamento de foiografias digitais. Já os critérios de cheiro e sabor, são impossíveis de
avaliar através de imagem.
Todos os produtores certificados têm de periodicamente submeter alguns queijos a uma
Entidade Ceriificadora que, por sua vez, os envia paÍa o painel de provadores do Laboratório
de Tecnologia e Qualidade dos Produtos Naturais, no Pólo da Mitra da Universidade de
Érnoru, que emite o seu paÍecer para a Entidade Certificadora.
Embora exista uma definição formal das características do queijo de Évora, usualmente
não existe consenso relativamente à classificação e avaliação de um queijo por parte de todos
os elementos do painel. A utilização de ferramentas com medidas rigorosas e objectivas,
poderão potencialmente permitir uma avaliação mais objectiva e consistente por parte do
painel de provadores.
Após cuidada pesquisa na mais diversa bibliogra,fia especiahzad,a tanto no domínio de
técniõas de processamento de imagem, como de anráIise de produtos naturais com as referidas
técnicas, concluiu-se que se estava perante um problema ainda por explorar'
Posto isto, a abordagem seguida neste trabalho teve em consideração a complexidade
crescente das soluções desenvolvidas, em função dos resultados e problemas encontrados.
1.2. CONTRIBUTOS
L.2 Contributos
As principais contribuições desta tese são:
o Algoritmo de Segmentação, que permite o reconhecimento dos olhos existentes no
queijo, com cor de fundo variável, mediante o processamento de fotografias digitais;
o Aplicação da transformada de Hough para a detecção de textura em fotografias do
exterior de queijos;
o Desenvolvimento de uma aplicação de software, que permite a araliação automática de
queijos;
o Teste do software desenvolvido com fotografias e dados reais, obtidos com a colaboração
do painel de provadores do .Laboratório de Tecnologia e Qualidade dos produtos Na-
turais, da Universidade de Évora.
L.3 Estrutura da tese
A tese encontra-se estruturada do seguinte modo:
Capítulo 1 - Capítulo introdutório da tese, onde é apresentado o problema a solucionar. É
descrita a estrutura da tese e as suas principais contribuições.
Capítulo 2 - É efectuada uma revisão da literatura e estado da arte.
Capítulo 3 - Resume alguns conceitos essenciais sobre Sinais, Sistemas e Filtros Digitais.
Capítulo 4 - Descrição e apresentação do modo como são adquiridas e pré-processadas as
fotografias.
Capítulo 5 - Formulação teórica do algoritmo de segmentação desenvolúdo e implemen-
tado. Algumas considerações sobre o algoritmo desenvolvido e comparação com algoritmos
já referenciados na literatura. Anrílise dos resultados da segmentação conseguidos através
da sua aplicação as imagens do corpus.
Capítulo 6 - Apresentação de uma metodologia para a detecção de texturas, baseada na
transformada de Hough. comparação com outras abordagens.
Capítulo 7 - Descrição do procedimento de recolha de características das imagens, com
base no resultado do algoritmo de segmentação apresentado no capítulo b, assim como as
características referentes à cor.
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Capítulo g - Aplicação de algoritmos de aprendizagem automática. Descrição dos algorit-
mos utilizados. Análise dos resultados de cada algoritmo'
Capítulo g - Apresentação de. uma aplicação de software, usando os algoritmos apresenta-
dos nos capítulos anteriores. É descrito o seu modo de funcionamento e interacção com o
utilizador. São ainda detalhados alguns aspectos relevantes da sua implementação.
Capítulo 10 - Por flm, são apresentadas as principais conclusões, deixando-se em aberto
problemas para investiga4ã,o futura.
Capítulo 2
Estado da Arte
"Image processing and analys'is are specialist subjects, and, thei,r appli,cati,on is complicated,
by the sheer uolume of data that as to be processed, ... Bem,use of the specialist nàture of
image processing on the one hand and the demand,s of food, prod,uction on the other, this i,i
no ea,sy task."
E. R. Davies [20]
O processamento de imagem é uma técnica que tem sido amplarnente utilizada para a
análise de diversos materiais, produtos naturais, processos de produção, entre outros, com o
intuito de detectar defeitos, melhorar a eficiência e a qualidade de produçao [40].
A avaliação e anáIise de produtos naturais por meio do processamento de imagem, tem
sido efectuado por diversos autores com os mais diversos objectivos, dos quais se destacam
o controlo de qualidade, selecção ou medição de características e detecção de anomalias.
Propriedades como a cor, forma, tamanho ou manchas na superficie são aspectos que o
consumidor tem em consideração aquando da compra de fruta. Para facilitar a classificação
e embalagem de fruta comercializada nas grandes superfícies comerciais, foram desenvolvidas
tecnologias que por anrílise de imagens permitem automatizar esta tarefa [40].
Ainda em [40], o processarnento de imagens digitais é utilizado paxa a classificação de
superfícies de madeira. Pretende-se detectar rachas, nós e buracos de vermes, influenãiando
na classificação da madeira. Este processamento é efectuado mediante a utilização de técnicas
de detecção de textura, como por exemplo, os filtros de Gabor [21].
Para os criadores de animais, um dado importante é a possibilidade de monitorizar o
tarnanho e peso dos seus animais. A recolha de imagens pode requerer sistemas complexos,
nomeadamente para imagens de peixes. No entanto, obtida a imagem prossegue-se com a
aplicação de tecnicas de processamento de imagem [17]. O crílculo do peso de porcos, através
do processamento de imagem, tem sido igualmente objecto de diversos estudàs [2], [5g].
O estudo da qualidade dos cereais, tem também sido alvo de técnicas de processamento
de imagem, permitindo a automatizaqão deste processo [1], [BA].
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Na maioria dos exemplos referidos, é necessiírio o reconhecimento de objectos na ima-
gem. A segmentação de imagens, método pelo qual uma imagem é dividida nas regiões que
ã constituãm, é bastante utilizado para a detecção de objectos em imagens. Em [53], os
algoritmos de segmentação são divididos em duas categorias: descontinuidade ou similari-
aaae. Na primeira categoria, a imagem é dividida em função de alterações bruscas da sua
cor, correspondendo aos limites (fronteiras) dos objectos, descrito na literatura como edge
d,eti,ecti,on 1ff1. Na segunda categoria, é definido um critério a priori, sendo a imagem 
parti-
cionada em regiões que estão de acordo com o critério. Entre outras técnicas, a limiarização
(threshold,ing) apresenta-se como um dos métodos mais utilizados na segmentação, devido à
sua simplicidade de implementação [53].
A segmentação de uma imagem por limiarização, consiste numa forma de separar os valo-
res dos [i*.t. dá imagem em duas classes distintas, em função do nível do limiar (threshold)
pretendido. Como resultado, é gerada uma imagem binaria onde os pixels correspondentes
aos objectos assumem o valor 1 e o fundo da imagem assume o valor 0. Para tal define-se a
fu.rção de limiarização pela equação 2.1:
FIUU,i),r): I se I(i.i\>r0 se I(i,i) <r
(2.1)
Diversos métodos utilizam a limiarização como técnica de segmentação de imagens como,
por exemplo, Otsu Threshold [48], sendo uma técnica referenciada por diversos autores [31],
162),1741.- -Na 
maioria dos algoritmos de segmentação por limiarização é definido um limiar fixo por
avaliação do histogra,ma da imagem. Uma abordagem diferente, consiste em considerar a
definiião automátúa do limiar, segundo a intensidade de cor e tamanho dos objectos, bem
como, a fracção da area ocupada por estes, entre outras características obtidas pela análise
do histograma [35]. São diversos os métodos para o cálculo do limiar de forma automática,
do, quaú se destacam iteratiue thresholding 125),, adaptiue thresholding [23], [75] e uariable
thresholding 1351.
Outros métodos de segmentaçã,o, como por exemplo, segmentação por clustering l3l,
[28], segmentação baseada em regiões (region-based segmentati,on) [35], -segmentação 
por
i..ãrrh"ci*ento das fronteiras dos objectos (boundary segnxentation) [34], são igualmente
referenciados na literatura.
Outro ponto de vista importante paxa esta tese é o tratamento de dados/informação
obtidos pel,o processamento da imagem. Este processamento pode gerar elevadas quantidades
de dados.
As elevadas quantidades de dados resultantes da introduçao das tecnologias de informação
e comunicação em praticamente todas as actividades do quotidiano, tem levado ao desen-
volvimento ãe atgoritmos para a extracção de informações e conhecimentos úteis a partir dos
dados em bruto [aa1. ertu necessidade de extrair informação de forma automática de bases
de dados, conduziu ao conceito de mineração de dados [18], [34'
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A descoberta de conhecimento em grandes quantidades de dados, requer a definição de
um modelo, ou seja, um sumário global do conjunto de dados. Este modelo pode to**
vrárias formas tais como árvores, grafos, regra^s ou equações [aB].
Para o problema em análise nesta tese - a classificação automática do queijo de Évora
- pretende-se a definição de um modelo que permita prever a classificação de um queijo,
mediante o conhecimento préúo da classificação de outros queijos (base de conheci*ã"tã).
No domínio da mineração de dados, este problema é denominado por predição, que pode ser
de dois tipos:
Classiftcação Atribuição de uma classe em função dos atributos (rariáveis de entrada) de
uma instância.
Regressão Aproximação de uma função desconhecida com um contradomínio numérico.
Existem diversas ferramentas de software de mineração de dados, tais como Wekal, MAT-
LAB2, KDnuggetss. A ferramenta Weka, é uma das máis utilizadas, e estando desenvolvida
na linguagem de programação JAVA, constituiu-se como a ferramenta de mineração de dados
preferencial para a integração com o software desenvolvido no âmbito desta tese.
Para problemas de classificação, os algoritmos baseados em árvores de decisão são os mais
utilizados, sendo o algoritmo C4.5 desenvolvido por Quinlan, um dos mais populares [78].
AIém do algoritmo C4.5, foram desenvolvidos outros algoritmos baseados em árvorei de
decisão, tais como ADThee (Altemating Decision nee) [24], BFTlee (Best-First Deci,si,on
ITee) 1601, Random Forest [72).
Além dos algoritmos referidos no parágra,fo anterior, as SVM (Suppor-t Vector Machines)
desenvolvidas em [16], são também utilizadas em problemas de classificaçã,o, estando igual-




.cs. waikato. ac .nz / ml I wel<a /
. mathworks. com/ produc ts / matlab /
.kdnuggets. com/index. html
8 cl,pÍruto z. ESTADI DA AHnE
Capítulo 3
Sinais Sistemas e Filtros Digitais)
"Signal processi,ng is concerned wi.th the representation, transtormation, and mani,pulation
of s'ignals and the informati,on they conta'in. For erample, we may wi,sh to separate tow or
more s'ignals that haue somehow been combi,ned, or ue may want to enhance sorne si,gnal
component or sorne parameter of a signal model."
Alan V. Oppenheim, Ronald W. Schafer [5].
3.1 Introdução
No presente capítulo é efectuada urna breve descrição dos conceitos principais utilizados ao
longo do trabalho.
3.2 Sinais digitais
Os sinais estão presentes em muitos domínios da ciência e da engenharia, como por exemplo,
nas comunicações, na biologia, na sismologia, na electrónica, no processamento de imagem
ou de fala, nos sistemas militares e na indústria, entre muitos outros [59], [7].
Segundo [7], um sinal é definido como uma quantidade, propriedade ou variável que
depende do tempo. Em [39] é apresentada uma definição mais formal, em que um sinal é
definido como uma função de uma ou mais variáveis independentes com informação sobre
determinado fenómeno físico.
Como exemplo de sinais poderemos considerar a variação da força de um sismo a,o longo
do tempo, figura 3.1a, ou a variaçã,o do brilho numa imagem ao longo de duas variáveis
espaciais fr e A, que definem o plano da imagem, figura 3.1b.
Tendo em consideração o domínio de um sinal, este pode ser contínuo ou discreto. Um
sinal contínuo está definido para todos os valores da variável independente (e.g. tempo ou
espaço). Um sinal discreto encontra-se apenas definido em determinados valores da variável
independente, eventualmente espaçados regularmente.
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100 200 300 400 500 6m 700 8m m0 1000
(n) Sirrtrl cle tirrclio. (h) Variação do lrrilho ao longo cle ulna linha
clc urna imagcm.
Figura 3.1: Exemplo de sinais.
A análise de sinais contínuos não será objecto de estudo do presente texto, visto que o
tempo discreto intrínseco ao funcionamento de um computador inviabiliza o desenvolvirnento
de técnicas paÍa processamento de sinais contínuos.
Qualquer sinal discreto, r(n), pode ser representado em função de um sinal impulso
unitário, também designado por impulso unitário de Kronecker, representado na figura 3.2.
Representação da Funçáo Delta de Oirac
Figura 3.2: Sinal impulso unitário de Kronecker.











o ; n#o (3 1)
permitindo a decomposição de qualquer sinal discreto r(n), numa soma ponderada e
deslocada de impulsos unitários, da seguinte forma:
r(n):... +r(-1)õ(n+ 1) +r(0)ô(") + r(L)õ(n - 1) + r(2)õ(n-2)+... (3.2)
A expressão anterior, poderá ser redefinida para uma forma condensada, consistindo num
somatório em que r(k)õ(n-k) é um sinal com a amplitude de z(k) no instante em que n: k,
sendo que para os restantes instantes de n, a amplitude de r(fr) é igual a zeto.
qull
0




Para um sinal discreto a duas dimensões, a expressão do sinal impulso unitário da equação
3.1, é redefinida por
r(n): » r&)6(n-k)
1 ; u-u:0
0 ; u* 0 e u*0
(3.4)
Interpretando a equaçã,o 3.1 no âmbito de uma imagem digital, esta representa um pixel
brilhante (com valor igual a 1) na coordenada da origem de um plano escuro e infinito.
(u) (b)
Figura 3.3: Representação do impulso de Dirac a duas dimensões 6(u,u)
3.3 Sistemas digitais
Um sistema é um processo que estabelece uma relação de causa-efeito entre o sinal de entrada
r(n), e o sinal de saída y(n). tJm sistema pode ser igualmente definido como um dispositivo
físico que realiza uma operação ou modificação sobre um sinal [32]. Uma utilização comum
de um sistema é a redução de ruído ou interferência presente num sinal, que corrompe a
informaçã,o contida no sinal. Esta operação, também designada de filtro, reduz o ruído
(filtra) presente no mesmo.
Quando um sinal passa por um sistema, em que é filtrado e por isso é modificado, está-se
perante uma operação de processamento de sinal. Os sistemas são, na sua generalidade,
classificados consoante o tipo de operação que aplicam a um sinaJ. Se a operação for linear,
o sistema é igualmente linear. Se a operação aplicada sobre o sinal for não linear, o sistema é
designado por sistema nã,o linear. Neste trabalho serão utilizados maioritariamente sistemas
lineares.
Os sistemas além de caracterizados segundo as operações que realizam sobre um sinal,
podem ser caracterizados segundo o tipo do domínio dos sinais que processam. Em [39], um
sistema é referido como contínuo ou discreto se transforma sinais de entrada contínuos ou
discretos em sinais de saída contínuos ou discretos, respectivamente.
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Tendo ern consideração algumas proprieclades dos sistemas, estes podem ser caracteriza-
clos por apresentarem ou não apresentarem memórial, por scrern causais ou não causais2.
Os sisterna^s são divididos em clois grandes grupos: os sistemas lineares e os sistemas não
lineares. Se um sistema que recebe os sinais de entrada ,r(r) i ry(n) produz o sinal de
saída Aln) +y2(n), então o sistema satisfaz a condição de aditividade. Se o sinal de saída
/Aln) corresponde ao sinal de entrada /rln), em que 13 é:uma constante arbitrária, então
o sistema satisfaz a condição de homogeneidade. Um sistema que satisfaça as condições de
homogeneidade e de aclitividade é designado por sistema linear. Um sistema náo linear é um
sistema que não satisfaz algutna das condições anteriores [59].
As condições para que um sistema seja linear, são resumidas pelas próxirnas expressões:
Adi,ti,ui,dade : rln)-t r2@) ---+ aln) + az@) (3.5)
Homogeneidade : 0u ---+ 0h (3.6)
As duas propriedades anteriores, podem ser combinadas, resultando na propriedade de
sobreposição:
7p{n) + 1zrz(n) ---+ 0ür(") + 1zaz(n) (3.7)
Outra propriedade importante na caracterização de um sistema, refere-se à invariância
ternporal do sistema, ou seja, um sistema é considerado invariante no tempo se uma translação
de N instantes no tempo do sinal de entrada ú provoca igualmente uma translaçao no sinal
desaídat-N.
Um sistema é considerado linear e invariante no tempo, SLIT, se verificar as condições
de linearidade e invariância no tempo. Então, se se conhecer a resposta de um SLIT a uln
sinal impulso unitario, é possível determinar a resposta do SLIT a qualquer sinal de entrada,
que conduz ao conceito de resposta impulsiva do sistema.
A resposta impulsiva, h(n), também designada por resposta impulsional [39], define o
sinal de saída de um SLIT cujo sinal de entrarla é um impulso unitário de Dirac. A forma
de determinar a resposta de um SLIT a qualquer sinal de entrada, é dada pela soma de
convolução, assunto abordado na próxima secção.
3.4 Convolução
Tal como referido anteriormente, o conceito de soma de convolução, ou simplesmente con-
volução, permite determinar a relação entre o sinal de entrada de um sistema linear e invari-
lNurn sistema sern memória a saída no instante ú dependc apena,{J da entrada no instante ú, ao contrário
cle um sistema com memória ern que a saída no instante ú depende não so da entrada no instante ú como de
entradas anteriores.
2Num sistema causal a saída no instante ú pode depender não só da entrada no instante ú como de entradas
passarlas, sendo que os valores de saída de um sisterna não causal dependem de valores firttrros da erúrada.
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ante no tempo, r(n), e o sinal de saída, g(n).
Segundo a equação 3.3, qualquer sinal discreto pode ser representado pela soma de impul-
sos unitários e tendo em consideração as propriedades de linearidade e invariância temporal
de um SLIT, tem-se que:
õ(") + h,(r) =-> õ(, - k) --+ h(n - k) (3.8)
*oo *oo
À;--oo /ç: -oo
então, fazendo an : r(k), torna-se possível determinar a resposta de um SLIT, pela
opera4ã,o de convolução dada pela equa,çao 3.9.
+oo
a@): \ "1*7n@-k):x(n)@h(n) (3.10)rt:-oo
O operador de convolução, @, é um operador linear3, pelo que goza de propriedades
importantes, incluindo as propriedades comutativa, associativa e distributiva.
1. Comutativa: r(n) @ h(n) : h(n) A r(n)
2. Associativa: r(n) @ lht(n) x h2(n)l : fr(n) * h1(n)) @ h2(n)
3. Distributiva: r(n) @ lhr(") + h2(n)l : r(n) @ fu(n) + r(n) @ h2@)
3.5 Filtros digitais
Os sinais digitais, na sua generalidade, contêm bastante informação sobre o fenómeno físico
que representam, embora nem toda a informação seja substancialmente útil. A eliminação
dessas características, que por vezes estão associadas a ruídoa, é realizada pela aplicação
de um filtro ao sinal. Com esta operação, é produzido um novo sinal resultante de uma
alteração do sinal original [66].
3Um operador L é linea.r, se para qualquer par de funções Í, g e o escalar ú, verifica:
. L(Í + g): t (Í) + L(s)
o L(tf) : tL(Í)
aO ruído pode ser definido como urn sinal indesejável que interfere com a comunicação, medição ou
processamento da informação coutida num sinal [67].
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Os filtros digitais podem ser classificados em duas classes, ou seja, em filtros lineares e
não lineares, dependendo das propriedades matemáticas da função que implementa o filtro.
Os filtros lineares combinam os valores dos pixels da imagem a filtrar de uma forma
linear, através de soma^s ponderadas. Por outras palavras, o cálculo do novo valor do pixel
na imagem filtrada, I'(*,a) : pi,i, é obtido segundo a expressão
I'(r,y) : » I@ + i,,a * il.H(i,, i) (3.11)
(i,j)eRH
onde I/ é uma matriz n x n, designada por <miíscara do filtro., em que cada elemento
H (i, , j) indica o peso do pixel correspondente na regiã,o de suporte, na soma da equação 3. 1 1.
A equação 3.11 é uma aplicaçã,o do conceito de soma de convolução, descrito na secçã,o 3.4.
A região de suporte é dada por uma matriz definida em função do tamanho do filtro, n,
que para o caso de n : 3, a região de suporte é composta pelo pixel central pi,j e pelos seus
8 pixels vizinhos, tomando a forma de
[{z- r, i -r) (i,i -r) (i+l,i- 1)l
R : | (i, - r, i) (i,, i) (i + t, i) | (3.12)
L(, - 1, j +r) (i,i +t) (i+ l,i + 1)l
A aplicação do filtro a uma imagem, pode ser diüdia em três pa.ssos:
1. A máscara do filtro, .[/, é movida sobre a imagem original I(*,y), sendo que I/(0,0)
corresponde à posição actual na imagem (i,i);
2. Multiplicar todos os coeficientes de H(i,, j) pelo elemento correspondente da região de
suporte, e somâr os resultados;
3. A soma final será colocada na posição actual na nova imagem I'(i', i).
Capítulo 4
Aquisição e Pré-processamento das
Imagens
" Imagem enhancement i,s an 'important step i,n the processi,ng of large data sets to make the
results more sui,table for classifi,cati,on than were the ori,ginal data. It accentuates and
sharpens the i,mage features, such as edges, boundaries, and contrast. The process dos not
increase the i,nherent informati,on content in the data, but i,s does 'increase the dynamic
range of the features."
Sing-Tze Bow [9].
4.1 Introdução
A metodologia e os algoritmos desenvolvidos para a avaliação do queijo de Évora, através de
anáIise e processamento de fotografias digitais, pressupõe que as fotografias sejam obtidas
respeitando alguns requisitos. Com estes pressupostos pretende-se apenas definir o ambiente
em que a fotografia deve ser adquirida, restringindo a que na imagem apareçaÍn apenas
elementos essenciais a um processamento adequado da imagem.
4.2 Definição do ambiente
De modo a que seja possível a avaliação de um queijo, através do processamento de uma
imagem, é fundamental o reconhecimento do queijo na imagem. Outro aspecto a ter em
consideração para a definição do ambiente em que as imagens são recolhidas, é que uma
das características importantes na avaliação de um queijo, é o seu tamanho. Portanto, a
aquisição de imagens que permitam o reconhecimento do queijo na imagem, assim como um
críIculo aproximado da sua dimensão real, deverá respeitar as seguintes condições:
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1. Num fundo branco ou cinzento, definir um quadrado (moldura) cle 15 cm de lado, com
uma cor escura de fortc contra^ste com o fundo;
2. O fundo deve ter cor suave e uniforme, não sendo necessâriarnente igual dentro e fora
da moldura;
3. Cortar uma fatia de queijo com cerca de2 a 4 mm de espessura;
4. A fatia cortada deve ser colocada com a maior dimensão paralela a um dos lados da
moldura e sensivelmente no centro;
5. As dimensões da moldura devem ser superiores a2f 3 da fotografia.
As fotografias da figura 4.1, embora nem todas estejam totalmente correctas, são no




rnas com inclinação da
rnoldura para a csquerda.
(.) Imagem correcta
rnas corn inclinação da
moldura para a direita.
Figura 4.L: Exemplos de imagens aceites pela aplicação.
Nas fotografias 4.1b e 4.Lc a moldura encontra-se com uma excessiva rotação, relativa-
mente à molclura da fotografia 4.1a, que servirá como padrã,o preferencial para um melhor
desempenho do processamento da fotografia. Não obstante, a rotação da moldura das fo-
tografias 4.lb e 4.1c poderá ser corrigida, problema que será abordado na secção 4.5.
Os exemplos presentes na figura 4.2, sã,o considerados incorrectos. Tendo em conta
os pressupostos enunciados anteriormente, a,o executar a aplicação sobre fotografias com
ambiente incorrecto, o resultado poderá ser algo cornpletamente imprevisível, não sendo
responsabilidade cla aplicação a correcção de todos os erros cometidos pelo utilizador na
definição clo ambiente, tal como ele é proposto.
4.3 Detecção da moldura
Quanclo é solicitado à aplicação que processe uma fotografia, por forma a avaliar um queijo,
é necessário num estado inicial o reconhecimento do queijo na imagem. Se forem respeitados
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(u) A maior dirnensão do
queijo não está paralela a
uln dcls lados da moldura.
(b) Uma secção do
queijo encorrtra-se fora da
moldura.
r
(.) A rotação da moldura (d) A dimensão da
provoca o problerna da i- uroldura não é superior a
magem 4.2a. 213 da fotografia.
Figur a 4.2: Exemplos de imagens incorrectas.
os pressupostos da definição do ambiente propostos no ponto anterior, então o queijo está
algures dentro da moldura. Portanto, o primeiro processamento a aplicar sobre a imagem é
a detecção da moldura.
O processo de detecçã,o de objectos em imagens não é simples de realizar de forma
automática [52), pelo que deve iniciar-se o processamento da imagem utilizando algoritmos
de detecção de contornos, como por exemplo, os operadores de Roberts [55], operadores de
Sobel [45], operadores de Canny [13] [12] ou operadores de Prewitt [69].
Os operadores de Prewitt, também designados por filtro de Prewitt, efectuam o cálculo
do gradientel da luminosidade de cada pixel da imagem, informando sobre como varia a
luminosidade ao longo da imagem. As variações bruscas de cor, normalmente correspondem
aos limites de objectos, pelo que os contornos dos objectos sã,o identificados por uma nítida
alteração de cor a,o longo de determinada orientação.
Em termos matemáticos, o cálculo dos operadores de Prewitt recorre a filtros lineares, que
utilizam duas matrizes 3 x 3 com o intuito de neutralizar a sensibiliclade ao ruído por parte
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do operador de gradierúe simples. As dua^s matrizes, 4.2, sãa convolvidas coln a imagem















A magnitude do vector gracliente é dada pela equação 4.3. A magnitude do vector
gradiente é invariante à rotação da imagem e, como tal, independente da orientaçã,o dos




Visto que â abordagem desenvolvida efectua o processamento das imagens apenas a uma
dimensão, pretende-se apena,s detectar as linhas verticais da moldura. Para tal foram utiliza-
dos os operadores de Prewitt para detecção de linhas verticais, que podem ser implementados
recorrendo-se à operação de convoluçã,o linear, dada pela equação 4.4.
n=l m:l
Prewitt(i,j) : » Y h,uno"(i,i)I(i-n,,i-m)
: T;::(;,; @ r(i, j) (44)
onde h14n7,o(i, j) é uma matriz 3 x 3 que define a resposta impulsiva, dada pela equação
4.2a.
Os valores do gradiente sã,o então estimados, pela equação 4.5, numa escala apropriada.
vr(i,i) N 1. l- (r * r/-')(i'i)) 
'l
u Lii.^üiií','iii) (45)
Após a filtragem da imagem com os operadores de Prewitt, a imagem resultante contém
algum ruído. Este ruído apresenta-se na forma de pixels isolados de tonalidade acinzentada,
o que pode dificultar a localizaçã,o efectiva da moldura. A forma de eliminação deste ruído
é apresentado na próxima secção.
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I
(a) Imagem inicial. (b) Resultado da (") Zoom de 4.8b, com a
aplicação dos operadorers ideutificação do ruído pre-
de Prewitt. sente na imagem.
Figura 4.3: Detecção da moldura com os operadores de Prewitt.
4.4 Eliminação de ruído
A eliminação do ruído é efectuada pela filtragem da imagem I (i,, j) com um filtro de mediana.
Sendo impossível conceber um filtro que elimine todo o ruído sem afectar as estruturas
importantes da imagem, o filtro de media.na constitui uma boa alternativa [71].
Dada a matriz ^I com 'i colunas e j linhas, e dois inteiros positivos ímpares, Lt e t) ) o filtro
de mediana calcula uma matriz Medi,ana com o mesmo tamanho de 1, em que Mediana(i, j)
contém a mediana dos números em I(i,, j), correspondendo à vizinhança de r,l x u em torno
de (2, j). Quando a vizinhança de uma coordenada (i, j) náo estiver definida, convenciona-se
qtrc Mediana(i, i) : g.









Figura 4.4: Esquema da aplicação do filtro de mediana.
A mediana de um conjunto de valores p; é definida por:
medi,ana(potplt...,pK,...,pzà l px (4.6)
em que o valor da mediana corresponde ao valor central px, se a sequência (ps,p1, ...rpK, ...,pzx)
estiver ordenada, ou seja, se para qualquer i, : pi 1po*r.
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Figur a 4.5: Aplicação do filtro de mecliana.
4.5 Rotação da imagem
Identificadas as linhas verticais da moldura, prossegue-se verificando se a moldura apresenta
algum grau de inclinação. Se existir inclinaçã,o da moldura esta deve ser removida, de modo
a nã,o influenciar no cálculo da largura da moldura, e por conseguiute, afectar o cálculo da
dimensão real do queijo.
Para o cálculo do ângulo de inclinação da moldura, são determinados dois pontos da
linha esquerda da moldura, que distam ll3 da altura da imagem. Para ambos os pontos,
(*rtn,Atsr) e (*rtn,Uzsr), é amostrado um conjunto de valores num intervalo de 5% abaixo
de y1s1 e Uzst, de modo a estimar o valor de rlsi e r2si. Este conjunto de valores é definido
de acordo com:
(") Zoout dc 4.3tr, crolrl a
identificação clo rtríclo pre-
serltc cla irnagcln.
(tr) Imagern 4.5a, após
aplicação do filtro de trle-
diana.
e Atsn: UÉt + (j x 0.05)
e 'U2Sn:Uzst+UX0.05)
(yrsl,...,ULsr) , Utst:Ll} x i
@rsl, . .., U2sr,) , Uzst : 213 x i
que resulta em dois conjuntos de pontos:
o [(rt st, Utsl ) , (r1,rz, Uts), ... , (rtsn, Uts")]
o l@rlt, Uzsr ) , (*rlz,, Uzs2), ... , (r,rsn,, Uzs"))
O valor da coordenada rlsi do ponto (rrtn,U1 st), é calculada pela média dos três maiores
valores do conjunto de coordenadas lrrrr, t152,,...,r§n), sendo efectuado o mesmo procedi-
mento paxa o ciilculo da coordenada r2si do ponto (rrto,Azsr), figura 4.6. Este procedimento
permite evitar a influência de algum ruído que possa persistir mesmo após a aplicação do
filtro de mediana.
O ângulo de rotação, 0, é entã,o calculado pela equaçãa 4.9
o : arctan (rzst - rrst\ (4.g)
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Figura 4.6: Determinação dos pontos para o cálculo do ângulo de rotação
Se o ângulo de rotaçãa 0, for superior a um grau (0.017453rad,), será aplicado sobre a
imagem o algoritmo apresentado em 1. Caso contrário, não será realizado nenhum proces-
samento sobre a imagem.
O pseudo-código seguinte, apresenta o algoritmo que permite a rotação da imagem, se-






2: G(i,i) + new Image(i,, j) > G é uma nova imagem com as mesmas dimensões da
imagem original, I(i, j)
3: for all Ás coordenadas (i,, j) de G do
4: OO: COSp




9: for all r <i do
1o: i':fr-(i,/2)
11: i':A-Ul2)
L2: ri,: round((oo * i,,) + (a1x j,))
13: rj : round((bo , i') + (fu x j'))
14: ,i' : r,i + (il2)
15: j' : rj + (jl2)
16: if (ri,rj) está dentro de G then
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4.6 Reconhecimento do queijo
O último pré-processamento a aplicar à irnagem l, pretende reconhecer a zona correspotrdente
ao queijo. A pesquisa pelo queijo é efectuada apenas clentro cla moldura, pelo que é necessário
a distinção entre a cor do fundo e cor do próprio queijo. No espa4o de cores RGB esta
distinção na,o é simples, visto existir uma sobreposição das regiões de cores correspondentes
ao funclo da moldura e âo queijo, dificultando a separação de ambas as regiões.
Surgiu entã,o a necessidade cle proceder à transformaçã,o do espaço de cores RGB para
HSV. No espaço de cores HSV, as cores são especificada^s pelas componentes de matiz,
saturação e valor. O espaço de cores HSV também pode ser designado por HSB em que a
componente B remete-nos para o brilho da cor.
4.6.L Conversão de RGB Para HSV
Apresentam-se, de seguida, os cálculos necessários à conversão do espaço de cores RGB para

























O espaço de cores RGB é tradicionalmente representado através de uma figura geométrica
denominada de <cubo de cores>,, figura 4.7a, já o espaço de cores HSV é representado por
um <hexágono de cores>, figura 4'7b'















(o) Espaço de cores RGB. (lr) Espaço de cores HSV.
Figura 4.7: Representação dos espaços de cor RGB e HSV
4.6.2 Separação do queijo da moldura
Foram determinados os limites de cor no espaço HSV sobre um conjunto representativo de
imagens de queijos. Ern HSV âs cores tornam-se mais perceptíveis, visto que este espaço de
cores foi projectado para imitar a forma como o olho humano percebe a cor. Pelo que, em
HSV é mais intuitiva a distirrção das diferentes regiões da imagem.
Na figura 4.8a encontra-se a região de cores correspondente à cor do fundo da moldura, em
função das componentes H e S. Na figura 4.8b encontra-se a região de cores correspondente
à moldura e ao queijo simultaneamente, também em função das componentes H e S. Con-
clui-se então, que a região do queijo tem valores de S superiores a 0.15, sendo esta a forma































O,OO- . _o,o o,t o-, o.r o.a t;a 0.6 o., o.a o.a r,o
(") Cor do fundo da moldura, segundo
as componente de cor H e S do espaço
HSV.
I la'" o-r o.a o-, o.r o.?, o.s o-r o.r orr r.o.
(b) Cor do fundo da nroldura e do
queijo. segundo as cornponente de cor
H e S do espaço HSV.
Figura 4.8: Distinção entre a região de cores do fundo da moldura e do queijo.
4.6.3 Cálculo das dimensões do queijo
Na secção 4.2 é referido que para efectuar o cálculo aproximado das dimensões do queijo, a
fotografia deve ser adquirida com o queijo inserido numa moldura quadrada com lScyn de
lado.
Se este pressuposto for respeitado, o cálculo das dimensões do queijo, é realizado de forma
simples pelo algoritmo apresentado em 2.
íl.r.r)
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Algorithm 2
1 : procedure D ttrl nN SOnS ( lar gur a A,I ol dur a, lar g ur a I ma g em, altur a I mag em)
0s argunentos são dados em nrimero de pixels
2: larguraQuei,jo <- 15 x largu'ralmagemf larguraMoldura





"Segmentati,on of nontri,ui,al images i,s one of the most dfficult tasks in i,mage processing.
Segmentation accuracg determi,nes the euentual success or failure of computerized, analys,is
procedures."
R. Gonzalez and R. Woods [53]
5.1 Introdução
No presente capítulo é apresentada, porventura, a principal contribuiçã,o desta tese, que
consiste num algoritmo baseado em técnicas de processamento de sinal, para efectuar a
detecção dos olhos do queijo, numa imagem digital.
5.2 Apresentação do algoritmo desenvolvido
Em termos de cor, os olhos distinguem-se do fundo amarelado do queijo, pois apresentam uma
cor mais escura, notando-se uma acentuada variação de cor nas fronteiras dessas regiões. Os
olhos a,o apresentarem uma cor mais escura relativamente ao fundo do queijo, assumem uma
cor acastanhada, o que se traduz numa diminuição do valor da componente azul do espaço de
cores RGB. Portanto, a visualização da imagem de um queijo tendo apenas em consideração
a componente azul do espaço RGB, permite uma melhor intuição sobre a localização dos
olhos. como se pode observar na figura 5.1.
A metodologia desenvolvida para a detecção dos olhos do queijo de Évora, pressupõe
um processamento horizontal da imagem, ou seja, o processamento é apenas realizado sobre
as linhas da imagem, a uma dimensão. Na figura 5.2 é possível observar a variação de
cor a,o longo de uma linha da imagem da figura 5.1a, relativamente a cada uma das três
componentes do espaço de cores RGB. Os três sinais presentes na figura 5.2 apresentam
valores de variância bastante distintos: R: 163, G :576 e B :953. Sendo o sinal da
25
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(o) Irnagctn original (lr) Vcrtnclho.
crn RGB.
(.) Vercle. (.1) Aztrl
Figura 5.1: hnagem visualizada em cada uma das três componetúes de cor RGB
componente azul o que apresenta maior variância, esta é a componente de cor que permite















Figura 5.2: Variação de cada uma das componentes de cor para uma linha da imagem 5.1a.
Por forma a diminuir a presença de ruído e a detectar variações bruscas num sinal,





















Lr!úÉ d. t.E m LJgm da lmlem
(a) Sinal com a presença de olhos. (b) Sinal sem a presença de olhos.
Figura 5.3: Diferença da variação de cor em sinais com e sem a presença de olhos.
O filtro de média móvel é provavelmente o filtro mais utilizado em processamento de
sinal, visto ser bastante compreensível e fácil de implementar [63]. Este filtro, utilizado para
a redução de ruído aleatório, realiza uma méclia móvel de K pontos do sinal de entrada,
r(n), para produzir cada ponto do sinal de saída, y(n). A implementação, pela operação de
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O filtro de média móvel representado na equaçã,o 5.1, realiza a média dos pontos do sinal
de entrada, compreendidos entre r(n) e r(n* K - l). No entanto, pilâ a implementação de
um filtro de média móvel, foi adoptada uma versão alternativa em que o conjunto de pontos







O primeiro filtro de média móvel desenhado, tem como objectivo a redução de variações
abruptas de cor, sobre regiões suficientemente grandes de modo a permitir uma aproximação
à cor de fundo do queijo, e a despistar a presença de olhos no queijo. Este filtro tem
uma resposta impulsiva dada pela equação 5.3, com lf 6 do tamanho da imagem e valores
diferentes de zero, onde a arnplitude de todos os seus impulsos é igual e com soma unitríria,
ou seja, se I/ for o número de pixels cla largura da imagem, o número de impulsos da resposta
impulsiva é K :Wf6,pelo que a amplitude de cada impulso é igual allK * 1. Assume-se
que -K é um valor par, caso contrrírio será considerado o próximo valor par, por excesso,









a,(n) : açr(n* íl * ap(n* + -1) +... * aar(n)+...+
*a-r*rr("-++1) + a-sr(n-$ (5.4)
onde ag, ...,aw : LIK + t.
O filtro da equação 5.4, executa a convolução do sinal r(n), valores da componente azul da
imagem original, com a resposta impulsiva da equação 5.3. Este filtro produz um sinal mais
suave comparativamente ao sinal original, reduzindo as variações bruscas de cor, permitindo
uma aproximação do sinal à cor de fundo do queijo. O resultado da aplicação deste filtro, é
mostrado na figura 5.4.

















a.o 100 I OO .2OO : OO ,lOO ': OO
L-gúÉd.lrrE fr tilIurad.lm.{rn
(a) Sinai original. (b) A linha vermelha, corresponcle ao sinal gera-
do pelo filtro.
Figura 5.4: Resultado da aplicação do filtro Ht/o a uma linha da imagem 5.la.
Para a detecçã,o dos olhos, será observada a diferença da cor de fundo, aproximada pelo
sinal y.(n), ptrâ o sinal original r(n). No entanto, a presença de ruído no sinal r(n), nã,o
permite que seja efectuada uma boa segmentação apenas com a subtracção de ambos os
sinais e posterior comparação com um limiar. Filtrando apenas o sinal r(n) com o filtro
H16, alguns pixels serã,o classificados erradamente, como pertencentes a regiões escuras, e
como tal incluídos nos olhos.
A eliminação ou diminuição da influência do ruído no resultado da segmentação, obrigou
ao desenho de um outro filtro. Neste caso, consiste novamente num filtro de média móvel,
mas agora corn uma resposta impulsiva com Q : Kll\ : Wl60 irnpulsos. Este filtro







vo(n) : bsr(n*?l *b1r(n.g -1) +... *bqr(n)+ "' +
*b-e*rr(n-g.r)+b-qr("-ll (5.6)
Tal como o filtro H116, no filfio H1p6 o número de impulsos da resposta impulsiva é
ajustado em função do número de pixels clo comprimento da imagem, sendo neste caso 1/60
do comprimento da mesma. A figura 5.5 apresenta o resultado da aplicação do filtro 1í1766.
Em 5.5c é efectuado rm zoon'L de uma secção dos sinais da figura 5.5b, de modo a ser possível
observar com mais pormeror o sinal ya(n), resultante da aplicação do filtro H116s ao sinal
r(n).
O sinal resultante da aplicação do frllro Hy6o, At(n), é um sinal rápido que se ajusta
bastante bem ao sinal r(n), o que dificulta a sua visualizaçã,o na figura 5.5b. A ligeira
diferença existente entre o sinal original r(n,) e o sinal gt(r),, embora quase imperceptível,








































0 100 300 400 500 600 700 800 900 1 000 100 125 450 475 500
LÍgura dr lmrgam lugun dr lmrgcm
(b) Aplicaçáo do filtro I/176s (linha a verde). (c) Zoom de 5.5b.
Figura 5.5: Resultado da aplicação do filtro linear.
A conjugação dos dois filtros acima definidos, Hr/a e Hr/m, permite não só a eliminação
de ruído como a identificação de oscilações significativas da cor azul nas imagens de queijos,
correspondendo estas oscilações as zona^s onde se encontram os olhos do queijo. Este processo
de filtragem é aplicado em todas as linhas da imagern, seguindo-se a subtracção do sinal
resultante do filtro Hr/ao ao sinal resultante do filtro I{76.
a"a(n) : u"(n) - ao(r) (5.2)
Segu+se a compaxação do sinal yo6(n) com um limiar (do inglês threshold,) definido por
5.8, que varia em função da cor de fundo da linha a ser processada, de modo a adaptar o
limiar a imagens muito escuras e com pouco contraste entre o fundo do queijo e os seus olhos.
th:
10
(2 * mar,;) 20
20
onde mart : my,r(It(i,, j) - Io(i, j)), Is a imagem original e .I1 uma imagem intermédia
resultante dos filtros de média móvel Hr/a e Hr/uo.
Dessa comparação obtém-se uma nova imagem, G(i, j), resultante da aplicação da seg-
mentação definida na equação 5.9. segundo a qual se y"6(n) for superior ou igual ao limiar
thi, o pixel da nova imagem toma o valor null o que significa que pertence a zonas definidas
como olhos do queijo, caso contrário o pixel receberá o valor da componente azul do pixel
correspondente na imagem original. Na equação 5.9, I(i,j) representa a imagem original.
\^
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Th\/( i, j) , ltu(") ,'Uu(rr)) :
T h(I (i, j) ,, Uo(") , Ua(") , G (, , i)) -
SCnull
I (i, j) C.C.
(5 e)
(5.11)
Contudo, a teltativa de clefinição da cor de fundo do queijo pela aplicação do frltto yo6(n),
é influenciarla pela presença de zonas mais escuras, correspondeutes aos olhos. Por isso, de
rnoclo a diminuir a influência dos olhos no nível de cor de fundo do queijo, o filtro y"6(n) itâ
ser aplicado à imagem G(i, j), derivada da segmentação anterior. Este processo permite uma
aproximação à verdadeira cor de fundo do queijo, de forma iterativa, melhorando o processo
de segmentação.
O próximo filtro a aplicar terá de lidar com valores a null. Por isso o filtro Hr/a é




onde N é o número de pixels a null da janela do filtro em cada momento. No caso de
K : N então Ao: Uo(n- 1), " no caso de 
I[ : 0 a definição do filtro mantém-se inalterada,
tal como a equaçáo 5.4.
Após a aplicação de H1p, numa segunda iteração, é realizada nova segmentação mas
agora comparando a subtracçã,o do sinal resultante do filtro Hr/uo com o sinal filtrado pelo
frlfio H16 (após a redefinição do filtro), com um novo limiar calculado novamente por 5.8,
obtendo-se um novo limiar.
No entanto, esta segunda segmentação apresenta uma particularidade. Além dos sinais
obtidos pelos filtros Hr/a e Ht/oo, é necessário ter conhecimento do resultado da segmentação
anterior, de modo a que um pixel que tenha sido classificado como pertencente a um olho,
não seja classificado como pertencente a,o fundo, na segmentação seguinte. Embora tal facto
seja assumido como natural, surgiram ca,sos ao longo dos testes efectuados, que demonstram
o contrário, tema que será abordado na secção 5.3.2. Portanto, a equação 5.9 foi redefinida,
assumindo a forma da equaçã,o 5.11.
SCnull
I (i, j) c.c.
A figura 5.6a apresenta o sinal resultante da aplicaçã,o da primeira e segunda iteração do
frItro Hy6, na forma não linear.
Uma vez diminuícla a influência dos olhos, resultante da aplicação da filtragem não linear,
consegue-se uma melhor aproximação à verdadeira cor de fundo do queijo, permitindo uma
melhor definição dos contornos dos olhos.
5,3. COAIS/DERAÇOES SOBRE O ALGORITVTO
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Lergure dr lrnrgcm
0 loo 200 ,oo {00 500
Lergrm dc lmegcm
(h) Sirral resultante da printeira iteração do Íiltro (c) Sinal resultante cla segunda iteração do filtro
nã,o linear I/176. não linear, If176.
Figura 5.6: Aplicação do frltro H116 na forma não linear.
5.3 Considerações sobre o algoritmo
5.3.I- Número de iterações da filtragem não linear
De modo a aferir o método de segmentaçã,o exposto no ponto anterior, foram utilizadas
34 fotografias de queijos de Evora. A componente nã,o linear dos filtros apresentados, foi
desenvolvida tendo em vista a sua utilização cle forma iterativa.
Com o aumento do número de iterações do filtro não linear, assumem-se certos pressu-
postos, de entre os quais se destacam: melhor definição do contorno dos olhos; o acréscimo
de rárea reconhecida como olhos diminui a cada iteração, tendendo para zero; o tempo de
processamento aumenta.
Para conseguir um equilíbrio entre o tempo de processamento e o resultado final do
algoritmo de segmentação, aplicou-se o algoritmo com diversas iterações as 34 fotografias de
teste, tendo-se concluído que para a maioria das fotografias de teste, apenas duaslterações
são suficientes para se obter uma segmentaçã,o bastante aceitável.
Convencionou-se que a segmentação é considerada aceitável, quando entre duas iterações
consecutivas, o acréscimo de iírea reconhecida como olhos é inferior a 5%. No entanto, ,u
eventualidade de ocorrer algum caso extremo, em que a condição anterior nunca se verifique,
foi imposto um limite miíximo de b iterações.
O gráfico 5'7, resume o comportamento do algoritmo de segmentação relativamente ao
acréscimo de área reconhecida como olhos entre duas iterações consecutivas do filtro não
linear, verificando-se que em nenhum dos testes foi necessário mais que 3 iterações para que
se verificasse um acréscimo inferior a 5Yo, entre duas iterações consecutivas.













Iterqfu do flro Í|fu tincu
Figura 5.7: Relaçã,o entre o número de iterações do filtro não linear e o acréscimo de área
reconhecida colno olhos clo queijo.
6.3.2 Comportamento oscilante
Na secção 5.2, foi referido que a filtragem iterativa de determinadas imagens com filtros
não lineares, produzia resultados imprevistos. Admite-se conro previsto, que o incremento
da área correspondente aos olhos, entre iterações consecutivas do filtro nã,o linear, tende
para zero com o aumento clo número de iterações. Admite-se igualmente que entre iterações
consecutivas do filtro não linear o valor da área dos olhos não diminua'
Se for utilizada a função de segmentação 5.9, pode constatar-se que, paxa o caso das
fotografias da figura 5.8, os pressupostos acima referidos não se verificam'
(o) Fotografia 6954a. (h) Fotografia 4856a.
Figura b.8: Imagens em que as iterações dos filtros não lineares provocaln um comportamento
oscilallte.
Esta funçã,o produz um resultado oscilatório relativamente à área reconhecida como olhos,
o que se verifica pela análise do gráfico da figura 5.9'
Ainda na secção 5.2, foi apresentada uma solução para o problema, passando pela al-
teraçã,o da funçã,o de segmentação representada pela equação 5.9 para a forma da equação
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Figura 5.9: Gráfico ilustrativo da oscilação no resultado da segmentação das fotografias 5.8a
e 5.8b.
5.3.3 valores da resposta impulsiva nos limites da imagem
Os filtros descritos na secção 5.2, necessitam de valores exteriores à imagem nos limites
laterais da mesma, pelo que, estes valores são calculados segundo as equações b.12 e 5.13,





Gn (i', j) -







onde n é a largura da imagem em pixels e k o número de impulsos da resposta impulsiva
do filtro.
6.4 Resumo do processo de segmentação





), Ht /oU (i, j)) ,, H, /uo(I (i,, j)) , G-' (i,,j))
), Hr/o(Go (i,, j)), Hr/uoe (i, j)), ço U,, il)
), Hr/o(G, (i, j)), Hr/uo(I (i, j)), G'(i, j))





(i, i) De uma forma simplificada, o algoritmo pode ser igualmente
34,
5.4.L Representação em diagrama de blocos
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G"(i,,i) : F(I(i, i),G"-'(i,i))






Figura 5.10: Diagrama de blocos que resume o algoritmo de segmentação'
5.5 Resultados
(u) Irnagern original 252te (b) Resultaclo da Segmetrtação
Figura 5.11: Segmentação da imagem 2521e.jp9.
A figura 5.11 apresenta um queijo bastante bom, uma vez que apresenta uma cor uni-
forme, bem como u*a redurida percentagem de olhos. Estas características indicam que o
queijo se encontra devidamente curado.
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(a) hnagcm original 8895b (h) Resultado da Segmentação
Figura 5.12: Segmentação cla imagem gggbb.jpg.
A cor do queijo da figura 5.12 apresenta-se pouco uniforme, sendo mais escuro junto da
crosta e mais claro no centro, o que pode indicar que o processo de cura nã,o foi concluído.
(") Irnagetn original 7843b (lr) Resultarlo da Segnreltação
Figura 5.13: Segmentação da imagem Tg4}b.jpg.
O queijo da figura 5.13 é claramente um queijo muito branco e por isso muito mal curado,
apresentando olhos relativamente grandes, aumentando a percentagem de iírea coberta por
estes' Praticamente todos os critérios de apreciação interna sao desrespeitados, pois verifica-
se que a pasta não se encontra ligada nem bem fechada, os olhos não são pequenos e a cor
não é amarelada e uniforme.
(") Imagern original 5946a (lr) Resultado da Segpentação
Figura 5.L4: Segmentação da imagem bg46a.jpg.
Nil figura 5.14 o queijo embora apresente uma reduzida percentagem de rírea correspon-
dente aos olhos e uma cor uniforme, o tom de cor é bastante escuro. Thl facto, pode dever-se
a um tempo excessivo do processo de cura.
Os restantes resultados obtidos para todas as fotografias utilizadas no teste ao algoritmo,
além de constarem no apêndice 4.1, podem igualmente ser consultados em
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5.6 comparação com outros algoritmos de segmentação
A avalia4ã,o clo algoritlto clesenvolviclo, foi realizada por cornparação coln outros algoritmos
de segmentação rãfericlos na literatura e implementados na aplicação ImageJ. De entre os al-
goritnros testarlos 6cstacam-se os algorit.rro, oÚru Threshold'r, Marimum Entropy Threshold2
e K-Means Clu,steri,ngs .
5.6.1 Otsu Threshold
O métoclo clesenvolvido por Nobuyuki Otsu [48]' é um dos métodos mais eficazes e por
isso mais utilizaclos pâxa a segmentaçáo de imagens recorrendo a técnicas de limiarização
(thresholdins) 122].
O método de Otsu pocle ser implementado em 1D, 2D e 3D, no entanto, importa apenas
consi6erar no presente texto a vertente lD, visto que o algoritmo desenvolvido processa
a imagem apenas a uma dimensã,o. Na versão lD, o método de otsu, após analisar o
histogiama áos níveis de cinza da imagem, selecciona o limiar global óptimo, que maximiza





































Figura 5.15: Aplicação do algoritmo Otsu Threshold'
Tendo em consideração que o algoritmo desenvolvido nesta tese aplica um limiar, even-
tualmente diferente prrá "ràu 





5,6. COMPARAÇAO CONI OUTROS ALGORITMOS DE SEGIVTENTAÇÃO 37
método de Otsu uma melhor segmentação, pelo cálculo de 16 limiares ao invés de apenas 1.
A imagem inicial é dividida em 16 partes iguais, sendo aplicado o método de Otsu a cada
uma das sub-imagens, pelo que serão calculados 16 limiares, sendo posteriormente agregadas
numa nova imagem o resultado das diversas segmentações tal como é mostrado.r*i*ág..r,
5.15c, 5'15f e 5.15i. As imagens 5.15b, 5.15e e 5.15tr são o resultado do método de Otsu
quando este calcula apenas um limiar para toda a imagem.
Verifica-se que a intenção de proporcionar uma mehãr adaptação ao métod o Otsu Thresh-
old nãa resulta num incremento significativo na qualidade da se[mentação.
Na figura 5.16, mostra-se a comparaçã,o da segmentaçã,o realiiadapeÍo método de Otsu e
o algoritmo apresentado nesta tese, para uma linha de cáda uma das fàtografias 5.15a, 5.1bd
e 5.15g.
O sinal a azul claro corresponde à variação de cor em escala d,e cinza,visto que o método
de Otsu utiliza apenas a informação de cor na escala de cinza. Os segmentos de linha a verde,
correspondem aos quatro limiares que o método de Otsu define puiu.rru linha da imagem,
tendo em consideração a divisão da imagem em 16 regiões com as mesmas dimensões.
A aziJJ escuro encontra-se o sinal correspondente à componente azul do espaço de cores
RGB e a roxo o sinal resultante da aplicação da filtragem pelo método de-segmentação
apresentado neste capítulo.
Observa-se que na generalidade dos casos, a segmentação pelo método de Otsu não define






Figura 5.16: Comparação da segmentaqã,a desenvolvida com o método de Otsu.
Na tabela 4.2, do apêndice A.3, são apresentados os valores dos 16 limiares calculados
pelo método de Otsu, correspondentes ao limiar para cada região aquando da divisão da ima-
gem em 16 regiões e o valor do limiar quando uma imagem é consiàerada na sua totalidade.
O limiar total encontra-se relativamente próximo da mÉdia dos 16 limiares parciais.
5.6.2 Ma,aimurn Entropy Threshold,
o método Maximum Entropy Threshold permite segmentar uma imagem, recorrendo a uma
limiarização automática baseada na entropia do hisiograma. o método é muito semelhante
ao método de Otsu 5.6.1' Em vez de maximizar a variância inter-classe, maxi miza aentropia
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H(X): -\oo,i x los2(pi,i) (5'20)
zrJ
O valor da entropia é bastante simples de calcular, tendo por base os dados do histograma,

























Figura 5.17: 5,17b, 5.17d, 5.17f segmentação com o algoritmo Maximum Entropy Threshold,
das imagens 5. 17a, 5.17 c, 5.L7 e, respectivamente'
5.6.3 K-Means Clustering
O algoritm o K-Means Clustering é amplamente utilizado em diversas área's, tais como, 
in-
tehgãncia artificiai, biologia, mineraçã,o de dados, compressão de dados, processamento 
cle
imagem, medicina [61], entre outros. É ,r* algoritmo de aprendizagem não'supervisionada'
queionsiste na divisãá do con;unto de dados em K agrupament os (clusters), Por um processo
iterativo.
O processo da definição dos clusters compreende duas etapas: inicialmente são 
calculados
K centros aleatórios, o.rd" ,rr é um valor pré-definido; a próxima etapa aproxima cada dado
do centro mais próximo, sendo a distância Euclideana a medida geralmente utilizada 
para
o ciílculo da clistância entre os clados e o centro do cluster. A segunda etapa é repetida
iterativamente, aproximando os darlos de cada cluster ao seu centro, até 
que seja atingido
um critério pré-estabelecido de distância mínima'
Outras clistâncias podem ser consideradas para o cálculo referido no parágrafo anterior,
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de imagem, a distância entre as coordenadas clos pixels, a cor RGB ou a textura da imagem,







Figura 5.18: 5.18b, 5.18d, 5.18f segmentaçã,o com o algoritmo K-Means Clustering, das
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Capítulo 6
etecção de Texturas
"... i,f food quality i,s to be assessed, it should be remembered that the intemal tootl structure
may haue to be ded,uced'in sorne way from de 0,ppearo,nce, and the method of achieuing this
will not be known a priori,."
E. R. Davies [20]
6.1 Introdução
Neste capítulo é apresentada a metodologia desenvolvida para a detecção de te:ttura na
crosta exterior do queijo. A textura apresenta a forma de uma malha de quadrados, devido
à forma dos cestos onde os queijos são colocados a secar. A ocorrência de textura pode
indicar que o processo de secagem do queijo ocorreu demasiado depressa ou que o queijo foi
pouco compactado.
Este capítulo é baseado no relatório da disciplina de Sistemas de Decisão e Controlo por
Computador, no âmbito da qual foram desenvolvidos os algoritmos apresentados ao longo
deste capítulo.
6.2 Textura
O conceito de textura não apresenta uma definição clara e objectiva, tornandose extrema-
mente difícil encontrar exemplos de boa ou má textura, visto que a textura é utilizada
maioritariamente como indicador de outro parâmetro mais significativo [40].
Numa definiçã,o de dicionário, a textura refere-se à disposição dos componentes de um
material, assumindo maior importância a natureza do material, ao invés do seu gosto, da
sua aparência ou do seu "sentir" [20].
Em [19], a textura é caracterizada pela variação de intensidade da cor que normalmente
origina a rugosidade da superfície do objecto. A obtenção de uma textura bem definida, pode
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apresentar variações de intensidade tanto regulares como aleatórias, e por isso, a anríIise de
texturas tem-se baseado em informações/medidas estatísticas.
Têm sido desenvolvidas diversas metodologias para a anrílise e detecção de texturas,
nomeadamente a abordagem Laws' [38j (1980) baseada na matriz de ceocorrência. Na
sequência da abordagem de Laws', Ade's em 1983 desenvolveu outra metodologia [4], que
com a utilização de filtros de miíscara, secção 3.5, permite uma anáIise mais cuidada das
componentes da textura. Outras abordagens são apresentadas em 177) e faal. No entanto, a
metodologia mais utilizada é a descrita em [54].
6.3 TYansformada de Hough
A transformada de Hough (TH), desenvolvida por Paul Hough em 1960 12711, é um algoritmo
utilizado para efectuar a detecção de figuras geométricas que possam ser descritas por simples
equações com apenas alguns parâmetros, como por exemplo, Iinhas 146), 1641, círculos [36],
elipses [15] ou formas compostas dessas estruturas brísicas.
Têm sido diversos os domínios onde a transformada de Hough é aplicada, como por
exemplo, no reconhecimento da iris do olho humano [65] ou detecção de bolachas [20].
A transformada de Hough é usada no ârnbito deste trabalho para detecção de linhas, com
o intuito de detectar a presença da malha de quadrados que carrcteriza a textura da crosta
exterior do queijo de Evora.
6.S.L Tlansformada de Hough para detecção de rectas
A transformada de Hough é talvez o algoritmo mais utilizado para a detecção e ligação de
segmentos de linha [71], envolvendo a modificação da representação de uma linha no espaço
de coordenadas cartesiano para o espaço de coordenadas polares. Uma linha no plano 2D
pode ser descrita com dois parâmetros, usando a equação reduzida de uma recta:
U:lçr*d (6.1)
em que /c representa o declive da recta e d o ponto de intersecçã,o da recta no eixo das
ordenadas.
Uma recta que passa por dois pontos genéricos pt : (n1,U) e p2 : (frz,yp), deve satisfazer
as condições da equação 6.2, representadas na figura 6.11.
Ut : k*r+d
Uz : krz+ d ,k,d efr, (6.2)
lAdaptado de [71].









Figura 6.1: Definição grrífica de pontos colineares.
Considerando as equações 6.2, o objectivo será encontrar valores para os parâmetros k e
d tal que sobre esta recta se encontrem grande parte dos pontos que pertencem ao contorno
do objecto que se pretende identificar na imagem [71]. Uma abordagem possível, dado
a natureza discreta de uma imagem, é gerar exaustivamente todos os segmentos de recta
possíveis e contar o número de pixels que estão sobrepostos à recta definida pelos pontos p1
e p2. Facilmente se compreende que é um processo bastante ineficiente e muito exigente em
termos computacionais.
A transformada de Hough, segue noutra direcção, examinando todas as rectâs que podem
passar por um determinado ponto da imagem_, pelo que todas as linhas Li qfltepo§§am passa,r
através de um ponto po: (rs,ys), figura 6.22, devem satisfazer a condição 6.8.





Figura 6.2: Conjunto de rectas que passam num ponto.
Tal como na abordagem anterior, existe um conjunto infinito de soluções para lci e d,i, o
que corresponde a um conjunto infinito de linhas que podem passax pelo ponto po. íadi ki,
obtém-se d,i por:
di : -roki * uo (6.4)
configurando-se como outra representação da equação de uma recta, sendo neste caso k7 e
di as variáveis e (so,yo) os parâmetros constantes da equação. As soluções pora lei e d,i
descrevem todas as linhas que passam no ponto po: (ro,Uo).
2Adaptado de [71]
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Considerando um ponto arbitrário da imagem pt: (nt,,U), aequação 6.4 descreve a linha
Mi : d, : -fr,ik * gft sendo os parâmetros (-r;, y6) designados por parâmetros do espaço de
Hough.
Tabela 6.1: Relação entre o espaço da imagem e o espaço de parâmetros de Hough.
Espaço de Parâmetros (k,d)
Ponto pt: (rrrAt M6, : d,: -xtk * Ut Linha
+ qt : Uq,d) Ponto
M2:d=-xrk+Y,
Qtt = (kn, dp)
M1:d='xtk+Y,
k
Figura 6.3: Relação entre o espaço da imagem e o espaço de parâmetros.
A figura 6.33 representa a relação entre o espaço da imagem e o espaço de parâmetros,
em que cada ponto eu : (kui,ú,) no espaço de parâmetros corresponde a uma linha Lii
no espaço da imagem.- A intersecção das duas linhas Xth e M2 Lo ponto Qt2 : (kp,d,p) do
espaço de parârnetros indica que a linha .L12 passa pelos pontos kp e dp que existem no
espaço da imagem.
Então, se N linhas intersectam o ponto q' : (k',d') no espaço de parâmetros, logo existem
-lü pontos na imagem que estão sobre a linha u : le'r * d! no espaço da imagem'
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A equação 6.1 não poderá ser utilizada como definição de uma recta no âmbito da
aplicação da transformada de Hough, visto que, para linhas verticais o declive será k : oo.
A solução passa por representar as rectas na Forma Normal de Hessiana (Hessian Normal
Form) 1291,
n.cos(0)*y.sin(0):y (6.5)
onde r é o comprimento da recta e á o ângulo entre o eixo das abcissas e a recta que passa pela
origem, figura 6.4b5. Com esta representação, o espaço de parâmetros passa a ser definido
pelas coordenadas á e r, sendo a transformação de um ponto pr: (ri,ao) noespaço imagem
para o espaço de parârnetros, dado por
r*n,un(O)-ti.cos(0)*An.sin(0) 0<0<r (6.6)
Se se utilizar o centro da imagem como ponto de referência para o espaço da imagem,
pode-se limitar o intervalo de valores de 0, a metade da diagonal-da imagem
T*o* 1rr,y(0) 1T*or, ortder*o,




6.3.2 Tlansformada de Hough para outras figuras geométricas
A transformada de Hough para detecção de rectas, descrita na secção anterior, pode ser
extendida para o reconhecimento de outras figuras geométricas. Parâ tr6l, é ,r""or,írio do
terminar a equação paramétrica da figura que se deseja detectar, tendo em consideração que
a quantidade de parâmetros está directamente relacionada com a dimensão do espaço de
Hough.
Para a representação de um círculo em 2D são necessrírios três parârnetro s, Circulo :
\n,g,r), onder e fl são as coordenadas docentro e r o raio do círculo. O crílculodosvalores
(fr'g) paxa um determinado ponto p: (n,gr), pode ser efectuado a partir da equação 6.g.
,2 : (* _ r), + (y _ !)2 (6.8)
No entanto, esta equação não permite uma implementação eficient e,l26l,sendo preferível




e:çressão A* + By + C
sAdaptado de [21].
uma recta pela Forma Normal de Hessian, pode ser obtida pela multiplicação da: 0, equação geral de uma recta, pelo factor de normalizaçãa p: +#uiZgl.
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Portanto, a transformada de Hough para círculos requer um espaço de parâmetros a três
dimensões de modo a encontrar a posição e o raio dos círculos presentes numa imagem.
No caso de elipses, são necessários cinco parâmetros, Eli,pse: (x,Ú,ro,rb,o) onde (A,g)
são a coordenadas do ponto central, (ro,,ro) são os dois raios e a é a orientação do eixo
principal. A equação paramétrica de uma elipse é dada por
r(a) : fr + cos(O)' ro' cos(a) - sin(







para encontrar elipses de qualquer tamanho, posição e orientação são então necessários
5 parâmetros paÍa o espaço áe Hough, tornando este método bastante ineficiente. Para
estes casos, outra alternativa é utilizar a transformada de Hough generalizada, que permite
detectar qualquer figura em 2D [30].
6.3.3 Algoritmo da transformada de Hough
o pseudo-código 3, descreve o algoritmo da transformada de Hough.
Algorithm 3 Tlansformada de Hough de
procedure Houcnln rrs(/(i, j))
Accl7,r] e0 >Inicializar azeÍoo arra,y bidimensionalAcc
(i.,, j") + centro(I(i,i)) > coordenadas do centro da imagem l(i,i)
for all As coordenadas (i,r) do
if l(i,j) é um Ponto de contorno then
(*,y) +- (i - i",i - i")
for all 0x:0. . . zr do
rtc : n' cos(á*) + Y' sin(01)




Retornar as linhas com os pares de parâmetros [á;, rp) pata K linhas:
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6.4 Metodologia adoptada para detecção de textura
Segundo 1471, o queijo de Evora deve apresentar no seu exterior uma textura lisa ou ligeira-
mente rugosa. Nesta textura são bem visíveis linhas rectas, que, na grande maioria dos casos
formam quadrados, como é apresentado na figura 6.5.
Figura 6.5: Exemplos de queijos que apresentam textura na sua crosta.
De modo a identificar este tipo de textura, foi aplicada a transformada de Hough a
imagens como as que são apresentadas na figura 6.5, com o objectivo de detectar a presença
das linhas que formam os quadrados e que por sua vez caracterizam a textura.
Tal como foi referido na secção 4.3, do capítulo 4, o processo de detecção de objectos
em imagens não é simples de realizar de forma automática [52], pelo que antes de aplicar a
transformada de Hough, deve-se proceder à detecção dos contornos dos objectos, utilizando
um dos seguintes algoritmos, operadores de Roberts [55], operadores de Sobel [45], operadores
de Canny [12,13] ou operadores de Prewitt [69].
Os operadores de Sobel, também designados por filtro de Sobel, efectuam o ciíIculo do
gradiente (ver equaçáo 4.4) da luminosidade de cada pixel da imagem, informando sobre
como varia a luminosidade ao longo da imagem. As variações bruscas de cor, normalmente
correspondem aos limites de objectos, pelo que, os contornos dos objectos são identificados
por uma nítida alteração de cor ao longo de determinada orientaçã,o.
Em termos matemáticos, o cálculo dos operadores de Sobel recorre a filtros lineares, que
utilizam duas matrizes 3 x 3 com o intuito de neutralizar a sensibilidade a,o ruído por parte
do operador de gradiente simples. As duas matrizes, da equação 6.11, são convolvidas com












A figura 6.6 mostra o resultarlo da aplicação dos operadores de Sobel as imagens da figura
6.5
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Figura 6.6: Aplicação dos operadores cle Sobel
Sobre a imagem resultante da aplicação dos operadores de Sobel, é então aplicada a trans-
formada de Hough. No algoritmo irnplernentado ern MATLAB, apenas são deterrninadas 10
rectas, pois considerou-se ser um número razoável e que permitia alcançar o objectivo dese-
jado. O resultado da transformada de Hough sobre as imagens da figura 6.6, sã,o mostrados
na figura 6.7.
Figur a 6.7: Aplicação da transformada de Hough
6.4.L Função de avaliação
Tal como foi referido anteriormente, a presença de uma textura bastante rugosa na crosta
do queijo de Évora, é um aspecto negativo na sua avaliaçã,o. Portanto, visto que a presença
de textura prejudica a classificação de um queijo, a,o contrário da ausência de textura que
beneficia a qualidarle do queijo, foi necessário desenvolver um mecanismo que dado as 10
linhas encontradas pela transformada cle Hough, não só determinasse a existência de textura,
como penalizasse o queijo com textura.
Uma vez que a textura encontrada em imagens do exterior de queijos se assemelha a
quadrados, pretende-se verificar se de entre as 10 linhas retornadas pela transformada de
Hough, existem linhas paralelas e linha^s perpendiculares entre si. O algoritmo da transfor-
mada de Hough, apresentado na secçã,o 6.3.3, retorna o ângulo de inclinação de cada recta,
pelo que, se a diferença entre os ângulos de inclinação de duas rectas for 0 graus ou múltiplo
de 90 graus, tem-se o ca^so de rectas paralelas ou perpendiculares.
Recorrendo à função cosenol figura 6.8, é simples definir uma fórmula de avaliação,
























Figtrra 6.8: Gráfico da função coseno.
A fórmula de avaliação, definida na equação 6.12 e ilustrada na figura 6.9, atribui pon-
tuação 1 se o ângulo entre duas rectas for 0 ou múltiplo de 90 graus, baixando progressiva-
mente a pontuação até zero, para os restantes valores dos ângulos.
4
o.5
-150 -100 100 150o
x
Figtrra 6.9: Gráfico cla função de avaliryão.
6.4.2 Escolha do limiar
Tendo em consideração que os melhores queijos são os que não apresentam textura, então
quanto menor for o valor de avaliação dado pela equaçõ,o 6.12, melhor será o queijo.
Observando os resultados apresentados na tabela B.1, verifica-se que as figuras 8.10,
8.11, B.12, B.15 são os melhores queijos. Portanto, o valor máximo de avaliação que inclui
estes quatro queijos é 17, tendo por base os valores registados na tabela B.1.
No entanto, o limiar de avaliação igual a 17, origina a que os queijos das imagens B.7,
8.9, 8.14 sejam considerados como nã,o apresentando textura, o que não é de todo verdade.
6.4.3 Algoritmo implementado
O algoritmo descrito pelo pseudo-código 7, efectua o cálculo da pontuaçao de um queijo
presente na imagem I(i,, j), segundo a equação 6.12.
o
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Algorithm 4 Detecção cle Textura
1: procedure TpxruRA(/(i, j))
2: G (i, j) +- E scalaC inza(I (i, j))
3: BW <- Contornossobel(G(i, j))
4: IH,TH ETA, RHO] <- Hough(Bw)
5: Pi,cos F Houghpeaks(H)
6: Linhas F HoughLin,es(Bw,TH ETA, RHO, Picos)
7: Thetas +- Lin,has.TH ETA
8: l<-0
g: fork:L,k:tamanho(Thetas) 1do
1o: for l:k+L,k- Tamanho(Thetas) do




15: Resu,ltado + 0
rT: m<-((1 *cos((8x 11360) x diÍf(k)))12)n





Tendo em conta o limiar de avaliaçã,o igual a 17, nem todos os queijos são correctamente
classificados tendo em consideração a presença ou nã,o de textura. Os queijos das figuras
8.10, B.Il,,B.'1.2, B.15 por terem um valor de avaliação inferior a17 e porque visualmente
não apresentam qualquer textura, são de facto os melhores queijos de entre o conjunto de
teste.
Os queijos das imagens B.7, 8.9, 8.14 sã,o incorrectamente classificados como nã,o tendo
textura.
6.6 Abordagem inicial
A abordagem inicial ao problema em análise, foi tentar rcalizar a detecção da textura pelo re-
conhecimento de padrões em sinais digitais, usando técnicas de processamento de sinal. Estes
sinais correspondem ao valor das componentes de cor RGB, dos pixels sobre circunferências
centradas no centro do queijo e com raio .R.
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(6.13)
Para tal, é necessiírio o cálculo do centro de massa da imagem, que corresponde aproxi
madamente ao centro do queijo. Após determinar o centro do queijo, são calculadas diversas
circunferência^s centradas no centro do queijo, diferindo no valor do raio.
6.6.1 Cálculo do centro de massa
O,centro de massa, (n,ü), é definido por:
tll: ,Di-, a(r,a)
onde a(e, y) corresponde ao valor na escala de cinzentos, do pixel na posição (*,A).
A figura 6.10b apresenta o ponto calculado como sendo o centro de massa da fotografia
6.10a, aproúmadamente o centro do queijo.
(a) Fotografia inicial (b) Resultado: (e,ú) :
(L46.77,158.54)
Figura 6.10: Resultado da aplicação do algoritmo para o cálculo do centro de massa.
No pseudo-código 5, é identificado o método de cálculo do centro de massa de uma
imagem, simulado em MATLAB.
r
v
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Algorithm 5 Clálctrlo clo c:entro cle rnassa
1: procedure CoNrRoMassa(I(i, j))
2: lr,,A, ,l <- Tamanho(I(i, j))
3: if z l1 then
4: G(i,,j) <- EscalaCi,nza(I(i., j))
5: end if
6: llinhas,coluno,sl <- Tamanho(G(i,, j))
7: r: Matriz em que cada conjunto de pixels ten a sua coordenada x
8: g: Matriz en que cada conjunto de pixels tem a sua coordenada y
9: areo, : soma(soma(G(i,, i)))
1o: i : soma(soma(G(i,,r)). * r)) lo,rea
11: ú : soma(soma(G(i,, i)). * y)) larea
L2: return G;,A)
13: end procedure
6.6.2 Circunferência centrada no centro de massa
Após o cálculo aproximado do centro do queijo, (Í,i), rfo estimadas circunferências cen-
tradas em (ã, f) e raio R. As circunferências são determinadas segundo as equações 6.14 e
6.15:
(6 14)
A--A+R x cos(*) (6.15)
O procedimento de estimação dos valores dos pixels das circunferências, é descrito no
pseuclo-código 6.
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Algorithm 6 Valores RGB da circunferência de raio I?, centrada no centro de massa
1: procedure CIRcUNFERENCT t(i,fr , R)
2: lthetasl <- [0 : 0.001 : 2 * r)
3: for i : l,'i: Tamanho(thetas) do
4: r(i): ã+ R* sin(thetas(i))
5: AU) : g + R* cos(thetas(i))
6: end for
7: pirel: Pirel(RGB,r,y) > Pirel(I,r,y) funçãa que retorna um tuplo lr,g,b)
correspondente às coordenadas RGB do ponto (r, y)
8: Graf ico(pixel)
9: end procedure
Visualizando os sinais correspondentes à va.riação da intensidade de cor dos pixels das
circunferências, para valores de raio diferentes, figura 6.11, observa-se que os sinais não










(a) Circunferência com raio 45. (b) Circunferência com raio 50. (c) Circunferência com raio 55.
Figura 6.11: Sinal RGB dos valores amostrados paxa circunferências com raios diferentes,
centradas no centro de massa.
Visto que, não se vislumbrou a possibilidade de detectar a presença de textura pela
metodologia acima referida, esta foi posta de parte, optando-se pela utilização da transfor-
mada de Hough, que tal como foi exposto na secção 6.4, permite detectar a presença de
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Capítulo 7
Recolha de Atributos
" Ertract'ion 'is more compler than detect'ion, s'ince ertracti,on i,mplies that we haue a
descri,ption of a shape, such as its po.si,ti,on and s'ize, wherens detection of a shape merely
zmpli,es knowledge of its eri,stenu, wi,thi,n 0,n ,irnage."
M. S. Nixon, A. S. Aguado [41]
7.L Introdução
No presente capítulo serã,o definidos os atributos das imagens dos queijos usadas na classi-
ficação e avaliaçã,o. Serão igualmente descritos os algoritmos usados na extracção e cálculo
dos diversos atributos.
7.2 Atributos relativos aos olhos
Na sequência do algoritmo de segmentação apresentado no capítulo 5, são obtidas imagens
binrírias, em que a branco é representado o que é considerado fundo do queijo e a preto os
olhos do queijo, tal como em 7.1a, 7.Ic.
Estas imagens são posteriormente processadas pelo algoritmo Analyze Particlesl disponível
na aplicação ImageJ, que tal como o nome indica, analisa e extrai características de partículas
reconhecidas numa imagem binária, partículas essas que consistem num conjunto de pixels
conexos.
Visto que as partículas presentes nas imagens a processar pelo algoritmo acima referido,
são os olhos do queijo, foram seleccionadas apenas as características e informações rele-
vantes tendo em consideraçã,o a análise que se pretendia fazer das imagens, nomeadamente,
o número de olhos, o seu tamanho médio, a fracção da área ocupada pelos olhos no queijo
1 Disponível enr htt p: I I rshweb.nih.gov I ij I phrgins/inclex.hturl
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(") Irnagem hinária resultante da seg- (d) Output do algoritmo Analyze Particles
mentação
Figura 7.1: Aplicação do plug'in Analyze Par-t'icles, do ImageJ.
Além das características acima referidas, foi tido também em consideração o perímetro
de cada olho, de modo a possibilitar o cálculo da circularidade média dos olhos, de forma
ponderada, segundo a equação 7.1.
\an 7. u ArAi
circularid' 
/,:on' n T-'ade:--*;T- (7.1)
onde Áa e Pt sãa a átea e o perímetro, respectivamente, do olho z.
De modo a que o cálculo da circularidade média, bem como o tamanho médio dos olhos
não fosse afectado por olhos demasiado pequenos, que no limite até poderão ser considerados
ruído, foram eliminados os olhos cuja rírea é inferior a 5 pixels.
Posto isto, foi implementada uma forma de automatizar a extracção de todas estas ca-
racterísticas, para a totalidade das imagens que compõem o colpu* Os dados registados
para cada imagem, são apresentados na tabela C.1.
Além das características já referidas, foram ainda recolhidas outras informações acerca
dos olhos. Foram implementados métodos de contagem de sequências de pixels correspon-
dentes aos olhos. Esta contagem foi efectuada em três direcções, ou seja, vertical, horizontal
e diagonal.
Para cada uma das direcções foram efectuadas quatro contagens:
o Sequências de N pixels consecutivos (superiores ou iguais u N);
o Número de sequências de lú pixels consecutivos (superiores ou iguais u N);
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o Sequências de N pixels consecutivos (inferiores a N);
o Número de sequências de N pixels consecutivos (inferiores a N).
A decisã,o sobre um valor para .ly', com significado nas três direcções, teve por base um
estudo onde foi efectuada a contagem nas três direcções do número de pixels consecutivos cor-
respondentes aos olhos do queijo. Estes valores foram agrupados em intervalos de classe com
dimensão 5, ou seja, as sequências de pixels com valores de 1 a 5, são somadas e agrupadas no
conjunto de 0 a 5; as sequência^s com valores de 6 a 10, são somadas e agrupadas no conjunto
de 6 a 10, e assim sucessivamente. Estes conjuntos, serão posteriormente representados em
















Figura 7.2: Análise da distribuição do tamanho dos olhos.
Este estudo foi efectuado para todas as imagens do corpus e ao serem analisados os
respectivos histogramas, concluiu-se que um valor aceitável para N seria 40, visto ser o valor
central na maioria dos histogramas, assim como considerar olhos com uma área superior a
1600 pixels, parece ser um pouco exagerado, considerando que o tamanho médio dos olhos
aproxima-se dos 340 pixels.
Na figura 7.3 é exemplificada a contagem nas três direcções, para N : B, onde os valores
iguais a 1 correspondem aos pixels referentes aos olhos. A vermelho encontram-se assinaladas
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(a) Contagcm na horizoutal. (b) Contagetn na vertical. (") Contagem na diagonal.
Figura 7.8: Exemplificação das direcções de contagem referentes às características dos olhos'
Tabela 7.1: Valores da contagem dos pixels referentes aos olhos, nas três direcções, para os
exemplos da figura 7.3.
rlc l'llllero (le
Direcçáo
Horizotrtal 19 Ít 5 3
Vcrtical 12 L2 4 I
Diagonal 15 9 5 (i
Uma vez que o processamento aplicado a cada imagem, descrito nos capítulos anteriores,
é efectuado a,penas em lD, ou seja, na direcção horizontal, foram testados outros valores de
N para esta direcção, com o objectivo de encontrar uma distribuição que permitisse que cerca
de metade dos qyeijos tivessem sequências de N pixels consecutivos superiores ou iguais a N
e a outra metade cle sequências de ,lú pixels consecutivos inferiores a N, o que se observa no
gráfico 7.4a. Foi igualmente cleterminado um valor de N, para o qual o número de sequências
áe N pixels clos queijos também se encontram quantitativamente distribuídos, tal como o
gráfico 7.4b.
Foi possível encontrar esta clistribuiçã,o para valores de N iguais a 35 e 23, respectiva-
mente. Nos gráficos da figura 7.4, adistribuição a vermelho corresponde a N :40 e a az'ul
as distribuições para Iú : 35 (figura 7 .4a) e N -- 23 (figura 7 '4b) '
0 1 1 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 1 1 0 1 0 0
0 0 1 0 0 0 0 0 0
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(u) Número total de pixels em sequências de N (b) Número de sequências de N pixels oonsecu-
pixels consecutivos. tivos.
Figura 7.4: Gráfrcos de dispersão que demonstram a relação entre olhos pequenos e olhos
grandes.
7.2.L Contagem na diagonal
A contagem nas direcções horizontal e vertical, é efectuada de forma intuitiva, correspon-
dendo a percorrer as linhas e colunas da matriz da imagem, respectivamente.
Já no caso dâ direcção diagonal, o procedimento nã,o é tao natural, visto que não é
exigido que a matriz da imagem seja uma matriz quadrada, pelo que foi implem"rt*do rr*
algoritmo que prevê o caso em que o número de linhas e colunas da matriz não é igual. O
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Algorit hm 7 Contagcm lla Diagotral
1: procedure CoNTeDtecoNe/I (i, j))
2: colunas <- Colunas(I(i', j))
3: linhas ç Linhas(I(i,i))
4: NumeroDiagonai,s ? colunas + linhas - |
5: c+-0
6: l+-0
7: cAnteríor +- 0
8: lAnterior <- 0
9: triangulo+0 » 1- Triangulolnferior;\-Tri,anguloSuperior
1o: while NumeroDiagonais > 0 do
11: if triangulo::1 then
l2t while c 1 colunasAJ < linhas Atri'angulo:: 1 do
13: CONTA}













27: lAnterior : lAnterior * L
28: else if triangulo:: 0 then
29: while c< colunasAJ < linhas Atriangulo:: 0 do
30: CONT A0
31: l: I +L
32 C: C*L
33: end while
34: c: cAnterior *t
35: I :0
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7.3 Atributos relativos à cor
No que se refere a,os atributos de cor, foram implementados todos os métodos que permitem
a sua extracção de forma automática.
Com estes parârnetros pretende avaliar-se:
o a homogeneidade da cor do queijo revelando um estado de maior ou menor cura;
o se um queijo se encontra demasiado branco, ou demasiado escuro, denotando ausência
ou excesso de cura, respectivamente.
Tendo em vista esta avaliação, as zonas do queijo foram divididas em três regiões:
Crosta Região correspondente a l0% do queijo, nos seus limites exteriores, tal como é
representado na figura 7.5a.
Centro Na delirnitação do centro do queijo, a imagem foi representada como uma matriz
Centroi,i:3 x 3, sendo Centroll o centro do queijo, 7.5b.
Cantos Os quatro cantos do queijo, foram definidos seguindo um raciocínio anáJogo ao do
centro, sendo a imagem dividida numa matriz Cantosi,i: 10 x 10, pelo que Cantoss,s
é o canto superior esquerdo e Cantoss,e o superior direito, Cantoss,s é o canto inferior
esquerdo e Cantoss.e o inferior direito. A imagem 7.5c ilustra a definição dos quatro
cantos do queijo.
Este procedimento é efectuado em imagens resultantes da segmentação e as quais são
retiradas as zonâs classificadas como olhos, ficando.se com uma imagem que se aproxima do




(a) A azul azona"correspondente (b) A azul a zona central do (c) A aaul os quatro cantos do
à crosta do queijo. queijo. queijo.
Figura 7.5: Definição das regiões onde serão recolhidos parâmetros de cor.
Para cada uma das regiões definidas atrás, são extraídas diversas caracteísticas relativas
à cor, nomeadamente:





C- linlnl - (0.9 t tinlnl]




62 CAPITULO 7, RECOLHA DE ATRIBT,]TOS
o Méclia de cada uma da.s componentes da cor no espaço de cores HSV;
o Média na escala de cinzent os (gru,yscale)2 .
Com base nas características de cor anteriores, são obtidas as seguintes características:
o Diferença entre as coordenadas de cor RGB, HSV e graysca,le do centro e da crosta;
o Diferença máxima entre o centro e cada um dos cantos, para as coordenadas RGB,
HSV e grayscale;
o Diferença máxima entre todos os pontos de medida (centro e os 4 cantos) para as
coordenadas RGB, HSV e graYscale.
Além destas características de zonas pontuais da imagem, é também calculada para toda
a imagem correspondente ao fundo ao queijo:
o A média das comPonentes RGB;
o A média das componentes HSV.
No apêndice C.1, encontra-se uma breve descrição de todas as características enumeradas
anteriormente.
2A conver.são do espàço cle cores RGB para a escala de cinzentos (grayscale), é efectuada tendo por base
os seguintes pesos, P, para cada uma das componentes:
Pn:0.299 Pc :0.587 PB :0'lL4
Capítulo 8
Apre ndizagem e Classificação
" Pattern recognition i,s a process of categorizi,ng any sample of measured or obseraed d,ata
as a member of one of the seueral classes or categories. (...) now etpected to discouer the
muhani,sm of their recogni,tion, s'imulate it, and put ,it into action uith the mod,ern
technology to benefi,t the human bei,ngs."
Sing-Tze Bow [9].
8.1 Introdução
Tendo em vista a avaliação de um queijo, segundo os parâmetros apresentados no capítulo
7, recorreu-se a técnicas de Mineração de Dados, por forma a desenvolver um modelo de
aprendizagem e classificação, que será apresentado neste capítulo.
8.2 Aprendizagem
O conceito de Mineração de Dados é definido em [18], "Data mining i,s the analysis of (often
large) obseraati,onal data sets to find unsuspected relatioruhips and to summarize the data,in
nouel ways that are both understandable and useful to the data owner", or) seja, consiste na
aniílise de grandes quantidades de dados, com o objectivo de descobrir relações entre si, que
possam ser úteis e compreensíveis para o utilizador.
Esta pesquisa de relações entre os dados, origina a definição de um modelo que representa
o conhecimento extraído do conjunto dos dados pelo algoritmo de mineração. O modelo pode
tomar diversas formas, que dependem do modo como o conhecimento é representado, sendo
as equações, grafos, árvores ou regras, as formas mais comuns.
Desde os primórdios dos computadores, que se investiga e desenvolve metodologias que
permitam a que os computadores, ao interagirem com o ambiente que os rodeia, possam
"aprender"dotando-se de uma certa autonomia. Em [43], o conceito de "Aprendizagem
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Autornática"é relacionado com os conceitos de <experiência>>, <<tarefa> e <desempenho>,
ou seja:
Definição L. tlm computador aprende com a erperiênci,a E, num conjunto de tarefas T, e
d,ad,a uma medi,da de desempenho D, se o seu desempenho nls tare.fas conti'das em T, medi,do
por D, melhora corn a Erperiênci,a E.
No âm}ito da Aprendizagem Automática, são comuntmente descritos três paradigmas:
Aprendizagem Supervisionada A aprendizagem érealizadacom exemplos de treino com-
postos por um vector de características e o valor desejado à saída. Este procedimento
assemelha-se à presença de um "professor"que para o exemplo X indica a saída Y.
Aprendizagem por Reforço Existe igualmente a presença de um "professor", embora
este não indique a resposta correcta. O "professor"apenas se limita a acompanhar o
processo de aprenclizagempor parte do algoritmo de aprendizagem, atribuindo avaliações
positivas ou negativas mediante a resposta do modelo a determinado exemplo.
Aprendizagem Não Supervisionada Não é indicada nenhuma avaliação de cada exem-
plo a pri,ori. A aprendizagem baseia-se na descoberta de relações entre as características
dos dados de entrada fornecidos ao modelo'
Ao longo dos tempos, têm vindo a ser desenvolvidos diversos algoritmos de aprendizagem
e classificação, com capacidade de se adaptarem às características específicas de determinados
tipos de problemas. De entre os conjuntos de algoritmos mais conhecidos, destacam-se as
iírvores de decisão, regras de classificação, redes neuronais artificiais e máquinas de suporte
vectorial (support uector mach'ines, SVM).
Tendo em consideração que o problema em causa nesta tese é um problema de classi-
ficação, foram utilizados essencialmente algoritmos baseados em árvores de decisão, visto
que se adaptam bastante bem a este tipo de problemas [43].
As árvores de decisão são um modelo bastante utilizado na área da aprendizagem au-
tomática uma vez que constroem um modelo de fácil compreensão e interpretação para
qualquer ser humano [43]. A forma de aprendizagem utilizada na,s árvores de decisão as-
senta num processo recursivo desde a raiz até cada uma das folhas da árvore, sendo que a
cada exemplo do conjunto cle treino é atribuído uma classificação. Cada nó da iírvore está
relacionado com 1m atributo a ser testado, cada ramo baseia-se num subconjunto dos valores
clos exemplos para esse atributo, esta,ndo em cada folha uma das possíveis classificações para
cada exemplo.
Ao ser apresentado um novo exemplo à árvore de decisão, é testado o atributo correspon-
dente à raiz da árvore, seguindo depois pelo ramo correspondente a,o valor do atributo. Este
processo é repetido recursivamente até que um nó terminal ou folha seja alcançado. A classe
presente na folha, é a classificação prevista para o exemplo'
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8.3 Avaliação do especialista
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Para treino e teste do classificarlor foram utilizadas 34 fotografias do interior dos queijos,
recolhidas ao longo de diversas provas de queijos. Estas fotografias foram previamente classi-
ficadas por um especialista, a Eng. Maria da Graça Machado, responsável pelo Laboratório
de Tecnologia e Qualidade dos Produtos Regionais, na Universidade de Érrora.
Esta avaliaçao foi efectuada tendo em consideração apenas as características avaliáveis
através do processamento de imagens, apresentadas no capítulo 7. As 34 fotogra,fias foram





5. Mau - Escuro
6. IVIau - Branco
Tal como foi referido no capítulo introdutório desta tese, o interior de um queijo deve
apresentar-se com a pasta fechada e bem ligada, com aspecto untuoso e com alguns olhos
pequenos, cor amarelada e uniforme. No caso de um queijo ser bastante escuro ou bastante
branco, é um factor que só por si atribui uma classificação de Mau, pelo que numa fase
posterior as classes 5 e 6, da lista anterior, foram agrupadas numa única classe, denominada
por Mau.
No esquema da figura 8.1, é apresentada a classificação atribuída a cada queijo pela Eng.
Maria da Graça Machado. As instâncias de transição indicam casos em que a classificação é
intermédia entre duas classes.
Às instâncias de transição indicadas na figura 8.1, com os números2 eJ2foi atribuída
a classificação de Bom, a instância g foi classificada como Muito Bom, a instância 10 foi
classificada como Suficiente e, por sua vez, a instância 27 classificada como Mau-Brancos.
8.4 Modelo de aprendizagem
A construção do modelo de aprendizagem e classificação, teve por base a escolha de um
algoritmo ou conjunto de algoritmos disponíveis na ferramenta de mineraqão de dados, Weka
[73], que com as características recolhidas em cada imagem, anteriormente apresentadas no
capítulo 7, permite a definição de um modelo.
A primeira abordagem, embora um pouco nat\te, consistiu em testar todos os algorit-
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Figura 8.1: Definição e atribuiçã,o de classe a cada queijo do corpus e instâncias de transiçã,o'
de todas as características de cada imagem. Nenhum dos algoritmos testados apresentou
uma percentagem considerável de instâncias correctamente classificadas, pelo que esta abor-
dagem foi abortada, no entanto, estes testes revelaram-se úteis para compreender quais as
características com maior relevância para o processo de aprendizagem e classificação.
Partindo do princípio que foram recolhidas características relativas aos olhos e à cor do
queijo, optou-se por uma abordagem que permitisse a combinação de diversos algoritmos de
classificaçã,o, 6e modo a que o processo cle aprendizagem assentasse em diversos parâmetros
do queijo a serem considerados individualmente. Cada queijo é, então, avaliado relativamente
a,os olhos, à cor na sua generalidade, à homogeneidade comparando o centro e a crosta e,
finalmente, por uma combinação de características dos olhos e da cor. A avaliação final será
por isso, apoiada nestes quatro parâmetros de classificação intermédios.
A aborclagem seguida neste trabalho e que se fundamenta na manipulaçã,o dos exem-
plos de treino com o objectivo de gerar múltiplos modelos, foi desenvolvida nos finais do
século XX e tem por base a capacidade de combinar diversos algoritmos de aprendizagem,
obten4o-se por vezes resultados surpreendentes [73], [43]. De entre os esquemas desenvolvi-
dos, destacam-se os esquemas designarlos por uoti,ng, baggi'ng, boosti,ng e stacki,ng 170).
O algoritrno apresentado em [10], denominado por baggi'ng, permite gerar diversos mod-
elos, usàndo-os para obter uma classificação agregada. Os diversos modelos são obtidos
pelo métoclo de bootstrapt, em que cada modelo é formado por uma amostra de exemplos
àe treino, escolhiclos aleatoriamente do conjunto inicial, onde pocle ocorrer a repetição de
exemplos. Após a formaçã,o dos vários modelos, estes sã,o classificados, sendo no final real-
izaclauma média das classificações de cada amostra, pelo processo de votação (uoti'ng). A,
classificação final, resultará então de uma média das classificações intermédias, obtidas por
este processo.
lMétoclo de divisão do conjunto de exemplos, baseado num procedimento estat ístico de alnostragem
com suhstitrriçã.o. Do conjunto inicial são esc<llhiclos aleatoriamente os exeurplos de treino, mâs com a
possibili4a.d" à" o"ur.".em repetições. Os exemplos de teste são os restantes, ou seja, os que náo foram
incluído no conjunto de treino [43]'
trT;
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O algoritrno de boosting 1571, tal corno o algoritmo baggi,ng, gera modelos por amostragem
com substituição, no entanto perrnite uma ponderação do peso de cada exemplo. No início
do processo de aprendizagem, todos os exemplos têm o mesmo peso. O erro é calculado em
função dos exemplos classificados incorrectamente, pois estes passam a ter maior peso que os
exemplos classificados correctamente. Este método embora permita uma boa percentagem
de exemplos correctamente classificados, é muito susceptível à presença de ruído nos dados,
o que piora bastante os resultados [76].
O esquema de stacki,ng, ao contrrírio dos esqueilras de baggi,ng e boosting, permite com-
binar diferentes tipos de algoritmos de aprendizagem [73], pelo que, este esquemaperfila-se
como um esquema adequado ao problema em causa, visto nã,o impor restrições ao tipo de
algoritmo a utilizar, dando total liberdade para a escolha do algoritmo que melhor se adequa
ao parâmetro que se pretende analisar.
8.5 Modelo de classificação
8.5.1 Algoritmo de Staclcing
Na sequência do que foi referido na secção anterior, o esquema de stacking constitui uma
alternativa à combinação de diversos métodos de classificação pelo método de votaçã,o, uti-
lizad'a no esquemade bagging. A utilização do método de votação apenas faz sentido se os
algoritmos de aprendizagem) sobre os quais recai avotação, forem comparáveis [74]. O de-
senvolvimento do método de stacle'ing deu origem ao conceito de metalearner, qtle zubstitui
o método de votação.
O esquema de stacki,ng tenta aprender usando um algoritmo, o metaleanter, que descobre
a melhor forma de combinar o resultado dos algoritmos base [73]. Este processo é realizado
em dois níveis, sendo que no níuel-7 sã,o geradas as predições utilizadâ,s como input para o
meta-modelo do níuel- 1.
O conceito de dividir o processo de aprendízagem em dois níveis, foi o escolhido para
construir o classificador que permitirá avaliar um queijo, através das características descritas
no capítulo 7.
No níael-1, cada queijo é avaliado segundo 4 parâmetros, com 4 algoritmos de aprendiza-
gem diferentes:
o Cor geral do queijo;
o Homogeneidade da cor;
o Olhos e suas características;
o Combinação de características dos olhos e da cor
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Para cr nível seguinte, são utilizada.s a;s classificações obtidas no níuel'), que ao serem in-
trocluziclas nurn outro algoritmo de aprendizagem, este cornbina as 4 classificações anteriores,




Classificação em função da cor - Algoritrno Sequent'i'al Minimal Opti'-
mizati,on
O primeiro parâmetro a avaliar é a cor geral do queijo. Para tal foi utilizado o seguinte
conjunto de características:
o Média R Centro
o Média G Centro
o Média B Centro
o Média Gray Centro
o Média R Crosta
o Media G Crosta
o Média B Crosta
o Média Gray Crosta
o Diferença Centro Crosta R
o Diferença Centro Crosta G
o Diferença Centro Crosta B
o Diferença Centro Crosta GraY
o Média F\rndo H
o Média F\rndo S
o Média F\rndo V
Nesta classificação os queijos são classificados tendo em consideração 4 classes:
Branco Queijo globalmente claro, denunciando muito pouco tempo de cura;
Escuro Queijo globalmente escuro, denunciando demasiado tempo de cura;
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Centro Escuro - Centro e crosta curados, estando conforme o esperado;
Centro Claro - Crosta curada, mas centro pouco curado.
Foram testados todos os algoritmos disponíveis no Weka, sendo o algoritmo SMO (Se-
quent'ial Mi'nimal Optimizati,on) o que apresenta um melhor resultado em termos de percen-
tagem de instâncias correctamente classificadas. O algoritmo SMO, apresentado em [b0], foi
desenvolvido tendo como objectivo o treino de SVIVIs.
As Suppor-t Vector Machi,nes, desenvolvidas por Vapnik [16], em 1995, é uma técnica de
Aprendizagem Máquina (AM) amplamente utilizada em diversos domínios, desde a classi-
ficação de textos à análise de imagens. As SVMs são suportadas pela teoria da aprendizagem
estatística, consistindo num conjunto de princípios a ser seguidos de modo a obter-se um
classificador com boa capacidade de generalização.
Dependendo do tipo de problema em análise, as SVMs podem ser de dois tipos, lineares
ou nã,o lineares. SVMs lineares são usadas para a obtenção de fronteiras lineares paxa a
separação dos dados em duas ou mais classes, dependendo do problema em aniílise. Para
problemas não lineares, são utilizadas SVMs não lineares, que permitem o mapeamento do
conjunto de treino do seu espaço original paxa um espaço de maior dimensão, fazendo com
que o conjunto mapeado possa ser separado por uma svl\{ linear [6].
Em [49], as SVMs são apresentadas como um problema de optimização, em que uma
elevada complexidade do problema em causa, pode impossibilitar a aplicação dos métodos
tradicionais de optimizaçõ"o, pelo que a decomposição do problema iniciat em sub-problemas,
tem sido uma abordagem seguida por diversos autores para, o treino de SMVs.
Um tipo especial de decomposiçã.o, é a utilização do método SMO, onde é considerado
um pequeno conjunto de variáveis para cada sub-problema. No caso concreto deste método,
são consideradas duas variáveis de caÀ,avez, evitando a necessidade da aplicação de técnicas
de optimização.
Este algoritmo, quando aplicado à classificaçã,o do queijo qua^nto à cor, permite uma
percentagem de instâncias correctamente classificadas na ordem dos g[Vo, cometendo apenas
dois erros, no conjunto das 34 fotografias utilizadas para treino do classificador. Estes
resultados foram obtidos por validaçã,o crrzada2.
A figura 8.2 resume os resultados, apresentando amatriz de confusão3 do algoritmo.
8.5.2.2 Classificação em função dos olhos - Algoritmo J4B
A avaliação do queijo relativamente ao número, forma e dimensão dos seus olhos, é efectuada
mediante as seguintes características:
20 conjunto dos exemplos de treino, é dividido em conjuntos mutuamente exclusivos, aplicando cada
modelo alternadamente a cada conjunto.
sMatriz de confusão é amatriz M : N x N em que cada elemento Mii indica quantos exemplos do
conjunto de treino da classe j foram classificados com a classe i.
Cor - SMO
I nstâncias Classif icadas Co rrectamente
Instâncias Classificadas E rradamente
32
2
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Figura 8.2: I\ilatriz de confusão do algoritmo Sequenti,al Mi,ni,mal Optimizati,on.




Relativamente aos olhos, os queijos são classificados em 3 classes:
Muitos - Elevada t{rea ocupada pelos olhos, o que corresponde a um tempo de cura insufi-
ciente;
Médios - Os olhos ocupam uma área aceitável, sendo um queijo possivelmente nzoável;
Poucos - Reduzida área ocupada pelos olhos, pelo que, no que aos olhos diz respeito, o
queijo poderá ser classificado como bom.
Grande parte dos algoritmos de classificação baseados em árvores de decisão realizam
uma pesquisa sobre o espaço cle árvores possíveis, segundo uma heurística descendente [43],
sendo que o algoritmo ID3 implementa esta abordagem.
Este algoritmo constrói a árvore de decisão de forma recursiva e descendente. O atributo
a testar na raiz cla iírvore, é obtido por um teste estatístico, que determina a capacidade
de cada atributo por si só de classificar os exemplos dados. Cada valor possível para o
atributo seleccionado para a raiz, dará origem a uln ramo na árvore, sendo posteriormente
os exemplos de treino distribuídos pelo ramo correspondente.
O procedimento é repetido para cada ramo, utilizando o subconjunto de exemplos de
treino correspondente para determinar o melhor atributo a testar nesse ramo' excepto o
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atributo seleccionado para a raí2. Este processo termina, quando nãn existem mais atributos
a testar, ou quando todos os exemplos de determinado ramo, têm o mesmo valor para a classe,
sendo esta a classe prevista.
Os algoritmos de indução em árvores de decisão podem provocar o sobre-ajustamentoa
dos dados, pelo que em 1993, Quinlan apresentou um versão modificada do algoritmo ID3,
denominado por C4.5, utilizando a técnica de poda de regrass de forma a minimizar os efeitos
do sobre-ajustamento.
No software Weka, encontra-se o algoritmo C4.5 renomeado para J48 [11], onde se en-
contra implementada uma forma de poda da árvore gerada pelo algoritmo IDB.
Para a avaliação do queijo com as características respeitantes aos olhos, o algoritmo J48
apresentou os melhores resultados, de entre os algoritmos testados.
A figura 8.3 apresenta os resultados do algoritmo J48, para classificar um queijo relati-
vamente às características dos olhos.
Figura 8.3: IVIatriz de confusão do algoritnro J48.
8.5.2.3 Classiffcação em função da homogeneidade da cor - Algoritmo Best-
Fi,rst Decision h.ee
A homogeneidade da cor do queijo, é avaliada mediante as características de cor do centro,
da crosta e dos cantos do queijo, e por características resultantes da comparação entre o
centro, a crosta e os cantos, formando o seguinte conjunto:
o l\tédia R Centro
aO sobre-ajustaÍnento ocorre quando se foca excessivamente nos exemplos de treino, provocando a
diminuiçâo da capacidade de generalizaqão do rnodelo [56].sTbansformação da árvore de clecisão num conjunto de regras de classificação.
Olhos - J48
Instâncias Classificadas Conectômente
I nstâncias Classif icadas Erradamente
Matriz de Confusão
32 94.1176%
2 5. gg 24Í+b
a b c<--classificação
11 0 0 | a = Muitos
0 7 0lb=Medios
1 l14l c=Poucos
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o N'Iédia G Centro
o N'léclia B Centro
o l\{éclia Gray Centro
o N,tédia R Crosta
o Nlédia G Crosta
o NIédia B Crosta
o Méclia Gray Crosta
o Diferença Centro Crosta R
o Diferença Centro Crosta G
o Diferença Centro Crosta B
o Diferença Centro Crosta Gray
o lvIédia H Centro
o N{édia S Centro
o Média V Centro
o Média H Crosta
o Média S Crosta
o N{édia Y Crosta
o Diferença Centro Crosta H
o Diferença Centro Crosta S
o Diferença Centro Crosta V
o NIédia R Canto Sup Esquerda
o N{édia G Canto Sup Esquerda
o l\Iédia B Canto Sup Esquerda
o l\Iédia Gray Canto Sup Esquerda
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o Média R Canto Sup Direita
o Média G Canto Sup Direita
o Média B Canto Sup Direita
o Média Gray Canto Sup Dir
r Média R Canto Inferior Esquerda
o Média G Canto Inferior Esquerda
o Média B Canto Inferior Esquerda
o Média Gray Canto Inferior Esquerda
o Média R Canto Inferior Direita
o Média G Canto Inferior Direita
o Média B Canto Inferior Direita
o Média Gray Canto Inferior Direita
o Mríximo Centro Cantos R
o Máximo Centro Cantos G
o Máximo Centro Cantos B
o Mríximo Centro Cantos Gray
o Mríximo Centro Cantos Todos R
o Mríximo Centro Cantos Todos G
o Mráximo Centro Cantos Todos B
o Mríximo Centro Cantos Todos Gray
Um queijo classificado quanto à homogeneidade da sua cor, poderá corresponder a uma
de duas classes:
Sim - Verifica-se a presença de uma cor homogénea;
Não - A cor não se apresenta homogénea.
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O tipo de árvores de decisão usado para a classificação do queijo em função da homo-
geneiclade da sua cor, apresenta as características padrão de uma árvore de decisão, referidas
na introduçâo deste capítulo.
No entanto, o algoritmo cle árvores de decisã,o BFT[ee apresenta uma diferença. Enquanto
nas árvores de decisão tradicionais expandem os seus nós em profundidade, as árvores BFTree
expandem primeiro o melhor nó. Tal facto poderá não provocar diferenças nas árvores
geradas, a nã,o ser que seja pré-definido um valor para o número de expansões, e aí sim, as
árvores geradas serão diferentes [60].
A figura 8.4 apresenta os resultados do algoritrno BFT[ee'
Figura 8.4: Matriz de confusão do algoritmo Best-Fi,rst Deci,si,on Tree.
8.6.2.4 Classificação em função da cor e dos olhos - Algoritrno Altenta'ting
Decision hee
Por fim, o último parâmetro a avaliar, é uma combinação da avaliação relativa aos olhos e à
cor, mas que pennite uma boa separação dos queijos bons dos malls. Portanto, o conjunto
de características utilizadas nesta avaliação, contém características da cor e dos olhos:




o N,{édia B Centro
o l\,{édia Gray Centro
Homooeneidade - BFTree
Instâncias Classif icadas Correctamente 32
Instâncias Classif icadas Erradamente 2
Matriz de Confusão
I 4.1 I 76%
5.88 24qb
ô b <-- classificação
L7 1la=Sim
1151 b=Nao
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o Média B Crosta
o Média Gray Crosta
o Diferença Centro Crosta B
o Diferença Centro Crosta Gray
o Mtíximo Centro Cantos B
o Mríximo Centro Cantos Gray
o Mríximo Centro Cantos Todos B
o Mríximo Centro Cantos Todos Gray
o Média Fundo B
Nesta classificação são consideradas duas classes:
Muito Bom Os olhos são poucos e pequenos e a cor é amarelada e uniforme, respeitando os
critérios do queijo de Évora, e por isso corresponde a um queijo potencialmente bom;
Mau Não verifica as condições anteriores (poucos olhos e cor arnaxelada e uniforme).
Para esta classificaçã,o, foi utilizado o algoritmo ADThee (Attemati,ng Decision Tfee),
apresentado em [24], que resulta da combinação do conceito de árvores de decisão com o
método de boosting originando regras de classificação menores, e por isso, mais fáceis de
interpretar.
As alternati,ng deci,si,on tree são similares às opti,on trees [24], que diferem das árvores
de decisão uma vez que apresentam dois tipos de nó: nós de decisão e nós de opção. Para
classificar um exemplo, num nó de decisã,o segue-se por um dos ramos dó nó, no entanto
existe um nó de opção que permite seguir por todos os rarnos. Isto significa que cada
exemplo poderá ter mais do que uma folha, pelo que a classificação finat é uma combinação
das classificações de cada folha, utilizando o método de votação.
As opt'ions trees podem originar uma ADTree por adição incrementa.l de nós, usando um
algoritmo de boosti,ng, onde os nós de decisão são designados por spli,tter nod,es e os nós de
opção designados por nós de predição. Este tipo de árvores está indicado paxa problemas
de classificação de duas classes, sendo que cada nó de predição está associado a um valor
numérico positivo ou negativo [73].
A figura 8.5 resume os resultados do algoritmo Alternati,ng Deci,sion 71ree.
No apêndice D.l encontra-se a tabela D.1, onde são apresentados os resultados dos difer-
entes classificadores, pa"ra cada um dos parâmetros em que assenta a classificação de um
queijo.
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Figura 8.5: Matriz de confusã,o clo algoritmo Alternati,ng Decisi,on Tfee.
8.5.3 Níael- 7
8.5.3.1 Algoritmo Randombee 'Esquema de Stacking
O modelo do níuel-l é definido em função dos resultados das classificações do níuel-}, pelo
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- Muito Bom
- Mau
A classificação final de um queijo, corresponderá a uma das seguintes classes:
Muito Bom - Queijo conforme a definição, ou seja, com poucos ou nenhuns olhos e cor
ligeiramente amarelada;
Bom - Queijo onde se verifica a presença de alguns olhos e cuja cor poderá não ser tão
uniforme quanto os queijos da classe Muito Bom;
Suficiente - Queijo com olhos de dimensões médias e cor pouco uniforme;
Insuficiente - Queijo com olhos de dimensões consideráveis e cor muito pouco uniforme;
Mau - Queijos com cor muito escura ou muito clara denotando tempo de cura incorrecto.
No caso de queijos muito brancos, os olhos têm dimensões elevadas, denotando muito
pouco tempo de cura.
Estas classes foram assim definidas, tendo em consideração a opinião de um especialista,
a Eng. Maria da Gra4a Machado, tal como descrito em 8.3.
O algoritmo utilizado para realizar a aprendizagem neste nível, foi igualmente um algo-
ritmo de iírvores de decisão, denominado por RandomTree, cuja particularidade reside no
facto de que em cada nó da árvore podem ser considerados K atributos diferentes, em que
K é um número aleatório, não sendo aplicado o método de poda à rírvore gerada [78].
Na figura 8.6 são resumidos os resultados do algoritmo RandomTfee, referent es ao níuel-l
do processo de segmentação.
Figura 8.6: I\'I atrtz de confusão do algoritmo Randomfiee.
Stackino - RandomTree
Instâncias Classificadas Correctamente Zg
Instâncias Glassificadas Erradamente s
Matriz de Confusão













( -- classif icação
I a = MuitoBom
I b=Bom
I c = Suficiente
I d = Insuficiente
le=Mau
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8.5.3.2 Análise dos resultados
A forma mais simples cle avaliar um modelo de classificação, consiste em contar o número
{e instâncias para as quais o valor previsto pâra a classe coincide com o valor real [43]. Esse
valor, normalizado em termos de percentagem, é obtido pela soma dos valores da diagonal
da matriz cle confusão, figura 8.7, podendo tomar a designaçã,o de Percentagem de Instâncias
Correctamente Classificadas (PICC).
Figura 8.7: lv'\'I atrrz de confusão 2 x 2.
Além da métrica PICC, podem ser consideradas duas outras métricas:
Sensibilidade : f,x 100(%)
Especificidade , ffix 100(%)
O esquema cla figura 8.8, apresenta os valores das as 3 métricas para cada uma das classes
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Um classificador é tanto mais próximo do ideal quanto maiores forem as percentagens
para as 3 métricas [a3]. No entanto, deve ter-se em conta que existe um compromisso entre
sensibilidade e especificidade, pois um aumento da sensibilidade pocle diminuir a especifici-
dade.
Tendo em conta que apenas u rerrribilidade da classe Muito Bom tem uma percentagem
inferior a 80T0, pode-se considerar uma avaliação muito positiva do rnodelo implementado.
8.5.3.3 Á"ro". de classificação final
Na figura 8.9 é possível observar o aspecto final da árvore de decisâo obtida no níuel-l do
esquema de stacking, a qual permite obter uma percentagem de 85.29% de novos exemplos
correctamente classifi cados.
8.5.3.4 Resumo das classificações do níael-1
No apêndice D.2 encontra-se a tabela D.2, onde são apresenta.dos os resultados da classi-
ficação final com o esquema de stacking, para todas as imagens que integram o corpus, que
foi utilizado para treino e teste do classificador.
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8.6 Abordagem alternativa
Na primeira aborclagem para o desenvolvimento do modelo de classificação, testararn-se
todos os algoritmos disponíveis na ferramenta Weka, para o conjunto de todos os atributos
retirados de cada imagem (apêndice C.1).
Voltou-se a verificar que as iírvores de decisã,o é um tipo de algoritrno com bons resultados
para problemas de classificação, sendo neste caso o algoritmo Rand,omForest [72], [68], o que
apresentou melhores resultados.
A figura 8.10 apresenta a matriz de confusão para do algoritm o Rand,omForest, mostrando
que esta abordagem simplista conduz a um resultado insatisfatório, quando comparada com
os resultados apresentados em 8.5.3.2.
Figura 8.10: Matriz de confusã.o do algoritmo RandomForest.
Uma consequência natural da matriz de confusão da figura 8.10, é a diminuição das
percentagens das métricas de avaliação do algoritmo, comparando com as apresentadas em
8.11.
Teste com todos os Atributos - RandomForest
lnstâncias classificadas correctament e 23 67,641I%
lnstâncias classificadas Erradamente 11 32.35290/o
Matriz de Confusão
a b c d e <--classificação
210 01 I a=MuitoBom
010221b=Bom
0 0 5 1 0 I c=Suficiente
11 1 3 0 I d=lnsuficiente
0 0 0 1 12 I e=Mau
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Neste capítulo é apresentada a aplicação de software que foi desenvolvida, constituindo
um forma de integrar todos os algoritmos apresentados ao longo desta tese, tornando a
experiência paxa o utilizador o mais simples possível.
O código da aplicação foi implementado na totalidade com a linguagem de programação
JAVA (1.6.0-03), aproveitando todas as sua^s potencialidades de desenvolvimentã e inâe-
pendência da plataforma onde a aplicação irá ser executada. O ambiente de desenvolvimento
consistiu no editor de texto Kate (2.5.8) e no sistema operativo Ubuntu 7.04.
Na apücação desenvolvida, foram integrados componentes de outros programas igual-
mente desenvolvidos em JAVA, nomeadamente ImageJ (versão 1.42q), JFleeChart (vãrsão
1.0.13) e Weka (versão 3.6.3).
9.2 fnterface de utilizador
A interface constitui a única forma de interacção entre o utilizador e a aplicação, pelo que o
seu desenvolvimento foi orientado à sua fácil usabilidade.
É disponibilizado visualmente ao utilizador, apenas as informações consideradas rele-
vantes, o que permitiu seccionar a interface em cinco zonas principais:
o No lado esquerdo, é apresentado a lista das imagens contidas na pasta "imagens/",
pasta pré-definida da aplicação, onde devem ser colocadas as imagens a processaÍ;
o Relativamente ao centro, e em destaque, é apresentada a fotografia actualmente selec-
cionada pelo utilizador;
o Do lado direito e em cima, após o processamento da fotografia seleccionada, é apre-
sentada a imagem correspondente à regiâ,o do queijo da fotografia inicial, resultado do
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recorte da irnagern original;
o Do laclo direito em baixo, é exibiclo o resultado da segmentaçao e reconhecimento dos
olhos, sobre a itnagem resultante do ponto anterior;
o Em baixo, sáo resumidos em forma de tabela, os dados resultantes da segmentação e















Figura 9.1: Aspecto visual da interface
9.2.L Modos de utilização
Tal como referido na secção anterior, as fotografias a processar pela aplicação devem ser
colocada.s na pasta "imagens/". Ainda assim, é dado ao utilizador a possibilidade de pro-
cessar fotograflas que estejam em qualquer outra localização, bastando para isso seguir no
menu "Ficheiro"a opção "Abrir"e então escolher a fotografia.
No entanto, e tenclo em consideração as fotografias presentes na pasta " imagens/", estas
poderão ser processadas de dois modos:
Individualmente Seleccionar a fotografia a processar na lista disponível do lado esquerdo
da interface, e no menu "Executar"seguir a opção "Avaliar Fotografia Seleccionada",
figura 9.2a.
Em Grupo Permite processar todas as fotografias presentes na pasta "imagens/", sendo
apresentados todos os resultados na tabela da parte inferior da interface. Para este
tipo de processamento, basta seguir o menu "Executar"e seguir a opção "Avaliar todas
as Fotograflas", figura 9.2b.








f Cm.ificador tutomático de Queijor




Aatr totogrdia §eteccionada Âvaliar Fotogr aÍia Seleccionada
Avaliar todas as Fotogrffias
'l
Âmliar todar ar Fdogrfrias
(u) Avaliar fotografia selec-
cionada.
(b) Avaliar todas a^s fotografias.
Figura 9.2: Formas de avaliar as fotografias.
9.2.2 Visualização dos resultados
Os resultados são apresentados em forma de tabela na parte inferior da interface. No que
diz respeito ao reconhecimento e extracção de características relativas aos olhos, é mostrado
ao utilizador a informação relativa ao número de olhos, tamanho rnédio, fracção da rírea
ocupada pelos olhos e a circularidade média dos mesmos, segundo a equação 7.1.
E igualmente fornecida uma estimativa das dimensões do queijo, que embora não resultem
directamente do procedimento de detecção dos olhos, resultam de uma fase posterior, ou seja,
do reconhecimento e recorte do queijo na fotografia inicial. Portanto, além das características
acima referidas é apresentada a largura e a altura do queijo, na referia tabela, tal como na
figura 9.3.
Dados dr Segmenteçto
Figura 9.3: Tabela com os dados da detecção dos olhos do queijo, apresentada na interface.
Os dados gerados e analisados durante o processo de avaliação e classificação do queijo,
são mostrados na tabela "Dados Classificação". Nesta tabela, além da classificação final,
são também apresentadas as classificações relativas à generalidade da cor do queijo, quanto
à homogeneidade da cor, quanto aos olhos e suas características e a um outro parâmetio que
compreende características respeitantes aos olhos e à cor. A forma de obtenção de todos esies
parârnetros foi assunto do capítulo 8. A configuração desta tabela poderá ser visualizada na
figura 9.4.
9.2.3 Análise de desempenho
Tendo em consideração os diversos algoritmos apresentados ao longo desta tese, o processa-
mento de uma imagem pode ser dividido em três fases:
Ficheiro
! Ctor.iíicador Âutomático de Queijor
Atura
3 jps 46,00 86,70 I )?Lté- ) 03 I:




1jpq 5 0,00 13 8,90 4,11 l+,zl05 2,04
I jpg 19,00 63,00 1,04 ll, go05 1,64
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Drdos Classificlçüo
Figura g.4: Tabela com os darlos da avaliação do queijo, apresentacla na interface
Pré-processamento Inclui as etapas de detecção da moldura, eliminação de possível ruído,
rotaçâo da imagem caso se verifique um ângulo de rotaçã,o da moldura superior a 1
grau, terminando no reconhecimento do queijo;
Segmentação Separação dos olhos do fundo do queijo;
Classificação Extracção cle características, que mediante o modelo de classificação desen-
volvido, permite a avaliação do queijo.
Foram efectuados testes com alguma^s fotografias experimentais, sobre as quais foram
registados os tempos de processamento cle cada etapa. As 10 fotografias cujos tempos se
encontram resumidos no gráfico 9.5a, têm a mesma dimensão de 1536 x2048, verificando'se
que a etapa de pré-processamento é a que ocupa a maioria do tempo de processamento de
uma fotografia. No gráfico de dispersão 9.5b, verifica-se, tal como seria espectável, que o
tempo do processo de segmentação, varia em função da área da imagem reconhecida como
queijo.
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(u) Tempo cle processamento dc cada fa^se
Figura 9.5: Análise do desempenho do software.
(lassificaçâo final
Fot o qrafi a Cor 0lhos
i
r Honrogeneidade i Bon! IUus__
l,luito BomIttuiro Bomlao3 ir,ir Centro Escuro lt,te*lios
hlaul,lao It,tauI ipa Branrn Ittuiros
hluitc, BomIt'tuito Bomllao(r-ntro Ês(uro lPoucos1 iF,q
hluilo BontCentro Escuro lPoucos It',tuiro BomÍim4 ipll
t
Dados rla §e
9,2. IATTERFACE DE UTILIZADOR 87
9.2.4 Ficheiros criados
O processamento de cada fotografia, pressupõe o cumprimento de diversas etapas, abordadas
ao longo desta tese. Algumas destas etapas resultam na criação de um ou mais ficheiros, que
constituirão o ponto de partida da próxima etapa de processamento.
A fase de pré-processamento, capítulo 4, culmina com a criação de uma nova imagem
onde apenas deve constar a região correspondente a,o queijo. E sobre esta imagem que será
aplicado o algoritmo de segmentação, abordado no capítulo 5, obtendo-se desta vez duas
imagens. Uma das imagens identifica as regiões classificadas como olhos enquanto a outra
apresenta a imagem do queijo subtraindo os olhos, constituindo uma aproximaçfu aa fundo
do queijo.
Além destas duas imagens, nesta etapa é ainda criado um ficheiro no formato txt, em que
a cada pixel da imagern resultante da segmentaçã,o, é atribuído o valor 0 se pertencer ao funclo
do queijo, caso contrário é atribuído o valor 1 indicando que pertence a um olho, tal como é
exemplificado nas imagens 7.3. Com a obtenção deste ficheiro, é evitado a repetição de todo
o processo de segmentaçâo, caso seja necessário a obtenção de algum valor em particular.
O último ficheiro a ser criado, consiste num ficheiro XML onde é guardada de forma
estruturada a informação relevante sobre todo o processamento realizado sobre a imagem,
nomeadamente, no que se refere à detecção e contagem dos olhos, as dimensões do queijo,
bem como informações relativas à avaliação do mesmo. A figura 9.6 demonstra um exemplo
da estrutura do ficheiro XML, criado após a conclusão do processamento da imagem.
<?xml version=" 1,0" encoding-"lsO-Bg5g- 1,, ?>
<quetjo>
<nomeFot o> 1 .jp g </nome F of o>
<c arac t aris t ic asOlhos>
<numer0>5O .O <,/numero>
<tamanhoMedio> 1 gB . g</tamanhCIMedio>
< fra c c a o A re a > + . +o B Lz ++o 49 s o g o g < / fr acc a o A re a >
< c i rc u I a ri d a d e > O . O 49 + 92 L 52 +20,37 B7 6+</c i rc u I a ri d a d e >
</c a rac t ans t ic a s O lh os >
<dimensoes>
<l arg u r a> + .27 </l a rgura >




< o lho s > M u it o s </o lh os >
< h o mo gene i d a d e > N a o </h o mo gen ei d a de>




Figura 9'6: Exemplo da estrutura do ficheiro XI!{L gerado após o processamento e avaliação
de uma fotografia.
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Figura 9.7: Ficheiros criados a,o longo da avaliaçáo de uma imagem
9.2.6 Documentação
O código desenvolvido no âmbito desta aplicação cle software encontra-se devidamente do-
cumerrtado, tendo sido utilizada a ferramenta Javadocl que permite criar a documentação
da API do software em formato HTML.
A figura 9.8 apresenta a descrição de cada classe2 desenvolvida, com o respectivo co-
mentário.
9.3 Software de desenvolvimento
A aplicação de software que tem vindo a ser apresentada no presente capítulo, foi desen-
volvida integralmente utilizando a linguagem de programaça,o JAVA'
Alguns dos algoritmos apresentados nos capítulos anteriores, foram implementados recor-
rendo ao auxílio de outros programas igualmente desenvolvidos em JAVA, que por serem
opensource permitiram uma fácil integração no software apresentado nesta tese. O software
ImageJ, foi utilizado para a análise clas imagens binárias resultantes da detecção dos olhos
do queijo, pelo algoritno An,alyse Par-ticles.
O software Weka, muito utilizado no domínio da mineração de dados, facilitou em muito
a implementação do método de classificação de um queijo, apresentado do capítulo 8.
Numa fase preliminar de estudo e compreensão do problema em causa nesta tese, foi
utilizado o software JFreeChart para a obtenção e visualizaçã,o de gráficos, que permitiram
I http: I I iava.sun.com/j 2s e f javadoc I,O ãorr"ãito «le classe no âmhito da linguagem de programação JAVA, linguagem orientada a objectos,
represerrta um ohjecto especial pàxa a criação de objectos idênticos, ou seja, com estrutura interna e com-
portamento idênticos [42] .
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Class Summary
Cflra.cteristiÇê§ Extracção de característrcas do quego
Classlficador Classe onde são cnados os ítchetros .arff de rnput para a classifrcação de um queijo
Detec_taMoldUra Classe com os rnétodos paraAplicaçâo dos operadores de
a detecção das linhas em fiotografias padronizadas
Prewitt
F-eçu taf§al iacao Avalração de um queijo
ExecutaSegmen tacao seg mentaçâo de uma rmegem de queljo, para detecção dos olhos
[oto.gratios Cor{unto de fotograflas do Corpus
Hlstogra ma Geração de histogramas
Interface lnteríacê para o uErlrzador
I elLorXMI. pa ra efectuar a leitu ra dos dados de classiírcação e segmentaÇão guardados em
form ato XML
Pixel Classe qu6 representa um objecto "pix6l"
PlaI Criação de gráficoshnha
de stnats, pela vartação do brilho da cor da rmagem ao longo de uma
PreProcessamento Classe que exetuca o Preprocessamento de uma rmagem
RecorheçeQueUo Classe corn os métodos para o reconhecimento do Quepo em fotografias padrcnizadas
Rotacao Rotação de uma imagem
Seqmentacao Classe onde são lm plementados os métodos anecessanos â detecção dos olhos do queuo.
Utl I ldades Classe com métodos de audlio utilizados por diversas classes
Figura 9.8: Documentação gerada pela ferramenta Javadoc.
a identificação de algumas das características e aspectos do problema, a ter em consideração
na definição da abordagem à solução do mesmo.
Analisador de Partículas
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Capítulo 10
Conclusão
Neste trabalho desenvolveu-se uma aplicação de software que permite a avaliação automática
de alguns parâmetros dos queijos de Evora (Denominação de Origem Protegida). A aplicação
desenvolvida é uma ferramenta auxiliar que poderá ser usada tanto por membros do painel
de avaliação como em controlo de qualidade pelos próprios produtores.
A aplicação analisa várias características das imagens de queijos. O número de olhos,
assim como a fracção de área que ocupam, são características importantes para uma correcta
avaliação da sua qualidade. Encontram-se na bibliografia diversos algoritmos e métodos de
reconhecimento de objectos em imagens, no entanto, por nenhum dos algoritmos testados se
adaptar ao problema de reconhecimento dos olhos do queijo, foi desenvolvido um método de
segmentação adaptado ao problema, apresentado no capítulo 5, tendo sido posteriormente
comparado com outros algoritmos.
Embora não tenha sido integrado no software, foi desenvolvido um método para a de-
tecção de textura em fotografias da crosta exterior de queijos, apresentado no capítulo 6, onde
a presença de textura pode indicar que o processo de secagem do queijo ocorreu demasiado
depressa ou que o queijo foi pouco compactado.
O software desenvolvido foi testado com fotografias e dados reais, obtidos com a co-
laboração do painel de provadores do Laboratório de Tecnologia e Qualidade dos Produtos
Naturais, da Universidade de Évora, obtidas e prêprocessadas segundo a metodologia des-
crita no capítulo 4.
1-0.L Perspectivas futuras
Ao longo do desenvolvimento de toda a tese, forarn sendo tomadas opções que deixarn em
aberto a continuação do trabalho. De entre os aspectos que poderão vir a ser melhorados,
destacam-se:
l. Performance do algoritmo de segmentação;
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2. Generalizaqão dos algoritmos desenvolvidos paxa a extracção dos atributos de cor do
queijo paxa as merendeirasl
3. Classificação de um queijo mediante a análise de fotografias do seu interior e exterior;
4. Melhorar a capacidade de generalizaqãa do algoritmo de classificação, mediante a
recolha de mais exemplos de treino.
Tendo em consideração que os filtros utilizados no algoritmo de segmentação efectuam
o processamento apenas a uma dimensão (linhas da imagem), o cálculo do limiar de seg-
mentação é igualmente independente de linha para linha, o que possibilita a paralelização
do código, com o hardware adequado, melhorando a performance do algoritmo.
No caso das merendeiras ao apresentarem dimensões na ordem dos 12 a 15 cm, e por isso
superiores as do queijo, é permitido que apresentem uma cor mais clara relativamente à do
queijo, sendo que este aspecto terá de ser tido em consideração aquando da redefinição dos
algoritmos para o processamento de imagens correspondentes a merendeiras.
No seguimento do método apresentado no capítulo 6, paxa a detecção de textura em
imagens, fica em aberto aúilizqáo deste método para a classificação de imagens do exterior
de queijos baseada na presença ou não de textura e, por conseguinte, a classificação de um
queijo pela conjugação da avaliação do seu interior e exterior.
As fotografias que constituíram o cotpus de treino e teste do classificador, embora repre-
sentem substancialmente o queijo de Evora, podem, no entanto, apresentar uma cobertura
mais consistente se o conjunto de fotografias for aumentado. Com mais exemplos de treino,
decerto que o classificador gerado será mais generalista e, como tal, com melhor ta>ca de
acerto aquando na classificaçã,o de um novo exemplo.
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Apêndice A
Apêndice ao capítulo: Segmentação
A.1 Resultados do algoritmo de segmentação
(u) Imagem original 6954a (b) Resultado da Segmentaçao
Figura A.1: Segmentaçã,o da imagem 6954a.jpg (1).
(") Imagem original 252Ld (b) Resultado da Segmentação
Figur a A.2: Segmentação da imagem 2521d.jpg (2).
(u) Irnagem original 3L24a (lr) Resultarlo da Segnrentação
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(u) Irnagern original 6797a (f,) Resultado da Segrnentaçãcr
Figura A.4: Segmentação da imagem 6797a.jpg (4).
(") Irnagcnr origirral 2920a (lr) Resultado da Segurentação
Figura A.5: Segmentação da imagem 2920a.jpg (5).
(u) Imagenr original 2876a (b) Resultaclo da Segnrentação
Figtrra 4.6: Segmentação da imagem 2876a.jpg (6).
(u) hnagcm original 9159a (h) Resultado da Segmentação
Figura A.7: Segmentação da imagem 9159a.jpg (7) .
(o) Imagerr original 4936a (b) Resultado da Segmentação
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(a,) Irnagem «;riginal 3L24b (lr) Resultarlo da Segrtrentação
Figura A.9: Segnrentação da imagem 3l24b.jpg (9).
(a,) hnagem original 4L90a (b) Restrltarlo da Segrnentação
Figura 4.10: Segmentação da imagem 4190a.jpg (10).
(u) Imagem original 6797c (b) Restrltarlo da Segmentação
Figura 4.11: Segmentação da imagem 6797c.jpg (11).
(u) Irnagerrr original 5946a (h) Resultarlo cla Segmentação
Figura A .L2: Segmentação da imagem 5946a.jpg (12).
(u) Imagem original 9874a (h) Resultarlo cla Segmentação
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(u) Irnagcrn origirral 8895b (h) Besultado da Segtnentaçã«r
Figura A.LA: Segmentação da irnagem 8895b.jpg (14) .
(u) Irnagcrn original 8373a (lr) Restrltaclo da Segnretrtação
Figura A.15: Segmentação da imagem 8373a.jpg (15).
(u) Imagenr original 78-13b (h) Resultado da Segnrentação
Figura 4.16: Segmentação da imagem 7843b.jpg (16).
(u) hnagern original 5437a (b) Resultado da Segntetrtação
Figura A.l7: Segnrentação da imagem 5437a.jpg (17).
(o) Irnagern original 4856a (h) Resr.rltado da Segmentação
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(u) Imagcm original 8352b (b) Resultado da Segrnentação
Figura 4.19: Segmentação da irnagem 8352b.jpg (19) .
(u) Inragem original 7091a (b) Restrltarlo da Segmentação
Figura 4.20: Segmentação da imagem 7091a.jpg (20).
(u) Imageur original 252Lc (h) Resultado da Segmentação
Figura A.ZL: Segmentação da imagem 2521c.jpg (2L).
(") hnagern original 7843a (b) Resultado da Segmentação
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(o) Irnagcm original 4856b (h) Resultaclo da Segtnentação
Fignra A.23: Segmentação da imagem 4856b.jpg (23).
(") Irnagcm original 2103a (lr) Resultaclo cla Segrnentação
Figura A .24: Segmentação da imagem 2L03a.jpg (24).
(u) Irnagem original 8895a (h) Resultado cla Segmentação
Figura A .25: Segmentação da imagem 8895a.ipg (25).
(o) Irnagcm original 6797b (b) Resultado da Segntentação
Figura A.26: Segmentação da imagem 6797b.ipg (26).
(u) Imagem original 7091b (b) Resultado da Segmentação
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4.1. RESULTADOS DO ALGORITI\IO DE SEGNIENTAÇAO 105
(u) Imagem original 2920b (lr) Resultarlo da Segnrentação
Figura 4.28: Segnrentação da inragem 2920b.jps (28) .
(u) Irrragem original 9159c (b) Resultarlo da Segrnentação
Figura 4.29: Segmentação da imagem 9159c.jpg (29).
(u) hnagern original 4936b (b) Restrltado da Segrnentação
Figura 4.30: Segmentação da imagem 4936b.jpg (30) .
(u) Imagem original 9159b (h) Resultado cla Segmentação
Figura 4.31: Segmentação da imagem 9159b.jpg (31).
(u) Imagem original 8352a (b) Resultado da Segmentação
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(") Irnagcnr original 7540a (lr) Resulttrdo cla Segtnetrtação
Figtrra A.33: Segmentação da imageln 7540a.ipg (33).
(u) Irnagcm original 252Le (b) Resultado cla Segtnentação
Figura A.34: Segmentação da imagem 2521e.jpg (34).
A.2 Valores da segmentação para cada filtro
Na tabela A.1 sã,o indicados os valores registados para os diversos filtros aplicados a cada
imagem, aquando do processo de segmentação. São igualmente indicados os valores para a,s







4.2. VALORES DA SEGNTENTAÇAO PARA CADA FTLTRO
Tabela 4.1: Resultado do algoritmo de segmentação nas diversas iterações
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NÍunero Foto C«rlunas Lirrhas Filtro Lincar 1U It. NL 2" II. NL 3" It, NL 4" TT. NL
1 6954a 779 28:) 220,1 2693 2785 2806 2808
2 252Lcl LLTI 553 7027 8.1.1t) 8672 87 49 8770
3 3124a 646 292 2567 3127 322L 3239 3247
4 6797 a 1031 380 9581 12106 t2656 12820 1 2868
5 2920a L$52 423 2L529 26767 278,19 28091 28r40
6 2876a 1 687 681 7288 9626 10391 10655 10733
t 9159a L23t 595 1,{963 19716 2t265 2L876 22L37
8 4936a 1 598 674 7325 8977 9255 9297 9307
I 3124b 2048 761 33635 41713 43450 43849 43951
10 4 190a 1358 .180 (i0:l1 7334 7540 7577 7589
11 6797c 915 3.18 1 8250 23{i,15 24972 2524() 25318
L2 59-16a 573 266 395 481 492 ,rg3 493
13 987 4a 1181 310 991 1 13334 14420 14785 14906
r4 8895t) 1626 472 Ltt720 1 9688 20586 20858 20970
15 8373a 899 327 5555 725r 7725 7897 7958
16 7843b LL7 4 322 202L8 25828 27354 27848 28056
T7 5437 a rL02 295 .1580 5877 6249 6349 6388
18 4856a r272 ,140 2026 2324 2383 2397 2399
19 8352b 1034 487 15181 18512 2068 1 2t056 21203
20 7091a 20,18 835 22962 27963 28722 28894 28956
2r 2521c 1370 489 1 5530 18967 19561 r9727 1 9820
22 7843a 972 3,10 15314 L92OL 20005 20168 201 86
23 4856b 1 208 506 7378 9546 10052 10179 10209
24 2103a 993 315 12592 15977 16985 17392 17556
25 8895a 156.4 ,155 10970 13289 13683 73756 13779
26 67971) Lt22 352 1 1300 1 3885 14355 t4433 r4452
27 7091b 2048 976 34090 42089 43580 44046 44282
28 2920tt 1432 59lr 1 8759 229,18 23767 23966 24019
29 9159c 1073 54L 1 7531 23L07 24722 25302 25533
30 4936tr t772 707 1 2395 t4759 15103 15155 L5L74
31 911-r9lr 1 409 536 6920 9086 9593 9702 9725
32 8352a LL25 543 727(, 8722 8943 8980 8989
33 7540a 1544 438 6007 7322 7580 7650 7692
34 252Le 1 689 659 t6602 20771 2L687 21932 22008
108 APENDICE A, ,q,PÊNOrcN I,O CI,PÍTULO: SEGMENTAÇÃO
4.3 Limiares determinados pelo método de Otsu
Na tabela 4.2, são apresentados os valores dos limiares calculados pelo rnétodo do Otsu. A
coluna Lirniares Parciais, corresponde aos limiares calculados para cada uma das 16 imagens,
resultantes da divisão da irnagcm original em 16 regiões de iguais dintensões. A coluna
Limiar Total apreseúa o limiar utilizaclo pelo método de Otsu para realizar a segmentaçã,o
das imagens da coluna Foto.
Tabela 4.2: Valores dos limiares parciais e limiar total pelo método de Otsu.
























































Apêndice ao capítulo: Detecção de
Texturas
8.1 Resultados do algoritmo de detecção de texturas
Figura B.1: Resultado da aplicação da transformada de Hough, imagem 1.
Figura 8.2: Resultado da aplicação da transformada de Hough, imagem 2.
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Figura 8.3: Resultado cla aplicação da transformada de Hough, irnagem 3.
Figura B.4: Resultado da aplicação da transformada de Hough, imagem 4.
Figura 8.5: Resultado da aplicaçã,o da transformada de Hough, imagem 5.
Figura 8.6: Resultado da aplicação da transformada de Hough, imagem 6
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/
Figura 8.8: Resultado da aplicaçã,o da transformada de Hough, imagem g.
Figura 8.9: Resultado da aplicação da transformada de Hough, imagem g
Figura 8.10: Resultado da aplicação da transformada de Hotgh, imagem 10
Figura 8.11: Resultado da aplicação da transformada de Hough, imagem 11
r
a
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Figura 8.13: Resultado da aplicação da transformada de Hough, imagem 13'
Figura 8.14: Resultado da aplicaçã,o da transformada de Hough, imagem 14'
Figura 8.15: Resultado da aplicação da transformada de Hough, imagem 15
t
r
8.2. UALORES DA DETECÇAO DE TEXTURA
8.2 Valores da detecção de textura
113
A tabela B.1 apresenta a pontuação de cada queijo (secção B.1) relativamente à presença de
textura, segundo a metodologia descrita em 6.4.














LL4 ,q,pnvorco n. ,qpnvorcn Lo cepÍruLo: DErECÇÃo DE TErTURAS
Apêndice C
Apêndice ao capítulo: Recolha de
Atributos
C.l Lista de atributos de cada imagem
Número de Olhos - Número de regiões classificadas como olhos do queijo, pelo algoritmo
de segmentaÇão, e contadas pelo algoritmo Analyse Particles, excepto olhos com iírea
inferior a 5 pixels.
Número Olhos (total) - Contagem de todas as regiões classificadas como olhos do queijo
pelo algoritmo Analyse Particles.
Área Total - Área total classificada como olhos, em pixels.
Á"ea Média - Át"u média dos olhos, correspondendo ao quociente entre o número de olhos,
excepto olhos com iírea inferior a 5 pixels, e a á,rea total ocupada pelos olhos, em pixels.
Circularidade - Crílculo da circularidade mfiia dos olhos, pela equaçãa 7.L.
trYacção da Área - Percentagem de área de olhos relativamente á área total do queijo.
Pixels Menores 40 Horizontal - Sequências de pixels consecutivos inferiores a 40 pixels,
contados em cada uma das linhas da imagem;
Pixels Maiores 4O Horizontal - Sequências de pixels consecutivos superiores ou iguais a
40 pixels, contados em cada uma das linhas da imagem;
Olhos Menores 4O Horizontal - Número de sequências de pixels consecutivos inferiores
a 40 pixels, contados em cada uma das linhas da imagem;
Olhos Maiores 4O Horizontal - Número de sequências de pixels consecutivos superiores
ou iguais a 40 pixels, contados em cada uma das linhas da imagem;
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Pixels Menores 35 Horizontal - Sequências de pixels consecutivos inferiores a 35 pixels,
contados em cada uma das liúas da imagem;
Pixels Maiores 35 Horizontal - Sequências de pixels consecutivos superiores ou iguais a
35 pixels, contados em cada uma das linhas da imagem;
Othos Menores 23 Horizontal - Número de sequências de pixels consecutivos inferiores
a 23 pixels, contados em cada uma das linhas da imagem;
Olhos Maiores 23 Horizontal - Número de sequências de pixels consecutivos superiores
ou iguais a 23 pixels, contados em cada uma das linhas da imagem;
Pixels Menores 40 Vertical - Sequências de pixels consecutivos inferiores a 40 pixels,
contados em cada uma das colunas da imagem;
Pixels Maiores 40 Vertical - Sequências de pixels consecutivos superiores ou iguais a 40
pixels, contados em cada uma das colunas da imagem;
Olhos Menores 40 Vertical - Número de sequências de pixels consecutivos inferiores a
40 pixels, contados em cada uma das colunas da imagem;
Olhos Maiores 40 Vertical - Número de sequências de pixels consecutivos superiores ou
iguais a 40 pixels, contados em cada uma das linhas da imagem;
Pixels Menores 40 Diagonal - Sequências de pixels consecutivos inferiores a 40 pixels,
contados em cada uma das diagonais da imagem;
Pixels Maiores 40 Diagonal - Sequências de pixels consecutivos superiores ou iguais a
40 pixels, contados em cada uma das diagonais da imagem;
Olhos Menores 40 Diagonal - Número de sequências de pixels consecutivos inferiores a
40 pixels, contados em cada uma das diagonais da imagem;
Olhos Maiores 40 Diagonal - Número de sequências de pixels consecutivos superiores ou
iguais a 40 pixels, contados em cada uma das diagonais da imagem;
Média R Centro - Média da componente Red, do espa,ço de cores RGB, no centro do
queijo.
Média G Centro - Média da componente Green, do espaço de cores RGB, no centro do
queijo.
Média B Centro - Média da componente Blue,, do espaço de cores RGB, no centro do
queijo.
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Média Gray Centro - Média na escala de cinzentos, para o espaço de cores RGB, no
centro do queijo.
Média R Crosta - Média da componente Red, do espaço de cores RGB, na crosta do queijo.
Média G Crosta - Média da componente Green, do espaço de cores RGB, na crosta do
queijo.
Média B Crosta - Média da componente Blue, do espaço de cores RGB, na crosta do
queijo.
Média Gray Crosta - Média na escala de cinzentos, pa,ra o espaço de cores RGB, na crosta
do queijo.
Máximo Centro Crosta R - Diferença entre a média da componente Red, do centro e a
componente Red da crosta do queijo.
Máximo Centro Crosta G - Diferença entre a média da componente Green do centro e
a componente Green da crosta do queijo.
Máximo Centro Crosta B - Diferença entre a média da componente Blue do centro e a
componente Blue da crosta do queijo.
Máximo Centro Crosta Gray - Diferença entre a média na escala de cinzentos do centro
e a média na escala de cinzentos da crosta do queijo.
Média H Centro - Média da componente Hue, do espaço de cores HSV, no centro do
queijo.
Média S Centro - Media da componente Saturation, do espa,ço de core.s HSV, no centro
do queijo.
Média V Centro - Média da componente Value, do espaço de cores HSV, no centro do
queijo.
Média H Crosta - Media da componente Hue, do espaço de core.s HSV, na crosta do
queijo.
Média S Crosta - Media da componente Saturation, do espaço de cores HSV, na crosta
do queijo.
Média V Crosta - Média da componente Value, do espaço de cores HSV, na crosta do
queijo.
Diferença H Centro Crosta - Diferença entre a média da componente Hue do centro e
a componente Hue da crosta do queijo.
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Diferença S Centro Crosta - Diferença entre a média da componente Saturation do cen-
tro e a componente Saturati,on da crosta do queijo.
Diferença V Centro Crosta - Diferença entre a média da componente Value do centro e
a componente Value da crosta do queijo.
Média R Canto Superior Esquerdo - Média da componente Red, do espaço de cores
RGB, no canto superior esquerdo do queijo.
Média G Canto Superior Esquerdo - Média da componente Green, do espaço de cores
RGB, no canto superior esquerdo do queijo.
Média B Canto Superior Esquerdo - Média da componente Blue,, do espaço de cores
RGB, no canto superior esquerdo do queijo.
Média Gray Canto Superior Esquerdo - Média na escala de cinzentos para o espaço
de cores RGB, no canto superior esquerdo do queijo.
Média R Canto Superior Direito - Média da componente Rel,, do espaço de cores RGB,
no canto superior direito do queijo.
Média G Canto Superior Direito - Média da componente Green, do espaço de cores
RGB, no canto superior direito do queijo.
Média B Canto Superior Direito - Média da componente Blue, do espaço de cores RGB,
no canto superior direito do queijo.
Média Gray Canto Superior Direito - Média na escala de cinzentos para o espaço de
cores RGB, no canto superior direito do queijo.
Média R Canto Inferior Esquerdo - Média da componente Red,, do espaço de cores
RGB, no canto inferior esquerdo do queijo.
Média G Canto Inferior Esquerdo - Média da componente Green, do espaço de cores
RGB, no canto inferior esquerdo do queijo.
Média B Canto Inferior Esquerdo - Média da componente Blue, do espaço de cores
RGB, no canto inferior esquerdo do queijo.
Média Gray Canto Inferior Esquerdo - Média na escala de cinzentos pa,ra o espaço de
cores RGB, no canto inferior esquerdo do queijo.
Média R Canto Inferior Direito - Media da componente Red, do espaço de cores RGB,
no canto inferior direito do queijo.
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Média G Canto Inferior Direito - Media da componente Green, do espaço de cores
RGB, no canto inferior direito do queijo.
Média B Canto Inferior Direito - Média da componente Blue,, do espaço de cores RGB,
no canto inferior direito do queijo.
Média Gray Canto Inferior Direito - Media na escala de cinzentos para o espaço de
cores RGB, no canto inferior direito do queijo.
Máximo Centro Cantos R - Valor miíximo da diferença entre a média da componente
Red do centro do queijo, por compaÍação com cada um dos quarto cantos do queijo.
Máximo Centro Cantos G - Valor mríximo da diferença entre a média da componente
Green do centro do queijo, por comparação com cada um dos quarto cantos do queijo.
Mríximo Centro Cantos B - Valor mríximo da diferença entre a média da componente
Blue do centro do queijo, por compaxação com cada um dos quarto cantos do queijo.
M:íximo Centro Cantos Gray - Valor mríximo da diferença entre a média na escala de
cinzentos do centro do queijo, por comparação com cada um dos quarto cantos do
queijo.
Máximo Centro Cantos Todos R - Valor mríximo da diferença entre a média da com-
ponente Red do centro do queijo, por compamqfu com cada um dos quarto cantos do
queijo e dos cantos entre si.
Máximo Centro Cantos Todos G - Valor máximo da diferença entre a média da com-
ponente Green do centro do queijo, por comparação com cada um dos quarto cantos
do queijo e dos cantos entre si.
Máximo Centro Cantos Todos B - Valor máximo da diferença entre a média da com-
ponente Blue do centro do queijo, por comparação com cada um dos quarto cantos do
queijo e dos cantos entre si.
Máximo Centro Cantos Todos Gray - Valor mráximo da diferença entre na escala de
cinzentos do centro do queijo, por compaxação com cada um dos quarto cantos do
queijo e dos cantos entre si.
Média R Flrndo - Média da componente Rd, do espaço de cores RGB, da imagem resul-
tante da subtracção do resultado da segmentação à imagem original.
Média G Ftrndo - Média da componente Green, do espaço de cores RGB, da imagem
resultante da subtracção do resultado da segmentaçã,o à imagem original.
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Média B F\rndo - Média da componente Blue, do espaço de cores RGB, da imagem resul-
tante da subtracção do resultado da segmentação à imagem original.
Média H F\rndo - N{édia da componente Hue, do espaço de cores HSV, da imagem resul-
tante da subtracção do resultado da segmentação à imagem original.
Média S Fundo - Média da componente Saturation, do espaço de cores HSV, da imagem
resultante da subtracção do resultado da segmentação à imagem original.
Média V F\rndo - Média da componente Value, do espaço de cores HSV, da imagem re-
sultante da subtracção do resultado da segmentação à imagem original.
C.2 Características dos olhos pelo algoritmo Analgze
Particles
Na tabela C.1 são apresentados os valores das característica"s dos olhos obtidas pela aplicação
do plugin Analyze Particles, as imagens binárias resultantes do algoritmo de segmentação
descrito no capítulo 5.
C.2. CARACTERÍSTICAS DOS OLHOS PELI ALGIRITAIo ANALYzE PARTICLESI2I









2103a 39 M6.769 5.570 0.162 L7446
2521c 39 501.128 2.917 0.126 19573
2527d, 4t 2Lt.122 1.338 0.139 8692
2521e 58 373.034 1.944 0.125 21687
2876a t7 626.235 0.927 0.138 10668
2920a 45 618.622 3.984 0.L73 27849
2920b 72 329.680 2.786 0.188 23767
3124a 36 88.167 1.683 0.226 3221
3124b 6l 7L2.tLí 2.787 0.142 43457
4190a 33 227.848 1.153 0.196 7546
4856a 45 52.289 0.420 0.159 2431
4856b 48 2L1.729 1.662 0.136 10220
4936a 39 236.334 0.856 0.152 9257
4936b 52 290.LLí 1.204 0.193 15103
5437a 27 302.190 1.952 0.151 6349
5946a 2L 22.714 0.313 0.L71 506
6797a 31 407.742 3.226 0.181 12656
6797b 45 318.733 3.632 0.163 14358
6797c 26 97L 7.928 0.139 25246
6954a 40 68.975 1.251 0.152 2788
7091a 43 667.325 1.678 0.L74 28722
7091b 20 2197 2.180 0.190 43682
7540a 33 228.667 1.116 0.173 7594
7843a 43 465.186 6.053 0.161 20010
7843b 64 434.969 7.364 0.141 27848
8352a 44 203.023 1.462 0.205 8948
8352b 43 489.186 4.t77 0.132 2L056
8373a 50 157.180 2.673 0.170 7908
8895a 40 342.6 1.926 0.175 13722
8895b 64 321.437 2.680 0.156 20594
9159a 45 485.333 2.982 0.155 2L876
9159b 27 368.8r5 1.255 0.134 10010
9159c 42 603.286 4.365 0.170 25349
9874a 22 671.636 3.680 0.1.76 14787
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Apêndice D
Apêndice ao Capítulo: Aprend izagern
e Classificação
D.1 Resumo das classificações do níael-O
Na tabela D.1, são apresentados os resultados dos diferentes classificadores, para cada um
dos parâmetros em que assenta a classificação de um queijo.
D.2 Resumo das classificações do níael-l
Na tabela D.2, são apresentados os resultados da classificação final com o esquema de Stack-
ing, para todas as imagens que integram o corpu,q que foi utilizado para treino e teste do
classificador.
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Tabela D.2: Resultado das classificações do níuel-l.
tbto Classe Cor Olhos Homogeneidade Bons Maus Stacking
lnsúiciente Centro Escuro Muitos Nao Bom
Muitos Sim Bom \/
llom Centro Escuro Poucos Sim Bom \/
252Le Muito Bom Centro Escuro Médios Sim Bom ,J
2876a Poucos \/
292Oa Insuficiente Centro Escuro Muitos \/
2920b Bom Muito Bom
3124a Mau Sim Mau J
3124b Múto Bom Médios Não lJom Bom
Bom
Poucos
Escuro
Médios
IJranco
Branco
Escuro
Mau Escuro
Centro Escuro
\rnt'-
,t.l-:
I
I
t.,
