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Let E be a Banach space such that both E and its dual space are uniformly 
convex. In this paper we consider the problem of existence of solutions to the 
system u’(t) E A(t) u(t) where A(t) is a dissipative subset of E x E for each t 
in [a, b]. It is also assumed that the family {A(t) : t E [a, b]} satisfies a demiclosed 
condition and a directional growth condition. Using the technique developed 
here, we are able to characterize densely defined generators of strongly con- 
tinuous nonlinear semigroups. 
1. INTRODUCTION 
Let E be a real or complex Banach space, let E* be the dual space 
of E, and let 1 * 1 denote the norm on E and E*. Throughout this 
paper both E and E* are assumed to be uniformly convex. Suppose 
that {A(t) : t E [a, 61) is family of dissipative subsets of E x E. In 
this paper we consider the problem of associating an evolution system 
with the family (A(t) : t E [a, b]} via the initial value problems 
I 
u’(t) E A(t) u(t) almost everywhere on [a, b] 
u(u) = z, x in the domain of A(a). 
Problems of this type have been considered recently by several 
authors. See, for example, Brezis and Pazy [3] ; Crandall and Pazy [4]; 
Dorroh [Sj; Kato [6], [7]; Komura [8], [9]; Martin [lo]. 
Many of the techniques of this paper are directly analogous to 
those of the above cited works. However, the main distinction is that 
here we do not assume that the “operator” A(t) has a resolvent. 
Instead, it is assumed that the family {A(t) : t E [a, b]} satisfies a type 
of demiclosed condition and a “directional growth” condition. 
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Also, the domains of the operators A(t) are not assumed to be inde- 
pendent of t. In addition, using the techniques developed here, we are 
able to characterize densely defined generators of strongly continuous 
nonlinear semigroups in the case that E and E* are uniformly convex. 
2. PRELIMINARIES 
In this section we first recall some of the basic definitions concerning 
dissipative subsets of E x E. Most of these notions can be found in 
Kato [7, Section 31. The only new concept given here is that of a 
subset of E x E having property (G): . 
Denote by F the duality mapping from E into E*-i.e., if x E E, 
Fx is the unique member x* of E* such that X*(X) = 1 x I2 and 
\ x* 1 = ( x j. Since E* is uniformly convex, F is uniformly continuous 
on each bounded subset of E (see Kato [6, Lemma 1.21). For each 
pair (x, y) in E x E define 
(x,Y) = RW4dl. (2-l) 
It follows easily that the function (x, y) -+ (x, y) is uniformly 
continuous on bounded subsets of E x E. 
If A is a subset of E x E, let (a) Ax = {y E E : (x, y) E A}; 
(b)D(A) = {xEE:A x is nonempty); (c) R(A) = U {Ax : x E D(A)}; 
and (d) A-l = ((y, x) : (x, y) E A}. Also, if A and B are subsets 
of E x E and h is in the field over E, let (e) A + B = 
{(x, y + z) : x E D(A) n D(B), y E Ax, and z E Bx}; and (f) 
hA = ((x, hy) : (x, y) E A}. Throughout this paper functions are not 
distinguished from their graphs and I denotes the identity mapping 
on E. 
A subset A of E x E is said to be dissipative (or -A is said to be 
accretive) if the inequality 
I Xl - x2 - 4% - Yz>l 3 I% - x2 I (2.2) 
is valid whenever (x1 , yr), (xa , ya) E A and h > 0. This is equivalent 
to requiring that 
c%--2,Y1-Y2) GO (2.3) 
for all (x1 , yl), x2 , yz) E A (see Kato [6, Lemma 1.11). A dissipative 
subset A of E x E is said to be maximal dissipative on S C E if 
whenever B is a dissipative subset of E x E such that B 1 A; it 
580/r I/I-~ 
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follows that Bx = Ax for each x E S. It follows from the results of 
[7, Section 31 that if A is a subset of E x E for which there is a real 
number o such that A - WI is maximal dissipative on D(A), then Ax 
is closed and convex for each x E D(A). In particular, if A”x = 
{y E Ax : 1 y / = 1 Ax I}, then D(A”) = D(A) and A” is single 
valued. A” is called the minimal section of A. 
DEFINITION 2.1. A subset A of E x E is said to be demiclosed if 
whenever {(G , Y,&’ is a sequence in A such that li%,, x, = x and 
w - lim,,, y, = y, then ( X, y) E A. Here and throughout this paper, 
“lim” denotes strong convergence and “w - lim” denotes weak 
convergence. 
DEFINITION 2.2. Suppose that A is a subset of E x E and 01 
and w are real numbers. Then A is said to have property (G): if the 
following conditions are fulfilled: 
(1) A - WI is maximal dissipative on D(A). 
(2) For each 6 > 0 and x E D(A) there is a 6 = S(E, x) > 0 and 
an x8 E D(A) such that (i) 6 < E; (ii) / x + SA”x - x8 / < SE; and 
(iii) 1 A”x, I < .cJ~+~)~ / A”x /. 
Recall that a dissipative subset A of E x E is said to be m-dissipative 
if R(I - A) = E. This implies that R(I - hA) = E for all h > 0. 
PROPOSITION 2.1. &@ose that A is a subset of E x E and A - WI 
is m-dissipative for some real number CO. Then A is demiclosed and has 
property (G): . 
Proof. It is well-known that A is demiclosed and A - WI is 
maximal disspative on E. Furthermore, under the suppositions of the 
proposition, if Jn = (I - hA)-l f or all h > 0 such that Xw < 1, then 
Jn is a function with domain E. Also, if A, = X-l(JA - I), then 
A,,x E A],x for all x in E, and 1 A,x 1 < (I - hw)-l/ A”x I and 
lh,,+ A,x = A”x for all x in D(A). Let E > 0 and x E D(A). 
Choose 6 >O such that 6 <E, So < 1, IAax-Aox GE, and 
(1 - 6~))~ < e(w+r)6. Then if x8 = J6x, 
I x + SA”x - x8 / = S 1 A”x - S-l[J8x - x-J 
= 6 / A”x - A,x 1 < SE, 
and, since A,x E Ax, , 
/ A”x, [ < 1 A,x j < (1 - 6w)-l 1 A”x 1 < c+‘+~)~ (A”x I. 
Thus A has property (G): and the proposition is proved. 
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Let C be a closed subset of E, let U = {U(t) : t E [0, m)) be a 
family of functions, each mapping C into C, and let o be a real number. 
Then U is said to be a semigroup of type o on C if (a) U(O)x = X; 
ii{ lv(t + s)x = u(t) u(s)x; (c) I u(t)x - u(t, r)l ,< ewtl x - Y I ; and 
im,,,, U(t)x = f x or all (t, X) and (s, y) m [0, co) x C. For each 
h > 0 and x in C let 
Ahx = kl[U(h) x - x], D(A,) = {x E C : jiy+ Ahx exists}, --f 
and Ap = limh+o+ Ahx for each x in D(A,). A, is called the (strong) 
generator of U. It follows from the techniques of Crandall and 
Pazy [4] and D orroh [5] that there is a subset B of E x E such that 
B - WI is maximal dissipative on E, B 3 A,, and A,x = Box for all 
x in D(A,). Furthermore, if x E D(A,) and u(t) = U(t)x for all t > 0, 
then u(t) E D(A,), u+‘(t) exists, and u+‘(t) = A&t) for t > 0. Also, 
u+’ is right continuous on [0, a) and j A&t)\ < ew”l A,x 1 for all t 
in [O, oo). 
PROPOSITION 2.2. Suppose that U is a semigroup of type w on C 
and A, is the generator of U dejined on D(A,). Let A be an extension of A, 
on D(A,) such that A - OI is maximal dissipative on D(A,) = D(A). 
Then A, = A”, A is demiclosed, and A has property (G): . 
Proof. We have that there is an extension A of A, such that 
A - WI is maximal dissipative on D(A) = D(A,) and A, = A” 
(let A be any extension of A, such that A - wl is maximal dissipative 
on D(A,) = D(A)). If E > 0 and x E D(A), let u(t) = U(t)x for all 
t > 0. Using the properties of ZJ noted in the above paragraph, 
choose 6 > 0 such that 6 < E and / A$ - F[u(6) - u(O)]1 < E. If 
x, = u(6), then X, E D(A), I Aox, I = I u+‘(S)1 < ewsl A”x 1, and 
1 x + 6A”x - x6 1 = 61 A$ - 6-l[u(S) - u(O)] j < 8~. Thus A has 
property (G): . For the proof that A is demiclosed we use the fact 
that D(A,) is precisely the set of all x in C such that 
liEoi+nf h-l / U(h) x - x j < cc 
(see [4, Theorem 1.41). Now let {(xn , y,J}p be a sequence in A such 
that limlz+m x, = x and w - limn+a, yn = y. Since the sequence 
(y,Jr is bounded, there is a number M > 0 such that 1 A$x, / = 
I A”x, I < I yn I < M for all n. For each positive integer n let 
urn(t) = U(t)xn for all t > 0. Since un(t) - X, = si (u&(s) ds and 
I(s);s I < ewtl 4~ I < e -‘M for all t > 0, it follows that 
I w> %i - x, 1 < telwlM for tE [0, I] and n = 1,2 ,... . (2.4) 
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Letting n + co in (2.4) shows that j U(t)x - x 1 < telwlM for all 
t E [0, I]; so lim,,,, inf t-ij U(t)x - x / < elWIM, and x E D(A). The 
fact that y E Ax follows from Lemma 3.7 of [7]. Thus A is demiclosed 
and the proposition is proved. 
Remark. In [3, Corollary 3. l] Brezis and Pazy modified the require- 
ment that A - WI be m-dissipative to insure that A” is the generator 
of a semigroup of type o. They assume that A is demiclosed and for 
each x E D(A) there is a neighborhood V, of x and a sequence (&)y of 
positive numbers such that limn+oo p, = 0 and R(I - /3,A) 3 V, n D(A) 
for each n. The techniques used here include this type of condition. 
In fact, if A - WI is maximal dissipative on D(A), demiclosed, and 
for each x E D(A) there is a sequence (&)p of positive numbers such 
that R(I - &A) 3 {x} f or each n, then A has property (G): . This 
follows in a similar manner as Proposition 2.1 if we use the techniques 
of Kato in [7, Section 41. In particular, if Jn = (I - &A)-l and 
A, = /3i1( J, - I), then lim,,, Jnx = X, A,x E AJ,x, and 1 A,x 1 < 
(1 - flnw)-lj A”x /. S ince A is demiclosed and E is uniformly convex, 
we see that limn+= A,x = A”x. Hence for each E > 0 we can let 
6 = /?, and x8 = Jnx where n is sufficiently large so that (1 - &s,,)-l < 
e(w+r)@n and / A,x - A”x 1 < E. 
3. THE THEOREMS 
In this section we state our main results concerning the existence 
of solutions to (IVP). The proofs are postponed until Section 4. We 
remind the reader that E and E* are assumed to be uniformly convex. 
THEOREM I. Suppose that {A(t) : t E [a, b]) is a family of subsets of 
E x E for which there is a number w such that A(t) - WI is maximal 
dissipative on D(A( t)) f or each t in [a, b]. In addition, suppose that the 
following two conditions arefulfilled: (Cl) ift, E [a, b] and (xn , y%) E A(t,) 
for n = 1,2 ,... and limndm t, = t, lim,,, x, = x, and w - limn-tm yn = y, 
the-n (x, y) E A(t); and (C2) there are positive numbers (Y and M such 
that if E > 0, t E [a, b), and x E D(A(t)), there is a number 
6 = a(~, t, x) > 0 such that 6 < min{b - t, E} and an x, E D(A(t + 6)) 
such that 1 x + GA(t)“x - x8 / < 8~ and 
1 A(t + sy x, j < e(=+q A(t)” x / + SM). 
Then for each z in D(A(a)) there is a unique function u(.; z) from [a, b] 
into E such that 
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(1.1) ~(a; z) = x, u(.; ,z) is Lips&x continuous on [a, b], and 
u(t; z) E D(A(t)) for all t E [u, b]; and 
(1.2) u’(t; x) (=(d/dt)u(t; z)) exists and u’(t; x) E A(t)u(t; z) for 
almost all t in [a, b]. 
Furthermore, 
(1.3) u+‘(t; x) (=(d+/dt)u(t; 2)) exists, u+‘(t; x) = A(t)“u(t; z) for 
all t in [a, b), and u+‘(*; .z) is continuous from the right on [u, 6); and 
(1.4) / u(t; x) - u(t; w)1 < P’~-~)/ z - w 1 for all t E [a, b] and 
x, w E D(A(u)). 
Remark. Note that in the suppositions of Theorem I we do not 
assume that D(A(t)) is independent of t. However, the domains are 
“tied” together by conditions (Cl) and (C2). Condition (C2) is a 
replacement for the usual assumption in theorems of this type that 
A(t) have a resolvent which varies smoothly with t. Also, it will be 
apparent from the proof that one could prove local existence and 
uniqueness of solutions to (IVP) if (Cl) holds and, for each z E D(A(u)), 
there is an R(z) > 0 such that (C2) holds for t E [a, b] and x E D(A(t)) 
with 1 x - z 1 < R(z) (and a: and M depending on z). 
We now apply the results of Theorem I and Proposition 2.2 to 
generators of nonlinear semigroups. Note that if A is a subset of 
E x E such that A has property (G): and A is demiclosed, then the 
suppositions of Theorem I are fulfilled with A(t) = A for each t in 
[a, b], a = max{w, 01, and M = 0. For each real number u and each 
closed subset C of E, let 9( w, C) denote the class of all functions A 
from D(A) C C into E having the property that there is a subset B of 
E x E such that D(B) = D(A), B is demiclosed, B has property 
(GK 3 and A = B”. If A, and A, are in g(w, C), write A, < A, if 
@A,) C D(A,) and A,x = A ax f or all x in D(A,). It is clear that “<” 
is a partial order on 9(w, C). 
THEOREM II. Suppose that C is a closed subset of E, w is a positive 
number, and A is a function from D(A) C C into E such that D(A) = C. 
Then these are equivalent: 
(11.1) A is the generator of a semigroup U of type w on C. 
(11.2) A is a maximal element in thepartiully ordered class ~Z(W, C). 
(11.3) There is a subset B of E x E such that D(B) = D(A), B is 
maximal dissipative on C, B has property (G); , and A = B”. 
Remark. Note that Theorem II characterizes densely defined 
generators of nonlinear semigroups in the case that E and E* are 
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uniformly convex. A characterization of generators has previously 
been given only in the case that E is a Hilbert space (see Crandall and 
Pazy [4] and Dorroh [5]). H owever, there are some desirable charac- 
teristics of generators which we have not been able to establish. For 
example, if B is as in (11.3) of Theorem II and C is convex, does 
R(I-&)1CifE >Oand EW < 1 ? This is true if A is a continuous 
function defined on C-even when E is a general Banach space (see 
[l 1, Theorem Iv). Also, if x E E and D is a subset of E, let d(x, 0) = 
inf(\ x - y / : y E O}. Note that if A is in 9(w, C), then 
lim d(z + hAx, L)(A))/h = 0 
h-O+ 
for all x E D(A) 
(this property is used by Brezis in [l] and the author in [l 11). NOW 
suppose that B is a subset of E x E such that B - WI is maximal 
dissipative on D(B) and lim,,,, d(~ + hB”x, D(B))/h = 0 for all 
x E D(B). Does it follow that B has property (G): ? 
4. PROOFS OF THE THEOREMS 
In this section we give the proofs of the theorems stated in Section 3. 
For the proof of Theorem I we use the following lemma, which is 
essentially the only new technique involved in its proof. 
LEMMA 4.1. Suppose that the suppositions of Theorem I are fuljilled 
and that z is in D(A(a)) and n is a positive integer. For notational 
convenience, let L,Jt) = e(=+n-*)(“-a)(l A(a 1 + (t - a)M} for each 
t in [a, b]. Then there is a function u(.; z, n) from [a, b] into E which 
satisfies each of the following: 
(i) u(a; z, n) = z; 
(ii) I u(t; z, n) - u(s; z, n)l < / t - s I{L,(b) + n-l}; 
(iii) u(b; z, n) E D(A(b)) and 1 A(b)“u(b; z, n)/ < L,(b); 
(iv) for each t E [a, b), u+‘(t; x, n) exists and there is a CJ~,~ E [a, b) 
and a P~,~ E (0, n-l] such that al,n < t < at,n + pl,% < b, 
U(QG z, 4 E W(q,)), I &t,n)o~(ut,n; x, n)I < L&d9 and 
I u+‘(t; x, n) - ~u~,JWU~,~; x, 41 < n-l; 
(v) ;f t E [a, b) and ul,= and plsn are as ila (iv), then a,,, = ul,% 
when s E [u~,~, u~,~ + pt,J and a,,, = s when s = (T~,~ + u!.~ and 
s < b; and 
(vi) if t E [a, b) and u~,~ and pt,n are as in (iv), then whenever 
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it follows that 1 A(s)“y - A(c~~,J~~(cT~,~; 2, n)i < n-l. 
Proof. Let 9 denote the class of all triples (v, y, h) where 
v : [a, c] --+ E, y : [a, c) + [a, c), and X : [Q, c) --f (0, n-l], a ,< c < b, 
satisfy each of the properties (i)-(vi) of Lemma 4.1 with b replaced by 
c, u(.; z, n) replaced by V, (T~,~ replaced by y(t), and ft,n replaced by 
x(t). If (Vi ? Yi , h), i = 1, 2, is in B and vi is defined on [a, ci], write 
(vl , y1 ,A,> d (v2 , y2 , A21 if cl < c2 , vltt) = v2(t) for t E [a, 4, and 
yl(t) = y2(t) and A,(t) = h,(t) for t E [a, ci). It is clear that “<” 
is a partial order on 9. Let V = {(vB , ys , $) : /3 E &?I, g some 
indexing set, be a totally ordered subset of 9 where vg is defined on 
[a, cB] for each /3 E 3?. Let c = sup(cs : fl E g}. If c = c, for some 
/3 E 39, then (Q , y. , X,) is an upper bound for V. Assume that c, < c 
for all /I E ~3 and for each t in [a, c) define v(t) = vB(t), y(t) = ys(t), 
and A(t) = h,(t) whenever t < c, . Then v, y and X are well defined 
on [a, c) and it is easy to see that properties (i), (ii), (iv), (v) and (vi) are 
satisfied on [a, c). By (ii), v(c) = lim,,,- v(t) exists. Let {(Q , yk , X,J}r 
be a sequence in V such that vk is defined on [a, ck] and lim,,, ck = c. 
Then v(c) = lim,,, v(ck) and I 4ckPk(ck) I < L(G); so v(c) E D(A(c)) 
(by (Cl) and the reflexiveness of E) and 
Thus (iii) is satisfied and, with v extended to [a, c], the triple (v, y, h) 
is an upper bound for V in 9’. By Zorn’s lemma 9 has a maximal 
element (v, y, h). Suppose, for contradiction, that v is defined on 
[a, c] and c < b. First note that there is an r) > 0 such that c + r) < b 
and the conditions of property (vi) of this lemma are valid with 
ut,n = 6 +t,n; x, n) = v(c), and pt,n = 7. If this is not the case, for 
each positive integer k there is an Sk in [c, b) and a yk E D(A(sk)) such 
that / Sk - C 1 < k-l, 1 yk - V(C)] < k+{&(b) + n-l}, 
I 47J”yk I G exp(b + n-9 R-l){1 A(c)” V(C)/ + k-W}, 
and 1 A(@yk - ~(c)“V(C)~ > n-l. S ince E is reflexive, we can assume 
that w - lim k-m A(Sk)‘yk = y. By condition (Cl), we have that 
y E A(c)o(c). Also, I y 1 < lim SUP~-,~ I A(Sk)‘yk 1 < 1 /f(c)“v(c)l, which 
implies that y = A(c)“v(c). Thus we have that w - lim,,, A(Sk)‘yk = 
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A(c)“v(c) and lim SUP~+~ I A(sk)‘yk I < 1 A(c)“w(c)I. Since E is 
uniformly convex, this implies that lim,,, A(sJ”yk = A(c)“zl(c). 
Obviously, this is impossible under the assumption that 
/ A(s,)” y, - A(c)” w(c)1 > n-l; 
and we conclude that there does exist such a number 7 > 0. By 
condition (C2), there is a S > 0 such that S < min{T, n-l}, c + S < b, 
and an x E D(/I(c + 6)) such that 1 w(c) + SA(c)“z)(c) - x 1 < Sn-1 
and / A(c + S)Ox 1 < e (a+n-‘)*(l A(c)“z)(c)j + SM}. Let d = c + S and 
define the triple (q, , y. , X,) by v,(t) = v(t) if t E [a, c], u,(t) = 
(d - c)-l[(t - c)x + (d - t)w(c)] if t E [c, d], ye(t) = y(t) and 
h,(t) = h(t) if t E [a, c), and ye(t) = c and h,(t) = d - c if t E [c, d). 
It is clear that o, satisfies (i), y. and ho satisfy (v) on [a, d), and that 
(vi) is fulfilled on [a, d) by the choice of T. Furthermore 
v(d) = x E D(A(d)), and 
I 44” voWI G e (a+n-‘)a{j A(c)” w(c)1 + ml) 
< e(~+n-‘)6{e(a+n-‘)(c-a’(l A(u)~x / + (c - a)M} + SM} 
< ,++n-‘Wa) {I -q+ I + (d - +w. 
Thus v. satisfies property (ii) (with b replaced by d). Also, if t E [c, d), 
then ye(t) < t -=c ~~(0 + x,(t), (o,);(t) = 6-V - v(c)), and 
l(~o)+V) - 4~o(W o(Yo(t))/ = I S-Yx - M) - 44” WI 
= s-1 1 W(C) + &4(c)” w(c) - x j < n-l, 
by the definition of S and X. Thus o. satisfies property (iv) on [a, d]. 
Also, if t and s are in [c, d], then 
1 we(t) - oo(s)l = j t - s 1 s-1 1 x - w(c)/ < 1 t - .s I(1 A(c)” w(c)1 + n-l> 
< I t - s I(Ln(c) + n-l} < I t - s I&M + n-Y. 
The fact that v. satisfies property (ii) now follows easily and we have 
that (v. , y. , ho) E 8. But obviously, (w, y, h) < (w. , ‘y. , ho) and 
(w, Y, 4 # (~0, yo, M, w ic is a contradiction to the maximality of h h 
(0, Y, A>. Thus, w must be defined on [a, b] ; so we can take 
zc(t; a, n) = w(t) for t E [a, b], crll,n = y(t) and pl,n = A(t) for t E [a, b), 
and the lemma is proved. 
It will be convenient to record the following lemma for future 
reference: 
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LEMMA 4.2, Suppose that q is a r%ht dz$jGrentiable function from 
[a, b] into E and p(t) = 1 q(t)12 for each t in [a, b]. Then p is right 
di@rentiabZe and p,‘(t) = 2(q(t), q+‘(t)) for all t in [a, 6). 
Indication of Proof. It is easy to see that p,‘(t) exists and p+‘(t) = 
2P(t) limb+ (I q(t) + hq+‘W - I qW)lh. One may then apply 
Corollary 2.2 of [lo] to obtain the conclusion of the lemma. 
Proof of Theorem I. The proof of Theorem 1 follows from 
Lemma 4.1 with rather standard arguments, and we outline it here. 
Let x E D(A(a)), 1 e n and m be positive integers, and let p,,,(t) = t 
( u(t; x, n) - u(t; x, m)i” for t E [a, b], where u is as in Lemma 4.1. 
Note first that, by (ii) and (iv) of Lemma 4.1, 1 u+‘(t; z, k)l and 
I 4”t,kP4~t.k; a, K)I are uniformly bounded for t E [a, b] and 
k = 1, 2,... and by (ii) of Lemma 4.1 there is an L > 0 such that 
/ u(t; a, k) - u(s; x, K)I < LI t - s 1 for all t, s E [a, b] and 
k = 1, 2,... . In particular, lim,,, I u(u~,~; a, k) - u(t; z, k)l = 0 and 
lim,,, I u+‘(t; ~2 k) - 4x84~t,,~ z, k)j = 0, uniformly for t in 
[a, b]. It now follows from Lemma 4.2 and the fact that (a, .> is 
uniformly continuous on bounded subsets of E x E that, for n and m 
sufficiently large, 
(Pn,m)+‘(~> = WC z, n) - u(t; z, m), u+‘(t; z, n) - u+‘(t; 2, n)) 
- Wit,, ; x, n) - ~(at,~ ; z,m>, 4wJ” +J~., ; xj 4 
-4%J” N%n ; z, ml> 
uniformly for t E [a, b). By part (v) of Lemma 4.1 we must have that 
either u l,m G at,n < at.m + PLm or at,n d ~t.m < ~t.n + Pt.n * For 
definiteness, assume that u~,~ < (T~,~ < CJ~,~ + P~,~. Applying 
Lemma 4.1 (with a = ot,n , b = at,m , and x replaced by u(u~,~; a, n)) 
we can conclude that there is a function z, (=v~,~,~) from [u~,~ , ot,J 
into E which satisfies each of the properties (i)-(vi) of u(-; x, n) in 
Lemma 4.1. In particular, v(u~,~) E D(A(a,,,)) and 
I 4%n)” ~(%.m)l 
d exp((a + ~-WJ~.~ - %J){l 4%J” 4%Jl + (%?I - %,)W 
G exp@ + n-7 ft.n)~l-+t,n)” f4ut,n ; x, n)l + fdW. 
Also, since o satisfies the Lipschitz condition (ii) of Lemma 4.1, 
I ‘UC%,) - +t.n ; z, 41 = I +%,) - +%,?%)I 
G I %,m - w I exp((a + +)(ch - wJ> 
x 0 &,J +%n ; 2, @I + (%,m - ~*.m> M + n-9 
< Pt,nbw) + n-9, 
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where (iv) of Lemma 4.1 was used to estimate [ A(u~,J~u(u~,~; z, n)j. 
Now we can apply (vi) of Lemma 4.1 with s = ol,m and y = ZJ(G& 
to see that 
I 4%J 4%) - 4%J” 4% ; n, 4 < n-l. 
Combining each of the above estimates, we have that 
uniformly for t E [a, b). Th us if E is a positive number we can find an 
N(E) > 0 such that (p,,,); < 2~p~,~(t) + E for all n, m > N(E) and 
t E [a, b). Solving this differential inequality and noting that&,(a) = 0 
easily shows that limn,m+m p,,,(t) = 0, uniformly for t E [a, b]. Thus 
u(t; z) = limndco u(t; x, n) exists uniformly for t E [a, b] and 
1 u(t; z) - u(s; .z?)l < Ll t - s ( for all t, s E [a, b]. Noting that 
limn+cc u~,~ = t, we have u(t; .z) = limn+m u(u,,,; x, n), where 
~(a~,~; x, n) E D(A(u&) and ( A(u~,~)“u(u~,~; x, n)/ is uniformly 
bounded for n = 1,2... . Thus u(t; z) E D(A(t)) by (Cl) and the 
reflexiveness of E. Note also that ~(a; x, n) is Lipschitz continuous on 
[a, b], so u’(t; z, n) exists for almost all t E [a, b], u’(.; x, n) is (Bochner) 
integrable on [a, b], and JL ‘( u s; z, n) = u(t; z, n) - x for all t E [a, b]. 
Furthermore, if u’(t; z, n) exists, then 
so we see that condition (Cl) now implies that each weak limit point 
of the sequence {u’(t; x, n)>F is in A(t)u(t; z). Furthermore, if + is a 
continuously differentiable real valued function on [a, b] with compact 
support in (a, b), then 
In;_mm I” 4(s) u’(s; z, n) ds = iz j: f(s) u(s; z, n) ds 
a 
z j" c$'(s)u(s; z) s = j" .+(s) uys; z) ds. 
a a 
One can now show that u’(.; z, n) tends weakly to u’(*; z) in 
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q4 bl, q, 1 <P < a ( see Kato [7, Lemma 8.11). Consequently, 
since A(t)u(t; z) is a closed and convex subset of E, u’(t; z) E A(t)u(t; z) 
for almost all t E [a, b] ( see [7, Lemma 8.21). We have shown that 
(1.1) and (1.2) of Th eorem I are true. To see that (1.4) is true let 
p(t) = / u(t; x) - u(t; w)12 for all t E [a, b]. Then by Lemma 4.2, 
p’(t) = 2(u(t; z) - u(t; w), u’(t; z) - u’(t; 20)) < 2wp(t) 
for almost all t E [a, b]. Assertion (1.4) and the uniqueness assertion 
are now immediate. Now let x be in D(A(a)) and let T  E (a, b). Using 
Lemma 4.1 (with b replaced by T) and the proof above, we can assume 
the existence of functions u(*; z, n) on [a, T ]  satisfying (i)-(vi) of 
Lemma 4.1 (with b replaced by 7) and satisfying limn+co u(t; x, n) = 
u(t; z) for all t E [a, T]. In particular, by part (iii) of Lemma 4.1 
(with b = T) we have 
1 A(T)“u(T; x, n)l < e(a+n-l)(T-a){l A(u)“% 1 + (T - a)M} (4.1) 
for n = 1,2,... . Since limlz+,, U(T; 2, n) = U(T; z), every weak limit 
point of {A( ) ( T ‘u T; z, n)}? is in A(T)u(T; x) by (Cl); so 
1 k!(T)” U(T; Z) 1 < 6?++) {I A(U)” Z + (T - U)M) 
by (4.1). Thus 
li;,“+“p / A(T)” u(~; Z)l < 1 A(u)” z 1. (4.2) 
Hence every weak limit pointy of {A(T)“u(T; x) : T  E [a, b]} as T  + u+ 
satisfies 1 y I < 1 A(u)“x /. However, y E A(u)x by (Cl), and we 
conclude that 
W -h&4(T)’ U(T; X) = A‘@)%, (4.3) 
since E is reflexive. Since E is uniformly convex, (4.2) and (4.3) imply 
that 
lim A(T)” U(T; z) = A(U)“% 
T-XT+ 
(4.4) 
Again using Lemma 4.1 with b replaced by T ,  T  E (a, b], we see from 
part (ii) of Lemma 4.1 that 
1 U(T;z, n) - 2 1 < (T - U)d"+"-'"'-a'{l A(U)% 1 + (T - U) M + 72-l} (4.5) 
forn = 1,2,... . Dividing each side of (4.5) by (T - a), letting n --t co, 
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and then letting T --f a+, shows that if ~+‘(a; x) exists, then 
1 ~+‘(a; z)j < j A(a /. If t E [a, b], then by using the same argument 
as above with the interval [a, b] replaced by [t, b] and x replaced by 
u(t; x), we see that whenever u’(t; .z) exists, it follows that j u’(t; z)\ < 
1 A(t)“u(t; z)I. By part (1.2) of this theorem, we now have that 
u’(t; 2) = A(t)“u(t; 2) f or almost all t in [a, b], and since U( .; z) is 
Lipschitz continuous on [a, b], it follows that 
u(t; z) - z = s t A(s)” u(s; z) ds a (4.6) 
for each t in [a, b] ( w h ere the integral is the Bochner integral). Thus, 
by (4.4) and (4.6), 
1:s (t - a)-‘[~&; ix) - z] = ky+ (t - a)-’ jt A(s)” u(s; z) ds = A(a)“dz. 
a 
Thus, ~+‘(a; z) exists and equals A(u)“u(u; z). An analogous argument 
shows that ~+‘(t; z) = A(t)“u(t; z) for all t E [a, b) (replace the 
interval [a, b] by [t, b] and replace z by u(t; z) in the above argument). 
The right continuity of u+‘(-; z) at the point a follows from (4.4), and 
the fact that u+‘(*; x) is right continuous on [a, b) follows analogously. 
This completes the proof of Theorem I. 
Proof of Theorem II. Suppose first that A is the generator of a 
semigroup U of type w on C. Then A is in Y(w, C) by Proposition 2.2. 
Let A, be in 9(0, C) and suppose that A < A, . One can easily 
show from Theorem I that A, is the subset of a generator of a 
semigroup U, of type w on C. Since Ui(t)z = U(t)z for all 
(t, x) E [0, co) x D(A) and D(A) is d ense in C, it follows that U, = U. 
Thus A, = A is a maximal member of B(w, C). Conversely, if A is a 
maximal member of ‘9( w, C), then one may use Theorem I to show 
that A is the subset of a generator A, of a semigroup U of type w on C. 
Since A, E %(w, C) by Proposition 2.2 and A < A, , we conclude that 
A = A, by the maximality of A. Thus (11.1) and (11.2) are equivalent. 
Proposition 2.2 and (11.1) imply that there is a subset B of E x E 
satisfying each of the properties in (11.3) except the property that B is 
maximal dissipative on C. The fact that B is maximal dissipative 
on C follows from Corollary 6.1 of [4]. Thus (11.1) implies (II.3). Now 
suppose that (11.3) holds. Since B is demiclosed (see [7, Lemma 3.7]), 
we have from Theorem I that there is a semigroup U of type w on C 
such that A (= B”) is a subset of the generator A, of U. Also, Theorem I 
implies that U(t)z E D(A) for all (t, z) E [0, 00) x D(A). NOW let 
x, z E D(A), let y E Bx, and let p(t) = ( U(t)x - z I2 for t > 0. 
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Following Brezis in [2, Lemma 41, we have that 
p+‘(t) = 2(U(t)x - z, AU(t)x) < 2wp(t) + 2( U(t)x - z, y). 
Solving this differential inequality implies that 
Dividing each side of this inequality by t > 0 and noting that 
[ U(t)x - x I2 > I x - z I2 + 2(x - x, U(t)x - x) gives 
2ewzwt(x - z, t-l[U(t) x - x]) + t-1(e-2wt - I)/ x - 2 I2 
(4.7) 
< 2t-1/: (U(s) x - z, y) .c2as ds. 
- ~ 
Since D(A) = D(A,), we see that (4.7) holds for all x E D(A,). Letting 
t --t 0+ in (4.7) shows that 2(x - x, A,x) - 2~1 x - z I2 < 2(x - x, y) 
for all x E D(A,). Thus 
(x-z,A,x-y) ~u~x---z~2 (4.8) 
for all x E D(A,) and (z, y) E B. But B - 01 is maximal dissipative 
on C; so (4.8) implies that x E D(A) (see [7, Lemma 3.41). Conse- 
quently, D(A,) = D(A) and A = A, . Thus (11.3) implies (11.1) and 
the proof of Theorem II is complete. 
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