According to the standard model of systems consolidation (SMC), neocortical circuits are reactivated during the retrieval of declarative memories. This process initially requires the hippocampus. However, with the passage of time, neocortical circuits become strengthened and can eventually retrieve memory without input from the hippocampus. Although consistent with lesion data, these assumptions have been difficult to confirm experimentally. In the current review, we discuss recent methodological advances in behavioral neuroscience that are making it possible to test the basic assumptions of SMC for the first time. For example, new transgenic mice can be used to monitor the activity of individual neurons across the entire brain while optogenetic approaches provide precise control over the activity of these cells using light stimulation. These tools can be used to examine the reactivation of neocortical neurons during recent and remote memory retrieval and determine if this process requires the hippocampus.
The process by which memories become independent of the hippocampus and are stored in the neocortex is called systems consolidation (Squire 1992; Wiltgen et al. 2004; Frankland and Bontempi 2005; Squire and Bayley 2007 ). This concept is based on the finding that hippocampus damage impairs recently acquired episodic memories, but does not affect those formed in the distant past (Zola-Morgan et al. 1986; Rempel-Clower et al. 1996; Kapur and Brooks 1999; Bayley et al. 2003; Kirwan et al. 2008 ; but see Moscovitch et al. 2005; Winocur and Moscovitch 2011) . For example, patient E.P. (bilateral hippocampus damage) could remember the city where he was raised 50 yr prior, but was unable to learn about a new neighborhood where he had lived for 6 yr (Teng and Squire 1999) . To explain these findings, it was proposed that memory retrieval initially requires the hippocampus because this structure is able to reactivate neocortical regions that were engaged during learning. Over time, continued reactivation strengthens the connections between cortical regions until memory can eventually be retrieved without the support of the hippocampus (Alvarez and Squire 1994; Squire and Wixted 2011) . Consistent with this idea, damage to the neocortex (e.g., lateral temporal, frontal) leads to impairments in remote memory (Mangels et al. 1996; Reed and Squire 1998; Murre et al. 2001; Bayley et al. 2003 Bayley et al. , 2005 Squire and Bayley 2007; Squire and Wixted 2011) .
Animal models of systems consolidation
Systems consolidation has been observed in animals using a number of behavioral procedures (e.g., context fear conditioning, spatial learning, social transmission of food preferences, trace eyeblink conditioning). In these tasks, inactivation of the hippocampus impairs memory retrieval shortly after learning, but has no effect when performed weeks or months later (Kim and Fanselow 1992; Anagnostaras et al. 1999; Clark et al. 2002; Takehara et al. 2002 Takehara et al. , 2003 Maviel et al. 2004; Ross and Eichenbaum 2006; Lesburgueres et al. 2011; Tayler et al. 2013 ; but see Clark et al. 2005; Sutherland et al. 2010 ). In addition, several regions of the neocortex become more important for memory retrieval with the passage of time. Remote memory for context fear, spatial locations, and eyeblink conditioning requires the medial prefrontal cortex (Takehara et al. 2003; Frankland et al. 2004; Maviel et al. 2004; Takehara-Nishiuchi and McNaughton 2008; TakeharaNishiuchi et al. 2011) , while socially transmitted food preferences depend on the oribitofrontal cortex (Lesburgueres et al. 2011) . Increased immediate early gene expression in the neocortex is also observed during remote memory retrieval in these tasks (Maviel et al. 2004; Lesburgueres et al. 2011) . As a result, these animal models have been used extensively to examine the neurobiological mechanisms of systems consolidation.
We should note that a growing literature indicates the hippocampus sometimes plays a prolonged role in memory retrieval (Moscovitch et al. 2005; Sutherland et al. 2010; Wiltgen et al. 2010; Winocur and Moscovitch 2011) . In context fear conditioning, for example, hippocampus lesions can impair both recent and remote memory (Lehmann et al. 2007 ). Whether or not systems consolidation occurs appears to depend on the quality of memory that is retrieved during testing and the ability of neocortical regions to compensate when the hippocampus is compromised (Winocur et al. 2007 (Winocur et al. , 2009 Wiltgen et al. 2010; Goshen et al. 2011; Wiltgen and Tanaka 2013) . As described in the next sections, new methods for studying memory consolidation can be used to examine these findings and determine how (or whether) they can be integrated with SMC.
Assumptions of SMC
A number of predictions made by SMC have been confirmed experimentally. Hippocampal and neocortical circuits are reactivated after learning during periods of sleep and inactivity (Wilson and McNaughton 1994; Qin et al. 1997; Siapas and Wilson 1998; Nadasdy et al. 1999; Louie and Wilson 2001; Hoffman and McNaughton 2002) . Reactivation during these periods is initiated by sharp wave-ripple complexes (SPW-R) in the CA3 region of the hippocampus (Buzsaki 1989; Chrobak and Buzsaki 1996; Sullivan et al. 2011) . Blocking SPW-R events or disrupting the fibers by which they are transmitted to the neocortex impairs the consolidation of recently acquired memories (Daumas et al. 2005; Girardeau et al. 2009; Jadhav et al. 2012) .
Studies have also shown that neocortical plasticity is required for memory consolidation (Takehara-Nishiuchi et al. 2006) . For example, heterozygous deletion of the aCaMKII gene impairs plasticity and synaptogenesis in the neocortex without affecting hippocampal function. These changes have no effect on learning but produce severe memory loss weeks later (Frankland et al. 2001) . Consistent with this finding, spine growth in the anterior cingulate and orbitofrontal cortex is necessary for remote memory formation (Lesburgueres et al. 2011; Vetere et al. 2011) . Together, these studies indicate that the consolidation of recently formed memories depends on the ability of the neocortex to form new synaptic connections (Frankland and Bontempi 2005) . Theta-entrained activity in the hippocampus and neocortex may allow plastic changes to occur that mediate information storage across these networks (Siapas et al. 2005) .
Although SMC has been enormously useful, a number of its core assumptions remain untested (Alvarez and Squire 1994) . For example, it has not been possible to determine if the same neocortical neurons that were engaged during learning are reactivated months later during memory retrieval. It has also been impossible to selectively manipulate hippocampal neurons that were active during learning and determine if these same cells drive the reactivation of neocortical networks. In the remainder of our review, we focus on the development of new tools that will allow researchers to examine assumptions like these that have been central to theories of memory consolidation for decades (Marr 1971; Alvarez and Squire 1994; McClelland et al. 1995) . These include:
Assumption 1: The same neurons that encode memory in the hippocampus and neocortex are reactivated during retrieval. Assumption 2: Early after learning, the hippocampus drives reactivation of neocortical ensembles during memory retrieval. Assumption 3: As time passes, neocortical ensembles are reactivated during memory retrieval without input from the hippocampus.
Identification of reactivated neurons
Immediate early gene (IEG) expression is commonly used to identify activated neurons during learning or retrieval. Expression of these genes is regulated by excitatory synaptic transmission and, in the hippocampus, is closely related to place cell activity (Guzowski et al. 1999; Guzowski 2002; Vazdarjanova et al. 2006) . IEGs can also be used to examine reactivation of individual neurons during two separate events. For example, Guzowski and colleagues developed a technique called cellular compartment analysis of temporal activity by fluorescence in situ hybridization (catFISH) that utilized the time course of IEG mRNA transcription to identify reactivated neurons (Guzowski et al. 2005) . They found that a large population of hippocampal neurons was reactivated when rats explored the same spatial environment twice within a 20-min period (Guzowski et al. 1999) . Reactivation was significantly reduced when animals explored two different environments. Although extremely useful, this technique is limited by the rapid degradation of mRNA. As a result, reactivated neurons can only be identified when sessions occur in close proximity ( 20-30 min). Reijmers et al. (2007) circumvented the temporal limitations of catFISH by using transgenic mice to label activated neurons. In their mice, the c-fos promoter was used to drive expression of the tetracycline transactivator protein (tTA) during learning. tTA expression shows robust overlap with endogenous c-fos in this system (Liu et al. 2012) . Activation of the tetO promoter by tTA led to the expression of tau-LacZ, which could be used to identify activated neurons. Activation of the tetO promoter also produced the expression of a doxycycline-insensitive form of tTA, which sustained tau-LacZ activity for several days. As a result, neurons that were labeled during learning could later be identified during testing. During memory retrieval, expression of Zif-268 was used as an indicator of activity. Neurons that were activated during learning and retrieval were double positive for tau-LacZ and Zif-268.
Using a Pavlovian fear conditioning procedure, the authors were able to observe reactivation of individual amygdala neurons when memory was retrieved 3 d after training. The extent of reactivation in the basolateral nucleus of the amygdala (BLA) correlated with memory strength for context fear, while reactivation in the lateral nucleus of the amygdala (LA) correlated with memory strength for tone fear. Reactivation was significantly lower in mice that did not retrieve memory (fear conditioned-no retrieval group) and in homecage control animals that were not trained or tested.
To examine reactivation of hippocampal and neocortical neurons during context fear conditioning, our laboratory used a transgenic mouse that expresses a long-lasting, activity-dependent form of GFP (Tayler et al. 2011 (Tayler et al. , 2013 . In these mice, GFP was fused with the human histone protein HIST1H2BJ (Kanda et al. 1998 ). The resulting protein (H2BGFP) was localized to the nucleus and remained stable for several weeks after induction. To restrict tagging to neurons that were activated during learning, tetO-H2BGFP mice were bred with the fos-tTA mice described above. C-fos expression was used to identify active neurons during testing.
Consistent with Reijmers et al. (2007) , we found robust reactivation of the BLA when mice retrieved a context fear memory 2 d after training (Tayler et al. 2013) . At this same interval, we also observed reactivation of neurons in the dentate gyrus and CA1 subregions of the hippocampus. Several cortical regions involved in spatial and contextual learning were also reactivated (i.e., lateral entorhinal cortex, posterior parietal association area, and the retrosplenial cortex). Neurons in a control brain region, the supplementary motor cortex, were not reactivated when memory was retrieved. In a control experiment we found that reactivation only occurred during memory retrieval; animals trained and tested in different environments did not freeze and showed reactivation levels that did not exceed chance.
Using the H2BGFP transgenic mice, we also examined reactivation of hippocampal and neocortical neurons 2 wk after training. This interval was chosen because memory could be retrieved without the hippocampus at this time point (i.e., systems consolidation had occurred). As predicted by SMC, remote memory retrieval resulted in robust reactivation of cortical neurons that were engaged during learning. However, inconsistent with SMC, we found that neurons in the hippocampus (CA1 and CA3) were also reactivated during remote memory testing. This result was surprising because memory retrieval at this interval did not depend on the hippocampus. According to SMC, the hippocampus should no longer play a role in memory retrieval once systems consolidation has occurred (McClelland et al. 1995; Squire and Alvarez 1995) .
It is possible that remote memory retrieval normally involves the hippocampus (which would explain our reactivation data), but can also be mediated by the neocortex if this structure is compromised. A recent study suggests this is the case (Goshen et al. 2011) . When the hippocampus was inactivated 28 d after context fear conditioning, the anterior cingulate cortex showed an increase in activity and became essential for memory retrieval. When cortical compensation was prevented (via rapid optogenetic silencing), remote memory retrieval was dependent on the hippocampus. These results suggest that remote memories can be retrieved by either the hippocampus or the neocortex. Which system is used appears to depend on a number of factors including the passage of time, the presence of reminder cues, and the proliferation of new neurons (Kitamura et al. 2009; Winocur et al. 2009 The studies just described indicate that neurons in the neocortex are reactivated when memory is retrieved days and weeks after learning. As a result, researchers are now in the position to determine (for the first time) whether reactivation of these neocortical circuits depends on the hippocampus. One way to answer this question is to pharmacologically inactivate the hippocampus during recent and remote memory tests. If SMC is correct, this manipulation should prevent reactivation of cortical regions shortly after learning, but have no effect at longer time intervals. Optogenetic tools could also be used to silence hippocampal neurons during memory retrieval (Goshen et al. 2011; Kheirbek et al. 2013) . The advantage of optogenetics is that specific cell populations can be targeted during retrieval. In fact, as described in the last section, recent advances in optogenetics have made it possible to control the activity of neurons that encode a specific context memory.
Alternative tagging methods
Although the TetTag system is a powerful technique for labeling active neurons it does have several limitations. First, gene expression is dependent on the removal of doxycycline, which can take several days (Glazewski et al. 2001; Reijmers et al. 2007 ). Active neurons can be labeled anytime during this period, which results in elevated background expression levels relative to other methods (Milanovic et al. 1998; Guzowski et al. 1999; Liu et al. 2012; Tayler et al. 2013) . A recent paper addressed this issue by using a novel approach called TRAP: targeted recombination in active populations (Guenthner et al. 2013) . In these mice, activitydependent expression of a fluorescent effector gene is dependent on the presence of tamoxifen. When tamoxifen is administered prior to training, CreER T2 is expressed in active cells and induces excision of a loxP-flanked transcriptional stop signal. This results in ubiquitous expression of a fluorescent protein such as tdTomato. The advantage of this system is that the time window of activation is short (,12 h) and background expression levels are very low (in FosTRAP mice). In addition, the authors observed a threefold increase in fluorescently labeled hippocampal neurons following exposure to a novel environment. These mice will be extremely useful for long-term labeling studies because activityinduced labeling is permanent.
A second limitation of the TetTag approach is that the percentage of reactivated hippocampal neurons is lower than that reported in catFISH studies. For example, 90% of labeled CA1 neurons were reactivated when rats explored the same environment twice (Guzowski et al. 1999) . In contrast, exposure to two identical environments in TetTag mice induces reactivation of only 20%-40% of CA1 neurons (Nakazawa et al. 2013; Tayler et al. 2013 ). There are many differences between these experiments (species, procedure, intervals between tests, background labeling) that could account for this difference. However, a recent study by Ziv et al. (2013) used optical imaging to examine place cell reactivation in mice and found that 25% of neurons in CA1 (with active place fields) were reactivated in the same environment 5 d later. This number decreased slightly over time to 5% when sessions were separated by 30 d. In this study, the authors used calcium imaging and a miniaturized head-mounted microscope to monitor neural activity as mice traversed a linear track. This method allowed them to examine thousands of neurons per mouse over a period of several weeks. The fact that reactivation levels in this study are similar to those observed in TetTag mice suggests that the percentage of reactivated neurons is smaller when tests are separated by several days, as opposed to several minutes (as is the case in catFISH experiments). Consistent with this idea, a recent study in rats found that the similarity of neuronal responses in CA1 (during exploration of the same spatial environment) decreased monotonically with the passage of time (Mankin et al. 2012) .
Optogenetic control of memory circuits
Optogenetic techniques can be used to control the activity of specific cell populations. Activation or inactivation is achieved via expression of light-sensitive proteins such as channelrhodopsin (ChR2), halorhodopsin (NpHR), or archaerhodopsin (Arch) (Chow et al. 2010; Yizhar et al. 2011) . Recent work has shown that optogenetic methods can also be combined with the tetracycline-transactivator system to control the activity of hippocampal neurons that were engaged during learning (Liu et al. 2012 ). This is a powerful tool that can be used to examine the contribution of these neurons to systems consolidation.
As described in the previous section, a significant number of hippocampal neurons are reactivated when memory is retrieved. Liu et al. (2012) used optogenetic techniques to provide the first direct evidence that these reactivated neurons mediate memory retrieval. To do so, they infused AAV 9 -TRE-ChR2-EYFP into the dentate gyrus of fos-tTA mice. By combining these systems they were able to selectively express ChR2 in neurons that were active during contextual fear conditioning. The authors found that subsequent stimulation of these neurons (in a neutral environment) led to memory retrieval (i.e., freezing). Stimulating a similar number of granule cells that were active in a nonshocked context did not produce freezing. These data demonstrate that memory retrieval can be induced by reactivating hippocampal neurons that were engaged during learning.
SMC assumes that neocortical reactivation relies on the hippocampus shortly after learning, but does not require this structure after systems consolidation has occurred. If this idea is correct, then optogenetic stimulation of hippocampal neurons (as performed by Liu et al. [2012] ) should lead to neocortical reactivation. This prediction could be tested in the TetTag mice described above (Reijmers et al. 2007; Tayler et al. 2013) . Activitydependent expression of tTA would lead to the production of a long-lasting tag (e.g., H2BGFP) and ChR2. Subsequent stimulation of hippocampal neurons would induce memory retrieval and the effects on neocortical reactivation could be examined.
Similarly, a recent study showed that expression of DREADD receptors (designer receptors exclusively activated by designer drugs) could be used to activate neural ensembles that were previously engaged during learning (Garner et al. 2012) . In this study, fos-tTA was used to drive the expression of hM3Dq receptors during context learning. Subsequent administration of CNO (clozapine-N-oxide) produced strong depolarization of previously active neurons throughout the brain and led to memory retrieval. Similar experiments could be done in the TetTag mice to selectively stimulate hippocampal ensembles and induce reactivation of neocortical circuits. One limitation of this technique (and optogenetics) is that activated neurons fire in synchrony during stimulation. This artificial type of activity could alter the response of cortical neurons and limit reactivation.
An alternative way to address this issue is to inactivate hippocampal neurons and determine the effects on neocortical reactivation. A recent study showed that NpHR can be used to silence hippocampal neurons and impair context fear memory retrieval (Goshen et al. 2011) . In future studies, expression of this protein Cold Spring Harbor Laboratory Press on November 6, 2017 -Published by learnmem.cshlp.org Downloaded from could be restricted to previously active neurons using methods similar to those of Liu et al. (2012) . Silencing these neurons in TetTag mice could then be used to determine if hippocampal activity is required for neocortical reactivation during recent memory tests, as predicted by SMC. Inactivating these cells should not impair reactivation of neocortical regions during remote memory tests.
Summary
Recently developed neuroscience tools are making it possible to test the basic assumptions of SMC. For the first time, we can see that individual neurons across the hippocampus and neocortex are reactivated when memory is retrieved. The activity of these neurons can be monitored for days and weeks after learning in transgenic mice engineered to express long-lasting fluorescent proteins (Reijmers et al. 2007; Guenthner et al. 2013; Tayler et al. 2013 ). This advance makes it possible to examine reactivation over extended intervals, which is essential for studies of systems consolidation. The activity of labeled neurons can also be controlled with optogenetic techniques. Using this method, researchers were able to show that memory retrieval can be induced by reactivating the same hippocampal neurons that were engaged during learning. Future studies can use chronic in vivo imaging or transgenic mice (TetTag, TRAP) to determine if this manipulation also leads to the reactivation of neocortical circuits. If SMC is correct, hippocampal activity will be essential for neocortical reactivation shortly after learning and become unnecessary at longer intervals.
