Abstract. We prove mixed weak estimates of Sawyer type for fractional operators. More precisely, let T be either the maximal fractional function Mγ or the fractional integral operator Iγ, 0 < γ < n, 1 ≤ p < n/γ and 1/q = 1/p − γ/n. If u, v q/p ∈ A1 or if uv
v q ∈ A∞(uv −q/p ′ ) then we obtain that the estimate
The first basic and deep result of the Muckenhoupt theory is the equivalence of the A p condition of a weight w with the boundedness of the Hardy-Littlewood maximal operator M on the associated weighted L p (w) space. In other words, w ∈ A p if and only if (0.1)
In [9] , Sawyer noted that the fact that w ∈ A p implies (0.1) can be obtained from the factorization theorem of P. Jones (see [7] ) together with a mixed inequality of an auxiliary operator. Precisely, given w ∈ A p , use the factorization theorem to write w = uv 1−p with u and v in A 1 , and consider the operator S defined by
S(f )(x) = M (f v)(x) v(x) .
It is not difficult to see that the inequality (0.2)
is equivalent to (0.1). That is, the strong (p, p) type of S with respect to the measure µ defined by dµ(x) = u(x)v(x) dx is equivalent to the weighted strong (p, p) type of M . Since S is bounded on L ∞ (uv), then (0.1) will follow from interpolation techniques provided that the weak (1, 1) type of S, with respect to the measure uv, is achieved. Concretely, it is enough to show that the inequality uv ({x ∈ R n : S(f )(x) > t}) ≤ C t R n |f (x)|u(x)v(x) dx, or equivalently
holds for every t > 0 The inequality (0.3) was proved by Sawyer in [9] in R with u, v ∈ A 1 . The author also conjectured that the inequality holds if T is the Hilbert transform. This conjecture was later proved in [2] in a more general setting of Calderón-Zygmund operators as well as the HardyLittlewood maximal operator in R n . The conditions on the weights considered in [2] are not only u, v ∈ A 1 but also u ∈ A 1 and v ∈ A ∞ (u). For the latter class of weights, in [1] a similar result is proved for singular integral operators T whose kernels satisfy a L ϕ -Hörmander property for a given Young function ϕ. In the same article, mixed weak type inequalities for higher order commutators of T with BM O symbols were also proved.
The motivation of Sawyer impulses us to look for an adequate mixed inequality for other operators, such as the fractional maximal or the fractional integral operators. By following the ideas described above for the Hardy-Littlewood maximal operator M , we look for weighted mixed inequalities that allow us to deduce the boundedness of the fractional maximal operator M γ , which was proved by Muckenhoupt and Wheeden in [8] . Concretely, they proved that if 0 < γ < n, 1 < p < n/γ, 1/q = 1/p − γ/n and w ∈ A p,q (see section below) then the inequality
holds.
Let 0 < γ < n, 1 < p < n/γ and 1/q = 1/p − γ/n. Given w ∈ A p,q we factorize w q = uv 1−r with u, v ∈ A 1 and r = 1 + q/p ′ , and we consider the operator
Let z be the weight defined by z(
Actually, (0.5) is equivalent to (0.4). Indeed, if (0.4) holds then
As in [8] , inequality (0.5) can be obtained if we prove that
, for every 0 < γ < n, 1 ≤ p < n/γ and q satisfying 1/q = 1/p − γ/n, or equivalently
We are now in a position to give our main results.
Theorem 1. Let 0 < γ < n, 1 ≤ p < n/γ and q satisfying 1/q = 1/p − γ/n. If u, v are weights such that u, v q/p ∈ A 1 or uv −q/p ′ ∈ A 1 and v q ∈ A ∞ (uv −q/p ′ ), then there exists a positive constant C such that for every t > 0
Remark 1. Let us point out that if γ = 0 we get p = q, and in the particular case p = q = 1 this result has already proved in [2] . Also, notice that the conditions on the weights coincide with the ones in that theorem for this case. For this reason, the theorem above can be seen as a generalization of the conditions of Theorem 8 not only for the case p = 1 but also for other values of p.
The next theorem establishes a similar estimate for the fractional integral operator I γ .
Theorem 2. Let 0 < γ < n, 1 ≤ p < n/γ and q satisfying 1/q = 1/p − γ/n. If u, v are weights such that u, v q/p ∈ A 1 or uv −q/p ′ ∈ A 1 and v q ∈ A ∞ (uv −q/p ′ ), then there exists a positive constant C such that for every t > 0
Remark 2. If we set γ = 0 and consider the case p = q = 1, then this theorem was proved in [2] with I γ replaced with a Calderón-Zygmund operator T .
We devote Section 2 to prove Theorem 1. In Section 3 we consider the fractional integral operator and prove Theorem 2. Finally, in Section 4 we apply the obtained results in order to prove mixed weak inequalities of Sawyer type for commutators of Calderón-Zygmund and fractional integral operators, both with Lipschitz symbol.
Preliminaries, definitions and auxiliary lemmas
Given 0 < γ < n, the fractional maximal operator M γ is defined for f ∈ L 1 loc by
where the supremum is taken over all cubes containing x. The fractional integral operator I γ is defined by
It is well known that the boundedness of I γ can be obtained from the boundedness of M γ , due to the following Coifman type inequality proved in [8] .
Theorem 3 ([8]
). Let 0 < γ < n and 0 < q < ∞. For every weight w ∈ A ∞ we have that
In the proof of our main results, we shall use the following pointwise estimation for M γ in terms of the classical Hardy-Littewood maximal operator M . A proof can be found in [6] for 1 < p < n/γ in a more general context. For the sake of completeness we give the proof, including the case p = 1.
for every non-negative functions w and f ∈ L p .
Proof.
Let us fix x ∈ R n and let Q be a cube containing x. Then, by applying Hölder's inequality with n/(n − γ) and n/γ we get
, since 1 − γ/n = s/q and (s/p + γ/n − 1)n/γ = s, because the definition of s.
Remark 3. We want to point out that if we apply Jensen's inequality with exponent s > 1 in the average of g in the previous proof, we get
We shall use this pointwise estimate later.
Let us recall that a weight w is a locally integrable function defined on R n , such that 0 < w(x) < ∞ a.e. x ∈ R n . For 1 < p < ∞ the Muckenhoupt A p class is defined as the set of all weights w for which there exists a positive constant C such that the inequality
holds for every cube Q ⊂ R n , with sides parallel to the coordinate axes. For p = 1, we say that w ∈ A 1 if there exists a positive constant C such that 1
for every cube Q ⊂ R n . The smallest constant C for which the Muckenhoupt condition holds is called the A p -constant of w, and denoted by [w] Ap . The A ∞ class is defined by the collection of all the A p classes. It is easy to see that if p < q then A p ⊆ A q . Given 1 < p < ∞, we use p ′ to denote the conjugate exponent p/(p − 1). For p = 1 we take p ′ = ∞. Some classical references for the basic theory of Muckenhoupt weights are for example [4] and [5] .
For 1 < p, q < ∞ we say w ∈ A p,q if there exists a positive constant C such that for every
When p = 1 or q = ∞ the condition is written as follows
respectively. The smallest constant for which the conditions above hold is denoted by [w] Ap,q . These classes can be rewritten in terms of the A p classes. More precisely, for 1 < p, q < ∞ we have that (a) w ∈ A p,q if and only if w q ∈ A 1+q/p ′ , where p ′ = p/(p − 1) denotes the conjugate exponent of p; (see [8] ) (b) w ∈ A p,∞ if and only if w −p ′ ∈ A 1 ; (c) w ∈ A 1,q if and only if w q ∈ A 1 .
An important property of Muckenhoupt weights is the reverse Hölder's condition, which establishes that if w ∈ A p , for some 1 ≤ p ≤ ∞, then there exists a positive constant C and s > 1, such that for every cube Q
We write w ∈ RH s to point out that the inequality above holds, and we denote by [w] RHs the smallest constant C for which this condition holds and it only depends on n, p and [w] Ap . A weight w belongs to RH ∞ if there exists a positive constant C such that
for every Q ⊂ R n . Let us observe that RH ∞ ⊆ RH s ⊆ RH q , for every 1 < q < s. It can be also proved that RH s ⊆ A ∞ .
The following lemmas will be very useful in the proof of our main results. The proof of the statements in the first one can be found in [3] .
Lemma 5. The following statements hold.
(1) w ∈ A ∞ if and only if w = w 1 w 2 , with w 1 ∈ A 1 and
Lemma 6. Let u and v be two weights such that u ∈ RH ∞ and v ∈ A ∞ . Then uv ∈ A ∞ .
Proof. From Lemma 5, v ∈ A ∞ implies that there exist v 0 ∈ A 1 and v 1 ∈ RH ∞ such that v = v 0 v 1 . It will be enough to prove that uv ∈ RH s , for some s > 1. Since v 0 ∈ A 1 there exists s > 1 such that v 0 ∈ RH s . On the other hand, from Lemma 5 we also have that uv 1 ∈ RH ∞ . Then, given a cube Q of R n we have
as desired.
Given weights u and v, by v ∈ A p (u) we mean that v satisfies the A p condition with respect to the measure µ defined as dµ = u(x) dx. More precisely, for 1 < p < ∞, we say that v ∈ A p (u) if there exists a positive constant C such that
We denote the collection of all the A p (u) classes by A ∞ (u).
The following technical lemma will be useful in the proof of mixed estimates for M γ .
Lemma 7. Let 0 < γ < n, 1 < p < n/γ and γ 0 = pγ. If v ∈ A 1 then for every bounded function f with compact support we have
Proof. Fix x ∈ R n and a cube Q containing x. Then
Mixed inequalities for M γ
The following result, which has been proved in [2] will let us find mixed inequalities for the operator M γ , where 0 < γ < n. 
where M is the Hardy-Littlewood maximal operator.
Proof of Theorem 1. Without loss of generality, since M γ (f v) = M γ (|f |v) we can assume f nonnegative. Let us consider first the case p = 1. In this case, we have that q = n/(n − γ) and p ′ = ∞, so that the hyphoteses on the weights are u, v q ∈ A 1 or, u ∈ A 1 and v q ∈ A ∞ (u). Set w = u 1/q and f 0 = f wv. We can also assume f 0 ∈ L 1 , since in other case the result trivially holds. By applying Lemma 4 and Remark 3 to f 0 and w we get
From Theorem 8, the last term can be bounded, for both conditions on the weights, by
since f 0 w −q u = f 0 and γ/n + 1/q = 1. Let us consider now the case 1 < p < n/γ. We shall begin with the assumption u, v q/p ∈ A 1 and, as above, we can assume that R n f p u p/q v dx is finite. We have to prove that
where q 0 = q/p > 1. In order to see that inequality above holds, denote γ 0 = pγ. Then 1/q 0 = p/q = 1 − pγ/n = 1 − γ 0 /n, and 0 < γ 0 < n since p < n/γ. By applying Lemma 4 with γ = γ 0 , p = 1, q = q 0 and s = 1 we obtain (2.1)
for any non-negative functions w and f 0 ∈ L 1 . Let us take w = u 1/q 0 and f 0 = f p u 1/q 0 v. Then f 0 ∈ L 1 and from Lemma 7 and (2.1) we have that
from Theorem 8. Since f 0 w −q 0 v −q 0 uv q 0 = f 0 and γ 0 /n + 1/q 0 = 1, the last term is equal to Ct −p R n f p u 1/q 0 v dx, as desired. Finally, we will consider the case uv −q/p ′ ∈ A 1 and v q ∈ A ∞ (uv −q/p ′ ). 
and the result is proved.
Mixed inequalities for I γ
We devote this section to prove Theorem 2. In order to do so, we shall use the following result.
Theorem 9 ([2], Thm. 1.7). Given a family F of pairs of functions that satisfies that there exists a number
for all (f, g) ∈ F such the left hand side is finite, and with C depending only on [w] A∞ . Then, for all weights u, v such that u ∈ A 1 and v ∈ A ∞ we have that
With this result, we can prove another estimate that will be useful in the proof of Theorem 2.
Theorem 10. Let 0 < γ < n, 1 ≤ p < n/γ and 1/q = 1/p − γ/n. If u, v q/p ∈ A 1 , then there exists a positive constant C such that
for every bounded function f with compact support.
Proof. Given a function f , we can assume without loss of generality that f is nonnegative.
We shall prove that there exists p 0 ∈ (0, ∞), such that for every w ∈ A ∞ the inequality
holds. Indeed, let p 0 to be chosen later, and let w ∈ A ∞ . Since v q/p ∈ A 1 , then v −q/p ∈ RH ∞ . Also, v −qα/p ∈ RH ∞ for every α > 1 (in fact, it follows for every positive α). Then, taking p 0 > 1/(p − 1) we have that p ′ /p < p 0 and then α = p/p ′ p 0 is greater than 1, so that v −q/p ′ p 0 = (v −q/p ) α belongs to RH ∞ . Since w ∈ A ∞ , from Lemma 6 we have that w 0 = v −q/p ′ p 0 w belongs to A ∞ . Hence, from Theorem 3 we have
From Theorem 9 we have that there exists C > 0 such that
Proof of Theorem 2. Let us consider first the case u, v q/p ∈ A 1 . If p = 1, then q = n/(n − γ). From Theorem 3 we have that
for every 0 < p 0 < ∞ and every w ∈ A ∞ . Then, from Theorem 9 we get
from Theorem 1.
We shall now consider the case 1 < p < n/γ. Let t > 0 be fixed. From Theorems 1 and 10 we get
and the desired inequality follows. Finally, we shall prove the result for the case uv −q/p ′ ∈ A 1 and v q ∈ A ∞ (uv −q/p ′ ). Let us observe first that from the hypotheses we get
from Lemma 5 and 6. Hence
from which the result follows.
Applications
In this section we will give some applications that can be obtained from the inequalities we have proved so far. More precisely, we will consider mixed weak inequalities of Sawyer type for commutators of Calderón-Zygmund operators and fractional integral operators, both with Lipschitz symbol.
Let us recall that given 0 < δ ≤ 1, a function b ∈ L 1 loc belongs to the class Λ(δ) if there exists a positive constant C such that
for every x, y ∈ R n . The smallest constant for which the condition above holds is denoted by b Λ(δ) . Let T be an operator of convolution type, that is, T is bounded on L 2 (R n ) and such that for f ∈ L 2 with compact support,
with K a measurable function defined away from the origin. We say that T is a Calderón-Zygmund operator if K is a standard kernel, which means that K : R n × R n \∆ → C satisfies a size condition given by |K(x, y)| 1 |x − y| n , and the smoothness conditions, usually called Lipschitz conditions,
Theorem 11. [2, Thm. 1.3] If u, v are weights such that u, v ∈ A 1 , or u ∈ A 1 and v ∈ A ∞ (u), then there exists a positive constant C such that for every t > 0,
where T is any Calderón-Zygmund operator.
Later on, in [1] we have extended this estimate to commutators of such operators with BMO symbol, for the case u ∈ A 1 and v ∈ A ∞ (u). More precisely, we have proved the following result.
Theorem 12 ([1]) . Let u, v weights such that u ∈ A 1 and v ∈ A ∞ (u), b ∈ BMO and m ≥ 1. Then, there exists a positive constant C such that for every t > 0,
where T is any Calderón-Zygmund operator and Φ m (t) = t(1 + log + t) m .
The next pointwise estimate will allow us to obtain the desired mixed weak estimates for commutators of Calderón-Zygmund singular integral operators with Lipschitz symbol.
Lemma 13. Let 0 < δ ≤ 1, b ∈ Λ(δ) and T a Calderón-Zygmund singular integral operator. Then, for almost every x ∈ R n we have that
Proof. We will first assume that b ∈ L ∞ . Let us write
Then, since b ∈ L ∞ both limits exist, and we can pass to the limit of the difference. So, it will be enough to prove that
Indeed, given ε > 0
where we have used the Lipschitz condition of b and the size condition of K.
. So, we obtain the desired estimate for a fixed N with constant independent of N . Since (b N (x) − b N (y))K(x − y)f (y) is uniformly bounded by a function of L 1 (R n ), for almost every x, the Dominated Convergence Theorem gives us the same estimate for b. This completes the proof. Lemma 14. Let 0 < γ < n, m ∈ N, 0 < δ < min{(n − γ)/m, 1} and b ∈ Λ(δ). Then, for almost every x ∈ R n we have that
Proof. As before, let us first assume that b ∈ L ∞ . Then,
If b is not in L ∞ we can proceed as in the previous lemma.
With these two estimates we can easily obtain the two following results.
Theorem 15. Let 0 < δ ≤ 1, 1 ≤ p < n/δ and q such that 1/q = 1/p − δ/n. Let u, v be weights satisfying u, v q/p ∈ A 1 or uv −q/p ′ ∈ A 1 and v q ∈ A ∞ (uv −q/p ′ ). If b ∈ Λ(δ) and T is a Calderón-Zygmund singular integral operator, then the estimate Remark 4. Let us notice that the estimate obtained for p = 1 in this theorem is different from the one in Theorem 12. This is because of the nature of the symbol: when we consider Lipschitz symbol we get a control by the L 1 -norm of f with respect to the measure dµ = u 1/q (x)v(x) dx, which is not as big as the L Φ -norm of f with the corresponding measure when q = 1 as well. So, since the Lipschitz condition is "smoother" than the BMO condition, it allows us obtain a better bound.
Theorem 16. Let 0 < γ < n, m ∈ N, 0 < δ < min{(n − γ)/m, 1} and b ∈ Λ(δ). Let 1 ≤ p < n/(γ + mδ) and q such that 1/q = 1/p − (γ + mδ)/n. Let u, v be weights satisfying u, v q/p ∈ A 1 or uv −q/p ′ ∈ A 1 and v q ∈ A ∞ (uv −q/p ′ ). Then the estimate holds for some constant C and every t > 0, for all bounded function f with compact support.
Remark 5. If we have a Calderón-Zygmund operator T which satisfies (4.3), then the estimate given in Lemma 13 can be easily generalized for higher order commutators, since they will satisfy (4.4). In this case, the estimate that we obtain is Theorem 17. Let T a Calderón-Zygmund operator that satisfies (4.3). Let 0 < δ < min{n/m, 1}, b ∈ Λ(δ), 1 ≤ p < n/(mδ) and q such that 1/q = 1/p − mδ/n. Then, if u, v are weights satisfying u, v q/p ∈ A 1 or uv −q/p ′ ∈ A 1 and uv q ∈ A ∞ (uv −q/p ′ ) we have that there exists a positive constant C for which the inequality 
