INTRODUCTION
The non-linear iterative Maximum Likelihood Estimator (MLE) method of image reconstruction for tomography has received increasing attention in the last several years because it promises reconstructions with very low noise and sharp edges, even from incomplete sets of projections. In the last two years, instabilities or image deterioration with increasing number of iterations have been reported in the reconstruction of smooth activity fields. This could make the method rather useless for medical applications. Snyder and Miller (1985) have proposed stabilizing the solution by filtering with sieves along with the iterative process. Levitan and Herman (1986) have used a maximum a posteriori probability expectation maximization algorithm to constrain the MLE algorithm to solutions that do not deviate more than a certain measure from a pre-determined ex- a) backgrounds in MLE reconstructions are very clean, with very little noise magnification. b) the meaningful matching of tubes with high c'ounts starts to occur after the low count tubes are already rather well matched. c) contrast and sharpness in the periphery of objects of high activity are very good in MLE reconstructions. d) ringing at edges is usually observed in the "best" reconstructions and it is a consequence of the finite size of pixels being traversed by tubes with low and high counts (from different projection angles) in the vicinity of edges. e) contrast inside regions of high activity is somewhat difficult to attain, as already pointed out by Tanaka (1987) ~ since all the projections involved may have high counts. f) accurate reconstruction of low activity regions in the neighborhood of high activity regions may be hard to obtain since it involves tubes with both high counts and low counts. It appears then that the low activity region is properly reconstructed when the high activity region is getting very well matched, with image deterioration. In the case of Region 2 of Fig. 6 , the proper average activity of 0.05 was only attained past the "best" image point, but could be modulated by using the WLE target function with s < o. unit area are shown in the figure. The interior of the elliptical shell has a relative activity of 0.05. Random background was simulated by a relative activity of 0.01 over the entire surface of the image. The image plane has been discretized into 128 by 128 pixels. The matrix of p(b,d) values used for projection generation and image reconstruction was obtained following the algorithm described by Shepp and Vardi (1982) and adapted to one ring of the UCLA ECAT-III, 512 detector tomograph, in Hoffman et al (1983) . An examination of the reconstructed images shows that: a) reconstructions improve towards a reasonable representation of the source images up to 30 -50 iterations; b) the image quality remains virtually the same for a number iterations; and c) after that point, images begin to deteriorate.
It was also observed that images from sources with a higher number of counts require more iterations to reach their best appearance and they remain in that condition for more iterations.
We also carried out an analysis of the probability that the source images could have generated their own projection data and compared the results with the corresponding probabilities that the MLE reconstructed images would have generated such data. This was done by a straightforward application of the Poisson function to the projection of the images as means and the projection data as instances of the distributions. Figure 5 shows the results of the calculations. We see that, as expected, the probability that the MLE images would have generated the projection data increases with iteration number. After all, that is what the MLE algorithm is supposed to do. We see, however, that the source image which actually generated the projection data is substantially removed from having that maximum probability. As the number of counts in the source increases, the distance to that maximum decreases. This last set of observations gave us the first indications of the origin of the image deterioration observed in the MLE solutions: because of statistical uncertainty in the process of going from disintegrations in the pixels to detection in projection tubes, the projections present an inconsistent set of data to the matrix of p(b,d) values. As the iterative process continues beyond a certain point, the algorithm tries to find an image that reconciles those inconsistencies as well as poss ible in the manner precribed by the target functio,n chosen (the likelihood function L of Eq. 1). In fact, it goes beyond the value of L corresponding to the source image.
We have obtained further confirmation of our hypothesis by developing a modified target function, which we call the Weighted Likelihood Estimator (WLE). The function that we seek to maximize is:
With s = 0 and t = 1, the function WL is identical to the likelihood function L of Eq. 1. Keeping t = 1, s > 0 will give higher weight during the process of maximization to those tubes that have higher number of counts, while making s < 0 will decrease their weight. The iterative formula for the maximization of Eq. 4 is: 4 a·· -1& -r-_ _ _ _ ,..:P,..:R.:..:OB.;..:;AB:..;.I.:..:L1.,.:..TY _ _ _ _ _ _ _ -. XBl8612-5005A
Fig. 5: Probability that the image obtained at a certain number of iterations has yielded the particular set of projection data used as input for the reconstruction; horizontal line indicates the probability for the source image that truly generated the input data. a) case with 2 million counts in the source image. b) case with 8 million counts. c) case with 32 million counts.
We have carried out reconstructions with the WLE target function with the source image of Fig observed in regions of low activity, which have its corresponding tubes with low counts reconciled with the projection data very early in the iterative process and suffer little modification in the later stages, seen in Llacer et al (1986) . Figure 6 shows two regions (small squares) in the source image chosen for investigation, one in the region of 100% counts, the other in the region of 5% counts. Figure 7 shows plots of standard error from the mean cr, in each of two zones as a function of iteration number for the WLE reconstructions. Also shown are the standard errors for a filtered backprojection (FBP) reconstruction with the SheppLogan filter and for the source image. For the region with high counts, Region 1, we observe that cr is a factor of .2 higher than the source image error. For the WLE reconstructions, we see a substantial influence of the parameter s on the iteration number at which cr is equal to that of the FBP method. In the region of low counts, Region 2, the error of the FBP is 0.05, of the same magnitude as the signal, while the WLE results remain under 0.01 (near the source noise) up to iterations 40 to 60.
The observation that modulating the weight of tubes with high counts on the likelihood function changes substantially the onset of image deterioration supports the above argument that image deterioration occurs by an attempt by the MLE algorithm to match the projection tubes with high numbers of counts to the statistically deficient projection data too well. The question then arises naturally: is there a way to determine an optimum stopping point that is image and number of count independent? In the following a concise statement of the stopping-rule which we have devised in Veklerov and Llacer (1987) is presented.
STOPPING RULE FOR ITERATIVE ALGORITHMS
We shall first show that the maximization of Eq. 1 and the underlying assumption that the data are Poisson-distributed become contradictory to each other beyond a certain number of iterations. We propose a quantitative criterion that allows the user to catch the moment when they are least contradictory.
It was noticed by Snyder, Lewis and Ter-Pogossian (1981) that n*(d} are independent and Poisson random variables and ~*(d) are their means. Therefore, the image maximizing Eq. 1 must be such that ~*(d) are as close to n*(d} as possible. (This is also seen from Eq. 1 directly.)
This fact leads to a paradoxical situation. The closer ~*(d) become to n*(d), the higher the probability that the image generates the projection data as measured by the likelihood function L. However, for Poisson distributed data, if the two get too close for all or almost all tubes d, it becomes statistically unlikely that the image could have generated the data. This paradox can be illustrated with the aid of the following simplified example. Let us assume that each tube in the initial projection data has exactly 100 counts and the algorithm is able to assign values to the image pixels so that each image projection tube has a value between 99 and 101. These values are means of Poisson distributed variables of which the 100 numbers are realizations. The condition just described would be a very good match as measured by the L criterion or by other criteria, such as the minimum least squares, for example. We assert, however, that the means are too close to the data to be consistent with the underlying assumption that the data are Poisson distributed. Indeed, now we have a situation with a large number of independent measurements each of which differs from the mean by less than 1. However, since the underlying distribution is Poisson, the standard deviation should be approximately 10. This contradiction demonstrates our point.
In order to avoid arriving at this contradictory condition during image reconstruction, we propose to test, at the end of each iteration, the hypothesis that the values of n*(d} for each d=l, ••• ,D are jointly statistically valid realizations of Poisson-distributed random variables corresponding to their means ~*(d). In other words, we test the hypothesis that n*(l) is a realization of a Poisson variable with the mean ~*(1) and n*(2) is a realization of another such distribution with mean ~*(2) and so on. It is reasonable to require that only images passing the test (for which the hypothesis is not rejected) be declared acceptable. The development of the testing procedure is described in Veklerov and Llacer (1987) , to which we refer the reader for details. The test is based on an application of Pearson's chi-square test as shown in Can avos (1984) bins, corresponding to significance levels of 0.1 and 0.01, respectively. The significance levels are the probabilities of rejecting the hypothesis, given that it is true.
EXAMPLES OF THE APPLICATION OF THE STOPPING RULE
The above stopping rule has been applied first to the MLE reconstructions of the activity distribution of Fig. 1 , as reported in Veklerov and Llacer (1987) . The results of the hypothesis testing function H for 2M, 8M and 32M counts in the source image are shown in Fig. 8, curves a) , b) and c), respectively. They indicate that the images at iterations near 30, 50 and 90 are "best" in terms of consistency of the images with the Poisson nature of the PET process. This result agrees with our observations about image deterioration as a function of iteration number and counts in the source image, as discussed above. Figure 9 shows a comparison of the source image, an FBP image (Shepp-Logan filter) and MLE recontruction images at 9, 32 and 200 iterations for the 2M count case. At the three count levels tested, the "best" image represents compromises between some deterioration at the regions of high counts (Region 1 of Fig. 6 ; for example) and the attaining of reasonable sharpness and detail in the regions of low counts (Region 2).
A second test with a source distribution containing substantial detail, mimicking a brain phantom in some fashion, has also been carried out with 2M counts. The source image and projection data have been generated by the same computational method used for the phantom of Fig. 1 . Figure 10 , left to right, top to bottom, shows the source image, an FBP (Shepp-Logan filter), and MLE reconstructions from 21, 32, 45 and 100 iterations, presented with 16 levels of gray. The "best" image is near iteration 45, determined by the value of the hypothesis testing function H, of Fig. 11 . Figure 12 shows the tube histograms for the same set of iterations; the contents of the histogram bins is flattest at 45 iterations.
We have also carried out another experiment to further confirm the correctness of our interpretation of the tube histograms and theirrelationship to the consistency of the Poisson distribution. Starting with an image of the Hoffman brain phantom in Hoffman et al (1983) , supplied to us by the UCLA group, we have generated an exact set of projection data by multiplying the image pixels by the elements of a p(b,d) transition matrix which describes the ECAT-III tomograph in the Shepp-Vardi approximation (1982) . The projection data are exact in the sense that no statistical fluctuations have been introduced in going from the pixel counts to the projections. The multiplications have been made in double precision and all fractional counts have been kept. The reconstructions were carried out in double precision using the same transition matrix.
In reconstructing the Hoffman brain phantom from such a set of data, we would expect the MLE process to be able to proceed without image deterioration for a very large number of iterations, since there are no statistical fluctuations in the projections; i.e., the projection data are fully consistent with the transition matrix (matrix of p(b,d)'s). In fact, the projection data contain the statistical accuracy of a nearly infinite number of counts in the source image, although in reality, most of the significant tubes have counts in the order of 100. We would also expect that the tube histogram obtained during the iterative process to Fig. 1 . Curve a) is for 2 million counts in the source image, b) for 8 million and c) for 32 million counts. The line at a value of 36.2 is the limit below which the probability of accepting an image when it should be rejected is 0.1. The line at 27.2 is the corresponding limit for a a probability of 0.01.
be badly behaved. For tubes with approximately 100 counts, consistency with a Poisson distribution would require, like in our previous simplified example, that the projection data are all realizations of Poisson distributions with standard deviations of approximately 10. Instead, the reconstruction has an infinitesimally small standard deviation and the tube histogram can be expected to be bunched up in the middle. The results of our reconstructions confirm the above expectations: Fig. 13 shows the source image and the results of reconstruction at iteration 150, showing no deterioration. Figure 14 shows the tube histograms at several iterations. The hypothesis testing function never reaches a value low enough to be considered acceptable.
We intend to start ,applying our stopping rule to reconstructions from real data obtained from tomographs in the near future. We expect some difficulties due to: a) the existence of background counts from random coincidences which are inconsistent with the transition matrix, b) detector pair non-uniformities that will probably require applying corrections to the transition matrices directly so as not to modify the statistics of the raw data by a normalization, c) absorption corrections that we also expect will have to be applied to the transition matrices, and d) the transition matrix must represent the tomographic instrument with an as yet undetermined level of accuracy.
DISCUSSION AND CONCLUSIONS
We feel that the most important result that we have obtained in the research reviewed in this paper is the realization that an iterative algorithm that seeks an extremum of some target function may lead to a contradiction with the underlying assumption that the generation of projection data follows Poisson statistics. This contradiction will clearly occur when the target function is one that has an extremum when the projections of the obtained images approach the projection data as the number of iterations increases, as is the case'with the likelihood function L of Eq. 1, or a minimum least squares error function. In order not to violate the Poisson nature of the process, we have shown that it is necessary to stop the iterative process at some point and the hypothesis testing method described appears to be a suitable method of doing so.
Stopping the iterative process before reaching an extremum of a target function places the choice of such a function in a different light from the customary one, since we would seldom expect to attain the goal for which it was designed. What is most important is the behavior of the target function in the earlier stages of the iterative process, while it follows a path towards its extremum. In that respect, we have obtained a substantial amount of information about the MLE algorithm. In its useful range of iterations its behavior is determined principally by the fact that the magnitude of the derivative of the Poisson function with respect to its mean in the vicinity of the mean is higher for low means that for high means. During the iterative process, the likelihood function L of Eq. 1 gains more by matching A*(d) to n*(d) for tubes with low numbers of counts than for tubes with high counts. It appears that this explains most of the observed behavior of the algorithm: 
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Fig. 12: Tube histograms for the MLE reconstructions with 15, 32 and 100 iterations. The flat distribution is attained near the "best" reconstruct ion.
In conclusion, we see the likelihood target function of Eq. 1 as a very interesting one that may have usefulness in medical reconstructions, but it is not clear to these authors, at this time, that its virtues are important in clinical diagnosis. Along with a continued study of a broader spectrum of target functions, we intend to test the usefulness of the MLE algorithm by a series of ROC studies in collaboration with the UCLA PET group. 
