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ANALISIS SENTIMEN PILKADA DI TENGAH PANDEMI COVID-19  
MENGGUNAKAN CONVOLUTION NEURAL NETWORK (CNN) 
Abstrak 
Pemilihan kepala daerah 2020 menjadi kontroversi, sebab dilaksanakan ditengah 
pandemi  covid-19. Komentar muncul di berbagai lini media sosial seperti twitter. 
Banyak masyarakat yang setuju pilkada dilanjutkan, namun banyak juga yang 
perpendapat untuk menunda pilkada sampai masa pandemi berakhir. Melihat 
perbedaan pendapat seperti ini, perlu dilakukan analisis sentimen, dengan tujuan 
untuk memperoleh persepsi atau gambaran umum masyarakat terhadap 
penyelenggaraan pilkada 2020 saat pandemi covid-19. Sebanyak 500 tweet 
diperoleh dengan cara crawling data dari twitter API menggunakan library tweepy, 
bedasarkan keyword yang telah ditentukan. Dataset yang didapat diberi label ke 
dalam dua kelas, negatif dan positif. Penelitian ini mengusulkan pendekatan deep 
learning dengan algoritma Convolution Neural Network (CNN) untuk klasifikasi, 
yang terbukti efektif untuk tugas Natural Language Processing (NLP). Percobaan 
dilakukan dengan menerapkan 4-layer convolutional dan mengamati pengaruh 
jumlah epoch terhadap akurasi model. Variasi epoch yang digunakan adalah 50, 75, 
100.  Hasil dari penelitian menunjukkan bahwa, metode CNN dengan dataset 
pilkada ditengah pandemi mendapatkan akurasi tertinggi sebesar 90% dengan 4-
layer convolutional dan 100 epoch. Sistem analisis sentimen berbasis web yang 
dibuat dapat menampilkan hasil analisis sentimen terhadap input kalimat dan dapat 
melakukan crawling data dati twitter.  
Kata kunci : analisis sentimen, covid-19, CNN, deep learning, NLP  
Abstract 
The 2020 regional head election is controversial, because it was held during the 
Covid-19 pandemic which was endemic in Indonesia. Comments appear on various 
social media such as twitter. Many people agree that the elections will be continued, 
but there are also many who think that they should postpone the elections until the 
pandemic period ends. Seeing differences of opinion like this, it is necessary to carry 
out sentiment classification or sentiment analysis,, with the aim of obtaining public 
perceptions or public opinions of the 2020 regional elections during the Covid-19 
pandemic. Total 500 tweets were obtained by crawling data from the twitter API 
using the tweepy library, based on predetermined keywords.. The data sets obtained 
were labeled into two classes, negative and positive. This study developed a deep 
learning approach with the Convolution Neural Network (CNN) algorithm for 
classification, proven to be effective for Natural language processing (NLP) tasks. 
The experiment was implement by applying 4 convolutional layers and observe the 
effect of total epochs on the model accuracy. The epoch variations used are 50, 75, 
100.. The results showed that the CNN method with the local election dataset in the 
middle of the pandemic received the highest accuracy of 90% with 4-layers 
convolutional and 100 epoch. The web-based sentiment analysis system created can 
display the results of sentiment analysis on sentence input and can crawling data 
from Twitter. 
Keywords : covid-19, CNN, deep learning, NLP, sentiment analysis 
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1. PENDAHULUAN
Pelaksanaan pilkada atau pemilihan kepala daerah 2020 menjadi kontroversi, sebab 
dilaksanakan dimasa pandemi covid-19 yang melanda Indonesia. Meskipun sempat ditunda, 
KPU telah menjadwalkan ulang pelaksanaan pilkada hingga akhir tahun 2020. KPU yakin 
dengan peraturan KPU no.13 tahun 2020, pilkada 2020 akan tetap dilaksanakan dengan 
mengutamakan protokol kesehatan pada setiap tahapan pilkada. 
Menanggapi dua kondisi yang sama pentingnya, komentar muncul diberbagai lini 
media sosial seperti twitter. Kekhawatiran netizen (citizen of the net) muncul apabila pilkada 
serentak 2020 tetap dilaksanakan, kemungkinan covid-19 semakin tidak dapat dikendalikan. 
Pilkada ini akan menjadi ajang penyebaran dan penularan covid-19 secara besar-besaran. 
Bagaimanapun juga, tidak dapat diperkirakan kapan berakhirnya pandemi covid-19, 
sedangkan pesta demokrasi pilkada juga penting dilaksanakan untuk merangsang 
pembangunan dan kesejahteraan bagi masyarakat daerah (Rizki & Hilman, 2020).  
Melihat kondisi seperti ini, perlu dilakukan suatu analisis sentimen atau dikenal juga 
sebagai opinion mining (Zhang et al., 2018). Sentimen Analisis dilakukan dengan tujuan 
untuk memperoleh persepsi atau gambaran umum masyarakat terhadap penyelenggaraan 
pilkada di masa pandemi covid. Apakah masyarakat setuju dengan pelaksanaan pilkada 
(sentimen positif) atau tidak setuju dilaksanakannya pilkada 2020 (sentimen negatif).  
Analisis sentimen merupakan proses mengekstraksi dan mengidentifikasi opini atau 
informasi subjektif pada sebuah teks. Analisis sentimen dapat menentukan sikap penulis 
terhadap suatu entitas, apakah positif, negatif atau netral (Rehman et al., 2019). Analisis 
sentimen melibatkan komputasi dalam memahami sentimen tersirat di dalam sebuah teks. 
Natural language processing (NLP) dikenal sebagai komputasi linguistik yang mampu 
menyelesaikan masalah praktis dalam memahami bahasa manusia (Otter et al., 2021). NLP 
memungkinkan mesin memproses dan menerjemahkan bahasa alami manusia ke dalam 
format yang dapat dimengerti oleh mesin (Rajput, 2019). Penelitian oleh (Cui et al., 2018) 
membuktikan bahwa penerapan algoritma Convolution Neural Network (CNN) efektif untuk 
tugas NLP dan mampu mencapai kinerja yang baik dalam klasifikasi kalimat.  
Penelitian mengenai analisis sentimen dengan tema pilkada atau pemilu telah banyak 
dilakukan di Indonesia, seperti (Juanita, 2020) melakukan analisis sentimen menggunakan 
algoritma Naïve Bayes untuk memperoleh persepsi masyarakat pengguna twitter terhadap 
pemilu 2019, memperoleh akurasi sebesar 81% pada dataset training dan 76% pada dataset 
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testing. Penelitian oleh  (Deviyanto & Wahyudi, 2018) melakukana analisis sentimen dengan 
tema pilkada DKI 2019 menggunakan algoritma K-Nearest Neighbor (KNN) dengan 
bantuan twitterscrapper untuk memperoleh dataset mendapatkan akurasi pengujian sebesar 
67,2% ketika K=5. Penelitian lain oleh (Rahmawati et al., 2017) melakukan analisis 
sentimen untuk mengetahui kesan masyarakat terhadap pilkada serentak menggunakan 
metode Support Vector Machine (SVM) mendapatkan akurasi sebesar 91% dan algoritma 
clustering k-means dengan akurasi 82%. 
Bedasarkan studi literatur yang telah dilakukan, masih sedikit penelitian di Indonesia 
yang melakukan analisis sentimen terhadap pilkada atau pemilu menggunakan algoritma 
CNN. Algoritma CNN dianggap sangat kuat dalam ekstraksi fitur dan cocok untuk analisis 
opini artikel panjang (Rhanoui et al., 2019). Penelitian yang dilakukan oleh (Rehman et al., 
2019) menjelaskan bahwa model CNN yang menggunakan convolutional layer dan max 
pooling layer secara efisien dapat mengekstrak fitur lebih tinggi.  
Untuk itu, penelitian ini mengusulkan melakukan analisis sentimen pilkada ditengah 
pandemi covid-19, menggunakan teknik NLP untuk mengolah dan mengekstrak data dari 
twitter. Hasil preprocessing selanjutnya diklasifikasikan dengan pendekatan deep learning 
menggunakan algoritma CNN. Penelitian ini sekaligus mengamati pengaruh banyaknya 
layer convolutional dan banyaknya epoch yang diterapkan di dalam model CNN. Epoch 
merupakan step dalam proses training CNN, dimana seluruh dataset telah melewati forward 
dan backward propragation dalam satu kali putaran (Sharma, 2017). Epoch kecil dapat 
menghasilkan kinerja yang buruk karena penyesuaian parameter yang tidak lengkap, 
sementara epoch besar mungkin meningkatkan waktu komputasi serta risiko overfitting 
(Wang et al., 2017). 
Hasil penelitian ini berupa perbandingan akurasi dari penerapan 4-layer konvolusi 
dan pengaruh banyaknya epoch terhadap akurasi model, serta sebuah sistem analisis 
sentimen yang dapat  melakukan analisis sentimen terhadap inputan kalimat dan terdapat 
fitur crawling data dari twitter. 
2. METODE 
Alur yang diterapkan pada penelitian ini ditunjukkan pada gambar 1 (Khader et al., 2019). 
Dari langkah preprocessing, klasifikasi sampai dengan pengembangan sistem menggunakan 
bantuan beberapa library python. Salah satu library yang paling sering digunakan adalah 
TensorFlow. TensorFlow merupakan library open source yang digunakan untuk menghitung 
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komputasi numerik secara cepat dan mudah (TensorFlow, n.d.). TensorFlow digunakan 
untuk proses tokenizing, encode text dan pembuatan model CNN. Penggunaan library 
lainnya dijelaskan pada tiap langkah di bawah ini.  
Gambar 1. Langkah Penelitian 
2.1 Crawling Data 
Data diambil dari twitter menggunakan bahasa pemrograman Python, dengan library tweepy 
untuk menghubungkan ke Twitter API. Sebanyak 500 tweet dipilih dengan kata kunci 
penelusuran diantaranya “pilkada”, “pemilu”, ”corona”, “pandemi” dan “covid-19”. Contoh 
hasil crawling data twitter ditunjukkan pada tabel 1, tweet tersebut dipilih secara acak, 
merujuk pada kondisi pilkada di masa pandemi covid-19. 
Tabel 1. Contoh Hasil Crawling Data Twitter 
Tanggal Tweet 
2020-10-11 
RT @musniumar: Udah lah gak usah paksakan Pilkada , ini tuh bahaya 
banget bisa” muncul cluster baru https://t.co/SbeiPhnLGJa.. 
2020-10-11 
RT @Sudastika: 18) Pandemi tak bisa dijadikan alasan untuk menunda 
hajatan lima tahunan yang sudah berjalan dan diagendakan lama.  
2020-10-15 
RT @v1d4sriastuti: Masyarakat antusias dan optimis Pilkada berjalan 
lancar. Sosialisasi melaksanakan disiplin protokol kesehatan ketat  
2020-11-26 
Patuhi protokol kesehatan saat pilkada stop penyebaran virus corona 
https://t.co/0uCZE6i5Oh 
2020-10-11 
Ntar pilkada jangan datang, biar aja mereka yang datang ke rumah. 
Alasannya covid aja kan namanya juga perwakilan\n#Pilkada2020 
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2.2 Labelling Data 
Pemberian label pada dataset dilakukan secara manual dengan bantuan pakar. Data diberi 
label positif dan negatif. Dari hasil labelling didapatkan sebanyak 250 tweet sentimen negatif 
dan 250 tweet dengan sentimen positif. 
2.3 Pre-processing 
Gambar 2. Langkah Pre-processing 
Data yang diperoleh dari twitter umumnya berupa kalimat yang tidak terstruktur contoh pada 
tabel 1, seperti terdapat karakter non alfanumerik, link url, tata bahasa tidak teratur, dll. 
Adanya noise dan ketidakteraturan data memengaruhi kinerja mesin (Jianqiang & Xiaolin, 
2017). Preprocessing NLP adalah langkah penghapusan noise yang tidak diinginkan dari 
dataset twitter (Rahutomo et al., 2020), sehingga data yang dihasilkan menjadi lebih 
terstruktur. Penelitian oleh (Alam & Yao, 2019) mempelajari dampak preprocessing pada 
analisis sentimen, hasilnya terbukti bahwa proses preprocessing membantu dalam 
meningkatkan kinerja klasifikasi. Langkah preprocessing (Taradhita & Putra, 2021) 
ditunjukkan pada gambar 2. 
2.3.1 Penghapusan Karakter 
Dataset yang telah diberi label selanjutnya dibersihkan dari karakter yang tidak relevan 
seperti link url, hastag, username, tanda baca dan karakter non alfanumerik (kecuali spasi) 
seperti ! @ # $ & % dll. Karakter tersebut sebagian besar dapat memengaruhi akurasi proses 
analisis, karena bukan termasuk teks yang dapat ditemukan di kamus (Chong et al., 2014). 
Penghapusan karakter menggunakan library regular expression milik python. 
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2.3.2 Case Folding 
Proses menyamaratakan seluruh kata, dengan mengkonversi huruf kapital di dataset menjadi 
huruf kecil (Sohrabi & Hemmatian, 2019). 
2.3.3 Tokenization 
Suatu proses pemotongan atau penguraian teks menjadi per kata. Hasil dari proses ini disebut 
token (Bayhaqy et al., 2018). Contoh proses tokenisasi kalimat terdapat pada tabel 2. 
Tabel 2. Proses Tokenisasi 







2.3.4 Stopwords Removal 
Penerapan stopword bertujuan untuk menghapus kata-kata yang dianggap tidak mempunyai 
arti penting, yang kemungkinkan berpengaruh terhadap kecepatan dan kinerja proses analisis 
(Anastasia & Budi, 2017). Proses stopwords dalam penelitian ini menggunakan library 
python sastrawi. Beberapa kata pada stoplist python sastrawi adalah ‘yang’, ‘untuk’, ‘pada’, 
‘dan’, ‘ke’, ‘dari’, dll. 
2.3.5 Stemming 
Merupakan langkah menghilangkan imbuhan berupa awalan, akhiran maupun campuran 
(awalan-akhiran) menjadi bentuk kata dasar sesuai kaidah bahasa Indonesia (Rohman et al., 
2018). Proses stemming ini menggunakan library python sastrawi, sebuah library sederhana 
yang didesain untuk memperoleh kata dasar bahasa Indonesia dengan mudah. Pada tabel 3 




Tabel 3. Contoh proses stemming 













Setelah melewati tahap preprocessing dari NLP, selanjutnya data  diklasifikasikan dengan 
pendekatan deep learning menggunakan algoritma CNN. CNN merupakan bagian dari 
Artificial Neural Network (ANN) yang mampu mendeteksi informasi dengan akurasi tinggi 
(Rhanoui et al., 2019). Model CNN telah memecahkan permasalahan dalam pemrosesan 
gambar dan saat ini peneliti-peneliti telah mengembangkan CNN untuk NLP seperti analisis 
sentimen, klasifikasi polaritas emosional, text summary, dll (Luo, 2019).  
 
 
Gambar 3. Arsitektur CNN 
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CNN merupakan jaringan multilayer atau biasa disebut fully-connected layer, oleh karena 
itu output dari satu layer akan menjadi input dari layer berikutnya. Umumnya terdiri dari 
layer input, hidden layer dan layer output (Rhanoui et al., 2019). Penelitian ini menggunakan 
CNN sederhana seperti gambar 3 yang dijelaskan oleh (Pambudi & Suprapto, 2021) pada 
panelitiannya, yang terdiri dari convolutional layer, max pooling layer, dropout layer dan  
fully connected output layer. 
 
Pengaturan parameter dalam penelitian ini diterapkan sebanyak 300 vector size, 8 unit 
convolutional tiap layer dengan filter 16, 32, 64. Optimizer yang dipilih Adam (Chen et al., 
2020) yang dianggap sebagai optimasi terbaik (Purnama et al., 2021) dan aktivasi Rectified 
Linear Unit (ReLU) sebagai aktivasi non linier yang memiliki keuntungan kompleksitas 
rendah (Taradhita & Putra, 2021). 
2.5 Pengembangan Sistem 
Metode System Development Life Cycle (SDLC) merupakan metodologi untuk merancang, 
membangun dan memelihara suatu sistem. Terdapat berbagai model SDLC salah satunya 
waterfall. Model waterfall terdiri dari lima tahap berurutan dimana setiap tahap akan dimulai 
ketika tahap sebelumnya telah selesai (Khan, 2014). Tahapan waterfall ditunjukkan pada 
gambar 4 (Bassil, 2012). 
 
Gambar 4. Tahapan Waterfall 
2.5.1 Analisis 
Pada tahapan analisis dilakukan observasi pemilihan framework yang tepat untuk 
pengembangan sistem. Framework yang dipilih adalah Flask. Kebutuhan fungsional sistem 
analisis sentimen diantaranya, dapat menampilkan hasil analisis sentimen terhadap input 
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kalimat baru, dapat melakukan crawling data bedasarkan keyword yang ditentukan serta 
dapat menampilkan hasil akurasi dan loss dari model CNN. Kebutuhan non fungsional 
diantaranya kebutuhan perangkat keras berupa laptop RAM 8GB dan kebutuhan perangkat 
lunak berupa sistem operasi windows 10, web browser. 
2.5.2 Perancangan 
Tahap perancangan meliputi pembuatan use case diagram dan diagram activity proses 
rancang bangun sistem, bagaimana gambaran dan alur sistem bekerja.  
2.5.2.1 Use Case Diagram 
Use case diagram ditunjukkan pada gambar 5, digunakan untuk menjelaskan bagaimana 
interaksi user dengan sistem.  
 
 




2.5.2.2 Diagram Activity 
 
Gambar 6. Diagram Activity 
Diagram activity pada gambar 6 menggambarkan sistem analisis sentimen. User memiliki 
seluruh akses pada sistem yang meliputi halaman analisis sentimen (halaman utama), 
halaman akurasi dan loss, dan halaman crawling data. 
2.5.3 Pengembangan 
Sistem analisis sentimen menerapkan bahasa pemrograman python dengan dukungan 
framework Flask. Tools pendukung yang digunakan dalam pembuatan sistem ini adalah 
aplikasi Jupyter Notebook dan visual studio code sebagai text editor. 
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2.5.4 Pengujian 
Tahapan pengujian menggunakan Black box testing yang biasa digunakan untuk menguji 
fungsionalitas sistem secara langsung (Supriyono et al., 2016). 
2.5.5 Pemeliharaan 
Tahap terakhir dalam model waterfall adalah pemeliharaan. Sistem yang telah berhasil 
dioperasikan selanjutnya dilakukan pemeliharaan yang meliputi perbaikan jika terjadi error 
atau bug. 
3. HASIL DAN PEMBAHASAN
3.1 Tahapan Preprocessing 
Sebanyak 500 dataset twitter digunakan dalam penelitian ini. Data tersebut dikelompokkan 
dalam dua kategori sentimen, 0 dengan sentimen negatif dan 1 dengan sentimen positif. Pada 
tahapan preprocessing, dataset dibersihkan dari kebisingan, selanjutnya melalui proses 
tokenisasi dari 500 tweet dipecah menjadi kata atau token. Pada proses stopwords, kata-kata 
yang dianggap tidak memiliki arti penting, yang terdapat pada stoplist Sastrawi dihapus. 
Tabel 4 menunjukkan contoh dataset sebelum dan sesudah preprocessing. 
Tabel 4. Contoh proses preprocessing 
Sentimen Sebelum Preprocessing Sesudah Preprocessing 
Positif 
Patuhi protokol kesehatan saat pilkada 
stop penyebaran virus corona 
https://t.co/0uCZE6i5Oh'} 
patuh protokol sehat pilkada 
stop sebar virus corona 
Negatif 
Corona itu bahaya, lebih baik pilkada 
ditunda saja! 
corona bahaya lebih baik 
pilkada tunda 
Positif 
Mari menyukseskan Pilkada 2020!!  
#madepmantebmanetep #pilkadalancar 
#pilkada2020 
sukses pilkada 2020 
3.2 Model CNN 
Kumpulan kata/token hasil preprocessing selanjutnya dijadikan input untuk proses 
klasifikasi. Klasifikasi pada penelitian ini mengusulkan algoritma CNN untuk membangun 
model dengan akurasi yang tinggi. Sekaligus mengamati pengaruh kedalaman layer 
konvolusi dan pengaruh banyaknya epoch yang digunakan. Dataset penelitian dibagi 
menjadi tiga bagian, 70% data training, 20% data validation dan 10% data testing 
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(Supriyanti & Anggoro, 2021) splitting dataset menggunakan library sklearn. Pengamatan 
dilakukan pada 4-layer  konvolusi dengan variasi epoch 50, 75, 100. 
Tabel 5 menunjukkan hasil pengujian, akurasi tertinggi sebesar 90%, loss 0.7744 pada 4-
layer konvolusi dengan 100 epoch. Bedasarkan tabel 5, seiring dengan peningkatan jumlah 
layer, akurasi yang didapatkan mengalami kenaikan. Peningkatan akurasi berkisar 2-4% dari 
akurasi layer sebelumnnya. Meskipun, pada 2-layer dan 3-layer dengan epoch 50 memiliki 
akurasi yang sama, namun loss validation 2-layer lebih kecil daripada 3-layer. 
Tabel 5. Komparasi akurasi 4-layer konvolusi pada epoch yang berbeda 
Epoch 50 Epoch 75 Epoch 100 
Layer 1 
Accuracy 74% 78% 82% 
Loss 1.0542 0.7871 0.6157 
Layer 2 
Accuracy 78% 80% 84% 
Loss 0.6790 0.8444 1.1142 
Layer 3 
Accuracy 78% 82% 86% 
Loss 1.0848 1.0974 0.7902 
Layer 4 
Accuracy 82% 86% 90% 
Loss 1.3596 1.2395 0.7744 
Selanjutnya, mengamati pengaruh jumlah epoch yang diterapkan pada model CNN. 
Bedasarkan gambar 7, terbukti bahwa akurasi empat layer meningkat seiring bertambahnya 
epoch.  Dari epoch 50, 75 sampai 100 mengalami kenaikan akurasi berkisar antara 2-4 % 
dari variasi epoch sebelumnya. Penerapan epoch yang berbeda pada proses training akan 
menghasilkan kemampuan klasifikasi yang berbeda. Pada epoch kecil, proses penyesuaian 
parameter masih belum selesai karena terbatas waktu iterasi, sehingga menghasilkan akurasi 
yang relatif rendah. Dengan peningkatan jumlah epoch, parameter dioptimalkan lebih lanjut, 
sehingga kinerja klasifikasi mengalami peningkatan secara bertahap (Wang et al., 2017). 
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Gambar 7. Pengaruh Epoch Pada Grafik Akurasi 
3.3 Implementasi Sistem 
Sistem analisis sentimen ini terdiri dari halaman utama sentimen analisis, halaman akurasi 
dan loss serta halaman crawling data. 
3.2.1 Halaman Sentimen Analisis 
Halaman sentimen analisis ditunjukkan pada gambar 8 merupakan halaman utama. Pada 
halaman ini user dapat melakukan analisis sentimen dengan menginputkan kalimat, 
selanjutnya sistem akan menampilkan hasil analisis kalimat posistif atau negatif. 





















Layer 1 Layer 2 Layer 3 Layer 4
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3.2.2 Halaman Akurasi dan Loss Model 
Gambar 9 menunjukkan halaman akurasi dan loss model. Pada halaman ini user dapat 
melihat akurasi dan loss model CNN. 
Gambar 9. Halaman Akurasi dan Loss Model 
3.2.3 Halaman Crawling Data Twitter 
Halaman crawling data ditunjukkan pada gambar 10, user dapat melakukan crawling data 
dari twitter bedasarkan keyword yang diinputkan. User memasukkan keyword pada kolom 
pencarian setelah itu sistem akan menampilkan tweet bedasarkan keyword dengan jumlah 
maksimal 100 tweet. Tweet hasil crawling merupakan tweet bersih yang telah melewati 
preprocessing. User dapat melakukan penyimpanan dalam format csv. 
Gambar 10. Halaman Crawling Data Twitter 
15 
3.4 Pengujian Sistem 
Pengujian sistem dengan black box berfokus pada hasil akhir dari fitur-fitur pada sistem. 
Tabel 6 menunjukkan bahwa, setiap fitur pada sistem telah berjalan baik dan memberikan 
output sesuai harapan. 
Tabel 6. Black Box Testing 





Sistem berhasil menampilkan 




Sistem berhasil menampilkan 





akurasi dan loss model 
Sistem berhasil menampilkan 




Memasukkan keyword dan 
melakukan pencarian 
Sistem berhasil menampilkan 
tweet sesuai keyword 
Valid 
Menyimpan data hasil 
crawling dalam bentuk .csv 
Sistem berhasil mendownload 




1. Hasil yang diperoleh dari model CNN analisis sentimen pilkada di tengah pandemi
mendapatkan akurasi tertinggi sebesar 90% dengan 4-layer convolutional dan 100
epoch.
2. Dari pengujian 50, 75, 100 epoch dihasilkan bahwa semakin banyak epoch yang
digunakan pada model, akurasi cenderung meningkat 2-4%. Pada epoch kecil, proses
penyesuaian parameter tidak menyeluruh karena terbatas waktu iterasi, sehingga
menghasilkan akurasi yang relatif rendah. Dengan peningkatan jumlah epoch,
parameter dioptimalkan lebih lanjut, sehingga kinerja klasifikasi mengalami
peningkatan secara bertahap.
3. Sistem analisis sentimen yang telah diuji dengan black box menunjukkan bahwa
sistem telah berjalan sesuai dengan fungsinya.
4.2 Saran 
Penelitian kedepan disarankan menambahkan dataset dan menggabungkan beberapa metode 
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