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ABSTRACT
The future of radio astronomy will require instruments with large collecting ar-
eas for higher sensitivity, wide fields of view for faster survey speeds, and efficient
computing and data rates relative to current capabilities. We describe the first suc-
cessful deployment of the E-field Parallel Imaging Correlator (EPIC) on the LWA
station in Sevilleta, New Mexico, USA (LWA-SV). EPIC is a solution to the computa-
tional problem of large interferometers. By gridding and spatially Fourier transforming
channelised electric fields from the antennas in real-time, EPIC removes the explicit
cross multiplication of all pairs of antenna voltages to synthesize an aperture, reduc-
ing the computational scaling from O(n2a) to O(ng log2 ng), where na is the number of
antennas and ng is the number of grid points. Not only does this save computational
costs for dense arrays but it produces very high time resolution images in real time.
The GPU-based implementation uses existing LWA-SV hardware and the high per-
formance streaming framework, Bifrost. We examine the practical details of the EPIC
deployment and verify the imaging performance by detecting a meteor impact on the
atmosphere using continuous all-sky imaging at 50 ms time resolution.
Key words: instrumentation: interferometers – radio continuum: transients – tele-
scopes
1 INTRODUCTION
Radio astronomy has been undergoing a renaissance in re-
cent years, with a number of new instruments, both built and
in the proposal and design phases. Future instruments such
as the Square Kilometre Array (SKA; Dewdney et al. 2009),
and current instruments such as the Long Wavelength Ar-
ray (LWA; Taylor et al. 2012), Canadian Hydrogen Intensity
Mapping Experiment (CHIME; The CHIME/FRB Collabo-
ration et al. 2018) and the Hydrogen Epoch of Reionisation
Array (HERA; DeBoer et al. 2017), are looking at using high
density interferometric arrays with hundreds or thousands of
individual antennas to facilitate wide-field, high sensitivity
and angular resolution imaging of the sky.
There has also been a renewed focus on observations
of transient phenomena such as Fast Radio Bursts (FRBs),
? E-mail: jck42@cam.ac.uk
† Nithyanandan Thyagarajan is a Jansky Fellow of the National
Radio Astronomy Observatory.
where the origins and physical mechanisms are an active
area of research. Therefore the capability to detect and im-
age these in real-time is of key scientific importance. In-
terferometric measurements of FRBs have been previously
achieved (Caleb et al. 2017), including by CHIME (Amiri
et al. 2019). High time resolution imaging of such phenom-
ena would provide a significant new capability, by allowing
dragnet surveys of the sky with wide field of view instru-
ments.
Together, these two developments present a significant
computational challenge for future interferometers, espe-
cially for the correlator. The standard FX correlator, where
the signal from each antenna is multiplied with the signals
from every other antenna to produce “visibilities”, mathe-
matically defined as an outer product, scales as O(n2a), where
na is the number of antennas (Romney 1985). This scaling
becomes problematic as proposed arrays will contain thou-
sands of dipole elements. All n2a visibilities must be generated
at the time resolution desired and subsequently gridded and
c© 2018 The Authors
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then Fourier transformed to produce images, typically cre-
ating a bottleneck for high-time resolution studies.
For some array geometries, the number of visibilities
calculated can be reduced by omitting short baselines with
little impact on point source imaging performance. Fast con-
volution algorithms may also be used for correlation (Bunton
2011) to further reduce the computational costs to O(n3/2a ).
An alternative to full-field imaging with an FX correla-
tor is to use a beamformer that provides the telescope’s re-
sponse to only a few chosen locations on the sky by summing
over the voltages from all antennas with appropriate delays
to direct the response in a particular direction. The com-
putational costs of a beamformer generally scale as O(na)
per calculated beam and the output data volume is propor-
tional only to the number of beams calculated. This avoids
the challenges of full-field imaging with an FX correlator,
but with an associated compromise of limited sky coverage.
Direct Fourier transform imagers (Daishido et al. 1991;
Foster et al. 2014) provide another alternative to both of
the above approaches. Direct imaging forgoes the calcula-
tion of antenna cross products. Instead, the antenna electric
fields are gridded directly onto an aperture plane and Fourier
transformed into an image plane. These images can be ac-
cumulated for noise reduction, in the same way visibilities
are accumulated in FX correlators.
Theoretically they can provide significant potential scal-
ing improvement by scaling as O(ng logng) where ng is the
number of grid points in the aperture, yielding a significant
potential scaling advantage for high-density arrays (Morales
2011; Thyagarajan et al. 2017). Direct imagers facilitate full-
field imaging at a high time resolution also because the out-
put data volume can be much lower than for an FX corre-
lator, scaling only as ng ≈ na for a dense array.
Previous direct imagers such as Daishido et al. (1991);
Foster et al. (2014) have relied on antennas being on a reg-
ular grid, which limits their application from a scientific
standpoint. For example, their uniform layouts yield point
spread functions that contain periodic grating responses that
are not ideal for imaging applications. Further inherent as-
sumptions about identical behaviour of antenna elements
have to be made. As well as this, calibration still relies on
using cross-correlated data products. Morales (2011) pro-
posed the MOFF formalism as a flexible generalization of the
direct imaging approach. A framework is described which
exploits the computational advantages provided by direct
fourier transform imaging but with no limitations placed
on the mixture of antenna elements or their placement, as
well as producing fully calibrated images. In addition, pro-
vision is made for adaptive fourier optics which can correct
for non-coplanar array effects as well as antenna dependent
terms. Visibilities from an FX correlator can be stored and
calibrated offline due to explicit cross correlations between
all antenna pairs, which is not the case for gridded electric
fields. Thus, direct imagers have the added requirement to
calibrate in real-time since individual antenna information
is not retained after gridding. Beardsley et al. (2017) has
successfully demonstrated an algorithm for this purpose.
The E-Field Parallel Imaging Correlator (EPIC), a
generic implementation and simulation of this imaging ap-
proach in Python, was described by Thyagarajan (Thyagara-
jan et al. 2017). As a streaming, direct imaging correlator,
it can be thought of as a generic, flexible real-time camera
of the radio sky for large interferometer arrays.
Here, we report a GPU-accelerated implementation of
EPIC, built on Bifrost, a high performance streaming frame-
work. The implementation has been deployed on the LWA
station located on the Sevilleta National Wildlife Refuge
in New Mexico, USA. First light observations are shown,
demonstrating its capability for transient detection.
The theory of the MOFF (Modular Optimal Frequency
Fourier) formalism underlying the EPIC imager is reviewed
in Section 2, and a technical description of the implementa-
tion and development is discussed in Section 3. First light
observations and an initial meteor transient detection are
shown in Section 4, with benchmarks characterizing the per-
formance on the LWA Sevilleta site discussed in Section 5.
We summarize future work and conclude in Section 6.
2 THEORY
The interferometry formulation is based on the optical the-
ory of partially coherent quasi-monochromatic light, by the
van Cittert-Zernike theorem (Zernike 1938; Born & Wolf
1999). From this a relationship can be derived between the
radiation pattern on the celestial sphere (in the far field)
and a spatial coherence function measured on some plane
between two points sampling the radiation pattern from the
celestial sphere. This coherence function is the cornerstone
of radio interferometry and is known as a ‘visibility’.
A modern derivation can be found in Thompson et al.
(2017), where the Fourier relationship between the sky co-
ordinates and the interferometer co-ordinate system is de-
scribed:
I(l,m,w) =
∫∫
V (u,v,w)
exp
[
2pii
(
ul+ vm+w
(√
1− l2−m2−1))]dudv, (1)
Mathematically this can be described by an outer-
product between a vector representing a single frequency
channel of fourier-transformed voltages from all antennas,
and its conjugate transpose. Thus given N antennas out-
putting N electric field patterns in a channel, we derive a
resultant N×N visibility matrix. Because of Hermitian sym-
metry, only the upper or lower triangle is retained for effi-
ciency in FX correlators. This relation is as follows:
V12(u,v,w) = E1(x1,y1,z1)⊗E2(x2,y2,z2)∗. (2)
Here E(x,y,z) represents the electric field measured by
an antenna at some location in an orthonormal co-ordinate
system, with V (u,v,w) representing the resultant visibility
matrix. The (u,v,w) co-ordinate system represents the vector
separation (baseline vector) between the different antennas.
2.1 MOFF
The multiplication-convolution theorem from Fourier trans-
form theory allows us to re-arrange Equation 1 to form the
MOFF algorithm (Morales 2011) of
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I(l,m,w) =
〈∣∣∣∣∫∫ E(x,y,z)×
exp
[
2pii
(
xl+ ym+ z
(√
1− l2−m2−1))]dxdy∣∣∣∣2
〉
. (3)
It is important to note that E(x,y,z) constitutes the
electric field in the Fourier domain convolved with the an-
tenna illumination pattern. It is not a point function, but
an electric field distributed across some physical extent in
the measurement plane. Taking this into account Equation
3 becomes:
I(l,m,w) =
〈∣∣∣∣∫∫ [W (x,y,z)∗E ′(x,y,z)]×
exp
[
2pii
(
xl+ ym+w
(√
1− l2−m2−1))]dxdy∣∣∣∣2
〉
, (4)
where W (x,y,z) defines a ‘gridding’ function which con-
stitutes a convolution in antenna space, E ′ represents the
point measurement of the electric field within the measure-
ment plane, and ∗ the convolution operator. In addition
to the antenna illumination pattern, W (x,y,z) can option-
ally incorporate any wide-field effects resulting from non-
coplanarities in the array, as well as ionospheric effects
(Morales 2011). In our implementation, we assume a co-
planar array. Correcting for non-coplanarities will be dealt
with in a forthcoming paper. With this in mind, Equation 4
becomes:
I(l,m) =
〈∣∣∣∣∫∫ [W (x,y)∗E ′(x,y)]exp[2pii(xl+ym)]dxdy∣∣∣∣2
〉
,
(5)
Thus Equation 5 is a gridding of an electric field pat-
tern directly for each antenna, followed by a spatial Fourier
transform to produce the image. This transform is followed
by squaring the image, or cross multiplying between polari-
sations, and accumulating images over time. This produces
what are commonly called ‘dirty images’, which is the true
sky brightness distribution convolved with the point spread
function of the instrument(Taylor et al. 1999).
The EPIC architecture uses the MOFF algorithm as
the basis for imaging. The computational cost of the EPIC
architecture scales theoretically as O(ng logng), compared to
O(n2a) for the classical FX correlator. For highly dense ar-
rays, depending on array geometry, a MOFF-based correla-
tor, such as EPIC, may be more efficient than an FX cor-
relator (Thyagarajan et al. 2017). The limiting factor for
the EPIC architecture is the Fourier transform size of the
grid, whereas that for an FX correlator is the number of
antenna pairs. A comparison of instruments and their most
suited correlator type is shown in Figure 1 (reproduced from
Thyagarajan et al. 2017).
An additional characteristic of the EPIC architecture
is the typically lower data rates in saving images at high
time cadence (Thyagarajan et al. 2017). Images from the
EPIC architecture are already calibrated and science-ready
Figure 1. (Reproduced from Thyagarajan et al. (2017)) A se-
lection of current and planned instruments, with the solid black
line delineating the boundary in efficiency between EPIC and FX
correlators. Instruments below this line are more efficient with a
standard FX correlator. Above the line it is more efficient to use
EPIC.
compared to visibilities from an FX architecture which typ-
ically require additional processing offline to form science-
ready images. This means that the sky can be imaged at a
higher time resolution than is possible using an FX corre-
lator. The ramifications for EPIC, as will be seen, is that
all-sky imaging at sub-millisecond sampling periods is fea-
sible, potentially yielding new insights into a wide range of
time-domain phenomena at radio frequencies.
3 IMPLEMENTATION
3.1 Bifrost
The GPU-accelerated implementation of the EPIC archi-
tecture is done using the Bifrost framework (Cranmer et al.
2017). Bifrost is a highly abstracted library for building high
performance streaming systems. The back-end framework is
built using C++ which calls high speed CUDA libraries and
bespoke kernels implemented by the Bifrost authors. For
ease of use an abstracted Python front-end is provided.
Bifrost is based around the concept of blocks, where
each block performs some operation on the data, and then
outputs it into a high-speed ring buffer in memory, which fa-
cilitates moving data between blocks. The output ring buffer
from one block becomes the input ring buffer for the next
block. Each block loads a ‘gulp’ of data from the ring, and
processes it before placing a gulp into the output ring. The
block processes data until the input ring is emptied or the
pipeline is shutdown.
Many standard signal processing techniques are imple-
mented into the bifrost back-end with GPU capability where
appropriate. These include operations such as finite impulse
MNRAS 000, 1–10 (2018)
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response filters, fast Fourier transforms (FFTs), and various
matrix algebra operations.
The Python front end also includes a high performance
mapping function which takes a string of C++/CUDA and
uses a Just-In-Time (JIT) compiler to generate and execute
valid CUDA code on-the-fly using the Bifrost back-end. This
provides significant flexibility in doing small mathematical
operations without the need to write multiple custom blocks
and implement them directly into the Bifrost framework.
The majority of the EPIC implementation in Bifrost
was done using the standard signal processing blocks as well
as the Bifrost map function, with a notable exception of
high-speed convolution and gridding. For this operation a
custom kernel was created based on a high speed gridder
developed by Romein (2012).
3.2 Pipeline
The real-time streaming processor implementation com-
prises several Bifrost blocks1 as a Python program, with all
significant compute and memory operations done seamlessly
through Bifrost’s high performance C++/CUDA backend.
An overview of this pipeline and the relationship between
the various blocks is shown in Figure 2.
Channelized raw data is received via UDP in a 4+4-
bit complex integer format in the UDP Receive block. This
complex integer representation serves to reduce the band-
width required by the local ethernet connection. After the
data has been captured, the channelised data is first deci-
mated in frequency to obtain a bandwidth that can be pro-
cessed without packet loss, and then transposed to move the
data ordering from
[
Time,Channel,Antenna,Polarisation
]
, to[
Time,Channel,Polarisation,Antenna
]
. This is important as it
facilitates contiguous loads in the gridding convolution step,
discussed below.
After the Transposition block, the complex integer
data is unpacked and promoted to a standard 64-bit com-
plex floating-point number (32-bit real, 32-bit complex) and
compensation for the signal path delays are applied using
a JIT compiled Bifrost map function. The delay calibrated
data is then convolved with the antenna illumination pat-
tern, which is a user-defined convolution kernel. This is then
gridded onto a 2D grid with a spacing of < λ2 , where λ is
the wavelength of the channel, to ensure we are sampling all
of the sky modes by sampling at the Nyquist wavelength.
This convolution and gridding operation is done us-
ing the Romein Convolution algorithm (Romein 2012) in
the Grid and FFT block in Figure 2, designed specifically
for high speed visibility gridding where locality is poor and
memory bandwidth is high. The gridding convolution algo-
rithm is described in more detail below.
Once the data has been gridded for a single time step,
the gridded data is inverse Fourier transformed to pro-
duce a complex-valued image on the sky. These images are
then cross-multiplied in the Square and Accumulate Image
block to form the polarised images, which are then accu-
mulated to a user-defined time interval depending on the
1 The source code for EPIC as well as the Bifrost-based pipeline
implementation for the LWA is available at https://github.com/
nithyanandan/EPIC.
science use case. After accumulation to the threshold time,
the image is written to disk in a binary format and converted
to a FITS image in a post-processing step. This ensures the
real-time processing is not held up by high-cost image ma-
nipulation operations.
Optionally autocorrelation removal can also be done to
remove the zero-spacing power inherent in EPIC. Together
with this, the imprint of the image of the gridding illu-
mination kernels can be removed after the fact in a post-
processing step as they are pre-generated and thus known
previously.
3.3 Romein Convolution Algorithm
The Romein convolutional algorithm (Romein 2012) proved
to be a critical step in the implementation of EPIC. Previous
EPIC reference codes have attempted to use a direct convo-
lution mapping using matrix multiplication, as described by
the operator formalism in Thyagarajan et al. (2017).
Unfortunately, on a GPU this results in unacceptably
high memory bandwidth which causes this step to bottle-
neck the code significantly. The Romein convolution was
used instead as it is designed to reduce the GPU mem-
ory bandwidth significantly by only doing explicit memory
store operations when necessary. The algorithm is designed
to preferentially accumulate any grid updates into a high
speed local register on the GPU core.
The Romein convolution algorithm additionally allows
multiple convolution kernels to be combined together and
applied simultaneously. This not only allows convolution
of the electric field with the illumination pattern, i.e., A-
projection (Morales & Matejek 2009; Bhatnagar et al. 2008),
but additionally provides scope for including wide-field and
antenna effects, such as W-Projection (Cornwell et al. 2008).
The implementation of non-coplanarity correction to ensure
wide field fidelity will be a focus of future work.
The Romein convolution algorithm, written in
C++/CUDA, was implemented by modifying the Bifrost
back-end and to add the necessary functionality. The
additional Bifrost module is intended to be a generic,
type-agnostic convolution kernel. This module is then called
in the pipeline script from the Bifrost library using Python’s
ctypes interface.
4 DEPLOYMENT AND FIRST LIGHT
4.1 Long Wavelength Array
The LWA is a low frequency radio interferometer observing
between frequencies of 10 to 88 MHz, with two operational
stations, one located at the Karl G. Jansky Very Large Array
site and the other at the Seviletta National Wildlife Refuge
(see Figure 3), both in the state of New Mexico, USA (Hen-
ning et al. 2010; Taylor et al. 2012; Ellingson et al. 2013). Its
high density configuration makes it an excellent candidate
for deployment of EPIC.
The LWA Sevilleta (LWA-SV) array consists of 256
dipole antennas arranged in a dense pseudo-random arrange-
ment inside a 110 m by 100 m elliptical aperture that is
elongated north-south. An additional antenna is located ap-
proximately 300 m west of the core of the array, acting as an
MNRAS 000, 1–10 (2018)
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Figure 2. Block diagram of the Bifrost-based implementation of
the EPIC architecture at LWA-SV. The blocks are named by their
function and the arrows indicate the direction of data flow. The
large EPIC block corresponds to a single operational block in the
bifrost pipeline, with its major sub-functionality displayed. Where
the calibration steps sit are also included, despite not yet being
implemented. The EPIC block maps closely with the architecture
discussed in Thyagarajan et al. (2017) .
Figure 3. Aerial view of the LWA station at the Sevilleta Na-
tional Wildlife Refuge. Most antenna elements are in a dense con-
figuration towards the right of the image. A test antenna, is visible
at the bottom. The signal processing hardware is contained within
a modified, radio frequency shielded shipping container, visible in
the left of the image.
outrigger to help with calibration and to improve the angular
resolution of the telescope. This outrigger was explicitly ex-
cluded during our implementation to ensure a high density,
keeping the resultant image FFT size as small as possible.
The analog signal from each dipole is initially low pass
filtered and amplified at the front end before being trans-
mitted over coaxial cable to the electronics shelter. Inside
the shelter the analog signal is further filtered and then dig-
itized using ROACH2 boards. The boards use the CASPER
ADC16x156-8 digitiser boards to sample the dipole signals
at 204.8 MHz. The digitized signals are then Fourier trans-
formed into 4096 25 kHz channels with a time resolution
of 40µs. At this point the frequency domain data, between
10MHz and 88 MHz, are requantised into 4+4-bit complex
integer data, packetised, and routed over a 10/40 GbE net-
work to a cluster of seven general purpose machines. Each
machine is equipped with two Intel Xeon E5-2640 v3 proces-
sors, 64 GB of RAM, a Mellanox ConnectX-3 40 GbE net-
work interface card, and two NVIDIA GTX 980 (Maxwell)
GPUs.
4.2 Deployment
The initial deployment took place on the LWA-SV site dur-
ing the week of the 27-31 August 2018. The EPIC archi-
tecture was deployed on a single cluster node, receiving
a sixth of LWA-SV’s total bandwidth. Operation of EPIC
was achieved with no modifications to the LWA system or
hardware apart from swapping the FX correlator software
pipeline for EPIC. The LWA’s public software library was
used to perform delay calibration to account for different
antenna cable lengths and to provide the array geometry
(Dowell et al. 2012). A simple square top-hat function with
3-meter extent was used as the illumination pattern for the
dipole antennas. No additional calibration was performed.
The observations reported here were run at an image ac-
cumulation time of 50 ms in order to allow observations of
short-duration transient phenomena in the radio sky. Four
MNRAS 000, 1–10 (2018)
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channels of 25 kHz were processed with a combined band-
width of 100 kHz centred at a frequency of 55.25 MHz. The
stability of the system was tested with a 24 hour operation
under the EPIC correlator. Images were generated at the
raw 40 µs time cadence of the LWA-SV and then accumu-
lated to obtain the final cadence of 50 ms. A λ/2 grid spacing
was used, resulting in approximately 642 image pixels.
4.3 Detection of Meteor Transient as Proof of
Concept
EPIC images the whole sky as visible to the LWA-SV sta-
tion. During our initial observations, multiple small tran-
sients were identified. The majority of them are radio fre-
quency interference (RFI), which most often shows up on
the horizon, indicating a terrestrial origin. Occasionally RFI
can appear overhead, reflected off of airplanes or satellites.
These signals are generally narrow bandwidth and highly
polarized, making them easy to recognize.
After ruling out RFI events, some physical transients
were noted, the brightest of which in our observing win-
dow was a meteor striking the Earth’s atmosphere, a still
frame pseudo Stokes-I image of which is shown in Figure 4.
A pseudo-stokes image is one that is formed from straight-
forward linear combinations of the coherency vectors from
the linear polarisation parameters, but is acknowledged to
not exactly represent the true stokes vectors due to cross-
coupling and polarisation leakage effects. The meteor strik-
ing the atmosphere generates a plasma, which acts as a re-
flector for an over the horizon analog TV transmitter at
55.25 MHz, illuminating the meteor plasma’s path. This
is almost identical to the methodology of studying meteor
events through the use of radar (Prentice et al. 1947). Stud-
ies of reflections such as these provide information about
the speed of the neutral wind in the mesosphere and lower
thermosphere through the observed Doppler shift of the re-
flection (Helmboldt et al. 2014). The total number of meteor
reflections can also be used to inform estimates of the terres-
trial accretion rate (see Kortenkamp & Dermott 1998, and
references therein). Such events have been observed by the
LWA previously, as well as self-emission from meteor trails
(Obenberger et al. 2014) and lightning (Obenberger et al.
2018). This demonstrates the potential of an EPIC system
for image-based all-sky transient detection and monitoring.
5 BENCHMARKS
During the first light deployment at the LWA-SV site, the
performance was measured and characterised. The perfor-
mance is a consequence of both the deployment system and
hardware, as well as EPIC’s execution method in compari-
son to an FX correlator.
Overall, in the first iteration, up to 800 kHz of band-
width is processed per GPU card on the LWA-SV correlator,
when running with only a single instrumental polarisation,
which is useful for maximising bandwidth for faint transients
and facilitates averaging over the band. With the LWA-SV
system’s current hardware layout, this corresponds to 9.6
MHz of single polarisation bandwidth when EPIC is run on
both GPUs of all six data capture servers. When running
Figure 4. All-sky pseudo Stokes-I image showing a meteor reflec-
tion detection during an observation on the LWA-SV site (upper
center). The plasma left by the meteor impacting the atmosphere
reflects the signal from a 55.25 MHz TV transmitter located be-
yond the horizon. Lines of constant right ascension and declina-
tion in J2000 are marked in white. Cygnus A is the bright point
in the upper left of the image. A .mp4 video file of this event is
available, and has been submitted alongside this manuscript. The
video is of images outputted sequentially at a 50ms cadence.
with both X and Y polarisations, which allows the forma-
tion of Stokes images, half the overall bandwidth is available:
up to 400 kHz per card or 4.8 MHz for the entire system.
We explore the factors contributing the per-GPU bandwidth
below and discuss ideas for improvement.
5.1 Maximum Throughput
To characterise the overall throughput of the system, we
monitored the UDP streams being broadcasted by the
ROACH2 boards running the front-end Fourier transforms
and channelisation. If the system is keeping up with the
input data, then there will be no packet loss. If compute
requirements increase on the node, for example by increas-
ing the number of channels per card or changing the fre-
quency tuning such that a larger grid/FFT size is needed,
then packet loss will occur as the pipeline struggles to keep
up with the incoming data stream.
There are additional overheads in the system, such as
running a normal Linux operating system in the background
that can cause the occasional reductions in processing per-
formance. To ensure that the pipeline does not drop packets
due to such variations, we found empirically that a time
‘gulp’, i.e, the amount of time represented by a single chunk
of data, such that the data can be processed in ≈90% of the
observed time is useful, providing a 10% margin for system
processing variations. For example, if ingesting 50 ms worth
of data in a single gulp from the ring buffer, to ensure the
system can keep up, the GPU should process it in 45 ms to
keep the system running smoothly.
The results of our initial tests on the system are shown
in Figure 6 where the gulp processing time and UDP packet
MNRAS 000, 1–10 (2018)
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Figure 5. Light curve of the brightest pixel around the transiet
during the meteor passage noted in Figure 4, with a comparison
to the radio background. The time resolution is 50 ms. The re-
flection lightcurve shows considerable structure due to changes
in the plasma tail as it expands and is distorted by atmospheric
winds. The lightcurve is consistent with some of the examples in
Helmboldt et al. (2014).
loss fraction are shown as a function of the number of fre-
quency channels processed. As computational resources are
exceeded by increasing the number of channels, the pipeline
backs up, and packet loss increases to indicate that system
capacity has been exceeded.
With a grid size of 642 and the time gulp size set to
50ms, we are capable of running up to 16 channels (400
kHz) with dual polarisations before packet loss increases to
indicate the pipeline stalling. Single polarisation mode runs
over twice as fast as the dual polarisation mode. In Figure 7,
the scaling of the system as a function of time gulp size
is shown when processing 100 kHz of bandwidth and dual
polarisation. The scaling with gulp size is roughly linear,
with the GPU coping well at a variety of representative time
gulp sizes between 5 ms and 0.1 s. Similarly, Figure 8 shows
the scaling of the pipeline with the grid size for a gulp size of
25 ms with the same bandwidth and polarization setup as in
Figure 7. We see that the processing times for grid sizes of 32
and 64 pixels on a side are roughly comparable, indicating
that the EPIC processing time may not be dominated by the
Fourier transform at these grid sizes. This can also been seen
in Table 1 where the processing time per gulp is explored for
a representative pipeline run. The scaling of the processing
time between 64 and 128 pixels on side is around 2.5 times
whereas theory would predict an increase of 4.7. The reason
for this is potentially the underlying cuFFT library being
more efficient for larger FFT sizes compared to smaller ones
(Kent & Nikolic 2016). We note that larger sizes for both the
time gulp and grid size are unable to be tested because of the
lack of sufficient memory on the GTX 980 GPUs avaliable
at LWA-SV.
Block Processing Time
(% of gulp time)
Decimation 2
Transposition 4
EPIC 90
EPIC – FFT 35
EPIC – Gridding 20
EPIC – Cross-Multiply 40
EPIC – Data Transformation 5
Save 4
Table 1. Representative approximate breakdown of processing
time by block as a fraction of the time gulp. This was done for a
grid size of 642, 2048 40µs time samples and eight channels.
5.2 GPU Performance
Here we assess the overall performance and suitability of
EPIC for a GPU programming model. This can be explored
using a roofline model, a common visualisation in high per-
formance computing to analyze the execution properties of
a particular algorithm (Demmel et al. 2008).
The roofline comparison between the GPU computed
elements of an FX correlator and EPIC is shown in Fig-
ure 9. The example here is computed using a representative
roofline for an NVIDIA GTX 980 GPU, used in this imple-
mentation, and for the elements of the pipeline that execute
on the GPU. A GTX 2080 roofline is also provided, as a po-
tential upgrade for the LWA correlator. The FX correlator
is clearly in the compute bound regime, whereas EPIC is
memory bound. This means increasing the memory band-
width available rather than compute power will be more
beneficial for EPIC, in contrast to a FX correlator which is
predominantly compute-bound.
Upgrading the LWA-Sevilleta correlator to use GTX
2080’s, which have over double the memory bandwidth and
compute performance, should yield a significant performance
increase in bandwidth that can be processed. Assuming an
increase in performance of at least two times with the new
cards, not withstanding additional optimisation, over 15
MHz of LWA Bandwidth should be able to be processed.
We note two important caveats that such a direct com-
parison is not entirely appropriate. Firstly, the EPIC archi-
tecture provides end-to-end real-time imaging (from raw an-
tenna voltages to science-ready calibrated images), whereas
an FX correlator predominantly consists of a single math-
ematical operation, namely, outer product of the raw volt-
ages and thus does not calibration or imaging, which in-
cur additional costs. Secondly, if fast time-domain studies
(timescales . 1 ms) are to be performed with an FX-based
correlator, the cost of gridding and imaging will be much
higher since they have to be performed at such fast cadences
and have not been included in these estimates.
6 CONCLUSION
The first version of a working EPIC direct imager, through
direct implementation of the MOFF algorithm, has been de-
veloped fully, and its implementation and operation demon-
strated at the LWA-SV site. Observations of transients from
reflections of terrestrial transmissions off passing meteors
MNRAS 000, 1–10 (2018)
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Figure 6. Processing time as a function of the number of channels
being processed for (top) single polarisation and (bottom) dual
polarisations, with EPIC running on LWA-SV with a time gulp
of 50 ms and grid size of 32 pixels on a side. At 32(25 channels is
when we began experiencing packet loss on dual polarisations, on
the incoming data stream carrying electric field data, which marks
when the system is no longer able to keep up with the input data
rate. The black dashed horizontal line denotes the 90% processing
time for the gulp size.
on timescales of ∼ 2 s at a cadence of 50 ms are reported.
These serve to verify EPIC as a science-capable interfero-
metric imaging capability.
The Bifrost framework aided in implementing EPIC.
The C++/CUDA back-end abstracts away complicated con-
structs, such as the ring buffers, which form the communi-
cation backbone between processing steps. The major ad-
vantage is the native CUDA support, facilitating access to
the power of the GPGPU paradigm. Extending the Bifrost
framework, such as adding extra GPU-enabled processing
blocks, was straightforward.
This successful deployment and working demonstration
of the principles behind EPIC and the MOFF formalism
mark a paradigm shift in correlator technology. The impact
is especially acute for high density arrays such as SKA1-Low
and the completed HERA configuration. It can also offer the
capability, with its next iteration of development as a self-
triggering transient survey instrument for arrays such as the
Figure 7. An exploration of how the system scales as a function
of the time gulp sizes for 100 kHz of bandwidth and dual polar-
ization. Each vertical bar is sub-divided to show the time used by
each block in the pipeline. The legend corresponds to the blocks
in Figure 2, with ‘Image and Accumulation’ corresponding to the
pipeline element on the CUDA GPU. This data was derived from
at least 600 trials of each time gulp size.
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Figure 8. An exploration of how the system scales as a function
of the grid size for a time gulp of 25 ms, 100 kHz of bandwidth,
and dual polarization. The Grid Size is the size of one dimension of
our squared grid. This data was derived from at least 600 trials of
each grid size. ’EPIC Time’ in this instance is the GPU element
specified in Figure 2. A grid size of 128 is more than can be
processed in real-time by the system, as it causes packet loss on
the input UDP stream, but it is plotted here to show scaling.
Low Band Observatory (ngLOBO; Taylor et al. 2017), and
the LWA Swarm Telescope (Dowell & Taylor 2018). Higher
frequency instruments such as the MWA can benefit from
the unique capabilities of EPIC for exploring FRB phenom-
ena, with its ability to image the entire celestial hemisphere
simultaneously at high time cadence. Additional potential
MNRAS 000, 1–10 (2018)
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Figure 9. A roofline model comparing an FX correlator outer
product with the EPIC pipeline on a NVIDIA GTX 980 GPU.
The red line represents the maximum number of operations per
second for a GTX 980 GPU, and the orange line for a GTX 2080,
a potential upgrade card for the LWA. The rooflines for both
cards were worked out using the memory bandwidth and peak
compute performance for single-precision floating point (FP32)
operations. The memory bandwidth of the GTX 980 and GTX
2080 are 226 GB/s and 616 GB/s, with peak FP32 performance
of 4.6 and 13.3 TeraFlops, respectively.
scientific uses range from ionospheric disturbance mapping
to direct observations of compact astrophysical sources.
While the first version of the EPIC system is now oper-
ational, significant improvements are planned. Future work
will include:
• EPICal - EPIC requires calibration in real-time. A so-
lution has been demonstrated (Beardsley et al. 2017) but
not implemented yet in this deployment. This will be an im-
portant feature addition since direct imaging approaches do
not allow for post acquisition methods to improve the image
calibration.
• Wide Field Effects - Effects of non-coplanarity and
wide-field effects may be significant at low frequencies. Thus,
it may be necessary to deal with non-coplanarity and wide
fields effects in EPIC. EPIC’s antenna-based gridding con-
volution naturally allows for the non-coplanar effects to be
fully incorporated and corrected for (Morales 2011; Cornwell
et al. 2008). A forthcoming paper will elucidate the prin-
ciples and practicalities behind doing this on EPIC-based
imagers.
• Optimisation - EPIC has unique computational chal-
lenges associated with it, which will benefit from broad op-
timisation of key kernels to remove bottlenecks during the
convolutional gridding and the FFT stages.
• Real-time transient detection - Our transient detection
in this manuscript was done using offline analysis of the data.
A prototype transient detector has been implemented, how-
ever it is in the early stages. An online automated transient
detector, with effective RFI filtering, will provide another
strong science capability to the EPIC architecture.
The addition of aforementioned features will further in-
crease EPIC’s scientific repertoire, through correction of an-
tenna based terms in the imaging process, as well as pre-
cision calibration in real-time, yielding precision astronomi-
cal observations across the whole sky, with high resolution.
These are planned to be implemented in the next iteration
of development of EPIC on the LWA. We plan to continue
observing in EPIC ‘mode’ at LWA-SV for longer periods of
time at a high time resolution, to facilitate blind, source-
agnostic surveys where transient phenomena might appear.
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