Abstract -A nonequilibrium heat and mass transfer model is presented for the steady-state operation of a rectifying column, employed in ammonia-water absorption refrigeration systems to dehumidify the ammonia vapor leaving the generator. The thermodynamic state relations of the mixture are derived from two equations representing the Gibbs free energy in terms of temperature, pressure and concentration for the liquid and the vapor phases. Two of the transport properties, surface tension and liquid diffusivity required original relations, as presented here in. The resulting nonlinear system of equations is solved by efficient use of the Newton-Raphson code that minimizes the order of the Jacobian matrix without losing any model information or the quadratic order of convergence of the numerical method. Accuracy tests are performed by grid refinement and by comparison with results in the literature. A sensitivity study is presented showing the influence of some alternative methods for estimation of the transport properties on the temperature and concentration profiles.
INTRODUCTION
This paper presents a nonequilibrium heat and mass transfer model for the steady-state operation of an adiabatic rectifying column, which is a distillation column used in ammonia-water absorption refrigeration systems to dehumidify the ammonia vapor produced by the generator, because except at very low concentrations, the water vapor may seriously affect operation of the system's evaporator.
Design or modeling of similar processes necessarily employs the conservation equations for the energy and for each component, the thermodynamic state equations and some other equations or assumptions for closure of the system. Traditional designs of distillation towers and similar devices, based on the one-century-old equilibrium stage model (Taylor and Lucia, 1995) , assume a reference situation where the bulk of the streams leaving a tray are in equilibrium with each other. Departures from this equilibrium situation are dealt with by means of the concept of stage efficiency, whose definition is not unique and whose value can hardly be accurately predicted. For continuous contact devices such as packed columns, the above procedure is replaced by the so-called height equivalent to a theoretical plate, which has the same difficulties. Although the present problem involves a binary system, it is illustrative to add that these limitations are even more serious in multicomponent systems, where the efficiencies differ from one component to another and are unbound by any finite limit. (Krishnamurthy and Taylor, 1985-a, -c) .
In the nonequilibrium stage models or rate-based models, the system is closed by the expressions of the rates of transfer of components and of energy between the phases in terms of differences in concentration and temperature, assuming equilibrium conditions to prevail only at the interface of the phases. This approach was possibly pioneered by the work of Treybal (1981, Chapter 6 ) with a graphic solution, extended to numerical solutions by Raal and Khurana (1972) . Despite those previous developments, the community working with simulation of distillation columns was, in the words of Torres et al. (2000) , "shaken" by the development of the elegant formulation of the "nonequilibrium stage model" as presented by Krishnamurthy and Taylor (1985-a, -b, -c) and Taylor and Krishna (1993) , most aspects of which are followed here.
The thermodynamic state relations of the mixture are reproduced according to the method of Schulz (1972) , modified by Ziegler and Trepp (1984) , which is based on the Gibbs free energy expressed in terms of temperature, pressure and molar concentration. Two of the transport properties, surface tension and liquid diffusivity required original relations, as presented here in.
The resulting nonlinear system of equations is solved by the Substitution-Newton-Raphson method (Figueiredo et al., 2002) , which is a strategy for the efficient use of a Newton-Raphson code that minimizes the order of the Jacobian matrix without losing any model information or the quadratic order of convergence of the numerical method. Entirely based on fundamental relations, the computational program is self-contained, requiring no access to other programs.
The model is applied to the packed rectifier of Seara, Sieres and Vázques (2002) , whose results are compared to the present ones. Accuracy tests are performed by grid refinement. Since the values of most properties vary significantly with the estimation method, a sensitivity study is performed to assess the influence of some methods for estimation of the thermophysical properties on the temperature and concentration profiles within the rectifier.
PHYSICAL MODEL
A general description of the nonequilibrium model for multicomponent distillation columns is presented by Krishnamurthy and Taylor (1985 a, b, c) and synthetically by Torres et al. (2000) . In the sequel, it will be reduced for the two-component case. Figure 1 is a sketch of a stage or an elementary section j of an adiabatic rectifying column with vapor moving countercurrent to the falling liquid.
The rates of exchange of ammonia Whilst in the equilibrium stage models the balance equations are written for the whole stage or elementary section, in the nonequilibrium models the conservation equations are required for each phase within each elementary section, as presented below, starting with the molar balances for both constituents:
(1) j 1 j 1 j j j y v y v N 0
(1) j j j 1 j 1 j x l x l N 0
The energy balances are also produced for each phase:
At first sight, the equations for the mass transfer rates can be provided for both constituents in both phases, as written below:
The first terms on the right-hand side of equations (7) to (10) correspond to the finite difference approximation for the diffusive transport, and the last terms account for the bulk motion, which is influenced by condensation or evaporation. Either by adding equations (7) and (9) or by adding equations (8) and (10) one obtains (0) (
showing that equations (7) to (10) are linearly dependent. Equation (10) is not used to eliminate redundancy, and Eq. (9) is substituted by the simpler Eq. (11). The energy balance for each phase yields
The first terms on the right-hand side of Eqs. (12) and (13) correspond to a finite difference approximation for the heat conduction at the interface. The other terms represent the partial enthalpy of each constituent in the mixture associated with the material fluxes through the interface.
A unique pressure j p in the elementary volume is assumed. Equilibrium conditions at the interface impose a unique temperature I j T as well as unique chemical potentials on each component in both phases:
Krishnamurthy and Taylor substitute Eqs. (14) and (15) by a relation of type
, obtaining j K by thermodynamic state equations such as UNIQUAC. In the present two-component case, it is possible to write a Newton-Raphson procedure relating variables T, p, x and y at saturation conditions in a way that two of them can be determined from the other two by imposing the above chemical potential relations. In the present work, the fundamental Eqs. (14) and (15) are employed directly.
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The system is completed with the relevant equations of state expressed in terms of pressure, temperature and concentration, yielding the following properties: a) enthalpies of the liquid and the vapor bulk flows at the entrance and the exit of each elementary section:
b) enthalpies of each constituent in the mixture at the interface for each phase:
c) potential functions of each constituent in the mixture at the interface for each phase:
Thermodynamic Properties
The thermodynamic relations (16) to (25) are reproduced according to the method of Schulz (1972) , modified by Ziegler and Trepp (1984) . The method is based on two fundamental equations for Gibbs free energy in terms of temperature, pressure and concentration, one for the liquid phase, L g (T,p,x) , and the other for the vapor, V g (T,p,y) , with the two results being equal under at saturation conditions. The liquid solution is taken to be a nonideal mixture, so that the Gibbs free energy is the sum of the contributions of the pure components, the ideal free energy of mixing and the excess free energy:
The vapor mixture is assumed to be an ideal solution of non-ideal gases, so that no excess free energy is required:
[ ]
The free energy for each component is expressed as a polynomial in terms of temperature, its inverse, and pressure, i.e., The molar enthalpy of the mixture is given by
The molar chemical potential for water and ammonia in the mixture are respectively given by:
The partial molar enthalpy for water and ammonia in the mixture are respectively given by (Ruiter, 1986) 
Equations analogous to (28) to (32) can be written for the vapor phase using y instead of x .
Since the vapor mixture is considered ideal, the specific enthalpy of each component in the mixture coincides with its value as pure vapor. An alternative procedure for establishing the thermodynamic properties departs from the Helmholtz free energy put in terms of temperature, density and concentration, as presented for the ammonia-water mixture by Tillner-Roth and Friend (1998) . This approach would be computationally more complex, as will be explained later.
Transport Properties
The packing surface area is computed according to Treybal (1981, Table 6 .3); the mass transport coefficients and the effective transfer area employ the expression of Onda et al. (1968) and the heat transfer coefficients are calculated using above mass transfer coefficients and Chilton and Colburn's (1934) analogy: 2 / 3 p c .
.
Both mass transport coefficients and the heat transfer coefficient on the vapor side use correction factors to cope with the nonvanishing mass flux at the interface (Taylor & Krishna, 1993, sections 8.2 and 11.4) .
The mixture properties are generally calculated by some sort of interpolation between the respective properties of the pure substances. Reid et al. (1987) provide simple functions for the liquid viscosity and the vapor and the liquid conductivities (Tables 9-8, 10-3 and 10-5) in terms of temperature for several substances, including water and ammonia.
Most of the mixture properties were found according to estimation methods recorded by Poling et al. (2001) , as follows. The viscosity of the pure vapors is given by the Chapman-Enskog relation (p.9.4) using Lennard-Jones potentials. The method of ) is used to calculate the viscosity of the vapor mixture. The diffusivity of ammonia and water vapor is estimated by ). In accordance with Poling et al. (p.10.32) , the conductivity of the vapor mixture is estimated as the mole fraction average of the conductivities of the pure vapors, since both their molecular sizes and their polarities are close.
The conductivity of the liquid mixture is presented in graphic form by Niebergall (1959, p.152) as the mass fraction average of the conductivities of the pure liquids.
The viscosity of the liquid mixture is also presented in graphic form by Niebergall (1959, p.151) and by the International Institute of Refrigeration, IIR (1994), for temperatures of 10 o C or above. The interaction parameter ij G of the method of Grunberg and Nissan (Poling et al., 2001, pp.9.77-9.80 ) was adjusted to the IIR (1994) curve for viscosity against concentration for each temperature level according to the criteria of the minimum sum of the squares of the errors (Sant' Anna, 2003) , with an rms error of about 0.06 cP for the lowest temperatures, which decreases as the temperature increases. Subsequently, this parameter was expressed as a polynomial function of temperature, resulting in 
for 283K T 422K < < . An analogous procedure for the parameter ij ψ of the method of Teja and Rice (Poling et al., 2001, pp.9 .85-9.87) produced higher errors for the lowest temperatures. The surface tension was modeled according to the Macleod-Sugden correlation for the mixtures (Poling et al., 2001, p.12.12-12.16 ), gathering information from: a) tables 5.1 and 5.2 of the IIR (1994) publication, presenting the surface tension of each pure component for wide ranges of saturation conditions; b) graph 4.2 of the same publication, showing the surface tension of the mixture against the mass concentration for pressures 10 and 17 bar, including the pure substances as extreme cases; and c) graph 7 of ILKA Berechnungs katalog (1985) , which is the most complete set of values for the mixture, plotting surface tension against mass concentration for temperatures between 20 o and 140 o C. The available information on the pure substances is graphically expressed in Fig. 2 , where surface tension is plotted against the difference between the saturated liquid and vapor molar densities. The values for the pure water from the three sources are close to each other, but the values for pure ammonia from both graph 4.2 of IIR and graph 7 of ILKA are about 40% smaller than those from 
where A r is the radius of the hypothetically spherical solute. Likewise dependence of AB D on B T η is assumed in most empirical correlations for diffusion coefficients at infinite dilution and in the interpolating rule for the diffusivity at finite dilutions in accordance with Lefler and Cullinan (Poling et al., 2001 ). An analogous assumption is done in the present work.
Existing experimental information on the mutual diffusivity of the liquids for different ammonia concentrations in water for 296 K is presented in Fig. 3 together with the corresponding curves for the product of diffusivity by viscosity (
). Kojima and Kashiwagi (1995) Almost identical results were obtained by an analogous procedure with the dependence on viscosity suggested by Frank et al. (1996) in accordance with Landolt Börnstein, i.e., There is a discontinuity between the two sets of results shown in Fig. 3 , attributable to the different experimental methods: Kojima and Kashiwagi employed a holographic interferometric technique and Frank et al. used the Taylor-Aris dispersion method. Both results were fitted by a single seconddegree polynomial with the minimum root mean square of the errors. The curve is extended to the high concentrations range by a second-degree polynomial with continuity and differentiability at x=0.71 fitted to the experimental value at x=1, resulting in the spline (38) for 296 K. Unless otherwise stated, diffusivity is corrected for other temperatures according to (36).
Numerical Solution Method
A rectifying column composed of trays is divided into n stages, whilst a continuous contact column must be solved as a finite difference problem, as it is divided into a number of elementary volumes n tending to infinity. The system to be solved is formed of the 23 equations (1) to (8) and (11) to (25), plus the equations for the heat and mass coefficients and for the transport properties for each elementary volume. In cocurrent devices, the equations for each volume are solved at each time, but for countercurrent devices all equations must be solved simultaneously.
The present work avoids matrices that are too huge by means of the Substitution-Newton-Raphson method (Figueiredo et al., 2002) , which minimizes the order of the Newton-Raphson problem using the greatest possible number of equations in explicit or substitution fashion by choosing as effective variables those capable of fixing the greatest number of other variables. In the present problem, where the assumedly uniform pressure had been specified previously, only seven variables per elementary volume, namely j 1 v + , j 1 y + , 
which allows j l to be determined sequentially from n-1 to 0. Then the j x values are analogously determined through either Eq. (3) or (4). In so doing, the pressure, the concentration and the temperature of each node are fixed, so that all other relevant thermodynamic properties can be computed explicitly through Eqs. (16) to (25) and j E , through Eq. (5). Finally, the transfer properties and coefficients are computed through the respective equations.
All the equations referred to so far - (1) to (5), (11) and (16) to (25) as well as those for the transfer properties and coefficients -were employed as substitution equations, being satisfied within the computer rounding precision and producing the substitution variables, which are not effective variables for the Newton-Raphson problem. Only the seven remaining equations for each elementary volume - (6) to (8) and (12) to (15) The Substitution-Newton-Raphson method described above suits any Newton-Raphson algorithm, particularly those employing numerical computation of the derivatives, such as Stoecker's Generalized System Simulation Program (1989) .
Referring to the time spent on the numerical differentiation in the Newton-Raphson method, Taylor and Lucia (1995) advocated using analytical differentiation despite the complexity of the algebraic expressions of most physical properties, relying on computer algebra systems such as Mathematica or Maple. The analytical differentiation can be employed in the Substitution-NewtonRaphson method with extensive use of the chain rule to differentiate functions of functions of functions and so on. The automatic differentiation technique (Castro et al., 2000) , which naturally relies on the chain rule, is another promising alternative due to its reduced computational costs and the possibility of implementation with the usual programming languages such as FORTRAN. However, the simplicity of the numerical differentiation is almost irresistible. Furthermore, by diminishing the order of the Jacobian matrix, the Substitution-NewtonRaphson method significantly reduces the computational time of the numerical differentiation in comparison with the blind Newton-Raphson method.
One can now explain the choice of computing the thermodynamic properties on the basis of the Gibbs free energy as a function of temperature, pressure and concentration, instead of using the Helmholtz free energy as a function of temperature, density and concentration. While the pressure is uniform, at least within each elementary volume, the density varies from node to node. The necessary specification of the density (or the specific volume) in the Helmholtz free energy method would increase the number of effective variables to 11 per control volume, transforming the relations between pressures at different nodes, even when equal, into residual equations.
The present code uses a residual control to minimize the risk of divergence when the initial estimates are far from the actual solution. If the total residual of an approximate solution, defined as the root mean square of the individual residuals, increases from one iteration to the next, the new solution is replaced by an intermediate estimate, which is submitted to a new residual test at most six times or until the residual diminishes; an eventual increase in the residual is accepted after six successive tests.
The physical dimensions of the effective variables are molar flow rates, temperatures and nondimensional quantities, and the dimensions of the residuals are molar flow rates, energy rates and chemical potentials. Because these dimensions are not homogeneous, the normalization of the variables and residuals is useful for adopting adequate increments in the numerical differentiation, for the stopping criteria and residual control. Estimated representative values were chosen as a normalization factor for each relevant physical dimension.
Solution of the linearized matrix employs the Gauss method with partial pivoting to minimize the risk of ill-conditioning. The Jacobian matrix of the Substitution-Newton-Raphson method is much denser than the huge matrices of the blind NewtonRaphson method, but it also becomes sparse as the number of elementary volumes n increases. To cope with that situation the present code avoids unnecessary multiplication by zero.
RESULTS
The present model is applied to the rectifier described by Seara et al. (2002) , which consists of two sections. The upper section, called the rectifying section, receives cold distillate from the condenser of the refrigeration system and vapor emerging from the lower section of the rectifier. This lower section, called the stripping section, receives the vapor produced in the generator and the liquid that results from the mixture of the cold distillate from the upper section with the rich mixture coming from the absorber through a heat exchanger of the refrigerating system. The essential features of each section are presented at Table 1. In the present computations, the sections are treated separately.
The convergence criterium was that both the rms. of the last change in the normalized variables and the rms. of the normalized residuals should be less than 4 10 − . Generally, the number of iterations required was only six for the stripping section and tem for the rectifying section, almost independently on the number of control volumes.
Figures 4 and 5 show the sensitivity of the bulk and interface mass concentrations for both liquid and vapor streams with respect to the grid refinement. Each section is divided into four, eight and sixteen spacings. In the rectifying section there is no noticeable difference between the results with the three levels of refinement. In the stripping section, the results with eight and sixteen spacings coincide, except for a minor difference in the liquid concentration upstream; even the results with four spacings show a small deviation from the more refined ones. There are even smaller relative differences between temperature profiles for different levels of refinement, not shown, present, so that the exit temperatures vary by only 0.1 or 0.2 K from the roughest to the finest computation. They used the same representation for the thermodynamic properties of the mixture that were employed here. However, the thermodynamic modeling differed with respect to the enthalpy of the ammonia and water crossing the interface: they employed the enthalpies and the heat of vaporization of the pure components, while the present work used the partial molar enthalpy for water and ammonia in the liquid and vapor mixtures.
The same fundamental correlations for the transport coefficients were employed in both studies except for the correction due to mass transfer through the interface: Seara et al. employed corrections for both heat transfer coefficients and for no mass transfer coefficient. The expressions for the effective transfer area differed, as well as many expressions for the transport properties. To assess the sensitivity of the results for alternative methods of computing various physical properties, one property at a time is subjected to a different calculation procedure, maintaining the remaining properties as reported previously.
In several cases no significant change in either temperature or concentration profiles was observed for both the rectifying and the stripping sections. This occurred when the gas mixture conductivity was computed in accordance with Mason and Saxena (Poling et al., 2001, p.10.31) , when the gas mixture viscosity was computed in accordance with the method of Wilke (Poling et al., 2001, p.9.21-9.22) and when the liquid mixture conductivity was computed by the method of El-Sayed as described by Thorin (2000) .
No significant change was observed when the diffusivity of the liquid mixture was calculated either by extrapolation of Eq. (38) to different temperatures by means of Eq. (37) or by Nakanishi´s method for dilute solutions together with Leffler and Cullinan´s interpolation rule for finite concentrations (Poling et al., 2001, p.11.27-11.32, 11.36 ) and Heidemann and Rizvi´s method (1986) for thermodynamic correction.
The following figures show some changes in either concentration or temperature profiles for either the stripping or the rectifying sections. Brokaw´s method (Poling et al., 2001, p.11.7) for vapor diffusivity produced the most significant change in the concentration pattern of the rectifying section and a noticeable change in the stripping section. ElSayed´s correlation for the viscosity of the liquid mixture, as described by Thorin (2000) , produced some change in the liquid concentration profile and, primarily, in the vapor temperature profile for the rectifying section. Ibrahim and Klein´s (1993) coefficients for the excess terms of the thermodynamic properties in Ziegler and Trepp´s method (1984) most heavily altered the liquid concentration and the temperature of the stripping section. It must be observed that in the rectifying section the ammonia concentrations are very high, so that pure ammonia properties dominate the excess terms of mixing. 
CONCLUSION
A Newton-Raphson procedure was successfully applied to the solution of the system of equations representing the combined nonequilibrium heat and mass transfer in a packed bed rectifier. A moderate numerical grid refinement was sufficient to produce spatially converged solutions.
The uncertainties associated with the thermophysical properties were assessed by comparison between different alternative approaches. Liquid mixture viscosity and vapor diffusivity were the transport properties having the most influence on the results; important effects were also observed with an alternative procedure for the thermodynamic properties.
