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 Quando si vuole includere più variabili esplicative 
nel modello lineare, si ottiene un modello di 
regressione lineare multipla: 
 
𝑌 = 𝛽0 + 𝛽1𝑋1 +⋯+ 𝛽𝑘𝑋𝑘 + 𝜀 
 
dove 𝛽0 è l’intercetta; 
𝛽1, … , 𝛽𝑘 sono i coefficienti di regressione delle 
covariate; 
𝜀  è il vettore che rappresenta la componente 
casuale. 
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Il modello di regressione lineare multipla 
Indipendenza delle covariate 
E’ molto importante che le covariate siano 
tra loro indipendenti. 
 
Alle assunzioni del modello OLS semplice, 
si aggiunge l’ipotesi che le variabili 
esplicative siano linearmente indipendenti. 
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Il problema che spesso si deve affrontare nella 
costruzione di un modello di regressione riguarda la 
scelta delle variabili esplicative. 
 
Nel modello bisognerebbe includere quelle variabili 
esplicative la cui variazione apporta un contributo reale 
alla variazione della variabile risposta.  
 
Se si omettono variabili rilevanti, lo stimatore dei 
parametri è generalmente distorto. Ma l’inserimento di 
variabili irrilevanti può ridurre l’affidabilità delle stime. 
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Scelta delle variabili esplicative (1) 
Il problema della collinearità 
Se una o più variabile esplicativa di un 
modello di regressione lineare dipende dalle 
altre covariate (ossia, è esprimibile come 
combinazione lineare), si è in presenza di 
multicollinearità. Questa può inficiare la 
qualità delle stime OLS, che possono 
risultare poco significative. 
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La strategia complessiva della scelta di variabili si 
può articolare nelle seguenti fasi: 
 
• Decidere quali sono le variabili che costituiscono 
l'insieme più ampio dei k regressori, 
• Trovare uno o più sottoinsiemi di variabili (p) che 
spiegano bene la variabile risposta, 
• Applicare una regola di arresto per decidere quante 
variabili esplicative usare, 
• Stimare i coefficienti di regressione, 
• Saggiare la bontà del modello ottenuto. 
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Scelta delle variabili esplicative (2) 
• Forward selection: i singoli regressori vengono 
aggiunti in maniera sequenziale al modello e lasciati nel 
modello se il loro contributo alla spiegazione della 
variabilità di Y è significativo; 
• Backward elimination: i singoli regressori vengono 
eliminati in maniera sequenziale dal modello che ne 
contiene p, ed esclusi definitivamente se l’aumento di 
SQE che segue la loro eliminazione non risulta 
significativo. 
• Stepwise: Si procede come nella forward selection, ma 
dopo aver inserito un regressore, si verifica che 
l’eliminazione dei regressori precedentemente inclusi 
induca un aumento significativo della devianza di 
dispersione.  
Algoritmi automatici per la scelta dei 
regressori: 
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Per verificare se la previsione della variabile dipendente 
Y migliora significativamente mediante il modello di 
regressione si pone a confronto la varianza spiegata dal 
modello con la varianza residua (non spiegata). 
 
L'ipotesi H0 che si sottopone a verifica è che la varianza 
spiegata sia uguale alla varianza residua, cioè che il 
modello non migliori l'errore di previsione della variabile 
dipendente. Per la verifica dell'ipotesi si usa il test F 
(rapporto tra le varianze) che si distribuisce come una 
variabile casuale F di Fisher con p e n-p-1 gdl. 
Rifiutare H0 significa che almeno uno dei regressori 
contribuisce a spiegare significativamente la variabile 
dipendente. 
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Verifica della capacità predittiva del 
modello: test congiunto sui parametri 
Per valutare se i parametri stimati dal modello 
siano statisticamente significativi si giudicano i 
valori del test t di Student e del livello di 
significatività osservato p-value. 
 
In un modello di regressione lineare multipla, la 
statistica t ha 𝑛 − 𝑝 − 1 gradi di libertà. 
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Test sui singoli parametri 
I gradi di libertà 
I gradi di libertà di una variabile aleatoria o di 
una statistica rappresentano il numero minimo di dati sufficienti 
a valutare la quantità d'informazione. 
Se un elemento di un dataset (un dato) non è indipendente 
dagli altri, l'informazione che questo fornisce è ridondante, 
perché l’informazione è già contenuta implicitamente negli altri 
dati. 
 
Per alcune variabili casuali, i gdl sono dei parametri che 
definiscono la distribuzione. 
Pertanto, è necessario calcolare le statistiche test utilizzando 
soltanto il numero di osservazioni indipendenti, per avere una 
maggiore precisione nei risultati. 
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Esempio di forward selection 
Si consideri il dataset Prestige della libreria 
Car: 
• Education: educazione media degli occupati in anni, nel 
1971; 
• Income: reddito medio in dollari nel 1971; 
• Women: percentuale di intervistati che sono donne; 
• Prestige: punteggio di prestigio del tipo di occupazione, 
proveniente da un’indagine della metà degli anni ‘60; 
• Census: codice canadese del tipo di occupazione; 
• Type: tipo di occupazione (bc, Blue Collar; prof, 
Professional, Managerial, and Technical; wc, White Collar). 
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Forward selection 
A un modello di regressione lineare semplice, 
si aggiungono variabili esplicative. 
 
> mod1 <- lm(prestige ~ education) 
> mod2 <- lm(prestige ~ education + 
 log(income)) 
> mod3 <- lm(prestige ~ education + 
 log(income) + women) 
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Oltre all’analisi della varianza e dei residui, si 
considerano dei criteri di selezione di modelli, 
quali AIC e BIC. 
 
> AIC() 
> BIC() 
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Criteri di selezione 
Il dataset savings.csv contiene i dati di 50 
paesi e le variabili 
• IncPC : reddito disponibile pro-capite in dollari 
USA, 
• VarIncPC : tasso percentuale di variazione del 
reddito disponibile pro capite, 
• sav : risparmio personale aggregato diviso per 
reddito disponibile, 
• pop15 : percentuale di popolazione sotto i 15 anni, 
• pop75 : percentuale di popolazione oltre i 75 anni. 
 
 
Esempio di backward selection 
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Backward selection 
Si stimano i seguenti modelli: 
 
> fullmod<-lm(sav ~ pop15 + pop75 + IncPC + 
 VarIncPC) 
> elim1<-lm(sav ~ pop15 + pop75 + VarIncPC) 
> elim2<-lm(sav ~ pop15  + VarIncPC) 
> elim3<-lm(sav ~ pop15 ) 
 
Di volta in volta, si valuta cosa avviene alla 
somma dei quadrati dei residui. 
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Il dataset longley è un dataframe di 
variabili molto correlate tra loro, per il quale 
è lecito ipotizzare multicollinearità. 
I modelli di regressione, in caso di 
dipendenza lineare delle covariate, vanno 
analizzati attraverso i fattori di incremento 
della varianza, come il VIF. 
Solitamente, valori del VIF>10 segnalano la 
presenza di multicollinearità. 
Regressori linearmente dipendenti 
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