Abstract. We study a random sum of exponentially distributed random variables. The stopping time is defined to be the first realization that is greater than or equal to a given constant. We will derive an expression for the distribution function of this sum. This has applications in determining the waiting time for a large gap in a Poisson process. As an example, we will give a traffic problem, where such a waiting time occurs.
Introduction
In traffic situations one sometimes has to wait for a gap to occur. Think of a person crossing a street or a car on a minor road that wants to enter a main road. We assume that the cars on the main road arrive with exponentially distributed inter-arrival times and one has to wait until the distance between two consecutive cars is large enough, i.e. greater than or equal to τ . The distribution of the waiting time depends on the traffic intensity λ > 0 and the minimal gap τ > 0. Mathematically, we have a sequence of r.v.s (X n ) n∈N , such that the X n are i.i.d. and each X n is Exp(λ)-distributed (exponentially with parameter λ). The stopping time T is defined as T := min{n ∈ N | X n ≥ τ }. The waiting time is the r.v.
X n with the usual convention 0 n=1 · · · = 0. In the following, the distribution of Z will be derived. We will show that the distribution function F Z of Z can be described by polynomials. Furthermore, we will derive a recursive formula for the coefficients of the polynomials.
The above-defined waiting time occurs in the context of queuing-problems from real world traffic, inspired by [2, 3] . On a minor road, the cars arrive at the end of the queue with traffic intensity µ and cars leave the queue when the gap in the traffic on the major road is large enough. The qualitative behavior of this queue is analyzed in [5] . There it is shown that there exists a sharp bound µ * such that the queue-length is recurrent for µ < µ * and that it is transient for µ > µ * . In [5] we used the technique of the embedded Markov chain and we did not need the distribution of the service time Z. Nevertheless, knowledge of this distribution is useful, if one wants to apply standard techniques from queuing theory, as for instance deriving quantitative statements about the ergodic distribution of the queue length (cf. [1, 4] ).
We will give the exact definitions of the model and the theorems in Section 2. The main parts of the proof will be given in Section 3. The technical calculations are postponed to Section 4.
The distribution of the waiting time
We assume that all random variables are defined on a probability space (Ω, A, P). We use N for the set {1, 2, . . . } and N 0 for {0, 1, . . . }. The next definition summarizes the model given in the introduction: Definition 2.1. Let λ, τ ∈ R, λ, τ > 0, and let (X n ) n∈N be a sequence of i.i.d. Exp(λ)-distributed random variables. Further let T be the stopping time
Then the waiting time for intensity λ and minimal gap τ is the random variable (2.1)
Since T is a stopping time, Z is indeed measurable. Before we proceed we give a remark on the term intensity: In renewal theory, the intensity is defined as the reciprocal of the expected inter-arrival time. In our case, the renewal process is a Poisson process and hence this value is exactly that of the parameter λ.
We write F Z for the distribution function of Z, i.e. F Z (x) = P({Z ≤ x}) for all x ∈ R. We will now state the theorems concerning the distribution function of the waiting time. 
where the coefficients are defined as follows:
and for each n ≥ 2:
for each k = 1, . . . , n − 1, and
Then for each n ∈ N and each x ∈ [(n − 1)τ, nτ ]:
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Note that for each n ≥ 2 and k = 0, . . . , n, the definition of a n,k uses only a n ,k with n < n. Hence the definition is indeed recursive. Theorem 2.3 gives the value of F Z (x) for all x ∈ R. We have
Observe that if x is a multiple of τ , then the theorem claims that both possible values for n deliver the same result.
Of course q n (x) := p n (x − (n − 1)τ ) is also a polynomial of degree n and we get F Z (x) = q n (x) for the above chosen n. But since the coefficients of q n have a much more complicated recursive formula, we decided to use the p n defined above. Figure 1 shows a part of the graph of F Z for the parameters λ = 0.5 and τ = 3.0. The proof consists of three steps. First, we will show directly in Lemma 3.1 that the theorems are true for all x ∈ (−∞, τ]. After that we prove in Lemmas 3.2 and 3.3 that the distribution function can be characterized by an integral equation. Finally, we show in Lemma 3.4 that the polynomials of Theorem 2.3 fulfill this integral equation.
In this whole chapter let λ, τ , (X n ) n∈N , T , Z, F Z , (p n ) n∈N , and (a n,k ) n∈N,k∈{0,...,n} be defined as in Definition 2.1 and Theorems 2.2 and 2.3.
Proof. Case x < 0: The r.v. Z is by (2.1) non-negative almost surely. Hence
Case x = 0: For each n ∈ N we have P(X n = 0) = 0. Hence we get
Case x ∈ (0, τ): We have
The term for n = 1 is e −λτ , as above. For n ≥ 2 we have
since x < τ (which is crucial and makes it hard to determine the distribution function for x > τ). Now X n is independent from X 1 , . . . , X n−1 . Thus
The sum X 1 + · · · + X n−1 is distributed according to the Erlang distribution; i.e., it has the Lebesgue density
for all y ≥ 0. Therefore
It follows by the Monotone Convergence Theorem that
Case x = τ : We have P({Z = τ }) = 0, since τ > 0 and all X i are Lebesgue-continuous. Thus F Z is continuous in τ and we have by the already proven cases,
Now we come to the second step of the proof. The next lemma shows that the distribution function F Z fulfills an integral equation.
Lemma 3.2.
For all x ≥ τ we have
Hence Z has the same distribution as Z. Furthermore, for all ω ∈ Ω we have: If X 1 (ω) < τ, then T (ω) = T (ω) and Z(ω) = X 1 (ω) + Z (ω). Using this, we get
As above, we have P(X 1 ≥ τ ) = e −λτ . For the second term, we use P({X 1 = τ }) = 0 and thus
In fact, F Z is already characterized by (3.1) and the values for all x ≤ τ , as follows from Lemma 3.3. Proof.
Since h(x) = 0 for all x ≤ τ , in fact (3.3) holds for all x ∈ R. We first prove that h is continuous: Let x, ε ∈ R be arbitrary. Then
Since h is bounded on compact sets, the second and the third integral converge towards 0 as ε → 0. Since e −λε → 1 for ε → 0, we get with (3. For all y ≥ 0 we have h(
This is a contradiction, since the last integral is less than 1. Hence h = 0 and thus f = g.
The last step towards the proof of the theorems is to show that the p n from Theorem 2.3 fulfill a (3.2)-like equation.
Lemma 3.4 (Recursion Lemma
and for each n ≥ 2 and each 0 ≤ x ≤ τ ,
Furthermore, we have p n (0) = p n−1 (τ ).
The calculations for the proof of Lemma 3.4 are quite long. We will give them in the next section. Here we just mention one remarkable thing: Some e −λx -terms occur on the right side of (3.5) . From this one would assume that the term cannot be a polynomial in x. But in fact, the e −λx -terms from both integrals just cancel each other (cf. (4.5) and (4.6)).
Proof of Theorems 2.2 and 2.3. Define
where n is chosen such that (n − 1)τ ≤ x ≤ nτ (if x is a multiple of τ , then by Lemma 3.4 both possible n deliver the same result). From (3.4) and Lemma 3.1 it follows that f (x) = F Z (x) for all x ≤ τ .
From Lemma 3.4 it follows that f fulfills (3.2) for all x ≥ τ . Lemmas 3.2 and 3.3 hence show that F Z = f . Finally f is continuous in every x ∈ R, x = 0, since f (x) = 0 for all x < 0 and f is also continuous at the glue-points of the polynomials (cf. Lemma 3.4).
It remains to prove Lemma 3.4. This is done in the next section.
The proof of the recursion lemma
Lemma 4.1 is obvious. We state it once, since we will use it heavily during the calculations. We denote the k-th derivation of a function f by f (k) .
Lemma 4.1. Let p = a 0 + · · · + a n x n be a polynomial of degree n ∈ N 0 . Then for each k = 0, . . . , n we have
From now on, we use again the notation from Theorem 2.3. We will build up a bunch of equations for the coefficients a n,k , which will eventually prove Lemma 3.4.
Lemma 4.2. For all
Proof. We apply (2.5) and (2.6) on the left side of (4.1). This gives
In this equation we replace a 1,0 by e −λτ (cf. (2.2)) and every other a n−k,0 according to (2.4) . Here is the result for the left side of (4.1):
Using the distributive law, the right side of (4.1) equals
For k = m = 0 the summand is −a n−1,0 . For all k, m with m = n − 1 − k the summand is (using (2.6)):
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Finally, for all k, m with 1 ≤ k + m ≤ n − 2 the summand is (using (2.5)):
Summing up (and using (−1) n+k+1 = (−1) n−k−1 ), we get that the right side of (4.1) equals
The third term contains all m, k with 1 ≤ m + k ≤ n − 2 and m ≥ 1. The fourth term contains the remaining terms. Taking the difference between (4.2) and (4.3) we get 0.
Proof. Combine Lemma 4.1 and Lemma 4.2. Proof. From (2.5) and (2.6) it follows easily that for each n ≥ 2 and each k = 2, . . . , n:
(4.4) a n−1,k−1 = − k λ e λτ a n,k .
Proof for a n,0 : The right side of the equation equals
By (4.4) the terms for k ≥ 2 cancel each other. The remaining terms are e −λτ + a n,0 − 1 λ a n,1 − e −λτ a n−1,0 .
This equals a n,0 , since by (2.5): a n,1 = λe −λτ (1 − a n−1,0 ). Proof for a n,m : The case n = m is trivial. For m = 1, . . . , n − 1 we rewrite the right side as We apply (2.5) and (2.6) on every a n−1,k with k = 1, . . . , n − 1 in (4.7) and get the right side of (2.4). This shows p n (0) = p n−1 (τ ).
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