Summary. In their classic paper, S. Orey and S.J. Taylor compute the Hausdorff dimension of the set of points at which the law of the iterated logarithm fails for Brownian motion. By introducing "fast sets", we describe a converse to this problem for fractional Brownian motion. Our result is in the form of a limit theorem. From this, we can deduce refinements to the aforementioned dimension result of Orey and Taylor as well as the work of R. Kaufman. This is achieved via establishing relations between stochastic co-dimension of a set and its Hausdorff dimension along the lines suggested by a theorem of S.J. Taylor. Suppose W , W (t); t 0 is standard one-dimensional Brownian motion starting at 0. Continuity properties of the process W form a large part of classical probability theory. In particular, we mention A. Khintchine's law of the iterated logarithm (see, for example, [21, Theorem II.1.9]): for each t 0, there exists a null set N 1 (t) such that for all ω ∈ N 1 (t), lim sup
§1. Introduction
Suppose W , W (t); t 0 is standard one-dimensional Brownian motion starting at 0. Continuity properties of the process W form a large part of classical probability theory. In particular, we mention A. Khintchine's law of the iterated logarithm (see, for example, [21, Theorem II.1.9]): for each t 0, there exists a null set N 1 (t) such that for all ω ∈ N 1 (t), lim sup h→0 +
|W (t + h) − W (t)|
h ln ln(1/h) = √ 2.
(1.1)
Later on, P. Lévy showed that ∪ t 0 N 1 (t) is not a null set. Indeed, he showed the existence of a null set N 2 outside which lim sup See [13, p. 168] or [21, Theorem I.2.7] , for example. It was observed in [18] that the limsup is actually a limit. Further results in this direction can be found in [2, p. 18] . The apparent discrepancy between (1.1) and (1.2) led S. Orey and S.J. Taylor to further study the so-called fast (or rapid) points of W . To describe this work, for all λ > 0, define F 1 (λ) to be the collection of all times t 0 at which lim sup
The main result of [18] is that with probability one, dim F 1 (λ) = 1 − λ 2 .
(1.3)
One can think of this as the multi-fractal analysis of white noise. Above and throughout, "dim(A)" refers to the Hausdorff dimension of A. Furthermore, whenever dim(A) is (strictly) negative, we really mean A = ?. Orey and Taylor's discovery of Eq. (1.3) relied on special properties of Brownian motion. In particular, they used the strong Markov property in an essential way. This approach has been refined in [3, 4, 11] , in order to extend (1.3) in several different directions.
Our goal is to provide an alternative proof of Eq. (1.3) which is robust enough to apply to non-Markovian situations. We will do so by (i) viewing F 1 (λ) as a random set and considering its hitting probabilities; and (ii) establishing (within these proofs) links between Eqs. (1.2) and (1.3).
To keep from generalities, we restrict our attention to fractional Brownian motion. With this in mind, let us fix some α ∈ ]0, 2[ and define X , X(t); t 0 to be a one-dimensional Gaussian process with stationary increments, mean zero and incremental standard deviation given by,
X(t) − X(s)
See (1.8) for our notation on L p (P) norms. The process X is called fractional Brownian motion with index α -hereforth written as f BM(α). We point out that when α = 1, X is Brownian motion.
Let dim M (E) denote the upper Minkowski dimension of a Borel set E ⊂ R
1 ; see references [17, 24] . Our first result, which is a fractal analogue of Eq. (1.2), is the following limit theorem: 
|X(t + h) − X(t)| h α/2 ln(1/h) 2 dim(E
One can think of the elements of F α (λ) as λ-fast sets. Theorem 1.1 can be recast in the following way. A natural question is: can one replace E by a random set? The first random set that comes to our mind is the zero set. When α = 1, the process is Brownian motion. Its Markovian structure will be used to demonstrate the following.
0 . Then, with probability one,
Thus, the escape of Brownian motion from zero is slower than Lévy's modulus (1.2).
Next, we come to dimension theorems; see (1.3) for an example. Define the λ-fast points for f BM(α) as follows:
In particular, F 1 (λ) denotes the λ-fast points of Brownian motion. In [9] 
where dim P denotes packing dimension.
See [17] and [24] for definitions and properties of dim P . In particular, ( 
A natural question which we have not been able to answer is the following: The proofs of Theorems 1.1, 1.3, 1.4 and 1.5 rely on parabolic capacity techniques and entropy arguments. The entropy methods follow the arguments of [18] closely. On the other hand, the parabolic capacity arguments rely on relationships between the Hausdorff dimension of random sets and stochastic co-dimension (see §2). The latter is a formalization of a particular application of [23, Theorem 4] , which can be found in various forms within the proofs of [1, 7, 14, 19] . We suspect our formulation has other applications. In §3, we demonstrate (1.4) while (1.5) and the first inequality (i.e., the lower bound) of Theorem 1.4 are derived in §4. The proof of the upper bound of Theorem 1.3 appears in §5; the upper bounds of Theorems 1.4 and 1.5 can be found in §6 and §7, respectively; and the lower bounds for Theorems 1.3 and 1.5 are proved simultaneously in §8.
We conclude the Introduction by mentioning some notation which will be utilized throughout this article. Define the function ψ as
By Φ we mean the tail of a standard normal distribution, i.e.
Furthermore, (Ω, F, P) denotes our underlying probability space. For any real variable Z on (Ω, F, P) and for every p > 0 we write the L p (P)-norm of Z by,
Throughout, X denotes f BM(α) for any α ∈ ]0, 2[ . However, when we wish to discuss Brownian motion specifically (i.e., when α = 1), we write W instead.
In accordance with the notation of Theorem 1.3, Z will always denote the zero set of W restricted to [0, 1] . Finally, the collection of all atomless probability measures on a set E is denoted by P + (E).
Remark.
Since the first circulation of this paper, many of the 'gaps' in the inequalities of this paper have been bridged. For instance, in Theorem 1.1, both constants of (1.4) and (1.5) can be computed. This and related material can be found in [10] . 
Acknowledgements
When it is finite, Λ s (E) extends nicely to a Carathéodory outer measure on analytic subsets of [0, 1] . By a slight abuse of notation, we continue to denote this outer measure by Λ s . Suppose E is a random set. Since we can economically cover E with intervals with rational endpoints, dim(E) is a random variable. We will use this without further mention.
Typically, computing upper bounds for dim(E) is not very difficult: find an economical cover (I j ) of E, whose diameter is h or less and compute j |I j | s . Obtaining good lower bounds for dim(E) is the harder of the two bounds. The standard method for doing this is to utilize the connections between Hausdorff dimension and potential theory. For any µ ∈ P + (E) and all β > 0, define,
We need the following connection between Hausdorff dimension and potential theory; while it is only half of Frostman's lemma of classical potential theory, we refer to it as 'Frostman's lemma' for brevity.
Thus, a method for obtaining lower bounds on dim(E) is this: find a probability measure µ which lives on E and show that A β (µ) < ∞. If this can be done for some β > 0, then dim(E) β. In general, this is all which can be said. However, if the set E in question is a random set in the sense of the first paragraph of this section, there is an abstract version of [23, Theorem 4] which can be used to bound dim(E) from below; see also [1] . We shall develop this next. Define the upper stochastic co-dimension (co-dim) of a random set E by
In order to make our definition sensible and complete, we need to define inf ? ,
1.
Remark 2.1.1. In applications, we often need the following fact:
In this section we present two results about stochastic co-dimension, the first of which is the following.
Theorem 2.2. Suppose E is a random set. Then, for all
As mentioned earlier, Theorem 2.2 is an abstract form of a part of [23, Theorem 4] . This kind of result has been implicitly used in several works. For example, see [7, 14, 19, 20] . To prove it, let us introduce an independent symmetric stable Lévy process S γ , S γ (t); t 0 of index γ ∈ ]0, 1[ . The following two facts are due to J. Hawkes; cf. [6] . 
Choose the process S γ as in the earlier part of this section.
where we have used (2.4) in the last inequality. In view of Remark 2.1.1, κ is
The last line utilizes the independence of S γ and E. Since κ > 0, it follows that for all γ satisfying (2. 
In particular, P ∩ n 1 E n = ? = 1.
Informally speaking, this is a dual to the fact that for all
Define the set of "near-fast points" as follows: for all λ, h > 0,
Next, for any R, η > 1, all integers j 1 and every integer 0 6m < R
Finally, define for the above parameters,
The main technical estimate which we shall need in this section is the following:
Remark 3.1.1. Part of the assertion is that J 1 does not depend on the choice of m.
Proof. By stationarity and scaling,
We obtain the lemma by applying standard estimates and [12, Lemma 3.1] to the Gaussian process X(s
The proof of the upper bound is close to its counterpart [18] ; cf. the first part of Theorem 2 therein. 
By (3.3) and Lemma 3.1, for all ε ∈ ]0, 1[ , there exists
where M (ε; E) denotes the ε-capacity of E. That is, it is the maximal number of points in E which are at least ε apart; see [5] . On the other hand, by definition,
It may help to recall that J 1 ∨J 2 depends only on the parameters λ, α, R, η, δ, ε . Let us pick these parameters so that λ
It is easy to see that for this choice of parameters, k J k 1 < ∞. By the Borel-Cantelli lemma, with probability one, there exists a finite random variable k 0 such that for all k k 0 , J k = 0. In other words, with probability one, for all j k 0 , 
since ψ is monotone decreasing. This implies that whenever λ
Along rational sequences, let ε, δ → 0 + , η, R → 1 + and λ 2 ↓ dim M (E) -in this order -to see that with probability one,
This proves the desired upper bound. ♦ §4. Theorems 1.1 and 1.4: Lower Bounds
For each closed set E ⊂ [0, 1] and for every µ ∈ P + (E) and h, λ > 0, define,
The key technical estimate of this section is the following:
Proof. Since X has stationary increments,
We proceed with the estimate for the second moment. Define,
Then, ignoring the dependence on (h, s, t),
where,
We estimate each term separately. The critical term is Q 1 . Write
According to Mill's ratio for Gaussian tails ([22, p. 850]), for any x > 1,
Therefore, using the fact that µ is an atomless probability measure, we have,
Since (ψ(h)) 2 (ln(1/h)) −2 = o(1) (as h goes to 0), this leads to: To estimate Q 3 , use the trivial inequality P U a, V a 6 P U a , to see that Q 3 62 sup
Finally, we need to approximate Q 2 . Directly computing, note that when s < t − 2h,
By Taylor expansion of (1 ± x)
α , we see that for all |x| 6 1 2 ,
where |ξ i | 6 1 2 for i = 1, 2. In particular, for all |x| 6 1 2 ,
In other words, when s < t − 2h, ρ 6 2h/(t − s) 
Together with (4.7), we obtain: for all ε > 0, there exists
Combining this with (4.2)-(4.3) and (4.5)-(4.7), we obtain the result. ♦
Now we can prove the lower bounds in Theorems 1.1 and 1.4.
Proof of Theorems 1.1 and 1.4: lower bounds. By Frostman's lemma (Lemma 2.1), for any β < dim(E), there exists a µ ∈ P + (E), such that for all
β .
For such a µ, use Lemma 4.1 to see that for all ε ∈ ]0, 1[ and λ > 0, there exists
Φ(λψ(h)) .
According to Mill's ratio for Gaussian tails (see (4.4)), for any λ > 0, there exists a small h 4 > 0, such that for all 
We are ready to complete the proof. Define,
This is the collection of all h-approximate λ-fast points. Observe that for
Unravelling the notation, this implies Eq. (1.5) (i.e., the lower bound in Theorem η m,j is deemed "bad". We also recall Eq. (3.1) with α = 1 (thus replacing X by W in (3.1) ). In analogy with the definition of J k (see (3.4) ), we define,
By the independence of the increments of W , {I
Since |W (1)| has a probability density which is uniformly bounded above by 1, 
If we choose λ 2 (1 − ε) > η/2, then a few lines of calculations reveal that
By the Borel-Cantelli lemma, there exists a finite random variable k 1 , such that with probability one, for all k k 1 , J k = 0. In particular, with probability one, for all j k 1 ,
By Lévy's modulus of continuity for W (cf. (1.2) ), there exists a finite random variable k 2 (η, R), such that with probability one, for all j k 2 (η, R),
Eq. (5.4) shows that with probability one, for all j k 3 , 
In particular, we have shown that as long as λ
Along rational sequences (and in this order), let η, R → 1
to see that with probability one,
This proves the upper bound in Theorem 1.3. ♦ §6. Theorem 1.4: Upper Bound
Recall Eqs. (1.6) and (3.1). We begin with a "regularization scheme" which is used later in our good covering for dimension calculations. 
Proof. From first principles, it follows that for all β < λ,
We have used the monotonicity properties of ψ. This implies that t ∈
). The result follows. ♦
We are prepared to demonstrate the upper bound in Theorem 1.4. . From Lemma 6.1, it is apparent that for any integer k 1, we have the following covering of F α (λ):
By (3.3) and Lemma 3.1, for all ε > 0, there exists
For any s 0 and every integer k 1, define,
(Recall from §3 that M (ε; E) is the ε-capacity of E.) Note that if we enlarge J 4 further, then for all β > dim M (E) and all j J 4 , we can also ensure that
It follows that k J k (s) 1 < ∞. By the Borel-Cantelli lemma, lim k→∞ J k (s) = 0, a.s. From (6.1) and the definition of Hausdorff dimension, it follows that for any s satisfying (6.3),
Therefore, almost surely,
in this order and along rational sequences, we obtain
where the G i 's are assumed to be bounded. Thus, 
Next, we show that the above is a fairly economical covering. Since W has independent increments, for any s > 0,
Using Lemma 3.1, we see that for all ε ∈ ]0, 1[ , there exists
Thanks to (7.1), we can deduce that for any s satisfying (7.2), Λ s Z∩F 1 (λ) = 0, almost surely. In particular, almost surely, dim Z ∩ F 1 (λ) 6 s. Let ε ↓ 0, θ ↑ 1 and R, η ↓ 1 in this order to see that with probability one, dim Z∩F 1 (λ) 6 
: Lower Bounds
The main result of this section is the following which may be of independent interest.
As the lower bounds in Theorems 1.3 and 1.5 follow immediately from the above, the rest of this section is devoted to proving Theorem 8.1.
Suppose E ⊂ [0, 1] is compact, µ ∈ P + (E) and h, λ > 0. Define,
For all µ ∈ P + (E) and any h, β > 0, define the following: 
Proof. Without loss of generality, we can assume that A β (µ) < ∞ for some β > 1/ 2 (otherwise, there is nothing to prove). We proceed with an approximate integration by parts: for all 0 6s 6h, 
Proof. By the independence of the increments of W ,
A direct calculation reveals that if r ∈ ]0, 1[ , P |W (1)| 6r
2/(πe) r. Therefore, by Brownian scaling, for every h ∈ ]0, 1[ ,
The lemma follows upon taking h > 0 small enough. ♦
Proof. To save space, for all h, t 0, define,
By the independence of the increments of W ,
We will estimate T 1 and T 2 in turn.
First, we estimate T 1 . Note that, 
On the other hand, W (t − s − h) has a Gaussian distribution. By unimodality of the latter,
(This actually is a particular case of T.W. Anderson's inequality for general Gaussian shifted balls). Using (8.5) and the principle of conditioning,
Changing the order of integration, we arrive at the following estimate: 
2 / s(t − s). Therefore,
s(t − s) .
To estimate T 2,1 , reverse the order of integration: Since h < 1 and β > 1/ 2 , using the above, (8.8) and (8.7), we arrive at the following: We estimate the probability that it intersects E. By Frostman's lemma, for all β < dim(E), there exists µ ∈ P + (E) such that A β (µ) < ∞. Let us fix a µ corresponding to an arbitrary but fixed choice of β satisfying: 
. Observe that C is measurable with respect to the germ field of W at 0 and we have just argued that P(C) γ ε,β > 0. By Blumenthal's 0-1 law, P(C) = 1. Since Z ∩ F 1 (λ) ∩ E = ? ⊃ C, the result follows for F 1 . ♦
