Refinement methods for landmark detection and extraction of articulator-free features for a knowledge-based speech recognition system are described. Sub-band energy difference profiles are used to detect landmarks, with additional parameters used to improve accuracy. For articulator-free feature extraction, duration, relative energy, and silence detection are additionally used to find [continuant] and [strident] features. Vowel, obstruent and sonorant consonant landmarks, and locations of voicing onsets and offsets are detected within a unified framework with 85% accuracy overall. Additionally, 75% and 79% of [continuant] and [strident] features, respectively, are detected from landmarks.
Introduction
A framework for knowledge-based speech recognition systems was described by Stevens in a paper which addresses lexical access from features [1] . In this framework, extraction of acoustic events and acoustic cues, for finding landmarks and distinctive features, comprise the first steps in initiating the speech perception process. Distinctive features denote binary units (marked as + or −) which represent linguistic discriminations and include articulator-free and articulator-bound features [2] . Articulator-free features represent manner of speech, i.e. [vocalic] , [glide] , and [consonantal] . For consonantal segments, the articulator-free features [sonorant] , [continuant] , and [strident] may be further specified. Articulator-bound features represent the configuration of the articulators, and further specify a group of distinctive features into segments.
Evidence of distinctive features may be found at locations in the speech signal called landmarks and, along with acoustic cues associated with distinctive features, have been studied by Stevens [3] , among others. The articulatorfree features [vocalic] Detection of landmarks was previously studied by Liu [4] and by Salomon [5] . These studies focused on finding acoustically abrupt landmarks correlated with stops, fricatives, and nasals. In addition, Howitt [6] and Chen [7] proposed landmark detection methods for vowels and nasal consonants, respectively, while a study on semivowels was carried out by Espy-Wilson [8] . In these papers, acoustic events and landmarks were conflated. We attempt to explicitly separate these layers. Acoustic events that are not landmarks are often associated with secondary articulator activity. An example is voicing onset and offset, or nasal onset and offset. In addition, the resulting information was not used to map the associated distinctive features from the landmarks.
In this paper, we propose refinements to acoustic event and landmark detection methods and further examine extraction of articulator-free features. In particular, we focus on finding [continuant] and [strident] features, which are not derivable from results in previous landmark detection studies. Methods are outlined in Sect. 2, and performance of the proposed landmark detection method is presented in Sect. 3. In Sect. 4, we summarize and conclude the paper.
Methods

Refinement of Acoustic Event and Landmark Detection
Acoustic events related to manner class, and their corresponding landmarks and associated articulator-free features are listed in Table 1 . We include the acoustic events denoted as +/ − g, vpeak, vdip, +/ − s, and +/ − b. The first is associated with voicing (or glottal activity) onsets and offsets, which are not landmarks, but provide information used in finding landmarks. The remainder are associated with vowel, glide, sonorant consonant, and obstruent consonant landmarks, respectively, and may be directly mapped to articulator-free features. As in most previous landmark detection studies, we have focused on finding abrupt changes in the spectrogram, and as glides have non-abrupt characteristics, detection of the and abrupt consonantal landmarks, the overall landmark detection system also detects vowel landmarks, based on a method proposed by Howitt [6] . Figure 1 depicts the overall process. Spectrogram analysis is carried out in two configurations. A 20 ms window with 10 ms shift spectrogram is used to obtain the spectral parameters. To detect abrupt changes with more accuracy, a 10 ms window with 5 ms shift spectrogram is also used. Acoustic evnents detection is progressed from 40-channel sub-band energies, and refinement is carried out using additional features.
We introduce refinements at both the event detection step and at the refinement step. First, in order to reflect patterns of spectral changes, we adopt here the use of the ratio of frequency bands in which spectral changes exceed thresholds. 40-channel sub-band energies are obtained in a linear scale frequency configuration. The ratio of sub-band energy change to measure the abruptness is simply calculated as:
where ΔS (n, t) is differece of sub-band energy between adjacent two frames, n and t are the frequency band and time indices, and N is the total number of associated bands.
To compute the acoustic events, abrupt(t) is computed for associated frequency band. For +/ − g events, first through the fourth sub-bands associated with the 0-800 Hz range are used to compute abrupt(t). For +/ − s and +/ − b events, both abrupt ratios are calculated for the 0.8-4 kHz range and the 1-4 kHz range. The examples of abrupt changes using abrupt(t) for three acoustic events are shown in Fig. 2 (b)-(d) . The candidates of events are obtained by picking local maxima and minima of abrupt(t) using convex hull algorithm [9] , and makred as 'x' in Fig. 2 .
Most abrupt changes at obstruent consonants are well detected using sub-band energy profiles. However, landmarks for consonants over short durations are sometimes missed. In a previous study on improvement of obstruent consonant landmark detection, we applied additional features: changes in spectral center of gravity (SCOG), energy ratio, and syllabic onset and offset [10] . With those changes, absolute performance improved at least 5%, and we concluded that change in SCOG is an effective feature for capturing spectral changes. It is used here with abrupt(t) to detect candidates for +/ − b events.
In the refinement step, we use additional features to reduce missed detections. The additional features are RMS energy, voicing probability (VP) [11] , duration, and SCOG. In order to reduce missed detections, we employ a less strict constraint in the first step, with an added procedure that excludes spurious detections. The VP, RMS energy, and SCOG are measured for the vicinity of event candidates. Duration is measured for +/− candidate pairs. Since g and s events occurred in voicing region, candidates that VP is be- low 0.3 and SCOG is over 2 kHz are excluded. For g events, duration between +g and −g is longer than 100 ms, and RMS is at least 20 dB. The b events does not located in voicing region, candidates that VP is over 0.9 and SCOG is below 1.8 kHz are removed. Thresholds are determined from the previous works [3] and training procedure. In Fig. 2 
Articulator-Free Feature Extraction
Next, we implement a mapping between landmarks and articulator-free features. To find these features, information provided by the types of acoustic events found above is insufficient. We must further subdivide the consonant classes related to [ Fig. 3 (a) and (b) .
The [+/−continuant] feature classifies the obstruent consonants into those with partial closures or complete closures [3] . The [continuant] feature does not directly specify the duration of constriction; however, we conjecture that continuity in high-frequency energy reflects the amount of closure. Continuity in high-frequency energy has been modeled as a duration feature. −b events are also sub-divided into fricative or stop closures. In stop closure detection, candidates include −b events and syllabic dips, which are an extreme decreasing of total energy. Energy level and duration features are used to find stop closure. An energy level test is carried out by VAD based silence detection. In this study, we sim- ply apply the threshold based method. In Salomon's landmark detection, silence was defined as regions where difference between maximum energy and current energy is less than 35 dB. To improve accuracy, we modified the threshold based on the ratio between maximum energy and vowel energy. The overall procedure is summarized in Fig. 3 (b) .
The [+strident] feature describes articulation where an obstacle is placed in the airway downstream from the constriction, to enhance the acoustic excitation of the front cavity by turbulence noise [3] . In the spectrogram, strident fricatives such as /s/, /sh/, /z/, and /zh/ have higher energy amplitudes than non-strident fricatives. In order to reduce the dependency of environment or speaker, we adopt a relative energy measurement. Relative energy is calculated by the ratio between the current frame and average energy in an adjacent vocalic region. Fig. 4 (b) shows relative energy for strident and non-strident fricatives. Strident fricatives are louder than non-strident fricatives relative to adjacent vowels. The threshold for strident classification is also determined to be roughly 0.75.
Experimental Results
Articulator-free features are derived from the landmark types and additional classes in Sect. 2, and therefore, the detection rates of articulator-free feature extraction and refined landmark detection are identical. In this section, we measure the temporal accuracy of the proposed system. Performance measure is evaluated based on phone labels from the TIMIT corpus [12] . The test set includes 84 speakers and 840 sentences. The numbers of tokens for reference landmarks in the test set are distributed as: vowels (9683), glottis onset/offset (6652), sonorant consonants (i.e. nasals) (2405), fricatives and affricates (3305), stop releases (3417), and stop closures (4068).
In this measure, error boundaries are limited to 30 ms where the transcription corresponds with each type of acoustic event. Performance measures are simply correct detection and insertions. Insertion involves cases where events occur spuriously, and includes insertion, substitution, and neutral used in Liu's scoring method. Table 2 shows results of acoustic event and landmark detection. The proposed system extracts acoustic event locations for 5 types of events, and they are marked as +/ − g, vpeak, +/ − s, +/ − b, and stopcl. The result of +/ − g and vpeak are similar to previous studies. Detection accuracies for +/ − s and +/ − b are improved compared with results of previous studies when hand-corrected results are excluded [4] . Overall, 85% of events are detected, and 23% of false detections occur. Absolute accuracy for nasal and obstruent consonants are improved about 5%, and relative false detection rate is reduced about 30% compared to earlier studies. Table 3 shows performance of detailed feature extraction which are carried out for the +/ − b events. Because feature classification involves a binary decision, only the accuracy factor is mentioned in Table 3 
Conclusions and Future Work
The objective of this study is to implement a consolidated procedure for acoustic event and landmark detection and articulator-free feature extraction. To extract articulator-free features, information from previous studies on landmarks is insufficient; therefore, we apply methods to further specify obstruent consonant landmarks.
To improve detection rates of landmarks, we adopt the abrupt change ratio from 40-channel sub-band energies. For obstruent consonant landmark detection, we use differences in SCOG and high-frequency band energy. At the decision step, we use voicing probability and a silence measure to reduce spurious detections. For future work, to improve detection accuracy, it may be useful to apply probability models in the decision procedure. Furthermore, most features used in landmark detection are related to abrupt changes. To detect landmarks for liquids and glides, broad class segmentation or multi-level segmentation methods may be applied in parallel. Further work will focus on the improvement of nasal landmarks, and on glide detection, for complete extraction of all articulatorfree features.
