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Abstract
Style is ubiquitous in our daily language uses,
while what is language style to learning ma-
chines? In this paper, by exploiting the
second-order statistics of semantic vectors of
different corpora, we present a novel perspec-
tive on this question via style matrix, i.e. the
covariance matrix of semantic vectors, and
explain for the first time how Sequence-to-
Sequence models encode style information in-
nately in its semantic vectors. As an applica-
tion, we devise a learning-free text style trans-
fer algorithm, which explicitly constructs a
pair of transfer operators from the style ma-
trices for style transfer. Moreover, our algo-
rithm is also observed to be flexible enough
to transfer out-of-domain sentences. Exten-
sive experimental evidence justifies the infor-
mativeness of style matrix and the competitive
performance of our proposed style transfer al-
gorithm with the state-of-the-art methods.
1 Introduction
Different corpus may present different language
styles, featured by variations in attitude, tense,
word choice, et cetera. As human beings, we al-
ways have an intuitive perception of style differ-
ences in texts. In the literature of linguistics, there
also developed a number of mature theories for
characterizing style phenomena in our daily lives
(Bell, 1984; Coupland, 2007; Ray, 2014). How-
ever, with decades of advancement of machine
learning techniques in Natural Language Process-
ing (NLP), an interesting and fundamental ques-
tion still remains open: How is style information
encoded by learning models?
In this paper, we share our novel observations
for this question in a specified version, that is, in
what approach Sequence-to-Sequence (seq2seq;
Sutskever et al. 2014), a prestigious neural net-
work architecture widely used in NLP and repre-
Figure 1: Visualization of the first two eigenvectors of
style matrices on four subcorpora with ratings ranging
in 1, 2, 4, 5, collected from Yelp review dataset. The
reviews with higher rating are more positive in attitude
and vice versa.
sentation learning (Bahdanau et al., 2014; Li et al.,
2015; Kiros et al., 2015), encodes language styles.
In our preliminary studies, we applied a typical
seq2seq model as an autoencoder to learn seman-
tic vectors for sentences from Yelp review dataset
1 and we strikingly made the following obser-
vation: After calculating respectively the covari-
ance matrices of the semantic vectors of reviews
with different attitude polarity and intensity, we
found their second eigenvectors, i.e. eigenvectors
with the second largest eigenvalues, were roughly
grouped in two parts according to their polarity
and meanwhile showed slight difference accord-
ing to their intensity, as in the colored part of Fig.
1, while the first eigenvectors illustrated in gray
formed a single cluster, as if they captured certain
common attributes of the Yelp corpus, e.g. casual
word choices. This phenomenon suggests the co-
1https://www.yelp.com/dataset/challenge
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variance matrices have probably encoded the lan-
guage style in an informative way. Based on this
observation, we provide the notion of style matrix
and investigate a number of far-reaching implica-
tions brought by style matrix in the remainder of
this paper.
Conjecture 1 (Style Matrix). The style of a corpus
is encoded in the covariance matrix of its semantic
vectors, which is called style matrix.
For the best of our knowledge, our research
question and conjecture are quite novel and there
barely exist any relevant works before. The most
related works are probably the recent studies on
text style transfer, a task which was first investi-
gated by Shen et al. (2017) for converting a given
corpus in one style to another. Although most of
them have not discussed style at a fundamental
level, we mainly identify three related perspectives
in existing style transfer methods.
A. Discrete Label: A major proportion of the
state-of-the-art style transfer methods simply
view the corpus style as discrete labels. For
instance, the style of positive and negative re-
views in Yelp dataset are respectively assigned
with binary labels (Shen et al., 2017; Hu et al.,
2017; Chen et al., 2018).
B. Style Embedding: Instead of discrete labels,
some methods propose to learn semantic-
independent embedding vectors as distributed
representations of style (Fu et al., 2018).
C. Lexicon-Based: Other works suggest use the
most significant lexical units, i.e. those serv-
ing as major factors to style classification de-
cision, as representatives of text style (Li et al.,
2018; Xu et al., 2018).
In principle, our main conjecture is better
compatible with linguistic aspects of style phe-
nomenon than the aforementioned perspectives,
especially in the following aspects.
1. Style is a statistical phenomenon. According to
the variationist’s view in sociolinguistics (Cou-
pland, 2007), style emerges from variation of
language usages and is always a global phe-
nomenon rather than a property of single sen-
tence. In our conjecture, style matrix by def-
inition reflects the covariance of the corpus,
while Perspective C could only characterize the
sentence-level style.
2. Style is inherent in semantics. As Ray (2014)
suggests, expression often helps to form mean-
ing. In our conjecture, style matrix is an ex-
plicit function of semantic vectors, while Per-
spective B improperly assumed style embed-
ding’s independence on semantic.
3. Style is multi-modal. Usually, we recognize
style in texts from many different aspects (Bell,
1984). For instance, I am very unhappy with
this place is negative in attitude and meanwhile
present in tense. Moreover, one can also recog-
nize slight differences in style intensity for both
negative sentences, i.e. with/without very in the
example above. With experiments, we show
style matrix is able to distinguish various in-
tensity level of style (§4.2.1) and capture multi-
ple styles in one corpus (§4.2.2), while Perspec-
tive A is impotent to characterize these delicate
style differences by discrete labels.
In practice, based on the notion of style
matrix, we propose a novel algorithm called
Neutralization-Stylization (NS) for unpaired text
style transfer. Given style matrices of source
and target corpora obtained from a pre-trained
seq2seq autoencoder, our algorithm works in a
fully learning-free manner by first preparing a pair
of matrix transform operators from the style matri-
ces. After the preparation, it simply applies these
operators to the style matrix of given corpus to
accomplish text style transfer on the fly. By in-
troducing additional style information as supervi-
sion on the learning process of the seq2seq au-
toencoder, we observe NS algorithm can achieve
comparable performance with the state-of-the-art
style transfer methods on each standard metric.
Moreover, the flexibility of our method is further
demonstrated by its ability to control the style of
unlabeled sentences from other domains, i.e. out-
of-domain text style transfer, which we propose
as a much challenging task to foster future re-
searches.
In summary, our contributions are as follows:
• We present the notion of style matrix as an infor-
mative delegate to language style and explains
for the first time how seq2seq models encode
language styles (§2).
• With the aid of style matrix, we devise
Neutralization-Stylization as a learning-free al-
gorithm for text style transfer among binary,
multiple and mixed styles (§3), which achieves
competitive performance compared with the
state-of-the-art methods (§4.3).
• We introduce the challenging out-of-domain
text style transfer task to further prove the flexi-
bility of our proposed method (§4.4).
2 Style Matrix
2.1 A General Framework for Style Matrix
Extraction
Given a corpus X = {x(1), x(2), . . . , x(N)},
where x(i) is a sequence of tokens, we wonder
whether there exists an explicit way to extract the
global style of X with no other external knowl-
edge. Inspired from the variationist’s approach
to language style in the context of sociolinguis-
tic (Coupland, 2007), we suggest exploiting the
second-order statistics of semantics, specifically
the covariance matrix, as an informative represen-
tation of the corpus style (Conjecture 1). Some-
what coincidentally, a similar viewpoint on visual
style has been investigated in the computer vision
community recently (Gatys et al., 2015).
Due to the discrete essence of language, to com-
pute the covariance matrix is not directly applica-
ble to raw representations such as those in one-
hot scheme. In order to fulfill the statement in our
main conjecture, we require the semantic vector to
be both distributed and nearly lossless. The for-
mer property requires the semantic of the original
sentence can be compressed into a latent vector,
while the latter requires the original sentence can
be near-optimally reconstructed from the semantic
vector alone.
Formally, we first convert X into distributed
representations with a mapping E (i.e. encoder)
from X to Rd, a d-dimensional real-valued vec-
tor space. In order to guarantee E is lossless, we
further require the existence of a reverse mapping
D (i.e. decoder) from Rd → X which satisfies
D ◦ E = IX , the identity mapping on the cor-
pus. Once these conditions satisfied, we call the
distributed representations Z, which consists of
{z(i)}Ni=1 s.t. z(i) = E(x(i)), the semantic vec-
tors of corpus X . As a slight abuse of notation,
we also use Z to represent the semantic vecotrs in
matrix form, i.e. Z .= [z(1), . . . , z(N)] ∈ Rd×N .
Based on these notations, we provide the formal
counterpart to Conjecture 1 as follows.
Definition 1 (Style Matrix). Given corpus X with
a semantic encoder E satisfying the requirements
above, we define the style matrix SX ∈ Rd×d as
SX =
1
N − 1 ZˆX Zˆ
T
X (1)
where ZˆX denotes ZX after being centered, i.e.
ZˆX
.
= ZX − z¯X1Td and z¯X
.
= 1N
∑N
i=1 z
(i)
X .
In recent studies of sentence embedding (e.g.
Le and Mikolov 2014; Conneau et al. 2017;
Pagliardini et al. 2017), there indeed exist vari-
ous existing choices for implementing encoder E.
However, as most of them do not have an explicit
notion of the decoder, the extracted style matrix
would therefore not be able to be further utilized
in downstream style transfer tasks. Therefore, in
the next section, we propose to leverage the power
of seq2seq paradigm (Sutskever et al., 2014) as
a practical tool for extracting highly informative
style matrix and meanwhile, facilitates style trans-
fer tasks with the simultaneously trained decoder
module. A detailed implementation is provided
below.
2.2 Case Study: Seq2seq for Style Matrix
Extraction
As an overview, we implement the encoder E in
Definition 1 with the encoder module of a seq2seq
model, while its decoder module G learns along-
side E under the reconstruction loss to guarantee
the original semantic is largely preserved in the
obtained semantic vectors E(X). Given a sen-
tence x = {w1, . . . , wT } with each token wi from
a vocabulary V , we propose the learning process
for style matrix extraction below.
For the encoder module, we use a recurrent neu-
ral network with Gated Recurrent Unit (GRU; Cho
et al. (2014)), i.e. GRUE , to encode x into hidden
state vectors with
h = GRUE(x) (2)
where h = {h1, h2, . . . , hT } contains all the hid-
den states calculated by the GRU encoder.
Next, viewing the last hidden state hT of the en-
coder as the semantic vector z, we further require
the decoder can reconstruct x based on z token by
token with a GRU (denoted as GRUD). Formally,
at each step t, GRUD takes the generated token
yt and the previous hidden state st−1 as input to
calculate the current state by
st = GRUD(yt, st−1) (3)
where the initial state is set as z.
Subsequently, with a linear projection layer fol-
lowed by a softmax transformation, the distribu-
tion of the next token yt+1 over the vocabulary is
calculated as
P (yt|x, y<t) = softmax(Wst) (4)
where W is a learnable matrix in R|V|×d.
By convention of unsupervised learning (LeCun
et al., 2015), we set the reconstruction objective
as the categorical cross entropy between the in-
put sequence x and the distribution of the recon-
structed sequence y. In practice, we further ap-
ply the scheduled sampling technique to acceler-
ate the aforementioned learning process (Bengio
et al., 2015).
It is worth to notice, in our implementation of
seq2seq for autoencoding, we have intentionally
avoided the usage of attention mechanism (Luong
et al., 2015). It is mainly because, with the atten-
tion mechanism, information flow from encoder to
decoder is not limited to the semantic vector z.
For example, the reconstruction process is other-
wise also dependent on the context vector. There-
fore, although attention mechanism can bring op-
timal reconstruction loss even with small hidden
state size, it may cause potential semantic loss and
therefore compromise the quality of the extracted
style matrix.
As a final remark, we demonstrate our method
above with GRU modules only for the sake of
concreteness. Besides GRU, there are various
available recurrent architectures for implementing
E,G, such as vanilla recurrent unit (Rumelhart
et al., 1985), Long Short-Term Memory network
(LSTM; Hochreiter and Schmidhuber (1997)) and
their bidirectional or stacked variants (Jurafsky,
2000). In experiments, we also report results with
several typical architectures as a comprehensive
self-comparison.
3 Style Transfer with Style Matrix
In this section, we propose a novel algorithm
called Neuralization-Stylization (NS) for unpaired
text style transfer by directly aligning the style
matrix of one corpus to the other with a pair of
plug-and-play matrix operations. To achieve com-
petitive performance as the state-of-the-art style
transfer methods, we further augment the unsuper-
vised style matrix extraction process in Section 2.2
by introducing human-defined style information as
external supervision.
3.1 Neutralization-Stylization algorithm
As a covariance matrix in essence, style matrix SX
can be factorized into the following form due to its
positive semi-definiteness
SX = PXΛXP
T
X (5)
where ΛX is a diagonal matrix consisting of
its eigenvalues and PX is an orthogonal matrix
formed by its eigenvectors (Meyer, 2000) .
Given two corpora X and Y and a seq2seq au-
toencoder (E,G) pretrained on X ∪ Y as a larger
corpus, we calculate Eq. 1 respectively on X,Y
to obtain the style matrices SX , SY . Using eigen-
value decomposition in Eq. 5, we next introduce
a pair of Neutralization and Stylization operators,
which can be easily used for on-the-fly text style
transfer in a plug-and-play manner. Note both
operators are defined on a set of semantic vec-
tors rather than a single embedding, which highly
corresponds to the statistical essence of language
style (Coupland, 2007).
3.1.1 Plug-and-Play Style Transfer Operators
Neutralization. Neutralization operator is used to
remove the style characteristic of corpus X from
a set of semantic vectors Z. Formally, in the spirit
of Zero-phase Component Analysis (ZCA) (Bell
and Sejnowski, 1997), neutralization operator is
defined as
NXZ = PXΛ
− 1
2
X P
T
X(Z − z¯X1Td ) (6)
An intuitive way to understand how it works is
by replacing Z directly with the semantic vectors
of X . It is easy to check: NXZX has its style ma-
trix as Id×d, which means the dimensions of se-
mantics become uncorrelated after neutralization.
Stylization. Stylization transformation is used to
add the style characteristic of corpus Y to a set of
semantic vectors Z by reestabilishing the correla-
tion among dimensions of semantics, which, with
inspirations from Hossain (2016), is defined as
SY Z = PY Λ
1
2
Y P
T
Y Z + z¯Y 1
T
d (7)
Similarly, by stylizing a neutral set of semantic
vectors Z (i.e. ZZT = Id×d), we can easily check
SY Z has the same style matrix as that of corpus Y ,
which hence demonstrates the properness of SY .
3.1.2 On-the-Fly Text Style Transfer
With the well-defined neutralization and styliza-
tion operators, our proposed learning-free NS al-
gorithm works straightforwardly by: (1) encod-
ing x with E; (2) applying prepared (N,S) opera-
tors successively; (3) decoding the semantic vector
with D. Formally, the target sentence y is calcu-
lated as
y = D(SYNXE(x)) (8)
Moreover, thanks to the flexibility of style ma-
trix perspective and NS algorithm, we can even
conduct out-of-domain style transfer, where the
input sentence x not necessarily comes from cor-
pus X or has style labels. For details, we present
an interesting case study on out-of-domain style
transfer between Yelp and Amazon datasets in
Section 4.4.
3.2 Incorporate Human-Defined Style Label
In practice, we notice the performance of NS al-
gorithm with raw style matrix is not competitive
with the state-of-the-art methods specified on this
task. We speculate the main reason lies in: Style
matrix is highly informative and probably incor-
porates even the most delicate aspect of style of
the underlying corpus. Therefore, its unsatisfac-
tory performance on style transfer task implies the
corpus actually has other latent attributes of style
besides the human-defined ones, as we have illus-
trated with the Yelp example in Section 1 by its
clustered first eigenvectors (gray arrows in Fig. 1).
To enhance the quality of style transfer, we sug-
gest to augment the style matrix extraction pro-
cess with human-defined attribute (e.g. attitude).
Concretely, we propose to train the encoder E of
the seq2seq model in a semi-supervised way by
adding a nonlinear binary classifier C : Rd →
{0, 1} on the semantic space, which provides su-
pervision signal simultaneously with the original
unsupervised reconstruction process. Formally,
given semantic vector z, we define the classifier
as
C(z) = σ(wT vec(zzT )) (9)
where w ∈ Rd2 is the trainable parameter and σ is
the sigmoid activation.
Noticeably, under both scenarios, our text style
transfer algorithm is learning-free because: we
only need to pretrain a seq2seq model, either
in fully unsupervised or semi-supervised way, to
obtain a pair of encoder and decoder and pre-
pare the (N,S) operators with several matrix
operations. Without time-consuming adversar-
ial training (e.g. Shen et al. (2017)), our aug-
mented method achieved competitive transfer per-
formance on each standard metric (§4.3).
4 Experiments2
4.1 Overall Settings
Datasets. We used the following two standard
benchmark datasets for empirical studies.
Yelp: The Yelp dataset collected the reviews to
restaurants on Yelp. Each sentence is associated
with an integer rating ranging from 1 to 5, where a
higher score implies the more positive of the cor-
responding review’s attitude and vice versa. We
treated the attitude of reviews with ratings above 3
as positive while those below 3 as negative.
Amazon: The Amazon dataset contains the
product reviews on Amazon. Each sentence is
originally labeled with positive or negative atti-
tudes (He and McAuley, 2016).
With an automatic tense analysis tool (Ramm
et al., 2017), we annotated the tense attribute for
sentences in Yelp and Amazon as an additional
style factor. We filtered out the sentences which
were not in past and present tense and split each
processed dataset into train, validation and test
sets. For statistics, please refer to Appendix A.
Evaluation Metric. We evaluated the perfor-
mance of style transfer on the following two stan-
dard metrics.
Accuracy (Acc.): In order to evaluate whether
the transferred sentences have the desired style,
we followed the evaluation method in Shen et al.
(2017) by pretraining a style classifier on the train-
ing set and utilizing its classification accuracy on
the transferred sentences as a metric. Specifically,
we used the TextCNN model (Kim, 2014) as a
style classifier.
BLEU: In order to evaluate the quality of con-
tent preservation, we used the BLEU score (Pa-
pineni et al., 2002) between the generated and
the source sentences as a measure. Intuitively, a
higher BLEU score primarily indicates the model
has a stronger ability to preserve content by copy-
ing style-neutral words from the source sentence.
To evaluate the overall performance of style
transfer quality, we also calculated the geomet-
ric mean (i.e. G-Score) and arithmetic mean (i.e.
Mean) of Acc. and BLEU metrics.
Implementation Details. We embedded words
into distributed representations (with dimension
d = 300) using CBOW (Mikolov et al., 2013)
2Code is provided at https://bit.ly/2QgEUNE
3The error rate of original sentences in validation set is
provided as baseline, so as in Table 3
Table 1: Results of style transfer with NS algorithm
on corpora pairs with different style contrast levels.
NS Operators From Acc. (Baseline3) BLEU
(R1, R5) 39.48 (2.67) 36.97
(R1 ∪ R2, R4 ∪ R5) 35.84 (2.67) 39.44
(R2, R4) 32.82 (2.67) 41.08
and froze the word embeddings during the train-
ing process. We implemented the seq2seq model
with (1) GRU of 300 hidden units, (2) LSTM of
150 hidden units and (3) bi-directional GRU of
both 150 forward and backward hidden units. For
(2), we concatenated the final hidden state and cell
state to form the 300-dimensional semantic vec-
tor, while for (3), we concatenated the forward
and backward final hidden states. We trained each
seq2seq model on the training set with Adam opti-
mizer (Kingma and Ba, 2014) and performed style
transfer on the validation set. We set the weight of
reconstruction loss and classification loss as 10:1.
As observed in Section 4.3, the informativeness of
style matrix was insensitive to different choices of
recurrent architectures and hence we only report
the results of GRU implementation in other parts.
4.2 Explore the Styles of Yelp
As is discussed in Section 1, the notion of style
matrix conforms to the linguistic aspects that style
is innate in semantics and is multi-modal. To
demonstrate style matrix can indeed capture these
delicate style phenomena, we first mixed up all the
reviews on Yelp with different ratings and trained
a seq2seq model with reconstruction loss only. We
then divided the corpus into several sub-corpora
with well-designed criteria. Finally, we performed
text style transfer with (N,S) operators prepared
respectively with these pairs of sub-corpora. De-
tailed results and analyses are followed in each
part.
4.2.1 Style Intensity
We collected four corpora which contained sen-
tences respectively with rating 1, 2, 4 and 5 (de-
noted as R1, R2, R4, R5) and discarded the neu-
tral sentences with rating 3. The former two sub-
corpora have the same polarity of attitude (i.e.
negative) but with different intensity and so as the
latter two. For visualization, Fig. 2 plots the first
50 eigenvectors of each style matrix, which shows
a recognizable color gradience from the most neg-
ative corpus (with rating 1) to the most positive
Figure 2: Heatmap of the first 50 eigenvectors of style
matrices on Yelp subcorpora with different intensity
levels of attitude, from R1 the most negative corpus to
R5 the most positive one (better viewed in color).
corpus (with rating 5).
Subsequently, we constructed three sets of
(N,S) operators respectively from stylistic pairs
(R1, R5), (R1 ∪ R2, R4 ∪ R5) and (R2, R4), in
the decreasing order of style contrast level. We
performed style transfer on the same validation set
with the three sets of prepared (N,S) operators.
The results are reported in Table 1. As we can
see, the style transfer quality of each set of (N,S)
operators were positively related to the degree of
style contrast and we suggest this phenomenon as
an implicit validation for the informativeness of
style matrix on capturing slight difference in style
intensity.
4.2.2 Multiple Styles
Based on the attitude and tense annotations on
Yelp, we partitioned the original corpus into two
pairs of sub-corpora, namely the attitude pair (pos-
itive, negative) and the tense pair (present, past).
Correspondingly, we calculated attitude (tense)
transform operators respectively on each pair and
applied the prepared operators to transfer the tar-
get attribute with the other style attribute fixed. We
report the transfer performance of NS algorithm in
Table 3, which empirically proved style matrix can
simultaneously capture multiple style attributes.
4.3 Unpaired Text Style Transfer
In this part, we compared the performance of
NS algorithm with the state-of-the-art methods on
Table 2: Performance of different style transfer methods on standard benchmarks.
Model
Yelp Amazon
Acc. BLEU G-Score Mean Acc. BLEU G-Score Mean
Test Set 97.48 - - - 80.97 - - -
Cross-Aligned 83.78 12.69 32.37 46.73 60.84 8.56 22.82 34.70
Style-Embedding 6.34 85.14 23.23 45.74 29.21 68.14 44.61 48.68
NS-GRU 80.33 13.43 32.85 46.88 79.50 12.97 32.11 46.23
NS-LSTM 78.07 12.38 31.10 45.23 74.30 15.90 34.37 45.10
NS-BiGRU 72.02 12.60 30.12 42.31 74.04 25.23 43.22 49.64
Table 3: Results of style transfer with NS algorithm
on corpora pairs with multiple styles.
Acc. (Baseline) BLEU
Attitude 29.56 (2.67) 62.04
Tense 65.94 (2.73) 52.28
Yelp and Amazon datasets. We trained a seq2seq
model in the semi-supervised way as described in
Section 3.2 and transferred attitude of sentences
with NS algorithm. We chose the following repre-
sentative state-of-the-art style transfer methods as
baselines.
Cross-Aligned: This method assumes a shared
latent content distribution across the corpora with
different styles and leverages refined alignment
of latent representations to perform style transfer
(Shen et al., 2017) .
Style-Embedding: This method learns sepa-
rate content representations and style representa-
tions using adversarial networks. With the style
information embed into distributed vector repre-
sentations, one single decoder is trained for differ-
ent corpora (Fu et al., 2018).
As observed in Sec. 4.2.1, the transform opera-
tors have a stronger transfer capability when gen-
erated from a pair of corpora with higher style con-
trast, which inspires us to further enhance the per-
formance of NS algorithm by removing sentences
with low confidence judged by the simultaneously
trained style classifier. Fig. 3 plots the model
performance on different metrics over drop rates
ranging from 0 to 0.9 with a fixed stride 0.15.
As we can see, the increase in drop rate caused
an increase of Acc. and decrease of BLEU score.
We speculate it is inevitable due to the tight in-
terdependence between style and semantics. The
result at 90% drop rate provides further evidence
on this phenomenon, that is, to change the style of
the validation set to a corpus with extreme style
feature would largely change their semantics.
Figure 3: Performance of NS algorithm with different
sentences’ drop rates for preparing transfer operators.
Since the trade-off between the transfer ability
and content preservation can be controlled, it is
hard to select one balanced point to fully char-
acterize the performance of our method. As a
complement, we suggest to use Mean as an over-
all performance measure, which is more stable
than G-Score as observed in Fig. 3. Table 2
shows the performance of our methods with dif-
ferent recurrent architectures and baselines. As we
can see, our method achieved comparable perfor-
mance with two baselines while averagely outper-
formed them on Amazon, the benchmark with a
larger vocabulary size. For an illustrative compar-
ison, we further provide some generated samples
from each method in Appendix A.
4.4 Out-of-Domain Style Transfer
In the final part, we propose out-of-domain style
transfer as a much challenging task for text style
transfer, where, given a corpus with style labels,
the style transfer models are required to control
the style of unlabeled sentences coming from out-
of-domain corpora. For validation of NS algo-
rithm’s performance on this task, we use the Yelp
with attitude labels only and Amazon with tense
labels only to control their style on the other pair
of attributes which is not observed by them. In
Table 4: Sampled out-of-domain sentences transferred by NS algorithm.
Yelp (Tense) Amazon (Attitude)
Source she did not finish the liver . Source the edger function did not work well for me .
Past she did not finish the liver . Neg the edger function did not work well for me .
Pres she does not finish the liver . Pos the edger function work well for me .
Source however , i think i would try somewhere else to dine . Source my daughter was just frustrated with this toy .
Past however , i thought i would try somewhere to dine . Neg my daughter was just upset with this toy .
Pres however , i think i would try somewhere else to dine . Pos my daughter was just happier with this toy .
Table 5: Performance of NS algorithm on out-of-
domain style transfer tasks.
Yelp (Tense)
Acc. (Test) BLEU G-Score Mean
86.35(94.80) 32.64 53.09 59.49
Amazon (Attitude)
Acc. (Test) BLEU G-Score Mean
87.94(97.48) 22.05 44.03 55.00
other words, we would transfer tenses of sentences
in Yelp with the (N,S) operators prepared from
Amazon and vice versa.
In this scenario, we only need a slight modifica-
tion on our proposed method in Sec. 3, that is, to
train the seq2seq model on Yelp ∪ Amazon with
two style classifiers, namely attitude classifier on
Yelp and tense classifier on Amazon. After prepar-
ing the style transform operators on the other do-
main, it is straightforward to out-of-domain style
transfer. The results are reported in Table 5. It is
worth to notice, even though the validation set is
unlabeled in the style attribute we want to transfer,
our NS algorithm can still achieve superior per-
formance in both cases, which further validated
the flexibility of style matrix perspective and the
effectiveness of NS algorithm. We also provide
some illustrative results in Table 4. Noticeably, the
capability of out-of-domain style transfer allows
us to leverage several corpus annotated with sin-
gle style attributes for controlling multiple styles
on each corpus.
5 Related work
Unparalled Text Style Transfer. A major pro-
portion of works proposed to learn the style-
independent semantic representations of sentences
for downstream transfer tasks (Fu et al., 2018;
Shen et al., 2017; Hu et al., 2017; Chen et al.,
2018). These works minimized reconstruction
loss of a variational autoencoder (Kingma and
Welling, 2013) to compress the sentences and
align the distributions of these vectors by adver-
sarial training. Some other works utilized heuristic
transformation to accomplish style transfer by ex-
plicitly dividing the sentence into semantic words
and style words (Li et al., 2018; Xu et al., 2018).
Essentially different from these previous works,
our work focuses on studying how seq2seq models
perceive language styles and the competitive per-
formance of our proposed style transfer algorithm
is therefore better to be considered as an implicit
justification to our style matrix view on language
style.
Style in Other Domains. Style phenomenon is
also studied in other domains, especially in com-
puter vision. The groundbreaking works by Gatys
et al. (2015, 2016) showed the Gram matrices of
the feature maps extracted by a pre-trained con-
volution neural network are able to capture the vi-
sual style of an image, which was immediately fol-
lowed by numerous works have been developed to
transfer the style by matching the generated Gram
matrices (e.g. Ulyanov et al. 2016, 2017; John-
son et al. 2016; Chen et al. 2017) and Li et al.
(2017) theoretically proves that it’s equivalent to
minimize the maximum mean discrepancy of two
distributions.
6 Conclusion
In this paper, we have investigated the style ma-
trix encoded by seq2seq models as an informative
delegate to language style. The notion of style
matrix conforms well to human experiences and
existing linguistic theories on language style. In
practice, we have also proposed NS algorithm as a
plug-and-play solution to unpaired text style trans-
fer which achieved competitive transfer quality
with the state-of-the-art methods and meanwhile
showed superior flexibility in various use cases.
In the future, we plan to discuss how the quality
of semantic vectors impacts the informativeness of
style matrix and study what is encoded in higher-
order statistics of semantic vectors.
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A Omitted Experimental Details
A.1 Dataset Statistics
We provide the statistics of Amazon and Yelp datasets we used in experiments in the following table.
Table 6: Datasets statistics.
Dataset
Vocabulary
Size
Attributes Train Dev Test
Yelp 9603
Positive 173K 37614 76392
Negative 263K 24849 50278
Past 82K 10682 22499
Present 117K 13455 26362
Amazon 33640
Positive 100K 38319 957
Negative 100K 35899 916
Past 63K 5K 1K
Present 129K 5K 1K
A.2 Procedures to Produce Fig. 1
We calculated four style matrices to the corpora associated with different ratings with the style matrix
extraction method introduced in Sec.4.3.1 to visualize their similarities and differences of styles the style
matrix captured. We picked their first and second eigenvectors corresponding to the first two eigenvalues
and applied dimension reduction to them with Multi-Dimensional Scaling (MDS) to the 2-D plane.
A.3 Sampled Sentences with Different Style Transfer Methods
From negative to postitive (Yelp)
Source the food tasted awful .
Cross Aligned the food is amazing .
Style Embedding the food tasted awful .
Ours the food tasted amazing .
Source i love the food ... however service here is horrible .
Cross Aligned i love the food here is great service great .
Style Embedding i love the food ... however service here is horrible .
Ours i love the food , service here is great .
Source customer service is horrible , and their prices are well above internet pricing .
Cross Aligned great service , and prices are great , well quality their people .
Style Embedding customer service is horrible , and their prices are well above internet pricing .
Ours customer service is excellent and their prices are nice internet pricing .
From positive to negative (Yelp)
Source lol , we all love love love this deli .
Cross Aligned then , we love , but i love this salon .
Style Embedding lol , we all love love love this deli .
Ours lol , everyone really do n’t love this deli .
Source one of the best service experiences i ’ve ever had .
Cross Aligned one of the time i would i had ever had to .
Style Embedding one of the best service experiences i ’ve ever had .
Ours one of the worst service experiences i ’ve ever had .
Source would definitely recommend this place for anyone looking for a good sandwich .
Cross Aligned would not recommend this place for a good for num for a food .
Style Embedding would definitely recommend this place for anyone looking for a good sandwich .
Ours would not recommend this place for anyone looking for a good sandwich .
From negative to postitive (Amazon)
Source there are so many expensive natural products out there .
Cross Aligned there are more than other than there are there .
Style Embedding there are so many expensive natural products out there .
Ours there are so many natural products out there .
Source toaster looks better but performs far worse than $ ones i ve had .
Cross Aligned the price works great as far as far i have ever ordered .
Style Embedding toaster looks better but performs much similar awesome if i were this phone .
Ours toaster looks better but far better than $ ones i ve had .
From positive to negative (Amazon)
Source the product was delivered on the agreed date .
Cross Aligned the product was was on the same problem .
Style Embedding the product was delivered on the page said .
Ours the product was delivered on the expiration date .
Source i bought a second one with the same wonderful results .
Cross Aligned i bought a replacement one of the same <unk> problem .
Style Embedding i bought a second one with the same wonderful results .
Ours i bought a second one with the same results .
A.4 More Samples by NS Algorithm on Out-of-Domain Style Transfer
Yelp on Tense
Source staff are nice and friendly .
Past staff were nice and friendly .
Pres staff are nice and friendly .
Source i never realized the beauty of the desert until i moved here !
Past i never realized the beauty of the desert until i moved here !
Pres i never assume the beauty of the desert i ’m coming here !
Amazon on Attitude
Source yep , i thought $ was a pretty good price .
Neg yep , i thought $ was not a pretty good price .
Pos yep , i thought $ was pretty good .
Source i even tried it once and it is absolutely delicious .
Neg i even tried it once and it is absolutely just seasoned .
Pos i even tried it once and it is delicious !
