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for multicomponent oxide systems
A state-of-the-art thermodynamic database has been developed for multi-
component oxide systems. It can be used in combination with FactSage software 
to calculate the properties of metallurgical slags, glasses, ceramics, refracto-
ries, minerals, cements, etc. The database has been developed by collecting all 
available structural, thermodynamic, and phase equilibria data for a particular 
chemical system, critical evaluation of this information, developing a thermo-
dynamic model for each solution phase and optimization of model parameters 
to reproduce the experimental data. Then the models are used to estimate the 
thermodynamic properties of multicomponent solutions from the properties 
of lower-order subsystems. Oxide phases often exhibit complex structures and 
strong interactions between components, which require more sophisticated 
models than are normally used, for example, for metal alloys. Short-range or-
dering is rather common and random mixing is often not a good approximation. 
The models for multicomponent liquid and solid solutions have been developed 
within the Modified Quasichemical Formalism and Compound Energy Formalism. 
Optimized model equations are consistent with thermodynamic principles and fully 
characterize a chemical system, requiring much less experimental work to achieve 
this goal since only a few measurements are needed in higher-order systems to 
validate the model estimates. The database can be readily used in conjunction 
with the FactSage Gibbs energy minimization software to calculate any stable or 
metastable phase equilibria and phase diagrams. The present article outlines the 
major components and phases that are currently available in the oxide database, 
as well as the most important features of the models that have been developed. 
The model and database have also been developed for the viscosity of oxide melts 
and glasses. The model links the viscosity to the structure of the liquid phase, 
which is estimated using the thermodynamic database.
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1. Introduction
Nowadays, development of new value-
added products and materials, as well as 
creation of cost-effective, environmentally-
friendly and energy-efficient production 
processes, starts with the physicochemical 
modeling of phase and chemical transfor-
mations in a particular chemical system. 
The optimal conditions for important 
chemical reactions are evaluated, the ef-
fects of temperature, pressure, overall com-
position, impurities are assessed, and the 
most promising values of input variables 
are selected for further experimental stu-
dies. Computational thermodynamics is 
increasingly used for evaluation of phase 
and chemical equilibria and thermody-
namic properties of phases, providing the 
basis for physicochemical modeling.
Oxide phases encompass metallurgi-
cal slags, fly ashes and slags that are pro-
duced in combustion and gasification of 
coal, biofuels and municipal wastes, many 
important minerals that make up most of 
the Earth crust, magmas and lavas, con-
ventional and functional ceramic materials, 
glasses, building materials, etc.
Most of oxides that we encounter are 
multicomponent solutions. We need to 
know the thermodynamic and physical 
properties of these solutions as functions of 
temperature, pressure and composition to 
understand what is going on in the inacces-
sible depths of the Earth, how planets and 
nebulae form, and to optimize industrial 
processes and develop novel high-tech ma-
terials. However, it is essentially impossible 
to study experimentally the thermodyna mic 
and physical properties of all important 
solutions because the necessary amount 
of work increases exponentially with the 
number of components. Hence, we need 
to develop a model for each particular so-
lution that is calibrated based on available 
data and can then accurately predict the 
properties of the multicomponent solution. 
This work was carried out systematically 
over the last 30 years and resulted in the 
development of a comprehensive thermo-
dynamic oxide database, which can be used 
to perform various calculations in combi-
nation with the FactSage thermodynamic 
software and database computer package.
The present article provides a brief 
overview of the FactSage oxide database. 
Thermodynamic databases are developed 
by critical evaluation and optimization 
of available thermodynamic and phase 
equilibrium data by a technique that has 
become known as the “Calphad Method”. 
This technique is summarized in Section 
3. The subsequent sections provide a list 
of the major components and phases that 
are currently present in the database. The 
chemical subsystems that are most impor-
tant for applications are outlined.
Thermodynamic description of oxi de 
solutions requires more sophisticated 
models than normally used in the other 
computer packages. The choice of the ap-
propriate model is very important: unless 
the mathematical model is based upon a 
realistic physical model, interpolations, 
extrapolations and predictions have little 
chance of success. Section 5 gives an idea 
about the peculiarities of thermodynamic 
models that are used for liquid and solid 
multicomponent oxide phases.
The quantitative thermodynamic de-
scription of multicomponent oxide melts 
provides insight into their structure, which 
can be used to model other physical pro-
perties that are strongly structure-depen-
dent. This is how a new viscosity model was 
developed for oxide melts and glasses. The 
major features of the viscosity model are 
outlined in Section 6.
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The applications of the oxide database 
are many and varied, so it is not possible 
to provide an exhaustive list in the present 
article. However, some representative ex-
amples are referenced in Section 7.
2. Integrated software and databases computer packages 
for computational thermodynamics
Several powerful thermodynamic soft-
ware and database computer packages have 
evolved over the last 40 years that enable 
accurate calculations in multicomponent 
chemical systems. Thermocalc [1], MTDA-
TA [2], Pandat [3] and FactSage [4, 5] are 
among the largest packages with applica-
tions in metallurgy and materials science. 
These packages combine large evaluated 
and optimized thermodynamic databases 
with advanced Gibbs energy minimization 
software as shown schematically in Fig. 1.
Thermodynamic databases contain the 
Gibbs energies, G, of all phases as functions 
of temperature, pressure, composition and 
model parameters. This is a complete de-
scription because all the other thermody-
namic properties (enthalpies, heat capaci-
ties, chemical potentials, activities, etc.) 
can be calculated by taking the appropriate 
derivatives of the G functions.
The software calculates the phase and 
chemical equilibrium for a given set of 
constraints, for example at fixed T, P and 
overall composition. This is done by mini-
mizing the total Gibbs energy of the chemi-
cal system. The thermodynamic proper-
ties of all relevant phases are automatically 
retrieved from the databases. Performing 
an equilibrium calculation is similar to 
making an actual experiment when certain 
amounts of chemicals are placed in a cru-
cible and allowed to react and equilibrate 
for a sufficient amount of time at a certain 
temperature and pressure.
The software can also calculate vari-
ous types of phase diagrams and any phase 
diagram section for a multicomponent sys-
tem, for example isothermal or isoplethal 
sections. Furthermore, it is po ssible to cal-
culate what happens when an equilibrated 
chemical system, for example a metal alloy, 
Fig. 1. Schematic representation of a thermodynamic software and database package
19
is cooled down under various assumptions, 
e.g. equilibrium or nonequilibrium “Scheil–
Gulliver” cooling. This, in turn, provides the 
means for estimating the amounts and com-
position of microstructural constituents.
The thermodynamic databases permit 
the calculation of chemical potentials, 
which are the driving force for diffu-
sion, precipitation kinetics, etc. This can 
be combined with databases of diffusion 
coefficients and software for calculating 
diffusion, phase field modeling and other 
kinetic calculations. In particular, such cal-
culations proved to be a powerful tool for 
the study of the heat treatment of alloys.
3. Development of thermodynamic databases
The thermodynamic databases of Ther-
mocalc, MTDATA, Pandat and FactSage 
are extensive. They contain self-consistent 
thermodynamic properties for hundreds 
of solution phases and thousands of stoi-
chiometric compounds. The databases are 
prepared by the following procedure:
1. All available experimental data are 
collected from the literature for a particular 
chemical system, including structural data, 
thermodynamic properties of all phases, 
phase equilibria and phase diagram data. 
These data are obtained by a multitude of 
experimental techniques. In particular, 
heat capacities, heat contents, enthal pies 
of formation and enthalpies of mixing are 
obtained by various calorimetric mea-
surements; vapour pressures, chemical 
potentials and activities are measured by 
mass spectrometry, isopiestic methods 
and electrochemical cells; integral Gibbs 
energies are derived from EMF measure-
ments; phase equilibria and various types 
of phase diagrams are studied by DTA, 
DSC, annealing and quenching followed 
by metallographic examination or electron 
probe X-ray microanalysis (EPMA). These 
diverse kinds of data are not independent 
of each other, but are interrelated through 
the laws of thermodynamics. It should be 
noted that it is desirable to have data on 
both thermodynamic properties and phase 
diagrams, because phase equilibria and dis-
tributions of minor elements among phases 
are very sensitive to thermodynamic func-
tions. For example, normal experimental 
errors in calorimetric measurements of 
the enthalpy of formation will produce too 
large errors in calculated phase equilibria. 
On the other hand, even though it is pos-
sible to calculate phase diagrams from the 
Gibbs energies of all phases, it is not pos-
sible to derive the Gibbs energies solely 
from the phase diagrams because this 
problem does not have a unique solution.
2. An appropriate thermodynamic 
model is developed for each phase based 
upon the physical nature and structure of 
the solution. The model gives the func-
tional dependence of the Gibbs energy 
of the solution on temperature, pressure, 
composition and model parameters ai. The 
latter are optimized by fitting avai lable ex-
perimental data. The challenge is to pro-
duce a model that, on one hand, reflects 
the major structural features of a solution 
to ensure good predictive ability, but on 
the other hand, is relatively simple and 
suitable for the database development. If 
a model becomes too cumbersome in an 
attempt to describe the extremely compli-
cated structure of some solutions, it will 
be impractical because there will never be 
enough experimental data to calibrate it. 
Availability of experimental data should be 
taken into account in model development 
from the very beginning, in other words, 
the formulation of a practical model 
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depends on what data are available for a 
particular solution.
3. Experimental data are almost always 
contradictory and must be critically eva-
luated. Experimental uncertainties reported 
in the literature are rarely realistic. A good 
knowledge of all experimental methods is 
required for the critical evaluation, while 
the use of thermodynamic software and 
database computer packages greatly speeds 
up cumbersome thermodynamic calcula-
tions that are often needed for comparison 
of different data sets.
4. Next, the model parameters for all 
phases in a given chemical system are si-
multaneously optimized to fit all available 
thermodynamic and phase equilibrium 
data from the literature. A self-consistent 
set of model parameters for all phases is 
obtained. This is done for all two-com-
ponent, three-component and, if data 
are available, higher order subsystems. 
Finally, the mo dels are used to estimate 
the thermodynamic properties of multi-
component solutions from the properties 
of lower-order subsystems. The optimized 
model equations are consistent with ther-
modynamic principles and with theories 
of solutions. They describe simultaneously 
all the thermodynamic properties and the 
phase diagrams. This technique greatly 
reduces the amount of experimental data 
needed to fully characterize a chemical 
system. All data can be tested for internal 
consistency. The data can be interpolated 
and extrapolated more accurately. All the 
thermodynamic properties and the phase 
diagram can be represented and stored by 
means of a relatively small set of model 
parameters.
5. This technique permits the estima-
tion of phase diagrams of multicomponent 
systems based only upon data from lower-
order subsystems and allows any desired 
phase diagram section or projection to be 
calculated and displayed rapidly.
4. Components of the thermodynamic database for oxide systems
FactSage stands out among the other 
computer packages due to its databases for 
inorganic non-metallic systems, such as 
oxides, sulfides and salts.
The FactSage database for oxide sys-
tems is called FToxid. It contains the fol-
lowing oxide components: Al2O3, As2O3, 
B2O3, BaO, CaO, CoO, CrO, Cr2O3, Cu2O, 
FeO, Fe2O3, GeO2, K2O, MgO, MnO, 
Mn2O3, Na2O, NiO, P2O5, PbO, SiO2, SnO, 
SrO, Ti2O3, TiO2, ZnO, ZrO2.
Critical evaluation of experimental data 
and optimization of model parameters for 
all possible combinations of these com-
ponents over the whole temperature and 
composition range would be an enormous 
task, which is not even possible for many 
combinations due to the lack of reliable 
experimental information. Instead, only 
specific sets of components were optimized 
at temperatures and compositions that are 
most important for various applications.
The system Fe2O3–FeO–SiO2–CaO–
Al2O3–MgO forms the basis for smelting 
and refining slags in most metallurgical 
processes. It is also essential for simulating 
interactions of refractories with slags and 
metals, as well as for many other indus-
trial applications. This chemical system has 
been optimized from 25 °C to above the 
liquidus temperatures at all compositions 
and oxygen partial pressures from equi-
librium with metals to equilibrium with 
oxygen [6–20].
The FToxid database has been further 
expanded by adding other components to 
this core six-component system over the 
ranges of temperature and composition that 
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are most important for particular applica-
tions, as is shown schematically in Fig. 2.
In particular, copper was added to the 
molten oxide phase over the range of oxy-
gen partial pressures from 10–12 to 10–3 bar. 
This completely covers the range of oxygen 
potentials of interest to the production of 
copper. Under these reducing conditions, 
the presence of Cu+2 in the slag can be ne-
glected, so that all copper in the slag is as-
sumed to be Cu+1 [21–25].
Experimental information in the li t e-
rature on the PbO- and ZnO-containing 
systems relevant to zinc and lead smel-
ting slags and sinters was rather limited. 
Hence, the addition of PbO and ZnO to 
the oxide database was done by a compre-
hensive research program that involved 
experimental studies and thermodynamic 
modelling [9, 26]. The phase equilibria in 
low-order systems that are most important 
for constraining parameters of thermody-
namic models were studied experimentally 
using equilibration, quenching, and elec-
tron probe X-ray microanalysis [27–30]. 
Then thermodynamic optimization was 
carried out [30–32] and the predictive abi-
lity of the developed database was validated 
against additional experimental measure-
ments that were made for specific ranges 
of compositions in the multicomponent 
system, which are most important for pro-
duction of lead and zinc [33, 34].
Pb and Zn are also important for cop-
per smelting, because these detrimental 
elements are always present in sulfide con-
centrates and must be eliminated. Several 
Cu2O–PbO- and Cu2O–ZnO-containing 
subsystems were optimized so that the 
database can be used to calculate the dis-
tribution of lead and zinc among the slag, 
matte, copper and gas phases during cop-
per smelting and converting [35, 36].
The addition of NiO to the oxide da-
tabase was done for simulation of nickel 
extraction from laterite ores. It required 
a combination of experimental and mo-
deling work [37–40].
Cobalt is mostly produced as a by-
product of nickel and copper mining and 
smelting. The Co–Fe–Si–O system was op-
timized to describe the solubility of Co in 
fayalite slags [41, 42]. This made possible 
the calculation of Co distribution among 
slag, matte and metal phases [43].
Chromium was added to the oxide 
database by optimization of several sub-
systems of the Cr–Al–Fe–Ca–Mg–Si–O 
Fig. 2. Combinations of components  
in the oxide database that have been optimized for various applications
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system [44–47], which are important for 
evaluating interactions of various slags 
with refractories. It was assumed that only 
CrO and Cr2O3 occur in the liquid. At high 
concentrations of CaO and MgO, oxida-
tion states of Cr greater than (+3) can be 
present in the liquid phase under relatively 
oxidizing conditions. Hence, the database 
is valid in the basic region for oxygen po-
tentials lower than about 10–3 bar.
To add manganese to the oxide data-
base, the MnO–Al2O3–CaO–SiO2 system 
and all its binary and ternary subsystems 
were optimized [48–50]. This is important 
for production of ferromanganese and for 
inclusion control in steelmaking.
Alkali oxides, B2O3, SrO and BaO are 
essential for applications in the glass indus-
try, but these components can be present 
also in mold fluxes. Systematic addition of 
Na2O and K2O to the Al2O3–FeO–Fe2O3–
CaO–MgO–SiO2 system was started by 
Jak et al. [51] and is currently the subject 
of several PhD projects. The whole B2O3–
Al2O3–CaO–MgO–SiO2 system has been 
optimized even though optimizations of 
only a few key subsystems have been pub-
lished so far [52, 53]. All SrO- and BaO-
containing subsystems of the SrO–BaO–
B2O3–Al2O3–CaO–MgO–SiO2 system were 
optimized to add SrO and BaO to the oxide 
database [54–56].
The validity range of the oxide data-
base can be deduced from the list of op-
timized systems mentioned above. A few 
other components, such as oxides of As, 
Ge, P, Sn, Ti and Zr, are discussed in more 
detail in the FactSage documentation for 
FToxid database on the FactSage website 
www.factsage.com.
5. Thermodynamic modeling of oxide solutions
The oxide database contains the liquid 
oxide phase, which includes all database 
components mentioned above, and about 
ninety solid solutions.
It is important to select a proper ther-
modynamic model for each solution. The 
simplest and best known model is a ran-
dom-mixing Bragg-Williams model with a 
polynomial expression for the excess Gibbs 
energy. This model assumes that the atoms 
or molecules of each component are ran-
domly distributed over the sites of a lattice 
or quasilattice. The resulting equation for 
the molar Gibbs energy is
g X g RT X X
X X g
i i
i
i
i
i
i j ij
ji
= + +
+
∑ ∑
∑∑
<
 ln
       
(1)
where Xi denotes the mole fraction of pure 
component i, gi
  is the Gibbs energy of 
pure component i, and the last term is the 
excess Gibbs energy, which can be inter-
preted as the sum of nearest-neighbour 
pair energies. In turn, gij can be expressed 
as a polynomial in composition
g X X aij i
m
j
n
ij
mn
m n
=
≥ ≥
∑
0 0,  
(2)
where the empirical binary model para-
meters aij
mn  can be functions of tempera-
ture and are found by evaluation and fitting 
the available data on the binary sub-system 
i–j. If data are available for ternary systems, 
then additional empirical ternary terms 
of the form X X X gi j k ijk  can be added to 
Eq. (1). Finally, the Gibbs energy of the 
multicomponent solution is estimated 
from the optimized binary (and ternary) 
parameters by means of Eq. (1).
This model is internally contradictory 
in a sense that as gij becomes larger, the 
assumption of random mixing becomes 
less accurate, e.g. very negative gij should 
result in formation of substantially more 
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i–j pairs than would be present in the ran-
dom mixture at a given composition. The 
preferential formation of i–j pairs is often 
called short-range ordering (SRO).
For the oxide solutions discussed in 
the present article, the assumptions of the 
random-mixing Bragg-Williams model 
are normally far too simplistic. This can 
be understood from the comparison of the 
enthalpies of mixing for different systems 
shown in Fig. 3.
As can be seen from Fig. 3, the inter-
actions between similar components Fe 
and Ni are not strong and the Fe–Ni liq-
uid alloy can be well described by the ran-
dom-mixing Bragg-Williams model. This 
is more problematic for the Ni–Al liquid 
where the two metals have quite different 
nature, which is manifested in much more 
negative enthalpy of mixing. Even though 
the Bragg-Williams model can still be ap-
plied, it requires more empirical parameters, 
including excess entropy terms to compen-
sate for the inadequate entropy expression. 
The interactions between components and 
the resulting SRO in the Fe–O, NaO0.5–SiO2 
and NaO0.5–BO1.5 liquids are so strong that 
the random-mixing Bragg-Williams model 
cannot be used. The angular shape of the 
enthalpy of mixing is essentially impossible 
to reproduce even with a very large number 
of model parameters. More sophisticated 
models are required as will be discussed in 
the following sections.
5.1. Liquid phase
The liquid oxide phase is an ionic melt 
where metal cations are almost exclusively 
surrounded by oxygen anions and vice ver-
sa, i.e. it exhibits almost full first-nearest-
neighbour (FNN) short-range ordering. 
This is the result of very strong interactions 
between metal atoms and oxygen as shown 
in Fig. 3 for the Fe–O system. The inter-
actions with oxygen are even stronger for 
other elements such as Na, Ca, Al, B, Si, etc.
Furthermore, there is a strong tendency 
for second-nearest-neighbour SRO of some 
cations in melts. In particular, basic cations 
such as Na+1 or Fe+2 form strong second-
nearest-neighbour (SNN) pairs with acidic 
cations such as Si+4 or B+3. For example, this 
is manifested in the very negative enthalpy 
of mixing in the NaO0.5–SiO2 and NaO0.5–
BO1.5 liquids as shown in Fig. 3.
The model for the liquid oxide phase 
was developed within the Modified Quasi-
chemical Formalism [62, 63]. It is assumed 
that cations occupy one quasilattice, while 
anions such as O-2 and S-2 are located on 
the other quasilattice. In other words, the 
ordering between cations and anions is as-
sumed to be complete and the deviations 
from the oxide stoichiometry towards the 
metal-rich region are neglected. This as-
sumption greatly simplifies the model, 
increasing its predictive ability. The disso-
lution of excess metal in oxide liquid that 
may take place at very high temperatures 
Fig. 3. Enthalpies of mixing for liquid 
solutions at 1600 °C based on the 
thermodynamic assessments of the 
corresponding systems: Fe–O [57], Ni–Fe 
[58], Ni–Al [59], NaO0.5–SiO2 [60] and 
NaO0.5–BO1.5 [61]. The enthalpies of mixing 
for the latter two systems are shown per 
mole of cations
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is not important for most practical applica-
tions of the oxide database.
The model also explicitly takes into ac-
count the SNN SRO by considering pair 
exchange reactions such as
Na O Na
Si O Si
Na O Si
+1 +1
+4 +4
+1 +4
− −( ) +
+ − −( ) =
= − −( )2  
(3)
and by using the nonconfigurational Gibbs 
energy change for this quasichemical reac-
tion in the mathematical formulation of the 
model. This reaction can also be viewed as 
the reaction of breaking Si–O–Si “oxygen 
bridges” by sodium atoms. Since the Gibbs 
energy of reaction is very negative, the re-
action is shifted to the right, resulting in 
strong SRO and a sharp minimum in the 
Gibbs energy and enthalpy of mixing near 
the orthosilicate composition.
5.1.1. Taking into account the Charge 
Compensation Effect
Certain amphoteric oxides such as 
Al2O3 can behave in profoundly different 
ways in a silicate melt depending on the 
overall composition. When added to a pure 
silica melt, Al2O3 acts as a network-modi-
fier, breaking the oxygen bridges of the pure 
silica network. On the other hand, when 
Al2O3 and an alkali or an alkali-earth oxide 
(Me2O or MeO) are added simultaneously 
to SiO2, some of the Al cations assume tet-
rahedral coordination and replace Si in the 
silica network, so that Al acts as a network-
former. The missing charge is compensated 
by Me cations that stay close to the Al ions. 
Due to this “Charge Compensation Effect”, 
the properties of the liquid phase change 
drastically when the molar ratio of Al2O3 
to MeO or Me2O approaches unity.
It should be noted that this is a fairly 
strong ternary effect that cannot be pre-
dicted from the binary interactions or fit-
ted adequately by the ternary model para-
meters. Hence, it is taken explicitly into 
account in the model for the liquid phase 
by introducing additional components 
Me+1Al and Me+2Al2 on the cation quasi-
lattice. As a result, the thermodynamic 
pro perties of the Me2O–Al2O3–SiO2 ter-
nary system, which becomes a pseudo-
quaternary, cannot be extrapolated with 
any reasonable accuracy from the proper-
ties of the binary subsystems and must be 
described by fitting model parameters to 
the available experimental data.
5.1.2. Borate and borosilicate melts
Borosilicate melts have particularly 
complex structure due to the presence of 
two network formers, B2O3 and SiO2.
Boron is known to assume both trian-
gular and tetrahedral coordination against 
oxygen, but it is believed that mostly trian-
gular coordination is present in pure B2O3 
melts. As an alkali oxide Me2O is added 
to B2O3, more and more tetrahedraly-co-
ordinated boron appears as a result of the 
Charge Compensation Effect, whereby an 
additional charge provided by the fourth 
oxygen is compensated by an alkali cation, 
which is located in the vicinity of the BO4 
group.
Boron atoms in tetrahedral and trian-
gular coordination can co-polymerize to 
form various clusters. In particular, clusters 
at the tetraborate composition, Me: B = 1 : 4, 
and diborate composition, Me: B = 1 : 2, 
have been proposed based on stu dies by Ra-
man and infrared spectroscopy, 11B NMR, 
and X-ray and neutron diffraction [64]. It 
should be noted that MeB4 and MeB2 are 
simply the overall compositions where 
stable clusters seem to form. The average 
size of these clusters is not known. The 
formation of different clusters essentially 
means that there are several compositions 
of maximum SRO in the Me2O–B2O3 sys-
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tem. Many physical properties show ab-
normal behaviour at these compositions, 
e.g. the viscosity [65], density and thermal 
expansion [66, 67].
There is no experimental evidence for 
the formation of similar clusters in MeO–
B2O3 systems, where Me is a divalent cati-
on such as Ca+2, most likely because one 
divalent cation must provide the charge 
compensation for two BO4 groups simul-
taneously, creating a strain in the structure 
and making the formation of diborate and 
tetraborate clusters much less favourable.
In the model for the liquid phase, the 
presence of tetrahedrally-coordinated bo-
ron is explicitly taken into account by in-
troducing an additional component, Me+1B, 
on the cation quasilattice. The Me2O–B2O3 
binary system becomes then a pseudo-ter-
nary, which makes it pos sible to have more 
than one composition of maximum SRO in 
this system [61].
5.1.3. Solubility of non-oxide compo-
nents in oxide liquid
The solubility of sulfides and fluorides 
in the oxide liquid was modeled by placing 
S–2 and F–1 species on the anionic quasi-
lattice [68]. The database can accurately 
calculate phase equilibria up to more than 
50% of non-oxide components, sometimes 
up to pure sulfides and fluorides.
A simple “capacity” model was deve-
loped [69] to predict solubilities of sulfates, 
carbonates, halides and water/hydroxide, 
up to about 10 wt%. The model is based 
on the thermodynamic properties of pure 
liquid non-oxides and the knowledge of the 
activities of components in multicompo-
nent oxide liquid. In most cases no adjus-
table parameters are needed.
5.2. Solid solutions
There are about 90 solid solutions in 
the FToxid database. Modeling of oxide 
solid solutions is a challenging task. Oxide 
and particularly silicate solutions are quite 
extraordinary in their ability to incorpo-
rate many different cations by adjusting 
the structure. Complex oxide solutions 
often have several sublattices and reveal 
a strong tendency to inter- and intra-
sublattice short-range ordering, which is 
responsible for specific physical properties. 
For example, the distribution of cations 
and defects between different sublattices 
defines volumetric, electrical and magnetic 
properties of ceramic phases.
In order to be physically meaningful, 
thermodynamic models for oxides and 
silicates must take into account crystallo-
graphic information. In most solid solu-
tions, the oxygen anions occupy one sub-
lattice, while metal cations are located on 
one or several cation sublattices, which can 
also contain vacant sites. The distribution of 
cations between different sublattices define 
the overall stoichiometry of the solution 
and its configurational entropy. Hence, it 
is very important for thermodynamic mo-
deling to obtain information on the number 
of sublattices and on cation occupancies 
from the structural data. In principle, crys-
tallographically different sites should be 
modeled as different sublattices. However, if 
two nonequivalent sites are similar and the 
distribution of cations between the two sites 
is not well known, one can combine them 
into one sublattice as a first approximation.
5.2.1. Compound Energy Formalism
Many different models have been used 
for thermodynamic modeling of oxide solid 
solutions. Fortunately, most of these can be 
reduced to the Compound Energy Forma-
lism (CEF) [70–73], which assumes random 
mixing of species on several sublattices.
Consider a solid solution having three 
sublattices and the following formula unit:
( , , ...) [ , , ...] { , , ...}A B C D E F Zu v w
α β γ    (4)
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where species A, B, … occupy sublattice 
α that has u sites per formula unit, spe-
cies C, D, … occupy sublattice β that has 
v sites, species E, F, … occupy sublattice γ 
that has w sites and Z denotes the rest of 
the formula unit that remains unchanged. 
The Gibbs energy expression in the CEF 
per formula unit is
G Y Y Y G
TS G
i j k
kji
ijk
conf
E
= −
− +
∑∑∑ α β γ
 
(5)
where Yi
α , Yj
β  and Yk
γ  represent the site 
fractions of constituents i, j and k on each 
sublattice, Gijk is the Gibbs energy of an 
end-member ( ) [ ] { } ,i j k Zu v w
α β γ    Sconf is the 
configurational entropy
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and GE is the excess Gibbs energy
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where Lij: k: l is the interaction energy be-
tween cations i and j on the first sublattice 
when the second and third sublattices are 
occupied only by k and l, respectively. Terms 
containing higher powers of Y, as well as 
ternary interaction terms and reciprocal 
terms such as Y Y Y Y Y Li j k l m ij kl m
α α β β γ
: :  can also 
be added. Of course, similar equations can 
be written for any number of sublattices.
For oxide solid solutions, the species 
that mix on each sublattice are normally 
cations, while oxygen is included in the Z 
part of the solution. The application of the 
CEF to modeling oxide solutions is rela-
tively straightforward when all end-mem-
bers are neutral, even though some neutral 
end-members may not exist and therefore 
cannot be studied experimentally, e.g. due 
to disordering when the same cation can 
be present on more than one sublattice.
If cations that mix on a sublattice have 
different charges, e.g. Na+1 and Ca+2, at least 
some end-members will be charged. Clear-
ly, only the compositions that obey the con-
dition of electroneutrality can exist in reali-
ty. Hence, the Gibbs energy of one charged 
end-member can be selected arbitrarily 
as a reference state. However, when end-
members are charged, it normally becomes 
inappropriate to use the Gibbs energies of 
end-members as model parameters because 
there are never enough experimental data 
to constrain all of them. Instead, a model 
should be developed within the framework 
of the CEF for each complex solid solution, 
which specifies a set of model parameters 
and a sequence of their optimization based 
on a physically meaningful model, so that 
if only a few parameters are needed to re-
produce the experimental data, the rest of 
them are kept equal to zero. The selection 
of model parameters must not be made 
arbitrarily, for example by setting the Gibbs 
energies of some of the end-members equal 
to zero, even though certain meaningful 
combinations of these Gibbs energies can 
normally be used as the most important 
model parameters.
Development of a physically reasonable 
model is very important. Although there 
is generally no problem in reproducing all 
data in simple systems, it becomes very 
easy to unbalance the model by using too 
many arbitrarily selected parameters and 
obtain unreasonable extrapolations of 
lower-order subsystems into a multicom-
ponent solution. That is, in lower-order 
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subsystems, different choices of parameters 
can give equally good or, sometimes, even 
mathematically equivalent fits. However, 
extrapolations into multicomponent sys-
tems are different. This problem is most 
pronounced for solutions, such as spinels, 
where the same cations can be present on 
more than one sublattice [19, 30, 72].
The aforesaid reflects the fact that the 
CEF is not a model, but a formalism, which 
can be conveniently used to mathematical-
ly represent many different models without 
the need to program each model separately 
into general thermodynamic software. In 
other words, the CEF is so symmetric and 
general, that many reasonable sublattice 
models can be reduced to it. However, not 
every model written within the framework 
of the CEF is reasonable.
One more complication related to the 
presence of charged end-members is the 
difficulty of combining several indepen-
dently optimized subsystems into one mul-
ticomponent solution. This can be done 
only if the same reference state for charged 
end-members was used for each subsys-
tem, which is rarely the case.
The major oxide solid solutions, for 
which the models were developed within 
the framework of the CEF, are listed below:
 Ȥ Spinel: (Al, Co+2, Co+3, Cr+2, Cr+3, 
Cu+2, Fe+2, Fe+3, Mg, Mn+2, Ni+2, Zn)tet 
[Al, Ca, Co+2, Co+3, Cr+3, Cu+2, Fe+2, 
Fe+3, Mg, Mn+2, Mn+3, Mn+4, Ni+2, Zn, 
Va]2oct O4
 Ȥ Pyroxenes: (Ca, Sr, Mg, Fe+2, Ni, Na)
M2 (Fe+2, Fe+3, Mg, Ni, Al)M1 (Fe+3, Al, 
Si)T1 SiT2 O6
 Ȥ Olivine: (Ca, Fe+2, Mg, Mn, Ni, Co, 
Cr+2, Zn) [Ca, Fe+2, Mg, Mn, Ni, Co, 
Cr+2, Zn] SiO4
 Ȥ Melilite: (Ca  , Sr, Ba, Pb, Na, K)2 
[Mg, Zn, Ni, Fe+2, Fe+3, Al, B] {Fe+3, 
Al, B, Si}2O7
 Ȥ Walstromite: (Ca, Ba, Sr) [Ba, Ca, 
Sr] CaSi3O9
 Ȥ Willemite: (Zn, Fe+2, Mg) [Zn, Fe+2, 
Mg] SiO4
 Ȥ Mullite: (Al, Fe)2 [Al, Si, B, Fe] [O, 
Va]5
where cations enclosed by parentheses oc-
cupy the same sublattice, and where Va 
denotes a lattice vacancy.
5.2.2. Short-range ordering
In the CEF, cations are assumed to 
mix randomly on each sublattice. How-
ever, many oxide solutions are likely to 
exhibit substantial short-range ordering. 
For example, the most common pyroxene 
compositions are located on the so-called 
“quadrilateral”
(Ca, Mg, Fe+2) M2 (Fe+2, Mg)M1 
(Si)T1 SiT2 O6 
(8)
Non-quadrilateral, or “supersystem” 
components may be of considerable im-
portance and can be obtained from the 
quadrilateral compositions by coupled 
substitutions, such as:
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( )
Ca Mg Na Al
Ca Fe Na Al
Mg
M2 M1 M2 M1
M2 M1 M2 M1
M1

+2
( ) ( ) ( )
( ) ( ) ( ) ( )
Si Al Al
Mg Si Al Fe
T1 M1 T1
M1 T1 M1 T1

 +






3
 
(9)
It is widely believed that inter-lattice 
SRO results from these coupled substitu-
tions. For example, if Na replaces Ca on M2 
sites and Al replaces Mg on M1 sites, the 
Na and Al cations tend to stay close to each 
other to preserve local electroneutrality.
There are many indications of such SRO. 
The tendency to SRO often results in an 
order-disorder transition at lower tempera-
tures accompanied by a reduction in space-
group symmetry. For example, this happens 
in omphacitic pyroxenes near the composi-
tion in the middle of the diopside–jadeite 
join, CaMgSi2O6–NaAlSi2O6 [74, 75].
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In a number of systems, the optimized 
entropy of mixing appears to be much 
smaller than the entropy calculated under 
the assumption of ideal mixing. This also 
suggests SRO. For example, the clinopy-
roxene solution along the jadeite – Ca-
tschermak join, NaAlSi2O6 – CaAl2SiO6, 
can be attributed to the coupled substi-
tution ( ) ( ) ( ) ( )Na Si Ca AlM2 T1 M2 T1 . The 
availability of both phase equilibrium and 
enthalpy of mixing data for this solution 
made it possible to calculate the entropy 
of mixing [76], so in this particular case 
it was possible to correct the inadequate 
ideal mixing entropy with temperature-
dependent excess terms.
Various approaches have been pro-
posed for estimating the configurational 
entropy of pyroxenes and other minerals 
exhibiting similar coupled substitutions. In 
the simplest molecular mixing approxima-
tion, the molar configurational entropy is 
assumed to originate from permutations 
of charge-balanced end-member com-
ponents. Another simple approximation 
assumes that positions of cations on one 
sublattice uniquely define the distribution 
of cations on the other sublattice because of 
the local charge-balance constraint. There-
fore, the configurational entropy of a solu-
tion is given by random mixing on just one 
sublattice. These approximations have been 
used by geochemists with some success to 
describe coupled substitutions in simple 
solutions. Clearly, they are not adequate 
for multicomponent reciprocal solutions. 
In most cases, these approximations under-
estimate the actual configurational entropy.
It is possible to calculate the configu-
rational entropy more accurately based 
on the assumption of local charge balance 
[77]. The formulas can be best demonstra-
ted using pyroxene [Na, Ca]M2 [Mg, Fe+3, 
Al]M1 Si2O6 as an example. It is assumed 
that the solution consists of locally charge-
balanced clusters: Na(Fe+3) Si2O6, Na(Al)
Si2O6, Ca(Mg)Si2O6. These clusters are of 
two types: A+1B+3Si2O6 and A+2B+2Si2O6. The 
configurational entropy can be expressed 
as a sum of three terms [77]
Sconf = S1 + S2 + S3
where S1 is the entropy from permuta-
tions of the clusters of different types:
S1 = –R (YNa ln YNa + YCa ln YCa)
S2 is the entropy from permutations of 
atoms of the same valencies:
S2 = –R {YFe ln [YFe/(YFe + YAl)] + 
+ YAl ln [YAl/(YFe + YAl)]}
and S3 is the entropy from various crys-
tallographically distinct orientations of the 
locally charge-balanced clusters, which are 
consistent with the symmetry
S3 = R YNa YCa ln KM1–M2
KM1–M2 is a coordination number, which 
is equal to 3 in this case, and Yi is a site 
fraction of cation i.
The first and second terms in the en-
tropy expression can be written in a very 
general way suitable for programming in 
general thermodynamic software. How-
ever, the third term is structure dependent, 
and it is not possible to derive a general 
formula for this term. Furthermore, this 
model does not take into account the re-
duced possibilities of different geometric 
arrangements due to interactions between 
SRO clusters. More importantly, the model 
does not take into account partial dissocia-
tion of SRO clusters and does not reduce 
to random mixing at infinite dilution of 
Al, Fe+3, Ca and Na cations. Nevertheless, 
similar formulations are often used in the 
geochemical literature.
Except for inter-lattice SRO, there can 
be also intra-lattice SRO. One example is 
the “Al-avoidance principle” in pyroxenes 
and other minerals. A tetrahedral Al–O–
Al linkage is known to be unfavorable to 
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the stability of crystal structures; there-
fore, Al–O–Si and Si–O–Si second-nearest-
neighbor pairs predominate. Under cer-
tain simplifying assumptions [78], the 
Al-avoidance principle can be explicitly 
taken into account to derive the configura-
tional entropy of mixing of Al and Si on the 
tetrahedral sites. However, it is essentially 
impossible to formulate such a model for 
multicomponent solutions, which would be 
suitable for general thermodynamic soft-
ware and databases.
The overestimated configurational en-
tropy resulting from the random mixing 
of Al and Si on the tetrahedral sites can 
be corrected to some extent by selecting a 
model that artificially splits the tetrahedral 
sublattice into two sublattices, one of which 
is occupied only by Si. This is equivalent to 
approximating the strong SRO by assuming 
that it creates the long-range ordering. In 
particular, this can be done for clinopyro-
xene, which has only one tetrahedral sublat-
tice at high temperatures, but undergoes a 
phase transition to the structure with two 
distinct tetrahedral sites at low tempera-
ture. It should be noted that both ortho- 
and protopyroxene have two tetrahedral 
sublattices, one of which is predominantly 
occupied by Si.
Another, and more general approach, is 
to develop a model within the framework 
of the Modified Quasichemical Formalism 
(MQF) [62, 63, 79, 80], which can explicitly 
take into account the SRO. The MQF in the 
quadruplet approximation can treat simul-
taneously inter- and intra-sublattice SRO. It 
operates with quadruplets just as the quasi-
chemical model in the pair approximation 
operates with pairs. However, the MQF is 
limited to not more than two sublattices.
Accumulation of SRO often finally re-
sults in a phase transition with lowering 
of long-range symmetry. This is illustrated 
by Fig. 4 [81], which shows the enthalpy 
change due to ordering of cordierite, 
Mg2[Al4Si5]O18, versus time of annealing. 
The enthalpy changes linearly with ln(t) 
as cordierite proceeds from the disor-
dered hexagonal phase through a set of 
modulated structures to the fully ordered 
orthorhombic phase. The lowering of sym-
metry thus occurs during the last stages 
of ordering, and the Gibbs energy of the 
long-range ordered orthorhombic phase is 
very close to that of the metastable short-
range ordered hexagonal phase. Hence, 
if the SRO is modeled properly, but the 
long-range ordered phase is not modeled, 
the results of equilibrium calculations will 
still be reasonable for most practical pur-
poses. Of course, the disordered phase is 
predicted instead of the ordered one, but 
the compositions of all other phases will 
be nearly correct.
5.2.3. Simple models for complex solutions
Sometimes it is impossible to develop 
a model that, on the one hand, adequately 
reflects the structure of a solution, and 
on the other hand is suitable for practical 
calculations in multicomponent systems. 
Fig. 4. Enthalpy of dissolution in molten 
2PbO·B2O3 of synthetic cordierite annealed 
for various times at 1473 K to produce 
ordering [82]
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Normally this happens when there is not 
enough experimental data to calibrate a 
model that would reflect a very complex 
structure, while the structural comple xity 
does not have a profound effect on the 
thermodynamic properties. Feldspar and 
monoxide are two examples.
Feldspar is a very ubiquitous mineral, 
which composes about 60% of the Earth’s 
crust. It is not one phase, but rather a fa-
mily of structurally related phases. Feld-
spar is a framework aluminosilicate: a 
three-dimensional framework is formed 
by corner-linked tetrahedra SiO4 or AlO4, 
i.e. Si and Al mix on the tetrahedral sites. 
Larger alkali and alkaline-earth cations are 
located in the interstices, which are called 
M sites (or A sites).
Most natural feldspars lie within the tri-
angle albite–orthoclase–anorthite (NaAl-
Si3O8–KAlSi3O8–CaAl2Si2O8). Two types 
of simultaneously occurring processes re-
duce the symmetry of feldspars: the very 
sluggish Al–Si ordering and rapid second-
order displacive transformations. As a re-
sult, geochemists distinguish many phases 
within the feldspar family, which may have 
up to 8 distinct tetrahedral sites and up to 
4 M sites. Furthermore, one can expect the 
inter-sublattice SRO due to the coupled 
substitutions ( ) ( ) ( ) ( )Na Si Ca AlM T M T
and ( ) ( ) ( ) ( )K Si Ca AlM T M T , as well as 
the intra-sublattice SRO of Al and Si on 
the tetrahedral sites. On the other hand, 
the cation occupancies of different sites 
are poorly understood because they are 
difficult to measure. Moreover, the sam-
ples used for structural and thermody-
namic studies are often metastable and do 
not have equilibrium cation distributions 
among sublattices.
Fortunately, the measured thermody-
namic properties seem to be insensitive to 
the structural complexity of feldspars. In 
particular, if the composition of feldspars 
is expressed in terms of charge-balanced 
components NaAlSi3O8, KAlSi3O8 and 
CaAl2Si2O8, the enthalpy of mixing is of 
the order of 10 kJ/mol [83], while the ac-
tivities of these components are close to 
ideal [84]. The phase transitions among 
different phases in the feldspar family can 
be of the second (or higher) order based on 
the structures of the phases, i.e. the sym-
metry constraints are satisfied. If there are 
first-order phase transitions, the heat of 
transition is very small. Hence, since for 
most practical applications it does not mat-
ter which particular feldspar phase forms, 
the differences among the structures were 
ignored and feldspar was modeled as one 
continuous solution. The simple Bragg-
Williams model in terms of the following 
components was used:
NaAlSi3O8–KAlSi3O8–CaAl2Si2O8–
–SrAl2Si2O8–BaAl2Si2O8–NaFeSi3O8
Wüstite is another example where 
a simple model is used for the phase with 
a complex structure. The structure [85] is a 
highly defective form of an ideal NaCl-type 
lattice. Oxygen ions form an fcc lattice and 
Fe2+ cations are located on the interstitial 
sites. The wüstite solid solution always con-
tains more oxygen than the stoichiometric 
composition “FeO”. The iron deficiency is 
normally attributed to formation of neutral 
vacancies on cation sublattices together 
with Fe3+ cations, which provide charge 
compensation. Even though the presence 
of vacancies on the oxygen sublattice can-
not be ruled out, the concentration of these 
vacancies is definitely much smaller than 
the ones on the cation sublattice.
Originally it was assumed that iron and 
vacancies are located only on the octahe-
dral sites, but subsequent detailed neutron 
diffraction studies indicated that some iron 
cations, mostly Fe3+, occur interstitially 
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on the tetrahedral sites, but subsequent 
detailed neutron diffraction studies indi-
cated that some iron cations, mostly Fe3+, 
occur interstitially on the tetrahedral sites, 
which are normally vacant in the NaCl-
type structures. The basic defect is formed 
by a tetrahedral Fe ion surrounded by four 
octahedral vacancies positioned relative to 
one another at the comers of a tetrahedron. 
These defects form clusters, in which va-
cancies are shared among the conjoined 
defects. Description of the defect struc-
tures is further complicated by the incom-
pletely understood long-range ordering of 
the defect clusters at lower temperatures 
and higher O/Fe ratios. Three metastable 
forms of wüstite were observed at and 
above room temperature, but below the 
temperature of wüstite decomposition into 
spinel and bcc iron at about 570 °C. Pre-
sumably, these superstructures, which have 
unit cell dimensions larger than the value 
of the basic NaCl-type unit cell, originate 
from long-range ordering of defects.
In the many papers of Vallet and his 
associates (see, e.g. [86]), it was proposed 
to subdivide the wüstite field into ten re-
gions separated by transformations of the 
second (or higher) order. These structural 
changes have not been detected by other 
authors who worked within the stability 
field of wüstite and Vallet’s findings remain 
controversial.
Since there is no reliable quantitative 
information on the occupancies of tetrahe-
dral and octahedral sites and on the com-
positions and amounts of clusters formed 
by defects, it is not practical to develop a 
comprehensive thermodynamic model re-
flecting the complex structure of wüstite.
Several simplified thermodynamic 
models were tested for wüstite [87]. The 
entropies of metastable wüstite at four 
different compositions were obtained by 
integrating from 0 K to room temperature 
the low-temperature heat capacities mea-
sured for single-phase samples [88, 89] and 
a three-phase sample containing wüstite of 
the Fe0.99O composition [90]. When these 
data were used to calibrate the tested mo-
dels for wüstite, all the models gave almost 
identical results. Even though the models 
assumed quite different configurational en-
tropies, the lattice entropies of pure end-
members of the wüstite solution had to 
be adjusted accordingly for the calculated 
curve to pass through the experimental en-
tropies, so that the total calculated entropy 
became almost identical over the stabi lity 
range of wüstite. The random-mixing 
Bragg-Williams model with a polynomial 
expression for the excess Gibbs energy was 
accepted for the wüstite/monoxide phase, 
using the following components:
FeO–MgO–CaO–SrO–BaO–MnO– 
–CoO–NiO + [CuO–ZnO–AlO1.5– 
–CrO1.5–FeO1.5–MnO1.5–ZrO2–NaO0.5]
where the pure components enclosed by 
square brackets can only be present in di-
lute solutions because they have structures 
different from that of wüstite.
Several other multicomponent solid 
solutions were also described by model:
 Ȥ α-(Ca, Sr) 2SiO4 + [Fe2SiO4, Mg2SiO4, 
Mn2SiO4, Ba2SiO4, Ca3B2O6]
 Ȥ αʹ-(Ca, Sr, Ba)2SiO4 + [Fe2SiO4, 
Mg2SiO4, Mn2SiO4, Pb2SiO4, Zn2SiO4, 
Ca3B2O6]
 Ȥ Wollastonite: CaSiO3 + [FeSiO3, Mn-
SiO3, MgSiO3, SrSiO3, BaSiO3]
 Ȥ Pseudo-wollastonite: (Ca, Sr)SiO3 + 
[BaSiO3]
 Ȥ Corundum: Al2O3–Cr2O3–Fe2O3 + 
[Mn2O3, Ti2O3]
 Ȥ Zincite: ZnO + [CoO, FeO, FeO1.5, 
MgO, MnO, NiO]
 Ȥ Rhodonite: MnSiO3 + [CaSiO3, Co-
SiO3, FeSiO3, MgSiO3]
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5.3. Estimation of the Gibbs energy of 
a multicomponent solution from binary 
and ternary subsystems
Among 27 oxide components that are 
currently present in the FToxid database, 
27!/(3!24!) = 2925 ternary systems and 
17550 quaternary systems are formed. The 
American Ceramic Society estimates that it 
takes on average one man/year to construct 
experimentally a binary phase diagram of 
an oxide system. A ternary diagram takes 
five times longer. In view of the amount of 
work involved in measuring all ternary dia-
grams and just one isothermal section of 
each quaternary phase diagram, it is clear 
that there is no alternative but to use com-
putational thermodynamics for predicting 
phase equilibria in multicomponent sys-
tems. Hence, it is very important to have a 
means of estimating thermodynamic pro-
perties of ternary and multicomponent 
solutions from binary subsystems.
Several “geometric” models have been 
proposed for estimating thermodynamic 
properties of a ternary solution from op-
timized data for its binary subsystems. 
The most common are the Muggianu, 
Kohler, and Kohler/Toop models. The 
latter is “asymmetric” in that one compo-
nent is singled out, whereas the first two 
are “symmetric”. The shape of the Gibbs 
energy surface for a ternary solution can be 
substantially affected by the choice of the 
“geometric” model, which can change dras-
tically the ternary phase diagram. Clearly, 
a “symmetric” model should be used when 
all three components are similar, and an 
“asymmetric” model will be more reason-
able if one component is quite different 
from the other two, but the choice becomes 
less obvious when all three components are 
of substantially different nature.
All thermodynamic models mentioned 
above, i.e. the Modified Quasichemical 
Formalism, Compound Energy Forma-
lism and random-mixing Bragg-Williams 
model with a polynomial expression for the 
excess Gibbs energy, can be combined with 
different “geometric” models.
The Muggianu, Kohler, and Kohler/
Toop models are illustrated in Fig. 5 using 
the Bragg-Williams model given by Eqs. 
and as an example. Consider a composition 
point p in the ternary system A–B–C. The 
lines can be drawn through the point p to 
each binary subsystem as shown in Fig. 5. 
In each “geometric” model, the function gij 
from Eq. (1) at the point p in the ternary 
system is assumed to be equal to the value 
of gij in the binary system i-j at the point 
where the line drawn through the point p 
intersects this binary. For example in the 
Kohler model, gAB is constant along the line 
passing from component C through the 
Fig. 5. Kohler, Kohler/Toop and Muggianu “geometric” models for estimating thermodynamic 
properties of a ternary solution from the properties of its binary subsystems
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point p; in the Toop model with compo-
nent B being asymmetric, gAB is constant 
along the line passing through the point 
p at the constant mole fraction of compo-
nent B; and in the Muggianu model, gAB 
is constant along the line perpendicular 
to the A–B side of the Gibbs triangle. It 
is easy to deduce from these assumptions 
that if gAB is expanded as polynomial in the 
binary system A–B, the following equations 
should be used instead of Eq. (2) in the 
ternary system A–B–C:
Kohler model:
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Toop model, B asymmetric:
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Naturally, these equations reduce to 
Eq. (2) in the A–B binary system. Similar 
equations can be written for gAC and gBC.
Eq.  (2) can be re-arranged into 
“Redlich-Kister” form:
g X X Lij i j
m
ij
m
m
= −
≥
∑( )
0  
(13)
The “Redlich-Kister” coefficients Lij
m  
may be less correlated than the coefficients 
aij
mn .  Clearly, the set of coefficients Lij
m  can 
be calculated from the set of aij
mn  and vice 
versa.
If Redlich-Kister polynomials are used 
in combination with the Muggianu “geo-
metric” model, the same Eq. (13)  applies 
both in the binary and ternary system 
without any modifications. This happens 
because
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The Redlich-Kister / Muggianu com-
bination is currently most popular due to 
this simplicity.
One drawback of the Muggianu model 
can be seen from Fig. 6: the properties of 
a ternary solution that is dilute in compo-
nent B are estimated from the properties 
of the binary solutions A–B and C–B that 
are not dilute.
Furthermore, the use of the Muggianu 
model, as well as any other symmetric 
model, can give rise to errors when an 
asymmetric model is more appropriate. 
For example, Fig. 7 illustrates how the 
symmetric Kohler model predicts a spuri-
ous and incorrect miscibility gap in the 
CaO–Al2O3–Fe2O3 liquid. CaO is a very 
basic oxide, while Al2O3 and Fe2O3 are am-
photeric. Hence, there are strong negative 
deviations from ideality in the CaO–Al2O3 
and CaO–Fe2O3 binary liquids with a min 
in the enthalpy of mixing at about 50 mol% 
CaO. Clearly, the Kohler/Toop model with 
component CaO being asymmetric is pre-
ferable for the CaO–Al2O3–Fe2O3 liquid. 
This method would estimate the properties 
at the point p in Fig. 7 from the proper-
ties of the binary liquids at 50 mol% CaO, 
resulting in negative enthalpy of mixing 
which is intermediate between that of 
the CaO–Al2O3 and CaO–Fe2O3 liquids. 
However, if the enthalpy at the point p is 
estimated by the Kohler model, the en-
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thalpies of the binary melts at higher CaO 
concentrations will be used, which are less 
negative than at 50 mol% CaO. Hence, the 
enthalpy of mixing at the point p will be 
less negative than in the binary liquids at 
the same CaO content, which results in 
the miscibility gap with tie-lines approxi-
mately parallel to the Al2O3–Fe2O3 binary 
as shown in Fig. 7. The application of the 
Muggianu model gives a similar miscibi-
lity gap.
A proper choice of “geometric” models 
is much more important for oxide systems 
than for metal alloys because oxide compo-
nents are more diverse and the deviations 
from ideality in oxide systems can be much 
stronger than in metals as was illustrated 
in Fig. 3.
It should be noted that many other 
“geometric” models are conceivable in ad-
dition to the ones shown in Fig. 5. In ge-
neral, rather than speaking of a model for 
a ternary A–B–C system, we should instead 
define the approximation used for each of 
the three gij functions. For example, gAB can 
be extrapolated into the ternary by four 
models: Kohler, Muggianu, the Toop model 
with component B being asymmetric and 
the Toop model with component A being 
asymmetric. Similarly, the A–C and B–C 
binaries can be approximated in four dif-
ferent ways each. All possible combinations 
of these approximations give 64 possible 
“geometric” ternary models. Equations 
were developed to calculate the thermo-
dynamic properties of a multicomponent 
solution in a rational manner while permit-
ting complete flexibility to choose any of 
the 64 possible geometric models for any 
ternary subsystem [91].
An improved general functional form 
for ternary terms in the excess Gibbs en-
ergy expression was also proposed based 
on the notion that a ternary term repre-
sents the effect of a third component upon 
the energy gij, which made it possible to 
develop an equally general and flexible 
method for extrapolation of ternary terms 
into a multicomponent solution [91].
Fig. 6. Kohler, Kohler/Toop and Muggianu “geometric” models applied for estimating 
thermodynamic properties of a ternary solution that is dilute in component B
Fig. 7. Spurious and incorrect miscibility gap 
in the CaO–Al2O3–Fe2O3 liquid predicted by 
the symmetric Kohler model
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FactSage stands out among the other 
large thermodynamic software and data-
base computer packages due to the com-
plete flexibility of using several geometric 
models in one multicomponent solution 
[91]. For example, many ternary systems 
have already been evaluated/optimized 
with the Muggianu model. If future op-
timizations of other ternary systems are 
performed with the Kohler or Toop mo-
dels, then these can all be immediately 
combined in one large multicomponent 
database. No re-optimization is required. 
Hence, the fact that certain subsystems 
have already been optimized with one 
model does not mean that other models 
cannot be used for other subsystems. These 
general and flexible methods for extrapo-
lation of binary and ternary terms into a 
multicomponent solution can be used in 
FactSage in combination with the random-
mixing Bragg-Williams model, Compound 
Energy Formalism and Modified Quasi-
chemical Formalism.
6. Viscosity of oxide melts and glasses
The ability to predict accurately the vis-
cosities of oxide melts and glasses is impor-
tant in many industrial areas such as iron, 
steel and non-ferrous metal production, 
glassmaking, enamels, coal combustion 
and gasification, waste disposal, geologi-
cal magmas, etc.
The availability of the large multicom-
ponent thermodynamic oxide database 
made it possible to develop a new model 
for the viscosity of liquid slags [65, 92–98]. 
It is distinct from other viscosity models in 
that it directly relates the viscosity to the 
structure of the melt, and the structure, in 
turn, is calculated from the model para-
meters of the thermodynamic database for 
molten oxides.
The model takes into account the fol-
lowing structural features, which have the 
most pronounced effect on the viscosity:
 Ȥ formation of a three-dimensional 
network by network formers such 
as SiO2 and B2O3;
 Ȥ the “Charge Compensation Effect” 
when Al+3 cations assume tetra-
hedral coordination and enter the 
silica network, while the additional 
negative charge resulting from the 
fourth oxygen is compensated by the 
pre sence of a second cation, such as 
Na+1, in the vicinity of Al+3;
 Ȥ formation of large clusters in solu-
tions of alkali oxides with SiO2 or 
B2O3.
For the binary systems SiO2–MeOx and 
B2O3–MeOx, where MeOx is a basic oxide, 
the model requires very few optimized pa-
rameters. This is all the more remarkable 
as the viscosity of silicate slags spans over 
20 orders of magnitude as a function of 
composition. Each ternary system which 
exhibits the “Charge Compensation Ef-
fect” requires 2 temperature-independent 
ternary parameters. The viscosities of all 
other subsystems and higher-order sys-
tems are predicted from these parameters 
within experimental uncertainty without 
additional model parameters. All available 
experimental data have been considered.
So far the model has been applied suc-
cessfully to multicomponent oxide melts 
containing Si, B, Al, Ca, Mg, Na, K, Mn, 
Ni, Fe+2, Fe+3, Pb, Zn, Ti+3, Ti+4 and F. The 
resulting viscosity database is valid for 
temperatures above the liquidus and for 
slightly supercooled liquids.
The viscosity model was further ex-
panded to describe and predict the viscosi-
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ties of glasses [99]. The structure of glasses 
quenched from the molten state is similar 
to that of melts, and is calculated from the 
thermodynamic description of the melt 
given by the Modified Quasichemical For-
malism.
The non-Arrhenian temperature de-
pendence of the viscosity is illustrated 
in Fig. 8 for several compositions in the 
Na2O–SiO2 system. As can be seen from 
the figure, the curves become increasingly 
more concave as the mole fraction of silica 
decreases. This is described by additional 
unary and binary parameters. The second 
viscosity database that applies to the whole 
temperature range from melts to glasses 
has been developed for the Al2O3–B2O3–
CaO–K2O–MgO–Na2O–PbO–SiO2 system. 
This database contains fewer components 
and may be slightly less accurate in the 
melt region than the database mentioned 
above, which was developed only for melts.
The connectivity of the three-dimen-
tional silica network has the most profound 
effect on the viscosity. The composition 
dependence of the viscosity for the K2O–
SiO2 melts and glasses is shown in Fig. 9. 
As K2O is added to silica, it breaks the Si–
O–Si bonds of the silica network, causing 
a drastic decrease in the viscosity.
Fig. 10 shows the maximum on the vis-
cosity curves for melts and glasses caused 
by the “Charge Compensation Effect”. 
Clearly, the maximum amount of Al+3 in 
tetrahedral coordination forms at about 
equal concentrations of Al2O3 and Na2O.
The formation of clusters in the Na2O–
B2O3 melts and glasses is evident from 
Fig. 11. The maximum on the viscosity at 
lower temperatures is caused by the clusters 
forming at the diborate composition, while 
the maximum at high temperatures can be 
attributed to the clusters at the tetraborate 
composition.
7. Applications of the oxide database
The FactSage database for oxide sys-
tems, FToxid, is compatible with the 
other FactSage databases for metal alloys, 
sulfides, salts, etc.
In particular, complex phase and che-
mical equilibria among metal, oxide and 
gas phases can be calculated for applica-
tions in ferrous process metallurgy, such 
as ironmaking, steelmaking and inclusion 
engineering [51, 127, 128]. Thermodyna-
mic calculations were also used to simulate 
Fig. 8. Temperature dependence of the 
viscosity for several compositions in the 
Na2O–SiO2 system: experimental points 
[100–106] and calculated lines
Fig. 9. Viscosity of the K2O–SiO2 melts 
and glasses as a function of composition at 
different temperatures: experimental points 
[101–103, 105, 107–112] and calculated lines
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corrosion of refractories [129–131] and 
treatment of wastes [132].
Non-ferrous pyrometallurgical proces-
ses are characterized by reactions among 
oxide, sulfide, metal and gas phases, inclu-
ding matte–slag equilibria. A few examples 
of the application of computational ther-
modynamics to non-ferrous pyrometallur-
gy can be found in references [9, 51, 133].
Numerous examples of applications 
of the oxide database in metallurgy, coal 
and biomass gasification, development of 
ceramic materials, cement and concrete, 
etc. can be found in the Posters and Pub-
lications section on the FactSage website 
www.factsage.com. Almost every issue of 
Metallurgical and Materials Transactions 
B contains several articles on applications 
in ferrous and non-ferrous metallurgy. The 
SGTE Casebook [134] illustrates, through 
many examples, how thermodynamic cal-
culations can be used as a basic tool in the 
development and optimization of materials 
and processes of many different types.
In general, the oxide database is indis-
pensable for understanding and visuali-
zing phase equilibria and phase diagrams in 
multicomponent systems. For binary and 
ternary systems, this can be done, at least 
qualitatively, just from a sufficient amount 
of experimental data, but for quaternary 
and higher-order systems, computational 
thermodynamics has no alternative. The 
Gibbs energy minimization software can 
access the database and, for a given set of 
conditions (e.g. T, P, composition), can 
calculate the compositions and amounts 
of all phases at equilibrium. By calculating 
the equilibrium state as the conditions are 
varied systematically, the software gene-
rates any desired phase diagram section of a 
multicomponent system. The computer cal-
culation of phase diagrams presents many 
advantages. For example, metastable phase 
boundaries can be readily calculated by 
simply removing one or more stable phases 
from the calculation. Other software can 
follow the course of equilibrium cooling 
or of nonequilibrium “Scheil–Gulliver 
cooling”. The relationship between phase 
diagrams and thermodynamics, different 
types and topology of phase diagrams are 
discussed in more detail by Pelton [135].
The applications are not limited to 
calculations of phase and chemical equi-
libria. For example, one can calculate the 
composition of the MgO–Al2O3–CaO–
PbO–ZnO–SiO2 oxide system while fixing, 
within a given tolerance, the liquidus tem-
perature and the mass fraction of solid 
Fig. 10. Viscosity of the Na2O–Al2O3–
SiO2 melts and glasses at 50 mol% SiO2: 
experimental points [113–115]  
and calculated lines
Fig. 11. Viscosity of the Na2O–B2O3 melts 
and glasses as a function of composition at 
various temperatures: experimental points 
[116–126] and calculated lines
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phases 100 ºC below the liquidus tempera-
ture [5]. This is done using the FactOptimal 
module [136, 137] that computes optimal 
conditions for material and process design 
by coupling FactSage with the Mesh Adap-
tive Direct Search (MADS) algorithm for 
nonlinear optimization [138]. FactOptimal 
minimizes and/or maximizes a set of two 
functions, f1 and f2, subject to several con-
straints, where
 Ȥ the functions fi (e.g. T, P, V, heat, 
mass, density, conductivity, etc.) are 
calculated by FactSage or computed 
from the formula provided by the 
user
 Ȥ the functions may be non-smooth 
(e.g. liquidus temperature)
 Ȥ the estimation of derivatives may be 
problematic
 Ȥ the evaluations of fi may be time-
consuming
 Ȥ the function calculation may fail un-
expectedly at some points
 Ȥ the constraints may be non-linear, 
non-smooth or Boolean
The FToxid thermodynamic database 
can also be used in combination with 
ChemApp [139] to include robust thermo-
dynamics in process simulation software or 
Integrated Computational Materials En-
gineering (ICME) approaches. ChemApp 
is a programmer’s library consisting of a 
comprehensive set of subroutines, which 
permit the calculation of complex, multi-
component, multiphase chemical equilibria 
and their associated extensive property ba-
lances. ChemApp is available as an object 
code for a wide range of platforms and as 
a Dynamic Link Library (DLL). ChemApp 
can be linked to third-party process simu-
lation packages for modeling new or opti-
mizing existing processes, for example, to 
commercial Computational Fluid Dyna-
mics programs such as Phoenics and CFX®, 
or to general simulation programs, inclu-
ding Aspen Plus®, or to user’s own process 
simulation software.
8. Conclusions
Physicochemical modeling is gradually 
replacing the “trial-and error” approach to 
designing or improving new materials or 
industrial processes. With far fewer experi-
mental measurements required to com-
pletely characterize the chemical system for 
a particular application, thermodynamic 
calculations allow considerable time and 
costs savings.
Comprehensive thermodynamic and 
viscosity databases have been developed 
for oxide systems. The databases rely 
upon state-of-the-art thermodynamic 
and viscosity models, critical evaluation 
of all available structural, thermodynamic, 
phase equilibria and viscosity data, which 
are generally reproduced within the ex-
perimental error limits by optimization 
of model parameters. The models permit 
extrapolation into regions of temperature 
and composition where data are unavai-
lable. These techniques have been applied 
systematically to the evaluation of hun-
dreds of oxide systems. In this way, the 
vast amount of thermodynamic and vis-
cosity data amassed over the past decades 
by generations of researchers and spread 
among tens of thousands of publications 
is being critically evaluated and correlated, 
extended to the prediction of properties 
of multicomponent solutions, and made 
readily available to the industrial and aca-
demic communities.
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