The exponential distribution is applied in a very wide variety of statistical procedures.
Let X 1 , X 2 , ..... be a sequence of independent and identically distributed random variables having the same distribution. An observation X j will be called an upper record value if exceeds in value all of the preceding observations, i.e., if X j > X i , for every i < j. The sequence of record times is defined as follows: T 1 = 1 with probability 1 and, T n = min{j : X j > X T n−1 } for n ≥ 2. A sequence of upper record values is defined by X U (n) = X Tn , n = 1, 2, . . . . For details on record values and other interesting topics related to records see Ahsanullah (1995) and Arnold et al. (1998) .
In this paper the estimation of the scale parameter in two exponential distributions based on record values is studied. When two record samples from exponential distributions are available, the question of whether to pool or not to pool these two record samples is often determined via a preliminary test. If the test is not statistically significant, the pooled estimator is used; otherwise, the likelihood estimator is used. The optimum level of statistical significance for the usual preliminary test estimator are obtained in Section 2 by using the minimax regret criterion.
A shrinkage estimator is also considered. The optimum values of shrinkage coefficients for the shrinkage estimator are obtained in Section 3. The proposed estimators are illustrated using an example, .and are compared using simulation in Section 4.
Preliminary test estimation
Let X 1 , X 2 , . . . and Y 1 , Y 2 , . . . be sequences of independent and identically distributed random variables from two exponential models with the following probability density function:
Also, suppose that we observe n 1 and n 2 upper record values from these two sequences as
). Therefore, the maximum likelihood estimations (MLE) of θ 1 and θ 2 arê
has the chi-square distribution with 2n i , i = 1, 2 degrees of freedom.
Assume that a prior information about the scale parameters is θ 1 = θ 2 . Then, the pooled estimator for θ 1 (and θ 2 ) isθ
To incorporate the prior information into the statistical procedure, a null hypothesis regarding the information is usually formulated and tested (see Bancroft, 1944; Bancroft and Han, 1977) .
the proof is completed.
Remark 2.1. Under the weighted square error loss function
Notice that the risk function depends on α through c 1 and c 2 . If δ → 0 or ∞ then R α (δ) converges to R 1 (δ) which is the risk forθ 1 . The general shapes of R α (δ) for fixed values of n 1 , n 2 and some α are shown in Figure 1 . Consider δ 1 and δ 2 are intersections of R 0 (δ) = (n 1 + n 2 δ 2 + n 2 2 δ 2 + n 2 2 − 2n 2 2 δ)/(n 1 + n 2 ) 2 and R 1 (δ) = 1/n 1 . Therefore, an optimal value of α is α = 1 if δ ≤ δ 1 or δ ≥ δ 2 ; it is α = 0, otherwise. Since δ is unknown, we try to find an optimum values α = α * which gives a reasonable risk for all values of δ. The regret function is defined as
where inf α R α (δ) = R 0 (δ) for δ 1 < δ < δ 2 , and inf α R α (δ) = R 1 (δ), otherwise. 
Figure 1: The risk function for some α with n 1 = 5 and n 2 = 6.
Minimizing the maximum risk sometimes leads to unreasonable or trivial results, especially in prediction problems (see Hodges and Lehmann, 1950) . In such a situation, we are often able to arrive at reasonable results by minimizing the maximum regret instead of the maximum risk. The minimax regret criterion determines α * such that
for every significance level α = α * . For δ ≤ δ 2 , Reg(δ, α) takes a maximum value at δ L based on Figure 1 . Also, for δ > δ 2 , Reg(δ, α) takes a maximum value at δ U . Thus the minimax regret criterion determines α * such that Reg(δ L , α * ) = Reg(δ U , α * ). We found numerically the optimum significance level α * for some n 1 and n 2 . The results are given in Table 1 .
Shrinkage estimator
The shrinkage estimators have been discussed by a number of others, for details see Lehmann and Casella (1998) , Prakash and Singh (2006 , 2008 , 2009 ). The preliminary test estimator given in Section Among various kinds of shrinkage estimators proposed so far, Jani (1991) and Kourouklis (1994) have suggested shrinkage estimators for the scale parameter in one and two-parameter exponential distributions. In this section, we study the preliminary test shrinkage estimatorθ S following the same estimation procedure by Inada (1984) :
If K = 1,θ S reduce toθ pt . The shrinkage coefficient K is not defined explicitly as a function of the test statistic. The weighting function approach is intuitively appearing, but the mean square error of the resulting estimator usually cannot be derive unless the weighting function is in some simple form. Note thatθ pt approaches θ 0 as α → 0 and it approachesθ M l as α → 1, howeverθ S approachesθ pt as K → 1 and it approachesθ M l as K → 0. Unfortunately, different value of significance level (α) or different value of shrinkage coefficient (K) induces a different estimator. the choice of these values depends on the decision criterion.
Lemma 3.1. For the shrinkage estimator of θ 1 in (3.1), we have i)
Proof. The straightforward evaluation leads to
the proof is completed. 
The regret function is defined as 
Figure 2: The risk function for some K with n 1 = 5 and n 2 = 6.
Since R α (δ, K) has quadratic form w.r.t K, so it has minimum in the interval [0, 1] . Let
After rather extensive numerical investigation the values K which attain the inf K sup δ Reg(δ, K, α) are obtained. We plot the risk function for n 1 = 5, n 2 = 6, α = 0.16, for K = 0, 1, 0.21 in Figure 2 . Let δ 1 and δ 2 be intersections of R α (δ, 0) and
takes a maximum value at δ L . For δ > δ 2 , Reg(δ, K, α) takes a maximum value at δ U . The reasonable estimator is obtained when these two maximum values are equal. Thus the minimax regret criterion determines K * such that:
To find the optimal value of K, two cases are considered for α:
Case I: Let α = 0.16, that is the AIC optimal level of significance (see Inada, 1984) , which is independent of n. Table 2 presents the values of K * for some n 1 and n 2 .
Case II: Let α = α * equal the significance level of pre-test. Table 3 presents the values of K * in this case for some n 1 and n 2 .
Remark 3.2. For the general case, if we observe upper record values X U (1) , . . . , X U (n 1 ) and
from location-scale exponential distribution with the following probability den- Table 3 : Optimal value K for some n 1 and n 2 with optimal α = α * .
n 1 = 2 n 1 = 3 n 1 = 4 n 1 = 5 n 1 = 7 n 1 = 10 
the MLE's of θ 1 and θ 2 arê 
Numerical study
In this section, we first illustrate the proposed estimators using an example. Then, these estimators are compared using simulation.
An example
The following the simulated record values are given by Baklizi (2013) . The first record values which are generated from location-scale exponential distribution with θ 1 = 1 and η 1 = 3 are 3. 105, 6.158, 6.296, 6.824, 7.282, 10.200, 10.240, and 11.669 , and first record values which are generated from location-scale exponential distribution with θ 2 = 1 and η 2 = 1 are 1. 177, 2.430, 4.090, 4.349, 4.624, 5.655, 6 .021, and 6.987.
The MLE's of θ 1 and θ 2 areθ 1 = 1.0705 andθ 2 = 0.7262. Since the hypothesis H 0 :
is not rejected the preliminary test and optimal shrinkage estimations areθ pt = 0.8984, and θ S = 1.0292, respectively. It can be seen that the optimal shrinkage estimation is very close to the true value θ 1 = 1.
Simulation
We performed a simulation to compare the ML, preliminary test, and shrinkage estimators with 10000 repetition. First, a random sample with size n 1 is generated from an exponential distribution with scale parameter θ 1 = 1. Then, a random sample with size n 2 is generated from an exponential distribution with scale parameter θ 2 . We consider some values between 0.1 and 3.0 for θ 2 . The estimators are calculated and their biases are obtained. Also, the efficiency of preliminary test, and shrinkage estimators with respect to MLE are computed (Here, the efficiency is ratio of MSEs). The results for α = 0.16 are given in Tables 4, and for the optimal α and K (proposed in Table 3 ) are given in Table 5 .
It can be concluded that i. When θ 1 and θ 2 are very close, the preliminary test estimator is better than the shrinkage estimator. Also, the shrinkage estimator is better than the MLE. Therefore, the two proposed estimators are better that MLE when a prior information about the scale parameters is θ 1 = θ 2 .
ii. When θ 1 and θ 2 are not close, the MLE are better than the shrinkage estimator. Also, the shrinkage estimator is better than the preliminary test estimator.
