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A FREE BOUNDARY PROBLEM FOR SPREADING
UNDER SHIFTING CLIMATE§
YUANYANG HU1, XINAN HAO2, XIANFA SONG3 AND YIHONG DU4
Abstract. In this paper we consider a free boundary problem which models the spreading of
an invasive species whose spreading is enhanced by the changing climate. We assume that the
climate is shifting with speed c and obtain a complete classification of the long-time dynamical
behaviour of the species. The model is similar to that in [9] with a slight refinement in the
free boundary condition. While [9], like many works in the literature, investigates the case that
unfavourable environment is shifting into the favourable habitat of the concerned species, here
we examine the situation that the unfavourable habitat of an invasive species is replaced by a
favourable environment with a shifting speed c. We show that a spreading-vanishing dichotomy
holds, and there exists a critical speed c0 such that when spreading happens in the case c < c0,
the spreading profile is determined by a semi-wave with forced speed c, but when c ≥ c0, the
spreading profile is determined by the usual semi-wave with speed c0.
1. Introduction
It is widely accepted that climate change has profound impacts on the survival and spreading
of ecological species. In recent years, increasing efforts have been devoted to the development
and analysis of mathematical models addressing such impacts; see, for example, [1, 2, 9, 10, 13,
14, 15, 16, 17, 18, 19] and the references therein.
Most of these models focus on the situation that climate change causes the living environment
of the concerned species changing from favourable to unfavourable, and hence endangers the
survival of the species. In the case that unfavourable environment shifts into the favourable
habitat of the concerned species with speed c, a basic feature of the existing models is that there
exists a critical speed c0 determined by the favourable environment and the concerned species,
such that if c > c0, then the species will vanish eventually, and if c < c0, then the species may
survive over a moving band of the environment.
However, some species may benefit from the climate change ([11]), that is, their living envi-
ronment is improved by the climate change. Understanding this kind of effect of climate change
is particularly relevant in invasion ecology, as some invasive species may take advantage of the
climate change to enhance their invasion. In this paper we consider such a situation based on
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the model of [9], which has the following form:
(1.1)

ut = duxx +A(x− ct)u− bu2, t > 0, 0 < x < h(t),
ux(0, t) = u(h(t), t) = 0, t > 0,
h′(t) = −µux(h(t), t), t > 0,
h(0) = h0, u(x, 0) = u0(x), 0 ≤ x ≤ h0.
Here u(x, t) stands for the population density of the concerned species, whose range is the
changing interval [0, h(t)]; h0, µ, b, c, d are positive constants; and the initial function u0(x)
satisfies
(1.2) u0 ∈ C2([0, h0]), u′0(0) = u0(h0) = 0, u′0(h0) < 0 and u0 > 0 in [0, h0).
So in this model, the range of the species is the varying interval [0, h(t)], and the species can
invade the environment from the right end of the range (x = h(t)), with speed proportional
to the population gradient ux there, while at the fixed boundary x = 0, a no-flux boundary
condition is assumed. A deduction of the free boundary condition h′(t) = −µux(t, h(t)) from
ecological considerations can be found in [3].
The function A(x − ct) represents the assumption that the environment is changing at a
constant speed c > 0 in the increasing direction of x. We assume that A(ξ) is a Liptschitz
continuous function on R1 satisfying
(1.3) A(ξ) =
{
a, ξ ≤ 0,
a0, ξ ≥ l0,
and A(ξ) is strictly monotone over [0, l0]. Here l0, a0 and a are constants, with l0 > 0. In
[9], it is assumed (essentially) that a < 0 < a0, representing the situation that unfavourable
environment is shifting into the favourable habitat of the species with speed c. In this paper,
we assume instead that
a > 0 > a0,
and therefore, the environment is changing from unfavourable to favourable at speed c. More-
over, taking into account that the expanding rate of the population range at its spreading
front x = h(t) will most likely vary when the environment changes, we modify (1.1) slightly by
changing the free boundary condition h′(t) = −µux(h(t), t) to
h′(t) = −µ(A(x− ct))ux(x, t)|x=h(t),
where the function µ(ζ) (ζ ∈ [a0, a]) is assumed to be continuous and increasing over [a0, a],
with
0 < µ(a0) ≤ µ(a).
Thus our revised model in this paper has the following form:
(1.4)

ut = duxx +A(x− ct)u− bu2, t > 0, 0 < x < h(t),
ux(0, t) = u(h(t), t) = 0, t > 0,
h′(t) = −µ(A(h(t)− ct))ux(h(t), t), t > 0,
h(0) = h0, u(x, 0) = u0(x), 0 ≤ x ≤ h0.
The case that A(x − ct) and µ(A(h(t) − ct)) in (1.4) are replaced by positive constants a
and µ(a) respectively, which depicts the spreading of the species in a favourable homogeneous
environment, was first studied in [4]. When spreading happens, it follows from [3, 4, 7] that for
µ = µ(a) > 0, there exists a unique c0 ∈ (0, 2
√
ad) such that
lim
t→∞
[h(t) − c0t] = K
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for some constant K, and
lim
t→∞
[
sup
x∈[0,h(t)]
|u(x, t)− qc0(x− h(t))|
]
= 0,
where q = qc0(x) is the unique positive solution of{
dq′′ + c0q
′ + aq − bq2 = 0, x ∈ (−∞, 0),
q(0) = 0, −µ(a)q′(0) = c0.
We note that qc0 is usually called a semi-wave with speed c0, and it has the following properties:
qc0(−∞) =
a
b
, q′c0(x) < 0 for x ≤ 0.
In order to state our main theorems, apart from the above defined c0 and qc0 , we also need
the following result on an auxiliary elliptic problem, which supplies a semi-wave to (1.4) with
speed c.
Proposition 1.1. Suppose that 0 < c ≤ c0. Then we have the following conclusions:
(i) For any L ≥ 0, the problem
(1.5)
{ −dv′′ − cv′ = A(x)v − bv2, −∞ < x < L,
v(L) = 0
has a unique positive solution vL(x). Moreover, it satisfies vL(−∞) = ab and v′L(x) < 0 for
x ≤ L.
(ii) The mapping L 7→ v′L(L) is strictly increasing for L ∈ [0,+∞).
(iii) There exists a unique L0 ≥ 0 such that −µ(A(L0))v′L0(L0) = c. Moreover, L0 = 0 if and
only if c = c0, and in such a case, we have vL0 = v0 ≡ qc0.
We are now ready to describe the main results of this paper, which completely determine the
long-time dynamical behaviour of the unique solution (u, h) of (1.4).
Theorem 1.2. Assume that 0 < c < c0. Then one of the following must occur:
(i) Vanishing: lim
t→∞
h(t) = h∞ <∞ and
lim
t→∞
‖u(·, t)‖C([0,h(t)]) = 0.
(ii) Spreading with forced speed: lim
t→∞
[h(t)− ct] = L0, and
lim
t→+∞
‖u(·, t) − vL0(·+ L0 − h(t))‖L∞([0,h(t)]) = 0,
where L0 > 0 and vL0(x) are given in Proposition 1.1.
Theorem 1.3. Suppose that c = c0. Then one of the following must happen:
(i) Vanishing: lim
t→∞
h(t) = h∞ <∞ and
lim
t→∞
‖u(·, t)‖C([0,h(t)]) = 0.
(ii) Spreading: There exists a constant C˜ ≤ 0 such that
lim
t→∞
[h(t)− c0t] = C˜,
and
lim
t→+∞
‖u(·, t) − qc0(· − h(t))‖L∞([0,h(t)]) = 0.
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Theorem 1.4. Assume that c > c0. Then either
(i) Vanishing: lim
t→∞
h(t) = h∞ <∞ and
lim
t→∞
‖u(·, t)‖C([0,h(t)]) = 0,
or
(ii) Spreading: There exists Cˇ ∈ R1 such that
lim
t→∞
[h(t)− c0t] = Cˇ,
and
lim
t→+∞
‖u(·, t) − qc0(· − h(t))‖L∞([0,h(t)]) = 0.
Theorem 1.5. Suppose c > 0. If h0 ≥ π2
√
d
a
, then vanishing cannot happen and hence spreading
always happens. If h0 <
π
2
√
d
a
and u0 = σφ for some φ satisfying (1.2), then there exists
σ0 = σ0(h0, φ, c) ∈ (0,+∞] such that vanishing happens if and only if 0 < σ ≤ σ0.
Remark 1.6. Whether σ0(h0, φ, c) = +∞ can actually happen is an open problem. Some
partial answers to this question can be found in [12], where certain sufficient conditions for
σ0(h0, φ, c) < +∞ are given. For nonlinearities other than the logistic type used in (1.4), an
example for σ0(h0, φ, c) = +∞ can be found in [5].
The rest of the paper is organized as follows. In section 2, we collect some basic results on
(1.4), which can be proved by similar arguments to those in the existing literature, and we also
give the proof of Proposition 1.1, which gives the semi-wave with forced speed c, and plays a key
role in the long-time behaviour of (1.4) for the case c < c0. Sections 3, 4, 5 and 6 are devoted
to the proofs of Theorems 1.2, 1.3, 1.4 and 1.5, respectively.
2. Some basic results
2.1. Existence and uniqueness. The following local existence and uniqueness result can be
proved as in [4] (see [20] for some corrections).
Theorem 2.1. For any given u0 satisfying (1.2) and any α ∈ (0, 1), there is a T > 0 such that
problem (1.4) admits a unique solution
(u, h) ∈ C1+α, 1+α2 (DT )×C1+
α
2 ([0, T ]);
furthermore,
‖u‖
C1+α,
1+α
2 (DT )
+ ‖h‖
C1+
α
2 ([0,T ])
≤ C0,
where DT = {(x, t) ∈ R2 : x ∈ [0, h(t)], t ∈ [0, T ]}, C0 and T only depend on h0, α and
‖u0‖C2([0,h0]).
To prove that the local solution acquired in Theorem 2.1 can be extended to all t > 0, we
need the following estimates.
Lemma 2.2. Let (u, h) be a solution to problem (1.4) defined for t ∈ (0, T0) for some T0 ∈
(0,+∞]. Then there exist constants C1 and C2 independent of T0 such that
0 < u(x, t) ≤ C1, 0 < h′(t) ≤ C2 for 0 ≤ x < h(t) and t ∈ (0, T0).
The proof of Lemma 2.2 is similar to the corresponding result in [4]. It follows from h′(t) > 0
that h∞ := lim
t→+∞
h(t) ∈ (h0,+∞] is well defined.
Combining Theorem 2.1 with Lemma 2.2, as in [4], we obtain the following global existence
result.
Theorem 2.3. The solution of problem (1.4) is defined for all t ∈ (0,∞).
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2.2. Comparison principle. We give a comparison principle for the free boundary problem,
which can be proved similarly as Lemma 3.5 in [4].
Theorem 2.4. Suppose that T ∈ (0,+∞), h ∈ C1([0, T ]), u ∈ C(D∗T ) ∩ C2,1(D∗T ) with D∗T =
{(x, t) ∈ R2 : 0 < x < h(t), 0 < t ≤ T}, and
ut ≥ duxx +A(x− ct)u− bu2, 0 < t ≤ T, 0 < x < h(t),
ux(0, t) ≤ 0, u(h(t), t) = 0, 0 < t ≤ T,
h
′
(t) ≥ −µ(A(h(t)− ct))ux(h(t), t), 0 < t ≤ T.
If
h(0) ≤ h0 and u0(x) ≤ u(x, 0) in [0, h0],
then the solution (u, h) of the problem (1.4) satisfies
h(t) ≤ h(t) in (0, T ], u(x, t) ≤ u(x, t) for x ∈ (0, h(t)) and t ∈ (0, T ].
Remark 2.5. (u, h) is called a supersolution (or an upper solution) to problem (1.4). A sub-
solution (or a lower solution) can be defined analogously by reserving all the inequalities, and
a similar comparison principle holds. Theorem 2.4 has a few obvious variations with similar
proofs, which may also be used in the paper.
2.3. The case of vanishing.
Theorem 2.6. Suppose that c > 0. If h∞ < +∞, then
lim
t→+∞
‖u(·, t)‖C([0,h(t)]) = 0.
Proof. Due to h∞ < +∞, there exists Tˆ > 0 such that h(t) < ct for t > Tˆ . Therefore, for t > Tˆ ,
A(x− ct) = a for x ∈ [0, h(t)], and µ(A(h(t) − ct)) = µ(a).
By the argument in Lemma 3.1 of [4], we deduce that
lim
t→+∞
‖u(·, t)‖C([0,h(t)]) = 0.

2.4. Proof of Proposition 1.1. Define
v(x) =
{
qc0(x), −∞ < x < 0,
0, 0 ≤ x ≤ L.
Due to 0 < c ≤ c0 and q′c0(x) < 0 for x ≤ 0, it is easily checked that v is a lower solution
of problem (1.5). Clearly, a
b
is an upper solution. By the standard upper and lower solutions
argument over an unbounded domain, problem (1.5) admits at least one solution vL(x) satisfying
v(x) ≤ vL(x) ≤ a
b
in (−∞, L].
For any nontrivial nonnegative solution V (x) of problem (1.5), it follows from the strong maxi-
mum principle and Serrin’s sweeping argument that 0 < V (x) < a
b
for x ∈ (−∞, L).
We claim that any positive solution V of (1.5) satisfies V (−∞) = a
b
. Indeed,
−dV ′′ − cV ′ = A(x)V − bV 2 = aV − bV 2 > 0 for x < 0,
and hence
(e
c
d
xV ′)′ =
1
d
e
c
d
x(dV ′′ + cV ′) < 0 for x < 0.
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It follows that e
c
d
xV ′(x) is decreasing in (−∞, 0]. Since V is bounded, there exists a sequence
{xn} such that lim
n→+∞
xn = −∞ and lim
n→+∞
V ′(xn) = 0. Thus,
e
c
d
xV ′(x) < lim
n→+∞
e
c
d
xnV ′(xn) = 0 for x ∈ (−∞, 0).
Hence V (x) is decreasing in (−∞, 0] and m = lim
x→−∞
V (x) exists. Applying (1.5), we easily
obtain m = a
b
.
We now prove the uniqueness. Assume that v1, v2 are two positive solutions of problem (1.5).
For any ǫ > 0, let Ui := (1 + ǫ)vi, i = 1, 2; then it is evident that
−dU ′′i − cU ′i −A(x)Ui + bU2i > 0 in (−∞, L).
Since lim
x→−∞
Ui(x) = (1 + ǫ)
a
b
and lim
x→−∞
vi(x) =
a
b
, i = 1, 2, there exists l1 > 0 large such that
U1(−l) > v2(−l), U2(−l) > v1(−l), l ≥ l1.
It follows from Lemma 2.1 of [6] that
(1 + ǫ)v1(x) ≥ v2(x), (1 + ǫ)v2(x) ≥ v1(x) for − l < x ≤ L, l ≥ l1.
Therefore
(1 + ǫ)v1(x) ≥ v2(x), (1 + ǫ)v2(x) ≥ v1(x) for all x ≤ L.
Letting ǫ → 0, we deduce that v1 = v2. This implies that vL(x) is the unique positive solution
of problem (1.5).
We next prove conclusion (ii). It suffices to prove that
v′
L¯1
(L¯1) < v
′
L¯2
(L¯2) for 0 ≤ L¯1 < L¯2.
Define v2(x) := vL¯2(x+ L¯2 − L¯1); then v2 satisfies{ −dv′′2 − cv′2 = A(x+ L¯2 − L¯1)v2 − bv22 , −∞ < x < L¯1,
v2(−∞) = ab , v2(L¯1) = 0.
Due to A(x+ L¯2 − L¯1) ≤ A(x), by Lemma 2.1 of [6], we obtain
vL¯1(x) ≥ v2(x), x ∈ (−∞, L¯1].
Then using strong maximum principle and the Hopf lemma, we conclude that v′
L¯1
(L¯1) <
v′2(L¯1) = v
′
L¯2
(L¯2).
Next, we show that lim
L→+∞
v′L(L) = 0. Define φL(x) := vL(x+ L), then{ −dφ′′L − cφ′L = A(x+ L)φL − bφ2L, x < 0,
φL(−∞) = ab , φL(0) = 0.
Let {Ln} be an increasing sequence that converges to +∞ and wˆn(x) := φLn(x). Applying the
comparison principle (see [6]), we obtain
wˆn+1(x) ≤ wˆn(x) for x ≤ 0.
Owing to 0 ≤ wˆn(x) ≤ ab , φ∞(x) := limn→+∞ wˆn(x) is well-defined on (−∞, 0]. By L
p theory,
Sobolev embeddings, there exists a subsequence of {wˆn} denoted still by {wˆn} such that wˆn(x)→
φ∞(x) in C
1+α
loc ((−∞, 0]) for some α ∈ (0, 1), and that φ∞(x) satisfies{ −dφ′′∞ − cφ′∞ = a0φ∞ − bφ2∞, φ∞ ≥ 0 for x < 0,
φ∞(0) = 0.
We claim that φ∞(x) → 0 as x → −∞. By standard regularity consideration, φ∞ ∈
C2((−∞, 0]) and
dφ′′∞ + cφ
′
∞ ≥ bφ2∞ for x < 0.
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Then
(e
c
d
xφ′∞)
′ ≥ b
d
e
c
d
xφ2∞ ≥ 0 for x < 0.
From this, e
c
d
xφ′∞(x) is nondecreasing in (−∞, 0]. As φ∞ is bounded, we can find a sequence
{yn} such that
yn → −∞, φ′∞(yn)→ 0 as n→ +∞.
Therefore
e
c
d
xφ′∞(x) ≥ lim
n→+∞
e
c
d
ynφ′∞(yn) = 0 for every x ∈ (−∞, 0).
Hence, we obtain φ′∞(x) ≥ 0 in (−∞, 0), i.e. φ∞(x) is a nondecreasing nonnegative function in
(−∞, 0]. In view of φ∞(0) = 0, we see that φ∞(x) ≡ 0 for x ∈ (−∞, 0], and hence
v′L(L)→ 0 as L→ +∞,
(2.1) − µ(A(L))v′L(L)→ 0 as L→ +∞.
Thanks to 0 < c ≤ c0 and q′c0(x) < 0 for x ∈ (−∞, 0], we have
−dq′′c0 − cq′c0 ≤ −dq′′c0 − c0q′c0 = aqc0 − bq2c0 .
Since
−dv′′0 − cv′0 = av0 − bv20 for x ∈ (−∞, 0),
v0(−∞) = qc0(−∞) = ab and v0(0) = qc0(0) = 0, it follows from the comparison principle and
the Hopf boundary lemma that either v0 ≡ qc0 , which is possible only if c = c0, or c < c0 and
v′0(0) < q
′
c0
(0) = − c0
µ(a)
= − c0
µ(A(0))
,
thereby
(2.2) − µ(A(0))v′0(0) > c0.
By (2.1) and (2.2), the continuous dependence of µ(A(L))v′L(L) on L and the monotonicity of
µ(A(L))v′L(L) in L, there exists a unique L0 ∈ (0,+∞) such that
−µ(A(L0))v′L0(L0) = c.
This completes the proof.
Remark 2.7. If L < 0, then due to A(x) ≡ a for x ≤ 0, it is easily seen that in this case the
unique positive solution of (1.5) is given by vL(x) ≡ v0(x−L). In particular, when c = c0, then
vL(x) ≡ qc0(x− L) for L < 0.
3. Proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. Clearly the vanishing case (i) follows
directly from Theorem 2.6. So we only need to consider the spreading case (ii). Accordingly,
unless otherwise specified, we always assume 0 < c < c0 and h∞ = +∞ in the rest of this
section. Since the proof is quite long, for clarity, we carry it out in two subsections.
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3.1. Behaviour of h(t). In this subsection, we completely determine the long-time behaviour
of h(t).
Lemma 3.1. For any given L1 > L0 and l > 0, the problem
(3.1)
{ −dψ′′ − cψ′ = A(x)ψ − bψ2, −l < x < L1,
ψ(−l) =M, ψ(L1) = 0
has a unique positive solution ψ−l,L1(x), where M = max{ab , ‖u0‖∞}. Moreover, when l is large
enough,
−µ(A(L1))ψ′−l,L1(L1) < c.
Proof. It is easy to check that M is a supersolution of problem (3.1), and vL1 is a subsolution
of problem (3.1). It now follows from the supersolution and subsolution argument, and the
comparison principle for logistic equations (see [6]) that problem (3.1) admits a unique positive
solution ψ−l,L1(x) satisfying vL1(x) ≤ ψ−l,L1(x) ≤M for x ∈ [−l, L1].
Let {ln} be an arbitrary increasing sequence satisfying ln → +∞ and l1 > 0. By standard Lp
estimates, the Sobolev embedding theorem, and a diagonal process, we can find a subsequence
of {ψ−ln,L1}, for simplicity, still represented by itself, such that
ψ−ln,L1(x)→ v˜L1(x) in C1+αloc ((−∞, L]) as n→ +∞,
where α ∈ (0, 1). It is clear that v˜L1(x) satisfies{ −dv˜′′L1 − cv˜′L1 = A(x)v˜L1 − bv˜2L1 , −∞ < x < L1,
v˜L1(L1) = 0.
By Proposition 1.1, we see that
v˜L1(x) ≡ vL1(x) for −∞ < x < L1.
Therefore,
(3.2) ψ−l,L1(x)→ vL1(x) in C1+αloc ((−∞, L1]) as l→ +∞.
Since L1 > L0, we have
−µ(A(L1))v′L1(L1) < −µ(A(L0))v′L0(L0) = c.
Combining this with (3.2), we conclude that for all sufficiently large l,
−µ(A(L1))ψ′−l,L1(L1) < c.
The proof of this lemma is complete. 
Lemma 3.2. lim sup
t→+∞
[h(t)− ct] < +∞.
Proof. According to Lemma 3.1, for L1 > L0, we can choose a large constant l
0 > 0 such that
−µ(A(L1))ψ′−l0,L1(L1) < c.
Since ψ−l0,L1(x) achieves its maximum M at x = −l0, we have ψ′−l0,L1(−l0) ≤ 0. Choose
r > h0 + l
0, and define
η(t) := ct+ L1 + r, v¯(x) :=
{
M, x ∈ (−∞,−l0),
ψ−l0,L1(x), x ∈ [−l0, L1],
and
u¯(x, t) := v¯(x− ct− r).
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Then it is easy to check that for t > 0 and x ∈ [0, η(t)], in the weak sense,
u¯t − du¯xx ≥ A(x− ct− r)u¯− bu¯2
≥ A(x− ct)u¯− bu¯2,
u¯(η(t), t) = v¯(L1) = 0,
−µ(A(η(t)− ct))u¯x(η(t), t) = −µ(A(L1 + r))ψ′−l0,L1(L1)
≤ −µ(A(L1))ψ′−l0,L1(L1) < c = η′(t),
u¯x(0, t) = v¯
′(−ct− r) = 0,
and
u0(x) ≤M = u¯(x, 0) for x ∈ [0, h0].
On account of the comparison principle, we have
(3.3) h(t) ≤ η(t) = ct+ L1 + r for t > 0,
u(x, t) ≤ u¯(x, t) for t > 0 and 0 < x < h(t).
From (3.3), we obtain lim sup
t→+∞
[h(t)− ct] < +∞. 
Lemma 3.3. lim inf
t→+∞
[h(t) − ct] > −∞.
Proof. Since 0 < c < c0 < 2
√
ad, for large l > 0, the problem{ −dU ′′ − cU ′ = aU − bU2, −l < x < 0,
U(−l) = U(0) = 0
admits a unique positive solution Ul (see the proof of Proposition 2.1 in [3]). For any given
L > 0, let
v(x) =
{
Ul(x), x ∈ [−l, 0],
0, x ∈ (0, L].
Then it is easily seen that v(x) is a subsolution and M is a supersolution of the problem
(3.4)
{ −dw′′ − cw′ = A(x)w − bw2, −l < x < L,
w(−l) = w(L) = 0.
Thus, on account of supersolution and subsolution argument, and the comparison principle for
logistic equations (see [6]), problem (3.4) has a unique positive solution w−l,L(x).
Now, we choose L2 satisfying 0 < L2 < L0. Let {ln} be an arbitrary sequence satisfying
ln → +∞. Similar to the discussion in the proof of Lemma 3.1, we can find a subsequence of
{w−ln,L2}, represented still by {w−ln,L2} for the sake of convenience, such that
w−ln,L2(x)→ vL2(x) in C1+αloc ((−∞, L2]) as n→ +∞, where α ∈ (0, 1).
It follows that
w−l,L2(x)→ vL2(x) in C1+αloc ((−∞, L2]) as l → +∞.
Due to −µ(A(L2))v′L2(L2) > −µ(A(L0))v′L0(L0) = c, we have
−µ(A(L2))w′−l′,L2(L2) > c
for all sufficiently large l′. By the strong maximum principle, there exists ǫ > 0 such that
w−l′,L2(x) ≤
a
b
− ǫ, x ∈ [−l′, L2].
Set
B(t) := min
t∈[0,+∞)
{h(t), ct};
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due to h∞ = +∞, lim
t→+∞
B(t) = +∞. Since x − ct ≤ B(t) − ct ≤ 0 for x ∈ [0, B(t)] and
t > 0, A(x− ct) = a for such x and t. A slight change (substituting B(t) for h(t)) in the proof
of Lemma 3.2 in [4] shows that
(3.5) lim
t→+∞
u(x, t) =
a
b
uniformly for x in any compact subset of [0,∞).
We can select T1 > 0 such that ct > l
′ for t ≥ T1. Thanks to h∞ = +∞, there exists T2 > T1
such that h(t) > L2 + cT1 for all t ≥ T2. We now define
η1(t) := −l′ + ct, η2(t) := L2 + ct for t > T1,
u(x, t) := w−l′,L2(x− ct) for t > T1, x ∈ [η1(t), η2(t)].
From (3.5), there exists T3 > T2 such that
u(x, T3) >
a
b
− ǫ for x ∈ [η1(T1), η2(T1)].
Explicit computations show that
ut − duxx = A(x− ct)u− bu2 for t > T1, x ∈ [η1(t), η2(t)],
η2(T1) = L2 + cT1 < h(T3),
u(η1(t)), t) = u(η2(t), t) = 0 for t > T1,
−µ(A(η2(t)− ct))ux(η2(t), t) = −µ(A(L2))w′−l′,L2(L2) > c = η′2(t) for t > T1,
and
u(x, T1) < u(x, T3) for x ∈ [η1(T1), η2(T1)].
It follows from the comparison principle that
u(x, t+ T3) ≥ u(x, t+ T1) for t > 0 and x ∈ [η1(t+ T1), η2(t+ T1)],
h(t+ T3) ≥ η2(t+ T1) = L2 + c(t+ T1) for all t > 0.
This proves the lemma. 
Combining Lemmas 3.2 and 3.3, we obtain the following result.
Lemma 3.4. There exists constant C3 > 0 such that
|h(t) − ct| < C3 for all t > 0.
Lemma 3.5. H¯ := lim sup
t→+∞
[h(t)− ct] ≤ L0.
Proof. Suppose the lemma is false; then H¯ > L0. By Lemma 3.4,
(3.6) −C3 ≤ h(t)− ct ≤ C3 for t > 0.
Let tn →∞ be a positive sequence satisfying lim
n→+∞
[h(tn)− ctn] = H¯. We define
gˆ(t) := h(t)− ct+ 2C3, v(x, t) := u(x+ ct− 2C3, t) for t > 0,
vn(x, t) = v(x, t+ tn), gˆn(t) = gˆ(t+ tn),
y =
x
gˆn(t)
, wn(y, t) = vn(x, t).
Then
(3.7) (wn)t − c+ gˆ
′
n(t)y
gˆn(t)
(wn)y − d
gˆ2n(t)
(wn)yy = A(ygˆn(t)− 2C3)wn − bw2n
for −c(t+tn)+2C3
gˆn
≤ y < 1, t > −tn,
(3.8) wn(1, t) = 0 for t > −tn,
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and
(3.9) − µ(A(gˆn(t)− 2C3))(wn)y(1, t)
gˆn(t)
= gˆ′n(t) + c for t > −tn.
Let us observe that, for t > −tn and y ∈ [−X, 0] with any fixed X > 0,
d
gˆ2n(t)
is uniformly continuous, and
c+ gˆ′n(t)y
gˆn(t)
is uniformly bounded.
Therefore, for any given X > 0, T1 ∈ R1, and p > 1, we can apply the parabolic Lp estimate
to (3.7) and (3.8) over [−X − 12 , 1] × [T1 − 12 , T1 + 12 ], to conclude that there exists a positive
integer N1 such that
‖wn‖W 2,1p ([−X,1]×[T1,T1+ 12 ]) ≤ C4 for all n ≥ N1,
for some constant C4 > 0 which depends on X and p but does not depend on N1 and T1. Hence,
by Sobolev imbeddings, we conclude that there exists β ∈ (0, 1) such that
(3.10) ‖wn‖
C
1+β,
1+β
2 ([−X,1]×[T1,+∞))
≤ C5 for every n ≥ N1,
for some constant C5 > 0 which depends on β and X but does not depend on N1 and T1.
Combining (3.9) with (3.10), we obtain
‖gˆn‖
C1+
β
2 ([T1+∞))
≤ C6 for all sufficiently large n,
where C6 is a constant independent of n and T1. Thus, there exists a subsequence of wn, denoted
still by wn for convenience, such that
wn → W in C1+β
′,
1+β′
2
loc ((−∞, 1]× R1) as n→ +∞
for some β′ ∈ (0, β). It follows that, subject to passing to a further subsequence,
(3.11) gˆn → G in C1+
β′
2
loc (R
1).
By the parabolic Schauder estimate, we know (W,G) satisfies the following equations in the
classical sense:
Wt − d
G2
Wyy − c+G
′(t)y
G
Wy = A(yG(t) − 2C3)W − bW 2, t ∈ R1, y ∈ (−∞, 1),
W (1, t) = 0, −µ(A(G(t)− 2C3))Wy(1, t)
G
= G′(t) + c, t ∈ R1.
Let x = G(t)y and V (x, t) :=W (y, t). Then it is easy to check that (V,G) satisfies{
Vt − dVxx − cVx = A(x− 2C3)V − bV 2, t ∈ R1, x ∈ (−∞, G(t)),
V (G(t), t) = 0, −µ(A(G(t) − 2C3))Vx(G(t), t) = G′(t) + c, t ∈ R1,
and
vn → V in C1+β
′,
1+β′
2
loc ((−∞, G(t)] × R1).
Set Vˆ (x, t) := V (x+ 2C3, t) and F (t) := G(t)− 2C3, then (Vˆ , F ) satisfies{
Vt − dVxx − cVx = A(x)V − bV 2, t ∈ R1, x ∈ (−∞, F (t)),
V (F (t), t) = 0, −µ(A(F (t)))Vx(F (t), t) = F ′(t) + c, t ∈ R1.
From (3.6) and (3.11), we obtain
H + 2C3 ≤ G(t) ≤ H¯ + 2C3 for t ∈ R1,
and hence
H ≤ F (t) ≤ H¯ for t ∈ R1.
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In view of F (0) = lim
n→+∞
[h(tn)− ctn] = H¯, we have
sup
t∈R1
F (t) = F (0) = H¯,
which implies that F ′(0) = 0, and hence
−µ(A(H¯))Vˆx(H¯, 0) = c.
Due to H¯ > L0, by Lemma 3.1, we can find a large constant l¯ > 0 such that
(3.12) − µ(A(H¯))ψ′
−l¯,H¯
(H¯) < c,
where ψ−l¯,H¯ is the unique positive solution of{ −dψ′′ − cψ′ = A(x)ψ − bψ2, −l¯ < x < H¯,
ψ(−l¯) =M, ψ(H¯) = 0.
Consider the solution v¯H¯ of
Vt − dVxx − cVx = A (x)V − bV 2, t > 0, −l¯ < x < H¯,
V (−l¯, t) =M, V (H¯, t) = 0 t > 0,
V (x, 0) =M, x ∈ [−l¯, H¯ ].
Since M is a super solution of the corresponding elliptic problem, it follows from a well-known
result on parabolic equations that v¯H¯(x, t) is decreasing in t and
(3.13) lim
t→+∞
v¯H¯(x, t) = ψ−l¯,H¯(x) uniformly for x ∈ [−l¯, H¯ ].
Since 0 ≤ u ≤M , we have 0 ≤ Vˆ ≤M , and so we can use the comparison principle to conclude
that
v¯H¯(x, t) ≥ Vˆ (x, t− s), ∀s > 0, t > 0, −l¯ < x < F (t).
Choosing sn →∞, we obtain v¯H¯(x, sn) ≥ Vˆ (x, 0) for −l¯ < x < H¯. Combining this with (3.13),
we have
ψ−l¯,H¯(x) ≥ Vˆ (x, 0) for − l¯ < x < H¯.
It follows from the strong maximum principle and the Hopf boundary lemma that
ψ′
−l¯,H¯
(H¯) < Vˆx(H¯, 0) = − c
µ(A(H¯))
,
which contradicts (3.12). The proof is now complete. 
Lemma 3.6. H := lim inf
t→+∞
[h(t)− ct] ≥ L0.
Proof. Assume by contradiction that H < L0. By Lemma 3.4, −C3 ≤ h(t)− ct ≤ C3 for t > 0.
Set
gˆ(t) := h(t)− ct+ 2C3, v(x, t) := u(x+ ct− 2C3, t) for t > 0.
Let tn →∞ be a positive sequence satisfying lim
n→+∞
[h(tn)− ctn] = H. We define
vn(x, t) = v(x, t+ tn), gˆn(t) = gˆ(t+ tn).
By the same argument as in the proof of Lemma 3.5, we obtain, by passing to a subsequence,
gˆn → G in C1+
β
2
loc (R
1) and vn → V in C1+β,
1+β
2
loc ((−∞, G(t)] × R1)
for some β ∈ (0, 1); moreover, Vˆ (x, t) := V (x+ 2C3, t) and F (t) := G(t)− 2C3 satisfy{
Vt − dVxx − cVx = A(x)V − bV 2, t ∈ R1, x ∈ (−∞, F (t)),
V (F (t), t) = 0, −µ(A(F (t)))Vx(F (t), t) = F ′(t) + c, t ∈ R1.
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Due to H ≤ F (t) ≤ H¯ for t ∈ R1 and F (0) = lim
n→+∞
[h(tn)− ctn] = H, we have F ′(0) = 0, and
hence
−µ(A(H))Vˆx(H, 0) = c.
Due to H < L0, by Proposition 1.1 and Remark 2.7 we have VH(x) = VH∗(x−H+H∗), where
H∗ = max{H, 0} < L0. It follows that
−µ(A(H))V ′H(H) = −µ(A(H∗))V ′H∗(H∗) > µ(A(L0))V ′L0(L0) = c.
Similar to the proof of Lemma 3.1, we find that for all large constant l > 0,
(3.14) − µ(A(H))ψ′−l,H(H) > c,
where ψ−l,H is the unique positive solution of{ −dψ′′ − cψ′ = A(x)ψ − bψ2, −l < x < H,
ψ(−l) = 0, ψ(H) = 0.
On the other hand, from the proof of Lemma 3.3, we have
u(x, t+ T3) ≥ u(x, t+ T1) = w−l′,L2(x− c(t+ T1))
for
x ∈ [η1(t+ T1), η2(t+ T1)] = [−l′ + c(t+ T1), L2 + c(t+ T1)], t ≥ 0.
It follows that
v(x, t) = u(x+ ct− 2C3, t) ≥ w−l′,L2(x− 2C3 + c(T3 − T1))
for
x ∈ [−l′ − c(T3 − T1) + 2C3, L2 − c(T3 − T1) + 2C3], t ≥ T3.
This implies that
(3.15) Vˆ (x, t) ≥ w−l′,L2(x+ c(T3 − T1)) for x ∈ [−l′ − c(T3 − T1), L2 − c(T3 − T1)], t ∈ R1.
By choosing l′ and then l large enough, we can guarantee that
I := (−l,H) ∩ (−l′ − c(T3 − T1), L2 − c(T3 − T1)) 6= Ø.
We then choose V0 ∈ C([−l,H]) nonnegative and satisfy 0 < V0(x) ≤ w−l′,L2(x+ c(T3−T1)) for
x ∈ I, V0(x) = 0 for x ∈ [−l,H ] \ I, and consider the solution wH of
wt − dwxx − cwx = A (x)w − bw2, t > 0, −l < x < H,
w(−l, t) = 0, w (H, t) = 0 t > 0,
w(x, 0) = V0(x), x ∈ [−l,H].
It is well known that wH(x, t)→ ψ−l,H(x) uniformly for x ∈ [−l,H] as t→ +∞. By (3.15) and
the choice of V0, and the fact that F (t) ≥ H, we can apply the comparison principle to obtain
Vˆ (x, t− s) ≥ wH(x, t), ∀s > 0, t > 0, −l < x < H.
Choosing sn →∞, we have wH(x, sn) ≤ Vˆ (x, 0) for −l < x < H. Letting n→∞, we obtain
ψ−l,H(x) ≤ Vˆ (x, 0) for − l < x < H.
Hence we can use the strong maximum principle and the Hopf boundary lemma to conclude
that
ψ′−l,H(H) > Vˆx(H, 0) = −
c
µ(A(H))
,
which contradicts (3.14). The proof is complete. 
From Lemmas 3.5 and 3.6 we immediately obtain the following result.
Theorem 3.7. lim
t→+∞
[h(t)− ct] = L0.
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3.2. Behaviour of u(x, t). In this subsection, we completely determine the long-time behaviour
of u(x, t).
Lemma 3.8. Assume that (u(x, t), h(t)) is the unique solution of problem (1.4) and 0 < c ≤ c0.
If there exists a constant C0 such that h(t)− ct > C0 for t > 0, then
lim
M→+∞
lim sup
t→+∞
[
max
x∈[0,ct−M ]
∣∣∣u(x, t)− a
b
∣∣∣] = 0.
Proof. Assume the assertion of the lemma is false. Then we could find σ > 0 and a sequence of
positive numbers Mn → +∞ such that
lim sup
t→+∞
[
max
x∈[0,ct−Mn]
∣∣∣u(x, t)− a
b
∣∣∣] > σ for all n ≥ 1.
Thus there exist two sequences of numbers {xn} and {tn} such that
lim
n→+∞
tn = +∞, 0 ≤ xn ≤ ctn −Mn, and
(3.16)
∣∣∣u(xn, tn)− a
b
∣∣∣ > σ.
By (3.5), for any ε > 0 small, there is a large T = Tε > 0 such that
u(0, t) >
a
b+ ε
for t ≥ T.
We may also assume that
C0 > −cT and so h(t) ≥ ct+ C0 > c(t− T ).
Since 0 < c ≤ c0 < 2
√
ad, the problem{ −dv′′ − cv′ = av − (b+ ε)v2, x < 0,
v(0) = 0
admits a unique solution vε(x), and it satisfies v
′
ε(x) < 0 and vε(−∞) = ab+ε (see the proof of
Proposition 2.1 in [3]). Define
uε(x, t) = vε(x− c(t− T )) for x ≤ c(t− T ) and t ≥ T.
Then for t ≥ T , we have
∂uε
∂t
− d∂
2uε
∂x2
≤ auε − bu2ε for 0 < x < c(t− T ),
uε(0, t) ≤
a
b+ ε
< u(0, t) and uε(c(t− T ), t) = 0 < u(c(t− T ), t).
We can now use the comparison principle over {(x, t) : 0 ≤ x ≤ c(t− T ), t ≥ T} to deduce
u(x, t) ≥ uε(x, t) in this region.
Since tn ≥ T and 0 ≤ xn ≤ ctn −Mn ≤ c(tn − T ) for all large n, we get
u(xn, tn) ≥ uε(xn, tn) = vε(xn − c(tn − T )) ≥ vε(−Mn + cT ),
and
(3.17) lim inf
n→+∞
u(xn, tn) ≥ a
b+ ε
.
On the other hand, applying the comparison principle, we conclude that
(3.18) u(xn, tn) ≤ φˆ(tn)→ a
b
as n→ +∞,
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where φˆ(t) is the unique solution of{
φ′(t) = aφ− bφ2, t > 0,
φ(0) = ‖u0‖∞.
By virtue of (3.18) and (3.16), we obtain
(3.19) u(xn, tn) <
a
b
− σ for all large n,
which contradicts (3.17) if ε > 0 is small enough. The proof is complete. 
Theorem 3.9. lim
t→+∞
‖u(·, t) − vL0(· − h(t) + L0)‖L∞([0,h(t)]) = 0.
Proof. Define
g(t) := h(t)− ct, V (x, t) := u(x+ h(t), t) for t > 0 and − h(t) < x < 0.
For any sequence {tn} satisfying tn → +∞, denote
gn(t) = g(t+ tn), Vn(x, t) = V (x, t+ tn).
Then due to Theorem 3.7 we can duplicate the demonstration in the proof of Theorem 3.13 in
[9] to conclude that
lim
t→+∞
V (·, t) = vL0(·+ L0) in C1+αloc ((−∞, 0])
for some α ∈ (0, 1). It follows that
(3.20) lim
t→+∞
[
max
ct−M≤x≤h(t)
|u(x, t)− vL0(x− h(t) + L0)|
]
= 0 for every M > 0.
Thanks to vL0(−∞) = ab , by Lemma 3.8, we have
(3.21) ǫ¯(M) := lim sup
t→+∞
[
max
0≤x≤ct−M
|u(x, t) − vL0(x− h(t) + L0)|
]
→ 0 as M → +∞.
From (3.20) and (3.21), we deduce that
lim sup
t→+∞
[
max
0≤x≤h(t)
|u(x, t)− vL0(x− h(t) + L0)|
]
= ǫ¯(M).
Letting M → +∞, then the desired conclusion follows. 
Clearly the conclusion in case (ii) of Theorem 1.2 follows directly from Theorems 3.7 and 3.9.
4. Proof of Theorem 1.3
If h∞ < +∞, it follows from Theorem 2.6 that
lim
t→+∞
‖u(x, t)‖C([0,h(t)]) = 0.
Next we consider the case h∞ = +∞. Let (uˆ(x, t), h¯(t)) be the unique solution of problem
(1.4) with A(x − ct) replaced by a and µ(A(h(t) − ct)) replaced by µ(a). Since A(x − ct) ≤ a
and µ(A(h¯(t)− ct)) ≤ µ(a), by the comparison principle, we conclude that
0 ≤ u(x, t) ≤ uˆ(x, t) for t ≥ 0, x ∈ [0, h(t)],
and
h(t) ≤ h¯(t) for t ≥ 0.
Since h∞ = +∞, necessarily h∞ = +∞, and we conclude from Theorem 1.2 of [7] that
lim
t→+∞
[h¯(t)− c0t] = Hˆ
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for some Hˆ ∈ R1, and hence
H¯ = lim sup
t→+∞
[h(t)− c0t] ≤ Hˆ < +∞.
We show below that
H = lim inf
t→+∞
[h(t)− c0t] > −∞.
Firstly, we choose T > 0 large so that hT = min{h(T ), c0T} > π2
√
d
a
. Fix u˜0 ∈ C2([0, hT ])
satisfying 0 < u˜0(x) ≤ min{u(x, T ), Q(x, T )} for x ∈ [0, hT ), u˜′0(0) = 0, where Q(x, t) =
qc0(x− c0t). Then the auxiliary free boundary problem
u˜t = du˜xx +A(x− c0t)u˜− bu˜2, t > T, 0 < x < h˜(t),
u˜x(0, t) = u˜(h˜(t), t) = 0, t > T,
h˜′(t) = −µ(A(h˜(t)− c0t))u˜x(h˜(t), t), t > T,
h˜(T ) = hT , u˜(x, T ) = u˜0(x), 0 ≤ x ≤ hT ,
has a unique solution (u˜(x, t), h˜(t)). By the comparison principle, for t > T ,
u˜(x, t) ≤ u(x, t) for x ∈ [0, h˜(t)], h˜(t) ≤ h(t),
and
u˜(x, t) ≤ Q(x, t) for x ∈ [0, h˜(t)], h˜(t) ≤ c0t.
Hence for t > T and x ∈ [0, h˜(t)], we have A(x− c0t) = a and µ(A(h˜(t)− c0t)) = µ(a) in view of
the definitions of A(ξ) and µ(ζ). It follows from this fact and hT >
π
2
√
d
a
that h˜∞ = +∞ (see
Theorem 3.4 in [4]) and lim
t→+∞
[h˜(t)− c0t] = Hˇ for some Hˇ ∈ R1 (see Theorem 1.2 in [7]). Thus
H = lim inf
t→+∞
[h(t) − c0t] ≥ lim inf
t→+∞
[h˜(t)− c0t] = Hˇ > −∞,
as we wanted.
We now continue our discussion according to the following three possibilities:
(I) H¯ < 0, (II) H¯ > 0, (III) H¯ = 0.
In case (I), there exists T¯ > 0 such that
h(t)− c0t < 0 for t ≥ T¯ .
By the definitions of A(ξ) and µ(ζ), we see that for t ≥ T¯ ,
A(x− c0t) = a for x ∈ [0, h(t)], and µ(A(h(t) − c0t)) = µ(a).
Therefore, from [7], we see that
lim
t→+∞
[h(t)− c0t] = H¯, lim
t→+∞
‖u(·, t) − qc0(· − h(t))‖L∞([0,h(t)]) = 0.
In case (II), for any L > 0, let vL denote the unique positive solution of{ −dv′′ − c0v′ = A(x)v − bv2, −∞ < x < L,
v(L) = 0.
By Proposition 1.1 (ii),
−µ(A(L))v′L(L) < c0, ∀L > 0.
We may now take L = H¯ and use the same argument as in the proof of Lemma 3.5 to deduce a
contradiction. Therefore case (II) cannot occur.
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In case (III), we have H¯ = 0. Choose C > 0 such that −C ≤ h(t)− c0t < C for all t ≥ 0. Let
{tn} be an arbitrary positive sequence satisfying tn → +∞. Define
gˇ(t) = h(t)− c0t− 2C, v∗(x, t) = u(x+ c0t+ 2C, t),
V ∗n (x, t) = v
∗(x, t+ tn), gˇn(t) = gˇ(t+ tn),
y˜ =
x
gˇn(t)
and w∗n(y˜, t) = V
∗
n (x, t).
By the same argument as in the proof of Theorem 3.7, we deduce that, by passing to a subse-
quence, as n→ +∞,
V ∗n → V˜ in C
1+α¯, 1+α¯
2
loc ((−∞, Gˇ(t)]× R1), gˇn → Gˇ in C
1+ α¯
2
loc (R
1),
where α¯ ∈ (0, 1) and (V˜ , Gˇ) satisfies{
Vt − dVxx − c0Vx = A(x+ 2C)V − bV 2, t ∈ R1, x ∈ (−∞, Gˇ(t)),
V
(
Gˇ(t), t
)
= 0, −µ(A(Gˇ(t) + 2C))Vx(Gˇ(t), t) = Gˇ′(t) + c0, t ∈ R1.
Let
V¯ (x, t) = V˜ (x− 2C, t) and Fˇ (t) = Gˇ(t) + 2C.
We observe that Fˇ (t) ≤ 0, and hence (V¯ , Fˇ ) satisfies{
Vt − dVxx − c0Vx = aV − bV 2, t ∈ R1, x ∈ (−∞, Fˇ (t)),
V
(
Fˇ (t), t
)
= 0, −µ(a)Vx(Fˇ (t), t) = Fˇ ′(t) + c0, t ∈ R1.
By the results in section 4.2 of [8], we see that there exists F0 ≤ 0 such that
Fˇ (t) ≡ F0, V¯ (x, t) ≡ qc0(x− F0) for x ∈ (−∞, F0], t ∈ R1.
If F0 < 0, then we may repeat the argument in section 3.3 of [7] to conclude that
lim
t→+∞
[h(t)− c0t] = F0 < 0,
a contradiction to H¯ = 0. Hence we always have F0 = 0. Since {tn} is an arbitrary sequence
converging to +∞, this implies that
lim
t→+∞
[h(t) − c0t] = 0,
and
lim
t→+∞
u(x+ c0t, t) = qc0(x) in C
0
loc(−∞, 0],
which infers that
(4.1) lim
t→+∞
u(x+ h(t), t) = qc0(x) in C
0
loc(−∞, 0].
For any given M ≥ 0, let
ǫˆ(M) := lim sup
t→+∞
[
max
0≤x≤c0t−M
|u(x, t) − qc0(x− h(t))|
]
;
then we have
ǫˆ(M) ≤ lim sup
t→+∞
[
max
0≤x≤c0t−M
∣∣∣u(x, t)− a
b
∣∣∣]+ lim sup
t→+∞
[
max
0≤x≤c0t−M
∣∣∣a
b
− qc0(x− h(t))
∣∣∣] .
Combining the fact qc0(−∞) = ab and Lemma 3.8, we obtain
(4.2) ǫˆ(M)→ 0 as M → +∞.
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Obviously,
lim sup
t→+∞
[
max
0≤x≤h(t)
|u(x, t) − qc0(x− h(t))|
]
≤ lim sup
t→+∞
[
max
c0t−M≤x≤h(t)
|u(x, t)− qc0(x− h(t))|
]
+ ǫˆ(M)
= ǫˆ(M).
(4.3)
Letting M → +∞ in (4.3), we deduce from (4.2) that
lim
t→+∞
[
max
0≤x≤h(t)
|u(x, t) − qc0(x− h(t))|
]
= 0.
This completes the proof.
5. Proof of Theorem 1.4
Let (u(x, t), h¯(t)) denote the unique solution of problem (1.4) with A(x − ct) replaced by a
and µ(A(h(t) − ct)) replaced by µ(a). By Theorems 3.3 and 4.2 in [4], we see that there exists
h¯∞ ∈ (0,+∞], such that lim
t→+∞
h¯(t) = h¯∞ and the following alternative holds:
Either
(i) h¯∞ < +∞ and
lim
t→+∞
‖u(x, t)‖C([0,h¯(t)]) = 0;
or
(ii) h¯∞ = +∞, lim
t→+∞
u(t, x) = a
b
uniformly for x in any bounded subset of [0,+∞) and
lim
t→+∞
h¯(t)
t
= c0.
Since A(x − ct) ≤ a and µ(A(h¯(t) − ct)) ≤ µ(a), by the comparison principle, we conclude
that
0 ≤ u(x, t) ≤ u(x, t) for t ≥ 0, x ∈ [0, h(t)],
and
h(t) ≤ h¯(t) for t ≥ 0.
If h∞ < +∞, by Theorem 2.6, we obtain lim
t→+∞
‖u(·, t)‖C([0,h(t)]) = 0.
If h∞ = +∞, we have lim sup
t→+∞
h(t)
t
≤ lim
t→+∞
h¯(t)
t
= c0. Thanks to c0 < c, there exists T¯ > 0
such that
h(t)− ct < 0 for t ≥ T¯ .
Hence, for t ≥ T¯ , we obtain
A(x− ct) = a for x ∈ [0, h(t)], and µ(A(h(t) − ct)) = µ(a).
Using Theorem 1.2 in [7], we obtain
lim
t→+∞
[h(t)− c0t] = Cˇ for some Cˇ ∈ R1,
and
lim
t→+∞
‖u(·, t) − qc0(· − h(t))‖L∞([0,h(t)]) = 0.
The proof is complete.
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6. Proof of Theorem 1.5
Define X (h0) := {φ ∈ C2([0, h0]) : φ satisfies (1.2)}. Fix φ ∈ X (h0), and for σ > 0, let
(uσ , hσ) denote the unique positive solution of problem (1.4) with initial value u0 = σφ. Clearly
u0 ∈ X (h0). We complete the proof by several lemmas.
Lemma 6.1. (i) If vanishing happens for (uσ1 , hσ1), then vanishing occurs when 0 < σ ≤ σ1.
(ii) If spreading happens for (uσ1 , hσ1), then spreading also happens when σ ≥ σ1.
Proof. The lemma follows from the comparison principle immediately. 
Define
σ∗ = σ∗(c, h0) =
{
0, if (hσ)∞ = +∞ for every σ > 0,
sup
{
σ0 : (hσ)∞ < +∞ for σ ∈ (0, σ0]
}
, otherwise.
Clearly σ∗ ∈ [0,+∞].
Lemma 6.2. For any σ > 0, if there exists T ≥ 0 such that hσ(T ) ≥ π2
√
d
a
, then (hσ)∞ = +∞.
Proof. To obtain a contradiction, suppose that (hσ)∞ < +∞. It follows that there exists T ∗ > T
such that
hσ(t)− ct < 0 for all t ≥ T ∗.
Therefore, for t ≥ T ∗,
A(x− ct) = a for x ∈ [0, hσ(t)], and µ(A(hσ(t)− ct)) = µ(a).
Due to h′σ(t) > 0,
hσ(T
∗) > hσ(T ) ≥ π
2
√
d
a
.
By the arguments in the proof of Lemma 3.1 in [4], we derive a contradiction. 
Lemma 6.3. If h0 ≥ π2
√
d
a
, then σ∗ = 0.
Proof. By Lemma 6.2, we deduce that (hσ)∞ = +∞ for all σ > 0, and hence σ∗ = 0. 
Lemma 6.4. If h0 <
π
2
√
d
a
, then σ∗ ∈ (0,+∞].
Proof. For any σ > 0, let (u¯σ, h¯σ) denote the unique solution of problem (1.4) with A(x − ct)
replaced by a and µ(A(h(t)− ct)) replaced by µ(a), and initial value u0 = σφ. By Lemma 3.8 in
[4], vanishing happens for (u¯σ , h¯σ) for all small σ > 0, and so (h¯σ)∞ < +∞ for such σ. It follows
from the comparison principle that (hσ)∞ < +∞ for all small σ > 0. Thus σ∗ ∈ (0,+∞]. This
completes the proof. 
Lemma 6.5. (i) Vanishing happens for (uσ, hσ) when σ ≤ σ∗.
(ii) Spreading happens for (uσ, hσ) when σ > σ∗.
Proof. If σ∗ = +∞, then there is nothing left to prove. We suppose next σ∗ ∈ [0,+∞).
If h0 ≥ π2
√
d
a
, then σ∗ = 0 by Lemma 6.3, and the desired conclusion follows trivially.
Hereinafter, we assume that h0 <
π
2
√
d
a
. To complete the proof, it suffices to show that
vanishing happens when σ = σ∗. Suppose on the contrary that spreading happens when σ = σ∗.
Then there exists t1 > 0 such that hσ∗(t1) >
π
2
√
d
a
+ 1. Since the solution of problem (1.4)
depends continuously on its initial value, we deduce that
hσ∗−ǫ(t1) >
π
2
√
d
a
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for all small ǫ > 0. By Lemma 6.2, it follows that
(hσ∗−ǫ)∞ = +∞,
which implies that spreading happens for (uσ∗−ǫ, hσ∗−ǫ). But this is a contradiction to the
definition of σ∗. The proof is complete. 
References
[1] H. Berestycki, O. Diekmann, C. J. Nagelkerke, and P. A. Zegeling, Can a species keep pace with a shifting
climate?, Bull. Math. Biol. 71 (2009), no. 2, 399-429.
[2] H. Berestycki and Jian Fang, Forced waves of the Fisher-KPP equation in a shifting environment, J.
Differential Equations 264 (2018), no. 3, 2157-2183.
[3] G. Bunting, Y. Du, and K. Krakowski, Spreading speed revisited: Analysis of a free boundary model,
Networks and Heterogeneous Media, 7(2012), 583-603.
[4] Y. Du and Z. Lin, Spreading-vanishing dichotomy in the diffusive logistic model with a free boundary,
SIAM J. Math. Anal., 42(2010) 377-405. Erratum: SIAM J. Math. Anal., 45(2013), 1995-1996.
[5] Y. Du and B. Lou, Spreading and vanishing in nonlinear diffusion problems with free boundaries, J. Eur.
Math. Soc., 17(2015) 2673-2724.
[6] Y. Du and L. Ma, Logistic type equations on RN by a squeezing method involving boundary blow-up
solutions, J. London Math. Soc., 64(2001), 107-124.
[7] Y. Du, H. Matsuzawa, and M. Zhou, Sharp estimate of the spreading speed determined by nonlinear free
boundary problems, SIAM J. Math. Anal., 46(2014), 375-396.
[8] Y. Du, H. Matsuzawa, and M. Zhou, Spreading speed and profile for nonlinear Stefan problems in high
space dimensions, J. Math. Pures Appl., 103(2015), 741-787.
[9] Y. Du, L. Wei, and L. Zhou, Spreading in a shifting environment modeled by the diffusive logistic equation
with a free boundary, J. Dyn. Diff. Equat., 30(2018), 1389-1426.
[10] J. Fang, Y. Lou, and J. Wu, Can pathogen spread keep pace with its host invasion? SIAM J. Appl. Math.
76 (2016), no. 4, 1633-1657.
[11] S.B. Fey and C. M. Herren. Temperature-mediated biotic interactions influence enemy release of nonnative
species in warming environments, Ecology, 95(2014), no. 8, 2246-2256.
[12] W. Gan and P. Zhou, A revisit to the diffusive logistic model with free boundary condition, Discrete
Contin. Dyn. Syst. B, 21 (2016), 837-847.
[13] H. Hu and X. Zou, Existence of an extinction wave in the Fisher equation with a shifting habitat, Proc.
Amer. Math. Soc. 145 (2017), no. 11, 4763-4771.
[14] C. Lei and Y. Du, Asymptotic profile of the solution to a free boundary problem arising in a shifting
climate model, Discrete Contin. Dyn. Syst. B, 22 (2017), 895-911.
[15] M. A. Lewis, N. G. Marculis, and Z. Shen, Integrodifference equations in the presence of climate change:
persistence criterion, travelling waves and inside dynamics, J. Math. Biol. 77 (2018), no. 6-7, 1649-1687.
[16] B. Li, S. Bewick, M. R. Barnard, and W. F. Fagan, Persistence and spreading speeds of integro-difference
equations with an expanding or contracting habitat, Bull. Math. Biol. 78 (2016), no. 7, 1337-1379.
[17] B. Li, S. Bewick, J. Shang, and W. F. Fagan, Persistence and spread of species with a shifting habitat
edge, SIAM J. Appl. Math. 5 (2014), 1397-1417; Erratum: 75 (2015), 2379-2380.
[18] W.T. Li, J.B. Wang, and X.Q. Zhao, Spatial dynamics of a nonlocal dispersal population model in a
shifting environment, J. Nonlinear Sci. 28 (2018), no. 4, 1189-1219.
[19] J.B. Wang and X.Q. Zhao, Uniqueness and global stability of forced waves in a shifting environment,
Proc. Amer. Math. Soc. 147 (2019), no. 4, 1467-1481.
[20] M. Wang, Existence and uniqueness of solutions of free boundary problems in heterogeneous environ-
ments, Discrete Contin. Dyn. Syst. B, 24(2019), 415-421.
