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The availability of copious amounts of data, increased computational power to analyze 
them, and the readiness of various techniques to extract information and find patterns among 
them, are having a significant impact on the way companies are managed. However, the ability 
of these methods to generate causal inferences is still one of the fundamental questions that must 
be resolved before its mainstream incorporation into quantitative research in management. To 
answer the question -- of what represents the current data deluge and data analytics methods for 
management research from both a philosophical and methodological perspective -- is the main 
purpose of this dissertation. In order to address that question, from a philosophical perspective, 
we adopt a realist view of causation. From a methodological perspective, we argue that the use of 
data analytics methods should start with a phase strongly grounded in theory and end with the 
abduction of new theories from the patterns. In the three essays of this dissertation, we exemplify 
the use of data analytics methods in the study of technology management phenomena. 
The first essay focuses on the phenomenon of open source software development. 
Despite the tremendous popularity of certain open source software applications, one major 
challenge for Free/Libre Open Source Software (FLOSS) online communities has been the high 
mortality rate of initiatives, as observed in the decline and sometimes fading away of 
development activity for the clear majority of projects over time. Another challenge is that the 
sheer number of simultaneously coexisting projects in these communities highlights the 
importance of visibility as a way for a project to distinguish itself from the collection. In this 
study, we examine the relationship between endurance and visibility connected to keyword 
characteristics. Our results suggest that higher interest of users is positively associated with the 
endurance of the projects in the communities. Further, we find that the selection of keywords, 
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reflecting the functionality of the software and the operating system, is strongly associated with 
user attention. Per our study, increasing the visibility of the project is an important mechanism to 
sustain its activity over time. 
The second essay centers on exclusivity in technology licensing. While prior research has 
significantly advanced our understanding about exclusivity in licensing, there are still significant 
gaps in our knowledge about how licensing exclusivity is impacted by the interplay between 
different contextual and intrinsic attributes of the license.  Exclusivity in licensing can be highly 
complex and contingent, potentially reflecting the interactions between different theoretical 
explanations, and the boundary conditions that apply to each theory.  The exploration of such 
contingencies and complexities is hampered in conventional econometric analyses, which we 
seek to overcome by employing a novel empirical technique called decision tree induction, a 
powerful machine learning tool for uncovering nested “multiple theoretical viewpoints.”  
Implications for the empirical and theoretical literature on licensing, and for abductive theory 
development by leveraging “big data” are discussed. 
The third and final essay addresses alliance formation in the computer services industry. 
Strategic alliances have steadily increased over the last three decades as popular instruments for 
interfirm cooperation. While there are competing and complementary theoretical bodies of work 
that have addressed this phenomenon, the question of who allies with whom is still relevant due 
to the complexities surrounding the phenomenon and the challenging nature of the prediction 
task for alliance formation. Social network approaches have substantively contributed to our 
understanding of the partner choice in alliances; however, they also bring forth some limitations. 
We extend that previous work by addressing some of them through the introduction of the 
concept of heterogeneous networks and the application of a novel machine learning intensive 
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technique to predict alliance formation.  Our results suggest a high predictive accuracy of the 
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CHAPTER 1  
INTRODUCTION 
1.1. The Data Deluge 
We live in a world flooded with data. This flood has been powered by technologies that 
permit faster and cheaper storage, data transfer, and processing; the creation of the web 2.0 and 
its alluvion of user-generated content like posts, comments, and reviews; and other technological 
innovations like GPS, Radiofrequency Identification Systems (RFID), and smart devices. Data 
production in the last decade has reached levels never seen before by humanity. Google’s former 
CEO Eric Schmidt’s famous quote says that every other day we create more data than we did 
from the dawn of civilization until 2003. Although estimating exact numbers for the generation 
of data in our era is difficult, the consensus is that humanity is experiencing a data deluge. Data 
analytics has emerged as a new area that brings together processes and techniques that help us to 
find meaning in the midst of this data deluge, thanks to advances in data mining1, machine 
learning2, statistics, visualization, information retrieval, and among other disciplines that have 
improved our ability to extract information and knowledge out of raw data. In this dissertation, 
we focus on methods not traditionally used in quantitative research, such as those developed by 
machine learning and data mining. 
The effects of this data deluge on how companies are managed have already begun to be 
tangible. The presence of information at the heart of the competitive advantages of many firms is 
                                                 
1 Data mining is a process of discovering interesting patterns and knowledge from large amounts of data (Han, 
Kamber, & Pei, 2011).  
 
2 Machine learning investigates how computers can learn (or improve their performance) based on data. A main 
research area is for computer programs to automatically learn to recognize complex patterns and to make intelligent 
decisions based on data (Han et al., 2011). 
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increasingly recognized (Porter & Millar, 1985). High volume, velocity, and variety of data 
formats (i.e., big data), greater accessibility of data analytics techniques, and increased 
computational power are causing a management revolution characterized by changes in decision-
making processes and talent management of a new workforce specialized on data science 
(McAfee & Brynjolfsson, 2012).  
Although the impact of the data deluge seems to be clear from the perspective of 
practitioners, the implications of how big data and data analytics methods will influence 
management research seem more uncertain. Data analytics offers a range of techniques that help 
us to find hidden patterns among copious amounts of data. However, the ability of these methods 
to generate causal inferences is still one of the fundamental questions that must be resolved 
before its mainstream incorporation into quantitative research in management. The acceptance of 
data analytics methods for causal inference must be justified both from a philosophical 
perspective and from a methodological perspective. To answer the question -- of what represents 
the data deluge and data analytics methods for management research from both perspectives -- is 
the main purpose of this dissertation. 
1.2. Philosophy of Science Perspective  
Much of the quantitative research in management relies on models of variance that infer 
causation through correlational analysis of variables. The use of linear regression techniques and 
all their extensions is based on the estimation of average effects based on those correlations. 
Although not restricted to, positivism still represents a strong philosophical influence 
underpinning these models. However, the positivist approach poses certain limitations. First, in 
the positivist approach, from an epistemological point of view, each hypothesis test arises from a 
theoretical proposition. Therefore, it ignores the complexity of most organizational phenomena, 
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which present contingencies i.e., occurrences that could not be hypothesized a priori. Second, 
theories established under the positivist approach are based on inductive verification or deductive 
falsification from an objective ontology where reality is the empirical world. However, 
unobservable constructs are to be found at the core of a number of management theories 
(Godfrey & Hill, 1995). Finally, positivism follows a Humean definition of causality that focuses 
on regularities and the notion that we cannot directly perceive causality (Bhaskar, 2008). 
Nevertheless, in the complex reality of organizational phenomena, intricate conjunctions of 
causal configurations exist at the same time and at different levels, and anomalies can trigger 
theory development by abduction (Popper’s and Peirce’s position). 
These limitations of the positivist approach and the non-correlational nature of data 
analytics methods make it necessary to choose a philosophy of science that allows us to 
"interpret the meanings, logical relations, and the consequences of the observational and 
theoretical statements" (Van de Ven, 2007: p. 36) derived from the application of these methods. 
In this dissertation, we have opted for a realist view of causation for several reasons. First, 
realism is necessary for the notion that some causal process can be directly observed, i.e., causal 
mechanisms may or may not produce regularities. Unlike correlation approaches where non-
conforming cases are part of the error, data analytics methods have the ability to detect those 
cases. The examination and explanation of such non-conforming cases are compatible with a 
realist view of causation. Second, the context has an explanatory nature. Most organizational 
phenomena are developed in complex contexts and present contingencies and endogeneity. Data 
analytics methods depend not only on the averages, but also permit the conjunction of multiple 
conditions and causal paths in a single model, which provides a richer understanding of the 
context. Third, a causal explanation does not depend on pre-established comparisons. The ability 
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of data analytics methods to "discover" patterns in the midst of large volumes of data allows us 
to identify contingencies beyond the correlational patterns trends and the estimated effect of the 
averages. 
A final consideration regarding the philosophy of science perspective is based on the 
paradigm shift and the consequent scientific revolution (Kuhn, 1962) that the incorporation of 
data analytics methods can bring to quantitative management research. By moving from a 
predominantly positivist approach to a realist approach, and by generating new theories from 
anomalies or non-conforming cases, the paradigm of quantitative research in management, that is 
how we normally conduct research, may face a change. Although the moments before the 
paradigm shift can generate a diversity in methods and approaches, the success of the application 
of data analytics methods to generate causal inferences can stabilize the confusion. Such a 
paradigm shift, from a Kuhnian perspective, represents the beginning of a scientific revolution. 
Once the new generation of scientists is trained in analytical methods, then what now looks new 
and revolutionary will be the standard of quantitative management research. This dissertation 
aims to contribute to achieve such clarity, by providing examples built over the basis of 
philosophical and methodological justifications. 
 
1.3. Methodological Perspective 
In recent years, the methodological role of data analytics in management research has 
begun to be recognized in journal editorials (Agarwal & Dhar, 2014, George, Haas, & Pentland, 
2014) and publications (Dhar, 2013; Shmueli & Koppius, 2011). On the basis of these studies 
and our philosophical framework of reference, we describe practical methodological issues about 
how data analytics methods can identify causal inferences. 
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1.3.1. Development of New Measures 
Either by comparing different operationalizations of a construct (Shmueli & Koppius, 
2011) or by using unsupervised3 methods to determine patterns in unstructured data such as text 
or images, data analytics can contribute to the development of new measures and their 
subsequent use in traditional variance models. 
1.3.2. Abduction of New Theories 
In the philosophical framework presented in the previous section, we discuss how data 
analytics methods could lead to the abduction of new theories from the non-conforming cases 
detected or by the identification of patterns that indicate contingencies with respect to the 
existing theories. The existence of these anomalies in the real world is the first step to directly 
inferring conjectures by creative intuition (Van de Ven, 2007). 
1.3.3. Comparison of Existent Theories 
Ven de Ven (2007) maintains that juxtaposing and comparing theories is one of the best 
ways to conduct research. However, the traditional techniques of correlational analysis usually 
focus only on one theory and a single outcome, which has generated a fragmentation of 
knowledge around many organizational phenomena. Data analytics methods, either by 
comparing different methods according to their predictive accuracy (Shmueli & Koppius, 2011) 
or by the very nature of the patterns discovered, facilitate to accomplish such comparisons and to 
understand the context in which each theory might apply. 
                                                 
3 Machine Learning methods identify two types of learning. Supervised learning is a process that extracts 
models from instances (i.e., observations) of a training set that help to predict classes (i.e., a multi-categorical 
dependent variable) that the instances have been previously categorized into. The supervision in the learning 
comes from the labeled (according to the classes) instances in the training dataset.  Unsupervised learning is 
a process where patterns are extracted from the input data which instances were not previously class-labeled 





Consilience is the "convergence of evidence from multiple, independent, and unrelated 
sources, leading to strong conclusions" (George et al., 2014). Limitations in computing power 
and data availability made many organizational studies to depend on relatively small sample 
sizes. The use of big data and data analytics opens the possibility of using large amounts of data 
from diverse formats to replicate or extend existing studies. 
1.3.5. Triangulation 
Extending Jick's (1979) vision, big data analytics methods can become another tool for 
achieving triangulation. In addition to qualitative evidence, and the quantitative results of 
surveys, experiments, or correlational analyses on archival data; finding patterns in large 
amounts of data and especially the use of unstructured data such as text and images, may 
complement the study of various organizational phenomena. 
1.4. The Essays of this Dissertation 
In this dissertation, we present three essays that include data analytics methods for the 
study of three phenomena in technology management. Technology management deals with the 
value capture problem in the context of technology innovation. Many interesting phenomena 
such as open innovation, technology licensing, and knowledge transfer are under the umbrella of 
technology management. Our first essay focuses on the phenomenon of open source software 
development. Capturing value from open innovation is a challenging task for companies because 
attracting the attention of users and collaborators in online communities is very difficult given 
the large number of projects that these communities host. From the methodological point of 
view, in this essay we use clustering, an unsupervised learning technique to operationalize the 
visibility construct and use it in a traditional correlational analysis. 
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The second essay focuses on exclusivity choice in technology licensing. How companies 
select the type of contract when licensing a technology is characterized by the influence of many 
contingencies. In this essay, we use a technique of supervised learning decision tree induction. 
From the patterns found, we define boundary conditions for the interplay of theories that 
normally explain the exclusivity choice. 
In the third essay, we analyze the partner choice in alliance formation between computer 
services industries. With a growing number of alliances, determining who is going to partner 
with is a question that has captured the attention of practitioners and researchers. In this essay, 
we used a novel network mining technique for relationship prediction in heterogeneous networks 
that extends the previous work in social networks. The technique combines unsupervised 
learning by analyzing network topology and supervised learning by using classification models 
to predict the appearance of a new alliance in the network. 
Figure 1.1 summarizes the essays in this dissertation. From a data analytics perspective, 
the complexity and novelty of the methods increases in each of the essays. Only the first essay 
corresponds to a traditional variance model. The following two essays are consistent with the 
philosophical and methodological framework presented in the previous sections. Although 
constructed upon an extensive literature and a strong theoretical basis, the theoretical 
contributions of these essays are not based on hypotheses testing, but in causal inferences from 
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CHAPTER 2  
AN EXAMINATION OF VISIBILITY AND KEYWORD CHARACTERISTICS IN 
THE CONTEXT OF OPEN INNOVATION 
 
2.1. Introduction 
The remarkable success of open source software applications, such as the Mozilla web 
browser and the Apache server, which have surpassed the success of most of their commercial 
counterparts (Mockus et al., 2002), can be attributed, to a large part, to the knowledge 
collaboration (Faraj, Jarenpaa, & Majchzak, 2011) and consequent innovations (von Krogh & 
von Hippel, 2006; O’Mahony & Ferraro, 2007) that take place in the online communities that 
foster Free Libre Open Source Software (FLOSS) projects. Even when the FLOSS movement 
has transcended its mythical beginnings as groups of hackers’ working voluntarily in software 
projects, FLOSS communities still showed characteristics of strong communities, such as the 
consciousness of kind, shared rituals and traditions, and a sense of duty or obligation among 
members (Bagozzi & Dholakia, 2006). 
These characteristics of FLOSS communities and conditions where open innovation blurs 
the boundaries of the firm (Chesbrough, 2003) have encouraged the existence of complex hybrid 
business models for value creation in such communities (Bonaccorsi & Rossi, 2003; Fitzgerald, 
2006; von Hippel & von Krogh, 2003). In the current context, we observe that even proprietary 
software-producing companies, such as IBM and Oracle, generate substantial revenue from 
activities related to FLOSS (Fauscette, 2009; West, 2003). The same holds for companies that 
have monetized their FLOSS efforts, such as Red Hat (Brodkin, 2012), and of technology giants, 
such as Google, that have recognized the vital role of FLOSS (Google Inc., 2013). FLOSS has, 
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in fact, become a viable business option, showing steady growth and being favored over 
proprietary industries during the economic recession (Fauscette, 2009). 
The motivations at the firm level and at the individual level as well, to be part of open 
online communities such as in FLOSS development, have been widely documented in the 
literature. For companies, participating in FLOSS communities provides them access to new 
market segments, increases the adoption of their current products (Lerner & Tirole, 2003; West, 
2003), and enables them to sell new proprietary solutions related to open source products (Feller 
& Fitzgerald, 2002; Lerner & Tirole, 2003). Along similar lines, firms that gain access to new 
sources of innovation (Feller & Fitzgerald, 2002; Grand, von Krogh, Leonard, & Swap, 2004; 
West & Gallagher, 2006) are able to support open standards instead of competitor-favoring 
proprietary standards and, subsequently, generate new, compatible offerings (Feller & Fitzgerald, 
2002; Mustonen, 2005; Wasserman & Capra, 2007).  
Further, firms are able to reduce costs by having access to more developers and by having 
key software engineering processes, such as testing, performed in the FLOSS community 
(Wasserman & Capra, 2007). Simultaneously, they can enhance the company image by 
association with the philosophical principles behind open source movements, such as free 
distribution and empowerment of users (Wasserman & Capra, 2007). For individuals (i.e., the 
developers who create or contribute to FLOSS projects), the motivations have been categorized 
as intrinsic, internalized extrinsic, and purely extrinsic. Intrinsic motivations include ideology, 
altruism, and fun. Internalized-extrinsic motivation includes reputation improvement, learning 
opportunities, and user needs fulfillment; and purely extrinsic motivations include career 
development and financial considerations (see reviews in Crowston, Wei, Howison, & Wiggins, 
2012; von Krogh, Haefliger, Spaeth, & Wallin, 2012).  
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However, in order for firms or individuals to obtain the numerous benefits of 
participating in open online communities, their FLOSS projects must overcome one major 
challenge: a high probability of project failure. Although it is difficult to arrive at a numerical 
estimate, some anecdotal evidence suggests that projects in FLOSS online communities have 
high rates of failure (Fogel, 2005). For example, according to Ohluh, a platform that gathers data 
from several FLOSS communities, from the more than 550,000 projects tracked, only 17.3% 
have had one or more file commits (updates) in the last year (Sands, 2012). In open source 
communities, failure is often perceived as a decline of activity. Consider the following anecdotes 
that illustrate how activity, i.e., updates and solutions to the issues requested by users, is 
synonymous with survival.  
Is the Transifex open source project dead? . . . The project hasn't updated in 6 
months and they aren’t dealing with their pull requests or issues.4 
What are some notable dead open source projects? Procmail hasn’t updated in 
over ten years. Maybe it’s done. The BSDs are always dying. They do seem to be less 
influential than they were ten or fifteen years ago. Enlightenment was popular before 
Gnome and KDE got better but it relied too much on one programmer and stopped 
updating. Amaya was supposed to be the web’s standard browser. It's still being 
produced, but last I checked it was a decade behind anything else in features. I don’t 
know how big the developer communities for any of them got.5 
Favorite dead open source project? . . . What program can you just not live 
without that hasn't had an update for a while? Perhaps a better question is What dead 
program would you potentially use if it were less buggy?6 
Thus, unlike traditional software projects, which tend to escalate and absorb resources 
long after having shown signs of failure (Keil, 1995), failed or “dead” FLOSS projects simply 
                                                 
4 Emphasis added: http://www.quora.com/Is-the-Transifex-open-source-project-dead (last accessed Nov. 2014) 
 
5 Emphasis added: Hacker news forum in https://news.ycombinator.com/item?id=4248781 (last accessed. Nov. 
2014) 
 





stop being updated and vanish over time (Fogel, 2005). This leads us to our first question: Why 
do some FLOSS projects endure while others fail to exhibit activity in the long term? Even 
though activity has been used as a measure of FLOSS project success in a handful of studies 
(Crowston, Annabi, & Howison, 2003), most of them use cross-sectional data and estimate 
activity for a specific moment. Our study aims to extend this notion of activity in order to reflect 
the endurance of FLOSS projects, i.e., how active they are over longer periods of time.  
Some previous literature in FLOSS suggests that attracting user attention has a positive 
impact on activity (Stewart,  Ammeter, & Maruping,  2006). However, attracting user attention is 
not a trivial matter in online communities. Online communities, which host and foster FLOSS 
projects, often facilitate the creation of many projects. The sheer number of existing projects in 
these communities highlights the importance of a project’s distinguishing itself from the 
collection. Thus, our second question is: How can a project stand out in an online community? 
While traditional firm-driven endeavors can achieve this visibility through marketing efforts, 
visibility mechanisms are more limited, or at least not centrally controlled, in online 
communities. In our study, we analyze the keyword use in a FLOSS community to understand 
how a project can attract user interest. 
Our key contributions are summarized as follows. First, we introduce a new construct: 
endurance, which considers keeping levels of activity over time as a measure of FLOSS project 
success. The “endurance” focus (Castrogiovanni, 1996) should be the primary concern of FLOSS 
communities members as well for three reasons: (a) high rates of inactivity are seen during the 
first year; (b) endurance is a precondition for achieving the benefits that organizations or 
individuals seek when they participate in a FLOSS project or for achieving any other measure of 
project success’ and (c) focusing on a single firm-level outcome enhances conceptual clarity. 
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Second, we explore keyword characteristics that can make a project more visible for users. While 
consumer behavior research has widely examined keyword characteristics in the context of 
sponsored search (Chan & Park, 2015; Ghose & Yang, 2009; Jansen, Brown, & Resnick, 2007; 
Jerath, Park, & Srinivasan, 2011; Rutz, Bucklin, & Sonnier, 2012), we aim to understand the 
impact of keyword selection in the context of open and non-profit driven online communities. 
Third, we examine how visibility can have an impact on user interest, which can, in turn, affect 
the endurance of FLOSS projects. To our knowledge, this effect has not been considered in 
previous studies. Finally, we provide some methodological innovations. While several studies in 
the past have employed cross-sectional datasets, in our analysis, we employ a relatively large 
longitudinal dataset, and, consequently, we are able to account for unobservable heterogeneity, 
which is a critical empirical concern to address in the context of heterogeneously composed 
online FLOSS communities. We also employ an unsupervised machine learning technique to 
structure data on the keywords used to tag every project. The characteristics of this study, i.e. it 
focuses on relationships among variables not previously explored by literature and its main 
purpose is not the exploration of contingencies or theory boundaries, make the traditional model 
of variance a good methodological choice. That, however, does not exclude the possibility of 
using machine learning techniques to obtain better measures to be used in traditional 
correlational analysis. The use of clustering to understand which keywords types have a higher 
impact on user interest enables us to find better proxies of visibility. 
The rest of the paper is organized as follows. First, we present the most influential 
theories related to the study of firm survival. Then we present our research model and 
hypotheses. Next, we discuss our research methods: data collection, measures, and model 
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specifications. Then we present our results, and, in the penultimate section, we discuss 
theoretical and practical implications. Conclusions are presented in the final section. 
2.2. Theoretical Background and Hypotheses 
In the following sections, we present our hypotheses, which form the basis of our 
research model, as presented in Figure 2.1. Then each of the relationships shown in the figure is 
explicated.  
Our paper is related to two streams of research. The extant literature on FLOSS 
(Crowston et al., 2003, 2012; von Krogh & von Hippel, 2006) has examined both the activity and 
user interest as success measures for FLOSS projects and the relationship between them 
(Stewart, Ammeter, & Maruping, 2006). To understand visibility, we focus on the characteristics 
of the keywords chosen by a developer to tag her project and make it visible to the community. 
Recent studies on consumer behavior (Chan & Park, 2015; Ghose & Yang, 2009; Jansen et al., 
2007; Jerath et al., 2011; Rutz et al., 2012) have analyzed keyword characteristics in the context 
of sponsored search. We draw upon this research stream to understand the impact of visibility on 
user interest. 
2.2.1. Endurance in Open Innovation Communities 
Although several measures have been proposed as proxies for the success of FLOSS 
projects (Crowston et al., 2003), in the existing literature, the time dimension (i.e., how long the 
project has been active) has not been considered as an important part of performance in open 
innovation communities. If we think again about the two most successful FLOSS projects in 
history, Mozilla Firefox and Apache, it is clear that these projects have been active for over 
fifteen years, continue to receive updates constantly, and have generated a series of related 
projects that also remain strong over time. 
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In order to consider the time dimension in the success of FLOSS project, in this research 
we introduce the construct of endurance. We define endurance as the ability of a FLOSS project 
to show consistent levels of activity over time. Therefore, we can identify two dimensions in our 
construct: activity and time. 
We can find the best metaphor to explain this construct drawing upon start-up survival 
literature. Business survival also captures both dimensions: activity and time. Startup and small 
business survival literature are relevant to our study for three reasons. First, FLOSS projects are 
more community-driven than are traditional IT projects. They are community-managed 
organizations that establish their own governance structures that, despite their democratic 
orientation, typically also have tended to employ bureaucratic mechanisms (O’Mahony & 
Ferraro, 2007).  
Second, new FLOSS projects face strong competition for the attention of community 
members (both users and potential collaborators), which makes endurance very challenging. For 
instance, as of March 2014, SourceForge, one of the most popular repositories, hosted more than 
430,000 open source projects,7 and some estimations refer to an exponential growth in the 
number of projects (Russo, Damiani, Hissam, Lundell, & Succi, 2008). Therefore, it is not easy 
for a FLOSS project to survive, and, similar to what is seen in entrepreneurial startups, the high 
mortality rate in early stages is a defining trait (approximately 50% of firms have disappeared 
within five years of their formation, as noted in the 2010 U.S. Bureau of Labor Statistics data). A 
developer and entrepreneur in a very influential open source community also noted this 
parallelism: “Treat open source like a startup . . .  [in reference to the success of his open source 
                                                 
7 http://sourceforge.net/about (last accessed. Nov. 2014) 
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project]. Because I treated Velocity like I treated my businesses: First, there’s development . . . 
Then, there’s marketing.”8  
Third, FLOSS projects in open online communities share other characteristics with start-
ups, especially with small businesses classified as “mom and pop” firms. They both rely mainly 
on the proprietor, who often does not hire other personnel. Founders tend to have the necessary 
technical skills but limited managerial experience, and capital barriers of entry are usually low, 
and management methods are based on intuition (Cooper, 1981).  
For start-ups and small business, survival implies profitability over time. In the case of 
FLOSS projects endurance, we understand activity as upgrades, new releases, related software 
products, etc. As long as a project keeps showing those activities over time, it has endured or 
survived. Just as a solid customer base is crucial for the survival of a firm, in the case of open 
innovation communities, user interest is a driven factor of endurance.  
2.2.2. User Interest in Open Innovation Communities 
Product effectiveness regarding market fit has been operationalized in the literature using 
several measures, such as sales and market penetration (Atuahene-Gima, 1996; Fourt & 
Woodlock, 1960; Millson & Wilemon, 2002). Despite the free distribution principle, FLOSS 
software is not exempt from the requirement that software needs to meet a user need to be 
successful. User interest (Crowston et al., 2003) is a construct consistent with this product 
effectiveness notion from the R&D literature (Singh, Tan, & Mookerjee, 2011), and therefore, it 
has been widely explored in literature on FLOSS success (Crowston & Scozzi, 2002; Grewal, 
2006; Singh & Phelps, 2013; Singh et al., 2011; Stewart, et al., 2006; Subramaniam, Sen, & 
Nelson, 2009).  
                                                 
8 https://hacks.mozilla.org/2014/05/open-source-marketing-with-velocityjs/#comments (last accessed Nov. 2014) 
18 
 
User interest, as a proxy for market success in the context of open online communities, 
can positively affect the endurance of the project for three reasons. First, popular software can 
generate user feedback, and the resulting pressure and opportunities to create new features can 
lead to greater levels of activity in comparison with other projects that were unable to attract the 
interest of the community members. Second, being a part of a project that attracts user attention 
can activate mechanisms of affective attachment to a group within the community (i.e., the 
project) (Ren et al., 2012) and the community, as it can increase the participants’ notion that their 
contribution is important to the community (Karau & Williams, 1993) and is unique (Ling et al., 
2005). Third, when users are part of a community that integrates artifacts for improved perceived 
identity verification, such as a community which incorporates members’ profiles including 
popularity rankings of their projects, greater knowledge contributions can be anticipated (Ma & 
Agarwal, 2007). Along these lines, we expect: 
Hypothesis 1: Higher levels of user interest will be positively associated with project 
endurance. 
 
2.2.3. Visibility in Open Innovation Communities 
Attracting user interest in the context of FLOSS online communities can be challenging 
due to the innumerable projects freely available to any user and to cases in which traditional 
forms of marketing do not apply. Visibility (Drèze & Zufryden 2004) is the extent to which a 
community member is likely to come across a FLOSS project amid myriad projects, and it is 
critical to capture the attention of final users. In online communities, visibility is also one of the 
factors that permit members to find common ground, i.e., to understand each other (Preece & 
Maloney-Krichmar 2003).   Prior empirical work has explored the importance of visibility in 
online environments. In the context of academic papers, Lawrence ( 2001) finds that papers that 
19 
 
are more visible and accessible have more citations. In the context of tourism, where the Internet 
plays a major role in trip planning, Pan and Li (2011) highlight the importance of coherence 
between keywords that describe a destination, i.e., visibility, and the mental models that tourists 
have while they use search engines. Xiang and Gretzel (2010) note the importance of an active 
presence in social media, as those sites are more visible to search engines. There are some 
mechanisms offered by online open source platforms to make a project visible in the FLOSS 
community. One is a classification system based on project characteristics, such as the audience 
to which the project is addressed, the topic, the programming language, and the environment in 
which it operates. However, to include these categories in the description of the project is not 
mandatory in many online communities, and many project managers do not add these attributes 
to the project. A more recent mechanism is choosing keywords to tag projects, which, mainly 
due to its flexibility, has become a popular tool to increase visibility. Empirical research in 
sponsored search has shown that keyword characteristics influence consumer behavior. Specific 
terms including brand names or geographic locations (Rutz et al., 2012), retailer information 
(Ghose & Yang, 2009), the relevance of the keyword, or even the position of the keyword 
(Agarwal, Hosanagar, & Smith, 2011; Chan & Park, 2015; Jerath et al., 2011) positively affect 
customer interest metrics such as clickthrough rate. Therefore, we expect that tagging behavior 
in FLOSS communities can have a similar effect on user interest. Along these lines, we expect: 
Hypothesis 2: Project visibility connected to keyword selection will be positively 
associated with user interest. 
2.2.4. Controls 
Some studies indicate that one main reason for developers to join FLOSS projects is the 
possibility of increasing their human capital through learning and development of new skills 
(Hars & Ou, 2001; Lakhani & Wolf, 2005; Roberts, Hann, & Slaughter, 2006). Accordingly, we 
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expect developers to be engaged in several projects at the same time as a means to increase their 
experience and to improve their marketable skills. However, though we expect that more 
experience should have a positive effect on the activity over time of the projects, we expect this 
effect to be lower when the developer manages too many projects simultaneously. Therefore, we 
control for the workload of the project manager.  
The collaborative nature of FLOSS communities has enabled research focused on the 
analysis of networks. Grewal (2006) used a community-based model in which social capital, 
represented by a greater number of ties and stronger ties between developers, has a positive 
effect on the commercial and technical success of FLOSS projects. Following this line of 
reasoning, Hahn, Moon, and Zhang (2008) analyzed the effect of social capital generated by the 
collaboration of developers, on the creation of new projects. Singh et al. (2011) find that 
moderate levels of external cohesion are best for a project’s success. The existence of 
relationships among developers in FLOSS communities could potentiate the effect of survival 
observed in firms. Therefore, since more developers might imply more connections with other 
projects, we include the number of participants as a control for project endurance. 
Because we are investigating user interest as an intervening theoretical mechanism, we 
include license permissiveness as a control. Stewart, Ammeter, and Maruping (2006) find that 
less restrictive licenses have a positive effect on user attention. Subramaniam, Sen, and Nelson  
(2009) find that restrictive licenses are negatively associated with developer interest. Fershtman 
and Gandal (2007) observe that activity per participant increases when licenses are less 




2.3. Research Site and Data Collection 
2.3.1.    Data source 
Data for testing our hypotheses were collected from Freecode, formerly known as 
Freshmeat. Freecode is one of the oldest online communities of FLOSS projects. It has been 
providing hosting services for FLOSS projects since 19989. Freecode can be characterized as a 
niche (Freeman & Hannan, 1983) online community due to its specialization in Linux and Unix 
applications. 
To examine the endurance of FLOSS projects, we created a panel dataset composed of 
projects that were first added to the repository during 2010. We obtained the first set of 
measurements during the fourth quarter of 2011, that is, between 10 and 22 months after the 
projects were added to the repository for the first time. This period would allow us to observe a 
decline in the activity of failed projects. Pertinent to our research, this period coincides with the 
implementation of the tagging system of the website. After the fourth quarter of 2011, we 
obtained measurements for each project during seven additional quarters, until the third quarter 
of 2013. Our resulting dataset is comprised of balanced panel with 1,310 projects, eight periods, 
and a total of 10,461 observations.  
2.3.2.      Measures 
2.3.2.1. Dependent variable  
Because in the present study we define the success of a FLOSS project in terms of its 
endurance, both activity and time dimensions are considered in the operationalization of this 
construct. Freecode provides a measure that combines activity and the time between releases 
(i.e., cycle time) (Crowston et al., 2003) that is pertinent to our study. The activity over time 
                                                 
9 http://en.wikipedia.org /wiki/Freecode (last accessed. Nov. 2014) 
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measure is calculated by multiplying the number of announcements that a project has made 
(announcements include releases, bug fixes, and changes in documentation) by the number of 
days that the project has existed in the repository. Then, the resulting number is divided by the 
days passed since the last release. The final measure increases with more frequent updates and 
decreases with time transpired between updates. This measure has been used in previous research 
(e.g., Stewart et al., 2006).  Let us take a project that was created 2 years ago, had 1000 
announcements in the first year and none in the last year. The activity over time of this project is:  
1000 announcements x 730 days 
365 days from the last announcement
= 2000 . Now let us take another project that was also created 2 
years ago. However, while both projects have posted the same number of announcements, this 
project has been more active recently. It has made 500 announcements during the first year, and 
500 during its second year, with the last announcement posted a month ago. The activity over 
time for this project:   
1000 announcements x 730 days 
30 days from the last announcement
= 24,333. Even after a very active start, 
the first project didn’t endure. The second project is still showing activity after two years, it has 
endured.  
2.3.2.2. Explanatory variables 
User Interest: In the operationalization of user interest we consider two measures. First, 
we consider the number of subscribers of the project (users who wish to receive messages about 
updates). Second, the number of project information page viewings: record hits and URL hits. 
Freecode calculates a geometric mean to normalize the ranges of these two measures. We are 
keeping that measure since it combines two aspects of user interest in one measure and any a 
given percentage change in any of the aspects has the same effect on the geometric mean. The 
use of hits as a measure of user interest is congruent with sponsored search research that 
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commonly uses click-through rate as a customer interest measure. Equivalent user interest 
measures have been used in previous studies (e.g., Stewart et al., 2006). 
Project Visibility: To operationalize project visibility we focus on two aspects. First, the 
total number of keywords used to tag the project. A project with a high number of keywords 
linked should be easier to find by users. Second, we include some other variables that capture the 
type of keyword the developers choose to tag the project. Sponsored search research has 
determined that keyword characteristics affect consumer behavior. We suggest that different type 
of keywords provide different visibility levels when users are looking for a particular project.  
Therefore, we employ the following keyword characteristics variables: Functional Descriptor 
Keyword: Sum of the project keywords that include a noun ending in –ing, –er, -or, -on, and –ar. 
These suffixes are usually added to verbs to make nouns with the meaning ‘a person or thing that 
does something,' i.e., indicates functionality. For example calculator, streaming, and navigation. 
License Keyword: Sum of the project keywords that include a FLOSS license. Operating System 
Keyword: Sum of the project keywords that include an Operating Systems reference. 
Programming Language Keyword: Sum of the project keywords that include a programming 
language. In the next section, we perform an exploratory analysis of these variables by applying 
a clustering algorithm to understand the effect of them over user interest. 
Controls: Stewart, Ammeter, and Maruping (2006) used, as a measure of restrictiveness, 
a binary variable that indicates whether the license is different from the more restrictive GNU 
General Purpose License (GPS). Similarly, we focus on the permissiveness of licenses and used 
a binary variable (permissive) that was set to 1 if the license used by the project belongs to one 
of the types characterized as highly permissive: BSD, Apache, MIT/X, Python, MIT, zlib, 
Artistic, ZPL 2.1, Boost Software License, PHP, or WTFPL. We also control the number of 
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participants at the onset of the project, and the workload of the project manager, i.e., the number 
of projects the project manager was coordinating before our period of study. 
2.4.    Summary of Data and Empirical Model Specifications 
2.4.1.      Descriptive Statistics 
Descriptive statistics for our dataset are presented in Table 2.1. We observe that the 
community exhibits relatively low activity levels and a relatively low number of developers per 
project. Further, most of the variables have a relatively high average standard deviation, 
suggesting high variability in our data. 
2.4.2. Keyword Characteristics Analysis 
As the first step of our methodology, we conduct a cluster analysis. Since the literature on 
the use of keywords in online communities is nonexistent, we decide to use an unsupervised 
algorithm to identify possible patterns in the characteristics of the keywords associated with 
different levels of user interest. First, in order to reduce noise in our dataset, we discretize the 
user interest variable, establishing three levels: low, medium and high. Secondly, we apply the 
algorithm K-means (Hartigan & Wong, 1979), using Manhattan distance measure to consider 
medians instead of means, since our keyword characteristics variables are nominal. Since we 
have three categories of user interest, we set the number of clusters in 3. K-means algorithm is 
useful when cylindrical clusters are suspected and for smaller datasets (Han et al., 2011). 
Table 2.1 shows the results of cluster analysis. Although unsupervised, the three clusters 
correspond to the three levels of user-defined interest. Table 2.1 lists the modes of each cluster 
according to the variables included in the analysis. Figure 2.2 (a) shows graphically that the 
assignment is accurate since most of the projects were associated with their respective cluster 
according to their level of user interest. When analyzing clustering assignment according to 
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functional descriptor keywords, it is clear that the cluster of low user interest projects, groups 
projects that do not use keywords that describe software functionality (Figure 2.2 (b)). A mode 
of 2 keywords indicating programming languages is a distinctive feature of the cluster of high 
user interest (Figure 2.2 (d)) and a mode of 2 operating systems keywords differentiates the 
cluster of medium user interest from the other two clusters in our analysis (Figure 2.2 (d)). 
Finally, all three clusters present the same mode of keywords related to licenses. This random 
assignment is also shown in Figure 2.2 (c); therefore, we do not consider these variables during 
the rest of the analysis  
2.4.3. Empirical Specification: Stage 1 
As a second step, we conducted a random effects regression considering variables related 
to characteristics of keywords detected in the cluster analysis and the total number of keywords. 
These variables are time-invariant; therefore, we cannot calculate fixed effects at this stage. The 
results (Table 2.3) show a significant and positive relationship between the number of keywords 
and keywords using functional descriptors and operating systems and user interest. Therefore, 
these are the variables we included in the full model. These results also allow us to test our 
Hypothesis 2. 
2.4.4.     Empirical Specification: Stage 2 
Testing Hypotheses 1 and 2 presents a potential specification concern related to the 
possible simultaneity between project activity and user interest. Specifically, while we expect 
that user interest is a driver of higher levels of project activity, it is also possible that the more 
active projects have a greater probability of attracting user interest. To account for such 
simultaneity, we employ a two-stage least squares (2SLS) estimation procedure (Kennedy, 2003) 
for the complete model.  
26 
 
𝑢𝑠𝑒𝑟 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑖𝑡 = 𝛽0 + 𝛽1 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑜𝑟𝑖𝑡 +
𝛽2 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑠𝑦𝑠𝑡𝑒𝑚 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑖𝑡 + 𝛽3 𝑝𝑟𝑜𝑔𝑟𝑎𝑚𝑚𝑖𝑛𝑔 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑖𝑡 +
𝛽4 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑘𝑒y𝑤𝑜𝑟𝑑𝑠𝑖𝑡 + 𝛼1𝑖 + 𝜀1𝑖𝑡                                             ---(1) 
 
𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑖𝑡 = 𝛽3 + 𝛽4 𝑢𝑠𝑒𝑟 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑖𝑡 + 𝛽5 𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒𝑖 + 𝛽6 𝑝𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑣𝑒𝑖 +
𝛽7 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠𝑖 + 𝛼2𝑖 + 𝜀2𝑖𝑡                                                           ---(2) 
 
This procedure uses all exogenous variables in the first stage equation to create a 
combined measure to be used as an instrument for user interest, our endogenous variable. We 
identified license permissiveness and tags as potential instruments because there is no prior 
theoretical reasoning that suggests that these variables are endogenous to activity. Table 2.3 
shows the estimates of the 2SLS estimation (Model 3).10 To determine the suitability of the 
chosen instruments, we calculate a test of over-identifying restrictions (Sargan 1958). The null 
hypothesis is that the instruments are uncorrelated with the error term. The resulting test statistic 
was not statistically significant (2 = 1.561; p = 0.6684), indicating that there is no evidence to 
reject the null hypothesis, which, in turn, supports our choice of instruments. 
A limitation to applying a standard fixed effects model for the full 2SLS model is that 
some of the variables are time-invariant. To address this concern, we employ the hybrid method 
proposed by Allison (2009). In this method, the time-variant variables are group-mean centered 
(i.e., variables are transformed into deviations from their project-specific means); the dependent 
variable is not transformed. Time-invariant variables and project-specific means of time-variant 
variables (which are time-invariant) are also included in the model. Then, a random effects 
model is estimated, to reflect the dependence among the multiple observations of each project. 
                                                 
10 We performed an additional robustness check by restricting the analysis to projects that have more than one 
developer. The coefficient of the project visibility variable was consistent in direction for the user interest model 
(but not statistically significant). For the second stage model, the coefficient for user interest was again positive (and 
consistent with the complete sample). 
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The coefficients of the deviation variables are similar to those obtained by the fixed effects 
method i.e., they account for the unobservable heterogeneity among projects. The results of the 
hybrid model estimation are presented in Table 2.4. These results corroborate our Hypothesis 1. 
2.5.      Discussion  
Next, our results corroborate our position that user interest has a positive effect on project 
endurance, indicating support for Hypothesis 1. More specifically, increased user interest in the 
form of increased subscription interest to the project and higher site and web page views are 
critical for activity over time in such settings. This relationship is consistent with Stewart et al. 
(2006). 
Our findings suggest support for the view that increasing the visibility of the project 
might function as a mechanism to capture user interest in an online community in which users 
are simultaneously exposed to thousands of projects (consistent with Hypothesis 2). As expected, 
selecting the right keywords and a greater number of such keywords allows users to find a 
project that might otherwise go unnoticed. Such mechanisms are especially helpful in dense 
online communities where they can serve as means for diverse community members to arrive at 
common ground and understanding. Similarly, these mechanisms can help in the retrieval of 
projects when users seek specific solutions for their varied needs.  
Furthermore, since the user interest construct is treated as endogenous to our model, it 
implies that drivers of user interest indirectly affect project endurance. Specifically, the indirect 
effect of project visibility (the number of keywords) on the endurance (activity) of projects is 
presented in Figure 2.3. We observe that increasing visibility by one standard deviation from the 
mean would result in eventual activity improvements of greater than 2 standard deviations from 
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the mean activity level. This finding underscores the importance of characterizing projects at the 
onset in a methodical and comprehensive manner. 
Finally, regarding the effect of control variables, our results are consistent with those of 
previous studies that show the positive effect of the number of participants in the project activity 
and the positive effect of more permissive licenses on user interest. Also, we found a marginally 
significant negative relationship between the workload of the project manager and the activity 
over time. 
Overall, our study has practical implications for developers and companies who wish to 
participate in open online communities. First, project endurance, a result of frequent activity in 
projects over time, is positively associated with user interest. Developer interest increases as 
users demand new updates and improvements to the software and because user interest can 
increase the affective attachment of the developers. Second, FLOSS communities, and certain 
similar online communities are often characterized by a massive number of project choices 
available for users. In such a setting, visibility can be critical to increasing the likelihood of user 
interest. Mechanisms, such as tagging of keywords, addressed in our study, and others, such as 
active presence on social media, are keys to providing visibility. Word of mouth, for example, in 
the form of positive reviews, has been observed to increase success in online environments 
(Chevalier & Mayzlin, 2006).  
2.6. Limitations and Future Work 
While we have identified various contributions from this study, it also has certain 
limitations. Our dependent variable endurance could potentially have a lot of noise introduced as 
part of the denominator, days since last announcement. Since there might be project-specific 
idiosyncratic product-release schedules, this aspect might influence our dependent variable. 
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Since we do not have access to raw data pertaining to the denominator to generate alternate 
measures for the dependent variable, we perform a robustness check by transforming our 
endurance measure into a bi-annual average. We combine two time-periods in our dataset into 
one (thus, calculating the average of the DV over those two periods). The resulting panel has 
fewer time-periods (half as many), but the effect of the potential noise in the DV should be 
reduced. The results of the regression analysis using the bi-annual transformation are presented 
in Table 2.5. The direction and significance of the effects do not change, implying that the 
effects of such noise might be limited.  
Another potential limitation of our study is that panel data models have possible 
misspecification problems with omitted lagged variables. Especially in the case of our dependent 
variable, it is possible that the effect of the endurance measure in the previous period has some 
influence on the score of the current period. This effect can be even greater since our measure 
considers the time since the last announcement. Therefore, we conduct a robustness check by 
considering a lagged variable of activity in the model. The results are shown in Table 2.6. The 
significance and direction of the effects remained the same. However, the model with the lagged 
variable explains a higher percentage of the variance (higher Wald chi squared).  
In this study, we assume that software projects are not intended to be temporary but 
rather ongoing efforts such as influential projects like Apache and Mozilla Firefox. Projects with 
specific goals whose completion date is given in a certain time before our analysis period can see 
diminished their endurance scores. In future versions of this study, the endurance construct can 
be extended by including a threshold that reflects the estimated life of the software product. 
Software development processes and especially community-managed projects are 
affected by a number of factors, which might need to be controlled in the studies. Other controls 
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used in the related literature may be affecting our dependent variables. Potential controls to be 
included in future research are: project (or application) type, technical environment, 
software/project complexity, the number of similar products in the community, the number of 
patches/changes, changes of project team members, etc. 
Although our results support visibility as a determinant of user interest, and user interest 
as a driver of endurance driver, the complexity of the phenomenon may support the existence of 
unobservable factors affecting both constructs. For example, visibility in terms of the activity of 
project managers in social networks or developers in question-answer websites such as 
StackOverflow may increase user interest and activity over time. Further research can find other 
operationalizations and determinants of visibility. 
Finally, although applying a flat clustering technique made it easier to find structure in 
keywords in a straightforward way, flat clustering has certain limitations. Techniques such as K-
means return an unstructured set of clusters and require a pre-specified number of clusters as 
input. More advanced clustering techniques can provide insights on the hierarchical relationship 
between keywords, and the use of other unsupervised techniques can identify hidden patterns in 
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Max 1 2 3 4 5 6 7 8 9 10 
1. Endurance 
(activity) 
13.88 15.03 331.15 1.00          
2. User Interest 
(user interest) 
51.41 63.10 803.42 0.07 1.00         
3. Functional Descriptor 
Keyword (number) 
0.71 0.97 8 0.04 0.14 1.00        
4. License Keyword (number) 1.14 0.57 6 -0.01 0.14 0.06 1.00       
5. Operating System Keyword 
(number) 
1.70 1.27 12 -0.01 0.16 0.09 0.22 1.00      
6.Programming Language 
Keyword (number) 
1.14 0.74 10 -0.00 0.07 0.04 0.09 -0.00 1.00     
7. Number of Keywords 9.01 5.89 143 0.02 0.19 0.25 0.19 0.32 0.21 1.00    
8. Project Manager Workload 
(number of projects) 
5.03 9.31 97 -0.04 -0.05 -0.13 -0.15 -0.01 -0.05 -0.14 1.00   
9. Number of Participants 
(participants) 
1.01 0.11 3 0.05 0.04 0.03 -0.4 -0.00 -0.03 0.00 -0.04 1.00  
10. License permissiveness 
(permissive) 









Table 2.3. Random Effects Regression Estimates  

















User Interest (categorical) High Medium Low 
Functional Descriptor Keyword 
(mode) 
1 1 0 
License Keyword (mode) 1 1 1 
Operating Systems Keyword 
(mode) 
1 2 1 
Programming Language Keyword 
(mode) 
2 1 1 
Variable 
Random Effects 
DV = User Interest 
Functional Descriptor Keywords 4.450***  
(1.667) 
Operating System Keywords 3.193** 
(1.298) 
Programming Language Keywords 1.062 
(2.0162) 






Table 2.4: Regression Estimates for the 2SLS Fixed-Random Effects Hybrid Model 
(Dependent Variable Shown in the 2 Columns on the Right) 
 
VARIABLES 

























































Wald chi squared 327*** 198.38*** 




Table 2.5: Regression Estimates for the 2SLS Fixed-Random Effects Hybrid Model:         
Bi-annual transformed DV  
(Dependent Variable Shown in the 2 Columns on the Right) 
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Wald chi squared 181*** 144.19*** 





Table 2.6: Regression Estimates for the 2SLS Fixed-Random Effects Hybrid Model: 
Lagged DV 
(Dependent Variable Shown in the 2 Columns on the Right) 
 
VARIABLES 





























































Wald chi squared 283*** 4617.74*** 
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CHAPTER 3  




Technological inventions in high-technology industries like research medicines and 
information technology are often commercialized through inter-firm transactions in the so-called 
“markets for technology” (Arora, Fosfuri, & Gambardella, 2001).  Technology licensing is the 
central contractual instrument through which the markets for technology are orchestrated 
(Contractor & Lorange, 2002; Link & Scott, 2002) and it is estimated that thousands of licenses 
are established each year with a total value in the tens of billions of dollars (Arora et al., 2001; 
Hagedoorn, 2002).  Therefore, it is important to understand how technology licensing contracts 
are structured, and how these structural features are related to the attributes of the focal 
transaction.  Among these structural features, the exclusivity structure of licensing has been 
highlighted as a critical feature deserving of systematic academic research (Chen, 1996; Jorde & 
Teece, 1993; Ordover, 1991), which has implications not only for economic rents appropriated 
by the parties but also for encouraging relation-specific investments and the creation of value 
(Gallini & Wright, 1990; Segal & Whinston, 2000; Williamson, 1983). Not surprisingly, a 
number of prior empirical studies have sought to understand both the incidence of and choice 
among different exclusivity structures in licensing, which include non-exclusive licenses, 
exclusive licenses restricted by product (field of use) and geography, and unrestricted exclusive 
licenses (Anand & Khanna, 2000; Kim & Vonortas, 2006; Somaya, Kim, & Vonortas, 2011). 
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While prior theoretical and empirical work has significantly advanced our understanding 
of the drivers of different exclusivity features, there is still much that we do not understand about 
this important phenomenon.  A particularly important and difficult set of issues centers around 
the interplay between various contextual and intrinsic attributes of the license, which can drive 
choices about exclusivity structure in a manner that is highly complex and contingent.  Consider, 
for example, the role of the licensing partners’ relative size (and by extension, relative bargaining 
power) on the choice of exclusivity in licenses.  Somaya, Kim, and Vonortas (2011) report that 
relative size has no effect – on average – on the choice of exclusivity features in technology 
licensing, which scholars and practitioners of licensing may find surprising.  However, it is 
plausible and quite conceivable, that relative size may matter to exclusivity in licensing under 
particular contingent conditions. Similarly, other empirical relationships that are supported on 
average in licensing data may not hold true, and may even be reversed, under specific contextual 
conditions.  Underpinning these potential contingencies are the interactions between different 
theoretical explanations and the boundary conditions that apply to each theory.  Despite their 
importance for theory, empirical clarity, and practical application in strategic management, the 
exploration of such contingencies is hampered in conventional econometric analyses that rely on 
the limited imagination of the researcher to conceive of theoretically relevant contingencies 
under which to test particular hypotheses. 
To address these limitations, we introduce in this study an empirical technique called 
decision tree induction (Quinlan, 1986, 1990) – which is novel to the strategic management field 
– to explore contingent conditions and to identify conditions under which these contingencies 
may interact in complex ways in determining licensing exclusivity choices.  Inductive methods 
in general, and decision tree induction in particular, are powerful tools for teasing out empirical 
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support for nested ‘multiple theoretical viewpoints,’ which are inherently difficult to uncover 
through brute force applications of conventional econometric techniques.   
Decision tree induction is a machine learning11 technique included in the set of data 
mining tools in computer science whose purpose is to discover patterns within large amounts of 
data (or “big data”).  Decision tree induction focuses on classification, a process that extracts 
models from instances (i.e., observations) by uncovering a set of path-contingent attributes (i.e., 
nested variables) that help to predict classes (i.e., a multi-categorical dependent variable) that the 
instances have been previously categorized into.  In practical applications, such as fraud 
detection (Ngai, Hu, Wong, Chen, & Sun, 2011) and medical diagnosis (Kononenko, 2001), 
these models can be used to predict the class of new unseen instances and also provide the user 
with a better understanding of pattern in the overall dataset (Han, Kamber, & Pei, 2011).   
In an applied social science field such as strategic management, tree induction models 
can not only be used to uncover and understand patterns of contingent and complex interactions 
between variables in predicting choice outcomes, but also to leverage and explore hidden 
information in existing datasets and new streams of data.  Indeed, in a world of copious data 
made available by the “big data” revolution, data mining and machine learning techniques that 
enable systematic exploration of these data are likely to be invaluable for making advances in the 
understanding of real-world phenomena and elaborating existing theories (George, Haas & 
Pentland, 2014).   
Additionally, tree induction exemplifies another important application of these empirical 
techniques – namely, to uncover unanticipated empirical anomalies, which in turn presents 
                                                 
11 Machine learning investigates how computers can learn (or improve their performance) based on data. A 
main research area is for computer programs to automatically learn to recognize complex patterns and make 




opportunities for abductive reasoning and the conception of a new theory (Peirce, 1931; Van de 
Ven, 2007).  Current norms of research in our field rely significantly on deductive reasoning for 
the development and elaboration of theoretical hypotheses, with large multi-observation datasets 
being employed primarily to conduct statistical tests of these theories.  However, this rather clean 
delineation between theoretical and observational domains has never been a desired attribute of 
good engaged scholarship; for example, Van de Ven (2007) argues forcefully that theory 
building should generally be informed by a deep understanding of the empirical problem domain.  
Whereas in the past, such understanding would largely accrue through a qualitative idiosyncratic 
approach focusing on one or a small number of cases, a methodology like tree induction has the 
potential to uncover systematic patterns that are valid across large sets of observational units.  
Thus, tree induction may provide a novel approach for uncovering empirical anomalies and 
building new theory through abduction that departs from our traditional use of observational 
research and case studies for these purposes.   
3.2. Tree Induction: A Brief Introduction 
When decision tree induction is used to develop a classification model for a set of 
instances (data), the result is a tree structure where each internal “node” denotes a test on an 
attribute (variable), each branch represents an outcome of the test, and each terminal node (leaf 
node, a node with no children) holds a class label (category).  Figure 3.1 presents an example 
decision tree with three binary attributes – x, y and z – and three classes – labeled 1, 2 and 3.  As 
illustrated in Figure 3.1, the output from each decision tree induction resembles a “choice tree” 
with nodes that represent branching conditions affecting the focal choice (e.g., Is x = 1 or = 0?), 
and the entire tree ending in a series of “leaves” representing one of the choice alternatives (e.g., 
Class 2).  Moreover, the choices are typically nested, with each branch potentially leading on to 
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another node that represents another choice condition.  The branching condition at each node is 
chosen so as to classify the (sub-)sample at that node into further subsets that are as “pure” as 
possible, consisting of observations that are mostly comprised of one choice alternative (e.g., 
only Class 2).  The process of inducing a tree from the data can be repeated with alternative 
choices of parameters within the control of the researcher to arrive, considering predictive power 
performance measures, at a representative decision tree that is robust, generalizable, and which 
parsimoniously captures the underpinning decision drivers in the data.  Additionally, the 
researcher makes important choices about which attributes to employ when inducing a tree, 
which would, in turn, be guided by received theory and understanding of the research domain. 
Tree induction, thus, sequentially identifies the most important predictors of the focal 
underpinning choice (or classification) in the data through a self-discovering process.  It is, 
therefore, a valuable methodology for uncovering and describing choice or decision drivers and 
can help to elaborate existing theory, identify and resolve tensions between theories, or even 
develop new theoretical insights.  Thus, decision tree induction is a tool for inductive and 
abductive theory development, which generates more robust and generalizable classifications 
when compared to context-rich but difficult-to-generalize approaches such as observational 
research and case studies.  Importantly, we anticipate that such methodologies will be 
increasingly valuable in the emerging era of “big data” in social sciences research (George et al., 
2014), when large codified databases will become more widely available and provide researchers 
with the opportunity to innovatively develop and extend theory by moving beyond the choice 




Among the many available classification techniques, tree induction is one of the most 
suitable for use in disciplines new to machine learning techniques.  Decision trees are able to 
handle large numbers of attributes, its graphical representation is intuitive and easy to 
understand, the steps entailed in tree induction are relatively straightforward, and it is a widely-
studied technique that has been shown to have good accuracy (Han et al., 2011).  Moreover, the 
algorithms needed to implement tree induction are now widely available through open source 
software packages (Hall et al., 2011), which makes them accessible to applied researchers 
without a background in machine learning or data mining. 
3.3. Theoretical Background on Exclusivity in Licensing 
Much of the early literature that investigated the markets for technology focused on the 
determinants of technology licensing.  Following Teece (1986) and Gallini and Wright (1990), 
these determinants mainly include the existence of complementary assets, the strength of the 
appropriability regime, and competition in both the market for technologies and the downstream 
product market.  Increasingly, however, this literature has turned to the study of licensing 
contract structure.  In general, licensing contract structure can be seen as a response to value 
uncertainty, information asymmetries, appropriation hazards, and opportunistic behaviors 
inherent in the markets for technology (Arora & Gambardella, 2010).  Among the structural 
features of licensing contracts, exclusivity has received particular attention as a type of 
contractual hostage that seeks to address the transaction costs noted above that are inherent in 
incomplete licensing contracts (e.g., Somaya et al., 2011).  Several determinants of exclusive 
license agreements have been identified in the literature, which we briefly review below, by 
classifying them at the (licensed) technology level, the firm and interfirm level and the industry 
level.  Because our goal is not to test hypotheses per se, but instead to uncover nested patterns of 
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attributes that affect licensing exclusivity, this review seeks simply to draw on prior theoretical 
and empirical research to identify meaningful attributes or variables for our study. 
3.3.1. Technology Level 
Three characteristics of the licensed technology have been reported in the literature as 
potential determinants of exclusivity in licensing agreements.  First, the nature of technology 
itself has an effect on the propensity to sell technologies under exclusive or non-exclusive 
contracts. For example, technologies that can serve multiple purposes (Kim & Vonortas, 2006) 
or those that require less transfer of tacit know-how (Jensen & Thursby, 2001; Mowery & 
Ziedonis, 2001) are generally licensed in a non-exclusive manner.  
Second, research has also highlighted the role played by the stage of development of the 
technology.  Early stage innovations entail high uncertainty about its true potential and may also 
require a greater investment by the licensee and licensor.  In these cases, an exclusive license 
may help to mitigate the hazards that this uncertainty involves (Jensen & Thursby, 2001; 
Mowery & Ziedonis, 2001; Somaya et al., 2011).  Moreover, Somaya et al. (2011) found that 
early stage licensing is more strongly associated with product restricted exclusive licensing, 
reflecting a solution that balances the mitigation of hazards faced by the licensor on the one hand 
and the licensee on the other.   
Third, exclusivity provisions have been shown to reflect nature of the investment in 
complementary assets required for the new technology.  Significant investments in specific and 
intangible complementary assets in areas such as R & D and marketing are associated with 
exclusivity in licensing contracts, as opposed to more generic investments in areas such as 
manufacturing that can have other uses beyond the focal license (Somaya et al., 2011).  
Similarly, Gallini and Wright (1990) show that when the investment required to adopt a new 
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technology is small, a non-exclusive license is most effective for the appropriation of economic 
rents by the licensor. 
3.3.2. Firm and Interfirm Level 
The size of the companies entering into licensing agreements is often invoked as one of 
the major determinants of exclusivity in licensing at the firm level.  For example, small 
companies that develop less sophisticated technologies are known to be more likely to license 
their innovations through exclusive agreements (Kim & Vonortas, 2006).  Moreover, there is 
also an asymmetry in bargaining power between small licensors and large corporate licensees 
with well-established legal departments (Heller & Eisenberg, 1998).  These asymmetries may be 
expected to tip the balance towards more exclusive arrangements that, in such cases, benefit the 
licensee.  For example, in the specific case of universities, the need to reconcile their revenue 
interests and their mission to create and sustain the intellectual commons (Argyres & Liebeskind, 
1998) has presumably generated a preference for non-exclusive licensing (Mowery, Nelson, 
Sampat, & Ziedonis, 2001).  For international firms involved in contracts with local firms, a 
lower incidence of exclusive contracts has been observed (Anand & Khanna, 2000) but also a 
higher incidence of contracts with geographical restrictions (Somaya et al., 2011).  Thus the type 
of licensor and licensee organizations may also affect licensing exclusivity structures.  
Another determinant of the propensity to establish non-exclusive agreements is the 
previous (and concurrent) transactional experience of the licensor.  For example, one empirical 
finding suggests that the more technological knowledge and previous licensing contracts the 
licensor has entered into, the greater the likelihood of non-exclusivity in the license agreement 
(Kim & Vonortas, 2006).  Additionally, prior experience may include previous relationships 
between the licensor and licensee, which can be a source of relational capital (Dyer & Singh, 
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1998) that can mitigate licensing hazards and affect exclusivity terms.  Similarly, ongoing 
relational arrangements such as equity investments and reciprocal trading may mitigate 
transactional hazards and the need to address them by limiting the scope of exclusive contracts 
(e.g., when the technology is in an early stage of development).  In prior research, the existence 
of such relationships has been shown to be associated with an increased incidence of unrestricted 
exclusive contracts (Somaya et al., 2011).  
3.3.3. Industry Level 
One of the most important industry-level determinants of exclusivity in licensing is the 
strength of the appropriability regime.  Technology-intensive industries (Arora & Gambardella, 
2010) such as biotechnology and pharmaceuticals usually are characterized by strong intellectual 
property rights and high confidence in the ability to enforce them.  Therefore, there may be a 
greater propensity to license technologies in these industries, and the prevalence of exclusive 
licensing contracts is also higher as they are seen as a mechanism to maintain and appropriate 
rents from the product market.  In contrast, in industries where the appropriability regime is 
weak, for example in computers and electronics, non-exclusive licensing contracts may be the 
norm in order to address the potential hazards and opportunistic behavior that licensors may 
otherwise be exposed to (Anand & Khanna, 2000; Kim & Vonortas, 2006; Levin et al., 1987). 
3.4. Methodology 
We provide a practical approach to using tree induction by illustrating its specific 
application for analyzing our licensing data (described below).  Pioneered by Quinlan (1986, 
1990), the tree induction methodology seeks to systematically discover the underpinning 
complex rationale guiding the choice among various types of classes in the data, such as different 
exclusivity provisions in licensing agreements.  Choosing an exclusivity provision in licensing is 
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generally a complex task because of the many different factors or contingencies that can 
influence this choice and because these multiple factors can interact in a large number of 
potential combinations.  Thus, it is especially germane analysis using tree induction. Broadly, the 
tree induction methodology can be described as consisting of four stages, as presented in Figure 
3.2.   
When using tree induction, the researcher does not specify the contingent relationships to 
be explored or tested, and instead allows the induction methodology to uncover robust patterns 
from the data.  Nonetheless, the first stage of the tree induction methodology entails a more 
traditional deductive approach.  Specifically, the researcher must exercise important choices in 
identifying the dataset and theoretical or contextual factors of interest in classification.  
Specifically, in the current research, we needed to identify the key attributes that may affect the 
exclusivity choice.  Naturally, because the selection of the dataset and attributes of interest are 
decisions grounded in a theoretical understanding of the phenomenon of interest, it entails 
significant deductive elements.   
Once the data containing instances of license agreements, including their attributes and 
classification (exclusivity choice) are selected, the second stage is the induction of the decision 
tree from the data.  In this stage, the tree induction technique progressively partitions the sample 
of observations (or instances) a fully inductive manner by iteratively identifying the attribute (or 
variable) that is most informative in explaining the focal classification (or choices) of interest to 
the research.  During this stage, the researcher provides critical inputs such as the selection of the 
specific algorithm for the tree induction and the values of its parameters.  
In the third stage, the inductive process is repeated multiple times for robustly estimating 
metrics such as the accuracy of the decision tree to predict the exclusivity choice given a new set 
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of unclassified instances. These iterations may be performed over different partitions of the 
dataset or they may involve different specifications of the algorithm or parameters used for 
inducing decision trees.  In the fourth and final stage, the researcher may examine the output of 
all of these iterations to selecting one or more “best representative” decision tree(s) for the whole 
decision model.  Selecting the best representative decision tree(s) is informed by decision 
parameters as well as subjective judgments, with the goal of arriving at a final model of 
classification in the data.  The researcher may then use this final model to draw inferences, 
examine complex contingencies, and identify anomalies. 
In the following sections, we step through each of these stages of applying tree induction 
methodology to our focal data on technology licensing. 
3.5. Data and Attribute Selection 
For this study, we employ a dataset partially used in previous empirical work (Somaya, 
2011) but augmented with observations from additional industry sectors, which are valuable for 
the examination of contingencies.  Since a portion of this dataset was previously analyzed 
following a traditional deductive approach and by employing regression methods, we are able to 
draw on this theoretical (and empirical) understanding of the phenomenon to inform our choice 
of attributes.  Of key interest, however, is whether the application of inductive techniques can 
help us find underpinning complex contingent relationships and identify new patterns of 
theoretical relevance. 
The dataset corresponds to 431 licensing commercialization agreements signed between 
1990 and 1999 identified from Thompson Financial's SDC database.  Using data available from 
SDC about the parties and the content of the license, additional media reports were found for 
each license, and the attributes associated with each licensing agreement were coded manually 
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through the examination of these verbal descriptions of the license.  Two student coders were 
employed, who were in agreement for about 83% of licenses, and one of the authors resolved 
differences in the coding in the remaining cases. This dataset richly describes licensing 
agreements along several key attributes, as described below. Since these data were coded under 
the direct supervision of the authors and were already checked for comprehensiveness and 
accuracy, we did not need to perform data cleaning or preprocessing tasks (which might be 
necessary for other applications of tree induction to unfamiliar or third-party data).  
It should be noted that while decision tree is a machine learning technique inductive by 
nature and, therefore, does not require hypothesized relationships a priori, and it does not mean 
that our approach is not grounded in theory. We follow a deductive approach, that is, from 
premises corroborated by the extant literature, we select the attributes in a theory-driven manner, 
in accordance with our previous knowledge on the determinants of exclusivity in technology 
licensing. It is important to emphasize that the researcher plays an important role in our 
methodology. During this first step, even though the deductive approach guarantees that the 
selected variables correspond to the determinants of the exclusivity in licensing, the 
interpretation of the extant literature and the final selection of variables will be conditioned by 
the existing repertoire of the researcher's methods and theories.  
There are several potential attributes or variables that might affect the choice of exclusive 
licensing class that a particular license may fall into.  The complete list of attributes and the 
number of agreements in each class are shown in Table 3.1.  The inputs to the inductive 
methodology are the set of exclusivity determinants (attributes) and the exclusivity choice 
(classes) listed in Table 3.1.  With regard to exclusivity choices in licensing, the classes of 
interest are whether or not the license is exclusive or non-exclusive, and what “form” the 
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exclusivity takes – namely, unrestricted exclusivity, exclusive but restricted by product scope, or 
exclusive but restricted by geographic scope. 
3.6. Decision Tree Induction 
Although developed independently, the pioneering algorithms for the induction of 
decision trees: ID3 (Quinlan, 1986), its successor C4.5 (Quinlan, 1993) and CART (Breiman, 
Friedman, Stone, & Olshen, 1984) follow a similar approach.  In each of these algorithms, the 
tree is built in a top-down manner, recursively splitting the dataset by using in each step the 
attribute that is most “informative” about the accurate classification of the data.  
Generally, the algorithms adopt the following procedure (Han et al., 2011).  At first, all 
instances (i.e., licensing agreements) are in the first node (root) of the tree.  If all instances 
belong to a single class (e.g., are all exclusive with geographic restrictions), the tree is a one leaf 
tree labeled with that class.  Otherwise, the algorithm uses a splitting criterion to select a splitting 
attribute, which classifies the data into mutually exclusive outcomes.  Thus, the dataset is 
repeatedly divided into subsets, each corresponding to one category of the splitting attribute (if 
the attribute is numerical it should be discretized in advance).  The procedure is then repeated 
within each subset of data that has been previously classified.  If all instances of a given node 
belong to the same class, there is no rationale for further partitioning that subset of the data.  
Alternately, the partitioning of any subset – and further elaboration of the tree – may be stopped 
when some other stopping criterion is met (see below).  Because there is a risk that the resulting 
decision tree may “overfit” the dataset, i.e., produce unnecessary branches reflecting mostly 
noise or outliers (Han et al., 2011), C4.5 and CART include as part of their algorithms methods 
for tree pruning that create smaller and less complex trees. 
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We employ the C4.5 algorithm as in this paper.  C4.5 algorithm is arguably the most 
widely adopted machine learning algorithm (Witten, Frank, & Hall, 2011) and it is a decision 
tree induction benchmark against which all new algorithms are often compared (Han et al., 
2011).  Decision tree models were induced using the open source, academic software platform 
called Weka, which is a collection of machine learning algorithms (Hall et al. 2009).  Weka 
provides its own implementation of C4.5, which is called J48.  Below, we explain the details of 
C4.5, highlighting the small additional changes introduced in the algorithm by J48. 
3.6.1. Splitting Criterion  
In most cases, the discrete splitting functions are univariate, which means that an internal 
node is split according to the value of a single attribute.  Consequently, the induction algorithm 
searches for the best attribute upon which to split.  There are various univariate criteria.  These 
criteria can be characterized in two broad ways: (a) according to the origin of the measure: 
information theory, dependence, and distance, and (b) according to the measuring structure: 
impurity based criteria, normalized impurity based criteria and binary criteria.  C4.5 makes 
choices about the splitting attribute on which to divide the dataset based on information theory.  
Originated in thermodynamics, the concept of entropy has been used in information sciences 
since Shannon's contributions regarding message transmission (Shannon & Weaver, 1949).  
From this literature, entropy H is the amount of information needed to identify the class of a 
particular example (observation). It is defined as: 
 𝐻(𝐶𝑙𝑎𝑠𝑠) = − ∑ 𝑝𝑖 log2(𝑝𝑖)
𝑚
𝑖       --- (1) 
where 𝑝𝑖 is the non-zero probability that an arbitrary example belongs to class 𝐶𝑖.  
In the first step of the algorithm when all instances (licensing agreements) are in the root 
node and no attribute is yet considered to split the dataset, the required entropy to classify an 
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example is based only on the proportion of the different classes (proportion of agreements with 
licenses that are exclusive, non-exclusive, restricted to product and restricted geographically), 
and these proportions correspond to the pi values in the previous formula.  This is known as the 
entropy of the problem, or the information needed to classify the data. 
The entropy or information needed is equal to 0 if and only if all the pi’s except one are 
equal to 0.  That situation occurs when, for example, all agreements at a node belong to the same 
type of exclusivity in licensing.  The entropy is maximum when all the pi’s are equal; that is 
when all types of exclusivity in licensing are equally likely.  Any change towards a more equal 
distribution of pi’s increases the entropy but when one of the alternatives become more probable 
than others the entropy decreases, or information is gained.  
If we choose a specific attribute (e.g., international licensing) and split the dataset 
according to that attribute’s categories (1 if license flows across several countries, 0 if it is only 
domestic), then for each category of that attribute the proportion of instances that belongs to each 
of the classes can be used to calculate a new entropy value for each branch in the tree created by 
categories of the attribute.  For example, we can calculate one entropy value for the branch with 
international licensing=0 and another entropy value for the branch with international 
licensing=1.  The weighted average of these two entropies will represent the new residual 
entropy or information needed to classify the data further. Let us label this residual entropy as 
𝐻(𝐶𝑙𝑎𝑠𝑠|𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒).  The difference between the original entropy and the residual entropy 
𝐻(𝐶𝑙𝑎𝑠𝑠) − 𝐻(𝐶𝑙𝑎𝑠𝑠|𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒) is the information gain from splitting the dataset by using the 
attribute “international licensing.”  
𝐼𝑛𝑓𝑜𝐺𝑎𝑖𝑛(𝐶𝑙𝑎𝑠𝑠, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒) = 𝐻(𝐶𝑙𝑎𝑠𝑠) − 𝐻(𝐶𝑙𝑎𝑠𝑠|𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒) --- (2) 
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ID3, the predecessor of the C4.5 algorithm uses maximum information gain as its 
splitting criterion. Thus, the ID3 algorithm calculates the information gain from splitting the data 
using each available attribute and then optimizes by splitting the data using the attribute that 
results in the highest information gain.  The information gain criterion is biased towards 
attributes with larger numbers of categories; for example, an attribute containing three categories 
is more likely to yield a bigger information gain than one with only two categories.  Therefore, 
the C4.5 algorithm improved on the ID3 algorithm by implementing a new splitting criterion, 




 --- (3) 
 
However, in some situations, the gain ratio may over-compensate for the bias in using 
raw information gain as the splitting criterion for attributes with many categories.  To adjust for 
this over-compensation, the J48 algorithm also considers the entropy of the attribute and 
compares it to the average entropy across all attributes.  If the attribute with the highest gain ratio 
has an entropy that is lower than average, then J48 selects the next attribute that fulfills the 
requirement of having the highest gain ratio and greater than average entropy. 
3.6.2. Stopping Criterion 
In the C4.5 (or J48) algorithm, the induced tree is recursively grown by applying the 
splitting criterion repeatedly to the subset of observations at each node, which then gives rise to 
two or more new nodes to which the splitting criterion can again be applied.  This growing phase 
of the decision tree will continue until all instances for a given node belong to the same class, or 
until the maximum tree depth has been reached – that is, there are no remaining attributes for 
further partitioning or there are no instances (observations) left.  However, the J48 algorithm 
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includes an additional stopping criterion: if the number of instances in a particular leaf node is 
less than a preset minimum number of instances.  
Let’s suppose the minimum number of instances per leaf is set to 5 and the attribute 
selected (at a particular parent node) to split the dataset is “pharmaceuticals,” which is equal to 1 
if the license is for a pharmaceutical technology, and is 0 otherwise.  Let’s also suppose that 
there are 6 instances at that node corresponding to 3 pharmaceutical licenses and 3 non-
pharmaceutical licenses.  Then, since the minimum number of instances per leaf is not reached 
along either branch, further branches and nodes are not created that emanate from this parent 
node and instead, it becomes a terminal node (or leaf).  In this instance, the leaf would include 
the entire 6 instances at that node.  To determine the class of the terminal node, the predominant 
class in these 6 agreements is computed and the leaf is labeled accordingly.  In this way, the 
algorithm stops further elaboration of the decision tree in directions that involve a relatively 
small number of instances and diverts the researchers’ attention away from what are essentially 
outliers (or idiosyncratic instances) in the data.  The minimum number of instances per leaf is a 
parameter that can be adjusted by the researcher and should be chosen based on the level of 
research interest in identifying and understanding outliers. 
3.6.3. Pruning Method 
Employing tight stopping criteria tends to create smaller and under–fitted decision trees. 
But, using loose stopping criteria tends to generate large decision trees that are over-fitted to the 
training set; but specific elements within such large trees may be of research interest even if they 
represent a small subset of the data.  However, it makes little sense to focus on such small 
subsets of observations if the splitting criteria elaborating these subsets are highly error prone; 
that is, they do not split the data very accurately.  Pruning methods originally suggested in 
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Breiman et al. (1984) were developed for solving this dilemma.  Pruning methods rely on a loose 
stopping criterion, initially letting the algorithm elaborate a decision tree that may over-fit the 
training set.  Then the over-fitted tree is cut back into a smaller tree by removing sub-branches 
that do not contribute adequately to the tree’s prediction accuracy. It has been shown in various 
studies that employing pruning methods can improve the generalization performance of a 
decision tree. 
The pruning method employed by the C4.5 algorithm is called error-based pruning.  It is 
a post-pruning approach, as described above, which means that a full tree is grown before 
removing some branches. This technique uses the error that is made at a node of the tree on the 
dataset as an estimate of the error at that node in a non-labeled class or independent testing 
dataset.  Error-based pruning assumes that the error rate follows a normal distribution, and the 
confidence factor (CF) parameter then controls the pruning.  The CF is used to estimate the 
upper limit of the probability that an error occurs in the population at a leaf (CF is a confidence 
limit for a normal distribution).  This pruning procedure operates under an important assumption 
that the errors at a node with N instances are independent events in a sequence of N trials.  
Predictions can then be made about how many errors would really occur at a given leaf. The 
higher the CF, the more likely the current error rate is accepted and no pruning will be done. A 
lower CF means a lower ceiling for errors in the prediction of the splitting criterion, and hence 
there is more chance for pruning.  A confidence factor of 100 (%) indicates no pruning, and 
smaller values of the confidence factor indicate greater pruning because progressively fewer 
errors are tolerated at each leaf for the same number of classified instances.  The CF is a 
parameter that can be adjusted by the researcher.  
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3.7. Iteration to Test Robustness  
After choosing a set of parameters (notably a stopping criterion and CF pruning 
parameter) the tree induction methodology enables us to build a model to discover patterns that 
govern exclusivity choice.  However, if we modify the parameters of the algorithm, e.g., the 
confidence factor, and build different models we may get subtly different candidate models.  
How can we know which model we should rely on and further evaluate?  To test the predictive 
accuracy of the discovered patterns in a decision tree model and to evaluate other characteristics 
of the models, classification techniques draw two mutually-exclusive sets (or subsamples) of  
instances from the original collection; one set, known as the training set, from which the 
emergent decision rationale is discovered by the inductive algorithm (Quinlan, 1986) and another 
disjoint set of instances, known as the testing set, which is used to test the predictive accuracy of 
this discovered decision rationale.  In other words, the inductive methodology enables us to test 
the goodness of decision rationale inductively discovered from the training set by using these 
decision rules to predict the decisions on the instances contained in the testing set, and then 
comparing those prediction with the actual class labels of the training set instances, to estimated 
accuracy and other measures. 
There are several methods to select the training and test sets (Hand, 1986).  The 
substitution method trains the classifier (i.e., induces the decision tree) using all of the available 
data and then re-uses the entire dataset to test it.  As expected, this method may be biased 
towards an overoptimistic estimation of accuracy metrics.  One of the most used methods is the 
holdout method, in which a portion of the dataset (typically two-thirds) is used as training set and 
the other portion (typically one third) is retained to use as testing set.  One of the main problems 
with this method is that if a very large portion is retained as testing set, then the evaluation of the 
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accuracy may be good, but the induced tree may not be the best.  On the contrary, if a very small 
percentage of the data is held out for testing, then the accuracy metrics may be biased 
(Lachenbruch & Mickey, 1968).  Perhaps the main shortcoming of the holdout method is that is 
very inefficient in the use of the data (Hand, 1986; Lachenbruch & Mickey, 1968) since a 
significant portion of the dataset is not used at all for the induction of the decision tree.  
To overcome these limitations and also to mitigate the potential bias that may arise from 
the random selection of a particular portion of the dataset as training or testing set, it is necessary 
to repeat this process of drawing random, mutually-exclusive training and testing subsamples 
multiple times.  The multiple iterations also help to ensure the reliability and robustness of the 
inductively discovered emergent rationale.  One method that follows this rationale is the k-fold 
cross validation approach.  In this approach, the dataset is partitioned into k portions or folds, 
and then k-1 folds are used to train the algorithm and the one remaining fold is used to test it.  
The process is repeated k times until each fold has been used once for testing and k-1 times for 
training, and metrics are calculated as averages of the values obtained across all iterations.  
Stratified cross-validation improves cross-validation by ensuring that the distribution of classes 
among the instances randomly sampled in every fold is approximately the same as in the 
complete dataset (Witten, Frank, & Hall, 2011).  In this paper, we use stratified 10-fold cross 
validation.  Empirical and theoretical work by Kohavi (1995) shows that 10 fold stratified cross 
validation is preferable over other cross-validation methods, hold out method and bootstrapping, 
as it produces less bias and variance in the accuracy of estimation.  It is important to take into 
account that cross-validation is a method to estimate accuracy given different parameters and 
algorithms, and Weka and other widely used machine learning software programs build the final 
model using the entire dataset. 
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3.8. Representative Tree Selection 
To select a representative decision tree from which we can draw inferences on exclusivity 
in licensing agreements, we need to balance parsimony (i.e., less complex decision trees are 
easier to understand) and robustness (i.e., trees that represent repeated induced models with 
numerous sub-samples or parameters).  To vary parsimony, we induced several decision trees by 
adjusting the number of instances per leaf and the confidence factor.  As we described in the 
previous section, the number of instances per leaf is a stopping criterion that prevents a tree from 
elaborating additional nodes with too few instances.  The confidence factor influences post-
pruning of the tree, with lower confidence factor resulting in the removal of some leaves with 
low prediction accuracy.  Both parameters can affect the overall size of the tree, measured as the 
total number of nodes including leaves and terminal nodes.  Decision models with the smallest 
size represent the most parsimonious approximations of the underpinning rationale.  
To evaluate robustness, we focused on the prediction accuracy of the model; that is, how 
well does the model represent a discovered decision rationale that is generalizable to the rest of 
the sample and can be used effectively to predict decisions in that portfolio?  Stratified 10-fold 
cross validation gave us unbiased and stable metrics to evaluate performance.  There are several 
metrics that can be used for this purpose; among which we evaluated three performance metrics 
(Witten et al., 2011):  
1. Accuracy, which is also known as recognition rate, is the percentage of test set instances 
that are correctly classified.  The opposite of accuracy is the “Error rate,” which is the 
percentage of test set instances that were misclassified, or 1 – accuracy. 
2. Kappa Statistic is a chance-corrected measure of agreement between the classifications 
and the true classes.  It is calculated by taking the agreement expected by chance away 
66 
 
from the observed agreement and dividing by the maximum possible agreement.  A value 
greater than 0 means that the classifier is doing better than chance.  Kappa statistics are 
used to measure the agreement between the predicted and observed categorizations of a 
dataset, while correcting for the level of agreement that occurs by chance.  
3. Receiver Operating Characteristic (ROC) Curve is a measure of the area under the curve 
obtained by plotting, for each class, the true positive rate on the upright axis against the 
false negative rate on the horizontal axis.  The area under the curve represents the 
probability that the classification model ranks a randomly chosen positive instance above 
a randomly chosen negative one.  Therefore, the closer this value is from 1, the better the 
induction tree is performing.  An area under the ROC curve equal to 0.5 indicates an 
induction tree that is comparable with random classifying.  Since this measure is 
calculated for each class, we use a weighted average of the ROC curves of the four 
classes in our data.   
3.9. Findings 
Our methodology establishes two main parameters that the researcher can adjust: the 
minimum number of instances per leaf and the confidence factor used for error pruning.  The 
manipulation of these parameters results in variations in the size of the resulting decision tree 
(the total number of leaf and parental nodes) and different values for the metrics we used to 
evaluate the accuracy of the decision tree.  To understand the impact of these choices and to 
select a decision tree that is accurate and parsimonious, we built decision trees for 11 different 
minimum number of instances per leaf ranging from 3 to 200 and for three different confidence 
factors: 0.1, 0.3, and 0.5 (which are decreasing in the levels of post-pruning). 
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Figure 3.3 shows the exponential increase in the size of the tree as the minimum number 
of instances per leaf decreases and less post-pruning is performed (higher confidence factor).  
For each tree, we also evaluated accuracy, Kappa and ROC curve metrics.  Figure 3.4 shows the 
performance of each tree regarding these three metrics.  For each metric, the highest values 
appear at the stopping criterion of 10 instances per leaf.  When the minimum number of 
instances per leaf is decreased beyond that level, there is either no overall improvement or some 
decrease in all three performance metrics. 
Both accuracy and Kappa metrics show that a smaller tree (minimum number of 
instances equals 5 and CF = 0.3) is more accurate than a less pruned tree, which suggests a good 
balance between performance and parsimony.  Those parameters (minimum number of instances 
equals 5 and CF = 0.3) also generate the best performance tree according to accuracy and Kappa 
measures, and one of the highest values according to ROC curve.  Therefore, we selected that 
tree as our representative induction tree.  Our final tree has a size of 43 nodes (22 leaves). The 
representative tree is shown in Figure 3.5. 
Our chosen representative tree shows that the stage of development of the technology is 
the most important determinant in the choice of exclusivity in licensing agreements, which has 
been a salient feature of virtually all trees we have induced from the data. Thus, the uncertainty 
inherent in contracting over an early stage innovation appears to have a larger impact than all 
other factors on the choice of exclusivity in licensing.  This finding appears to reside in sharp 
contrast to the presumed importance of transaction-specific resource investments for exclusivity 
choices (Somaya et al., 2011; Williamson, 1983), which are a branching criterion in the induced 
tree along only some branches.   
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Moreover, the choice of exclusivity for late-stage innovations appears relatively simple 
(as opposed to being complex); for all licensed technologies that are not in medical industries 
(pharmaceuticals, biologicals, research services, or diagnostics) a late stage innovation is 
predicted to generate a non-exclusive contract, presumably because of less uncertainty about the 
uses, the property rights and the transaction process for these licenses (Arora & Gambardella, 
2010).12  By contrast, the part of the tree elaborated under the condition where the innovation is 
early stage is much more complex.  In this part of the tree, no simple decision criterion accounts 
for a large fraction of instances, and some nodes lead to several additional branches and nodes.  
Thus the induced tree suggests that being early stage may substantially increase the complexity 
of the exclusivity decision in licensing. 
The representative induced tree also suggests that some important contingencies may 
govern the exclusive licensing decision.  In particular, industry seems to play a significant role. 
With one exception (early-stage semiconductor licensing), the medical industries appear to be 
outliers and are associated with different exclusive licensing decision criteria.  These industries 
are characterized by both a strong appropriability regime (Anand & Khanna, 2000) and 
significant specific investments in marketing (including regulatory clearances) and R&D, but it 
appears to be the latter of these factors that may be responsible for why these industries are 
different.  The presence of such specific investments, particularly in late-stage licenses, appears 
to be a major factor in the choice of exclusivity provisions for these industries.  Other important 
contingencies suggested by the induced tree are whether the license is a cross-border 
                                                 
12 This one leaf accounts for about 40% of the observations in our data. However, it is important to recognize that 
this finding is limited by the ability of the attributes we employ to provide useful information about the reasons for 
choosing exclusive licensing for late-stage innovations.  Specifically, 40 late-stage licenses entail exclusivity of 
some form even after accounting for the different medical related innovations, and none of our attributes shed light 
on the choice of these exclusive licensing terms. 
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international license and whether there are past relationships or ongoing (non-licensing) 
relationships between the parties, and each of these contingencies only appears to matter in the 
case where the licenses are early-stage. 
3.10. Theory Building 
According to our philosophical perspective, rooted in a realist view of causation, the 
conception of new theories from the analysis of the selected representative tree is possible for 
several reasons. First, as we presented in the results section, in the representative tree, we can 
find contingencies and non-conforming cases that could not be hypothesized a priori. In a 
traditional correlational analysis, those cases and contingencies would have been hidden in the 
error term or would have meant three (or greater) way interactions very difficult to interpret and 
handle with regression analysis. Second, the tree presents an intuitive way to visualize the 
conjunction of multiple conditions and configurations. This provides an explanatory value to the 
context of the phenomenon of exclusivity in licenses, far beyond the regularities that characterize 
it. Third, the inference of theories from non-conforming cases and contingencies is more of a 
process of discovery and creativity than of testing and verification, which departs from the 
epistemology of positivism. 
Building new theories from the analysis of the representative tree is possible following 
the process of inference called abduction (Peirce, 1931). Although in the process of generating 
theories through abduction creativity plays a very important role, we present below some 
guidelines that facilitate the inference of causal relationships from a data analytics technique 
such as decision tree induction.  
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3.10.1. Analyzing the discovered patterns  
The first step is the analysis of the patterns discovered by the application of the data 
analytics technique, in our case, the representative tree. The analysis of the representative tree 
obtained by the application of decision tree induction allow us the extraction of rules of the form 
IF-THEN that make it easier for the researcher to identify those non-conforming cases or 
contingencies. In order to extract those rules from a decision tree, each rule is created from the 
root to a leaf node. A rule can be evaluated according to its coverage and accuracy (numbers in 
parentheses in Figure 3.5). Coverage is the percentage of observations that are covered by the 
rule (reaching the respective leaf of the tree) with respect to the total of observations in the 
dataset. Accuracy is the percentage of observations on the leaf that were correctly classified. To 
exemplify the abduction process, we extract from the tree the two rules with the greatest 
coverage (45% of the contracts) and greatest accuracy (88.8%), respectively: 
Rule 1.  IF Technology is late stage AND Industry is not “medical” THEN License 
is non-exclusive  
 
Rule 2.  IF Technology is early stage AND Industry is semiconductors AND 
License is international THEN License is non-exclusive  
 
3.10.2. Identifying anomalies 
The second step, necessary for abduction of new theories, is to identify an anomaly (non-
conforming case or contingency) or an unexpected phenomenon (Van de Ven, 2007.) Although 
extracting rules or, in general, analyzing patterns that emerge from applying a data analytics 
technique facilitate the abduction of new theories, determining which of those patterns is an 
anomaly depends on our existing repertoire of theories and methods (Van de Ven, 2007). In this 
study, our theoretical perspective is constrained by the previous literature that we reviewed in the 
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theoretical background section. Hence, we can interpret the first rule as an anomaly because even 
though previous literature suggests that the existence of investments in complementary assets 
plays a determinant role in the exclusivity choice (Teece, 1986; Somaya et al., 2011; Williamson, 
1983) the rule states that, in late-stage innovations, firms opt for non-exclusive agreements and 
resource investments seem to not affect this exclusivity choice, except in medical industries. The 
second rule also suggests an anomaly because of the interaction of two contingencies not 
contemplated in prior literature, the semiconductor industry and international licenses. The 
combination of these two conditions is unexpectedly leading to non-exclusive contracts for early 
stage technologies. Typically, early stage technologies are exclusively licensed because of 
contractual hazards and a greater need of licensor support in later stages of development and 
international licenses are geographically restrictive in order to overcome potential geographically 
limited complementary capabilities (Somaya et al., 2011). 
3.10.3. Finding the Inference to the Best Explanation 
Once the presence of an anomaly is determined, the next step in the process of creating 
theories by abduction is to find an explanation that satisfactorily solves the problem defined by 
the anomaly. The abduction of new theories is also often called inference to the best explanation 
(Douven, 2017) since it refers to a process of trial and error where the best among many 
conjectures is selected (Weick, 1989). Finding the best explanation is a complex process because 
generating conjectures requires extracting a generalizable argument from an anomaly whose 
context is complex, rich in idiosyncratic elements and, as in the process itself of identifying the 
anomaly, strongly affected by the repertoire of experiences and theoretical frameworks of the 
scholar (Van de Ven, 2007).  
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Extracting a generalizable argument from rules or patterns identified from the application 
of a data analytics technique, given that the anomaly is expressed in terms of observed variables, 
might require moving up and down in the level of abstraction, from variables to constructs, and 
vice versa (Bacharach, 1989). Identifying key constructs for each variable present in the rules 
extracted from the representative tree can help to generate conjectures. 
Let us take for example Rule 1 extracted from our representative tree. The first variable 
refers to technologies that are in an advanced stage of development. A technology in late stage 
implies less uncertainty in terms of its uses, the transfer of required know-how, property rights, 
the value of innovation, and so on. The second variable represents a contingency in terms of 
industries that are not "medical". Take for example the pharmaceutical industry. This industry is 
characterized by long developmental processes that include compound identification, animal 
studies, FDA approvals, and three phases of clinical trials. In the pharmaceutical industry, even 
when a drug is in an advanced state, the investment required in marketing is usually significant, 
and contracts typically include performance obligations and milestone payments when certain 
marketing goals are met (Mendes, 2013). The importance of marketing investments for the 
exclusivity choice in these industries, in fact, is shown in other branches of the representative 
tree. In addition, these industries are characterized by a strong appropriability regime and by one 
or a limited number of patents per compound. The other industries in our sample are high 
technology industries such as semiconductors and telecommunications. In comparison to the 
medical industries, high technology industries also require high capital investment but focused 
on manufacturing (Tamme et al., 2013). However, they are characterized by a rapid pace of 
technological change and short product life cycles (Hall & Ziedonis, 2001). They are cumulative 
technology fields in which many patents can be included in just one product, cross licensing is 
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frequent, and maintaining and monetizing extensive patent portfolios is a common practice of 
large industry players such as IBM and Texas Instruments (Grindley & Teece, 1997; Hall & 
Ziedonis, 2001). Finally, the third variable refers to one of the categories of our dependent 
variable: non-exclusive licensing. Generally, a non-exclusive agreement means that bargaining 
power is on the side of the licensor, the licensor can obtain more economic rents using the 
technology in their own products, licensing several licenses at a time, and avoiding potential 
opportunistic behaviors present when there is only a single licensee. 
These constructs and variables can generate various conjectures that explain the detected 
anomaly. Deciding which one represents the best explanation is a process of "discipline 
imagination" (Weick, 1989) where the different conjectures can be evaluated in terms of how 
interesting they are, that is, to what degree they challenge an already accepted conjecture (Davis, 
1971). 
Thus, in cumulative technology industries, even in the presence of the licensee's 
investments in complementary assets, instead of licensing to a single firm, licensors can obtain 
higher revenues by using the technology in their own products, cross-licensing, blocking 
competitors, and using the licenses as bargaining chips in future deals (Hall & Ziedonis, 2001). 
The last point, added to the presence in the industry of large firms with great bargaining power 
and extensive patent portfolios, may be favoring the licensor through non-exclusive agreements 
even in the presence of capital investments. The future economic rents obtained and the potential 
of the innovations as bargaining chips are much clearer if the technology is in a mature state of 
development. Therefore, we propose: 
Hypothesis 1.  Firms in cumulative technology industries, when they are licensing 
technologies in a late stage of development, will be more likely to use non-




The inference of the best explanation for the anomaly detected from Rule 2 extracted 
after the selection of our representative tree, is also based on a back and forth analysis of 
constructs and variables, the declaration of various conjectures, and the selection of the best 
explanation based on how interesting they are. Extant literature proposes that exclusivity is used 
as a contractual hostage to safeguard licensee investments in complementary assets and to enable 
contracting over early stage technologies (Somaya et al., 2011). However, Rule 2 from our 
representative tree, shows certain contingencies that suggest the opposite. As in our previous 
analysis when proposing Hypothesis 1, the fact that semiconductors is a cumulative industry may 
be influencing the choice of exclusivity. Cumulative industries are also characterized by a rapid 
technological pace. In these industries, when innovations are in an early stage, and when entering 
a new country, there may be an interest of the licensor to obtain first mover advantage 
(Lieberman & Montgomery, 1988), leadership in that technology, and network externalities. 
These conditions, in later stages of development, can generate higher revenues in a non-
exclusive than in an exclusive contract, due to the use of technology in licensor’s own products, 
cross-licensing, blocking competitors, and using licenses as bargaining chips. Another factor that 
might lead to non-exclusive agreements is the strength of the appropriability regime in other 
countries. When the appropriability regime is weaker than in the United States, in international 
licensing might be a licensee disinterest about paying extra royalties to obtain exclusivity from 
an early stage innovation when there is uncertainty about the possible circumventing 
mechanisms or the difficulty imitators can find when it comes to reverse engineering the 
technology. In industries with a rapid technological pace, if these conditions are not met, when 
an innovation reaches a mature stage of development, it can be imitated in the short term. 
Therefore, in the presence of a weak appropriability regime, an exclusivity contract does not 
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guarantee exclusivity in practice, which can end up discouraging the interest of potential 
licensees. Therefore, we propose: 
Hypothesis 2. Firms in rapid technological change industries, when there is both early-
stage and foreign-based technology licensing, will be more likely to use 
non-exclusive licenses in lieu of any other type of agreement 
3.11. Discussion 
Several contributions emanate from this research. First, as large datasets become 
increasingly available in the social sciences, we believe that classification techniques such as 
decision tree induction will be of wide interest to social scientists for exploring complex 
phenomena.  As we explain in this study, such inductive methodologies are not “atheoretical”; 
rather they can be both guided by theory (while not conforming to a “hypothesis testing” mold) 
and used to develop new theoretical insights through abductive reasoning from counterintuitive 
or anomalous findings.  Tree induction is, therefore, an invaluable tool for leveraging large 
datasets as opposed to qualitative observational research and case studies to generate inductive 
representations of empirical phenomena, which can, in turn, stimulate abductive reasoning and 
new theory development.  We suggest that the current research could serve as an exemplar of 
innovative inter-disciplinary research where a relatively recently developed but well-accepted 
computational technique can be adapted and employed to conduct empirical investigation and 
theory building in the social sciences. 
Second, within the context of the focal research question in this paper, decision tree 
induction allowed us to discover the underpinning structure of exclusive licensing choices in our 
dataset with respect to the multiple variables of theoretical interest.  Contingent impacts of 
variables on exclusivity choices are represented by nested nodes that lie along a particular 
branch.  Such empirical patterns in the data are inherently of interest to the research literature on 
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licensing, highlighting the interplay of different theories and context conditions that may affect 
exclusive licensing choices.  Moreover, such findings are especially important in imputing 
boundary conditions to theoretical explanations and in understanding the specific contexts to 
which certain prior theoretical predictions apply.  Thus, by providing a robust description of the 
underpinning relationships between various variables and the choice of exclusivity terms in 
licensing, decision tree induction can provide a deeper understanding of this important 
phenomenon.   
Finally, by uncovering the complex interplay of variables in making exclusive licensing 
decisions, tree induction also helps us understand the complexity of decision-making regarding 
these contractual choices.  For instance, the realization of choices regarding exclusivity 
provisions appears to be extremely complex and involve many contingencies when licensing is 
early-stage (and may therefore be presumed to entail significant uncertainties), whereas these 
choices appear to be quite simple when licenses are late stage (where licenses are generally non-
exclusive, except in the case of medical technologies).  Such differences in choice complexity 
can be evaluated by comparing attributes of different major branches in the induced tree.  Prior 
work on complexity in inter-firm relationships has generally focused on the extent of contractual 
provisions present (Mayer & Argyres, 2004; Reuer & Arino, 2007); however, such an approach 
is inherently limited when the governance alternatives are restricted to discrete structural 
alternatives (Williamson, 1985).  In these situations, such as the choice between key exclusivity 
provisions in licensing, any complexity the parties face in arriving at an optimal governance 
mode will not be manifested in the mode chosen but in the parameters entailed in the decision 
making itself.  Evaluating such choice complexity is very difficult using conventional 
econometric techniques, but decision tree induction provides a viable empirical approach.  
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Understanding the complex interactions between drivers of governance form is in turn invaluable 
for developing the next generation of theoretical insights into inter-firm transactions and 
governance, particularly in uncertain and complex types of transactions like technology 
licensing. 
3.12. Limitations and Future Work 
While we have identified the benefits of using decision tree induction, such an approach 
is not without its limitations, which we can detect in the different steps of the methodology. 
In the first step of the methodology, our work is limited by the choice of input variables, 
so we are not exempt from a potential omitted variable bias. Factors such as the availability of 
sufficient previous studies, the quality of the extant literature review, and the researcher's own 
scholarship can influence the variables selected for tree decision induction. However, a positive 
aspect is that the technique allows handling a large number of attributes, and the technique 
naturally hierarchizes the attributes and discards those that do not influence the classification. 
Future research, therefore, may include even more determinants of exclusivity choice in 
licensing. 
In the second step of the methodology, the limitations focus on the choice of the data 
analytics technique to be used and its parameters, and the representative tree selection. In the 
present study, we focus on decision tree induction. However, other machine learning techniques 
for classification can also be applied. As well as techniques to improve the accuracy of 
algorithms, such as random forests and other assembly methods. In subsequent studies, different 
classifiers can be compared to ensure the best selection of the technique. 
Finally, the process of abduction of new theories also presents its limitations. Because it 
is a process where the creativity and the background of the researcher play a very important role, 
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these aspects can influence what we consider anomaly and how we obtain the inference of the 
best explanation. Since this step is theory dependent, our knowledge of the literature and 
positions towards it will predispose our insights, and unawareness of other applicable theories 




3.13. Figures and Table 
 
 





















































































Note: The first number in the parentheses is the total number of instances (contracts) reaching the leaf. The second number is 
the number of those instances that are misclassified. The percentage is the classification accuracy for that leaf. 
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Table 3.1. Descriptive Analysis of Key Attributes (Variables) in the Data 
 
Attribute 









Stage of the innovation      
Early Stage 27 41 26 56  
Other Stage 172 18 56 35 
Complementary Assets      
R&D Investment 75 45 24 65  
Marketing Investment 129 28 67 59  
Manufacturing Investment 149 13 23 40  
No Investment 21 5 8 8 
Industry      
Pharmaceuticals 4 12 16 15  
Diagnostic 8 12 10 7  
Biologicals 13 16 33 32  
Chemicals 13 3 1 1  
Research Services 8 8 11 9  
Home Electronics & 
Magnetic Storage 16 0 0 0 
 
Communication 42 2 2 6  
Semiconductors 90 6 6 20  
Batteries 5 0 3 1 
Licensor-Licensee 
Relationships 
    
 
Equity or Trading 
Relationship 
46 8 25 31 
 
Past Relationship (licensing) 36 9 11 20  
No Relationship 134 43 50 48 
Other Attributes      
International 97 17 66 29  
University Technology 4 3 5 9  
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CHAPTER 4  
ALLIANCE FORMATION BETWEEN COMPUTER SERVICES COMPANIES:        
A HETEROGENEOUS NETWORK APPROACH  
4.1. Introduction 
Strategic alliances have steadily increased in frequency over the last three decades as 
popular instruments for interfirm cooperation. Consistent with this trend, different, and often 
complementary, streams of literature that examines this phenomenon have emerged over this 
period. More specifically, there are competing and complementary theoretical bodies of work 
that have addressed alliance formation. From a transaction costs economics perspective 
(Williamson, 1975), alliances are explained as mid-range outcomes between market and 
hierarchies, where transaction costs are more efficient (Hennart, 1988, Oxley, 1997, Parkhe, 
1993). The resource-based view stream of research (e.g., Wernerfelt, 1984) explains alliance 
formations as firms’ response to finding complementarities that help them to create sustained 
competitive advantages (Eisenhardt & Schoonhoven, 1996; Lavie, 2006; Nohria & Garcia-Pont, 
1991; Rothaermel, 2001). A third approach views organizational learning as the primary 
motivation for firms to enter into such an agreement (Mowery, Oxley, & Silverman, 1996, 
1998). In other words, in the quest to increase their absorptive capacity (Cohen & Levinthal, 
1990) firms create strategic alliances with similar companies in an effort to learn new routines. 
While these approaches have successfully explained alliance motivations, there is a growing 
body of work that focuses on the specific question of who allies with whom. This latter question 
has been generally approached from the perspective of social networks (Ahuja, 2000; Ahuja, 
Polidoro, & Mitchell, 2009, Gimeno, 2004, Gulati, 1999, Rothaermel & Boeker, 2008, Stuart, 
1998). This stream of research revolves mainly around the concept of network embeddedness 
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that establishes a connection between a firm’s previous relationships (relational embeddedness), 
its position in the network (structural embeddedness), and its subsequent strategic alliances. 
This network-based perspective, while substantively contributing to our understanding of 
the formation of new alliances, also brings forth some limitations. First, the methods and 
applications of social network analysis predominantly assume a homogeneous network with only 
one type of node (i.e. firms). Therefore, much semantic richness is lost because measures such as 
network centrality or network position are mainly able to consider the relationships between 
firms and rarely provide insights on other contingent factors such as the country or the industry. 
Second, when other factors have been included in the analysis, such as in the case of network 
measures being incorporated into traditional regression-based frameworks, it raises questions 
about the endogeneity of such measures (Ahuja, Soda, & Zaheer, 2012; Ghosh, Ranganathan, & 
Rosenkopf, 2016; Stuart & Sorenson, 2007).  
In this study, we extend previous work applying the network perspective by aiming to 
address some critical limitations. We specifically build on the concept of heterogeneous 
networks (Sun & Han, 2012). A heterogeneous network is a network that contains different types 
of nodes (Sun & Han, 2012). For example, if an online social network such as Facebook is 
conceptualized as a homogenous network, each node will be a friend. If the same social network 
is conceptualized as a heterogeneous network, we can incorporate different nodes of different 
types such as corporations (corporate pages), brands (brand pages), and celebrities (celebrity 
pages). Conceptualizing networks in this form has several benefits. First, they provide a more 
accurate depiction of reality since in the real world different types of nodes exist and are linked.  
Second, innovations in network prediction models have allowed us to analyze different paths 
connecting two nodes in a given network. Since paths between nodes in a network could be 
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composed of nodes of multiple types, they provide richer information. Third, the use of 
prediction models based on paths (i.e., a sequence of adjacent links that connect two nodes of the 
network) can augment our understanding of node connections, and can generate predictions with 
higher accuracy (Sun, Barber, Gupta, Aggarwal, & Han, 2011); in our case, we focus on the 
existence of dyadic alliance ties between firms. Finally, assessing the predictive value of 
different paths in a heterogeneous network can increase our understanding of the influence of 
path dependence in subsequent strategic alliances.  
Additionally, this study exemplifies some opportunities that become available due to the 
copious amounts of data, the increased computational power to analyze them, and the readiness of 
machine learning13 techniques to extract information and find patterns among them that can 
strongly contribute to management research. Traditionally, quantitative research in management 
has relied on variance models that infer causation through correlational analysis of variables. 
However, the correlational approach presents some limitations. First, most organizational 
phenomena are highly complex and show contingencies i.e., occurrences that could not be 
hypothesized a priori. Machine learning methods provide the ability to detect several such 
contingencies and go beyond the estimation of average effects. Second, in the complex reality of 
organizational phenomena, intricate conjunctions of causal configurations exist at the same time 
and at different levels, and non-conforming cases could potentially trigger theory development by 
abduction (Peirce 1931). These methods do not depend only on the averages; they permit the 
conjunction of multiple conditions, numerous interactions, and causal paths in a single model, 
which provides a richer understanding of the context.  
                                                 
13 Machine learning investigates how computers can learn (or improve their performance) based on data. A main research area is 
for computer programs to automatically learn to recognize complex patterns and make intelligent decisions based on data (Han et 
al., 2011).  
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Finally, in this study, we focus on the computer services industry. Several reasons 
suggest the suitability of the computer services industry to deeply examine alliance formation. 
First, firms in this industry are classic complementors to other industries, thus interfirm 
cooperation in the form of alliances is common and important. Second, it is an industry where 
technological standards are necessary, and strategic alliances are a key instrument to achieve 
component interoperability (Chellappa & Saraf, 2010). Third, predicting alliances is challenging 
in such high-velocity markets since the presence of path-dependent processes is more difficult to 
detect because of the dynamic environment (Eisenhardt & Martin, 2000). 
4.2. Methodology and Results 
The prediction of who is going to collaborate with whom, especially in a dynamic context 
such as that of computer services industry, is a complex task. The prediction of alliances between 
firms in heterogeneous networks is equivalent to the link prediction problem in social networks 
(Liben-Nowell & Kleinberg, 2007);  i.e., given a snapshot of a social network at time t0, we seek 
to accurately predict the edges that will be added to the network during the interval beginning 
from time t0 to a given future time t1. In social networks, this problem has been modeled using 
features intrinsic to the network itself, i.e., network topology. However, most of these methods 
cannot be directly applied to mining heterogeneous networks. This is not only due to the 
existence of different node types, but also because a heterogeneous network captures richer and 
more complex information than its (homogenous) social network counterpart.  
In this paper, we apply a multi-stage framework and a novel machine learning intensive 
network analysis technique to predict relationships in heterogeneous networks called PathPredict 
(Sun et al., 2011). PathPredict has been applied to other challenging relationship prediction tasks 
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such as predicting co-authorship relationships in bibliographic networks (Sun et al., 2011) and 
drug-target interactions in biological networks (Fu et al., 2016). 
 The first step of our methodology involves the construction of the semantic 
heterogeneous network.  For our phenomenon of interest, the selection of the types of nodes and 
the links between them requires a theoretical base. This step in deductive, therefore we ground 
the conceptualization of our network in the extant literature on alliance formation. 
The second step of PathPredict is to identify the network topology defined by each meta-
path. A meta-path is a trail that can be followed on a network schema, to connect one node to 
another. Our target relationship is between two companies; therefore, we need to identify all the 
possible paths connecting two companies in the network. To quantify these paths, we calculate 
the path count between any two companies in the network. Path count is a measure of the 
topology of a heterogeneous network. 
Once the path count is calculated, the next step is the construction of a machine learning 
dataset to build a classification model.  That implies to study the evolution of the network to find 
which companies in the heterogeneous network at the time t0, created new links (alliances) in a 
posterior time t1. The new alliances are expressed as a binomial variable that is 1 if the link 
exists.  To evaluate the classification models, we use accuracy measures. 
In the final step of our methodology, we analyze the prediction power of PathPredict and, 
by abduction, we infer causal relationships from the paths that show the higher accuracy. Figure 
4.1 summarizes the four steps of our methodology.  
4.2.1. Network Construction 
It should be noted that while relationship prediction in heterogeneous networks relies on 
machine learning techniques that are inductive by nature and do not require hypothesized 
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relationships a priori, it does not mean that our approach is ‘atheoretical.’ The first step of our 
methodology is inherently deductive in nature and involves the construction of a semantic 
heterogeneous network which needs to possess face validity.  The researcher role and her 
scholarship background influence the deductive portion of our methodology. For our 
phenomenon of interest, we ground the selection of the types of nodes and the links between 
them primarily based on the extant literature on alliance formation. We consider the following 
determinants of alliance formation: 
Industry factors: Contingencies generated by the characteristics of specific niches 
defined by sub-segment of the industry (i.e. 4-digit SIC codes) have been previously examined 
(Gulati, 1995). Industry factors have been also considered when the effect of complementarities 
(Chung, Singh, & Lee, 2000; Pfeffer & Nowak, 1976; Rothaermel & Boeker, 2008) and 
similarities (Mowery, Oxley, & Silverman, 1996) are investigated in alliance formation. 
Geographic factors: Mechanisms like the strength of the appropriability regime and the 
socio-political environment have been considered in the extant literature by including the nation 
of the companies participating in alliances in the study of alliance formation (Ghosh et al., 2016; 
Hagedoorn, 2002; Rothaermel & Boeker, 2008).  
Innovation factors: Technological similarities suggest motivations for organizational 
learning when participating in an alliance. The innovation factors have been proxied by patents 
cross-citation and total number of patents (Mowery et al., 1996; Rothaermel & Boeker, 2008). 
Previous alliances: Previous literature has established the positive impact of past 
alliances on subsequent alliance partner choices, Since Gulati (1995) the total number of prior 
alliances has been considered in several studies. Regarding this measure and in order to increase 
the richness of our network, we also include the industry and the nation of the alliance. 
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Building upon those factors, we create a strategic alliances heterogeneous network 
containing objects representing seven types of nodes: Company (C), Industry (I), Nation (N), 
Patent (P), Alliance (A), Alliance’s Nation (AN), and Alliance’s Industry (AI). Each company c 
∈ C has links to a primary industry, a nation, a set of alliances and it may also contain patent 
citation information to patents cited for that company. Each alliance a ∈ A has links to a primary 
industry of the deal and a nation where the deal was set.  
Heterogeneous networks are complex by nature and therefore, they are best accompanied 
by a meta-level description (network schema) that graphically captures how many types of nodes 
exist in the network and the possible links between them (Sun & Han, 2012). The network 
schema for our strategic alliances network is shown in Figure 4.2. An example of the network 
including two companies is shown in Figure 4.3. 
To populate the network, we collected data for all alliances involving at least one 
company from the computer services industry (SIC code 737) for the years 2000-2005 using 
SDC Platinum, the most comprehensive dataset of strategic alliances. For patent data, we used 
NBER data following the guide to match company names to patents assignees suggested by Hall, 
Jaffe, and Trajtenberg (2001).  
We ran all analysis in the full dataset. However, in order to keep our matrices more 
manageable, since we did not find major differences in the results, and following Sun et al. 
(2012) approach, we restricted our network to companies that participated at least in two 
alliances during the years of our study. The number of elements in our final heterogeneous 




4.2.2. Network Topology: Meta-Paths 
The second step of our methodology is machine learning based and therefore, inductive. 
In this step, of PathPredict, the purpose is to identify the network topology defined by each meta-
path. A meta-path is a trail that can be followed on a network schema, to connect one node to 
another. The relationship prediction task in heterogeneous networks is defined as the prediction 
of the existence of a certain relationship between two types of objects in the future. Our target 
relationship is a future alliance dyad we want to predict; therefore, we need to identify all the 
possible paths in our network schema (Figure 4.2) that start and finish at a company node (C) in 
the network schema. Let us take for example the meta-path that starts at a company node (C), 
goes through alliance node (A), to company node (C), then follows through industry node (I) and 
finishes back at company node (C).  That meta-path is represented as follows: Ci-A-Cn-I-Cj. Its 
semantic meaning is that - company Ci that makes an alliance Ai with another company Cn 
whose main industry Ii aligns with company Cj (the future alliance between Ci and Cj is the target 
relationship we want to predict). The length of the meta-path is the number of hops in the 
network schema to connect the initial and ending nodes. We studied meta-paths of length 4, as 
recommended in previous applications of this technique. Table 4.2 summarizes the meta-paths in 
our network schema and their semantic meaning 
Next, we calculated a measure of topological features. We used 𝑃𝐶𝑅  path count, as a 
measure of the number of path instances between two objects following a given meta-path R. 
Path count can be calculated by the products of adjacency matrices associated with each relation 
in the meta-path. An adjacency matrix is a matrix where the entries indicate whether two nodes 
are adjacent or no (Wasserman & Faust, 1994). The two dimensions of the adjacency matrix are 
indexed by the sending elements (rows) and the receiving elements (columns). It quantifies the 
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ties between the elements in the relation in question. Table 4.3 summarizes the adjacency 
matrices we use to calculate the path count.  The outcome of this task is the path count for each 
dyad following each meta-path. Table 4.4 presents the summary statistics of each meta-path’s 
path count. 
4.2.3. Machine Learning Dataset and Classification Model 
Once the path count is calculated for each meta-path, the next step, also inductive, is to 
create a machine learning dataset to build classification models to determine whether or not a 
relationship (alliance) occurs in the future. We employ classification to extracts models, from 
instances (i.e., observations) by uncovering patterns from independent variables, which helps 
predict classes (binary – relationship occurs or not) that the instances have previously 
categorized into. To build our dataset, we study the evolution of the network to find which 
companies in the heterogeneous network at time t0 created new links (alliances) at a future time 
t1. The new alliances are expressed as a binary variable that is equal to 1 if a new alliance is 
indeed created.   
To create this dataset, first, we analyze the evolution of the network over the next five 
years (2005-2010) and identify the new alliances that were created in this period among the 
companies in our original dataset. We found a total of 1841 new alliances, from 922761 possible 
dyads. Since we are facing a class imbalance problem (rare occurrences of alliances), we apply 
under-sampling in order to increase our classification accuracy (Han et al. 2012). Under-
sampling works by decreasing the number of observations of the majority class (alliance does not 
exist) until there are an equal number of observations of the class of interest (alliance exists) and 
the negative class.  To under-sample our dataset, we randomly choose 1841 dyads where no 
alliance was created in the next 5 years.  
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We applied three different classification models. First, as Sun et al. (2012) recommended, 
a logistic regression model can be used to perform this task. After the network construction, we 
were able to create the following regression model, where each independent variable is a meta-
path. The results of the regression model are presented in Table 5. 
𝐿𝑜𝑔(𝑙𝑖𝑛𝑘 𝑒𝑥𝑖𝑠𝑡𝑠)𝑖 = 𝛽0 + 𝛽1 (C − A − C − I − C)𝑖 + 𝛽2 (C − A − C − N − C)𝑖 + 𝛽3 (C − A − IA − A − C)𝑖
+ 𝛽4 (C − A − NA − A − C)𝑖 + 𝛽5 (C − P − Pi − P − C)𝑖 + 𝛼𝑖 
Second, we applied Naïve Bayes. Bayesian classifiers are statistical classifiers that 
predict class membership probabilities, such as the probability that a given observation belongs 
to a particular class. Bayesian classification is based on Bayes’ theorem. Naïve Bayes classifier 
is easy to implement and has shown superior performance, especially in large datasets. However, 
it holds a simplified assumption: attributes are conditionally independent, hence is considered 
“naive.” Finally, we applied decision tree induction algorithm C4.5 (Quinlan, 1993)14.    
To evaluate the prediction power of the classification techniques used, we constructed 
our testing set using 10-k fold cross validation.  In this approach, the dataset is partitioned into k 
portions or folds, and then k-1 folds are used to train the algorithm, and the one remaining fold is 
used to test it.  The process is repeated k times until each fold has been used once for testing and 
k-1 times for training, and metrics are calculated as averages of the values obtained across all 
iterations.  Stratified cross-validation improves cross-validation by ensuring that the distribution 
of classes among the instances randomly sampled in every fold is approximately the same as in 
the complete dataset (Witten, Frank, & Hall, 2011).  In this paper, we use stratified 10-fold cross 
validation.  Empirical and theoretical work by Kohavi (1995) shows that 10 k-fold stratified 
cross validation is preferable over other cross-validation methods, hold out method and 
                                                 
14 A detailed explanation of the technique is provided in the previous chapter of this dissertation. 
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bootstrapping, as it produces less bias and variance in the accuracy of estimation. To apply the 
classifiers, we used Weka (Hall et al., 2009) software and its default options. 
We evaluate three performance metrics15 (Witten et al., 2011): accuracy, which is also 
known as recognition rate, is the percentage of test set instances that are correctly classified.  
Kappa statistic is a chance-corrected measure of agreement between the classifications and the 
true classes.  A value greater than 0 means that the classifier is doing better than chance.  Finally, 
we calculate the Receiver Operating Characteristic (ROC) Curve which is a measure of the area 
under the curve obtained by plotting, for each class, the true positive rate on the upright axis 
against the false negative rate on the horizontal axis. The closer this value is from 1, the better 
the classifier is performing. The results of the performance evaluation of the three classifiers are 
presented in Table 4.6. 
4.2.4. Findings  
One of our results, noted in Table 4.6, suggests a high predictive value of the PathPredict 
method when determining the existence of new alliances between the companies in the network. 
The heterogeneous network approach, by providing richer information, presents a high accuracy, 
even though it is a phenomenon traditionally difficult to predict. With respect to the classifiers 
used, as previously reported, the decision tree technique shows the best performance when 
predicting new alliances. 
Although decision tree exceeded the performance of the logistic regression, the 
coefficients estimated by this method state that two companies that in the past have created 
alliances in the same type of industry have a greater probability of collaborating in an alliance in 
the future. This result also suggests path dependence because learning to create alliances in 
                                                 
15 See a more detailed description of the performance metrics in Chapter 3. 
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certain industries can motivate companies to partner with other companies with the same 
experience. 
The decision tree in Figure 4.4 shows that the mere existence of a common connection 
regarding a previous alliance with a company in the same industry or alliances in the same 
industry or in the same country predicts the creation of a new alliance in the future. One finding 
is that the mere existence of a common connection - a previous alliance with a company in the 
same industry or alliances in the same industry or in the same country – strongly predicts the 
creation of a new alliance in the future. This result is also consistent with the view that prior 
experiences of companies shape future partner choices, implying that the learning from creating 
an alliance in a specific country or industry, might play a role in future partner choices even in a 
dynamic context such as the computer services industry. This result is also consistent with path 
dependence since prior experiences of companies are shaping their future partner choices. This 
result is interesting because increasing returns might be playing a role even in a dynamic context 
such as the computer services industry. 
4.3. Theory Building 
The last step of our methodology is building new theories from the application of 
PathPredict for the prediction of new relationships in our heterogeneous network of alliances. 
We follow the process of inference by abduction (Peirce, 1931), detailed in the third chapter of 
this dissertation. 
The first step is the analysis of the extracted paths after the application of the algorithm. 
For the abduction of theories, we focus on the decision tree results because it is the classification 
technique that obtained the best performance results. As in the previous chapter, we extract rules 
from the decision tree. In the case of PathPredict, this step is critical because the results are less 
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intuitive than with other straightforward applications, and therefore it is necessary to clarify the 
semantic meaning of the observed patterns. From the tree in Figure 4.4, we extract the rules 
shown in Table 4.7. In the following steps for the abduction of new theories, we focus on Rule 3, 
which has a high coverage and accuracy and points to our target relationship: the existence of a 
new alliance between two companies. 
The second step is to determine if Rule 3 displays an anomaly or an unexpected 
phenomenon (Van de Ven, 2007). Previous research has focused on the number of previous 
alliances and the position of the firm in the network, however, the use of heterogeneous networks 
allows us to see what kind of previous relationships are the most valuable when predicting a 
future alliance. In that sense, the combination of previous alliances with companies in the same 
industry and a shared history of alliance building in the same industry and country is an 
unexpected phenomenon, difficult to discover by any other method outside data analytics. In 
addition, the phenomenon is interesting because, given the dynamic context, it is expected that 
the importance of previous experiences will be less due to the constant changes in the industry.  
Finally, in order to identify the best explanation for the unexpected phenomenon, we 
draw upon path dependence theory. The simplest definition of path dependence states that 
history and previous actions condition subsequent behavior. More elaborated definitions of the 
construct have been developed in economics, historical sociology, and political science (Arthur, 
1994; Mahoney, 2000; Pierson, 2000) and more recently in management research in areas such 
as technology diffusion (Greve & Seidel, 2015) and organizational behavior (Sydow, Schreyögg, 
& Koch, 2009). A narrower definition usually focuses on the idea that "preceding steps in a 
particular direction induces further movement in the same direction" (Pierson, 2000) and that this 
behavior generates relative benefits or increasing returns that discourage a course change. 
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Therefore the processes become self-reinforced. Mahoney (2000) proposes three characteristics 
of the path dependence that can be applied to the formation of alliances in computer services 
industry. First, path-dependent processes are highly sensitive to events that take place in the early 
stages of a sequence. Second, these early events are usually contingents, i.e., they cannot be 
explained on the basis of initial conditions. Third, once the contingent event takes place, self-
reinforcement and inertia, which other authors have conceptualized as lock-in, take place. From 
Rule 3, we certainly cannot explain why firms chose a particular country or industry to create an 
alliance. However, we do know that self-reinforcement exists as two firms that have created an 
alliance in the same industry and have a shared history of alliances are more likely to ally in the 
future. Therefore, we propose: 
Hypothesis 1. A firm is more likely to form an alliance with another firm in the next 5 
years if they have previous ties in the same industry and a shared history 
of alliances in the same country and industry. 
4.4. Discussion 
Some contributions emerge from this research. First, our machine learning intensive 
methods show high accuracy when predicting future alliances between computer services 
companies. In general, the link prediction problem is not an easy endeavor. In our dataset, only 
0.2% of potential alliances materialized. Hence, to obtain high values of accuracy and other 
metrics that evaluate the predictive power of the algorithms is an important contribution of this 
research. 
Second, our research extends the social networking approach, providing richer 
information on companies' prior behavior before establishing new alliances. The use of 
heterogeneous networks and machine learning resolves the problem of endogeneity when trying 
to combine the social networks approach with traditional regressions (Ahuja et al., 2012, Ghosh 
et al., 2016 and Stuart & Sorenson, 2007). The social networking approach has many 
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applications in management research. By introducing the heterogeneous networks approach, we 
are contributing a tool that better captures the real world and, therefore, can generate better 
predictions and insights about phenomena. The problem of endogeneity has recently been 
approached through the use of other methods such as matching models (Mitsuhashi & Greve, 
2009: Sørensen, 2007, Park, 2013). Although the matching models offer interesting insights in 
terms of the compatibility between two companies, they present some limitations in comparison 
to the heterogeneous networks approach. First, several of these models assume a fixed and stable 
number of agents on each side of the market. The inclusion or disappearance of an agent in the 
real world can generate important changes in the model and its predictive power. The 
unsupervised nature of our method allows us to handle more unstable and evolving conditions of 
the network. Second, since the matching models focus on compatibility measures, they require 
very detailed information about each company in order to assign a valuation to each potential 
match. In a dataset like ours, encompassing the companies of a large industry like computer 
services, assigning a value to each possible match is an intractable problem considering that the 
number of potential combinations in our dataset is around 1 million dyads. Our machine learning 
approach allows us to reduce this complexity and find hidden patterns with relatively little 
information about firms. 
Finally, our results suggest path dependence (Arthur, 1994) in the selection of new 
alliances, even in the context of a high-velocity environment. For instance, having forged 
alliances with another company in a certain industry, or having created alliances in certain 
industries and certain countries in the past were excellent predictors of future collaboration 
between two companies. Our research suggests that the increasing returns of previous partner 
choices may be motivating subsequent partner selections, even in such a dynamic context. 
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Learning to create alliances in a particular country or dealing with a particular industry can foster 
new alliances with companies with similar expertise in the future. In this sense, our study is 
located within the stream of similarities and organizational learning as factors for the formation 
of alliances pointed out by Mowery et al. (1996). The concept of path dependence suggests a 
state of lock in and inefficiency at a certain moment. In this sense, the analysis of the 
performance of the alliance and the study of the evolution of the network in later years are next 
steps regarding future work. 
4.5. Limitations and Future Work 
While we have identified the contributions of our work, there are also some limitations, 
which we can identify in the different steps of the methodology, as we did in the previous 
chapter of this dissertation. 
In the first step of the methodology, our work is limited by the types of nodes selected for 
heterogeneous network construction, so we are not exempt from a potential omitted variables 
bias. Factors such as the availability of sufficient previous studies, the quality of the previous 
literature review, and the researcher's own scholarship can influence the meta-scheme of the 
network. Additionally, this stage may be susceptible to selection bias, since we only focus on 
computer services companies and the companies that have made alliances with them. In future 
research, the sample can be extended to more industries. 
In the second step of the methodology, the limitations focus on the measurement of 
topological features used, path count. There are other measures available, such as random walk 
and normalized path count that can be calculated in future work in order to evaluate its impact on 
the performance of the technique. 
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Finally, the process of abduction of new theories also presents its limitations. Because it 
is a process where the creativity and the background of the researcher play a very important role, 
these aspects can influence what we consider anomaly and how we obtain the inference of the 
best explanation. Since this step is theory dependent, our knowledge of the literature and 
positions towards it will predispose our insights, and unawareness of other applicable theories 






4.6. Figures and Tables 


























































Table 4.1. Elements in the network 
 
Number of Elements in Our Network 
Companies 1359 
Industries (4 digit SIC) 119 
Nations 41 
Patents 9913 
Patents (cited) 29611 
Alliances (2000 - 2005) 1375 
Alliance’s Industries 99 
Alliance’s Nations 36 
 
Table 4.2. Meta-Paths 
 
Meta-Path Semantic Meaning of the Relation 
Ci-A-C-I-Cj Ci makes an alliance with a company in the same industry as Cj  
Ci -A-C-N- Cj Ci makes an alliance with a company in the same country as Cj  
Ci -A-IA-A- Cj Ci and Cj  create alliances in the same industry 
Ci -A-NA-A- Cj Ci and Cj  create alliances in the same country 













C-A Company has an Alliance 1359 1375 
C_I Company belongs to a Primary Industry 1359 119 
C_N Company is established in a Nation 1359 41 
A_IA Alliance is created in a Primary Industry 1375 99 
A_NA Alliance is created in a Nation 1375 36 
C_P Company is assignee of Patent 98 9913 
P_P Patent cites Patent 9913 29611 
 
Table 4.4. Meta-Paths Summary Statistics 
Meta-Path Mean Standard Deviation Maximum 
Ci-A-C-I-Cj 7.71 23.92 812 
Ci -A-C-N- Cj 33.53 103.46 2131 
Ci -A-IA-A- Cj 8.36 24.75 618 
Ci -A-NA-A- Cj 27.20 123.12 3116 





Table 4.5. Logistic Regression Results 
 









DV = Link Exists 
t value 
Ci-A-C-I-Cj 0.002 
(0.0004)      
3.93e-06*** 
Ci -A-C-N- Cj 0.001 
(0.0001)      
1.52e-12*** 
Ci -A-IA-A- Cj 0.004   
(0.0005)    
< 2e-16*** 
Ci -A-NA-A- Cj -0.0007   
(0.0001)   
1.42e-08*** 
Ci -P-Pi-P- Cj 0.0004  
(0.0005)     
0.384     
Intercept 0.437   
(0.009)   
< 2e-16*** 
Classifier Accuracy Kappa Statistic ROC Curve 
Logistic Regression 76.70% 0.5339 0.904 
Naïve Bayes 63.69% 0.2738 0.804 
Decision Tree 95.06% 0.9011 0.941 
112 
 





IF THEN Coverage/Accuracy Meaning 
𝑃𝐶Ci −A−Cn −I−Cj  ≥ 1  No alliance 34% / 100% 
Company Ci didn’t create an alliance with a company in the 
same industry as company Cj in the previous 5 years   No 
alliance between Ci and Cj in the next 5 years 
𝑃𝐶Ci −A−Cn −I−Cj  ≥ 1   AND 
𝑃𝐶Ci −A−IA −A− Cj = 0 
No alliance 8% / 100% 
Company Ci did create an alliance with a company in the same 
industry as company Cj in the previous 5 years but companies Ci 
and Cj didn’t create an alliance in the same industry in the 
previous 5 years  No alliance in the next 5 years 
𝑃𝐶Ci −A−Cn −I−Cj  ≥ 1   AND 
𝑃𝐶Ci −A−IA −A− Cj ≥ 1  AND 
𝑃𝐶Ci −A−NA −A− Cj ≥ 4    
Alliance 35%/ 93% 
Company Ci created an alliance with a company in the same 
industry as company Cj, also companies Ci and Cj created an 
alliance in the same industry in the previous 5 years, and 
companies Ci and Cj created more than 4 alliances in the same 
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