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Determination of Wavelet Ridges of Nonstationary
Signals by Singular Value Decomposition
Nalan Özkurt and F. Acar Savacı
Abstract—The ridges obtained from chaotic signals can give the
relevant information about the phase structures of the dynamical
systems. Therefore, a new wavelet ridge determination method
for the noisy signals and nonstationary signals, which is based on
the singular value decomposition (SVD) has been proposed in this
paper. The proposed method has been compared with Carmona
method for monocomponent signals, and multicomponent signals.
The proposed method is computationally more effective than
the Carmona method to determine the actual ridges. Also, the
ridges of the periodic limit cycles and chaotic attractors have been
determined by using the SVD-based method to find the degree of
chaoticity.
Index Terms—Instantaneous frequency, singular value decom-
position (SVD), wavelet ridge.
I. INTRODUCTION
DUE TO THE nonstationary property of most of the signalsfrom nature, the study of nonstationary signals in many
different fields of science and engineering is very important and
the wavelet analysis has found a wide interest in various areas
such as in mechanics [1], in data compression [2], in molecular
dynamics [3], in geophysics [4], in biomedical engineering [5],
[6].
Because of the nonstationary nature of the chaotic wave-
forms, the chaotic waveforms have also been analyzed in the
time-frequency domain especially by Wigner distribution [7],
[8] and by wavelets [9]–[12]. The time-frequency represen-
tation of the trajectories would be more convenient to get
dynamical information about the chaotic system, since the
asymptotic quantities (Lyapunov exponents, entropy, fractal
dimension) only reflect the asymptotical behavior. This repre-
sentation can reveal the phase-space structures by obtaining the
relevant information from a single trajectory through the ex-
traction of main frequencies along the ridge (i.e., a curve at the
time-frequency plane along which the energy is locally max-
imum). The original signal can be recovered using the skeleton
of the transform [13]–[15] which is defined as the values of
the wavelet transform (WT) coefficients along the ridges.
The instantaneous frequencies which have been determined
through the ridges can also be used to detect the resonance
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trappings and to characterize the degree of the chaoticity [9].
The ridge-detection algorithm based on the phase of the WT
has been given in [16], [17]. The extension of this work to noisy
mono-component and multicomponent signals have been done
in [18] and [13], respectively. In this paper, the determination of
the wavelet ridges of noisy signals and chaotic signals based on
the singular value decomposition (SVD) has been introduced.
In Section II, after briefly introducing the WTs, the scalogram
matrix has been constructed. In Section III, the definitions of the
analytical signal, the instantaneous frequency and the ridge of
the WT have been given. The proposed method based on SVD to
determine the ridges has been introduced in Section IV and the
given method has been applied in Section V to the chirp signals
and chaotic signals arising from Chua’s circuit [19].
II. WAVELET ANALYSIS
The wavelets are the family of the signals that is produced by
the translations and the dilations of a mother wavelet satisfying
the admissibility condition. The continuous WT coefficients of
a signal are determined for the different scales
and translations as follows:
(1)
where and are the dilation (scale) and translation coefficients,
respectively, and * denotes the complex conjugate; the scaled
and translated wavelet is obtained as
(2)
where is the mother wavelet. The mother wavelet must
satisfy the admissibility condition which implies zero mean as
(3)
as given in [5], where is the Fourier transform of the
mother wavelet.
A local time-frequency energy density called scalogram
has been defined in the wavelet domain as [20]
(4)
The continuous WT conserves the total energy of the signal
according to the Plancherel’s formula as in [16]
(5)
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For the numerical computations, the discrete samples of the
continuous WT have been considered and the scaled and trans-
lated wavelets have been defined at the dyadic grid as
(6)
where are the dilation and translation coefficients,
respectively. Then, the numerical approximation of the total en-
ergy gives
(7)
with and WT coefficients are defined as
(8)
where .
If the wavelets defined in (6) are chosen such as to constitute a
Riesz basis for every then the approximate energy
is bounded with the energy bounds which can be calculated from
the frame bounds defined in [20].
By considering only finite number of basis vectors for prac-
tical purposes, the approximate total energy in (7) can be further
approximated as
(9)
where the entries of the scalogram matrix are
defined as
(10)
which are the local time-frequency domain energy densities
evaluated at the discrete dilations and translations .
The truncation of the infinite dimensional scalogram matrix
in time has been done by observing the attractor of the chaotic
signal in the phase space.
For the nonstationary signals with compact support, only the
samples in the support have been used to construct the finite
dimensional scalogram matrix. The truncation in frequency has
been done when the wavelet coefficients were sufficiently small.
In this paper, the WT has been demonstrated by choosing the
following standard complex Morlet mother wavelet
(11)
where defines the center frequency of the wavelet.
III. WAVELET RIDGES
In this section, before introducing the SVD-based ridge de-
termination method, the related definitions will be given as fol-
lows.
Definition 1: The analytical mono-component signal
associated with the real signal is a complex function of time
defined as
(12)
where the function is the Hilbert transform of which is
defined in [16]
Definition 2: The instantaneous angular frequency is defined
as the derivative of the phase
(13)
Definition 3: Let be a real finite energy signal.
The signal is asymptotic iff
(14)
where and
For the chosen asymptotic mother wavelet in the form of
, the WT of the analytical signal
can be found by using (1) and the integral WT of the real signal
is obtained as
(15)
where [20]. Since the integrand
is asymptotic, the stationary phase theorem given in [16] and
[17] can be directly applied.
Let be the stationary point of the argument of the
integrand
(16)
(17)
[21], and then the WT in (15) can be approximated as in [17] by
(18)
where
(19)
Since at , the chosen translated and dilated Morlet
mother wavelet in (18) has its maximum, then at that time
instant is also locally maximum neglecting the
correction term.
Definition 4: The ridge of the WT of is the set of points
(a, b) which are the stationary points of the argument of the WT
“ ” in (15) (i.e., ).
The ridge can be obtained from (16) as
(20)
and then the instantaneous angular frequency along the ridge
becomes
(21)
The multicomponent signal with the instantaneous ampli-
tudes and the instantaneous phases can be
described by
(22)
where is the number of the components.
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The WT of the multicomponent signal has been given in
[13] as
(23)
where .
If the Fourier transform of the mother wavelet “ ” is lo-
calized near a certain angular frequency , the scalogram
is localized around ridges
(24)
The representation above is valid at if the instantaneous
frequencies of the components of the signal are separable [20].
IV. SVD-BASED RIDGE DETERMINATION
In the literature, there are several ridge-detection methods
such as stationary phase method which calculates the ridge
using the stationary point theorem [16], [17]; the simple method
which directly determines the local maxima of the scalogram
[9], [17]; the Carmona method which converts the detection
problem into an optimization problem [18] and its extension
to the multicomponent signals using the algorithm based on
the Markov Chain Monte Carlo method [13]. In this section,
the wavelet ridge-detection algorithm based on singular value
decomposition of the scalogram of the mono-component and
multicomponent nonstationary signals in the presence of noise
and measurement errors has been explained. The proposed
algorithm is different than the ones given in [13], [22] which
apply SVD directly to the data matrix, but it is similar to the
algorithms which apply the SVD method to the WT coefficient
matrix [23], [24]. In [23], the first left singular vector called
as pseudo power signature is used in the classification of the
seismic signals. The left and right singular vectors are used to
characterize the speech signals in [24].
Lemma 1: The Frobenius norm of an matrix of
rank
(25)
where are the singular values of [25], [26].
The lemma states that the energy of the signal in wavelet
domain is related with the singular values. Since the singular
values are in decreasing order, the most of the energy is con-
tained in the components associated with the greater singular
values.
The scalogram matrix with can
be decomposed into its singular values as
(26)
where the singular value matrix the orthogonal
matrices and and these matrices can
be decomposed into two parts
(27)
(28)
where the , and where
representing the dominant components associated with
the original signal, and the less significant components and the
noise are included in ,
and .
The effects of the additive white Gaussian noise (AWGN) is
higher on the smaller singular values which correspond to the
components of the signal with lower energy levels when SNR
is not too low. Therefore, the effect of the noise is reduced by
truncating the lower singular values. The approximated scalo-
gram matrix with rank is obtained as
(29)
by using only the signal components , and .
The number of the singular values included in approximation
has been defined by considering the ratio of the energy as-
sociated with the singular values to the total energy
(30)
where is the total energy of the scalogram matrix. For the
given noise threshold , the singular values with
have been included in and the
remaining singular values have been considered as the
noise or the minor energy components.
In the wavelet domain at the fixed time instant the max-
imum energy occurs at the scale , i.e.,
(31)
where denotes the th column of the approximated
scalogram matrix and
(32)
and is the main ridge of the approximated scalogram.
Therefore, the main ridge can be calculated by determining the
global maximum (assuming it exists for most of the practical
signals) of the approximated scalogram for each time instant
.
The ridges of the multicomponent signal with sufficiently
large amount of energy are also taken into account because the
energy contribution of these components can not be neglected.
The ridges are defined as
(33)
where is the energy threshold and then the ridges are deter-
mined by finding the local maxima of the approximated scalo-
gram for each time instant. In the case of mono-component
signal, since the signal has single instantaneous frequency at a
given time instant, a single ridge (the main ridge) will be suffi-
cient to locate the energy concentrations.
V. APPLICATIONS
In this section, some of the applications of the proposed
method have been given.
The center angular frequency of the mother wavelet has been
chosen as for the examples given below.
ÖZKURT AND SAVACI: DETERMINATION OF WAVELET RIDGES OF NONSTATIONARY SIGNALS 483
Fig. 1. (a) Time-waveform. (b) Scalogram. (c) Actual ridge, ridges calculated by stationary phase, and SVD-based method. (d) Ridges calculated by simple
method, Carmona method and SVD-based method for chirp signal with additive Gaussian noise.
Fig. 2. Ridges on the scalogram of double-scroll attractor.
Example 1: The monocomponent chirp signal is given as fol-
lows:
(34)
where Hz and is the number of samples and is the
sampling time which are chosen as 600 and 0.01, respectively.
For comparison of the methods, the chirp signal is embedded
in Gaussian noise with signal to noise ratio dB
and the scalogram matrix has been calculated for
dilations which include the frequency range in which the en-
ergy of the signal is localized. The time waveform of the noisy
chirp signal is shown in Fig. 1(a) and its scalogram is illus-
trated in Fig. 1(b). The actual ridge and the ridges calculated by
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Fig. 3. Scalogram and the ridges of the signal with two hyperbolic chirps.
Fig. 4. Instantaneous frequencies of the signals from Chua’s circuit by the SVD-based method.
Stationary Phase method are shown in Fig. 1(c), while ridges
calculated by Simple method and Carmona method are shown
in Fig. 1(d). The proposed method has been illustrated in both
Figs. 1(c) and (d) for comparison purposes.
The ridge finding algorithms have been implemented using
MATLAB in the PC with 1.4 GHz CPU. The computation
times of the algorithms for the stationary phase method, simple
method, multiridge Carmona method and SVD-based method
are 134.613 s, 0.030 s, 50.082 s, and 3.715 s, respectively.
Example 2: The wavelet ridges of the double-scroll attractor
of Chua’s circuit [27] has been determined by both multiridge
Carmona method and the proposed method.
Four singular values of which energy contribution is greater
than 10% of the total energy have been included in the approx-
imated scalogram . Then, the local maxima of the approx-
imate scalogram has been obtained with energy threshold
. The ridges calculated by multiridge Carmona method
and SVD-based method are shown in Fig. 2. Both methods pro-
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duce acceptable results showing the energy concentrations of
the double-scroll attractor.
Both algorithms have been implemented using MATLAB
and the computation times for multiridge Carmona method and
SVD-based method are 1452.3 s and 22.12 s, respectively. The
computational cost of the Carmona method grows drastically
when the size of the scalogram matrix becomes large, however
the computations are faster when the ridges are calculated by
SVD-based method.
Example 3: Performance of SVD-Based Method Under Addi-
tive White Gaussian Noise: The signal containing two hyper-
bolic chirps is defined as
(35)
where , and . The ridges of the given
signal has been determined by using the SVD-based method for
noise-free case and for two different signal to noise ratios. The
scalogram of the noise-free signal and the computed ridges are
shown in Fig. 3.
Example 4: Wavelet Ridges of Periodic, Quasi-Periodic, and
Chaotic Signals: The wavelet ridges of the signals measured
from the dynamical systems give information about the phase
space structures of the system such as periodicity, quasi-peri-
odicity, chaoticity. Also, the strength of chaos (i.e., the stronger
chaos, the faster the divergence of the initially nearby trajec-
tories and the larger the Lyapunov characteristic exponents
[28]) can be characterized by the geometry and number of the
ridges: weak chaos is characterized by one main connected
ridge whereas strong chaos is characterized by multiple short
ridges distributed over the time-frequency plane without an
order [9]. The ridges of the signals obtained from Chua’s circuit
are shown in Fig. 4.
VI. CONCLUSION
In this paper, the wavelet ridge determination algorithm
based on the singular value decomposition of the scalogram
of the nonstationary signals has been explained. The method
has been applied for noisy mono-component chirp signal and
the performance has been compared with stationary phase
method, the simple method and the Carmona method. The
SVD-based method has also been applied to the double-scroll
attractor of the Chua’s circuit in order to evaluate the perfor-
mance for the multicomponent signals. The proposed method
is computationally more effective than the Carmona method for
monocomponent and multicomponent signals in determining
the actual ridges in noisy situations. Furthermore, the wavelet
ridges of the periodic, quasi-periodic and chaotic signals arising
from the Chua’s circuit have been determined and it is observed
that the characterization of the signals can be made considering
the ridges of the signal.
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