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Abstract
We present in detail the formulation of the ab initio theory we have developed for the calcula-
tion of the macroscopic second-order susceptibility χ(2). We find a general expression for χ(2) valid
for any fields, containing the ab initio relation between the microscopic and macroscopic formu-
lation of the second-order responses. We consider the long wavelength limit and we develop our
theory in the Time-Dependent Density-Functional Theory framework. This allows us to include
straightforwardly many-body effects such as crystal local-field and excitonic effects. We compute
the Second-Harmonic Generation spectra for the cubic semiconductors SiC, AlAs and GaAs and
starting from the Independent-Particle Approximation for χ(2), we include quasiparticle effects
via the scissors operator, crystal local-field and excitonic effects. In particular, we consider two
different types of kernels: the ALDA and the ”long-range” kernel. We find good agreement with
other theoretical calculations and experiments presented in literature, showing the importance of
very accurate description of the many-body interactions.
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I. INTRODUCTION
Nonlinear optics is an important and exciting field of fundamental and applied research,
with applications in many different disciplines like materials science1, chemistry2,3 and
biology4. Among all the nonlinear phenomena existing in nature, a major role is played by
the second-order process: Second-Harmonic Generation (SHG).
Since its discovery in 19615 the importance of SHG has grown, because of its sensitivity
to space symmetry, making SHG an extremely versatile tools for studying many kinds of
surfaces6–10, superlattices11 and interfaces10,12–14. Nowadays this technique is also used
for characterizing systems like interfaces of nanocrystals15 or as a probe for molecular
chirality in polymers16,17 and nanotubes18. Furthermore, SHG is also interesting for the
development of optoelectronic devices. Many experimental efforts are made towards the
design, fabrication, and search for new nonlinear optical materials and SHG techniques
play a central role in these studies19,20.
In the SHG nonlinear optical21,22 process the interaction of matter with light is described
by the macroscopic second-order susceptibility χ(2). This quantity includes the many-body
interactions between the electrons of the system: the variation of the screening fields on
the microscopic scale, i.e. crystal local-field effects23 and the electron-hole interaction, i.e.
excitonic effects24, when real and/or virtual excitations are created in the process. The
basic requirement of such a description is a comprehensive understanding of the nonlinear
microscopic physical mechanisms in the second-order response and the corresponding
macroscopic relation with physical measurable quantities. This is a formidable task and
considerable difficulties have delayed accurate calculations for many years.
In the first theoretical works on nonlinear optics25–27, the second-order nonlinear optical
susceptibility was calculated for finite- and zero-frequency values in zinc-blende crystals
and despite the fitting parameters used26,27 a comparison between theoretical and experi-
mental data was difficult. The empirical pseudopotential calculation of Fong and Shen26
underestimated the experimental values by 1-2 orders of magnitude, while Moss et al.27
overestimated the values of the χ(2) by a factor 1-4.
Later, Levine and coworkers28–33 presented an ab initio formalism for the calculation of
the second-harmonic susceptibility in solids, performed in the context of the one-electron
band theory which takes into account crystal local-field effects. Sipe and Ghahramani34
2
and Aversa and Sipe35 developed a formalism for the calculation of the second-order
optical response of crystals in the independent particle approximation, and a more recent
approach has been reported by Sipe and Shkrebtii36. Based on these works, Hughes
and Sipe37–39 presented a first-principles calculation of the second-order optical response
functions, including self-energy corrections at the level of the scissors approximation.
A different approach from the sum over states methods cited above, was presented by
Dal Corso et al.40, in which self-consistent local-field effects were included in χ(2) within
local density approximation (LDA) through the “2n+1” theorem in the Time-Dependent
Density-Functional Theory (TDDFT) framework, and applied to semiconductor materials41
and molecules42.
Most of these works focus on the calculation of the optical second-harmonic susceptibility,
in the static limit and in the low-frequency range. Theoretical analysis were also extended
to a larger frequency range in particular in the Independent Particle Approximation
(IPA)37–39,43,44. These calculations improve the description of the second-order suscep-
tibility, however, the details of each approach show clearly that the calculation of the
second-order optical susceptibility still remains a nontrivial task, and the same accuracy
obtained nowadays in linear optics has not been achieved yet, in particular for a large
frequency range.
Furthermore, only a few works exist on the inclusion of excitonic effects in χ(2). Chang et
al.45 and Leitsman et al.46 presented an ab initio many-body formalism for computing the
frequency-dependent second-harmonic polarizability of semiconductor materials including
crystal local-field and excitonic effects. In their method the electron-hole interaction is
described through the solution of an effective two-particle Hamiltonian, derived from the
Bethe-Salpeter equation (BSE), which has been successfully used for linear optics. The
authors found a reasonable agreement with experimental data in the static limit, while in a
larger energy range the comparison was not satisfactory. The question arises whether it is
possible to use this method to describe excitons for higher-order calculations.
In this work, we present in detail the formalism we developed and presented in Ref.47
for the calculation of the macroscopic second-order susceptibility χ2, valid for crystals
and molecular systems. We find an expression for χ2 valid for any kind of classical field
(longitudinal and transverse) which relates the microscopic and macroscopic formulations of
second-order response. We have applied our theory to SHG spectroscopy, considering only
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the case of vanishing light wave vector (q → 0). In this limit, the macroscopic second-order
susceptibility χ2 can be expressed in the TDDFT48–50 framework. Within our approach
crystal local-field and excitonic effects are straightforwardly included in the macroscopic
second-order susceptibility.
The paper is organized as follows: in Sec. II, we present the derivation of the relation be-
tween the microscopic and macroscopic formulation of the second-order response, obtaining
a general expression for the macroscopic second-order susceptibility χ2 valid for any fields.
In Sec. III, we rewrite the general expression for χ2 as obtained from the previous section,
for longitudinal fields (long wavelength limit), which permits us to write our formalism
in the TDDFT framework. Furthermore, since in our approach we explicitly consider the
symmetry properties of the system in order to obtain a specific component of the tensor χ(2),
we give the expression for the component χ
(2)
xyz for cubic symmetry. In Sec. IV we apply
our method to the calculation of SHG spectroscopy for the cubic semiconductors SiC, AlAs
and GaAs. We discuss SHG spectra obtained within different levels of description of the
many-body interactions. Starting from the Independent-Particle Approximation for χ(2), we
include quasiparticle effects via the scissors operator, crystal local-field and excitonic effects.
II. MACROSCOPIC SECOND-ORDER SUSCEPTIBILITY
In this section, we present in detail the derivation47 of the macroscopic second-order
susceptibility tensor χ(2), which is defined by
P
(2)
M = χ
(2) EM EM , (1)
P
(2)
M is the macroscopic second-order polarization and EM the macroscopic component of
the total electric-field. χ(2) describes the response of a system to an external perturbation,
containing the physical informations of the nonlinear microscopic response of the material,
together with its many-body interactions. Moreover, as χ(2) is a macroscopic quantity, it is
directly related to measurable quantities, like SHG spectra.
In our formalism, in order to obtain χ(2), we calculate in a first step the second-order
microscopic polarization of the system, from which we derive in a second step the second-
order macroscopic polarization (P
(2)
M ) of the system. Once we obtain an expression for P
(2)
M ,
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we derive an expression for the second-order susceptibility χ(2). In this way, we obtain
a general relation between microscopic and macroscopic formulation of the second-order
response function, valid for any fields (longitudinal and/or transverse) and for any symmetry
of the system.
A. First Step: Microscopic Second-Order Polarization
We consider the response of a system of electrons, interacting via the Coulomb potential,
perturbed by an external electromagnetic field. To calculate the second-order microscopic
polarization of this system, we extend to second-order the linear response formalism of Del
Sole and Fiorino presented in Ref.51.
Using second-order time-dependent perturbation theory, we calculate the induced current
Jind as a function of the perturbing field E
p, defined as51
Ep = Eext + Ei,T = E− Ei,L. (2)
where Eext is the external applied electric-field, E is the total microscopic field and Ei,L and
Ei,T are respectively the longitudinal and transverse components of the field induced by the
external perturbation.
The relation between the polarization and the induced current is
P(r, t) =
∫ t
−∞
Jind(r, t
′)dt′, (3)
and from its time Fourier transform we obtain an expression for the first51,52
P(1)(r, ω) =
∫
dr1α˜
(1)(r, r1, ω)E
P (r1, ω), (4)
and for the second-order microscopic polarization
P(2)(r, ω) =
∫
dr1dr2
∫
dω1dω2δ(ω − ω1 − ω2)
α˜(2)(r, r1r2, ω1, ω2)E
P (r1, ω1)E
P (r2, ω2). (5)
The quantity α˜(1) (Eq. (4)) is the linear quasi-polarizability tensor52 defined in terms of the
current-current response function χjj (see Appendix A) as
α˜(1)(r, r1, ω)=
1
ω2
{χjj(r, r1, ω)− 〈ρˆ(r)〉δ(r− r1)} (6)
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and the quantity α˜(2) (Eq. (5)) is the second-order quasi-polarizability defined in terms of
the current-current-current response function χjjj (see Appendix A) as
α˜(2)(r, r1, r2, ω1, ω2) =
−i
ω1ω2(ω1 + ω2){
1
2
χjjj(r, r1, r2, ω1, ω2) −χρj(r, r1, ω1)δ(r− r2)
−χjρ(r, r1, ω1 + ω2)δ(r1 − r2)} , (7)
written in atomic units (~ = 1, e = 1 and m = 1). We note that the quantities α˜(1) and α˜(2)
are called quasi-polarizability because they are related to Ep, while the true polarizabilities
are related to E.
Performing the space Fourier transform of Eq. (4) and Eq. (5), we obtain
P
(1)
G (q, ω) =
∑
G1
α˜
(1)
G,G1
(q,q, ω)EPG1(q, ω), (8)
P
(2)
G (q, ω)=
∑
q1,q2,
G1,G2
∫
dω1dω2δq,(q1+q2)δ(ω − ω1 − ω2)×
α˜
(2)
G,G1,G2
(q,q1,q2, ω1, ω2)E
p
G1
(q1, ω1)E
p
G2
(q2, ω2), (9)
where q is a vector in the first Brillouin zone, G, G1 and G2 are vectors of the reciprocal
lattice and PG(q, ω) stands for P(q + G, ω).
We obtain in Eq. (8) and in Eq. (9) the first51,52 and second-order microscopic polarizability
as a function of the perturbing electric field Ep defined in Eq. (2). We will use both these
polarizations in the following, in order to derive an expression for the macroscopic χ(2).
B. Second Step: Macroscopic Second-Order Polarization
The physical properties of a system are described by macroscopic quantities. For instance,
the linear optical properties of a material are obtained through the macroscopic dielectric
tensor ǫM defined through the relation DM = ǫMEM where DM is the macroscopic electric
displacement vector in the linear response and EM is the macroscopic component of the
total electric field93. In the second-order response, the quantity which describes the opti-
cal properties of the system is the macroscopic second-order susceptibility χ(2), defined in
Eq.(1).
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ǫM and χ
(2) can not be directly obtained from the microscopic quantities defined in Eq. (8)
and Eq. (9), as both ǫM and χ
(2) are written in terms of the macroscopic polarization which
depends on the total electric field, containing the external perturbation and the induced re-
sponse of the system to the perturbation. The microscopic quantities in Eq. (8) and Eq. (9)
have to be expressed as a function of the total electric field and they have to be spatially
averaged52. In practice, for a quantity written in reciprocal space, the averaging procedure
consists in keeping only the G = 0 component52.
In order to find an expression for the macroscopic second-order susceptibility χ(2) (Eq.(1))
we start to consider the microscopic electric displacement vector where we expand the po-
larization up to second-order
DG(q, ω)=EG(q, ω) + 4π(P
(1)
G (q, ω) + P
(2)
G (q, ω)). (10)
To obtain the macroscopic electric displacement, we need to spatially average52 P
(1)
G and
P
(2)
G , given in Eq. (8) and Eq. (9), and to express these polarizations in terms of the total
electric field. In Eq. (8) and Eq. (9) the microscopic polarizations are expressed as functions
of EpG, which significantly facilitates the calculation of the macroscopic averages. In fact,
if the applied external field is of long wavelength, the perturbing field EpG(q, ω) becomes
macroscopic EpG(q, ω) = δG,0E
p
0(q, ω), as shown in Ref.
51 and we obtain from Eq. (8)
P
(1)
0 (q, ω) = α˜
(1)
0,0(q,q, ω)E
P
0 (q, ω). (11)
To express Eq. (11) as a function of the total electric field, we use the relation between the
perturbing and the total field obtained from Maxwell’s equations in Ref.51, which reads as
E
p
G(q, ω) = EG(q, ω) + 4π
q + G
|q + G|
PLG(q, ω), (12)
where PLG(q, ω) =
q+G
|q+G|
PG(q, ω) is the microscopic longitudinal polarization.
Inserting the spatial macroscopic average of Eq. (12) in Eq. (11), we obtain
P
(1)
0 (q, ω) = α˜
(1)
0,0(q,q, ω)E0(q, ω) + 4πα˜
(1)
0,0(q,q, ω)×
q
q
q
q
(P
(1)
0 (q, ω) + P
(2)
0 (q, ω)) (13)
where q = |q|.
Note that Eq. (11) is a linear relation between two first order quantities, while the relation
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between the perturbed and the total fields in Eq. (12), contains implicitly higher order
terms. The crucial point here is that, although the relation in Eq. (11) is linear in terms of
the pertubing field, it will contain higher order terms when expressed in terms of the total
field.
We solve Eq. (13) for P
(1)
0 (q, ω) + P
(2)
0 (q, ω) obtaining
P
(1)
0 (q, ω) + P
(2)
0 (q, ω) = A(q, ω)α˜
(1)
0,0(q,q, ω)E0(q, ω) + A(q, ω)P
(2)
0 (q, ω) (14)
where
A(q, ω) =
[
1− 4π
q
q
q
q
α˜
(1)
0,0(q,q, ω)
]−1
= 1 + 4π
q
q
q
q
α˜
(1)
0,0(q,q, ω)
1− 4πα˜
(1),LL
0,0 (q,q, ω)
. (15)
Inserting Eq. (14) in the macroscopic average of Eq. (10), we obtain for the macroscopic
electric displacement vector
D0(q, ω)=E0(q, ω) + 4πA(q, ω)α˜
(1)
0,0(q,q, ω)E0(q, ω) + A(q, ω)P
(2)
0 (q, ω), (16)
which gives to first order the macroscopic dielectric function
ǫM(q, ω) = 1 + 4πα˜
(1)
0,0(q,q, ω)A(q, ω) (17)
recovering the same results obtained in Ref.51, as expected.
Besides this linear contribution for D, we observe that Eq.(16) contains also the nonlinear
term
D
(2)
0 (q, ω) = 4πA(q, ω)P
(2)
0 (q, ω). (18)
We define the macroscopic second-order polarization P
(2)
M as
D
(2)
0 (q, ω) = 4πP
(2)
M (q, ω), (19)
where P
(2)
M is related to the second-order susceptibility χ
(2) through the relation in Eq. (1).
From Eq. (18) we obtain an expression for P
(2)
M , calculating P
(2)
0 from the spatial macroscopic
average of Eq. (9) and writing its explicit dependence on the total electric field. We note
that at this point we only need the linear relation (valid for any ω) between the two fields
EP and E
EP0 (q, ω) =
[
1 + 4π
q
q
q
q
α˜
(1)
0,0(q,q, ω)
1− 4πα˜
(1),LL
0,0 (q,q, ω)
]
E0(q, ω) (20)
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because EP appears already twice in Eq. (9).
We finally obtain the second-order macroscopic polarization
P
(2)
M (q, ω) =
∑
q1q2
∫
dω1dω2δ(ω − ω1 − ω2)δq,(q1+q2)A(q, ω)α˜
(2)
0,0,0(q,q1,q2, ω1, ω2)×
A(q1, ω1)A(q2, ω2)E0(q1, ω1)E0(q2, ω2), (21)
and considering that the second-order susceptibility is defined by the relation
P
(2)
M (q, ω) =
∑
q1q2
∫
dω1dω2δ(ω − ω1 − ω2)δq,(q1+q2)χ
(2)(q,q1,q2, ω, ω1, ω2)×
E0(q1, ω1)E0(q2, ω2), (22)
the macroscopic second-order susceptibility is
χ(2)(q,q1,q2, ω, ω1, ω2) = δq,(q1+q2)A(q, ω)α˜
(2)
0,0,0(q,q1,q2, ω1, ω2)A(q1, ω1)A(q2, ω2). (23)
III. THE OPTICAL LIMIT OF THE MACROSCOPIC SECOND-ORDER SUS-
CEPTIBILITY
We derived an expression for χ(2) (Eq. (23)) which describes the interaction of a material
with an electric field containing both longitudinal and transverse components. However, as
we are interested in the low energy part of the SHG spectrum (photons typically below 15
eV) we will consider only the optical limit, i.e. q → 0. In this case, we consider that the
direction of q is no longer defined for an uniform field and the responses depend only on the
polarization of the field53. Therefore, the calculation of the response functions, considering
either a longitudinal or a transverse perturbation, leads to the same information. Hence, we
will express the second-order susceptibility, Eq. (23), in terms of longitudinal quantities only
which allows us to use the electron density as the fundamental physical quantity of Eq. (23).
Consequently, the quantities α˜(1) and α˜(2) can be expressed only in terms of the density-
density χρρ and the density-density-density χρρρ response functions. It is thus natural to
develop our approach in TDDFT which has also the main advantage that many-body effects
can be included straightforwardly50,54 at lower computational cost with respect to other
theoretical methods24,55–58.
In this section, we consider the macroscopic second-order polarization given in Eq. (22) for
SHG and we rewrite this expression in terms of longitudinal quantities only. In this way we
find an expression for χ(2) which can be computed in the TDDFT framework.
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A. THE OPTICAL LIMIT
Starting with the general expression of the macroscopic second-order polarization
Eq. (22), we consider the case of a longitudinal electric field E which can be written in
a cartesian frame as E = (Ex, Ey, Ez). Furthermore, as in the following we always consider
the limit q → 0, we define a unit vector qˆ = (qˆx, qˆy, qˆz) which has components along the
electric field E. This vector qˆ is used throughout this derivation when the limit q → 0 is
taken.
In particular, in this paper, we derive an expression for χ(2) in TDDFT for systems with zinc-
blende cubic symmetry, where only one independent tensor component χ
(2)
xyz is non zero94.
In this case, since q1 = q2, we will indicate the momentum vector as q.
We point out that this approach can be applied to any symmetry of the system and other
symmetries will be presented in a forthcoming paper59.
The macroscopic second-order polarization in the case of the cubic zinc-blende symmetry,
can be written as
P
(2)
M (2ω) =


χ
(2)
xyzEy(ω)Ez(ω)
χ
(2)
yxzEx(ω)Ez(ω)
χ
(2)
zxyEx(ω)Ey(ω)

 (24)
with χ
(2)
xyz = χ
(2)
yxz = χ
(2)
zxy.
For longitudinal fields P
(2)
M depends only on the direction of the electric field E and the
longitudinal second-order macroscopic polarization qˆP
(2)
M (2ω) is defined as
qˆP
(2)
M (2ω) = 3χ
(2)
xyz qˆxqˆyqˆzE
2(ω). (25)
In the following, in order to obtain an expression for χ
(2)
xyz, we compare the macroscopic
polarization given in Eq. (25) to the general definition Eq. (21) in the limit of longitudinal
fields.
In Eq. (20) the quantity α˜
(1)
0,0, which has the general form
95
α˜
(1)
0,0(q,q, ω) =

 α˜(1),LL0,0 (q,q, ω) α˜(1),LT0,0 (q,q, ω)
α˜
(1),TL
0,0 (q,q, ω) α˜
(1),TT
0,0 (q,q, ω)

 (26)
can be expressed as
1 + 4π
q
q
q
q
α˜
(1)
0,0
1− 4πα˜(1),LL
=

 ǫLLM 4πǫLLM α˜(1),LT0,0
0 1

 (27)
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where
ǫLLM (q, ω) =
1
1− 4πα˜
(1),LL
0,0 (q,q, ω)
. (28)
like in Ref.51.
Using Eq. (28) in Eq. (21) we obtain
χ(2)xyz =
1
3qˆxqˆy qˆz
ǫLLM (qˆ, 2ω)ǫ
LL
M (qˆ, ω)ǫ
LL
M (qˆ, ω)×
qˆα˜
(2)
0,0,0(2q,q,q, ω, ω)qˆqˆ, (29)
where the tensor α˜(2) still appears.
We calculate α˜(2) considering that the microscopic longitudinal polarization
P (2)L(2q, 2ω) = qˆα˜
(2)
0,0,0(2q,q,q, ω, ω)qˆqˆ(E
P )2, (30)
is related to the induced density through the continuity equation
P (2)L(2q, 2ω) =
i
2q
ρ
(2)
ind(2q, 2ω) (31)
and taking into account the relation between the induced density and the response function,
we have
qˆα˜
(2)
0,0,0(2q,q,q, ω, ω)qˆqˆ =
−i
4
χρρρ(2qˆ, qˆ, qˆ, ω, ω). (32)
Substituting Eq. (32) in Eq. (29), we finally obtain for χ
(2)
xyz
χ(2)xyz =
−i
24qˆxqˆy qˆz
ǫLLM (qˆ, 2ω)ǫ
LL
M (qˆ, ω)ǫ
LL
M (qˆ, ω)×
χρρρ(2qˆ, qˆ, qˆ, ω, ω) (33)
where
χρρρ(2qˆ, qˆ, qˆ, ω, ω) = lim
q→0
1
q3
χρρρ(2q,q,q, ω, ω). (34)
In this form the χ
(2)
xyz depends on the density-density-density response function χρρρ and
on the macroscopic longitudinal dielectric functions ǫLLM , which have to be evaluated at the
frequency of the incoming (ω) and outgoing (2ω) photons.
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B. Calculation of the χρρρ in the TDDFT
The second-order response function χρρρ is calculated in TDDFT through a second-order
Dyson-like equation47,50,60
[
1− χ
(1)
0 (2ω)fuxc(2ω)
]
χ(2)ρρρ(2ω, ω) =
χ
(2)
0 (2ω, ω)
[
1 + fuxc(ω)χ
(1)(ω)
] [
1 + fuxc(ω)χ
(1)(ω)
]
+ χ
(1)
0 (2ω)gxc(ω)χ
(1)(ω)χ(1)(ω), (35)
where we explicitly omit the dependence on the q and G-vectors. In fact, Eq. (35) is rather
complex and we believe that the compact form used here is easier for comprehension. We
show the full dependence on q and G-vectors of Eq. (35) in Appendix B.
In Eq. (35) appears the quantity fuxc which is the sum of the bare-coulomb potential u and
of the exchange-correlation kernel fxc =
δVxc
δρ
and the quantity gxc =
δ2Vxc
δρδρ′
. Moreover, χ(1)(ω)
is the linear response function calculated via the Dyson-like equation
[1− χ
(1)
0 (ω)fuxc(ω)]χ
(1)(ω) = χ
(1)
0 (ω), (36)
and the functions χ
(1)
0 (ω) and χ
(2)
0 (ω) are the linear and second-order response functions in
the IPA.
Among all the quantities appearing in Eq. (35) we would like to point out χ
(2)
0 (ω),because
it plays a major role for the calculation of χρρρ. Its full dependence on q and G-vectors is
χ
(2)
0,G,G1,G2
(2q,q,q, ω) which makes this quantity more complex and more computationally
demanding to calculate with respect to the linear χ
(1)
0,G,G1
(q,q, ω).
Eq. (35) gives a formally exact representation of the χρρρ for an interacting system and,
like in the linear TDDFT, the many-body interactions are rigorously and straightforwardly
included via the fxc and gxc kernels. Depending on the kernels we use, we can obtain different
levels of approximation in the description of the many-body interactions in χρρρ. Up to now,
most of the ab initio calculations existing in literature were obtained within IPA, which we
recover by setting fxc = 0 and gxc = 0 and considering only G = G1 = G2 = 0. In this case
the factors 1 + uχ(1) and 1 − χ(0)u of Eq. (35) compensate the ǫLLM functions of Eq. (33),
leading to the usual expression χ
(2)
xyz = χ
(2)
0 .
Instead, if we consider also the G-vectors different from zero in Eq. (35), we can describe the
crystal local-field effects of our systems in the random-phase approximation (RPA). Beyond
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RPA we have to consider also the two kernels (fxc and gxc ), which describe the excitonic
effects.
C. Calculation of the χ
(2)
0,G,G1,G2
(2q,q,q, ω)
The χ
(2)
0 is the second-order response function in IPA, which in terms of the Bloch wave-
functions reads
χ
(2)
0,G,G1,G2
(2q,q,q, ω) =
2
V
∑
n,n′,n′′,k
〈φn,k|e
−i(2q+G)r|φn′,k+2q〉
(En,k − En′,k+2q + 2ω + 2iη)[
(fn,k − fn′′,k+q)
〈φn′,k+2q|e
i(q+G1)r1 |φn′′,k+q〉〈φn′′,k+q|e
i(q+G2)r2 |φn,k〉
(En,k − En′′,k+q + ω + iη)
+(fn,k − fn′′,k+q)
〈φn′,k+2q|e
i(q+G2)r2|φn′′,k+q〉〈φn′′,k+q|e
i(q+G1)r1 |φn,k〉
(En,k − En′′,k+q + ω + iη)
+(fn′,k+2q − fn′′,k+q)
〈φn′,k+2q|e
i(q+G2)r2|φn′′,k+q〉〈φn′′,k+q|e
i(q+G1)r1 |φn,k〉
(En′′,k+q − En′,k+2q + ω + iη)
+(fn′,k+2q − fn′′,k+q)
〈φn′,k+2q|e
i(q+G1)r1 |φn′′,k+q〉〈φn′′,k+q|e
i(q+G2)r2|φn,k〉
(En′′,k+q − En′,k+2q + ω + iη)
]
, (37)
where fn,k are Fermi occupation numbers, the factor 2 accounts for the spin and V is the
volume of the cell. χ
(2)
0,G,G1,G2
(2q,q,q, ω) is a cube in the space of the G-vectors, and in
the limit q → 0, we treat with special care the matrix elements for G = 0 and/or G1 = 0
and/or G2 = 0. In the following we present only the G = G1 = G2 = 0 component (head
of the cube) of χ
(2)
0 , while for all the other cases we refer to Ref.
61. We calculate Eq. (37)
in the limit q → 0 using k · p perturbation theory62 in the case of degenerate states and
when nonlocal Kleinman-Bylander pseudopotentials are used in the electronic structure
calculation.
1. k · p perturbation theory
The Bloch wavefunctions |φn,k〉 and eigenvalues En,k, appearing in Eq. (37), are solution
of the Bloch hamiltonian Hk
63. In Eq. (37) appear also wavefunctions and eigenvalues
corresponding to the wavevector k + q, solution of the Bloch hamiltonian Hk+q. Therefore,
as we are considering the limit q → 0, we use the k·p perturbation theory to expand Eq. (37).
The first non-vanishing contribution in χ
(2)
0 is of third order in terms of q and we find
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that only the first-order energy correction and the first and the second-order wavefunction
corrections contribute to the calculation of χ
(2)
0 .
We expand Hk+q up to the second-order in the q-vector, obtaining Hk +H
(1)
k +H
(2)
k where
H
(1)
k = qv ; v = p + i[Vnl, r] (38)
and
H
(2)
k = −
i
2
[qr,qv] = −
i
2
[qr,qp + iq[Vnl, r]] , (39)
where Vnl is the nonlocal part of the ionic pseudopotential.
We obtain for the energy En,k+q = En,k + E
(1)
n,k where
E(1)n = 〈φn,k|qv|φn,k〉, (40)
and for the wavefunction we obtain |φn,k+q〉 = e
iqr
(
|φn,k〉+ |φ
(1)
n,k〉+ |φ
(2)
n,k〉
)
, where
|φ
(1)
n,k〉 =
∑
m/∈Dn
〈φm,k|qv|φn,k〉
En,k − Em,k
|φm,k〉 (41)
and
|φ
(2)
n,k〉 =
∑
m,p/∈Dn
[
〈φm,k|qv|φp,k〉〈φp,k|qv|φn,k〉
(En,k − Ep,k)(En,k − Em,k)
−
〈φn,k|qv|φn,k〉
∑
m/∈Dn
〈φm,k|qv|φn,k〉
(En,k − Em,k)2
+
∑
m/∈Dn
〈φm,k| −
i
2
[qr,qv] |φn,k〉
(En,k − Em,k)
]
|φm,k〉−
1
2
∑
m/∈Dn
|〈φm,k|qv|φn,k〉|
2
(En,k − Em,k)2
|φn,k〉, (42)
where Dn corresponds to the degenerate subspace with |φn,k〉.
We recalculate Eq. (37) using the above expansion for the energy and wavefunction and in
the case G = G′ = G′′ = 0 we obtain that the second-order response function χ
(2)
0 is the
sum of two terms χ
(2)
0,inter
χ
(2)
0,inter(2q,q,q, ω, ω) =
4
V
∑
n,n′,n′′,k
〈φn,k| − 2iqrˆ|φn′,k〉
(En,k − En′,k + 2ω + 2iη)
×
[
(fn,k − fn′′,k)
〈φn′,k|iqrˆ|φn′′,k〉〈φn′′,k|iqrˆ|φn,k〉
(En,k − En′′,k + ω + iη)
+
(fn′,k − fn′′,k)
〈φn′,k|iqrˆ|φn′′,k〉〈φn′′,k|iqrˆ|φn,k〉
(En′′,k − En′,k + ω + iη)
]
(43)
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and χ
(2)
0,intra
χ
(2)
0,intra(2q,q,q, ω, ω) =
4
V
∑
n,n′,n′′,k
(fn,k − fn′,k)
〈φn,k| − 2iqrˆ|φn′,k〉
(En′,k − En,k)
×
(2En′′,k − En′,k − En,k)
En′,k − En,k
[
2
〈φn′,k|iqrˆ|φn′′,k〉〈φn′′,k|iqrˆ|φn,k〉
(En,k − En′,k + 2ω + 2iη)
−
1
2
〈φn′,k|iqrˆ|φn′′,k〉〈φn′′,k|iqrˆ|φn,k〉
(En,k − En′,k + ω + iη)
]
(44)
where the operator rˆ is defined in terms of the position operator r
〈φn,k|rˆ|φn′,k〉 =

 〈φn,k|r|φn′,k〉 if En,k 6= En′,k0 if En,k = En′,k.
In practice the matrix element of r is calculated as the matrix element of the velocity
operator v
〈φn,k|r|φn′,k〉 = −i
〈φn,k|v|φn′,k〉
En,k − En′,k
(45)
with En,k 6= En′,k.
Finally, we point out that the fact to write χ
(2)
0 = χ
(2)
0,inter + χ
(2)
0,intra is completely arbitrary,
but this separation is helpful in comparing with other theoretical formalism presented in
literature34,43.
2. Inclusion of the scissors operator in the k · p perturbation theory
To calculate the energies and wavefunctions appearing in the χ
(2)
0,inter (Eq. (43)) and χ
(2)
0,intra
(Eq. (44)), we perform a Density-Functional Theory (DFT) in LDA calculation. However,
in principle, electron bands have to be calculated within the many-body formalism using the
GW approach24,64. The application of this method to the calculation of the second-order
response is not trivial and we prefer to use a simpler approach which can embody GW gap
corrections, the so-called scissors operator approximation65.
In optical linear response, scissors operator approximation consists only in a rigid shift of the
conduction bands, without changing the matrix elements and it has given excellent results
for semiconductors24. In the second-order response the inclusion of the scissors operator is
instead more complex than in the linear response as clearly pointed out by Nastos et al66.
In our formalism, we explicitly include the scissors operator
S = ∆
∑
nk
(1− fn)|φn,k〉〈φn,k| (46)
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in the Bloch hamiltonian Hk+q and we proceed as in Sec. III C 1.
We obtain for the first-order correction of the hamiltonian
H1,k = qv + [S, iqr] , (47)
and for the second-order correction
H2,k = −
i
2
[qr,qv] +
1
2
[qr, [S,qr]] . (48)
For the expansion of the energy En,k+q and the wavefunction |φn,k+q〉, we find that the first-
order correction of the energy does not change (see Eq.(40)) with respect to the calculation
without the scissors operator, while the first-order correction of the wavefunction is
|φ
(1)
n,k〉 =
∑
m/∈Dn
〈φm,k|qv|φn,k〉
ESCn,k − E
SC
m,k
|φm,k〉+
(fn,k − fm,k)
〈φm,k|iqr|φn,k〉
ESCn,k − E
SC
m,k
|φm,k〉 (49)
and the second-order correction becomes
|φ
(2)
n,k〉 =
∑
m,p/∈Dn
[
〈φm,k|qv|φp,k〉〈φp,k|qv|φn,k〉
(ESCn,k − E
SC
p,k )(E
SC
n,k − E
SC
m,k)
+
(fp,k − fm,k)(fn,k − fp,k)
〈φm,k|iqrˆ|φp,k〉〈φp,k|iqrˆ|φn,k〉
(ESCn,k − E
SC
p,k )(E
SC
n,k − E
SC
m,k)
+
(fn,k − fp,k)
〈φm,k|qv|φp,k〉〈φp,k|iqrˆ|φn,k >
(ESCn,k − E
SC
p,k )(E
SC
n,k − E
SC
m,k)
+
(fp,k − fm,k)
< φm,k|iqrˆ|φp,k〉〈φp,k|qv|φn,k〉
(En,k − Ep,k)(ESCn,k − E
SC
m,k)
]
|φm,k〉−
〈φn,k|qv|φn,k〉
∑
m/∈Dn
[
〈φm,k|qv|φn,k〉
(ESCn,k − E
SC
m,k)
2
+ (fn,k − fp,k)
〈φm,k|iqrˆ|φn,k〉
(ESCn,k − E
SC
m,k)
2
+
〈φm,k| −
i
2
[qrˆ,qv] + 1
2
[qrˆ, [S,qrˆ]] |φn,k〉
(ESCn,k − E
SC
m,k)
]
|φm,k〉−
1
2
∑
m/∈Dn
[
|〈φm,k|qv|φn,k〉
(ESCn,k − E
SC
m,k)
2
|φn,k〉+ (fn,k − fm,k)
〈φm,k|iqrˆ|φn,k〉|
2
(ESCn,k − E
SC
m,k)
2
]
|φn,k〉. (50)
In this derivation the scissors operator does not act on the wavefunctions, thus letting them
unchanged in the calculation.
Using these expansions to rewrite χ
(2)
0 from Eq. (37), it turns out that the expression for
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χ
(2)
0,inter has the same form as Eq. (43), where the conduction energies have to be replaced
by the shifted energies, while the valence energies are unchanged, exactly as in the linear
response.
Instead, for the χ
(2)
0,intra we obtain
χ
(2)
0,intra(2q,q,q, ω, ω) =
4
V
∑
n,n′,n′′,k
(fn,k − fn′,k)
〈φn,k| − 2iqrˆ|φn′,k〉
(ESCn′,k − E
SC
n,k)
×
(2En′′,k − En′,k − En,k)
En′,k − En,k
[
2
〈φn′,k|iqrˆ|φn′′,k〉〈φn′′,k|iqrˆ|φn,k〉
(ESCn,k − E
SC
n′,k + 2ω + 2iη)
−
1
2
〈φn′,k|iqrˆ|φn′′,k〉〈φn′′,k|iqrˆ|φn,k〉
(ESCn,k − E
SC
n′,k + ω + 2iη)
]
(51)
where shifted (ESC) and unshifted (E) energies are mixed.
We note that in this case, when the matrix element of rˆ is calculated as a matrix element
of the operator v as in Eq. (45) the energies are not affected by the scissor correction.
IV. RESULTS
In this section we present the SHG spectra for silicon carbide (SiC), aluminum arsenide
(AlAs) and gallium arsenide (GaAs) semiconductors, which crystallize in zinc-blende
structures. The calculations of the spectra are performed considering different levels of
approximation of the many-body interactions, as explained in Sec. (III).
We first determine the electronic structure of the material in their ground-state with the
Density-Functional Theory (DFT) in the LDA, using norm-conserving pseudopotentials67
and plane-wave basis set with the ABINIT code68. For the calculation of the nonlinear
optical spectra we use the nonlinear-response 2light code69 implemented by us, on the basis
of the linear-response Dp code70.
Among the semiconductors studied, particular attention has been given to GaAs. In fact
for Gallium the importance of the d semicore states has been pointed out71, therefore
we perform our calculations using two different types of pseudopotentials for describing
the electronic structure of this element. In particular, we use for all the calculations a
pseudopotential which has the valence configuration 3d104s24p1 and we compare, in the
static limit, with a pseudopotential which does not contain the d semicore states. In the
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following all presented results for GaAs are done using the pseudopotential with the d
semicore states, unless explicitly written.
The cutoff energies used are: 30 Ha for SiC and for AlAs and 50 Ha for GaAs, while for
the GaAs calculations without the d semicore states we use 20 Ha. All materials have been
studied at their experimental lattice constant: 4.36 A˚ for SiC, 5.66 A˚ for AlAs and 5.65 A˚
for GaAs. Only for SiC we perform calculations using also the theoretical lattice constant
of 4.33 A˚. In order to simulate the quasiparticle energies, a scissors operators of 0.84 eV
for SiC72, 0.9 eV for AlAs73 and 0.8 eV for GaAs73 have been used. The spectra for SiC,
AlAs and GaAs have been obtained using respectively 4096, 4096 and 17576 off-symmetry
shifted k points in the Brillouin zone (BZ) and the number of unoccupied states included
in the calculation of the response functions is 6, 12 and 7. Crystal local-field effects are
fully taken into account by carefully converging the size of all matrices in (G,G1,G2) space
using 89 for SiC, 59 AlAs and 65 for GaAs number of G-vectors.
A. The Independent Particle Approximation in the SHG spectra
The lowest level of approximation in the description of the electron-electron interaction is
the IPA. In literature, even in this simple approximation, many discrepancies exist between
different theoretical calculations and in some case the comparison with the experiments is
only qualitative. The main difficulty in the calculation of the χ(2) is its great sensitivity to
the band structure of the material studied. In fact, many variables used for the theoretical
description of the system, like for example lattice constants, pseudopotentials and values of
the scissors correction, can influence the calculated band structure. A very small difference
in the band structures used for constructing χ(2) can induce large variations in its values,
being of the order of 50% for some materials30.
In Figs. (1,2,3) we show χ
(2)
xyz for SiC, AlAs and GaAs with (dashed) and without (solid) the
scissors correction (see Eq (44), Eq (43) and Eq (51)). A scissors correction causes a blueshift
in the spectrum, as well as a redistribution of the spectral weights, resulting in an overall
decreasing of the intensity, in agreement with other calculations43,44,46,66. In Tab. (I) the
static values of the χ
(2)
xyz are given for three values of the scissors correction. A small change
of 0.1 eV in the value of the scissors correction can induce change of the order 4%-8% in
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the static second-order susceptibility, depending on the materials. In particular for Gallium,
the design of the pseudopotential is not trivial and the importance of d semicore states is
well known71. The presence or the absence of the d semicore states of Gallium influences
the static value of χ
(2)
xyz for GaAs, as shown in Tab. (I). Using a pseudopotential with the
d semicore states we obtain higher values comparing with a pseudopotential without these
states. The same effect was observed by Dal Corso et al.41 including the non-linear core
corrections in the pseudopotential and by Cabellos et al.38 who performed an all-electron
calculation.
Finally, we want to point out that also a small variation on the lattice constant can strongly
influence the results. Levine et al.30 showed for GaAs that using LDA determined lattice
constant (5.493 A˚) gives a χ
(2)
xyz of 160 pm/V which is 50% smaller than the one calculated
using the experimental lattice constant (5.65 A˚) of 358 pm/V. For the same material Dal
Corso et al.41 obtained a smaller discrepancy (20%) between the χ
(2)
xyz calculated with the
two lattice constants. However, in this case their theoretical lattice constant (5.556 A˚) is
closer to the experimental 5.65A˚. The big difference observed by Levine et al. for GaAs,
is in fact due to the larger difference between the values of the lattice constants used. For
AlAs, they found 68 pm/V for χ
(2)
xyz using the theoretical lattice constant (5.604 A˚) and
78 pm/V using the experimental 5.66 A˚. We confirm the same trend for SiC, for which we
obtain 19.02 pm/V using the theoretical lattice constant (4.33 A˚) and 20.04 pm/V using
the experimental 4.36 A˚.
B. Crystal local-field effects on the SHG spectra
To go beyond the IPA, we have included the crystal local-field effects (RPA) in the
calculation of the second-order susceptibility χ(2), as in Eq. (35), setting the kernels fxc = 0
and gxc = 0. In this study, the spectra of SiC, AlAs and GaAs have been computed without
scissors correction and they are shown in Figs. (4,5,6). The overall effect of the crystal
local fields is to decrease the intensity of the second-order susceptibility with respect to
IPA, without changing the shape of the spectra. Depending on the material and on the
frequency range considered, the χ(2) can decrease up to 30%. In the static limit this effect
is of the order of the 15% for all the three semiconductors, as shown in Tabs. (II,III,IV), in
agreement with other theoretical calculations33,45.
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C. Excitonic effects on the SHG spectra
The exchange-correlation kernels fxc and gxc appearing in Eq. (35) take into account
all dynamical exchange and correlation effects in the response of a system to an external
perturbation, like excitonic effects. The main problem still remains to find a good approxi-
mation for the kernels. Furthermore, even if in the last ten years a big effort has been made
towards the design of new efficient and sophisticated kernels, they have been applied only to
linear optics. Therefore, it is not obvious whether these kernels can correctly describe the
electron-hole correlation and exchange in the second-order process.
We have first considered the most widely used approximation for fxc, the adiabatic local
density approximation (ALDA)
fALDAxc (r, r
′, t, t′) = δ(t− t′)δ(r− r′)
δvLDAxc [ρ(r, ω)]
δρ(r′, ω)
∣∣∣∣
ω=0
, (52)
keeping gxc = 0.
Concerning the linear response, TDDFT with the ALDA kernel (TDLDA) has been demon-
strated to yield good result in the linear response, especially for finite systems and electron
energy loss spectra (EELS) of solids74,75. However, it is not sufficient to yield good absorp-
tion spectra in solids24.
In Figs. (4,5,6) IPA, RPA and TDLDA are compared for SiC, AlAs and GaAs. When using
the ALDA kernel the result remains very close to those of IPA and RPA. This is very sim-
ilar to the behavior of TDLDA for the absorption spectra in solids76, related to the lack of
long-range contribution in the ALDA kernel24. To solve this issue, a model static long-range
kernel has been proposed73,77
fLRCxc = −
α
4π|r− r′|
(53)
where α is a mean value for the dynamical dependence of fxc, in a given range of frequency.
This static long-range kernel yields a good total fxc if used on top of a GW or scissors
corrected band structure and it has been shown to simulate correctly strong continuum
excitons, i.e. materials with moderate electron-hole interactions, among which SiC, AlAs
and GaAs. For more complex systems or stronger excitons the long-range kernel may fail.
However this does not pose any limitation to our method as many-body effects can be
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included in TDDFT via more efficient and sophisticated kernels.
Here, we discuss the effects of the static long-range contribution α/q2 to the exchange-
correlation kernel fxc for the second-order susceptibility, shown in Figs. (7,8,9). The values of
α used are 0.2 for GaAs, 0.35 for AlAs and 0.5 for SiC as reported in Ref.73. The main effect
of the α/q2 kernel is to increase the magnitude of |χ
(2)
xyz|. This behavior can be understood
by solving analytically Eq. (35) without crystal local-field effects, showing that the increase
from the |χ
(2)
0 | to the |χ
(2)
xyz| is proportional to [1+α/4π(ǫLLM (ω)−1)]
2[1+α/4π(ǫLLM (2ω)−1)]
47.
In Fig. (9) we also report the experimental second-harmonic generation spectrum measured
by Bergfeld and Daum78 (circles) for GaAs cubic semiconductor. In a previous work47, we
have pointed out that already within IPA we obtain the same shape as the experimental
spectrum, in agreement with other theoretical studies Ref.37,38. However, within IPA the
agreement with experiment is only qualitative and even though the shape of the theoretical
spectrum is good, the relative intensity of the peaks and in particular the magnitude of the
susceptibility is not in agreement with the experimental values. Moreover, as the inclusion
of the crystal local-field effects cause a decreasing of the overall intensity of the spectrum,
they do not improve the comparison with the experiment. Clearly, the IPA and the RPA
are not sufficient to describe the physics of the process, and neither the TDLDA.
We have found47 that only when excitonic effects are considered using the long-range kernel,
an improvement in the description of the experimental data is achieved. In particular,
we have obtained remarkable agreement in the experimental intensity of the highest peak
of the second-order susceptibility. This result shows that a good description of the excitons
is essential to correctly describe this nonlinear process, where the role of the kernel is
crucial. Howewer, in Fig. (9) there are still some discrepancies between the experimental
(circles) and our theoretical spectrum (solid), in particular in the low frequency range. This
behavior shows the limit of the non-frequency dependent ”long-range” kernel.
In order to investigate which is the origin of this difference, we have47 more accurately
described the macroscopic frequency-dependent dielectric function ǫLLM appearing in
Eq. (33). We have taken the experimental79 dielectric function and we have used it in
Eq. (33). In this way, we have achieved a better agreement, Fig. (10) (solid line), showing
the importance of very accurate description of the exchange-correlation interactions.
The inclusion of non-locality, frequency dependence, memory effects in the kernel can
improve the theoretical description of the |χ
(2)
xyz|. Many efforts have been made in this
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direction for the linear response, for example, from the time-dependent current-density
functional theory80, from the Bethe Salpeter approach24,81,82 and exact-exchange kernel
approaches83. However, some of these kernels are too cumbersome to be applied to our
approach and more specific studies are needed for the second-order response. In Fig. (10)
the calculated spectrum (dashed) of Leitsman et al.46 is also reported. They use excitonic
states, obtained by the diagonalization of the effective Hamiltonian of the BSE approach,
to construct the second-order susceptibility |χ
(2)
xyz|. Even if they obtain a qualitative
comparison with experimental data. some important discrepancies still remains.
The difference between our and Leitsman et al.46 approach is mainly due to the fact that
we use an exact Dyson equation, where we approximate the kernels, while Leitsman et al.46
approximate particle-hole wavefunctions, leading to different results. Furthermore, another
important point is how crystal local-field effects are treated in the two theoretical methods.
In fact, Leitsman et al.46 consider the crystal local fields only in the Coulomb exchange term
of the effective Hamiltonian, while Eq. (33) shows that the connection between microscopic
and macroscopic quantities is more complex.
D. The static limit
In Tabs. (II,III,IV) we compare for SiC, AlAs and GaAs, the |χ
(2)
xyz| in the zero frequency
limit with other theoretical calculations and where possible with experimental data. Among
these results, quite large discrepancies exist, which are mainly due to the great sensitivity
of this quantity to the calculation of the band structure, as explained in Sec. (IV A). The
discrepancy in the theoretical calculations can be assigned to the different parameters used.
However, all the theoretical calculations have the same relative trends considering the scissors
correction, the crystal local-field and the excitonic effects. Both the scissors correction and
the crystal local-field effects decreases the value of the |χ
(2)
xyz|. In particular, the scissors
correction decrease the |χ
(2)
xyz| of the order of 50% for GaAs, 40% for AlAs and 25% for SiC,
while the effect of the crystal local-field is of the order of 15% for all the three semiconductors.
When comparing our theoretical results with the experimental ones, we observe a large
degree of discrepancy also for the experimental values. In fact, for GaAs, at photon energy
of 0.117 eV Levine and Bethea84 obtained 180±10 pm/V, later Roberts85 recommended the
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value of 166 pm/V and more recently Eyres et al.86 measured 172 pm/V at 0.118 eV. For
AlAs we find the experimental value of 78±2087.
V. CONCLUSIONS
In conclusion, in this work we present the detailed derivation of the ab initio formalism47
we develop for the calculation of the frequency-dependent second-order susceptibility χ(2).
This approach is valid for any kind of crystals and molecular systems and is based on TDDFT
approach. In this way the crystal local-field and the excitonic effects are straightforwardly
included in χ(2). In our formalism, we first derive a relation between the microscopic and
macroscopic formulation of the second-order responses. This allows us to obtain a general
expression for the macroscopic second-order susceptibility χ2 valid for any fields (longitudinal
and transverse). Then, we consider only the case of vanishing light wave vector (q →
0), as we apply this formalism to the SHG spectroscopy. In this long wavelength limit,
we rewrite the general expression for χ2 only for longitudinal fields, which permits us to
write our formalism in the TDDFT framework. In our approach, in order to obtain a
specific component of the tensor χ2, we explicitly consider the symmetry properties of the
system. As we apply our method to the calculation of SHG spectroscopy for the cubic
semiconductors SiC, AlAs and GaAs, we show in this paper the equation for the component
χ2xyz for cubic symmetry. However, we point out that our approach can be applied to
any symmetry of the system studied. We discuss SHG spectra obtained within different
levels of description of the many-body interactions, starting from the Independent-Particle
Approximation, we include quasiparticle effects via the scissors operator, crystal local-field
and excitonic effects. In particular, we consider two different types of kernels: the ALDA
and the ”long-range” kernel. We find good agreement with other theoretical calculations and
experiments presented in literature, showing the importance of very accurate description of
the many-body interactions.
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APPENDIX A: DEFINITION OF THE RESPONSE FUNCTIONS
In section II we define the linear and second-order quasipolarizability: α˜(1) and α˜(2)
defined in terms of the current/density response functions. The definitions of these response
functions are52
χjj(r, r
′, t− t′) = iθ(t− t′)〈
[ˆ
jI(r, t), jˆI(r
′, t′)
]
〉
χjρ(r, r
′, t− t′) = iθ(t− t′)〈
[ˆ
jI(r, t), ρˆI(r
′, t′)
]
〉 (A1)
χρj(r, r
′, t− t′) = iθ(t− t′)〈
[
ρˆI(r, t), jˆI(r
′, t′)
]
〉 (A2)
χρρ(r, r
′, t− t′) = iθ(t− t′)〈[ρˆI(r, t), ρˆI(r
′, t′)]〉 (A3)
χjjj(r, r
′, r′′, t− t′, t− t′′) = θ(t− t′)θ(t− t′′)
T 〈
[[ˆ
jI(r, t), jˆI(r
′, t′)
]
, jˆI(r
′′, t′′)
]
〉. (A4)
APPENDIX B: THE SECOND-ORDER DYSON EQUATION FOR THE χρρρ
The longitudinal second-order response function χρρρ can be calculated in TDDFT
through the following second-order Dyson equation47,50,60 written here in the reciprocal space
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∑
G2
[
δG,G2 −
∑
G1
χ
(1)
0,GG1
(2q, 2q, 2ω)fuxc,G1G2(2q, 2q, 2ω)
]
×
χ
ρρρ,G2G′G′′(2q,q,q, ω) =
∑
G1G3
χ
(2)
0,GG1G3
(2q,q,q, 2ω)×
[
δG3G′′ +
∑
G4
fuxc,G3G4(q,q, ω)χ
(1)
G4G′′
(q,q, ω)
]
×
[
δG′G1 +
∑
G2
fuxc,G1G2(q,q, ω)χ
(1)
G2G′
(q,q, ω)
]
×
∑
G1,G2G3
χ
(1)
0,GG1
(2q, 2q, 2ω)gxc,G1G2G3(2q,q,q, ω)×
χ
(1)
G2G′
(q,q, ω)χ
(1)
G3G′′
(q,q, ω), (B1)
where q is a vector in the first Brillouin zone, G, G1 and G2 are vectors of the reciprocal
lattice.
1 Y. R. Shen, Nature (London) 335, 519 (1989).
2 Y. Takimoto, F. D. Vila, and J. J. Rehr, J. Chem. Phys. 127, 154114 (2007).
3 L. Frediani, H. A˚gren, L. Ferrighi, and K. Ruud, J. Chem. Phys. 123, 144117 (2005).
4 J. Salafsky, J. Chem. Phys. 125, 074701 (2006).
5 P. A. Franken and et al., Phys. Rev. Lett. 7, 118 (1961).
6 M. C. Downer and B. S. Mendoza and V. I. Gavrilenko, SIA, 31, 966-986 (2001).
7 F. X. Wang, F. J. Rodr´ıguez, W. M. Albers, R. Ahorinta, J. E. Sipe, and M. Kauranen,
Phys. Rev. B 80, 233402 (2009).
8 S. A. Yang, X. Li, A. D. Bristow, and J. E. Sipe, Phys. Rev. B 80, 165306 (2009).
9 G. Lefkidis and W. Hu¨bner, Phys. Rev. Lett. 95, 077401 (2005).
10 M. Kauranen, T. Verbiest, J. J. Maki, and A. Persoons, J. Chem. Phys. 101, 8193 (1994).
11 B. Fluegel and et al., Phys. Rev. B 57, R6768 (1998).
12 V. I. Gavrilenko, Phys. Rev. B 77, 155311 (2008).
13 Y. R. Shen, Nature (London) 337, 519 (1989).
14 A. Savoia, D. Paparo, P. Perna, Z. Ristic, M. Salluzzo, F. M. Granozio, U. S. di Uccio, C. Richter,
S. Thiel, J. Mannhart, and L. Marrucci, Phys. Rev. B 80, 075110 (2009).
25
15 P. Figliozzi and et al., Phys. Rev. Lett. 94, 047401 (2005).
16 M. Oh-e, H. Yokoyama, S. Yorozuya, K. Akagi, M. A. Belkin, and Y. R. Shen,
Phys. Rev. Lett. 93, 267402 (2004).
17 S. A. Mitchell, R. A. McAloney, D. Moffatt, N. Mora-Diez, and M. Z. Zgierski,
J. Chem. Phys. 122, 114707 (2005).
18 H. M. Su, J. T. Ye, Z. K. Tang, and K. S. Wong, Phys. Rev. B 77, 125428 (2008).
19 D. A. Hammons and et al., Opt. Commun. 156 , 328 (1998).
20 A. Lupei and et al., Phys. Rev. B 65, 224518 (2002).
21 N. Bloembergen, Nonlinear Optics, (Benjamin Press, New York, 1965).
22 Y. R. Shen, The Principles of Nonlinear Optics, (Wiley-Interscience, New York, 1984).
23 M. S. Hybertsen and S. G. Louie, Phys. Rev. B 35, 5585 (1987).
24 G. Onida, L. Reining, and A. Rubio, Rev. Mod. Phys. 74, 601 (2002).
25 D. E. Aspnes, Phys. Rev. B 6, 4648 (1972).
26 C. Y. Fong and Y. R. Shen, Phys. Rev. B 12, 2325 (1975).
27 D. J. Moss, J. E. Sipe, and H. M. van Driel, Phys. Rev. B 36, 9708 (1987).
28 Z. H. Levine, Phys. Rev. B 42, 3567 (1990).
29 Z. H. Levine, Phys. Rev. B 49, 4532 (1994).
30 Z. H. Levine and D. C. Allan, Phys. Rev. B 44, 12781 (1991).
31 Z. H. Levine and D. C. Allan, Phys. Rev. Lett. 66, 41 (1991).
32 Z. H. Levine and D. C. Allan, Phys. Rev. B 48, 7783 (1990).
33 J. Chen, L. Jo¨nsson, J. W. Wilkins, and Z. H. Levine, Phys. Rev. B 56, 1787 (1997).
34 J. E. Sipe and E. Ghahramani, Phys. Rev. B 48, 11705 (1993).
35 C. Aversa and J. E. Sipe, Phys. Rev. B 52, 14636 (1995).
36 J. E. Sipe and A. I. Shkrebtii, Phys. Rev. B 61, 5337 (2000).
37 J. L. P. Hughes and J. E. Sipe, Phys. Rev. B 53, 10751 (1996).
38 J. L. Cabellos, B. S. Mendoza, M. A. Escobar, F. Nastos, and J. E. Sipe, Phys. Rev. B 80,
155205 (2009).
39 J. L. P. Hughes and J. E. Sipe, Phys. Rev. B 58, 7761 (1998).
40 A. Dal Corso and F. Mauri, Phys. Rev. B 50, 5756 (1994).
41 A. Dal Corso, F. Mauri, and A. Rubio, Phys. Rev. B 53, 15638 (1996).
42 X. Andrade, S. Botti, M. A. L. Marques, and A. Rubio, J. Chem. Phys. 126, 184106 (2007).
26
43 B. Adolph and F. Bechstedt, Phys. Rev. B 57, 6519 (1998).
44 S. N. Rashkeev, W. R. L. Lambrecht, and B. Segall, Phys. Rev. B 57, 3905 (1998).
45 E. C. Chang, E. L. Shirley, and Z. H. Levine, Phys. Rev. B 65, 035205 (2001).
46 R. Leitsmann, W. G. Schmidt, P. H. Hahn, and F. Bechstedt, Phys. Rev. B 71, 195209 (2005).
47 E. Luppi, H. Hu¨bener and V. Ve´niard, J. Chem. Phys., accepted.
48 E. Runge and E. K. U. Gross, Phys. Rev. Lett. 52, 997 (1984).
49 E. K. U. Gross and W. Kohn, Phys. Rev. Lett. 55, 2850 (1985).
50 E. Gross, J. Dobson, and M. Petersilka, in Density-functional theory of time-dependent phe-
nomena, volume 181 of Topics in Current Chemistry, pages 81–172, Springer, 1996.
51 R. Del Sole and E. Fiorino, Phys. Rev. B 29, 4631 (1984).
52 H. Ehrenreich, The Optical Properties of solids, (Academic, New York,1965, p. 106.).
53 D. Pines and P. Nozieres, The Theory of Quantum Liquids, (Vol.I, Addison-Wesley,New
York,1989),.
54 K. Burke, J. Werschnik, and E. K. U. Gross, J. Chem. Phys. 123, 062206 (2005).
55 A. K. Dhara and S. K. Ghosh, Phys. Rev. A 35, R442 (1987).
56 S. K. Ghosh and A. K. Dhara, Phys. Rev. A 38, 1149 (1988).
57 G. Vignale, Phys. Rev. B 70, R201102 (2004).
58 P. Romaniello and P. L. de Boeij, Phys. Rev. B 71, 155108 (2005).
59 H. Hu¨bener and E. Luppi and V. Ve´niard, manuscript in preparation.
60 H. Hu¨bner and E. Luppi and V. Ve´niard, Phys. Status Solidi B, accepted.
61 H. Hu¨bener, Ph.D. thesis, Ecole Polytechnique Palaiseau, France, 2010, in preparation.
62 V. Olevano, M. Palummo, G. Onida, and R. D. Sole, Phys. Rev. B 60, 14224 (1999).
63 N.W.Ashcroft and N.D.Mermin, Solid State Physics, (Saunders College, New York,1976).
64 L. Hedin, Phys. Rev. 139, A796 (1965).
65 R. D. Sole and R. Girlanda, Phys. Rev. B 48, 11789 (1993).
66 F. Nastos, B. Olejnik, K. Schwarz, and J. E. Sipe, Phys. Rev. B 72, 045223 (2005).
67 E. Luppi, H.-C. Weissker, S. Bottaro, F. Sottile, V. Veniard, L. Reining, and G. Onida,
Phys. Rev. B 78, 245124 (2008).
68 X. Gonze et al., http://www.abinit.org.
69 E. Luppi and H. Hu¨bner and V. Veniard, to be submitted to Comput. Phys. Commun.
70 V. Olevano et al. unpublished, http://www.dp-code.org.
27
71 O. A. von Lilienfeld and P. A. Schultz, Phys. Rev. B 77, 115202 (2008).
72 V. I. Gavrilenko and F. Bechstedt, Phys. Rev. B 54, 13416 (1996).
73 S. Botti, F. Sottile, N. Vast, V. Olevano, L. Reining, H.-C. Weissker, A. Rubio, G. Onida, R. D.
Sole, and R. W. Godby, Phys. Rev. B 69, 155112 (2004).
74 H.-C. Weissker, J. Serrano, S. Huotari, F. Bruneval, F. Sottile, G. Monaco, M. Krisch, V. Ole-
vano, and L. Reining, Phys. Rev. Lett. 97, 237602 (2006).
75 H.-C. Weissker, J. Serrano, S. Huotari, E. Luppi, M. Cazzaniga, F. Bruneval, F. Sottile,
G. Monaco, V. Olevano, and L. Reining, Phys. Rev. B 81, 085104 (2010).
76 V. I. Gavrilenko and F. Bechstedt, Phys. Rev. B 55, 4343 (1997).
77 L. Reining, V. Olevano, A. Rubio, and G. Onida, Phys. Rev. Lett. 88, 066404 (2002).
78 S. Bergfeld and W. Daum, Phys. Rev. Lett. 90, 036801 (2003).
79 D. Aspnes and A. A. Studna, Phys. Rev. B 27, 985 (1983).
80 P. de Boeij, F. Kootstra, J. Berger, R. van Leeuwen, and G. Snijders, J. Chem. Phys. 115,
1995 (2002).
81 R. D. Sole, G. Adragna, V. Olevano, and L. Reining, Phys. Rev. B 67, 045207 (2003).
82 G. Adragna, R. D. Sole, and A. Marini, Phys. Rev. B 68, 165108 (2003).
83 Y.-H. Kim and A. Go¨rling, Phys. Rev. Lett. 89, 096402 (2002).
84 B. F. Levine and C. G. Bethea, Appl. Phys. Lett. 20, 272 (1972).
85 D. A. Roberts, IEEE, J. Quantum Electron, 28, 2057 (1992).
86 L. A. Eyres, P. J. Tourreau, T. J. Pinguet, C. B. Ebert, J. S. Harris, M. M. Fejer, L. Becouarn,
B. Gerard, and E. Lallier, Appl. Phys. Lett. 79, 904 (2001).
87 I. Shoji and T. Kondo and R. Ito, Opt. Quantum Electron, 34, 797 (2002).
88 M.-Z. Huang and W. Y. Ching, Phys. Rev. B 47, 9464 (1993).
89 M. Veithen, X. Gonze, and P. Ghosez, Phys. Rev. B 71, 125107 (2005).
90 I. Souza, J. Iniguez, and D. Vanderbilt, Phys. Rev. Lett. 89, 117602 (2002).
91 E. Roman, J. R. Yates, M. Veithen, D. Vanderbilt, and I. Souza, Phys. Rev. B 74, 245204
(2006).
92 X. Wang and D. Vanderbilt, Phys. Rev. B 75, 115116 (2007).
93 We point out that in our notation EM (q, ω) = E0(q, ω).
94 For zinc-blende cubic symmetry χ
(2)
xyz = χ
(2)
zxy = χ
(2)
yzx = χ
(2)
xzy = χ
(2)
zyx = χ
(2)
yxz.
95 α˜
(1)
0,0 is a 3× 3 matrix and in the text we write it in a compact form: α˜
(1),LL
0,0 is a scalar, α˜
(1),LT
0,0
28
and α˜
(1),TL
0,0 are 2-dimension vectors and α˜
(1),TT
0,0 is a 2× 2 matrix.
FIGURES
0 2 4 6 8
ω  (eV)
0
100
200
300
400
500
|χ(
2) x
yz
(ω
)|  
[pm
/V
]
FIG. 1: |χ
(2)
xyz| for SiC. Solid line: IPA calculation. Dashed line: IPA plus scissors correction
calculation, ∆ = 0.84 eV.
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FIG. 2: |χ
(2)
xyz| for AlAs. Solid line: IPA calculation. Dashed line: IPA plus scissors correction
calculation, ∆ = 0.9 eV.
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FIG. 3: |χ
(2)
xyz| for GaAs. Solid line: IPA calculation. Dashed line: IPA plus scissors correction
calculation, ∆ = 0.8 eV.
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FIG. 4: |χ
(2)
xyz| for SiC. Solid line: IPA calculation. Dashed line: RPA calculation. Dot-dashed line:
TDLDA calculation.
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FIG. 5: |χ
(2)
xyz| for AlAs. Solid line: IPA calculation. Dashed line: RPA calculation. Dot-dashed
line: TDLDA calculation.
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FIG. 6: |χ
(2)
xyz| for GaAs. Solid line: IPA calculation. Dashed line: RPA calculation. Dot-dashed
line: TDLDA calculation.
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FIG. 7: |χ
(2)
xyz| for SiC. Dashed line: RPA calculation. Solid line: excitonic calculation using the α
kernel plus scissors correction. For this material we have used α = 0.5 and ∆ = 0.84 eV.
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FIG. 8: |χ
(2)
xyz| for AlAs. Dashed line: RPA calculation. Solid line: excitonic calculation using the
α kernel plus scissors correction. For this material we have used α = 0.35 and ∆ = 0.9 eV.
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FIG. 9: |χ
(2)
xyz| for GaAs. Dashed line: RPA calculation. Solid line: excitonic calculation using the
α kernel plus scissors correction. For this material we have used α = 0.2 and ∆ = 0.8 eV. Circles:
experimental spectrum from Bergfeld and Daum78.
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FIG. 10: |χ
(2)
xyz| for GaAs. Solid line: excitonic calculation using the α kernel plus scissors correction.
For this material we have used α = 0.2 and ∆ = 0.8 eV. In this case, to calculate |χ
(2)
xyz| as in
Eq. (33) we have used the experimental ǫLLM
79. Dashed line: Leitsmann et al.46 where the excitons
are included within BSE framework. Circles: experimental spectrum from Bergfeld and Daum78.
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scissors correction
0.7 eV 0.8 eV 0.9 eV
SiC 20.99 20.13 19.64
GaAs 244.81 224.39 206.65
GaAs∗ 224.19 208.03 193.59
TABLE I: |χ
(2)
xyz| [pm/V] for three different values of the scissors correction for SiC and GaAs. For
Gallium we use two different pseudopotentials with and without the d semicore states (with an
asterisk).
SiC
IPA IPA+SO RPA RPA+SO ALDA α+SO
This work 26.91 20.04 23.96 18.07 25.98 36.71
Adolph et al.43 26 23
Chen et al.33 24.8 16
Rashkeev al.44 17.6 11.3
TABLE II: Comparison of |χ
(2)
xyz| [pm/V] in the static limit with other theoretical calculations for
SiC.
AlAs
IPA IPA+SO RPA RPA+SO ALDA α+SO
This work 89.68 54.80 73.52 46.00 84.04 100.50
Levine and Allan30,31 51 78 47.2
Chang et al.45 55.8 68.2
Dal Corso et al.41 64
Huang-Ching88 46
Chen et al.33 70.4 43.4 63.36 39.06
Veithen et al.89 70 42
Souza et al.90 64
Roman et al.91 79
33
Wang and Vanderbilt92 62
TABLE III: Comparison of |χ
(2)
xyz| [pm/V] in the static limit with other theoretical calculations for
AlAs.
GaAs
IPA IPA+SO RPA RPA+SO ALDA α+SO
This work 559.28 224.39 480.85 192.04 522.70 216.54
This work (no d) 427.98 208.03 387.89 189.26 445.52 213.49
Levine et al.30,31 186.8 348 172.8
Nastos et al.66 206.6
Chang et al.45 196.4 236.4
Rashkeev al.44 735.6 162.0
Dal Corso et al.41 205
Levine et al.29 184.6 354 172.4
Chen et al.33 410.0 189.2 369.0 170.3
Cabellos et al.38 (172.4)135.6
Huang-Ching88 251
TABLE IV: Comparison of |χ
(2)
xyz| [pm/V] in the static limit with other theoretical calculations
for GaAs. We also show the results obtained not expliciting including the 3d semicore states of
Gallium in the valence. For Cabellos et al.38 we report in parenthesis the result obtained through
an all-electron calculation.
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