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ABSTRACT
We consider structure formation in a nonlocal, metric-based realization of
Milgrom’s MOdified Newtonian Dynamics (MOND). We derive the general
equations for linearized scalar perturbations about the ΛCDM expansion
history. These equations are considerably simplified for sub-horizon modes,
and it becomes obvious (in this model) that the MOND enhancement is not
sufficient to allow ordinary matter to drive structure formation. We discuss
ways in which the model might be changed to correct the problem.
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1 Introduction
The failure of increasingly sensitive detectors to uncover any direct evidence
for dark matter [1, 2] has motivated a re-examination of the dark matter
paradigm. At the same time, powerful observational evidence [3, 4] continues
to accumulate in support of the predictions of Milgrom’s MOdified Newtonian
Dynamics (MOND) [5, 6, 7] for galaxies. It seems that either MOND is
correct or else the evolution of dark matter systems is driven towards a yet
unrecognized attractor solution which reproduces the predictions of MOND.
MOND can be viewed as the nonrelativistic, static limit of some modi-
fied gravity theory in which cosmic motions are explained without the need
for dark matter. Reconstructing this theory has proven to be challenging.
The only local, stable, metric-based extensions of general relativity are f(R)
models [8], and these cannot reproduce MOND. We must therefore either
abandon locality or give up the metric as the exclusive carrier of the gravi-
tational force.
The first partially successful relativistic generalization of MOND was
Bekenstein’s TeVeS [9], which introduces scalar and vector fields to carry
the extra gravitational force needed in the absence of dark matter. The cre-
ation of TeVeS quickly belied some of the facile pronouncements that had
hitherto been made about the impossibility of an alternative to dark matter.
For example, TeVeS does a better job of explaining large scale structure than
had been thought possible [10, 11, 12, 13, 14]. The model does have some
potential issues with stability [15], and suffers from the need for fine tuning
to accommodate pulsar timing data [16]. More seriously, the model fails to
agree with detailed measurements of lensing, clustering and structure growth
[17], and it generically produces baryon acoustic oscillations which are too
large [18]. The “gold-plated event” needed to completely falsify TeVeS was
recently provided by the nearly simultaneous observation of gravitational
wave and electromagnetic signals from a binary neutron star merger about
40 Mpc away [19]. At this distance TeVeS predicts that gravitational waves
should arrive hundreds of days before electromagnetic radiation [20].
Local relativistic generalizations of MOND which avoid the fatal prob-
lem of different arrival times employ other fields to change the gravitational
field equations, but still use the metric to carry the gravitational force. A
special type of Einstein-Aether models falls into this category [21, 22, 23].
A completely different class of models is provided by Milgrom’s bimetric
formulation [24, 25].
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Fully metric-based generalizations of MOND cannot be local. Nonlocal-
ity is problematic in fundamental theory but it may be that MOND emerges
from the nonlocal effective field equations which describe the gravitational
vacuum polarization induced by primordial inflation [26]. This proposal is
supported by the fact that loop corrections to the gravitational potentials
during inflation show a small long range enhancement [27, 28, 29]. A purely
phenomenological model was devised which reproduces the Tully-Fisher rela-
tion and sufficient weak lensing [30, 31]. When this model’s free function was
tuned to reproduce most of the ΛCDM expansion history [32] a serendipitous
explanation appeared for the tension between determinations of the current
expansion rate derived from data at high [33] and low [34] redshift.
The purpose of this paper is to study cosmological perturbations. In
section 2 we review the model. Section 3 presents the equations for linearized
scalar perturbations around the cosmological background. At the end of
section 3 we make the sub-horizon approximation and study the growth of
structure. Section 4 discusses the implications for model-building.
2 Past Work on the Model
The purpose of this section is to review nonlocal MOND. We begin by giv-
ing the field equations for a general geometry. These equations are then
specialized to static, spherically symmetric geometries, which reproduces the
Tully-Fisher relation and weak lensing. Finally, the general equations are
specialized to a homogeneous and isotropic background, which reproduces
the ΛCDM expansion history until a redshift of about z∗ ≈ 0.088.
2.1 The Full Model
Although the model is not local, its simplest formulation employs four aux-
iliary scalar fields to absorb the various nonlocal components after the tech-
nique of Nojiri and Odintsov [35]. The localized Lagrangian depends upon
the (spacelike) metric gµν and the auxiliary scalars φ, ξ, χ and ψ [31],
L = c
4
16πG
{
R +
a20
c4
fy
(gµν∂µφ∂νφ
c−4a20
)
−
[
∂µξ∂νφg
µν+2ξRµνu
µuν
]
−
[
∂µψ∂νχg
µν−ψ
]}√−g , (1)
2
where a0 ≈ 1.2 × 10−10 m/s2 is the characteristic acceleration below which
MOND phenomenology becomes apparent. The timelike 4-velocity field uµ
is formed from the gradient of χ,
uµ ≡ −g
µν∂νχ[g]√
−gαβ∂αχ[g]∂βχ[g]
. (2)
Regarding the four auxiliary scalars as independent fields would result in two
ghosts [36, 37]. The scalars must instead be regarded as nonlocal function-
als of the metric which are obtained by solving their field equations using
retarded boundary conditions,
φ[g] =
2
Rαβu
αuβ , χ[g] = − 1 1 , (3)
ξ[g] =
2
Dµ
[
∂µφf
′
y
(gρσ∂ρφ∂σφ
c−4a20
)]
, ψ[g] =
4
Dµ
[
ξ(gµρ+uµuρ)uσRρσ√
−gαβ∂αχ∂βχ
]
. (4)
Here and henceforth Dµ denotes the metric-compatible covariant derivative.
The full gravitational field equations are,
Rµν +
1
2
gµν
[
−R − a
2
0
c4
fy + g
ρσ
(
∂ρξ∂σφ+∂ρψ∂σχ
)
+ 2ξuρuσRρσ − ψ
]
+∂µφ∂νφf
′
y − ∂(µξ∂ν)φ− ∂(µψ∂ν)χ− 2ξ
[
2u(µu
αRν)α+uµuνu
αuβRαβ
]
−
[
(ξuµuν) + gµνDαDβ(ξu
αuβ)− 2DαD(µ(ξuν)uα)
]
=
8πG
c4
Tµν . (5)
The function fy(Z) which appears in equations (1), (4) and (5) is chosen
to make the model agree with phenomenology in three regimes. The first is
for small, positive Z, which corresponds to very weakly gravitationally bound
systems whose Newtonian gravitational acceleration is comparable to a0 or
smaller. In this regime the Tully-Fisher relation implies [30],
0 < Z ≪ 1 =⇒ fy(Z) = 1
2
Z − 1
6
Z
3
2 +O(Z2) . (6)
The second regime is for Z >∼ 1, which corresponds to more strongly grav-
itationally bound systems. Ensuring that general relativity applies in this
regime requires fy(Z) to fall off rapidly. One function which meets this re-
quirement, and is also consistent with (6), is [31],
0 < Z <∞ =⇒ fy(Z) = 1
2
Z exp
[
−1
3
√
Z
]
. (7)
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The final regime is for negative Z, which corresponds to cosmology. In this
regime the function was numerically fit to reproduce the ΛCDM expansion
history, without dark matter, from very early times until a redshift of z∗ ≈
0.088 [32].
2.2 Static, Spherically Symmetric Geometries
The invariant element for static, spherically geometries can be expressed in
terms of two potentials usually termed A(r) and B(r),
gµνdx
µxν = −B(r)c2dt2 + A(r)dr2 + r2dΩ2 . (8)
Specializing the general relations (2) and (3-4) to this geometry implies that
the timelike 4-velocity field is,
uµ =
δµ0√
B(r)
. (9)
The action of the scalar d’Alembertian on a function F (r) is,
F (r) =
1
r2
√
AB
d
dr
[
r2
√√√√B(r)
A(r)
F ′(r)
]
. (10)
In the geometry (8) the 00 component and trace of the Ricci tensor are,
R00 =
B′′
2A
− B
′
4A
(A′
A
+
B′
B
)
+
B′
rA
, (11)
R = − B
′′
AB
+
B′
2AB
(A′
A
+
B′
B
)
+
2
rA
(A′
A
−B
′
B
)
+
2(A−1)
r2A
. (12)
Substituting expressions (9-11) into the general relations (3-4) gives ψ = 0
and simple relations for the derivatives of φ(r) and ξ(r),
φ′(r) =
B′(r)
B(r)
, ξ′(r) = 2φ′(r)×f ′y
(
c4B′2(r)
a20A(r)B
2(r)
)
. (13)
From (13) we see that the argument of fy(Z) for this geometry is,
Z =
c4B′2(r)
a20A(r)B
2(r)
. (14)
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We specialize the perfect fluid stress tensor,
Tµν = (ρ+ p)uµuν + pgµν , (15)
to this geometry with energy density ρ(r) and pressure p(r). Setting µ =
ν = 0 in (5) gives,
rA′
A2
+ 1− 1
A
+
a20
2c4
r2fy − r
2B′2
AB2
f ′y −
2√
A
∂r
[ r2B′√
AB
f ′y
]
=
8πG
c4
r2ρ . (16)
The rr component of (5) implies,
rB′
AB
− 1 + 1
A
− a
2
0
2c4
r2fy +
r2B′2
AB2
f ′y =
8πG
c4
r2p . (17)
The other two nontrivial equations in this geometry are implied by stress-
energy conservation.
If we assume the form (7) for fy(Z) equations (16-17) can be reduced,
8πG
c4
r2ρ =
[
r
(
1− 1
A
)]′ − r2B′2
4AB2
[
1− c
2B′
3a0
√
AB
]
exp
[
− c
2B′
3a0
√
AB
]
− 1√
A
∂r
{
r2B′√
AB
[
1− c
2B′
6a0
√
AB
]
exp
[
− c
2B′
3a0
√
AB
]}
, (18)
8πG
c4
r2p =
rB′
AB
− 1 + 1
A
+
r2B′2
4AB2
[
1− c
2B′
3a0
√
AB
]
exp
[
− c
2B′
3a0
√
AB
]
. (19)
To understand how the Tully-Fisher relation and weak lensing emerge, set
the pressure to zero and expand in the deviations,
a(r) ≡ A(r)− 1 , b(r) ≡ B(r)− 1 . (20)
Note also that the length c
2
a0
≃ 7.5 × 1026 m is greater than the current
Hubble radius, so quadratic terms which lack this length can be discarded
[38]. Hence the equations become,
8πG
c4
r2ρ ≃
[
ra− r2b′ + c
2r2b′2
2a0
]′
, (21)
0 ≃ rb′ − a . (22)
Now use (22) — which gives lensing — to simplify (21) and integrate, recog-
nizing the mass M(r) enclosed within radius r,
c2r2b′2
2a0
≃ 2GM(r)
c2
=⇒ v2∞ ≡
1
2
c2 lim
r→∞
rb′(r) =
√
a0GM(∞) . (23)
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2.3 Homogeneous and Isotropic Geometries
The invariant element for a spatially flat, homogeneous and isotropic geom-
etry is,
ds2 − c2dt2 + a2(t)d~x·d~x =⇒ H(t) ≡ a˙
a
. (24)
With initial time ti, auxiliary scalars for this geometry are [31],
φ0(t) = 6
∫ t
ti
dt′
a3(t′)
∫ t′
ti
dt′′a3(t′′)
[
H2(t′′)+H˙(t′′)
]
=⇒ Z0(t) = −c
2φ˙2(t)
a20
, (25)
χ0(t) =
∫ t
ti
dt′
a3(t′)
∫ t′
ti
dt′′a3(t′′) =⇒ uµ0(t) = δµ0 , (26)
ξ0(t) = 2
∫ t
ti
dt′φ˙0(t
′)f ′y
(
Z0(t
′)
)
, ψ0(t) = 0 . (27)
We have bestowed a subscript 0 on these quantities to indicate that they
represent the background solutions around which perturbations will be de-
veloped in the next section. The background gravitational field equations
are [31],
3H2+
a20
2c2
fy(Z0)+3Hξ˙0+6H
2ξ0 =
8πG
c2
ρ0 , (28)
−2H˙−3H2− a
2
0
2c2
fy(Z0)−ξ¨0−
( φ˙0
2
+4H
)
ξ˙0−
(
4H˙+6H2
)
ξ0 =
8πG
c2
p0 . (29)
Here ρ0(t) and p0(t) are the background energy density and pressure without
dark matter, which we parameterize using the cosmological redshift z,
ρ0(t) ≡ 3c
2H20
8πG
[
Ωr(1 + z)
4 + Ωb(1 + z)
3 + ΩΛ
]
, (30)
p0(t) ≡ 3c
2H20
8πG
[1
3
Ωr(1 + z)
4 − ΩΛ
]
, (31)
1 + z ≡ a(t0)
a(t)
. (32)
Whereas Ωr and ΩΛ are the ΛCDM values for the fraction of critical density
in radiation and vacuum energy, respectively, Ωb is only the fraction of critical
density in baryons. The fraction in nonrelativistic matter is Ωm = Ωc + Ωb,
where Ωc ≈ 5.3× Ωb is the fraction in dark matter.
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For this cosmological regime the argument Z of the function fy(Z) is
negative. How the function fy(Z) depends on negative Z is not fixed by
MOND phenomenology. In a previous work [32] we showed how the function
fy(Z) could be defined for Z < 0 to exactly reproduce the ΛCDM expansion,
from very early times all the way up until a redshift of z∗ ≈ 0.088. The
ΛCDM Hubble parameter rescaled by its current value H0 is,
H˜(z) =
√
Ωr(1+z)4 + Ωm(1+z)3 + ΩΛ . (33)
The process of constructing fy(Z) to support H˜(z) without dark matter
proceeds in two steps. We begin the first step by introducing the variables,
f(z) ≡ − a
2
0fy(Z0)
36c2H20Ωc
, s(z) ≡ a0
√−Z0
6cH0
, g(z) ≡
∫ ∞
z
f ′(ζ)dζ
(1+ζ)s′(ζ)H˜(ζ)
. (34)
The first step consists of solving the following integral-differential equation
for f(z),
1
2
f(z) +
H˜(z)f ′(z)
2s′(z)
+ H˜2(z) g(z) =
1
12
(1+z)3 . (35)
In the second step we invert the relation for s(z),
s(z) = (1+z)3
∫ ∞
z
dζ
[
(1+ζ)H˜ ′(ζ)− H˜(ζ)
(1+ζ)4
]
. (36)
to determine the redshift z as a function of Z0. Then regarding f(z) as a
function of Z0 gives fy(Z) through relation (34). Although the function s(z)
is positive for large z, the presence of a cosmological constant causes it to
vanish for z = z∗ [32], so we can only recover the ΛCDM expansion history
for z∗ < z <∞.
Relation (35) might seem to have two homogeneous solutions but it in
fact has only one. To see this note first from expressions (33) and (36) that
the large z forms of H˜(z) and s(z) are,
H˜(z) −→
√
Ωr (1+z)
2 , s(z) −→
√
Ωr (1+z)
2 . (37)
Now consider a homogeneous solution of (35) with an asymptotic large z
behavior of (1+ z)x. If we assume x < 4 then the integral for g(z) exists and
we find an equation for the exponent x,
f(z) −→ (1+z)x (x < 4) =⇒ 1
2
+
1
4
x+
1
2
x
4−x = 0 =⇒ x± = 2(1±
√
3) . (38)
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The solution x− is indeed less than 4, so it corresponds to a genuine homoge-
neous solution. However, x+ > 4, which means the derivation of this solution
is not self-consistent. Hence there is only a single homogeneous solution, and
equation (35) requires a single condition. Because the positive Z function
(6) vanishes for Z = 0 it is natural to take this to be f(z∗) = 0.
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Figure 1: Both graphs show the quantity ( a0
cH0
)2×fy(Z0) as a function of the
redshift z. The left hand graph shows that fy(Z0) vanishes at z = z∗ ≈ 0.088
and is positive for z∗ < z <∼ 14. The right hand graph shows that fy(Z0) is
negative, and monotonically decreasing, for all z >∼ 12.
A number of background quantities appear in the perturbation equations,
a20
c2H20
fy(Z0) = −36Ωc × f(z) , f ′y(Z0) =
1
2
Ωc × f
′(z)
s(z)s′(z)
, (39)
ξ0(t) = −6Ωc × g(z) , ξ˙0(t)
H0
= −6Ωc × f
′(z)
s′(z)
, (40)
φ˙0(t)
H0
= −6× s(z) , H0χ˙0(t) = (1+z)3
∫ ∞
z
dζ
(1+ζ)4H˜(ζ)
. (41)
It is important to know the signs, magnitudes and rough z dependences of
these quantities. Their behaviors for large z follow from relation (37) for s(z)
and the implied relations f(z) −→ 1
33
(1+z)3 and g(z) −→ 1
22Ωr
1
1+z
,
a20
c2H20
fy(Z0) −→ −12
11
Ωc(1+z)
3 , f ′y(Z0) −→
Ωc
44Ωr
1
1+z
, (42)
ξ0(t) −→ − 3Ωc
11Ωr
1
1+z
,
ξ˙0(t)
H0
−→ − 3Ωc
11
√
Ωr
(1+z) , (43)
φ˙0(t)
H0
−→ −6
√
Ωr (1+z)
2 , H0χ˙0(t) −→ 1
5
√
Ωr
1
(1+z)2
. (44)
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0.010
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Figure 2: Both graphs depict the quantity f ′y(Z0) as a function of the red-
shift z. The left hand graph shows that f ′y(Z0) is negative for z <∼ 6, and
approaches −∞ at z = z∗ ≈ 0.088. The right hand graph demonstrates that
f ′y(Z0) never becomes larger than about 0.015.
Although the large z results (42-44) are valid, there is no alternative to
numerically evaluating the six quantities (39-41) for the redshifts of relevance
to structure formation. Fig. 1 shows the function fy(Z0) — rescaled by
( a0
cH0
)2 — as a function of the redshift z. Fig. 2 depicts f ′y(Z0) versus z,
demonstrating both that the function approaches −∞ at z = z∗, and that
it never becomes more positive than about 0.015 in the range of interest for
structure formation. That turns out to be the crucial point in dooming this
model. Figures 3 and 4 show the other relevant auxiliary scalars.
1
10 1 10 100 1000
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-0.1
0.0
ξ0(t)
1
10 1 10 100
z
-2.0
-1
-1.0
-
0.0
dξ0(t)
H0
Figure 3: These graphs show ξ0(t) (left) and ξ˙0(t)/H0 (right) as functions
of the redshift z. Although ξ0(t) is negative definite, the sign of ξ˙0(t)/H0 is
positive for z∗ < z <∼ 6 and negative for 6 <∼ z <∞.
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Figure 4: These graphs show φ˙0(t)/H0 (left) and χ˙0(t)/H0 (right) as functions
of the redshift z. The function φ˙0 vanishes at z = z∗; it is negative and
monotonically decreasing for z∗ < z < 1000. The function χ˙0 is positive and
monotonically decreasing for z∗ ≥ z ≥ 1000.
3 Linearized Scalar Perturbations
The purpose of this section is to give the equations for linearized, scalar
perturbations about the cosmological background of the previous section.
We begin by reviewing the well known geometrical relations, then move to
giving the equations for the auxiliary scalars and for the geometry. Finally,
the various relations are specialized to the sub-horizon regime in which the
comoving wavelength is much smaller than the Hubble length. To simplify
the many tedious manipulations we work in units for which c = 1.
3.1 Perturbed Geometry
In Newtonian gauge the geometry of linearized scalar perturbations is,
gµν(t, ~x)dx
µdxν = −
[
1+2Ψ˜(t, ~x)
]
dt2 + a2(t)
[
1+2Φ˜(t, ~x)
]
d~x·d~x . (45)
Of course the perturbation fields can be decomposed into spatial plane waves,
Ψ˜(t, ~x) ≡
∫
d3k
(2π)3
ei
~k·~xΨ(t, ~k) , Φ˜(t, ~x) ≡
∫
d3k
(2π)3
ei
~k·~xΦ(t, ~k) . (46)
Because we are only interested in the linearized evolution equations each
plane wave mode can be considered separately, and we will only report results
for these Fourier components. For example, δΓρµν(t,
~k) stands for the spatial
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Fourier transform of the perturbed affine connection whose position-space
result is,
δΓ˜ρµν(t, ~x) ≡
∫
d3k
(2π)3
ei
~k·~x δΓρµν(t,
~k) . (47)
To economize on space we will typically suppress the arguments t and ~k.
The 3 + 1 decomposition of the perturbed affine connection is,
δΓ000 = Ψ˙ , δΓ
0
0i = ikiΨ , δΓ
0
ij = a
2δij
[
2H(Φ−Ψ)+Φ˙
]
, (48)
δΓi00 =
iki
a2
Ψ , δΓi0j = δijΦ˙ , δΓ
i
jk = i
[
δijkk+δikkj−δjkki
]
Φ . (49)
The corresponding 3 + 1 decomposition of the perturbed Ricci tensor is,
δR00=−6HΦ˙+3HΨ˙−3Φ¨− k
2
a2
Ψ , (50)
δR0i=2iki
[
HΨ−Φ˙
]
, (51)
δRij = a
2δij
[
2(H˙+3H2)(Φ−Ψ)+6HΦ˙−HΨ˙+Φ¨+k
2
a2
Φ
]
+kikj(Φ+Ψ) . (52)
The associated perturbed Ricci scalar is,
δR = −12(H˙+2H2)Ψ+24HΦ˙−6HΨ˙+6Φ¨+k
2
a2
(
4Φ+2Ψ
)
. (53)
And 3 + 1 decomposing the perturbed Einstein tensor gives,
δG00 = 6HΦ˙ + 2
k2
a2
Φ , (54)
δG0i = 2iki
[
HΨ−Φ˙
]
, (55)
δGij = a
2δij
[
−2(2H˙+3H2)(Φ−Ψ)
−6HΦ˙+2HΨ˙−2Φ¨−k
2
a2
(Φ+Ψ)
]
+ kikj(Φ+Ψ) . (56)
We must also consider covariant derivatives of scalars, vectors and tensors
whose background plus perturbed forms are,
S(t, ~x) = S(t) + δS(t)ei
~k·~x , (57)
V µ(t, ~x) = V (t)δµ0 + δV
µ(t)ei
~k·~x , (58)
τµν(t, ~x) = τ(t)δ
0
µδ
0
ν + δτµν(t)e
i~k·~x . (59)
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Of course the scalar results are simplest,
δ(∂0S) = δS˙ , δ(∂iS) = ikiδS , (60)
δ(D0D0S) = −Ψ˙S˙ + δS¨ , (61)
δ(D0DiS) = iki
[
−ΨS˙ + (∂t−H)δS
]
= δ(DiD0S) , (62)
δ(DiDjS) = −a2δij
[
2H(Φ−Ψ)+Φ˙
]
S˙ − a2δijHδS˙ − kikjδS . (63)
Combining relations (61), (63) and background results implies,
δ( S) = 2Ψ
[
S¨+3HS˙
]
+
[
Ψ˙−3Φ˙
]
S˙ −
[
∂2t +3H∂t+
k2
a2
]
δS . (64)
Homogeneity and isotropy imply that the spatial part of vector pertur-
bation takes the form,
δV i ≡ iki
a2
δV . (65)
The various perturbed first covariant derivatives are,
δ(D0V
0) = Ψ˙V +δV˙ 0 , δ(DiV
0) = iki
[
ΨV +δV 0+HδV
]
, (66)
δ(D0V
j) =
ikj
a2
[
ΨV +(∂t−H)δV
]
, δ(DiV
j) = δij
[
Φ˙V +HδV 0
]
−kikj
a2
δV.(67)
Combining results gives the perturbed divergence,
δ(DµV
µ) = V (3Φ˙+Ψ˙) + (∂t+3H)δV
0 − k
2
a2
δV . (68)
It turns out that we do not require the perturbed second covariant derivatives.
Perturbed tensor covariant derivatives can become very complicated so it
is best to restrict both the form of the perturbation and the derivatives we
need. The point is to perturb the second derivative terms on the 3rd line of
equation (5), so the tensor is τµν = ξuµuν . Because the spatial components
ui are already first order, we can specialize to a perturbation of the form,
δτ00 , δτ0i = δτi0 = ikiδτ0 , δτij = 0 . (69)
And the perturbed derivative we require is,
Tµν ≡ δ
(
− τµν − gµνDαDβταβ + 2DαD(µτ αν)
)
. (70)
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Homogeneity and isotropy restrict the form of Tµν ,
T00 , T0i = Ti0 = ikiT0 , Tij = a2δijT − kikj∆T . (71)
In Appendix A we derive the following results for the four components of
relation (71),
T00 = 3(∂t+6H)(τΦ˙)− 3HτΨ˙− 6(∂t+3H)(HτΨ)− k
2
a2
τΨ
+3(∂t+3H)(Hδτ00) +
k2
a2
[
δτ00 + 4Hδτ0
]
, (72)
T0 = 2τ(∂t+H)Ψ + 3τ˙Ψ− (∂t+H)δτ00 + 2(H˙+3H2)δτ0 , (73)
T = −
[
τ Φ¨+4τ˙ Φ˙+6HτΦ˙
]
+
[
2τΨ¨+5τ˙Ψ˙+9HτΨ˙
]
+
k2
a2
τΨ
−2(Φ−2Ψ)(∂t+3H)(∂t+H)τ − (∂t+3H)(∂t+H)δτ00 − 2k
2
a2
∂tδτ0 , (74)
∆T = −2(∂t+H)δτ0 . (75)
3.2 Perturbed Auxiliary Scalar Equations
Let us first note from equation (2) that the components of the perturbed
4-velocity are,
δu0 = −Ψ , δui = −ikiδχ
a2χ˙0
. (76)
Now apply relations (50) and (64) to (3) to infer the equation for δφ,
[
∂2t +3H∂t+
k2
a2
]
δφ =
[
6∂t+12H−3φ˙0
]
Φ˙ +
[
−6H∂t+φ˙0∂t+2k
2
a2
]
Ψ . (77)
Note that this gives us the perturbation in Z,
δZ = 2Z0
[δφ˙
φ˙0
−Ψ
]
. (78)
The equation for δχ requires only relations (64) and (3),
[
∂2t +3H∂t+
k2
a2
]
δχ = −3χ˙0Φ˙ +
[
χ˙0∂t+2
]
Ψ . (79)
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Using relations (64) and (68) in (4) gives the equation for δξ,
[
∂2t+3H∂t+
k2
a2
]
δξ = 2(∂t+3H)
[
f ′y(Z0)δφ˙+f
′′
y (Z0)φ˙0δZ
]
+
2k2
a2
f ′y(Z0)δφ . (80)
And our equation for δψ comes from using relations (51), (64) and (68) in
(4), [
∂2t +3H∂t+
k2
a2
]
δψ =
k2
a2
8ξ0
χ˙0
[H˙δχ
χ˙0
+HΨ−Φ˙
]
. (81)
3.3 Perturbed Gravitational Field Equations
We employ the following notation to express the modified Einstein equation,
Eµν ≡ Gµν + Gµν = 8πGTµν . (82)
Here Gµν the usual Einstein tensor, Gµν is the MOND correction to it given in
equation (5) and Tµν is the stress tensor without dark matter. Relations (28)
and (29) give the nonzero components of (82) when the geometry is special-
ized to a cosmological background. We denote the first order perturbations
of Eµν and Tµν as,
δE00 , δE0i = δEi0 = ikiδE0 , δEij = a2δijδE − kikj∆E , (83)
δT00 = δρ , δT0i = δTi0 = iki∆ρ , δTij = a
2δijδT . (84)
The various components of the perturbed stress tensor are related by the two
conservation equations,
0=−δρ˙− 3H(δρ+δT ) + k
2
a2
∆ρ− 3(ρ0+p0)Φ˙ + 2ρ0Ψ˙ + 6Hp0(Φ−Ψ) , (85)
0=−(∂t+3H)∆ρ+ δT − 2p0Φ+ (ρ0+p0)Ψ . (86)
Similar relations hold for the components of δEµν . Because δE follows from
conservation we will not report it.
Relations (71-75) give the perturbed second covariant derivatives of a
tensor τµν = ξuµuν . From expression (76) we see that the components (69)
of this tensor are,
τ = ξ0 , δτ00 = 2Ψξ0 + δξ , δτ0 =
ξ0δχ
χ˙0
. (87)
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From the 00 component of (5), with relations (50), (54), (72) and (87) we
infer the perturbed 00 equation,
[
6H+3ξ˙0+12Hξ0
]
Φ˙ + a20fy(Z0)Ψ + a
2
0
[f ′y(Z0)
2
−Z0f ′′y (Z0)
]
δZ +
ξ˙0δφ˙−φ˙0δξ˙
2
+
[
3H∂t+6H
2
]
δξ−
[
χ˙0∂t−1
]δψ
2
+
k2
a2
[
2Φ+δξ+
4Hξ0δχ
χ˙0
]
= 8πGδρ . (88)
The perturbed 0i components follow from using (51), (55), (73) and (87) in
expression (5),(
2H+4Hξ0+ξ˙0
)
Ψ−
(
2+4ξ0
)
Φ˙−
(
∂t+H+
1
2
φ˙0
)
δξ− 1
2
χ˙0δψ = 8πG∆ρ . (89)
Finally, expressions (56) and (75) give us the gravitational slip equation,
Φ + Ψ + 2(∂t+H)
[ξ0δχ
χ˙0
]
= 0 . (90)
3.4 The Sub-Horizon Regime
The perturbed equations of the previous two sub-sections simplify dramati-
cally in the sub-horizon regime of k ≫ Ha. In this regime time derivatives
of the fields are also negligible so the various auxiliary scalar equations (77),
(79), (80) and (81) can be used to express the scalar perturbations in terms
of the two gravitational potentials,
k ≫ Ha =⇒ δφ = 2Ψ , δχ = 0 , δξ = 4f ′y(Z0)Ψ , δψ =
8ξ0
χ˙0
[
HΨ−Φ˙
]
. (91)
Making the same approximations in the 00 component (88) of the perturbed
gravitational field equations implies,
k ≫ Ha =⇒ k
2
a2
[
2Φ + 4f ′y(Z0)Ψ
]
= 8πGδρ . (92)
The 0i equation (89) reduces to,
k ≫ Ha =⇒ 2HΨ− 2Φ˙− 4(∂t+H)
[
f ′y(Z0)Ψ
]
= 8πG∆ρ . (93)
And the gravitational slip equation (90) reduces to that of unmodified general
relativity,
k ≫ Ha =⇒ Φ+Ψ = 0 . (94)
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Relations (92) and (94) are fatal because the first term in the square
brackets of (92) — 2Φ — is the contribution from unmodified general rela-
tivity, whereas the second term — 4f ′y(Z0)Ψ = −4f ′y(Z0)Φ using (94) — is
the MOND correction. The right hand side of (92) is the perturbed energy
density without dark matter. For this model to be viable the MOND correc-
tion must largely cancel the factor of 2Φ from general relativity, so that one
gets the same gravitational response from the much smaller source. However,
a glance at Fig. 2 reveals that the function f ′y(Z0) <∼ 0.015 is much too small,
and actually strengthens the general relativistic result for z <∼ 6. Hence the
gravitational response to matter perturbations is much too weak.
4 Discussion
In this paper we have considered structure formation in a nonlocal, metric-
based realization of MOND [30, 31]. This model involves augmenting the
gravitational action by an algebraic function fy(Z) of a nonlocal invariant.
The function fy(Z) is constrained for positive Z by the Tully-Fisher relation
(for 0 < Z ≪ 1) and by the need to leave solar system results undisturbed
(for 1 <∼ Z). Cosmology corresponds to Z < 0 and the function was chosen
to reproduce the ΛCDM expansion history (until very late times) without
dark matter [32].
Section 2 was devoted to describing the model in general, and as spe-
cialized to static, spherically symmetric geometries and to homogeneous and
isotropic geometries. In section 3 we derived the equations — (77-81) for the
auxiliary scalars and (88-90) for the gravitational potentials — governing first
order scalar perturbations around the cosmological background. Specializing
those equations to the sub-horizon regime leads to vastly simpler equations
— (91) for the auxiliary scalars and (92-94) for the gravitational potentials.
These simplified equations show that the MOND corrections cannot possibly
make up for the absence of dark matter in structure formation. Hence this
particular model is falsified.
It is interesting to contrast our negative result with what happens in
a nonlocal cosmology model that was proposed explain cosmic acceleration
without dark energy [39]. This model cannot reproduce MOND [40] but
its free function f(X) (of a different nonlocal invariant) can be adjusted to
enforce the ΛCDM expansion history [41] without a cosmological constant.
However, when linearized scalar perturbations are studied in nonlocal cos-
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mology [42, 43], the “extra” terms which are not present in general relativity
turn out to be significant, and actually cause the model to agree better with
data [44, 45]. For both nonlocal cosmology and nonlocal MOND, the “ex-
tra” terms are proportional to the derivative of the free function — f ′(X0)
for nonlocal cosmology and f ′y(Z0) for nonlocal MOND. The key distinction
between the two models is that f ′(X0) is significant for nonlocal cosmology,
whereas f ′y(Z0) is nearly zero for nonlocal MOND. That seems to be reason
why the results are so very different.
That f ′y(Z0) must be small for very large redshift follows from the asymp-
totic relation (42), which could be written,
f ′y(Z0) −→
1
44
× Ωc
Ωm
×
(1 + zeq
1 + z
)
≃ 0.019×
( 3300
1 + z
)
. (95)
However, this relation only pertains for z > zeq, during the radiation domi-
nated phase when matter is unimportant. There is no simple way to under-
stand the crucial behavior of f ′y(Z0) for smaller redshift, which is shown in
Fig. 2. The fact that fy(Z0) approaches the limiting form (95) from below,
and actually goes to negative infinity at z = z∗, seems to follow from our deci-
sion to solve (35) with the initial condition f(z∗) = 0. In retrospect, it might
be more reasonable to impose the condition f ′(z∗) = 0, which would keep
f ′y(Z0) finite at z = z∗, and might result in f
′
y(Z0) approaching the limiting
form (95) from above. This would be the simplest fix because it would leave
the equations for linearized perturbations unchanged when written in terms
of the generic background quantities, changing only the numerical values of
those background quantities.
Two more complicated fixes are also conceivable. The first would be
to involve another invariant as suggested in the original proposal [30] for
nonlocal MOND. This extra invariant is not required to reproduce either the
Tully-Fisher relation, or (most of) the ΛCDM expansion history, but perhaps
it plays a crucial role in structure formation.
The second conceivable extension of the model would be to make a0 dy-
namical. The numerical coincidence that a0 is about cH0/2π has led many
to suspect that a0 is not actually a new constant but rather a functional of
the geometry which is always close to c times the Hubble parameter [46, 47].
The idea would be to keep cosmology in the deep MOND regime and NOT
use the function fy(Z) to enforce the ΛCDM expansion history.
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5 Appendix: Perturbed Tensor Derivatives
The purpose of this appendix is to derive relations (72-75). Our strategy is
to construct the final answer in three steps:
1. Expand Tµν in terms of δgµν and δ(DρDστµν);
2. Expand δ(DρDστµν) in terms of δΓ
ρ
µν and δ(Dρτµν); and
3. Expand δ(Dρτµν) in terms of δΓ
ρ
µν and δτµν .
Because many cancellations occur at each level we combine terms in T00,
T0i and Tij after each expansion, before proceeding to the next step. The
nonzero components of the background quantities we require are,
Γ
0
ij = Ha
2δij , Γ
i
0j = Hδij , (96)
D0τ00 = τ˙ , Diτ0j = −Hτa2δij , (97)
D0D0τ00 = τ¨ , DiDjτ00 = −H(∂t−2H)τa2δij , (98)
D0Diτ0j = −∂t(Hτ)a2δij , DiD0τ0j = −H(∂t−H)τa2δij , (99)
and
DiDjτkℓ = H
2τa4(δikδjℓ+δiℓδjk) . (100)
The first step expansions are:
−δ( τµν) = −2ΨD0D0τµν + 2Φ
a2
DkDkτµν
+δ(D0D0τµν)− 1
a2
δ(DkDkτµν) , (101)
−δ(gµνDαDβταβ) = δgµν
[
−D0D0τ00+(D0Dkτ0k+DkD0τk0)
a2
−DkDℓτkℓ
a4
]
+gµν
[
4ΨD0D0τ00 − 2(Ψ+Φ)
a2
(
D0Dkτ0k+DkD0τk0
)
+
4Φ
a4
DkDℓτkℓ
−δ(D0D0τ00) + 1
a2
δ
(
D0Dkτ0k+DkD0τk0
)
− 1
a4
δ(DkDℓτkℓ)
]
, (102)
δ(2DαD(µτ
α
ν) ) = 4ΨD0D(µτν)0 −
4Φ
a2
DkD(µτν)k
−2δ(D0D(µτν)0) + 2
a2
δ(DkD(µτν)k) . (103)
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The 3 + 1 totals after the 1st step are,
T00 = −6H(∂t+7H)(Hτ) Φ + 24H2τ Ψ
+
1
a2
δ
(
−DkDkτ00−D0Dkτ0k+DkD0τ0k
)
+
δ(DkDℓτkℓ)
a4
, (104)
T0i = −δ(D0Diτ00) + 1
a2
δ
(
−DkDkτ0i+DkD0τik+DkDiτ0k
)
, (105)
Tij = a2δij
[(
−2τ¨+12H2τ
)
Φ +
(
4τ¨+8Hτ˙+(2H˙−6H2)τ
)
Ψ
−δ(D0D0τ00) + 1
a2
δ
(
D0Dkτ0k+DkD0τ0k
)
− 1
a4
δ(DkDℓτkℓ)
]
+δ
(
D0D0τij−2D0D(iτj)0
)
+
1
a2
δ
(
−DkDkτij+2DkD(iτj)k
)
. (106)
Note that only the terms on the last line of (106) can possibly contribute to
the kikj part of Tij .
Of course it is only necessary to implement the second step for the
δ(DρDστµν) parts of expressions (104-106). The key expansion is,
δ(DρDστµν) = −δΓαρσ Dατµν − δΓαρµDσταν − δΓαρν Dστµα
+∂ρδ(Dστµν)− Γαρσ δ(Dατµν)− Γαρµ δ(Dσταν)− Γαρν δ(Dστµα) .(107)
The δ(DρDστµν) part of T00 from expression (104) gives,
1
a2
δ
(
−DkDkτ00−D0Dkτ0k+DkD0τ0k
)
+
δ(DkDℓτkℓ)
a4
= 3Hτ
[
(Φ˙− Ψ˙) + 8H(Φ−Ψ)
]
− 1
a2
(∂0+H)δ(Dkτ0k)
−2H
a2
δ(D0τkk) +
ikk
a2
δ
(
D0τ0k −Dkτ00
)
+
ikk
a4
δ(Dℓτkℓ) .(108)
The step 1 reduction of T0i in expression (105) contains only δ(DρDστµν)
terms,
T0i = iki(τ˙−2Hτ)Ψ− (∂0+H)δ(Diτ00)
+
ikk
a2
δ
(
−Dkτ0i+D0τik+Diτ0k
)
− 2Hδ(D0τ0i)− H
a2
δ(Diτkk) . (109)
The step 1 reduction of Tij in expression (106) contained some terms which
are already proportional to a2δij ,
−δ(D0D0τ00) + 1
a2
δ
(
D0Dkτ0k+DkD0τ0k
)
− 1
a4
δ(DkDℓτkℓ)
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= −3(τ˙+Hτ)(Φ˙−Ψ˙)− 6H(τ˙+4Hτ)(Φ−Ψ)− (∂0+3H)δ(D0τ00)
+
1
a2
(∂0+H)δ(Dkτ0k) +
ikk
a2
δ(D0τ0k)− ikk
a4
δ(Dℓτkℓ) .(110)
The other δ(DρDστµν) terms in expression (106) are,
δ
(
D0D0τij−2D0D(iτj)0
)
+
1
a2
δ
(
−DkDkτij+2DkD(iτj)k
)
= 2Hτa2δij
[
(Φ˙−Φ˙) + 6H(Φ−Ψ)
]
+ (∂0−H)δ(D0τij)
−2(∂0+H)δ(Diτ0j) + ikk
a2
δ
[
−Dkτij + 2Diτjk
]
.(111)
As before, it is only necessary to implement the 3rd step reduction for
those parts of expressions (108-111) which contain δ(Dρτµν). The key reduc-
tion of step 3 is,
δ(Dρτµν) = −δΓσρµτσν − δΓσρντµσ + ∂ρδτµν − Γσρµδτσν − Γσρνδτµσ . (112)
The step 3 reduction of the δ(Dρτµν) terms in (108) is,
− 1
a2
(∂0+H)δ(Dkτ0k)−2H
a2
δ(D0τkk)+
ikk
a2
δ
(
D0τ0k−Dkτ00
)
+
ikk
a4
δ(Dℓτkℓ)
= (∂t+3H)
[
3τ Φ˙+6Hτ(Φ−Ψ)
]
− k
2
a2
τΨ
+3(∂t+3H)(Hδτ00) +
k2
a2
[
δτ00 + 4Hδτ0
]
.(113)
The step 3 reduction of the δ(Dρτµν) terms in (109) is,
(∂0+H)δ(Diτ00)− ikk
a2
δ
(
Dkτ0i−D0τik−Diτ0k
)
−2Hδ(D0τ0i)−H
a2
δ(Diτkk)
= iki
[
2(∂t+2H)(τΨ)− (∂t+H)δτ00 + (2H˙+6H2)δτ0
]
.(114)
The step 3 reduction of the δ(Dρτµν) terms in (110) is,
−(∂0+3H)δ(D0τ00)+ 1
a2
(∂0+H)δ(Dkτ0k)+
ikk
a2
δ(D0τ0k)− ikk
a4
δ(Dℓτkℓ)
= (∂t+3H)
[
−3τ Φ˙+2τΨ˙− 6Hτ(Φ−Ψ)
]
+
k2
a2
τΨ
−(∂t+3H)2δτ00 − 2k
2
a2
(∂t+H)δτ0 . (115)
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And the step 3 reduction of the δ(Dρτµν) terms in (111) is,
(∂0−H)δ(D0τij)−2(∂0+H)δ(Diτ0j)+ ikk
a2
δ
[
−Dkτij+2Diτjk
]
= 2a2δij
×
[
(∂t+3H)
[
τ Φ˙+2Hτ(Φ−Ψ)+Hδτ00
]
+
k2Hδτ0
a2
]
+kikj2(∂t+H)δτ0 . (116)
Combining expressions (104), (108) and (113) gives our final result for
T00,
T00 = 3(∂t+6H)(τΦ˙)− 3HτΨ˙− 6(∂t+3H)(HτΨ)− k
2
a2
τΨ
+3(∂t+3H)(Hδτ00) +
k2
a2
[
δτ00 + 4Hδτ0
]
.(117)
Our final result for T0 comes from expressions (109) and (114),
T0 = 2τ (∂t+H)Ψ + 3τ˙Ψ− (∂t+H)δτ00 + 2(H˙+3H2)δτ0 . (118)
Combining expressions (106), (110), (111), (115) and (116) gives our result
for T ,
T = −
[
τ Φ¨+4τ˙ Φ˙+6HτΦ˙
]
+
[
2τΨ¨+5τ˙Ψ˙+9HτΨ˙
]
+
k2
a2
τΨ
−2(Φ−2Ψ)(∂t+3H)(∂t+H)τ − (∂t+3H)(∂t+H)δτ00 − 2k
2
a2
∂tδτ0 .(119)
And our result for ∆T comes entirely from (116),
∆T = −2(∂t+H)δτ0 . (120)
The principal complication in expressions (117) and (119) is their depen-
dence upon the potentials Φ and Ψ, and the perturbation δτ00, and their
respective time derivatives. This can actually be predicted by transforming
the background expressions,
T 00 = 3(∂t+3H)(Hτ) , T ij = −a2δij(∂t+3H)(∂t+H)τ , (121)
by the same transformation which would carry the background geometry into
the perturbed one assuming the potentials depend only on time,
−dt2 + a2d~x·d~x −→ −
[
1+2Ψ
]
dt2 +
[
1+2Φ
]
a2d~x·d~x , (122)
21
Although we only need the first order deviations, the all-orders relations are,
T 00+T00 = 3
√
1+2Ψ
[
d
dt
+3H+
3Φ˙
1+2Φ
][
(H+ Φ˙
1+2Φ
)(τ+δτ00)
(1+2Ψ)
3
2
]
, (123)
T ij+Tij = −(1+2Φ)a
2
√
1+2Ψ
[
d
dt
+3H+
3Φ˙
1+2Φ
]
× 1√
1+2Ψ
[
d
dt
+H+
Φ˙
1+2Φ
][
τ+δτ00
1+2Ψ
]
.(124)
The fact that this simple result agrees with the direct computation is an
excellent check on accuracy.
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