Clustering categorical data is relatively difficult than clustering numeric data. In numeric data the inherent geometric properties can be used in defining distance functions between data points. In case of categorical data, a distance or dissimilarity function can't be defined directly. An extension of the classical k-means algorithm for categorical data has been done in [1] , where a method of representing a cluster using representatives which are very much similar to means used in k-means algorithm has been proposed together with a new distance measure. In this paper we first propose an alternative representation of categorical data as numeric data making it easier to handle. This technique provides a uniform representation for data points and the cluster representatives. The similarity measure proposed in [2] has been used in this new setting. The algorithm used in [1] has been implemented and tested with this new setting and the results obtained have been reported. Experiments were conducted on two real life data sets, namely, soybean diseases, and mushroom data sets. The clusters obtained in soybean dataset are pure clusters with hundred percent accuracy. In the other dataset also it gives relatively higher accuracy with small errors.
INTRODUCTION
Clustering is one of the most useful data mining techniques. Clusters are formed from a given data set by assigning the similar data objects into a cluster so that intra-cluster similarity of data is maximized and inter-cluster similarity of data is minimized. Clustering techniques that deals with numeric data such as k-means, k-medoids are relatively easier as measuring similarity or dissimilarity between two data points as well as between a data point and the cluster centers can be done easily using a distance metric. In case of categorical data, where some of the attribute values are categorical, it is difficult to compare or find differences between two attributes values that belong to two different data points. Some proposed and efficient categorical data clustering algorithms are ROCK (Guha et al.1999) , QROCK (M. Dutta et al. 2005) , CACTUS (Ganti et al. 1999), etc. Extension of the classical k-means algorithm for categorical data has been done in [1] , where a method of representing a cluster using representatives which are very much similar to means used in k-means algorithm has been proposed. Here the cluster representatives are sets. Each element in this set represents a category or value of an attribute. All such values corresponding to the categories of the same attribute constitute a fuzzy set on the corresponding attribute set values or domain. The membership values are nothing but the relative frequencies of the categories within the cluster. A new distance function has also been proposed. Then the k-means like algorithm is implemented with this new setting and results reported. In this paper we first propose an alternative representation of categorical data as numeric data making it easier to handle. This technique provides a uniform representation for data points and the cluster representatives. The representation scheme proposed in [1] applies only for the cluster representatives but not for the data points. A new similarity measure proposed in [2] has been used by us. The measure is based on the notion of fuzzy sets. This measure can be used to compute the similarity value between a data point and a cluster representative as well as between two data points. The measure is also a normalized one taking values between 0 and 1 both inclusive. The algorithm used in [1] has been tested with this new setting and the results obtained have been reported. The remainder of this paper is organized as follows. In the next section, we discuss some recent and similar works on categorical data clustering. In section 3, we propose a method for converting categorical data into numeric data for efficient handling for the purpose of clustering with the help of a small example. We elaborate the algorithm introduced in (1) which has been used for the clustering purpose in section 4. In section 5, the concept of defining data points as well as the cluster representatives as fuzzy set is given. Implementation detail and the experimental results obtained with two well-known data sets, namely, soybean disease and mushroom data set are reported in section 6. Section 7 deals with a brief description of the data sets. Finally, in section 8 conclusion of the work is presented with a line of future work.
REVIEW OF RELATED WORKS
A fast summary based agglomerative algorithm for clustering large categorical data sets is described in (2) . A new concept called distribution summary is used there for keeping the information of all the data points that belong to a cluster in a compact form. The information of all the data points of a cluster along with its size is summarized in a distribution summary vector of dimension same as that of the input data points. The algorithm at any given stage tries to merge small clusters which are similar in nature i.e. for which the similarity value is greater than or equal to the user defined threshold. Two clusters are merged after knowing their similarity value, calculated from the distribution summary of the clusters. k-means is a well known famous algorithm for clustering numerical data. However, It was shown in (Huang, 1997; Huang, 1998) that the same can be extended to categorical data by using a simple matching distance measure for categorical objects i.e. distance between two data points is measured by matching the categories or values of each attribute. The cluster center called mode for a cluster is defined by considering those values of the attributes that appear most frequently in the data points belong to that cluster. The distance between two categorical objects x 1 , x 2 Є data set D having m attributes is defined as follows
where, δ( 1, , 2, ) = 0 1, = 2, 1 1, ≠ 2, Given a cluster {X 1 ,………………X p } of categorical objects with X i = (x i,1 ,……………..,x i,m }, 1≤ i ≤ p then its mode is defined as Q = (q 1 ,q 2 ,…………….q m ) by assigning q j , the category most frequently encountered in {x 1,j ,………..x pj } (1). Applying these modifications Huang (1998) proposed kmodes algorithm to cluster categorical data. Since by definition, the mode of a cluster is not generally unique, the algorithm becomes unstable during the clustering process. Drawbacks of the k-mode algorithm for clustering categorical data are removed in (1) . A new notion of cluster centers called representative is introduced there. The notion of fuzziness is used in defining representative instead of mean. Initially for each cluster the representative is computed after assigning the data points randomly to the clusters. Dissimilarity between a data point and all cluster representatives are calculated and the data point is reassigned to the cluster having least dissimilarity. After this both the concerning cluster representatives are updated. This process continues until no data point has changed clusters after a full cycle test of the whole data set. The algorithm ROCK (3), introduced by (Guha et al 1999) , is an agglomerative hierarchical clustering algorithm for categorical data. In this algorithm, notions of neighbours and links are introduced. A point's neighbours are those points that are considerably similar to it. For this, a similarity function between points are defined which captures the closeness between pairs of points. A user defined threshold is used and pairs of points for which the similarity function value is greater than or equal to this value are considered to be neighbours. The number of links between pairs of points is defined to be the number of common neighbours for the points. The larger the number of links between a pair of points, the greater is the likelihood that they belong to the same cluster. Starting with each point in its own cluster, the algorithm repeatedly merges the two closest clusters till the desired number of clusters remain or when a situation arises in which no two clusters can be merged. The ROCK algorithm is modified and proposed as QROCK in (4) . It is shown that the output of the ROCK i.e. the ultimate clusters obtained (after satisfying the terminating condition that when there is no nonzero links between the clusters) are the connected components of a certain graph with the input data point as vertices. Clusters are efficiently computed by determining the connected components of the graph. There is no need to compute the links between the pairs of points and thus it reduces the cluster computing time of the ROCK algorithm drastically. Since it is more natural to specify the similarity threshold than specifying the value of k beforehand so importance has been given there on the former. A new similarity measure for categorical attributes is also proposed there. An incremental clustering algorithm IROCK is proposed in (5), which is claimed to be efficient for clustering large categorical data set. It is comparatively difficult to handle very large data sets and for this reason the sampling technique is applied in analyzing the data. Here instead of applying sampling technique the whole data set is divided into some groups of convenient size first so that each group is well fitted in the main memory. Then applying the ROCK algorithm to each group one after another and merging the sub-clusters obtained from each group the clusters for the entire data set is determined. Information about the subclusters are maintained in a compact form as distribution summary vector as in (2) . At any given time, sub-clusters obtained from the current group are merged with the subclusters distribution summary vector (for the first group) or the distribution summary vector of the already merged clusters. Memory requirement of this algorithm is small since the data points belong to one group only are to be kept in at any time along with the compact sub-clusters distribution summary vector. A new fuzzy clustering algorithm for categorical data is presented in (6) . The only information included before in the objective function of the k-modes algorithm was within-cluster information and the aim was to minimize the function so that it minimizes the within-cluster dispersion. Here in this algorithm the objective function of the k-modes algorithm is modified by adding the between-cluster information so that simultaneously it helps in minimizing the within-cluster dispersion and enhancing the between-cluster separation. For obtaining the local optimal solutions of the modified objective function, the corresponding update formulas of the membership matrix and the cluster prototypes are strictly derived (6) . The algorithm is tested on several real data sets from UCI and claimed to be effective and suitable for categorical data sets. The superiority of multidimensional clustering on categorical data over unidimensional clustering is established in (7) . Unidimensional clustering i.e. clustering which is done by partitioning data along single dimension (considering jointly all the attributes) is not always suitable for complex data with many attributes. It is said to be more reasonable to consider multidimensional clustering for these complex data, making them partition along multiple dimensions. Categorical data clustering have been considered as a separate field of research from cluster ensemble for long time. In spite of developing a large numbers of algorithms for categorical data clustering there is no single algorithm which gives best results for all data sets. Even the same algorithm with different parameters usually gives different result for the same data set. It becomes therefore difficult for the user to choose the proper algorithm for a given data set. An effective solution developed recently to overcome these problems is the emergence of cluster ensembles which improve the robustness as well as the quality of clustering results. In cluster ensemble method of clustering, several runs of different clustering algorithms are combined so that a common partition of the data set in use is obtained. The aim of this method is to find the ultimate clustering result from a portfolio of individual clustering results obtained by running different clustering algorithms several times. A new link-based approach for categorical data clustering is presented in [8] and [9] . It has been observed that the techniques of clustering categorical data via cluster ensembles generate a data partition based on incomplete information and thus it degrades the quality of the clustering result. The underlying ensemble-information matrix presents only cluster-data point relations, with many data points being left unknown [8] . The approach presented improves the conventional matrix by discovering unknown entries through similarity between clusters in an ensemble. A link-based algorithm is proposed for the underlying similarity assessment. Then a graph partitioning technique is applied to a weighted bipartite graph, formulated from the refined matrix to obtain the final clustering result. The method proposed there has been tested on multiple real data sets and almost always outperforms both conventional algorithms and wellknown cluster ensemble techniques. In [10] attempts have been made to investigate the similarities between the two methods viz., categorical data clustering and cluster ensembles and with the help of these similarities it becomes possible to interpret the problem of categorical data clustering as an optimization problem from the cluster ensemble point of view and which in turn help in devising improved or hybrid version algorithm for categorical data clustering by combining elements from these two fields. The experimental result from the proposed cluster ensemble based algorithm in [10] gives better clustering accuracy than previous algorithms. Performances of five categorical data clustering algorithms are evaluated in [11] by means of Monte Carlo simulation and compared. Artificial data are generated or simulated using Beta and Uniform distributions. It has been identified the overlapping as a factor with major impact on the accuracy of all algorithms. Impact of increasing the number of clusters is comparatively more on performance of algorithms than increasing the number of categorical variables. Again, the average recovery rates are found higher for data with difference in occurrence of categories (Beta data) than the data with approximately the same frequency of categories (Uniform data). The importance of simulated data sets have been established there in analyzing the impact of factors like overlapping, number of clusters, categorical variables and categories in the final solution.
METHOD FOR CONVERTING CATEGORICAL DATA TO NUMERIC DATA
The data are read from the text file. The data file contains description of objects where each object is described by using a fixed number of features or attributes. In this paper we sometimes call the objects as data points in the data set. Our study is concerned with data sets where the attribute values are categorical. Normally in such a data file the sizes of the attribute domains are small. The number of attributes (say m) and the number of distinct values that each attribute can assume (we consider this value as the corresponding domain size) in the data file, is given as input. Any arbitrary ordering of the values taken by each attribute is made. Let s denote the sum of the domain sizes. Logically we can think of each record in the data set as a 0/1 vector of size s. Corresponding to every attribute A and value v in the corresponding domain, we associate an index in this vector such that values in the same domain are assigned consecutive indexes. The vector v i describing an object O i contains 1 in those index positions that correspond to the attribute values of the object and the remaining indexes are assigned value zero. Physically however for each object only the non-zero index positions are kept. A following small example will illustrate the data conversion method. The data set is shown below, having description of ten objects. Each object is described with three attribute values.
Color height  category  green  high  edible  red  medium  edible  green  low  edible  red  medium  poison  brown  low  edible  yellow  high  poison  orange  high  poison  brown  medium  edible  red  low  poison  green  medium  edible  The values 
ALGORITHM USED FOR THE PURPOSE OF CLUSTERING
Since the k-means like algorithm introduced in (1) has been used by us for the purpose of clustering, for the sake of completeness the algorithm along with its background is elaborated here. The cluster centers for categorical objects are named as 'representative' in this algorithm. In defining the representatives which are very similar to means used in kmeans the notion of fuzziness has been used. An object in the data set D is defined by a set of attributes A 1 ………….. The relative frequencies of categorical values within the cluster and simple matching between categorical values have major influence on the dissimilarity value d(X,Q). Applying these concepts clustering categorical data problem is formulated as a partitioning problem similar to k-means as follows.
1. Initialize a k partition of the data set randomly. 2. Calculate k representatives, Q 1 ,Q 2 ,…………Q k , one for each cluster. 3. For each X i calculate the dissimilarities d(X i , Q l ) , l = 1, ………., k Reassign X i to cluster C l , having Q l as representative (from cluster C l' , having Q l' as representative say ) such that the dissimilarity between X i and Q l is least. Update both Q l and Q l' . 4. Repeat step 3 until no object has changed clusters after a full cycle test of the whole data set.
PROPOSED CONCEPTS
In this paper we propose a uniform way of defining data points as well as clusters as fuzzy sets. The logical representation of data points as a 0/1 vector as elaborated in section 2 will be used in our discussion here. We can think of each data point as a fuzzy set defined over the universal set
. We know (section 2) that in this 0/1 vector representation of data points each distinct value in each domain has a unique index in the 0/1 vector. The value (0 or 1) stored in the i-th position in the vector will give the membership value for that particular attribute value in U. In a similar way cluster representatives can also be defined as a fuzzy set over U. In this case however the membership values may be any number between 0 and 1 not merely the values 0 and 1. If we consider a cluster C with q data points and F c as the fuzzy set representation of the cluster then the fuzzy membership function μ Fc is defined as follows. μ Fc : U →[0,1] For k = 1,2,……….,m ; μ Fc (i k ) = u k where u k is the fraction of points in C having the corresponding attribute value. If p number of points in the cluster C have that particular attribute value and q is the size of the cluster then u k =p/q. The membership function gives us an estimate of the number of data points in a cluster that contain a particular attribute value. On the other way it also signifies the importance of an attribute value for a particular cluster. The membership value of an attribute value in a cluster is 1 implies that all data points in that cluster have that particular attribute value. After working out the above uniform representation of data points as well as cluster representatives as fixed size vectors taking up values between 0 and 1, the similarity value between a data point and a cluster representative and between any two data points can be calculated using the following function 'sim' that has been proposed in [2] . Let P 1 be a data point and S 1 be a cluster representative and let F P1 and F S1 be the fuzzy sets representing the P 1 and S 1 respectively then
Here the fuzzy union, intersection and cardinality of fuzzy sets are as has been defined in the literature [12] . We use the method proposed by Hwang (1998) for measuring clustering results, known as clustering accuracy, which is defined as follows.
where a l is the number of data objects that occur in both cluster C l and its corresponding labeled class, and n is the number of objects in the data set. Further, the clustering error is defined as e = 1 -r.
IMPLEMENTATION AND RESULTS OBTAINED
The algorithm for clustering categorical data, discussed in the previous section, is implemented with the language of technical computing viz., MATLAB. One program is developed to implement the method for converting the categorical data as elaborated in section (3) into a suitable form for the purpose of clustering. These data are used by an another program which first assigns them to different clusters randomly then it represents the data in terms of zeros and ones and the representatives of cluster are computed. Then the program determines the dissimilarities of each data point or object in the data set from these cluster representatives and reassign the data points to the cluster with whom the dissimilarity is minimum. The representatives of cluster are modified . After some iterations it results no reassignment of clusters and the final clustering result of the data comes out. cluster accuracy : 1.000000 : cluster error : 0.000000
