Abstract-We propose a novel low-resolution-aware recursive least squares channel estimation algorithm for uplink multiuser multiple-input multiple-output systems. In order to reduce the energy consumption, 1-bit ADCs are used on each receive antenna. The loss of performance can be recovered by the largescale antenna arrays at the receiver. The proposed adaptive channel estimator can mitigate the distortions due to the coarse quantization. Moreover, we propose a low-resolution-aware minimum mean square error based successive interference canceler to successively mitigate the multiuser interference. Simulation results show good performance of the system in terms of mean square error and bit error rate.
I. INTRODUCTION
In the next generation communication systems, large-scale antenna systems at the base station (BS) have been identified as a key technique due to its high spectral and energy efficiency [1] . However, with a large number of antennas at BS the energy consumption will increase drastically. With an abundance of spatial degrees of freedoms (DoFs), the receiver can be designed with many inexpensive low-resolution components. In fact, 1-bit analog-to-digital converters (ADCs) at the front-end can dramatically decrease the receiver energy consumption. However, due to the large distortions of the coarse quantization the standard estimation and detection methods often yield poor performances. Recently, there have been some works studying channel estimation and detection algorithms in 1-bit ADCs systems [2] , [3] , [4] . The authors in [2] have made an investigation about massive multiple-input multiple-output (MIMO) systems with 1-bit ADCs, where they have used least squares (LS) channel estimation, maximal ratio combining (MRC) and zero-forcing (ZF) detection. In [3] the authors have proposed another channel estimator, named Bussgang linear minimum mean squared error (BLMMSE), which can achieve better mean square error (MSE) performance but with high computational cost.
In the last decade, low-density parity-check (LDPC) codes [5] have been widely used in many industry standards including WiMAX, WiFi and DVB-S2. More recently, they have also been adopted for the next generation communication systems, since they can approach the Shannon capacity with low complexity. To the best of our knowledge, most of the previous works on 1-bit massive MIMO mainly focus on the uncoded systems. It is also interesting to study the system with channel coding. For this reason, we investigate the 1-bit large-scale antenna systems using LDPC codes.
In this paper, we devise an adaptive pilot-aided channel estimator, named low-resolution-aware recursive least squares (LRA-RLS), that operates on systems with 1-bit ADCs. Compared to previous estimators, the proposed LRA-RLS algorithm can achieve high accuracy but with low computational cost. For further performance improvement, we develop a lowresolution-aware (LRA) minimum mean square error (MMSE) based successive interference cancellation (SIC) technique. It decodes different users sequentially, i.e., the interference due to the decoded users is subtracted before decoding other users.
The rest of this paper is organized as follows: Section II shows the system model and presents some statistical properties about 1-bit quantization. Section III illustrates the derivation of the proposed LRA-RLS channel estimation. Section IV describes the proposed LRA-MMSE-SIC technique. Section V gives the simulation results and Section VI gives a summary of the work.
Notation: Matrices are represented by bold capital letters while vectors are in bold lowercase. I n denotes an n×n identity matrix. 0 n is a n × 1 all zeros column vector. Additionally, diag(A) is a diagonal matrix only containing the diagonal elements of A. The complex conjugate is represented by (.) * .
II. SYSTEM MODEL AND STATISTICAL PROPERTIES OF 1-BIT QUANTIZATION
In this paper a single-cell multi-user large-scale multipleantenna scenario is considered, which is shown in Fig. ? ?. K single-antenna terminals are simultaneously transmitting signals to the BS equipped with M receive antennas, where M ≫ K. The information bits b k are encoded by the encoder and modulated to x k according to a modulation scheme. The received unquantized signal y is given by
where H ∈ C M×K is the channel matrix and x k is the transmit symbol with energy σ 2 x . The noise vector n ∼ CN(0 M , σ 2 n I M ) contains complex Gaussian noise samples with zero mean and variance σ 2 n .
Let Q(.) represents the 1-bit quantization at the receiver, the resulting quantized signal y Q is
where R{·} and I{·} get the real and imaginary part, respectively. They are element-wisely quantized to {±
The cross-correlation between the unquantized complex Gaussian distributed signal s with covariance matrix C s and its 1-bit quantized signal s Q is described by [6] 
Furthermore, the covariance matrix of the 1-bit quantized signal s Q is given by [7] 
Based on (3) and (4), we can reformulate (2) as a statistically equivalent linear system, which is given by
where A is the linear operator and chosen independently from x and n. The vector n q contains the statistically equivalent quantizer noise with covariance matrix C n q = C y Q − AC y A H . The matrix A is calculated as
where C y denotes the auto-correlation matrix of y.
III. PROPOSED LRA-RLS CHANNEL ESTIMATION
Compared to LMS-based algorithms, the RLS algorithms can achieve fast convergence and excellent performance when working in time-varying environments for multiple-antenna systems [8] , [9] . In the uplink, each transmission packet contains pilots and data symbols. During the training phase, all K users simultaneously transmit τ pilots to the receiver, which yields
where X p ∈ C K×τ is the pilot matrix, in which the kth row represents the transmitted pilots at the kth terminal. The received signal at the mth receive antenna is given by
with y
and n m p ∈ C τ×1 . The proposed LRA-RLS algorithm can be derived by solving the following least-squares optimization problem:
where λ is the forgetting factor and δ is the regularization factor.
T . From (6), the linear operator is chosen as
(10) The proposed channel estimator is described in Algorithm ??.
IV. PROPOSED LOW-RESOLUTION-AWARE DETECTION SCHEMES
In this section, we describe a linear LRA-MMSE detection scheme [10] and propose a LRA-MMSE-SIC detector, which employs the LRA-MMSE filter and performs the successive interference cancellation technique at the receiver.
A. Proposed Linear LRA-MMSE detector
Recall the system model in (5), the linear LRA-MMSE filter W is applied to y Q , to obtain
where W is chosen to minimize the MSE between the transmitted symbol x and the filter output, i.e.
W = arg min
The solution is given by
where the covariance matrix is
and the cross-correlation vector is
Note that C y is the covariance matrix of the unquantized data vector y, which leads to the following result:
B. Proposed LRA-MMSE-SIC hard detector
The idea of SIC for multiple-antenna systems has been first introduced in [11] and can be considered one of the most efficient IC-based techniques [12] , [13] . It removes the interference in a recursive way: the interference imposed by previous particular symbol on the current to be detected symbol is subtracted after recreating the interference. The system model here is slightly different to Fig. ? ?. The output of the detector can be directly sent to the demodulator without the blocks of decoder and hard decision. The proposed algorithm including the ordering is illustrated in Algorithm ??.
In (II.1) (G i ) k i represents the k i th column of G i . The operation Mod(.) in (II.3) denotes the slicing operation appropriate to one of the complex constellation set with 2 M c possible points. Thus, (II.4) performs interference cancellation of the detected symbol from the received vector; (II.5) assigns an allzeros column vector to the k i th column of channel matrix H; (II.6)-(II.9) compute the receive filter for the next iteration; (II.10) determines the next optimal ordering. Note that the columns k 1 , k 2 , . . . , k i in G i+1 have been zeroed, because the corresponding interferences have been canceled.
C. Proposed LRA-MMSE-SIC soft detector
Based on the previous proposed hard detector and existing iterative detection and decoding schemes [10] , [14] , we derive here a soft detector, which produces soft information to the channel decoder. In Algorithm ??, (II.3) can be replaced with the following steps.
In (II.2) instead of a recursive way, y Q k i can also be calculated as
In order to calculate P(x k i |x k i ), we use the Cramer's central limit theorem [15] : the LRA-MMSE filter output can be approximated by a complex Gaussian distribution due to the large number of independent variables withx k i = µ k i x k i + z k i , where
and z k i is a zero-mean complex Gaussian variable with variance η 2
Therefore, the likelihood function can be approximated by
Then the log likelihood ratio (LLR) computed by the LRA-MMSE filter for the lth bit (l ∈ {1, ..., M c }) of the symbolx k i is given by 
V. NUMERICAL RESULTS
In this section, we evaluate our proposed LRA-RLS channel estimator and the LRA-MMSE-SIC detector in terms of the normalized MSE and bit error rate (BER) and compare them with current existing estimators and detectors. The modulation scheme is QPSK, where σ 2 x = 1. The channel is assumed to experience block fading. In the LRA-RLS channel estimation phase λ is chosen as 0.94. The value of δ is not fixed and it increases from 10 −11 to 3 × 10 −1 while the SNR grows. For the coded system, we consider a short length regular LDPC code with block length 512 and rate 1/2. The decoding method used in channel decoder is the sum product algorithm (SPA).
The normalized MSE performance of the proposed channel estimator and other estimators is depicted in Fig. 2 , which shows the proposed LRA-RLS channel estimator (O(K 2 (Mτ))) achieves a close performance to that of the BLMMSE algorithm (O((Mτ)
3 )) but with lower complexity. The uncoded BER performance illustrated in Fig. 3 indicates that the proposed LRA-MMSE-SIC hard detector outperforms the other existing detectors. In Fig. ? ? the LDPC coded BER is simulated as function of the E b /N 0 under the perfect channel state information (CSI) and the BLMMSE estimated CSI. It can be seen from the results that the LRA-MMSE-SIC soft detector leads to the best BER performance. Moreover, for considering the dynamic range of the receiver in terms of handling terminals with different receive power levels at the same time, we consider the scenario where one terminal has a higher transmit energy than the others. The BER performance of all terminals is shown in Fig. ? ?, where ndB means the transmit energy of the terminal with the highest transmit energy is ndB higher than the transmit energy of the others.
VI. CONCLUSION
This work has proposed an adaptive RLS channel estimator for 1-bit large-scale antenna systems. The simulation results have shown good MSE performance with low computational cost. Furthermore, LRA-MMSE based hard and soft SIC detector have been developed for the 1-bit systems. They provide the best BER performances among the detectors in [2] .
