Neural Networks (NNs) have been suggested to fit experimental data in an efficient way when compared to other methods such as least squares fitting. The advantage of NNs is the avoidance of iterative processes and that it does not require initialization parameters. Furthermore, it is possible to implement the network in special purpose hardware, as FPGAs, thereby exploiting the intrinsically parallel nature of NNs.
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Two detector modules in coincidence were used for the test measurements. Each of them was composed of an array of 144 SiPMs and a monolithic LYSO crystal covering the whole array area. The scintillator slab had all faces black painted except the one in contact with the photodetectors. Each row and column of the photodetectors array (12+12) is digitized using a diode network in order to obtain the projections of the light distribution of every event.
In order to minimize the SiPMs dark noise contribution to the measures, both modules were kept at a constant temperature (17ºC). The modules are placed face-to-face at a fixed distance on top of a cold plate to which a chiller system pumps liquid refrigerant.
Two identical NNs composed of twelve inputs, one hidden layer and twelve sigmoid shaped neurons were trained using the Levenberg-Marquardt algorithm with simulated data sets.
Preliminary tests have shown the capability of using NNs to reconstruct the impinging photons map within the scintillation crystal using a monolithic crystal and rows and columns from a SiPM array as data input. The border effects when the CoG approach is used can be minimized with the NN fitting approach. We have faced a training process of the neural network that showed to be a critical issue in order to obtain a correct estimation of the parameters of the light distribution. Further explorations in training algorithms will be made.
