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The notion of irreducible forms of systems of linear differential
equations with formal power series coefficients as defined by
Moser [Moser, J., 1960. The order of a singularity in Fuchs’ theory.
Math. Z. 379–398] and its generalisation, the super-irreducible
forms introduced in Hilali andWazner [Hilali, A., Wazner, A., 1987.
Formes super-irréductibles des systèmes différentiels linéaires.
Numer. Math. 50, 429–449], are important concepts in the
context of the symbolic resolution of systems of linear differential
equations [Barkatou, M., 1997. An algorithm to compute the
exponential part of a formal fundamentalmatrix solution of a linear
differential system. Journal of App. Alg. in Eng. Comm. and Comp.
8 (1), 1–23; Pflügel, E., 1998. Résolution symbolique des systèmes
différentiels linéaires. Ph.D. Thesis, LMC-IMAG; Pflügel, E., 2000.
Effective formal reduction of linear differential systems. Appl. Alg.
Eng. Comm. Comp., 10 (2) 153–187]. In this paper, we reduce the
task of computing a super-irreducible form to that of computing
one or several Moser-irreducible forms, using a block-reduction
algorithm. This algorithm works on the system directly without
converting it to more general types of systems as needed in our
previous paper [Barkatou, M., Pflügel, E., 2007. Computing super-
irreducible forms of systems of linear differential equations via
Moser-reduction: A new approach. In: Proceedings of ISSAC’07.
ACM Press, Waterloo, Canada, pp. 1–8]. We perform a cost analysis
of our algorithm in order to give the complexity of the super-
reduction in terms of the dimension and the Poincaré-rank of the
input system. We compare our method with previous algorithms
and show that, for systems of big size, the direct block-reduction
method is more efficient.
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1. Introduction
Let F be a subfield of the field C of complex numbers (for example F = Q or an algebraic extension
of Q) and F an algebraic closure of F. Denote by O = F[[x]] the ring of formal power series in x with
coefficients in F. Let K = F[[x]][x−1] be the quotient field of O. If a ∈ K, we denote the order in x of a
by v(a), (v(0) = +∞). The quantity v(a) is also called the valuation of a. If A = (ai,j) is a matrix with
coefficient in K, we define the valuation of A by
v(A) = min
i,j
(v(ai,j)).
Throughout this paper we let ϑ denote the derivation x ddx of K and consider a formal first-order
linear differential system of the form
ϑy = A(x)y, (1)
where y is a vector with n ≥ 2 components, and A(x) is an n × n matrix whose coefficients are in K
and write
A(x) = x−v(A)
∞∑
j=0
Ajxj
where the Aj ∈ Fn×n are constant n× nmatrices with A0 6= 0. The non-negative integer
r = r(A) := max (0,−v(A))
will be called the Poincaré-rank of (1).
The change of variable y = T (x)z where the transformationmatrix T ∈ GL(n,K) transforms (1) into
a new system
ϑz = B(x)z (2)
where
B = T [A] := T−1AT − T−1ϑT . (3)
We call the systems (1) and (2) (the matrices A and B respectively) equivalent.
Given a differential system (1) with Poincaré-rank r > 0, one is interested in finding an equivalent
system whose Poincaré-rank is minimal. This motivates the notion of reducibility of a system as
defined in Moser (1960): let
m(A) = r + rank A0
n
and
µ(A) = min
T∈Tn
{
m (T [A])
}
where Tn = GL(n, K) denotes the set of transformation matrices.
Definition 1.1. The system (1) (the matrix A respectively) is called Moser-reducible if m(A) > µ(A),
otherwise it is said to beMoser-irreducible.
Having efficient algorithms for computing Moser-irreducible forms of this type of system is
important and has given rise to a range of applications in computer algebra: the problem of
classification of singularities – which was Moser’s initial motivation for his work – is solved by
computing an equivalent Moser-irreducible system. If the singularity is regular, this will result in a
system with simple pole. In this situation, classical algorithms can then be used in order to compute
formal solutions in the form of formal power series, mixed with logarithmic terms. In particular, this
will reveal the indicial equation of the system, whose integer roots give valuable information about
the structure of polynomial and rational solutions of systems with coefficients in F(x).
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In Barkatou (1999), the first author showed that in the general case, when dealingwith an irregular
singularity, the so-called super-irreducible forms of linear differential systems are useful for computing
the indicial equation, and aid in finding efficient algorithms for computing formal power series
solutions, polynomial or rational solutions.
Moser-irreducible forms have been used by the authors of the present paper in Barkatou (1997)
and Pflügel (2000) in order to compute exponential parts of formal solutions in the case of an irregular
singularity.
In this paper, we make a new contribution by extending our previous paper (Barkatou and Pflügel,
2007). We analyze the algorithm we have given therein for computing Moser-irreducible forms and
give its complexity. We develop a new version of the block-reduction algorithm presented in the
same previous paper, that works directly on the system’s coefficients. We use this to reduce the
task of computing super-irreducible forms to that of computing one or several Moser-irreducible
forms. Finally, in Section 5 we give a time comparison of our method in Barkatou and Pflügel (2007)
(MethodA) and themethodof the present paper (MethodB). The obtaineddata suggests thatMethodB
is more efficient for systems whose dimension is large.
The algorithms discussed and developed in this paper manipulate matrices with power series
coefficients. Normally, computations would have to be done on an infinite number of coefficients in
order to obtain exact results. However, in practice only a finite number of coefficients is necessary for
computingMoser- and super-irreducible forms andwewillworkwith truncated power series.Wewill
denote by ν the number of coefficients that are taken into account. From a theoretical point of view,
one can take ν = nr (this is enough if one wants to compute the exponential parts, see for example
(Babitt and Varadarajan, 1983; Barkatou, 1997). In our implementation, this problem is solved using
lazy evaluation.
Note that the cyclic vector method (Barkatou, 1993; Churchill and Kovacic, 2002) is an alternative
approach for dealing with the symbolic resolution of linear differential systems in general, and the
problem of computing local invariants in particular. From a practical point of view, various authors
have pointed out in the past that direct methods tend to perform better than the cyclic vector
approach, especially when n is big — see Pflügel (1998) for a comparison and some timings, or
Cluzeau (2003) for a discussion of computing rational solutions. From a theoretical point of view the
complexity of the cyclic vector method is O(n5) operations in K = F((x)). As shown in Cluzeau (2003),
the degree of the coefficients of the resulting scalar nth-order linear differential equation is bounded
by O(n3) if we take into account that one needs the first ν = rn coefficients of A, which suggests that
the complexity of the cyclic vector method is worse than the complexity of our algorithm.
For example, consider the matrix
A =

2 x−6 −3 −1+ 3 x
3
x8
−2 x−2
0 −4+ x
2
x4
−2 x−6 −2 x
4 − 1
x9
5 x2 + 2
x7
−−5+ 2 x
x7
−x−2 −6
−4 x−1 −3 6 −6 x−1

.
An attempt to convert the third symmetric power matrix of A, a matrix of dimension 20, using the
cyclic vector method had to be interrupted unsuccessfully whereas the direct methods for the super-
reduction terminate after just above 60 s.
Notation
ByMn(O),Mn(K) we denote the ring of n × n matrices whose elements lie in O, K respectively.
We write GL(n,K) for the group of invertible matrices inMn(K).
By 0s we denote the zero square matrix of size s and by Is the identity matrix of dimension s. By
diag(a, b, c, . . .)we denote the square-diagonal (block-diagonal respectively) matrix whose diagonal
elements are a, b, c, . . ..
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We also denote by ω the exponent for the complexity of matrix multiplication (Von zur Gathen
and Gerhard, 2003) such that two matrices inMn(F) can be multiplied using O(nω) operations in F.
For the standard matrix multiplication, one has ω = 3.
2. The Moser-reduction
2.1. A reduction criterion
In order to design effective reduction algorithms, one needs a constructive criterion to decide
whether or not a given system is Moser-reducible. Following Moser, we define the associated
polynomial
θ(A, λ) = xrank A0 det (x−1A0 + A1 − λI)∣∣ x=0 .
It has been shown in Moser (1960) that a matrix A ∈ Mn(K) with Poincaré-rank r ≥ 1 is Moser-
reducible if and only if θ(A, λ) ≡ 0 (note that our definition of the associated polynomial differs from
that in Moser (1960) by replacing λwith−λ).
In what follows, we assume that A0 is nilpotent. This assumption is not very restrictive, since it
is in fact a necessary condition for the existence of a transformation which lowers the Poincaré-rank
r (Moser, 1960). The case where A0 has several eigenvalues can be reduced to the nilpotent case by
using a constant similarity transformation which puts A0 into block-diagonal form
A0 =
(
M 0
0 N
)
(4)
where M is invertible and N nilpotent. Since M and N have no common eigenvalue, the well-known
Splitting Lemma (Wasow, 1967) (see the appendix) states that there exists a formal transformation
matrix
T (x) =
∞∑
j=0
Tjxj (T0 = I)
such that the change of variable y = Tz transforms the system (1) into a new system
ϑz = B(x)z
where
B =
(
B11 0
0 B22
)
is of same Poincaré-rank r and block-diagonal with the same block partition as in A0. It can be
shown that the system corresponding to the first block is Moser-irreducible. The second system has a
nilpotent leadingmatrix, we have rank A0 = dimM+rank N and applying the reduction algorithm to
the second system minimises rank A0. Note that in practice, the block-diagonalisation only needs to
be computed up to a small order, using lazy evaluation. In the appendix we will review this algorithm
and give its complexity.
Throughout this paper, we suppose that r ≥ 1 and that the nilpotent matrix A0 is in canonical
Jordan normal form. This can always be achieved by using a constant transformation matrix over F,
and there are efficient algorithms for this task (Giesbrecht and Storjohann, 2002). Thus,
A0 = diag(J, 0s) (5)
where J has d Jordan blocks of dimension ni ≥ 2 (with n1 ≥ · · · ≥ nd > nd+1 = · · · = nd+s = 1)
and define for i = 1, . . . , d + s the positive integers li (ci respectively) as the position of the ith
zero row (column respectively) of A0. We also define similarly the positive integers l∗i and c
∗
i , for
i = 1, . . . , n − d − s, as positions of the non-zero rows and columns of A0. Furthermore, denote
by AL ∈ Md+s(O) the submatrix of xrA whose entries are given by the elements of positions (li, cj)
of xrA.
Note that we have
AL = AL,1x+ O(x2)with AL,1 ∈ Md+s(F). (6)
M.A. Barkatou, E. Pflügel / Journal of Symbolic Computation 44 (2009) 1017–1036 1021
The definition of the L-Matrix L(A, λ) ∈Md+s(F[λ])we introduced in Barkatou and Pflügel (2007) can
be stated as
L(A, λ) = AL,1 − diag(0d, λIs). (7)
One then has the following
Proposition 2.1 (Barkatou and Pflügel, 2007). The system (1) isMoser-reducible if and only if det L(A, λ)
≡ 0.
2.2. Moser-reduction revisited
In this section, we present the algorithm for the Moser-reduction that we have first developed in
Barkatou and Pflügel (2007). We follow closely the presentation of the initial paper. New results in
this section are Lemma 2.4 and Proposition 2.2 which will be used for the complexity analysis of our
super-reduction algorithm in Section 4.3.
Our algorithm works by first bringing the given system into a convenient form using a constant
transformation, and then carrying out a reduction step using a diagonal transformation, which
decreases the quantitym(A).
One can show (Barkatou and Pflügel, 2007) that this step produces amaximal reduction of the rank
of A0 in the sense of Dietrich (1978).
Lemma 2.1. Suppose that A is Moser-reducible. There exists a constant transformation C such that A˜ :=
C[A] with A˜0 = A0 and
L(A˜, λ) =
L11 L12 0L21 L22 − λ 0
L31 L32 L33 − λ
 (8)
where L11, L22 and L33 are square matrices of dimension d, s− q and q with 0 ≤ q ≤ s, furthermore
rank
(
L11
L21
)
+ s− q = rank
(
L11 L12
L21 L22
)
(9)
and L33 is lower triangular with zero diagonal.
Proof. We shall reason inductively. Let q = 0 and L(A, 0) be partitioned
L(A, 0) =
(
L11 L12
L21 L22
)
, (10)
so that L11 and L22 are squarematrices of order d and s respectively. Let E (respectively F ) be the vector
space spanned by the first d (respectively the last s) columns of L(A, 0). Since A is Moser-reducible,
the matrix L(A, 0) is singular. Hence one has
dim (E + F) = rank L(A, 0) < d+ s.
If dim E + s = rank L(A, 0) then take C = In. Otherwise we have dim E + s > rank L(A, 0). Using the
fact that dim (E + F)+ dim (E ∩ F) = dim E + dim F , we see that dim F < s or dim (E ∩ F) > 0. This
implies that the matrix L(A, 0) must have at least one column with index d < i ≤ d + s which is a
linear combination of columns with index 6= i. By using a constant transformation which swaps rows
and columns we can achieve i = d + s. Note that this transformation preserves the Jordan structure
of A0.
It is easily verified that we can now eliminate the last column of L(A, 0) through a constant
transformation using row and column eliminations on A. To achieve this, let tv = (v1, . . . , vd+s) ∈
ker L(A, 0)with vd+s = 1 and define
tu = (v1,
n1−1︷ ︸︸ ︷
0, . . . , 0, . . . , vd,
nd−1︷ ︸︸ ︷
0, . . . , 0, vd+1, . . . , vd+s−1).
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The constant transformation is then
P =
(
In−1 u
0 1
)
.
Let A˜ denote the matrix of the resulting system. Then A˜0 = A0 and A˜1 has its last column zero. Thus
L(˜A, λ) has the form (8) with q = 1 and L33 = 01, hence trivially L33 is upper triangular with zero
diagonal. If the condition (9) is not satisfied, then developing the determinant of L(˜A, λ) shows that
the submatrix
(
L11 L12
L21 L22
)
must be singular. One can hence repeat the same process and increase q
by 1. After a finite number of iterations of this process we obtain an equivalent matrix A˜ for which the
condition (9) occurs or q = s. But in the latter case one has det L11 = 0, and (9) holds trivially. 
Lemma 2.2. Suppose that A is Moser-reducible and L(A, λ) has the structure as in (8), with (9) satisfied.
Then
rank
(
L11
L21
)
< d.
Proof. Since A is Moser-reducible, we have
0 = θ(A, λ) = ±λq det L˜(λ)
where
L˜(λ) =
(
L11 L12
L21 L22 − λ
)
and hence rank L˜(0) < d+ s− q. Using assumption (9) of the lemma, one finds
rank
(
L11
L21
)
= rank L˜(0)− s+ q < d. 
Remark 2.1. The block-triangular form (8) together with condition (9) improves the so-called qtcd-
form in Hilali and Wazner (1987) in two aspects: we consider the matrix L(A, λ) which is of smaller
size than the matrix used in the qtcd-form, and condition (9), inspired by that used in the algorithm
in Dietrich (1978), is stronger than the termination criterion used in the qtcd-form.
Lemma 2.3. Suppose that A is Moser-reducible and L(A, λ) has the structure as in (8), with (9) satisfied.
Define
S = diag(In1−1, x, . . . , Ind−1, x, xIs−q, Iq). (11)
Then m(S[A]) < m(A).
Proof. Let A˜ = S[A]. Inspection of the effect of the transformation matrix S shows that
A˜ = x−r
∞∑
j=0
A˜jxj where A˜0 has the following structure: for each Jordan block Ji (i = 1, . . . , d) in A0,
copy all 1s except for the last. For i = 1, . . . , d+ s− q, the row of index li is given by
(
n1︷ ︸︸ ︷
αi,1 ∗ · · · ∗ 0, . . . ,
nd︷ ︸︸ ︷
αi,d ∗ · · · ∗ 0
s︷ ︸︸ ︷
0 . . . 0).
All remaining entries are zero. From this we can see
rank A˜0 =
d∑
i=1
(ni − 2)+ rank
(
L11
L21
)
<
d∑
i=1
ni − d = rank A0. 
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This yields the following algorithm:
Moser_reduction(A)
Input: A ∈MnK
Output: T ∈ Tn such that T [A] is Moser-irreducible
(1) T := In;
(2) while (r(A) > 0) and (θ(A, λ) ≡ 0) do
(a) Compute a constant transformation C such that L(C[A], λ) has structure (8);
(b) A := C[A]; T := TC;
(c) Compute a transformation S as in (11);
(d) A := S[A]; T := TS;
(3) return T ;
For ease of presentation, we assume in this description of the algorithm that A0 is nilpotent in each
individual iteration. But this is not restrictive— the definition of the L-matrix can easily be extended to
the case where A0 is block-diagonal as in (4) by taking into account only the second block (the matrix
N is supposed to be in Jordan normal form), and adding an identity matrix of appropriate size to the
diagonal transformation (11).
2.3. Complexity of the Moser-reduction
Lemma 2.4. Computing a constant transformation C such that L(C[A], λ) has structure (8) together with
the ν first terms of C[A] costs O(νn3)multiplications in F.
Proof. The computation of C requires at most s steps. At step kwe need to compute a vector v in the
kernel of a square constant matrix of order s+ d− k+ 1. This costs O((s+ d− k+ 1)ω) operations
in F (Von zur Gathen and Gerhard, 2003).
Using the fact that d+ 1 ≤ s+ d− k+ 1 ≤ (s+ d) ≤ n− 1 and d ≥ 1, we find that
s∑
k=1
(s+ d− k+ 1)ω ≤ s(s+ d)ω ≤ nω+1.
Thus computing the matrix C requires at worst O(nω+1) operations in F. At each step k we have
to form the matrix P above (see the proof of Lemma 2.1) and compute P[A] up to order ν. Computing
P−1AiP costs 2(d+s−k+1)nmultiplications due to the particular form of P and P−1. Thus computing
P[A] up to order ν costs 2ν(d+ s− k+ 1)n. Hence computing C[A] up to order ν costs
2νn
s∑
k=1
(s+ d− k+ 1) = 2nν
(
1
2
s(s+ 2d+ 1)
)
≤ νn(n− 2)(n+ 1)
since s+ d ≤ n− d and d ≥ 1 (recall that d (respectively s) is the number of Jordan blocks of size≥ 2
(respectively of size 1) in A0).
The total cost for computing C and C[A] (up to order ν) is then O(nω+1 + νn3) which is bounded
by O(νn3), since ν is supposed to be bigger than n and ω ≤ 3. 
Proposition 2.2. Consider a system (1)with size n and Poincaré-rank r. Then computing a transformation
T such that T [A] is Moser-irreducible together with the ν first terms of T [A] costs O(νrn4)multiplications
in F.
Proof. Computing the overall transformation T by our Moser-reduction algorithm requires, in the
worst case, r(n − 1) steps (this occurs when the original system is regular singular). By Lemma 2.4,
each step costs O(νn3) operations in F. 
3. A direct block-reduction algorithm
In Barkatou and Pflügel (2007), we have reduced the computation of a super-irreducible system
to that of several Moser-irreducible systems of smaller size, using a block-reduction algorithm. This
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block-reduction method is based on the Generalised Splitting Lemma (Pflügel, 2000) and involves
rewriting the given system in a different form as discussed in (Barkatou and Pflügel, 2007, Section
3.2). In this section we give a new version of the block-reduction algorithm which works directly on
the coefficient matrix A of the system. The idea is to use elementary operations of the same form
as in the computation of the Arnold–Wasow form, using the additional property that the system
is in normalised Moser-irreducible form (see Section 3.2) . We will give the complexity of this direct
algorithm and explain its advantages at the end of this paper.
3.1. On the Arnold–Wasow form
Our initial motivation for investigating the Arnold–Wasow form was for theoretical purposes.
However, our main result is a new algorithmic application as described in Section 3.3.
We say that the system (1) is in Arnold–Wasow form,1 if
xrA(x) = A0 +
 A
1,1(x) · · · A1,d+s(x)
...
...
Ad+s,1(x) · · · Ad+s,d+s(x)

where Ai,i (i = 1, . . . , d+ s) are squarematrices of dimension ni without constant term. Furthermore,
Ai,j have all zero elements except for the last row if j ≥ i, and except for the first column if j < i. The
coefficients of A being power series we also say that A is in Arnold–Wasow form up to order h (h ∈ N)
if the matrix
x−r(A0 + A1x+ · · · + Ah−1xh)
is in Arnold–Wasow form. The Arnold–Wasow form can be computed using transformations T ∈
GL(n,O) consisting of a sequence of elementary row and column operations.
For α ∈ O and 1 ≤ i, j ≤ n denote by Ei,j(α) the n by n ‘‘elementary matrix’’
Ei,j(α) =

1
. . . α
. . .
1
. . .
1

where the entry at position (i, j) is α. Note that the inverse of Ei,j(α) is Ei,j(−α). Transforming the
given system (1) with Ei,j(α) results in a new systemwhose coefficient matrix A˜ is obtained from A by
adding to the jth column the ith columnmultiplied by α, then subtracting the jth rowmultiplied by α
from the ith row, and adding−ϑ(α) to the entry in the (i, j) position.
The algorithm computing the Arnold–Wasow form uses a series of elementary operations of the
form Eij(σijxh) with σij ∈ F where h ∈ N∗ if A is in Arnold–Wasow form up to order h − 1. This order
can be increased to h using the following algorithm:
Arnold_Wasow_Lift2(A, h)
Input: A = (apq) ∈Mn(K) in Arnold–Wasow form up to order h− 1
Output: T ∈ Tn that increases the order to h
(1) T := In;
(2) For k from 1 to d do
1 We recall that A0 is supposed to be nilpotent in Jordan canonical form.
2 See Section 2.1 for notations. We also set l0 = 0 and cd+s+1 = n+ 1.
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(L1) For each row number i from lk−1 + 1 to lk − 1 do
(`1) For each column number j 6= i+ 1 from ck to n do
(a) E := Ei+1,j(−α∗ijxh); // here aij = α∗ijx−r+h + O(x−r+h+1)with αij ∈ F
(b) A := E[A]; // This eliminates the term α∗ijx−r+h in aij
(c) T := TE;
(L2) For each column number j from ck+1 − 1 by (−1) to ck + 1 do
(`2) For i from lk + 1 to n do
(a) E := Ei,j−1(−α∗ijxh); // here aij = α∗ijx−r+h + O(x−r+h+1)with αij ∈ F
(b) A := E[A]; // This eliminates the term α∗ijx−r+h in aij
(c) T := TE;
(3) return T ;
Lemma 3.1. Computing T and T [A] (up to order ν) by the above algorithm costs O(νn3).
Proof. Computing E[A], in loop (`1), up to order ν requires 2nν multiplications in F. The cost of loop
(`1) is equal to 2nν(n− ck) and the cost of loop (L1) is 2nν(n− ck)(nk− 1). Similarly, the cost of loop
(L2) is 2nν(n− lk)(nk − 1). The total cost is
2nν
d∑
k=1
(2n− ck − lk)(nk − 1) ≤ 2nν
d∑
k=1
(2n− 1)(nk − 1)
≤ 2n(2n− 1)ν
(
d∑
k=1
nk − d
)
= 2n(2n− 1)(n− s− d)ν ≤ 4νn3. 
We state the useful
Lemma 3.2. Lifting the Arnold–Wasow form from order h to h+1 does notmodify terms in AL of valuation
≤ h+ 1.
Proof. Increasing the order in the Arnold–Wasow form is done using elementary transformations of
the form Eij(α∗ijxh+1) with α
∗
ij ∈ F as explained above. These elementary transformations induce row
and column operations on xrA and AL. Due to the factor xh+1, terms of valuation< h+ 1 in AL are not
modified by these elementary transformations.
Terms in AL of valuation h + 1 can only be modified as a result of elementary transformations using
rows or columns in xrA having valuation 0. The only non-zero constant terms in xrA are the 1s in
the off-diagonal in A0 (being in Jordan normal form) but the row and column positions of these 1s
are, by definition, different from those positions of the elements in xrA that are used to form AL.
Hence elementary operations on xrA, involving rows or columns of valuation 0 will not affect terms
of valuation h+ 1 in AL. This proves the lemma. 
3.2. A normalised Moser-irreducible form
Lemma 3.3. Suppose that A is Moser-irreducible. There exists a constant transformation C such that
A˜ = C[A] with A˜0 = A0 and
L(A˜, λ) =
L11 L12 0L21 L22 − λ 0
L31 L32 J − λ
 (12)
where J is a nilpotent square matrix in Jordan normal form, L11 and L22 are square matrices of dimension
d and s− q with 0 ≤ q ≤ s, and the matrix(
L11 L12
L21 L22
)
(13)
is nonsingular.
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Proof. Let q = 0 and L(A, 0) be partitioned
L(A, 0) =
(
L11 L12
L21 L22
)
,
so that L11 and L22 are square matrices of order d and s respectively. If this matrix is nonsingular then
put C := In andwe are done. Otherwise, the existence of the constant transformation C achieving (12)
with q > 0 follows directly by reviewing the process of column-elimination algorithm as in the proof
of Lemma 2.1, using the nonsingularity of the matrix in (13) as termination criterion, combined with
a constant transformation of the form
diag(In−q, S)
where S ∈ Fq×q such that S−1L33S = J (L33 as in (8)) is in Jordan normal form. 
Lemma 3.4. Suppose that A is Moser-irreducible. Computing a constant transformation C such that
L(C[A], λ) has the structure as in Lemma 3.3, together with the ν first terms of C[A] costs O(νn3)
multiplications in F.
Proof. On the one hand, the computation of a constant transformation C ′ achieving (8) with the
matrix (13) nonsingular together with the ν first terms of A′ := C ′[A] requires O(νn3)multiplications
in F (see the proof of Lemma 2.4). On the other hand, L33 being a q × q nilpotent matrix, the
computation of a constant matrix S such that S−1L33S is in Jordan normal form costs O(q3) operations
in F (Storjohann, 2000; Storjohann and Villard, 2000). Finally computing C ′′[A′] (where C ′′ :=
diag(In−q, S)) up to order ν costs 2νnq2 multiplications in F . Thus the total cost is of order O(νn3)
since q ≤ s < n. 
Definition 3.1. We say that a system (1) is in normalised Moser-irreducible form if it is Moser-
irreducible with an L-matrix L(A, λ) of the form as in Lemma 3.3.
A system that is in normalised Moser-irreducible form will be the prerequisite for the block-
reduction algorithm as discussed in what follows.
In order to illustrate the notion of normalised Moser-irreducible forms, we present the following
example: take the matrix
A =

x−1 x−3 2 x−2
x−2 0 x−1 + x−2
−x−2 0 x−1 − x−2

where n = 3 = r . We have
A0 =
 0 1 00 0 0
0 0 0
 , A1 =
 0 0 21 0 1
−1 0 −1
 .
The leading matrix A0 is in Jordan normal form with d = 1, n1 = 2 and s = 1.
The matrices AL and L(A, λ) are respectively:
AL =
[
x x2 + x
−x x2 − x
]
, L(A, λ) =
[
1 1
−1 −1− λ
]
.
One has det L(A, λ) = −λ, so the system ϑy = Ay is Moser-irreducible. However it is not in
normalised Moser-irreducible form since the matrix L(A, 0) is singular. If we take v = (−1, 1) ∈
ker L(A, 0) (following the proof of Lemma 3.3) and consider the constant matrix
P =
1 0 −10 1 0
0 0 1

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then we get
A˜ = P[A] =

−x−2 + x−1 x−3 2 x−2
x−2 0 x−1
−x−2 0 x−1

which is in normalised Moser-irreducible form with q = 1.
3.3. A block-reduced form
Theorem 3.1. Consider a system (1) with Poincaré rank r > 0. Suppose that A is in normalised Moser-
irreducible form with L(A, λ) of the form (12) with q ≥ 1. Then there exists an algorithm computing a
transformation T ∈ GL(n,O)with T0 = I such that A˜ := T [A] has the block-reduced (or block-triangular)
form
A˜ =
(
A˜11 0
A˜21 A˜22
)
(14)
with A˜22 a square matrix of dimension q and A˜0 = A0, A˜L,1 = AL,1.
Furthermore, the coefficients of T can be computed directly from the coefficients of A.
Remark 3.2. This algorithm can be easily extended to compute a block-diagonal form
A˜ =
(
A˜11 0
0 A˜22
)
and gives hence an alternativemethod for proving theGeneralised Splitting Lemma in the formulation
as Lemma 4.1 in Pflügel (2004).
In what follows, we will say that the matrix A is block-reduced up to order h ≥ 0 if
x−r(A0 + A1x+ · · · + Ahxh)
is block-reduced as in (14). Similarly, for h > 0 the matrix AL will be called block-reduced up to order
h if
AL =
(
A11L O(x
h+1)
A21L A
22
L
)
with A22L a square matrix of dimension q.
Before we give the proof of this theorem, note the following corollary which follows directly from
Lemma 3.2:
Corollary 3.1. Assume A is in Arnold–Wasow form up to order h − 1 (h > 0) and AL is block-reduced
up to order h. Then, lifting the Arnold–Wasow form to order h using elementary operations preserves the
order h in the block-reduction of AL.
Proof (Theorem 3.1). We proceed by induction and assume that A is already block-reduced up to
order h− 1, that is
xrA =
(
A11 O(xh)
A21 A22
)
(15)
with the notation as in the theorem and h > 0, and that furthermore AL is block reduced up to order
h. For h = 1, these assumptions are satisfied if the system is in normalised Moser-irreducible form,
so let h > 1.
In order to prove the theorem, we proceed in two steps. The fact that xrA is block reduced as in
(15) implies that the upper-right block of A is in Arnold–Wasow form up to order h− 1. The first step
consists in increasing the order of this partial Arnold–Wasow form to hwhilst preserving the order h
in the block-reduction of AL. This follows directly from Corollary 3.1, using elementary operations.
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The second step is to increase the order in the block-reduction of AL to order h + 1 without
modifying the order h in the (partial) Arnold–Wasow form of A. Let
AL =
(
N11 N12
N21 N22
)
with N11 a square matrix of dimension d+ s− q and N22 of dimension q. We have
N11 = N111 x+ O(x2) (16)
with
N111 =
(
L11 L12
L21 L22
)
as in (13) nonsingular since A is in normalised Moser-irreducible form. Furthermore,
N12 = N12h+1xh+1 + O(xh+2).
We show how we can eliminate the different columns of the leading matrix N12h+1 using elementary
transformations in the following order: assume we have eliminated the last q˜ columns (0 ≤ q˜ < q)
and we address the column of position n − q˜, denoted by w ∈ Fd+s−q. Due to N111 being nonsingular,
the columns of N111 form a basis of the vector space F
d+s−q and we can writew as a linear combination
of these columns. Let σi ∈ F (i = 1, . . . , s + d − q) be the coefficients of this linear combination. It
is clear that the column operations that are induced by the sequence of elementary transformations
Eci,n−q˜(−σixh) eliminate w as desired. Let Rn−q˜ be the row in A of position n − q˜. The row operations
induced by the elementary transformations add Rn−q˜, multiplied by σixh, to rows in A. Since the last
row contains terms of order at least O(x), these operations do not modify the order h in the partial
Arnold–Wasow form of A. More specifically, the last q˜ coefficients of Rn−q˜ are of order at least O(x2)
due to the structure of thematrix J in the normalisedMoser-irreducible formbeing nilpotent in Jordan
normal form. This makes sure that only columns in N12h+1 of index < n − q˜ are altered and that the
previous elimination of w is preserved. Finally, the element in xrA of position (ci, n) is modified by
adding hσixh+r , which does not modify the order h either since r > 0. We then increment q˜ by 1 and
proceed with the remaining columns of N12h+1, until q˜ = q. 
Remark 3.3. From this proof follows immediately an algorithm for the direct block-reduction. We
draw attention to the fact that in the first step (Step 1 in the algorithm below), it is not necessary
to carry out a lifting step of the Arnold–Wasow algorithm on the entire matrix A but only on the
matrix A12.
The algorithm can then be given as follows:
Direct_Block_Reduction(A, h)
Input: A ∈Mn(K) in normalised Moser-irreducible form with parameter q > 0 and h ∈ N∗
Output: T ∈ GL(n,O) such that B = T [A] is block-reduced up to order h (and furthermore, BL
is block-reduced up to order h+ 1)
(1) T := In;
(2) For k from 1 to h do
// A is block-reduced up to order k− 1 and AL is block-reduced up to order k
(a) // Step 1: Increase the order of the partial Arnold–Wasow form in A12 to k
Let E1 be the transformation that corresponds to the sequence of elementary operations in the
Arnold–Wasow algorithm achieving the increase in order;
(b) A := E1[A]; // A is now blocked-reduced up to order k
(c) T := TE1;
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// Step 2: Increase the order of block-reduction in AL to k+ 1
(a) For each columnwj of N12k+1, from column index j = n downto n− q+ 1 do
(i) Compute its components σi, (i = 1, . . . , s + d − q), with respect to the basis of F d+s−q
formed by the columns of N111 ;
(ii) Apply successively the sequence of elementary transformations Eci,j(−σixk);
(b) Update T accordingly;
(3) return T ;
Lemma 3.5. Suppose that A is in normalised Moser-irreducible form with q ≥ 1. Let h ≥ 1 be an integer.
Then computing the ν first terms of a block-reduced form up to order h of A can be performed by using
O(νhn3)multiplications in F.
Proof. Following the proof of Theorem 3.1 and using the same notations, a block-reduced form up to
order h can be obtained by executing the algorithm Direct_Block_Reduction with input parameters A
and h.
By Lemma 3.1, Step 1 can be performed by using O(νn3) operations in F. In Step 2, task (i) can
be performed by using Gauss elimination on the columns of the matrix (N111 wj) and hence costs
O((d + s − q)3) (Von zur Gathen and Gerhard, 2003). In task (ii), we have to perform d + s − q
elementary transformations. Each elementary transformations requires O(nν)multiplications in F, so
the cost of this task is O((d+ s− q)nν). Finally, this is iterated q times in the loop in task (a) leading
to an overall cost O(q(d+ s− q)nν), which is bounded by O(νn3). 
In order to illustrate the algorithm, we give an example. Consider the matrix
A =

0 x−3 2 x−2
x−2 0 x−1
−x−2 0 x−1

which is in normalised Moser-irreducible form with the associated matrix
AL =
[
x x2
−x x2
]
.
The matrix x3A is block-reduced up to order 0, and AL is block-reduced up to order 1. The elementary
operation T1 lifts the block-reduction to order 1, by lifting the order of the partial Arnold–Wasow form
to 1, with
T1 = E2,3(−2x) =
1 0 00 1 −2 x
0 0 1

and the transformed system
B := T1[A] =

0 x−3 0
x−2 − 2 x−1 0 x−1 + 2+ 2 x
−x−2 0 x−1
 .
The elementary operation T2 increases the order of the block-reduction in BL to 2:
T2 = E1,3(−x) =
1 0 −x0 1 0
0 0 1
 .
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The resulting system is
C := T2[B] =

−x−1 x−3 x+ 2
x−2 − 2 x−1 0 4+ 2 x
−x−2 0 2 x−1
 .
Our implementation in ISOLDE handles this block-reduction algorithm in the following way: After
entering the matrix A, we convert it to a power series matrix using
> B:=mat_convert(A,x,0);
We call the algorithm by providing B and some additional information such as r and q:
> C :=mat_direct_block_reduce(B,x,[4,1],1,1);
We now evaluate the matrix C up to order −1. Note that this corresponds to the lower left block
A22 of the block-reduction process, which in this example is a matrix of dimension n = q = 1.
> mat_eval(C,x,-4,-1);[
4 x−1 + 2 x−2]
Froma theoretical point of view, this algorithmproves that the transformationmatrix that achieves
a block-reduction can be computed directly from the coefficients of the matrix A, without having
to convert the system into a k-simple system as in Section 3.3 of Pflügel (2000). From a practical
point of view, the algorithm based on the Generalised Splitting Lemma needs to calculate two
transformation matrices S and T by solving generalised Sylvester equations. This is less efficient than
using only one transformation T , based on elementary operations. The block-reduction algorithm can
be implemented efficiently, using lazy evaluation of power series.
4. The super-reduction
4.1. A reduction criterion
A natural generalisation of the concept of Moser-reduction is to take into account additional
coefficients of the matrix A. For 1 ≤ k ≤ r we define
mk(A) = max
(
0, r + ν0(A)
n
+ ν1(A)
n2
+ · · · + νk−1(A)
nk
)
(17)
where νi denotes the number of columns of A having valuation i− r − 1 and
µk(A) = min
T∈Tn
{
mk (T [A])
}
.
Following Hilali/Wazner, we define:
Definition 4.1. The system (1) (the matrix A respectively) is called k-reducible if mk(A) > µk(A),
otherwise it is said to be k-irreducible. If the system is k-irreducible for k = 1, . . . , r , it is called super-
irreducible.
It is well-known that by defining
θk(A, λ) = xpk(A) det
(
xr+1−kA− λI)∣∣ x=0 (18)
where
pk(A) = kν0(A)+ (k− 1)ν1(A)+ · · · + νk−1(A).
one obtains a criterion to test whether a given system is k-reducible:
Proposition 4.1 (Hilali and Wazner, 1987). For all 1 ≤ k ≤ r, the system (1) is k-irreducible if and only
if the polynomials θj(A, λ), (j = 1, . . . , k), do not vanish identically in λ.
Proposition 4.2. Assume that the system is Moser-irreducible and block-reduced as in (14). Then the
matrix A is super-irreducible if and only if the matrix A22 is.
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Proof. This follows from the fact that A11 is already super-irreducible and that for a block-reduced
matrix we have
θk(A, λ) = θk(A11, λ) · θk(A22, λ).
Hence A is super-irreducible if and only if θk(A22, λ) does not vanish. 
4.2. The algorithm
We now describe our new algorithm to compute a super-irreducible form of a given system of the
form (1) with size n and Poincaré-rank r . The algorithm consists in iterating the following:
Super_reduction(A)
Input: A ∈Mn(K((x)))
Output: T ∈ Tn such that T [A] is super-irreducible
(1) if n = 1 or r = 0 or A0 is nonsingular then return(In);
(2) if A0 is not nilpotent then
(a) Apply the Block-diagonalisation algorithm in Barkatou (1997) (see the appendix) and assign T
to the resulting transformation matrix;
(b) Perform recursion on the resulting two blocks A11 and A22 and denote by T 11 and T 22 the
resulting transformation matrices
(c) return(T · diag(T 11, T 22));
(3) else if A is not Moser-irreducible then
// One can now assume that the matrix A0 is nilpotent;
(a) Apply our Moser-reduction algorithm to get an equivalent normalised Moser-irreducible
matrix and denote by T1 the resulting transformation matrix;
(b) return(T1 · T2) where T2 is obtained by recursively calling the algorithm on the Moser-
irreducible system;
(4) else // The system is in normalised Moser-irreducible form
(a) Let q be the parameter of the normalised Moser-irreducible form
(b) if q = 0 then return(In);
(c) else
(i) Apply the direct block-reduction algorithm to compute an equivalent block-reduced
form3 as in Theorem 3.1 and denote by T the resulting transformation matrix;
(ii) Perform recursion on the secondblock A˜22 anddenote by T 22 the resulting transformation
matrix;
(iii) return(T · diag(In−q, T 22));
Note that the matrix A˜22 is of Poincaré-rank < r and size q < n. Iterating this process we can
compute, in atmostmin (n− 1, r) steps, an equivalent super-irreduciblematrixwhich is upper block-
triangular
A˜ =
A˜
1,1 0
...
. . .
A˜r˜,1 · · · A˜r˜,r˜
 (19)
where the individual diagonal blocks are super-irreducible.
4.3. Complexity analysis
We are now able to give the complexity of our super-reduction algorithm.
Proposition 4.3. Consider a system (1) with size n and Poincaré-rank r. Then the above algorithm
computes an equivalent super-irreducible form up to order ν using at most O(νrn4min (n− 1, r))
multiplications in F.
3 Up to a big enough order h. It is sufficient to take h = ν = nr .
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Fig. 1. Comparison of Method A and Method B.
Proof. By Theorem A.2, step 2 can be performed by using O(νn3) operations in F. By Proposition 2.2,
step 4 costs O(νrn4). Finally, step 6 costs O(νhn3) which is bounded by O(νrn4) if we take
h ≤ nr . Now the process has to be repeated at most min (n− 1, r) times, so the total cost is
O(νrn4min (n− 1, r)). 
4.4. An example
In order to demonstrate our implementation, we re-visit the previous example.
> B:=mat_convert(A,x,0);
We call the super-reduction with B as input:
> super_reduce(B,x,u);
[A23, [[1, u− 2], [2,−u], [3, u3]], [4, 1]]
The output is a list of the calculated super-irreducible matrix, and local invariants such as the
integer slopes of the Newton-polygon of B and the associatedNewton-polynomials (see Pflügel (2000)
for a more detailed discussion of this).
5. Discussion
Our algorithmhas been implemented in the current version of ISOLDE (Barkatou and Pflügel, 2006).
Fig. 1 shows the results of a performance comparison between two different methods for the super-
reduction: We have tested matrix dimensions for n from 21 to 29. For each dimension, a series of test
matrices having Poincaré-rank r = 2 to 5 has been run with our method from Barkatou and Pflügel
(2007) (Method A, first entry in each cell) and the method from this paper (Method B, second cell
entry). The times are given in seconds, on a PC with 2 GHz and 1 GB RAM usingMaple 11 onWindows
2000.
From this data, we draw the following conclusions:
• For increasing values of n, Method B (the direct block-reduction) seems to be faster thanMethod A
(generalised block-reduction algorithm, using the Generalised Splitting Lemma) except for some
exceptional cases.
• The greater the Poincaré-rank r , the larger one needs to choose n for Method B to be faster.
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• The presented data makes it somewhat difficult to spot a clear trend, but we strongly suspect that
a review of the data structures used for the lazy evaluation mechanism by our implementation
would increase the performance and reduce the number of occurring outliers.
The Moser- and Super-reduction being a fundamental building block of the algorithms computing
formal solutions (or any kind of global solutions which require local information), our algorithm will
be beneficial for a whole range of symbolic algorithms for systems of linear differential equations.
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Appendix. Two splitting lemmas and their complexity
In this section, we give the complexity of two algorithms that are used by our algorithm
Super_reduction. The complexity analysis is straightforward but does not seem to have been
published elsewhere.
A.1. Classical splitting lemma
Consider an n× nmatrix Awith entries in K
A(x) = x−r(A0 + A1x+ A2x2 · · ·)
with A0 6= 0 and r > 0.
In this sectionwe assume that A0 is not nilpotent andwe explain how to compute a transformation
matrix T ∈ GL(n,O) which transforms the matrix A into an equivalent block-diagonal matrix
B = x−rdiag(B11, B22) such that B110 is non singular and B220 nilpotent.
Lemma A.1. By a constant similarity transformation C the leading matrix A0 can be changed into a block-
diagonal matrix
C−1A0C = B0 = diag(B110 , B220 )
with B110 nonsingular and B
22
0 nilpotent in Jordan form. This can be done in O(ν n
3) operations in F.
Proof. This can be done in the following way:
(1) Compute the matrix A0n (costs O(nω log n) using binary powering which is bounded by O(n3)).
(2) Compute a basis {P1, . . . , Pd} of the space generated by the columns of A0n (costs O(n3) using
Gauss elimination).
(3) Compute a basis {Pd+1, . . . , Pn} of the kernel of A0n (costs O(n3) using Gauss elimination).
(4) Form the matrix P whose columns are P1, . . . , Pn and compute its inverse P−1 (costs O(n3)).
(5) Compute P−1A0P = diag(A˜110 , A˜220 )with A˜110 nonsingular and A˜220 nilpotent (costs O(n3)).
(6) Compute Q such that Q−1A˜220 Q be in Jordan form (costs O(q3), where q denotes the size of A˜
22
0
(Storjohann, 2000).
(7) Compute C = P diag(Ip,Q ) and C−1 = diag(Ip,Q−1)P−1 (costs O(2pq2 + qω) which is bounded
by O(n3)).
(8) Compute C−1AC up to order ν, (costs O(ν nω)). 
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Theorem A.1. Consider a matrix
A(x) = x−r(A0 + A1x+ · · ·)
inMn(K). Assume that
A0 = diag(A110 , A220 )
such that A110 and A
22
0 have no eigenvalues in common. Then there exists amatrix T (x) = I+T1x+T2x2+· · ·
in GL(n,K) such that
T [A] = x−r(A0 + B1x+ · · · + Bixi + · · ·)
and each Bi is block-diagonalmatching the partition of thematrix A0. Furthermore for all i ∈ N, thematrices
Ti+1 and Bi+1 only depend on A0, A1, . . . , Ai.
A constructive proof of this result is given in Wasow (1967) (cf. Section 12, pp. 52–54). For
completeness we will give the idea of the proof here:
Proof. We put T0 = I and B0 = A0 and look for matrices Ti of the special form
Ti =
(
0 T 12i
T 21i 0
)
.
Then one can show that for i ≥ 1 the coefficients Ti and Bi can be obtained by successively solving 2i
equations of the formMX − XN = U or NY − YM = V whereM = A110 ,N = A220 and where U and V
depend only on Aj, Bj, Tj for j = 0, . . . , i− 1. 
The above results lead to a block-diagonalisation algorithm. It takes as input a matrix A(x) =
x−r(A0+A1x+· · ·) ∈Mn(K) and an integer ν and returns a matrix T (x) = T0+ T1x+· · ·+ Tνxν with
det T0 6= 0 and a block-diagonal matrix B(x) = x−r(B0 + B1x+ · · · + Bνxν)with B0 = diag(B110 , B220 ),
B110 non singular and B
22
0 nilpotent, such that T [A] − B = O(x−r+ν+1).
This proof uses the following well-known result: Let M and N be two square matrices of order p
and q with entries in the field F whose characteristic polynomials are relatively prime (i.e. having no
common eigenvalues in the algebraic closure F of F) then for any p×qmatrix in F, there exists a unique
p× qmatrix X in F such thatMX − XN = U .
Lemma A.2. Let M and N be two square matrices of order p and q with entries in F. Suppose that M is
nonsingular and N is nilpotent in Jordan form
N =

0 ε1 0
0
. . .
. . . εq
0 0 0
 , εi ∈ {0, 1}.
Let U be a p× q matrix with entries in F. Then the solution X of the Sylvester equation MX − XN = U can
be computed in O(n3) operations in F where n = max(p, q).
Proof. The Sylvester equation MX − XN = U admits a unique solution X which can be determined
by solving the following q linear systems:
MX1 = U1, and MXj = εj−1Xj−1 + Uj for j = 2, . . . , q
where Xj (resp. Uj) denotes the jth column of X (U resp.). This follows from the fact that the columns
of XN are successively 0, ε1X1, . . . , εq−1Xq−1.
To solve the above systems, it suffices to compute the inverse M−1 of M and then perform
successively the operations :
X1 = M−1U1, Xj = M−1
(
εj−1Xj−1 + Uj
)
, for j = 2, . . . , q.
The inverse ofM can be computed in O(pω). Each column Xj can be computed in O(p2) operations
in F. So X can be computed in O(qp2)+ O(pω) operations in F which is bound by O(n3). 
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Theorem A.2. With the notations above, the cost of the block-diagonalisation algorithm as in TheoremA.1
is O(νn3) operations in F.
Proof. By a constant similarity transformation C , the leading matrix A0 can be changed into a block-
diagonal matrix
C−1A0C = diag(A110 , A220 )
with A110 nonsingular and A
22
0 nilpotent in Jordan form. This requires O(νn
3) operations in F.
In order to compute T and B, one has to solve 2ν Sylvester equations of the formMX − XN = U or
NY − YM = V whereM = A110 and N = A220 . Since N is nilpotent in Jordan form then we need at most
O(νn3) operations in F. 
A.2. Generalised splitting lemma
We assume now that A0 is nilpotent and A is Moser-irreducible with associated polynomial θ . The
Generalised Splitting Lemma computes a transformation matrix that yields a block-diagonal matrix
B = x−rdiag(B11, B22) such that B110 is nilpotent and B22 = B221 x+ O(x2) and det(B221 − λI) = θ(λ).
Theorem A.3. Consider a system as in (1), let θ be its associated polynomial and put d = deg(θ). Then
the system is equivalent to a system
ϑz = x−r
(
B11 0
0 B22
)
z
where B11 ∈Mn−d(O) and B22 ∈Md(O). Furthermore, B11 is Moser-irreducible with constant associated
polynomial, B110 is nilpotent and rank (B
11
0 ) = rank (A0), and B22 = B221 x+ O(x2).
Proof. A proof of this theorem can be found in Pflügel (2004), using the fact that a system that is
Moser-irreducible can be rewritten as a so-called k-simple system of the form
D(x)ϑz = x−kN(x)z (A.1)
where k = r−1 andD,N ∈Mn−d(O)with det(N0−λD0) 6= 0. The proof is constructive, it essentially
generalises the proof of the classical Splitting Lemma (Theorem A.1) to k-simple systems, using the
concept of regular matrix pencils. It requires solving a generalised type of Sylvester equations using
the following result: Let M − λP and N − λQ be two regular matrix pencils of order p and q with
entries in F. Then the matrix equation
(M − λP)X − Y (N − λQ ) = R− λS
has a unique solution X, Y ∈ F p×q for any given R, S ∈ F p×q provided the two regular matrix pencils
M−λP andN−λQ have no common eigenvalue. A proof of this result can be found in Chu (1987). 
The above results lead to a generalised block-diagonalisation algorithm. It takes as input a matrix
A(x) = x−r(A0+A1x+· · ·) ∈Mn(K) and an integer ν and returns amatrix T (x) = T0+T1x+· · ·+Tνxν
with det T0 6= 0 and a block-diagonalmatrix B(x) = x−r(B0+B1x+· · ·+Bνxν)with B = diag(B11, B22),
B110 nilpotent and B
22 a matrix of dimension n − q and Poincaré-rank r − 1 such that T [A] − B =
O(x−r+ν+1).
Theorem A.4. Using the above notations, the cost of the generalised block-diagonalisation algorithm (as
in the proof of Theorem A.3) is O(νn3) operations in F.
Proof. In order to apply the Generalised Splitting Lemma, the leading pencil N0 − λD0 of (A.1) needs
to be brought into a block-diagonal form (see Pflügel (2000)). It is well known that the computation
of normal forms of regular matrix pencils can be reduced to classical matrix normal forms (see e.g.
Quéré-Stuchlik (1996)), so the cost will be O(n3) operations in F.
In order to compute T and B, one has to solve 2ν generalised Sylvester equations of the form
(M − λP)X − Y (N − λQ ) = R− λS.
Solving these equations can be reduced to solving a linear system of dimension 2pqwhich can be done
in O(n3) operations in F (here p, q < n). Overall, the transformations need to be computed for the first
ν coefficients of the system similarly as in the classical Splitting Lemma case which gives a total cost
of O(ν · n3). 
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