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ROBIN SPECTRAL RIGIDITY OF THE ELLIPSE
AMIR VIG
Abstract. In this paper, we investigate C1 isospectral deformations of the ellipse with Robin
boundary conditions, allowing both the Robin function and domain to deform simultaneously. We
prove that if the deformations preserve the reflectional symmetries of the ellipse, then the first
variation of both the domain and Robin function must vanish. Reparameterizing allows us to
show that such smooth deformations must be flat at ε = 0. In particular, there exist no such
analytic isospectral deformations. The key ingredients are a version of Hadamard’s variational
formula for variable Robin boundary conditions and an oscillatory integral representation of the
wave trace variation which uses action angle coordinates for the billiard map. For the latter, we
in fact construct an explicit parametrix for the wave propagator in the interior, microlocally near
orbits of rotation number 1/j.
1. Introduction
In this paper, we prove infinitessimal spectral rigidity of the ellipse with C1 deformations in
both the domain and Robin boundary conditions which preserve the symmetries of the ellipse.
This means that the first variations of both the domain and Robin function vanish. To make this
precise, we consider the eigenvalue problem for the Laplacian. Let Ω0 be an ellipse and ϕε a C
1
family of diffeomorphisms defined in a neighborhood of Ω0 for 0 ≤ ε < ε0, such that ϕ0 = Id.
Denote Ωε = ϕε(Ω0) and let Kε be a C
1 family of smooth Robin functions on ∂Ωε = ϕε(∂Ω0). The
PDE we are interested in is −∆uε = λ2(ε)uε, x ∈ Ωε,∂uε
∂ν = Kεuε, x ∈ ∂Ωε.
(1)
We may assume ϕε(x) = x+ ρε(x)νx for x ∈ ∂Ω0, where νx is the outward unit normal to ∂Ω0 and
ρε is a smooth function on ∂Ω0. We also impose the restriction that ρε and Kε should be invariant
under the symmetry group of the ellipse, which is generated by reflections through the coordinate
axes and is isomorphic to the Klein four-group. We denote the Laplace operator with boundary
conditions above by ∆ε and prove the following result:
Theorem 1.1. Let ϕε(Ω0) = Ωε be a C
1 deformation of the ellipse through smooth domains with
Z2 × Z2 symmetries and Kε a C1 family of Robin functions with the same symmetries. If the
deformation is isospectral, i.e. Spec(∆ε) = Spec(∆0) for 0 ≤ ε < ε0, then ρ˙ = K˙ = 0.
Here, we have written ρ˙(x) = ddε
∣∣
ε=0
ρε(x) and K˙(x) =
d
dε
∣∣
ε=0
Kε(x+ ρε(x)νx) to denote the first
variations, which are studied in more detail in Section 3. We also use the notation δ = ddε
∣∣
ε=0
.
We then say the ellipse is infinitessimally spectrally rigid through domains and Robin boundary
conditions with the symmetries of an ellipse. The prefix “infinitessimal” means that only the first
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variation vanishes. If it could be shown that no nontrivial such isospectral deformations exist, we
would say the ellipse is spectrally rigid amongst such domains. As a quick corollary to Theorem
1.1, we have:
Corollary 1.2. There are no nontrivial analytic isospectral deformations of the ellipse through
Z2 × Z2 symmetric domains/Robin functions.
This follows from a simple reparameterization argument which can be found in Section 3.2 of
[HZ12]. One of the main ingredients in our proof is a version of Hadamard’s variational formula
for variable Robin boundary conditions, which also appears to be new in the literature:
Theorem 1.3. Let Gε be the Green’s kernel for the eigenvalue problem with Robin boundary con-
ditions on Ωε. Then, δGε(λ, x, y) is the distribution∫
∂Ω0
−〈∇T2 G0(λ, x, q),∇T1 G0(λ, q, y)〉ρ˙+ (λ2ρ˙+K20 ρ˙+K0κρ˙+ K˙)G0(λ, x, q)G0(λ, q, y)dq.
Here, ∇Ti denotes the tangential gradient in the ith spatial variable and dq is the natural line
element on ∂Ω0 inherited from the flat metric on R2. The Green’s kernel or Green’s function is the
Schwartz kernel of the resolvent (−∆ − λ2)−1 for Imλ2 > 0. In Section 3, this result is extended
to variational formulas for both the even wave trace Tr cos(t
√−∆ε) and simple eigenvalues. In
particular, we prove the following in Section 6:
Theorem 1.4. For the ellipse Ω0 = {(x, y) : x2a2 + y
2
b2
≤ 1}, with boundary parameterized by (x, y) =
(a cosϕ, b sinϕ), the variation of the wave trace near a simple length Tj ∈ Lsp(Ω0) corresponding
to a caustic of rotation number 1/j is given by
δTr cos t
√
−∆ε = cjtRe
{
eσipi/4(t− Tj − i0+)−5/2
}
+ L.O.T.,
where σ is a Maslov index and the constants cj are given by
cj =
∫ 2pi
0
P (λj)Q(ϕ)
ρ˙(ϕ)dϕ√
(b2 + (a2 − b2) sin2 ϕ)− λ2j
.
Here, L.O.T. denotes lower order distributional terms and λj is the parameter of the confocal ellipse
x2
a2 − λ2j
+
y2
b2 − λ2j
= 1,
to which periodic orbits of length Tj are tangent. P and Q are certain nonzero analytic functions.
Moreover, if ρ˙ = 0, then the leading order term in the singularity expansion near Tj becomes
δTr cos t
√
−∆ε = c˜jtRe
{
eσipi/4(t− T − i0+)−1/2
}
+ L.O.T.,
where the constants c˜j are given by
c˜j =
∫ 2pi
0
P˜ (λj)Q˜(ϕ)
K˙(ϕ)dϕ√
(b2 + (a2 − b2) sin2 ϕ)− λ2j
.
P˜ and Q˜ are again certain nonzero analytic functions.
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Remark 1.5. In [GM79a], it is shown that there exists a j0 such that for all j ≥ j0, the lengths Tj
of periodic orbits with rotation numbers 1/j are simple. In this context, simplicity of the length
Tj means that all periodic orbits of length Tj are tangent to a single confocal conic section. These
orbits have rotation number 1/j, which means that they make j reflections at the boundary and
have winding number 1. In Section 6, we will send j →∞ and use the constants cj and c˜j to show
that ρ˙ and K˙ vanish.
2. Background
The inverse spectral problem has a long history, dating back to Kac in 1967, who asked the
famous question “can you hear the shape of a drum?” Almost immediately, John Milnor found
an example of 16 dimensional isospectral tori which were not isometric. Sunada later generalized
this example by using an algebraic method, but the question for planar domains remained open
until 1992, when distinct polygonal domains in R2 were found to be isospectral in [GWW92]. The
question is still widely open for convex and/or smooth domains, although there has been signifi-
cant progress. For example, it is proved in [Zel09] that analytic domains with a single isometric
involution are spectrally determined assuming some additional generic dynamical constraints on
the length spectrum. Melrose also showed that the set of isospectral planar domains is precompact
in the C∞ topology by a careful analysis of the heat invariants (see [Mel07]). This was improved
in [OPS88a], [OPS88b] and [OPS88c], where the authors proved genuine C∞ compactness of the
isospectral set. This result is based on the Polyakov formula for ζ-regularized determinants and
applies to both bounded planar domains and closed surfaces. Thorough surveys of the inverse
spectral problem are contained in [Zel14], [Zel04], [DH13] and [Mel96].
Dual to the Laplace spectrum is the so called length spectrum, which is a discrete set of num-
bers containing the lengths of periodic orbits for the geodesic or billiard flow. The same inverse
problem exists: can one determine a manifold up to isometry from its length spectrum? The an-
swer is unfortunately negative, as was shown for the case of constant negative curvature in [Vig80].
However, it is conjectured by Katok and Burns that the marked length spectrum does determine a
smooth closed manifold up to isometry ([BK85]). Here, the marked length spectrum also encodes
the homotopy classes of periodic geodesics. Marked length spectral rigidity was recently shown
in [GL18] for Anosov manifolds. The relationship with the Laplace spectrum is contained in the
Poisson relation, which tells us that the singularities of the wave trace are a subset of the length
spectrum. Assymptotic formulas near the singularities are given by the Selberg trace formula for
hyperbolic surfaces ([Sel56]), the Duistermaat-Guillemin trace theorem ([DG75]) for general man-
ifolds under a dynamical nondegeneracy condition, and a Poisson summation formula for strictly
convex bounded planar domains due to Guillemin and Melrose ([GM79b]). However, since these
trace formulae involve sums over all periodic orbits of a given length, it is theoretically possible
that the contributions of distinct orbits having the same length could cancel out and the wave trace
is actually smooth near a point in the length spectrum. Hence, without length spectral simplicity,
there is no way to deduce ∆ spectral information from the length spectrum.
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While some results on spectral rigidity are known in the chaotic regime (see for example [GK80a],
[GK80b] and [PSU14]), very little is known about the completely integrable setting, in which the
flow has a maximal number of conserved quantities (cf. Section 4). In the theory of dynamical
systems, a famous conjecture of Birkhoff is that the only planar domains with completely inte-
grable billiards are ellipses. While this remains an open conjecture, much progress has been made
in the local setting. It is shown in [KS18] that if a rationally integrable billiard table is sufficiently
close to an ellipse, then it must be an ellipse. Rational integrability means that for each integer
q ≥ 1, the billiard map has invariant curves of rotation number 1/q, consisting entirely of periodic
points. Using Aubry-Mather theory, the authors then show that ellipses are length spectrally rigid
(Corollary 14 of [KS18]).
The ellipse is smooth, convex and has completely integrable dynamics, which makes it an interesting
object to study in the context of spectral theory. In fact:
Conjecture 2.1 (Melrose, [Mel96]). Ellipses are spectrally determined.
In [dSKW17], the authors show that convex domains with Z2 axial symmetry which are suffi-
ciently close to a circle in Ck are length spectrally rigid. These domains include ellipses of small
eccentricity. It is shown in [PS92] that generically, convex domains have simple length spectrum
and nonedegenerate Poincare´ map. Combining the results in [dSKW17] and [PS92], it then fol-
lows that Z2 symmetric domains close to a circle are ∆ spectrally rigid amongst a generic class
of symmetric domains. In [Hez17], these results are extended to the Robin Laplacian, where the
Robin function on the boundary is also allowed to deform through smooth functions with the same
same Z2 symmetry. Our problem is similar in nature but considers ellipses of arbitrary eccentricity,
which might not be close to a circle.
The present article is inspired by [HZ12], [GM79a], [GM79b] and [Pee80]. Guillemin and Mel-
rose proved a version of the Poisson summation formula for bounded planar domains and then
used this result in a subsequent article to show that for a fixed ellipse, a Z2 ×Z2 symmetric Robin
function on the boundary is completely determined by the spectrum of the associated Laplacian.
Hezari and Zelditch then proved infinitessimal spectral rigidity for Dirichlet/Neumann boundary
conditions, while only letting the domain deform. In their proof, the authors used the symbol
calculus in [DG75] to compute the trace of the wave kernel near periodic transversal reflecting rays.
Our problem allows both the domain and Robin function to deform simultaneously, which doesn’t
allow us to directly employ the results in [GM79b] or [HZ12].
The idea of the proof of Theorem 1.1 is that if the deformation is isospectral, then the varia-
tion of the wave trace should also be zero. The Poisson relation, in this case due to Guillemin and
Melrose ([GM79a]), tells us that the singularities of the wave trace are contained in the length spec-
trum Lsp(Ω0), the set of lengths of periodic trajectories for the broken bicharacteristic (billiard)
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flow. Using microlocal analysis and in particular, Chazarain’s parametrix, we can localize the wave
kernel near the periodic transversal reflecting rays. From this, we obtain a singularity expansion for
the wave trace variation, a Fourier integral distribution, near the length spectrum. We then cook
up an oscillatory integral which microlocally approximates this distribution by using a special phase
function associated to the billiard map. To do this, we actually construct an explicit parametrix for
the microlocalized wave kernel near all orbits tangent to a confocal ellipse of rotation number 1/j
(Theorem 5.6). In particular, this involves finding all orbits making approximately one rotation
with a prescribed number of reflections which connect two points in an interior neighborhood of the
diagonal of the boundary (Lemma 5.2). This is of independent interest in the theory of dynamical
billiards.
In the special case of the ellipse, we can incoorporate action angle coordinates for the billiard
map, which allows us to convert the singularity expansion for the wave trace near Lsp(Ω0) into the
product of a nonzero distribution and an elliptic integral as in Theorem 1.4. Since this expansion
is valid near any simple length, we can take a special sequence of caustics creeping closer and closer
to the boundary. Following the ideas in [GM79a], we send j → ∞ and analyze the coefficients
cj and c˜j in Theorem 1.4. These coefficients are analytic in the paramater λ
2 and since λ2j → 0
as j → ∞, we see that they are actually flat at λ = 0. An application of the Stone-Weirstrauss
theorem then shows that ρ˙ = 0. Upon substituting ρ˙ = 0, we obtain a new singularity expansion
for the subprincipal term with K˙ only. The same tricks show K˙ = 0.
3. Variation of the Wave Trace
In this section, we derive variational formulas for the Green’s function, simple eigenvalues and
wave trace. The PDE (1) has the weak formulation∫
Ωε
〈∇uε,∇ϕ−1∗ε v〉 − λ2juεϕ−1∗ε v dV =
∫
Ωε
fεϕ
−1∗
ε v dV +
∫
∂Ωε
Kεuεϕ
−1∗
ε v dqε,(2)
for any v ∈ C∞(Ω0). Here, dV = dx1∧dx2 is the volume form on R2 and dqε is the natural surface
measure on ∂Ωε induced from the Euclidian metric. We refer to the the quantity
e(u, v) = 〈∇u,∇v〉 − λ2uv
as the energy density.
3.1. Variational derivatives. Some care is needed to differentiate the expressions above. We
begin by making precise our notion of first variation, following closely the presentation in [Pee80].
Definition 3.1. If uε ∈ C1([0, ε0],D′(Ωε)) is a C1 family of distributions, we write δu or u˙ for the
first variation of uε at ε = 0, as a distribution in Ω0:
δuε =
d
dε
∣∣∣
ε=0
uε.
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To simplify notation, for a single function u, we will oftentimes write δu = u˙ and reserve the
use of δ for preceding long formulas. If α ∈ C∞0 (intΩ0) is a test function, then α ∈ C∞0 (intΩε) for
ε 1 and we can define δu by
δu(α) =
d
dε
∣∣∣
ε=0
uε(α),
i.e. the derivative of a function from [0, ε0) to R. The issue with this definition is that if the
supports of the distributions uε actually intersect ∂Ωε, then the formula above only defines δuε in
the interior of Ω0 and not on the boundary even when uε is defined there. For instance, the Green’s
kernel is supported near the boundary in the setting of Robin boundary conditions.
To resolve this issue, we follow the ideas in [Pee80], where some geometric heuristics motivate
several precise definitions. The set of smooth domains in R2 is an infinite dimensional manifold Λ,
on which the Lie group Diff(R2) acts. The Lie algebra of Diff(R2) is the space of smooth vector
fields on R2. An initial domain Ω0 and a curve ϕε in Diff(R2) generate a curve in Λ, given by
Ωε = ϕε(Ω0). Hence, we can associate elements of the Lie algebra to tangent vectors at Ω0. For
any given deformation of Ω0, we have an infitessimal generator X =
dϕε
dε
∣∣
ε=0
. For a fixed s ∈ R,
we can associate to each Ω0 ∈ Λ the fiber Hs(Ω0), which is the L2 based Sobolev space of order s.
This defines a smooth vector bundle over Λ on which Diff(R2) acts via pullback (diffeomorphism
invariance of the Sobolev spaces). These heuristics motivate the following definition:
Definition 3.2. For a curve (uε,Ωε) in the above vector bundle, we define the Lie derivative to be
θXu =
d
dε
∣∣∣
ε=0
ϕ∗εuε.
The advantage of this definition is that it is well defined on the boundary of Ω0 for s > 1, via
the Sobolev embedding theorem Hs ↪→ C0.
Lemma 3.3. If we suppose that u ∈ Hs+1(Ωε) is supported away from the boundary and θXu ∈
Hs(Ω0), then δuε exists in H
s(Ω0) and
θXu = δuε +Xu0.
Proof. The lemma follows from writing
ϕ∗εuε − u0 = ϕ∗ε(uε − u0) + (ϕ∗ε − 1)u0,
dividing both sides by ε and sending ε→ 0. 
Remark 3.4. The formula in Lemma 3.3 is perfectly valid pointwise whenever x ∈ intΩ0. Both
θX and X are well defined operators on distributions supported near the boundary, so by setting
δu = θXu−Xu, we obtain an extension of Definition 3.1 for s > 1.
3.2. A general variational formula. We now derive a variational formula using the weak formu-
lation (2). To obtain an integral equation on the fixed domain Ω0, we pull back the energy density
and apply the change of variables formula to (2):∫
Ω0
ϕ∗εe(uε, ϕ
−1
ε
∗
v)ϕ∗εdV =
∫
Ω0
ϕ∗εfεvϕ
∗
εdV +
∫
∂Ωε
Kεuεϕ
−1
ε
∗
vdqε.
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The pullback of the surface measure dqε in the last term on the right is more complicated, so for
the time being, we leave it as is. We can rewrite this equation as∫
Ω0
eε(ϕ
∗
εu, v)ϕ
∗
εdV =
∫
Ω0
ϕ∗εfεvdV +
∫
∂Ωε
Kεuεϕ
−1
ε
∗
vdqε,(3)
where
eε(u, v) = ϕ
∗
ε(e(ϕ
−1
ε
∗
u, ϕ−1ε
∗
v))
is the conjugated energy density. While eε is a composition of operators, it is still of the form
eε =
∑
|α|≤2
cα,β(ε, x, y)D
αDβ,
for some coefficients cα,β depending smoothly on x, y and in a C
1 manner on ε. This will justify
use of the product rule when computing ε derivatives in Lemma 3.5 below. Differentiating (3) in
the parameter ε and setting ε = 0 yields∫
Ω0
e(θXu, v) + θXe(u, v)dV + e(u, v)θXdV
=
∫
Ω0
vθXfdV + vfθXdV + δ
∫
∂Ωε
Kεuεϕ
−1∗
ε v dqε,
(4)
where the quantity
θXe =
d
dε
∣∣∣
ε=0
eε
is defined analagously to the formula in Definition 3.1.
Lemma 3.5. The formula θX = δ+X from the previous section remains valid when acting on the
conjugated energy density eε:
(θXe)(u, v) = Xe(u, v)− e(Xu, v)− e(u,Xv).
Proof. Consider the family of distributions wε = e(ϕ
−1
ε
∗
u, ϕ−1ε
∗
v). Recalling that
eε(u, v) = ϕ
∗
εwε,
we see by Lemma 3.3 that
d
dε
∣∣∣
ε=0
ϕ∗εwε = Xw0 + δwε.
The first term is precisely Xe(u, v) and the second term δwε is easily calculated by commuting the
ε and x derivatives:
δwε =
d
dε
∣∣∣
ε=0
〈∇ϕ−1ε ∗u,∇ϕ−1ε ∗v〉 − λ2ϕ−1ε ∗uϕ−1ε ∗v
= 〈∇(−Xu),∇v〉+ 〈∇u,∇(−Xv)〉 − λ2(−Xu)v − λ2u(−Xv)
= −e(Xu, v)− e(u,Xv).

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Returning to the variation of (3), the Lie derivative of the volume form in equation (4) gives the
divergence of X, which we would like to convert to a boundary integral, since X is only defined in
a tubular neighborhood of ∂Ω0. Using again the formula θX = δ +X and applying the divergence
theorem to equation (4) above gives
δ
∫
Ωε
eε(ϕ
∗
εu, v)ϕ
∗
εdV =
∫
Ω0
e(u˙, v)− e(u,Xv)dV +
∫
∂Ω0
e(u, v)Xνdq0
=
∫
Ω0
vf˙ − (Xv)fdV +
∫
∂Ω0
vfXνdq0 + δ
∫
∂Ωε
Kεuεϕ
−1
ε
∗
vdqε.
(5)
Here, Xν = 〈X, ν〉 is the normal component of X. For the last term in (5), we can assume the
perturbation is in the normal direction and parameterize the boundary by ∂Ω0 3 x 7→ x+ρε(x)νx ∈
∂Ωε, so that ∫
∂Ωε
Kεuεϕ
−1∗
ε v dqε =
∫
∂Ω0
Kε(x+ ρε(x)νx)uε(x+ ρε(x)νx)v(x) dqε.(6)
We now recall a basic result from differential geometry:
Lemma 3.6. The variation of surface measure is given by
δdqε = κρ˙dq0,
where κ is the curvature of ∂Ω0.
Proof. A proof using normal coordinates can be found on page 6 of [CM11]. 
Hence, differentiating the entire boundary integral (6), we obtain
d
dε
∣∣∣
ε=0
∫
∂Ω0
Kε(x+ ρε(x)νx)uε(x+ ρε(x)νx)v(x) dqε =
∫
∂Ω0
K˙uv +K0θXuv +K0uvρ˙κdq0.(7)
Actually, there are two ways to define K˙ since it is currently ambiguous as to how to differentiate in
x on the hypersurface ∂Ωε. The first way involves extending Kε radially to a function defined on a
tubular neighborhood of ∂Ωε, so that we may differentiate in x on an open subset of R2. The second
way is to define K˙ε(x) = d/dε|ε=0Kε(x + ρενx). While these two definitions differ pointwise, the
integral formula remains the same and we adopt the second definition as it appears more naturally
in the proof.
3.3. Variation of Green’s Kernel. Combining equations (5) and (7), we obtain the variational
formula ∫
Ω0
〈∇u˙,∇v〉 − λ2u˙vdV +
∫
∂Ω0
(〈∇u,∇v〉 − λ2uv)Xνdq0
=
∫
Ω0
〈∇u,∇(Xv)〉 − λ2uXv − fXv + f˙vdV
+
∫
∂Ω0
fvXν + K˙uv +K0u˙v +K0(Xu)v +K0uvρ˙κ dq0.
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Recall that ϕε(x) = x + ρε(x)νx for x ∈ ∂Ω0, so that Xν = ρ˙. Integrating by parts and collecting
boundary terms, we see that∫
Ω0
u˙(−∆− λ2)v − (Xv)(−∆− λ2)u+ fXv − f˙vdV,
=
∫
∂Ω0
−u˙∇⊥v − (〈∇u,∇v〉 − λ2uv)ρ˙+ (Xv)∇⊥u+ fvρ˙+ K˙uv +K0u˙v +K0(Xu)v +K0uvρ˙κdq0.
If u and v satisfy the PDE (1) with Robin boundary conditions, we have
∫
Ω0
u˙f − f˙vdV
=
∫
∂Ω0
−u˙K0v − (〈∇u,∇v〉 − λ2uv)ρ˙+ (Xv)K0u+ fvρ˙+ K˙uv +K0u˙v +K0(Xu)v +K0uvρ˙κdq0
=
∫
∂Ω0
−(〈∇u,∇v〉 − λ2uv)ρ˙+ fvρ˙+ 2K20uvρ˙+ K˙uv +K0uvρ˙κdq0.
(8)
Noting that
〈∇u,∇v〉 = 〈∇Tu,∇T v〉+ 〈∇⊥u,∇⊥v〉 = 〈∇Tu,∇T v〉+K20uv,
we can get rid of one of the K20uvρ˙ terms in (8) in exchange for only using tangential gradients.
We now fix x0 ∈ int(Ω0) and denote by Gε be the Greens function on Ωε. Formally, the Green’s
function is the Schwartz kernel of the resolvent (−∆ε − λ2)−1. Setting uε(x) = Gε(λ, x, y),
v(x) = G0(λ, x0, x) and fε(x) = δx0(x), we obtain
δGε(λ, x0, y) =∫
∂Ω0
−〈∇T2 G0(λ, x0, q),∇T1 G0(λ, q, y)〉ρ˙+ (λ2ρ˙+K20 ρ˙+K0κρ˙+ K˙)G0(λ, x0, q)G0(λ, q, y)dq,
which is precisely Theorem 1.3 with x replaced by x0. As (∆ε − λ2) ∈ Ψ2(Ωε) is elliptic for Imλ
positive, Gε is a Lagrangian distribution with principal symbol in S
−2
1,0 . Hence, Gε is a family of
distributions and δGε in particular, is a distribution of order −1 with wavefront set conormal to
the diagonal {x = y}. As x, y ∈ int(Ω0) and q ∈ ∂Ω0 in Theorem 1.3, the points (x, q) and (q, y)
are away from the diagonal, where the distribution is smooth. Hence, the tangential gradients do
not affect the smoothness or integrability. The distribution δGε can actually be extended up to the
boundary, using the method of layer potentials.
3.4. The wave trace and eigenvalues. We now want to find a formula for the variation of the
distributional trace of the even wave propagator, cos(t
√−∆ε), in terms of that of the Green’s
kernel. Recall that the wave propagator eit
√−∆ε has a distributional trace in the sense that∫
R
eit
√−∆εϕ(t) dt
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is trace class for any Schwartz function ϕ. Its trace is∑
j
∫
R
eitλj(ε)ϕ(t) dt,(9)
where (λ2j (ε))
∞
j=1 are the eigenvalues of ∆ε. The sum in (9) can be seen to be convergent via integra-
tion by parts combined with Weyl’s law on the asymptotic distribution of eigenvalues. While Weyl’s
law is usually stated for Dirichlet or Neumann eigenvalues, the Robin and Neumman asymptotics
actually agree up to leading order due to the fact that the boundary operators ∂ν −K and ∂ν of
the Robin and Neumann Laplacians respectively have the same principal symbol. For example, see
[Zay04] or [Ivr16]. Taking real and imaginary parts, the analagous trace formulas hold for the even
and odd wave kernels, which we denote by
ER(t, x, y) = cos t
√
−∆ε and SR(t, x, y) = sin t
√−∆ε√−∆ε
,
respectively. The subscript R here is to denote the Robin boundary conditions. In this section, we
shall prove:
Theorem 3.7. The variation of the wave trace is
δTr cos t
√
−∆ε =
∫
∂Ω0
LbR(t, q, q)ρ˙+
t
2
SR(t, q, q)K˙ dq,
where we have defined
LbR(t, q, q
′) =
t
2
(−∇T1∇T2 −∆2 +K20 +K0κ)SR.
Here, ∇Ti is again the tangential gradient in the ith spacial variable and ∆2 is the Euclidean
Laplacian in the second spacial variable. The kernels are first differentiated in the interior using
an extension of the tangential vector field and then restricted to the diagonal of the boundary. We
will also prove:
Theorem 3.8. If λ2j (0) is a simple eigenvalue with L
2 normalized eigenfunction Ψj, then
δλ2j (ε) =
∫
∂Ω0
|∇TΨj |2ρ˙ dq −
∫
∂Ω0
|Ψj |2(λ2j ρ˙+K20 ρ˙+ K˙ +K0κρ˙) dq.
Both theorems are proved together by the same method:
Proof. Our derivation of the wave trace variation is based on Kato’s variational formulas for sums
of eigenvalues in [Kat95]. One has to be careful, as an eigenvalue of higher multiplicity may not
be C1 in ε. Such eigenvalues can break off to become many different eigenvalues under defor-
mation. However, if we denote by m(λ2j ) the multiplicity of λ
2
j = λ
2
j (0), we will see that the sum∑m(λ2j )
1 λ
2
j,k(ε) is in fact C
1 in ε. We actually prove a more general theorem: let g be holomorphic in
a neighborhood of the eigenvalue λ2j and denote the resolvent operator by R˜ε(z) = (−∆ε− z)−1 for
z /∈ Spec(−∆ε), with Schwartz kernel G˜ε(z, x, y). We write R˜ε and G˜ε since the spectral parameter
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is z instead of z2. Then, by the Cauchy integral formula, we have
δ
mj(λ
2
j )∑
k=1
g(λ2j,k(ε)) = δTrTg,ε,(10)
where
Tg,ε =
−1
2pii
∫
γ
g(z)R˜ε(z)dz,
for γ a small, positively oriented circle enclosing only the λ2j eigenvalue. When ε = 0, Tg,0 is g of
the orthogonal projection onto the eigenspace of λ2j . As the eigenvalues do vary continuously in ε,
for ε  1, Tg,ε is the total projector, i.e. g composed with the projection onto the direct sum of
the eigenspaces of λ2j,k(ε) for 1 ≤ k ≤ m(λ2j ). Tg,ε is in fact a C1 family of operators in ε since the
resolvent is. The trace can also be obtained by integrating G˜ε over the diagonal, which combined
with equation (10), gives
δ
mj(λ
2
j (0))∑
k=1
g(λ2j,k(ε)) =
−1
2pii
∫
γ
g(z)
(
δ
∫
Ωε
G˜ε(z, x, x)dx
)
dz.
As in Section 3.2, we can pull back G˜ε(z, x, x)dx via ϕ
∗
ε to obtain an integral over a fixed domain,
which we then differentiate. We have
δ
mj(λ
2
j (0))∑
k=1
g(λ2j,k(ε)) =
−1
2pii
∫
γ
g(z)
{∫
Ω0
δϕ∗εG˜ε(z, x, x)dx+
∫
Ω0
G˜0(z, x, x)δϕ
∗
εdx
}
dz
=
−1
2pii
∫
γ
g(z)
{∫
Ω0
θXG˜ε(z, x, x)dx+
∫
Ω0
G˜0(z, x, x)divXdx
}
dz,
where the last line follows from the definition of θX and the fact that θX(dx) = divXdx. Using the
formula for θX in Lemma 3.3 and the divergence theorem, we obtain
−1
2pii
∫
γ
g(z)
{∫
Ω0
(δ +X)G˜ε(z, x, x)dx−
∫
Ω0
XG˜0(z, x, x)dx+
∫
∂Ω0
XνG˜0(z, q, q)dq
}
dz
=
−1
2pii
∫
γ
g(z)
{∫
Ω0
δG˜ε(z, x, x)dx+
∫
∂Ω0
ρ˙(q)G˜0(z, q, q)dq
}
dz.
We now plug in our variational formula for the Green’s kernel from Theorem 1.3 to see that
δ
mj(λ
2
j (0))∑
k=1
g(λ2j,k(ε)) =
−1
2pii
∫
γ
g(z)
{∫
Ω0
δG˜ε(z, x, x)dx+
∫
∂Ω0
ρ˙(q)G˜0(z, q, q)dq
}
dz
=
−1
2pii
∫
Ω0
∫
∂Ω0
∫
γ
g(z)(−∇T2 G˜0(z, x, q) · ∇T1 G˜0(z, q, x)ρ˙) dzdqdx
+
−1
2pii
∫
Ω0
∫
∂Ω0
∫
γ
g(z)(zρ˙+K20 ρ˙+K0κρ˙+ K˙)G˜0(z, x, q)G˜0(z, q, x) dzdqdx
+
−1
2pii
∫
γ
∫
∂Ω0
g(z)ρ˙(q)G˜0(z, q, q)dqdz.
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Denote these three integrals by I1, I2 and I3 and let (Ψj,k)
m(λ2j )
k=1 be an orthonormal basis for the
eigenspace corresponding to the eigenvalue λ2j . Then, via the Cauchy integral formula, we have
I1 =
m(λ2j )∑
1
∫
γ
∫
∂Ω0
g(z)
(2pii)(z − λ2j )2
∇TΨj,k(q) · ∇TΨj,k(q)ρ˙(q)dqdz
= g′(λ2j )
m(λ2j )∑
k=1
∫
∂Ω0
|∇TΨj,k(q)|2ρ˙dq.
Similarly, we have
I2 =− g(λ2j )
m(λ2j )∑
k=1
∫
∂Ω0
|Ψj,k(q)|2ρ˙(q)dq
− g′(λ2j )
∫
∂Ω0
m(λ2j )∑
k=1
|Ψj,k(q)|2
(λ2j ρ˙+K20 ρ˙+K0κρ˙+ K˙) dq
=
∫
∂Ω0
m(λ2j )∑
k=1
|Ψj,k(q)|2
(−g(λ2j )ρ˙− g′(λ2j )(λ2j ρ˙+K20 ρ˙+K0κρ˙+ K˙)) dq
and
I3 =
m(λ2j )∑
k=1
∫
∂Ω0
g(λ2j )ρ˙(q)|Ψj,k(q)|2dq.
Combining these terms and noticing that I3 cancels with one of the terms in I2, we obtain
δ
mj(λ
2
j )∑
k=1
g(λ2j,k(ε)) = g
′(λ2j )
mj(λ
2
j )∑
k=1
∫
∂Ω0
|∇TΨj,k|2ρ˙− |Ψj,k|2(λ2j ρ˙+K20 ρ˙+K0κρ˙+ K˙)dq.(11)
To compute the variation of the wave trace in particular, set g(z) = cos(t
√
z) in equation (11).
Despite the square root, this is in fact an entire function since cosine is even. We have
δ
∞∑
j=1
m(λ2j )∑
k=1
cos(tλj,k(ε)) =
∞∑
j=1
δ
m(λ2j )∑
k=1
cos(tλj,k(ε))
=
∞∑
j=1
m(λ2j )∑
k=1
−t sin(tλj)
2λj
∫
∂Ω0
|∇TΨj,k|2ρ˙− |Ψj,k|2(λ2j ρ˙+K20 ρ˙+K0κρ˙+ K˙)dq.
Writing this in terms of the wave kernels, we obtain
δTr cos t
√
−∆ε =∫
∂Ω0
−t
2
∇T1∇T2 SR(t, q, q)ρ˙+
t
2
ρ˙(−∆2 +K20 +K0κ)SR(t, q, q) +
t
2
SR(t, q, q)K˙ dq.
(12)
Note that all terms contain ρ˙ except one. Recalling that in the begining of the section, we defined
LbR(t, q, q
′) =
t
2
(−∇T1∇T2 −∆2 +K20 +K0κ)SR
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to be the coefficient of ρ˙ in the expression (12), we obtain Theorem 3.7. Similarly, setting g(z) = z
in equation (10) easily yields Theorem 3.8 on the variation of simple eigenvalues. 
4. Billiards
Before obtaining a singularity expansion for the wave trace, we first review the relevant back-
ground needed on billiards. This will also be useful in our discussion of Chazarain’s parametrix in
Section 5.2. In this section, we drop the subscript 0 from our domain in Section 3 and let Ω denote
any bounded strictly convex region in R2 with smooth boundary. This means that the curvature of
∂Ω is a strictly positive function. The billiard map is defined on the coball bundle of the boundary
B∗∂Ω = {(q, ζ) ∈ T ∗∂Ω : |ζ| < 1}, which can be identified with the inward part of the circle bundle
S∗∂ΩR2 via the natural orthogonal projection map. We can also identify B∗∂Ω with R/`Z× (0, pi),
where ` = |∂Ω| is the length of the boundary. Define
t1±(y, η) = inf{t > 0 : g±t(y, η) ∈ ∂Ω},
t−1± (y, η) = sup{t < 0 : g±t(y, η) ∈ ∂Ω},
where g±t is the forwards (+) or backwards (−) geodesic flow on R2, corresponding to the Hamil-
tonian H± = ±|η|. We then define
β±1(y, η) = ̂gt1±(y, η),
where a point (̂x, ξ) is the reflection of ξ through the cotangent line T ∗x∂Ω. In otherwords, (̂x, ξ)
has the same footpoint and cotangential component as (x, ξ), but reflected conormal component,
so that it is again in the inward facing portion of the circle bundle. We call β := β+1 the billiard
map. It is well known that β preserves the natural symplectic form induced on B∗(∂Ω). Associated
to this map is the billiard flow, or broken bicharacteristic flow, which we denote by Φt.
The times tj± are defined inductively by
tj±(y, η) = inf{t > 0 : g±tj−1+t(y, η) ∈ ∂Ω}, j ∈ Z,
t−j± (y, η) = sup{t < 0 : g±tj−1+t(y, η) ∈ ∂Ω}, j ∈ Z,
and the maps β±n are defined via iteration. We also define Tn± =
∑n
j=1 t
j
± to be the total time of
the flow from (y, η) to βn(y, η).
Geometrically, a billiard orbit corresponds to a union of line segments which are called links. A
smooth closed curve C lying in Ω is called a caustic if any link drawn tangent to C remains tangent
to C after an elastic reflection at the boundary of Ω. By elastic reflection, we mean that the angle
of incidence equals the angle of reflection at an impact point on the boundary. We map C onto the
total phase space B∗∂Ω to obtain a smooth closed curve which is invariant under β. In the case
the dynamics are integrable, these invariant curves are precisely the Lagrangian tori which folliate
the phase space. A point P in B∗∂Ω is q-periodic, q ≥ 2, if βq(P ) = P . We define the rotation
number of a q-periodic point P by ω(P ) = pq , where p is the winding number of the orbit generated
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In particular, ✓ stays constant along the orbit and it represents an integral of motion
for the map. Moreover, this billiard enjoys the peculiar property of having the phase
space – which is topologically a cylinder – completely foliated by homotopically
non-trivial invariant curves C✓0 = {✓ ⌘ ✓0}. These curves correspond to concentric
circles of radii ⇢0 = R cos ✓0 and are examples of what are called caustics, i.e.,
(smooth and convex) curves with the property that if a trajectory is tangent to one
of them, then it will remain tangent after each reflection (see figure 2).
Figure 2. Billiard in a disc
A billiard in a disc is an example of an integrable billiard. There are di↵erent ways
to define global/local integrability for billiards (the equivalence of these notions is
an interesting problem itself):
- either through the existence of an integral of motion, globally or locally near
the boundary (in the circular case an integral of motion is given by I(s, ✓) = ✓),
- or through the existence of a (smooth) foliation of the whole phase space (or
locally in a neighbourhood of the boundary {✓ = 0}), consisting of invariant
curves of the billiard map; for example, in the circular case these are given by
C✓. This property translates (under suitable assumptions) into the existence
of a (smooth) family of caustics, globally or locally near the boundary (in the
circular case, the concentric circles of radii R cos ✓).
In [2], Misha Bialy proved the following beautiful result concerning global inte-
grability (see also [24]):
Theorem (Bialy). If the phase space of the billiard ball map is globally foliated
by continuous invariant curves which are not null-homotopic, then it is a circular
billiard.
However, while circular billiards are the only examples of global integrable bil-
liards, local integrability is still an intriguing open question. One could consider a
billiard in an ellipse: this is in fact (locally) integrable (see Section 3.2). Yet, the
dynamical picture is very distinct from the circular case: as it is showed in figure
3, each trajectory which does not pass through a focal point, is always tangent to
precisely one confocal conic section, either a confocal ellipse or the two branches of
a confocal hyperbola (see for example [22, Chapter 4]). Thus, the confocal ellipses
inside an elliptical billiards are convex caustics, but they do not foliate the whole
5060 ALFONSO SORRENTINO
domain: the segment between the two foci is left out (describing the dynamics
explicitly is much more complicated: see for example [23] and Section 3.2).
Figure 3. Billiard in an ellipse
Question II (Birkho↵). Are there other examples of (locally) integrable billiards?
A negative answer to this question would solve what is generally known as
Birkho↵ conjecture: amongst all convex billiards, the only integrable ones are the
ones in ellipses (a circle is a distinct special case).
Despite its long history and the amount of attention that this conjecture has cap-
tured, it remains essentially open. As far as our understanding of integrable billiards
is concerned, the two most important related results are the above–mentioned the-
orem by Bialy [2] (see also [24]), a result by Delshams and Ramı´rez-Ros [5] in which
they study entire perturbations of elliptic billiards and prove that any nontrivial
symmetric perturbation of the elliptic billiard is not integrable, and a theorem by
M ther [13] which proves the non-existence of caustics (hence, the non-integrability)
if the curvatur of the boundary vanishes at one point. This latter justifies the re-
striction of our attention to strictly convex domains.
We shall see in the next subsection how this conjecture/question can be rephrased
as a regularity question for Mather’s   function (see Question II bis).
1.3 - Mather’s minimal average action (or  -function) and billiards.
At the beginning of the eighties Serge Aubry and John Mather developed, in-
dependently, what nowadays is commonly called Aubry–Mather theory. This novel
approach to the study of the dynamics of twist di↵eomorphisms of the annulus,
pointed out the existence of many action-minimizing orbits for any given rotation
number (for a more detailed introduction, see for example [15, 19, 20]).
More precisely, let f : R/Z ⇥ R  ! R/Z ⇥ R a monotone twist map, i.e., a
C1 di↵eomorphism such that its lift to the universal cover f˜ satisfies the following
properties (we denote (x1, y1) = f˜(x0, y0)):
(i) f˜(x0 + 1, y0) = f˜(x0, y0) + (1, 0),
(ii) @x1@y0 > 0 (monotone twist condition),
(iii) f˜ admits a (periodic) generating function h (i.e., it is an exact symplectic
map):
y1 dx1   y0 dx0 = dh(x0, x1).
Figure 1. Billiards and caustics on the disk and ellipse. 1
by P . For d eper results and a more thorough tr atment of general dynamical billiards, we refer
the reader to [Tab05], [Kat05], [Pop94] and [PT11].
4.1. Elliptical billiards. From here on, we let Ω be an ellipse with horizontal major axis, given
by the equation
x2
a2
+
y2
b2
≤ 1.
The eccentricity of Ω is defined by E = a2 − b2.
Birkhoff conjectured that the only strictly convex integrable billiard tables are ellipses. Com-
pletely integrable means that there exists a folliation of the phase space by invariant submanifolds.
In the context of Ha iltonian sy tems, this can be shown to be equivalent to the existence of a
maximal number of Poisson commuting invari ts, called first integrals. The (compact) energy
level sets of regular values of these invariants can be shown to be diffeomorphic to tori and the
leaves of a maximal such foliation are called Lagrangian tori. The Lagrangian tori are naturally
parameterized by so called “angle coordinates” while the transversal directions in phase space are
then parameterized by “action coordinates”. It is well known that for each Z ∈ (−E, 0)∪ (0, b], the
confocal ellipse (Z > 0) or hyperbola (Z < 0) given by
x2
E + Z
+
y2
Z
= 1,
is also a caustic (see Figure 1). A short proof of this can be found using elementary planar ge-
ometry in the appendix of [GM79a]. For elliptical caustics, we follow the notation in [KS18] and
[DDCRR17] by setting λ2 = Z ≥ 0. In the context of [KS18], integrable is taken to mean that the
union of all convex caustics has a non-empty interior in R2. Ellipses are both completely integrable
and integrable in the sense of [KS18].
In 1822, Poncelet proved the following remarkable theorem:
1Images courtesy of Vadim Kaloshin and Alfonso Sorrentino.
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Theorem 4.1 ([Pon95b], [Pon95a]). Given an ellipse, if a primitive periodic billiard trajectory is
tangent to a confocal conic section, then all orbits tangent to that caustic are also periodic, have
the same periods, and have the same lengths.
Hence, periodic orbits of a given length come in 1-parameter families. Poncelet’s original theo-
rem, as stated in his 1865 treatises [Pon95b] and [Pon95a], was much more general and concerned
inscribing and circumscribing polygons about other confocal conic sections. There are several mod-
ern proofs of Poncelet’s theorem. Because of this result, we can project confocal ellipses to invariant
curves in the coball bundle B∗∂Ω. We will use ω(C) for the rotation number of such an invariant
curve. For ellipses, the rotation number of a periodic point is always the same as the rotation
number of its corresponding invariant curve.
Birkhoff proved that for any strictly convex domain and any pq ∈ (0, 12 ] in lowest terms, there
exist at least two geometrically distinct periodic orbits with rotation number pq . A strictly convex
billiard table is said to be rationally integrable if for each q ≥ 3, there exists a caustic consisting of
periodic points of rotation number 1q . In particular, the rotation number of the invariant curve cor-
responding to such a caustic must be 1q . A third version of Birkhoff’s conjecture is that ellipses are
the only rationally integrable strictly convex billiard tables. We see that there exist many notions
of integrability, yet Birkhoff’s conjecture remains open for all of them. However, as mentioned in
Section 2, a local version was proven in [KS18].
In [GM79a], it is shown that periodic points of the billiard map on an ellipse are dense in phase
space. Given a length T ∈ Lsp(Ω), the associated fixed point set is denoted FT = {(q, ζ) ∈ B∗∂Ω :
ΦT (q, η) = (q, η)}. Also in [GM79a], the authors construct a special sequence of caustics converg-
ing to the boundary such that the associated fixed point submanifold in B∗∂Ω has exactly two
connected components, corresponding to forwards and backwards flow:
Proposition 4.2 ([GM79a]). Let T0 = |∂Ω| be the perimeter of the ellipse Ω. Then in every
interval (T0 − ε, T0), there exist infinitely many lengths T ∈ Lsp(Ω). For all but a finitely many
such T ∈ Lsp(Ω), FT is the union of two invariant curves which are mapped to each other by
(q, ζ)→ (q,−ζ).
The time reversal map (q, ζ)→ (q,−ζ) reverses the direction of a closed geodesic, which of course
preserves its length and geometry. We call the lengths T in Proposition 4.2 simple, as all periodic
trajectories of length T are tangent to a single caustic. Proposition 4.2 will be crucial in evaluating
our singularity expansion in Section 6 and allowing us to differentiate the constants cj and c˜j from
Theorem 1.4 near λ = 0. That there is only one connected component up to symmetry will rule
out any cancellation between terms in the variation of the wave trace.
5. A parametrix for SR and Singularity Expansion
In this section, we use microlocal analysis to obtain a singularity expansion for the variation of
the wave trace near the length spectrum. In particular, we microlocalize the wave kernels near
16 AMIR VIG
periodic transversal reflecting rays in order to obtain a Fourier integral operator (FIO). Using
Theorem 3.7 from the previous section, we can rewrite
δTr cos t
√
−∆ε = pi∗∆∗r1r2(LbRρ˙+
t
2
SRK˙),(13)
where r1, r2 are the boundary restriction operators, ∆ : ∂Ω→ ∂Ω× ∂Ω is the diagonal embedding,
pi∗ is integration over the fibers, and the modified propagator LbR is given by
LbR =
t
2
(−∇T1∇T2 −∆2 +K20 +K0κ)SR.
This manipulation of notation is just to illustrate how one can decompose the wave trace variation
into the composition of simpler Fourier integral operators. However, the wave kernels LbR and SR
in our formula are not FIOs near the glancing set S∗∂Ω. In [HZ12], the authors microlocalize
the wave kernels near periodic orbits and calculate the principal symbol of the composition (13)
for Dirichlet and Neumann boundary conditions using the symbol calculus in [DG75]. In contrast
to the methods employed in [HZ12], we instead take a more direct approach which avoids the an
application of the trace formula in [DG75].
We begin by reviewing FIOs and Chazarain’s parametrix for the wave propagator. In Section
5.3, we then cook up an explicit oscillatory integral representation for each term in Chazarain’s
parametrix, which microlocally approximates the wave propagator in the interior by using action
angle coordinates for the billiard map. This will rely heavily on the symbol calculus in Section 5.2
and a new phase function for wave propagator. This technique can also be extended to deal with
other convex billiard tables, although the dynamics are not as simple.
5.1. Fourier Integral Operators. Recall that a continuous linear operator A : C∞0 (Y )→ D′(X)
has an associated Schwartz kernel KA ∈ D′(X × Y ). If a ∈ Sµ1,0(X × RN ) is a classical symbol of
order µ and Θ ∈ C∞(X × RN ) is a nondegenerate phase function, then the linear form
A(u) =
∫
X
∫
RN
eiΘ(x,θ)a(x, θ)u(x) dθdx
is called a Lagrangian or Fourier integral distribution on X. If we assume that KA is given by a
locally finite sum of Lagrangian distributions on X×Y , then we say A is a Fourier integral operator
(FIO). One can then show that the wavefront set of the kernel is contained in the image of the map
ιΘ : (t, τ, x, y) 7→ (t, τ, x, dxΘ, y,−dyΘ) when restricted to the critical set CΘ = {dθΘ = 0}. The
image of ιΘ is a conic Lagrangian submanifold Λ ⊂ T ∗X × T ∗Y and the map ιΘ is actually a local
diffeomorphism from CΘ onto Λ. More invariantly, one can consider FIOs associated to general
conic Lagranigan submanifolds Λ ⊂ T ∗X × T ∗Y (called cannonical relations), with respect to the
symplectic form ωX − ωY . The notion of a principal symbol for Fourier integral operators is more
subtle than that for pseudodifferential operators: the principal symbol of A is a half density on Λ
given in terms of the parameterization ιΘ:
e = ιΘ∗(a0|dCΘ|1/2),(14)
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where a0 is the leading order term in the asymptotic expansion for a and |dCΘ|1/2 is the half density
associated with the Leray measure on the level set {dθΘ = 0}. Here, we have ignored Maslov
factors coming from the Keller-Maslov line bundle over Λ. These factors are nonzero constants due
to the multiplicity of phase functions parameterizing the cannonical relation Λ. For a reference, see
[Dui96]. The order of a Fourier integral operator is defined in such a way that when compostion of
Fourier integral operators is possible, the order of the composition is the sum of the orders:
order(A) = m = µ+
1
2
N − 1
4
(nX + nY ).
Here, nX and nY are the dimensions of X and Y respectively. In this case, we write A ∈ Im(X ×
Y,Λ). A sufficient condition which guarantees that the composition exists is clean or transversal
intesrsections of the two operators’ cannonical relations. In general, composition of Fourier integral
operators and the associated symbol calculus is somewhat complicated, but is discussed in [Dui96],
[Ho¨r71] and [DH72]. We will not directly use the composition formula in what follows.
5.2. Chazarain’s parametrix. Chazarain’s parametrix provides a microlocal description of the
wave kernels near periodic transversal reflecting rays. The parametrices for ER and SR are con-
structed in the ambient Euclidean space R×Rn×Rn. We only consider SR, as the formula for ER
can be easily obtained from that of SR by differentiating in t. Following the work in [Cha76] and
[GM79b], we can find a Lagrangian distribution
S˜R(t, x, y) =
∞∑
j=−∞
Sj(t, x, y), Sj ∈ I−5/4(R× Rn × Rn,Γj±),(15)
which approximates SR(t, x, y) microlocally away from the tangential rays modulo a smooth kernel.
We will describe the cannonical relations Γj± momentarily and in particular, show that the sum in
(15) is locally finite. We want to study the problem
utt −∆u = 0, x ∈ Ω,
(∂ν −K)u = 0, x ∈ ∂Ω,
u(0, x) = 0,
ut(0, x) = δ(x− x0),
for x0 ∈ intΩ. Chazarain’s construction begins with the solution of the homogeneous wave equation
in the ambient Euclidean space: 
utt −∆u = 0, x ∈ R2,
u(0, x) = 0,
ut(0, x) = δ(x− x0).
In this case, we have an explicit representation for the fundamental solution of  = ∂2t −∆, given
by Kirkhoff’s formula. If we restrict back to Ω, it is clear that the fundamental solution on R2
will in general not satisfy the Robin boundary condition. However, finite speed of propogation
implies that it does satisfy the boundary condition for small time, since u vanishes identically in a
neighborhood of ∂Ω. If we let d = d(x0, ∂Ω), then we obtain a solution u of the boundary value
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problem for |t| < d. The idea in [Cha76] is to use the billiard flow and properties of FIOs to induc-
tively extend the time interval on which the fundamental solution of the boundary value problem
is defined.
With tj± defined as in Section 4 on billiards and (y, η) ∈ T ∗Ω or T ∗∂ΩR2 inward pointing, we
define
λ1± = g
±t1±(y, η),
λ−1± = g
±t−1± (y, η).
Notice that if y ∈ ∂Ω and |η| = 1 is inward pointing, then β(y, ι∗η) = ̂λ1+(y, η), where β is the
billiard map on B∗∂Ω and ι : B∂Ω→ S∂ΩR2 is the natural projection mapping the ball bundle of
the boundary to the inward pointing portion of the circle bundle with footpoints on the boundary.
Even though we can obtain one from the other, we define both λ± and λ−1± in order to separate the
forwards and backwards wave propagators corresponding to t > 0 and t < 0. After a reflection at
the boundary, we can similarly define λ2±(y, η) and λ
j
±(y, η) for any j ∈ Z. Recall that in Section
4 we defined T j± =
∑j
k=1 t
k± for j > 0 and T
j
± =
∑−1
k=j t
k± for j < 0.
To study how the fundamental solution behaves at the boundary, we propagate the intial data
by the free wave propagator on R2, restrict it to the boundary, reflect, and then propagate again.
If we continue such a construction for all j ∈ Z, the associated phase function of the corresponding
FIO Sj should parameterize the cannonical relations
Γj± =
(t, τ, g±t(y, η), y, η) : τ = ±|η| j = 0,(t, τ, g±(t−T j±(y,η)) ̂λj±(y, η), y, η) : τ = ±|η| j ∈ Z\{0}.
Again, j > 0 and j < 0 correspond to reflections in forward and backward time. In fact, there are
four modes of propagation, corresponding to ±τ ≥ 0 and ±j ≥ 0 in the cannonical relations Γj±.
Since S˜R is a microlocal parametrix, the cannonical relation of the actual solution operator SR is
also
Γ =
⋃
j∈Z,±
Γj±.
Recall that the Hadamard type variational formula for the wave trace in Theorem 3.7 involved the
integral of wave kernels over the diagonal of the boundary. To understand the principal symbol first
in the interior, we study how the propagator reflects at the boundary. In particular, we want to
study the canonical relations Γj± restricted to the fibers over the boundary, which we now describe.
Denote
A0± = {(0, τ, y, η, y, η) : τ = ±|η|}.
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If we flow out from A0± by the Hamiltonian flow ψ±t of H = τ ± |ξ|, we obtain Γ0±. Note that ψ±t
consists of geodesics lifted to T ∗(R× Ω). Consider the following subsets of Γ0±:
A1± = {(t, τ, ψ±t(y, η), y, η) : t > 0, ψt(y, η) ∈ T ∗∂ΩR2, τ = ±|η|},
A−1± = {(t, τ, ψ±t(y, η), y, η) : t < 0, ψt(y, η) ∈ T ∗∂ΩR2, τ = ±|η|}.
If ̂ denotes reflection in the left factor, we have
Γ1± =
⋃
t∈R
Â1±, Γ
−1
± =
⋃
t∈R
Â−1± .
We define Aj± and Â
j
± similarly and note that these are precisely the fibers of the cannonical
relations Γj± lying over the boundary. In the next section, we will compute the principal symbol of
the wave propagator in coordinates on the critical set. Therefore, we first need to better understand
the forwards and backwards symbols on Γ.
Proposition 5.1. Let e± denote principal symbol of S˜R on Γ =
⋃
j∈Z,± Γ
j
±. Then, we have
e± =
1
2τi
|dt ∧ dy ∧ dη|1/2.
Furthermore, the principal symbol for the wave propagator with K = 0 (Neumann boundary condi-
tions) coincides with e± (Robin boundary conditions).
Proof. As in [Cha76] and [HZ12], denote by σ0 the symbol of the restriction to t = 0, σr the symbol
of the boundary restriction operator, and σB the symbol of rN −K ∈ Ψ1. Here, N is an extension
of the unit normal vector field on ∂Ω to a tubular neighborhood of the boundary. We have the
following implications:
S˜R = 0 =⇒ LHe± = 0,
S˜R
∣∣
t=0
= 0 =⇒ σ0 ◦ e+ + σ0 ◦ e− = 0,
d
dt
S˜R
∣∣
t=0
= Id =⇒ τσ0 ◦ e+ − τσ0 ◦ e− = 1
i
σId,
(rN − rK)S˜R = 0 =⇒ σB ◦ e± = σB ◦ e±
∣∣
Aj±
+ σB ◦ e±
∣∣
Âj±
= 0.
(16)
The first assertion in (16) follows from Theorem 5.3.1 of [DH72] and the remaining formulas are
clear. At the boundary, the symbol σB is given by
〈λ(y, η), νy〉σr
on Γ∂Ω ◦Aj± and
〈λ̂(y, η), νy〉σr = −〈λ(y, η), νy〉σr
on Γ∂Ω ◦ Âj±. The symbol of rK doesnt appear since multiplication by K is a ΨDO of order 0
while, N ∈ Ψ1. Hence, the fourth equation in (16) implies that on the boundary, we have
〈λ(y, η), νy〉σr ◦ e±(λ(y, η))− 〈λ(y, η), νy〉σr ◦ e±(λ̂(y, η)) = 0.(17)
Note that in equation (17), both sides involve the composition σr ◦ e±. The formula for the
principal symbol of the composition of FIOs is quite complicated, but is discussed more thoroughly
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in [GM79b], [HZ12], [DG75] and [DH72]. Since 〈λ(y, η), νy〉 is nonvanishing, equation (17) tells us
that the direct and reflected symbols coincide on the boundary. Multiplying the second equation
in (16) by τ and adding/subtracting it to the third equation gives
σ0 ◦ e± = 1
2τi
σId
in the interior. It is elementary to see that σId is the cannonical half density |dt∧ dy ∧ dη|1/2. The
first equation in (16) implies that the symbol is invariant under geodesic flow, so the claim follows
on Γ1±. In fact, since we have already noted that the direct and reflected symbols coincide over the
boundary, the fact that Γj± is the flowout of Â
j
± then implies that the claim extends to all Γ
j
±. 
Remark: Chazarain’s parametrix actually computes the full symbol by solving successive transport
equations and Borel summing the terms. The full proof and explicit computation of the symbol
can be found in the original French paper [Cha76]. The actual solution operator SR could be
obtained from S˜R by adding correction terms via Duhamel’s principle. However, we only need
the principal symbol in our calculation. In [GM79b], a more general situation is treated in which
both M = Ω× {t = 0} and M ′ = ∂Ω× R are nonglancing, noncharacteristic hypersurfaces for the
wave propagator. A Fourier integral operator is then constructed iteratively to solve the localized
hyperbolic pseudodifferential equation.
We now make precise the notion of microlocalized FIOs. Recall Theorem 4.2 in Section 4, which
provides an ample number of caustics having simple length in any neighborhood of |∂Ω|. Hence,
for j ∈ Z large and positive, we can consider periodic orbits having simple length Tj , making a
single rotation and precisely j reflections at the boundary. We would like to microlocalize SR near
orbits of such a simple length Tj . Let χ1(t) be a smooth cutoff function which is identically equal
to 1 on an open nieghborhood of Tj and vanishes in a neighborhood of all other T ∈ Lsp(Ω). As
we remarked above, each propagator Sj has cannonical relations Γ
j
±. Denote by χ2 a smooth cutoff
function which is identically equal to 1 on ∪±Γj± and is conic in the fiber variables τ, ξ and η.
Quantizing χ2 gives a pseudodifferential operator with wavefront set contained in the support of
χ2. For a reference, see Chapter 18 of [Ho¨r85a]. We call such an operator a microlocal cutoff on Γ
j
±.
The composition χ1(t)χ2(t, x, y,Dt, Dx, Dy)SR is then smoothing away from the periodic orbits of
rotation number 1/j. Since Tj was assumed to be simple, the trace of the above composition is
equal to the wave trace modulo C∞ in a neighborhood of Tj .
5.3. Computing the singularity in elliptical polar coordinates. In the previous section, we
reviewed Chazarain’s parametrix and computed the principal symbol and cannonical relation for
the wave propagator. In contrast to the methods employed in [HZ12], we now want to cook up an
oscillatory integral such that microlocally near Γj±,
Sj(t, x, y) =
∫ ∞
−∞
eiΘ(t,τ,x,y)σ(τ, x, y) dτ + L.O.T.
where Sj is the j
th term in Chazarain’s parametrix corresponding to a wave with j reflections.
Here, L.O.T denotes lower order terms. We first find suitable phase functions Θ parameterizing
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Γj±, which we can do only after learning more about elliptical billiards. The following geometric
description of almost periodic orbits in the ellipse is crucial:
Lemma 5.2. For j ∈ Z sufficiently large and any two points x, y ∈ intΩ near the diagonal of the
boundary, there exist precisely four distinct, broken geodesics of j reflections making approximately
one counterclockwise rotation, emanating from x and terminating at y. Similarly, there exist four
such orbits in the clockwise direction.
We relegate the proof this theorem to Section 7, as it uses formulas we haven’t yet discussed and
is of independent interest. The proof of Lemma 5.2 actually provides more information. Of the
four counterclockwise orbits emanating from x, two of them become tangent to a confocal ellipse
before making a reflection at the boundary. We denote these orbits by T orbits (for tangency)
and call their first links T links. The other two orbits make a reflection at the boundary before
becoming tangent to a confocal ellipse and we call these N orbits (for nontangency) with first link
called an N link. Within either T or N category for the first link, the final link of one of the
orbits reaches y before becoming tangent to a confocal ellipse (an N link) and the other has a
point of tangency before reaching y (a T link). In this way, we obtain four types of counterlockwise
orbits from x to y, which we denote by TT , TN , NT , and NN . See Figure 2 for an example
with j = 4. The same characterization also applies to the clockwise orbits, which are obtained
by reflecting the counterclockwise orbits through the vertical axis. These configurations will be
important in determining which limiting orbits give periodic trajectories of precisely j reflections
as (x, y)→ ∆∂Ω.
Definition 5.3. For 1 ≤ k ≤ 8, we set Ψkj (x, y) to be a branch of the length functional correspond-
ing to one of the orbits in Lemma 5.2. It depends only on x, y, j and k. We use the convention that
the indices 1 ≤ k ≤ 4 correspond to the counterclockwise orbits TT, TN,NT,NN and the indices
5 ≤ k ≤ 8 correspond to their reflections about their clockwise counterparts (reflections of the first
four orbits through the vertical axis).
The author learned of a similar function in [MM82] (page 492), where its restriction to the
boundary is defined. In such a case, i.e. if x, y ∈ ∂Ω, it is proved in [GM81], [MM82] and [Pop94]
that only a single counterclockwise orbit of j reflections exists between the boundary points if
they are sufficiently close and j is sufficiently large. Upon inspection of the geometric proof given
in Section 7, one can actually see that as x and y approach the diagonal of the boundary from
the interior, the corresponding orbits coalesce and converge to the orbits described in [MM82].
However, the limiting orbits may have a different number of reflections (cf. proof of Lemma 5.7).
We define phase functions Θkj by the formula
Θkj (t, τ, x, y) = τ(t−Ψkj (x, y)).
Lemma 5.4. The phase functions Θkj (t, τ, x, y) are smooth in an open neighborhood of the diagonal
of the boundary and locally parameterize the cannonical graphs Γj±. In particular, both Γ
j
+ and Γ
j
−
are unions of 8 connected components, which we denote by Γj,k± .
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Figure 2. Counterclockwise orbit configurations TT, TN, NT, and NN correspond-
ing to j = 4. The green and pink curves are the confocal ellipses on which x and y
lie, respectively. The red curve is the caustic of parameter λxy to which the billiard
orbit is tangent.
Proof. For any x, y ∈ Ω letLx,y : ∂Ωj → R+Lx,y(q1, q2, · · · qj) = |x− q1|+ {∑jm=2 |qm − qm−1|}+ |qj − y|(18)
denote the length functional. We first show that billiard trajectories from x to y are in one to one
correspondence with critical points of (18) with respect to q ∈ ∂Ωj . Let g ∈ C∞(R2 × R2) be a
definining function for ∂Ω and consider q as a variable in R2 × · · · × R2 = R2j rather than ∂Ωj . If
q is a critical point of (18), then as in the method of Lagrange multipliers, by setting x = q0 and
y = qj+1, we find that for 1 ≤ m ≤ j, there exists λm ∈ R such that
∂Lx,y
∂qm
=
qm − qm−1
|qm − qm−1| +
qm − qm+1
|qm − qm+1| = λm∇x,yg(x, y).
Since ∇g ⊥ ∂Ω, this implies that the two unit vectors in the formula for ∂qmLx,y have opposite
tangential components, which is precisely the condition giving elastic collision at the boundary
(angle of incedince equals angle of reflection). Similarly, if this condition is satisfied, then q is a
critical point for (18).
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We now consider the functions Ψkj in Definition 5.3. We have
Ψkj (x, y) = |x− qk1 |+
{
j∑
m=2
|qkm − qkm−1|
}
+ |qkj − y|,(19)
where qkm(x, y) is the mth impact point on the boundary for the billiard trajectory corresponding
to Ψkj . As opposed to the qm in the length functional (18), q
k
m will in general have a nontrivial
dependence on x and y. Differentiating (19) in x, we obtain
∂Ψkj
∂xi
=
x− qk1
|x− qk1 |
· ∂
∂xi
(x− qk1 ) +
{
j∑
m=2
qkm − qkm+1
|qkm − qkm+1|
· ∂
∂xi
(qkm − qkm−1)
}
+
qkj − y
|qkj − y|
· ∂
∂xi
(qkj − y).
(20)
Since for each x, y ∈ Ω, the path defined by (x, qk, y) corresponds to a billiard trajectory, we see
that all of the terms except the first telescope in (20). Hence,
dxΨ
k
j =
x− qk1
|x− qk1 |
.(21)
Similarly, differentiating (19) in y, we obtain
dyΨ
k
j =
qkj − y
|qkj − y|
.(22)
Geometrically, these gradients are the incident and (reflected) outgoing unit directions of the bil-
liard trajectories described in Lemma 5.2.
We now consider the maps
ιΘkj
: (t, τ, x, y) 7→ (t, τ, x, dxΘkj , y,−dyΘkj ) = (t, τ, x,−τdxΨkj , y, τdyΨkj )(23)
on the critical set CΘkj
= {t−Ψkj = 0}. Inserting formulas (21) and (22) into (23) and comparing
with the cannonical graphs
Γj± =
(t, τ, g±t(y, η), y, η) : τ = ±|η| j = 0,(t, τ, g±(t−T j±(y,η))λ̂j(y, η), y, η) : τ = ±|η| j ∈ Z\{0}
from Section 5.2, we see that ιΘkj
: CΘkj
→ Γj+ is a local diffeomorphism. Since 1 ≤ k ≤ 8, it follows
that both Γj+ and Γ
j
− are the unions of 8 connected components. 
We now want to derive an explicit formula for the principal symbol e± of SR in coordinates.
Referring to formula (14) for the principal symbol of an FIO, we easily see that in our setting,
dCΘkj
= −dτ ∧ dx ∧ dy. In the previous section, we calculated that e± = 12τi |dt ∧ dy ∧ dη|1/2.
Since we now know that the phase functions Θkj (t, τ, x, y) = τ(t−Ψkj (x, y)) parameterize connected
components of Γj±, we now want to calculate a0 by changing variables. It is ultimately more
convenient to introduce a conformal change of coordinates which is suitable to computing the
symbol e± in the ellipse:
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Definition 5.5. Elliptical polar coordinates are defined on R2\[−c, c] by the equations:
x1 = c coshµ cosϕ, x2 = c sinhµ sinϕ.
Here, (µ, ϕ) ∈ (0,∞) × R/(2piZ) and c = √a2 − b2 is the semifocal distance, i.e. the distance
between the origin and a focal point of the ellipse
Ω =
{
(x, y) :
x2
a2
+
y2
b2
≤ 1
}
.
It is easy to check that the Euclidean metric in these coordinates is a conformal multiple of dµdϕ:
dx1dx2 = c
2(cosh2 µ− cos2 ϕ)dµdϕ.
In particular, the vector fields ∂/∂µ and ∂/∂ϕ are orthogonal at each point. For a fixed µ > 0, the
ϕ coordinate parameterizes a confocal ellipse of eccentricity 1/ cosh(µ). When projected onto the
phase space B∗∂Ω, these curves are precisely the invariant Lagrangian tori for the billiard map. In
particular, fixing
µ = µ0 = cosh
−1
(
a√
a2 − b2
)
gives a parameterization of the boundary ∂Ω. Similarly, for a fixed ϕ > 0, the µ coordinate
parameterizes one a branch of a confocal hyperbola. The reason we use these coordinates is because
up to a conformal factor, tangential differentiation on the ellipse becomes ∂/∂ϕ while differentiating
in the normal direction becomes ∂/∂µ. Since the kernel SR is a function of both the x and y
variables, we use elliptic coordinates for y as well:
y1 = c cosh ν cos θ, y2 = c sinh ν sin θ.
Note that the Leray form is coordinate independent. Hence, without loss of generality, we compute
that in elliptical coordinates,
dCΘkj
= −dτ ∧ dx ∧ dy
= −a4(cosh2 µ− cos2 ϕ)(cosh2 ν − cos2 θ)dτ ∧ dµ ∧ dϕ ∧ dν ∧ dθ.
On the critical set, we have
(t, τ, µ, ϕ, ξ, ν, θ, η) = (Ψkj , τ, µ, ϕ,−τdµ,ϕΨkj , ν, θ, τdν,θΨkj ).
From now on, we drop the the j, k subscripts and write Ψkj = Ψ so that we may use subscripts to
denote derivatives. We have
dt = Ψµdµ+ Ψϕdϕ+ Ψνdν + Ψθdθ,
dy = a2(cosh2 ν − cos2 θ)dν ∧ dθ,
dη1 = Ψνdτ + τ(Ψµνdµ+ Ψνϕdϕ+ Ψννdν + Ψνθdθ),
dη2 = Ψθdτ + τ(Ψθµdµ+ Ψθϕdϕ+ Ψθνdν + Ψθθdθ).
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Wedging all these terms, we find that
dt ∧ dy ∧ dη =τa2(cosh2 ν − cos2 θ)(ΨµΨθΨνϕ + ΨϕΨνΨθµ
−ΨµΨνΨθϕ −ΨϕΨθΨνµ)dτ ∧ dµ ∧ dϕ ∧ dν ∧ dθ.
Keeping in mind that all Ψ terms depend on j and k, we denote the above factor by
Akj (µ, ϕ, ν, θ) = a
2(cosh2 ν − cos2 θ)(ΨµΨθΨνϕ + ΨϕΨνΨθµ −ΨµΨνΨθϕ −ΨϕΨθΨνµ).(24)
Then, on each of the cannonical relations Γj,k± (cf. Lemma 5.4), we have
e± =
|dt ∧ dy ∧ dη|1/2
2τi
=
sgn(τ)
2|τ |1/2i
∣∣∣Akjdτ ∧ dµ ∧ dϕ ∧ dν ∧ dθ∣∣∣1/2 .
As a result, we have proved:
Theorem 5.6. Microlocally near Γj±, the following oscillatory integral is a parametrix for Sj in an
open neighborhood of ∆∂Ω ⊂ Ω× Ω:
Sj(t, µ, ϕ, ν, θ) =
8∑
k=1
∫ ∞
−∞
eiτ(t−Ψ
k
j (x,y))
sgn(τ)
2|τ |1/2i |A
k
j (µ, ϕ, ν, θ)|1/2dτ + L.O.T.
We denote the operators in this sum by Skj .
Recall that the variation of the wave trace is given by
δTr cos t
√
−∆ε =
∫
∂Ω
LbR(t, q, q)ρ˙+
t
2
SR(t, q, q)K˙ dq,
where Lb is defined as
LbR(t, q, q
′) =
t
2
(−∇T1∇T2 −∆2 +K20 +K0κ)SR.
The highest order terms come only from the differentiated sine kernels, which implies that
δTr cos t
√
−∆ε =
∫
∂Ω
t
2
((−∇T1∇T2 −∆2)SR)(t, q, q)ρ˙ dq + L.O.T.
In fact, we can discard even more terms in the singularity expansion:
Lemma 5.7. Modulo Maslov factors, the variation of the localized (even) wave trace near a simple
length Tj is given by∫
∂Ω
t
2
((−∇T1∇T2 −∆2)
(
S1j−1 + S
5
j−1 + S
2
j + S
3
j + S
6
j + S
7
j + S
4
j+1 + S
8
j+1
)
)(t, q, q)ρ˙ dq + L.O.T.
Proof. For the localized wave trace, we only need to consider orbits which contribute to the singu-
larity at Tj . Recall that for positive time, Lemma 5.2 gives 8 orbits connecting x to y. These orbits
coalesce into one of the orbits from [MM82] as (x, y)→ ∆∂Ω. However, as the orbits coalesce within
various configurations, not all of the limiting orbits will have j reflections. As Tj is simple, only the
limiting periodic orbits having exactly j reflections will contribute to the wave trace near t = Tj .
Figure 2 may be useful in visualizing the geometric arguments which follow. As (x, y)→ ∆∂Ω, the
two corresponding orbits in TT configuration (k = 1, 5) converge geometrically to a periodic orbit
of j + 1 reflections. The additional vertex appears at the boundary point where x and y coalesce.
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Similarly, the NN orbits (k = 4, 8) can be seen to converge to a periodic orbit of j−1 reflections. In
this case, the first and last moments of reflection at the boundary converge to a single impact point.
The four orbits in TN (k = 2, 6) and NT (k = 3, 7) configurations preserve exactly j reflections in
the limit. Hence, when x, y ∈ intΩ converge to the boundary, only 4 out of the 8 orbits contribute
to periodic trajectories of j reflections on the boundary. However, in the limit, two additional TT
orbits of j − 1 reflections converge to a periodic orbit of j − 1 + 1 = j reflections. Similarly, two
NN orbits of j + 1 reflections converge to a periodic trajectory of j + 1 − 1 = j reflections. Any
other orbit from x to y with strictly less than j − 1 or strictly more than j + 1 impact points at
the boundary cannot converge to a periodic orbit of j reflections. As we have localized the wave
trace near the simple length Tj , only the 4 + 2 + 2 = 8 orbits which converge geometrically to a
periodic orbit of exactly j reflections will contribute to the singularity near Tj . All additional orbits
contribute smooth errors to the wave trace in a small neighborhood of Tj . 
Definition 5.8. As shown in the proof of Lemma 5.7 above, for each j, there exist 8 limiting
trajectories which converge geometrically to periodic orbits of exactly j reflections. We denote
the set of these trajectories by Gj(x, y) and say that γm,k ∈ Gj if γm,k makes m = j − 1, j or
j + 1 reflections at the boundary and corresponds to the length functional Ψkm. By the results in
[MM82], [GM79a] and [Pop94], the length functionals Ψ2j ,Ψ
3
j ,Ψ
6
j ,Ψ
7
j ,Ψ
4
j+1,Ψ
8
j+1,Ψ
1
j−1 and Ψ
5
j−1
corresponding to orbits in Gj actually coincide for x, y ∈ ∂Ω near the diagonal. We denote their
common value by Ψj .
As we obtained a rather explicit formula for Sj in Theorem 5.6, it now remains to differentiate
the kernels Skj and substitue them into Lemma 5.7. Using our oscillatory integral representation
for Skj in Theorem 5.6, we find that microlocally near Γ
j,k
± and t = Tj ,
(−∇T1∇T2 −∆2)Skj =
−t
2
∫ ∞
−∞
eiτ(t−Ψ
k
j (x,y))
(−iτ)2|∇⊥2 Ψkj |2|Akj |1/2sgn(τ)
2|τ |1/2i ρ˙ dτ + L.O.T.(25)
in an open neighborhood of the diagonal of the boundary. We have only written the terms coming
from −∇T∇T −∆ acting on the phase function in equation (25), as all other terms don’t contribute
positive powers of τ and can be regarded as lower order in the singularity expansion. The operator
∇⊥ in the integrand of (25) is a conformal multiple of the vector field ∂∂ν coming from elliptical
polar coordinates, which gives an extension of the normal vector field to a neighborhood of the
boundary. As Theorem 3.7 tells us that the variation of the wave trace is given by integrating the
kernels LbR and SR over the diagonal of the boundary, we want to understand the restriction of
(25) to the boundary. In Definition 5.8, we noted that the length of the unique orbit connecting
two boundary points with j reflections is well defined. When x = y = q ∈ ∂Ω, Ψj(q, q) gives
precisely the length Tj of a periodic orbit with j reflections emanating from and terminating at q.
By Poncelet’s Theorem (4.1), Ψj(q, q) is actually equal to the constant function Tj , which simplifies
the phase in equation (25). The differentiated kernels in equation (25) also have factors of Akj and
∇⊥2 Ψkj in the integrand. We now discuss how to extend these derivatives of Ψkj to the boundary in
a manner analogous to that of Definition 5.8.
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We have already computed the x, y gradient of the functions Ψkj in equations (21) and (22) in
the proof of Lemma 5.4:
dxΨ
k
j =
x− qk1
|x− qk1 |
, dyΨ
k
j =
y − qkj
|y − qkj |
.
Geometrically, these are the incident and reflected outgoing unit directions of the corresponding
billiard trajectories at x and y. The expression |∇⊥y Ψkj |2 in (25) can easily be seen to be sin2 ωkj ,
where ωkj is the angle made between the terminal link of the billiard trajectory and the positively
oriented tangent line to the confocal ellipse on which y lies. As x, y → ∂Ω, the absolute value of
these angles associated to trajectories in the Gj converge to the terminal angle of the unique limiting
orbit connecting boundary points in [MM82]. We are careful to point out that only the absolute
values of the angles converge, since the angles associated to orbits in TN and NN configurations
actually converge to minus the angle of incidence of the limiting trajectory. All of the limiting
orbits which connect boundary points in [MM82] are automatically in TT configuration.
In order to understand the factor Akj , we must compute the Hessian of Ψ
k
j and its restriction
to the boundary. Recall that Akj is given by equation (24) in elliptical polar coordinates. We can
further simplify that expression to obtain the following:
Lemma 5.9. On the boundary, all of the factors A1j−1, A
5
j−1A
2
j , A
3
j , A
6
j , A
7
j , A
4
j+1 and A
8
j corre-
sponding to orbits in Gj coincide up to sign. We denote their common (absolute) value by |Aj |,
which on ∆∂Ω in particular, satisfies the equation
|Aj(µ0, θ, µ0, θ)| =
∣∣∣∣f5(µ0, θ)sinω ∂ω∂θ
∣∣∣∣ .
Here, ω is the angle of incidince of the unique periodic orbit with j reflections at (a cos θ, b sin θ) ∈
∂Ω and f(µ0, θ) = (a
2(cosh2 µ0 − cos2 θ))1/2 is the inverse of the conformal factor in elliptical
coordinates.
Proof. Let (m, k) denote an admissable pair of indices corresponding to an orbit γm,k ∈ Gj . Recall
the notation in the proof of Lemma 5.4, where we described a billiard trajectory by the point
(x, q, y) ∈ Ω×∂Ωm×Ω. If x ∈ Ω, let us denote the angle between x−q1 and the positively oriented
tangent line to the confocal ellipse on which x lies by ω1. Similarly, if y ∈ Ω, let us also denote
the angle between y − qj and positively oriented tangent line to the confocal ellipse on which y
lies by ω2. Since the elliptical coordinates (µ, ϕ, ν, θ) are conformally equivalent to Euclidean (x, y)
coordinates, we have
∇Tx = (a2(cosh2 µ− cos2 ϕ))−1/2
∂
∂ϕ
, ∇Ty = (a2(cosh2 ν − cos2 θ))−1/2
∂
∂θ
,
∇⊥x = (a2(cosh2 µ− cos2 ϕ))−1/2
∂
∂µ
, ∇⊥y = (a2(cosh2 ν − cos2 θ))−1/2
∂
∂ν
.
Equations (21) and (22) in the proof of Lemma 5.4 then tell us that
Ψµ = ±f(µ, ϕ) sinω1, Ψν = ±f(ν, θ) sinω2,
Ψϕ = −f(µ, ϕ) cosω1, Ψθ = f(ν, θ) cosω2,
(26)
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where the ± in the equations for Ψµ and Ψν are dependent on the configuration of the orbit. They
are + if the corresponding initial or final link is a T link and − if it is an N link. Using (26) to
calculate the second derivatives, we have
Ψθϕ = −f(µ, ϕ) sinω1∂ω1
∂θ
, Ψνϕ = f(µ, ϕ) sinω1
∂ω1
∂ν
,
Ψθµ = ±f(µ, ϕ) cosω1∂ω1
∂θ
, Ψνµ = ±f(µ, ϕ) cosω1∂ω1
∂ν
.
(27)
Then, inserting (27) into the expression (24) for all possible configurations, we find that on the
boundary,
Akm(µ0, ϕ, µ0, θ) =

f3(µ0, θ)f
2(µ0, ϕ)(cosω2
∂ω1
∂ν − sinω2 ∂ω1∂θ ) γm,k ∈ GTTj ∪ GNTj
f3(µ0, θ)f
2(µ0, ϕ)(cosω2
∂ω1
∂ν + sinω2
∂ω1
∂θ ) γm,k ∈ GTNj
f3(µ0, θ)f
2(µ0, ϕ)(− cosω2 ∂ω1∂ν − sinω2 ∂ω1∂θ ) γm,k ∈ GNNj ,
(28)
where the superscripts on Gj indicate the subcollection of orbits within a particular configuration.
Before evaluating this expression on the diagonal of the boundary, we differentiate ω1 in the direction
L of the last link to see that
∇Lω1 = 0 = cosω2∇Tω1 ± sinω2∇⊥ω1 = 1
f
cosω2
∂ω1
∂θ
± 1
f
sinω2
∂ω1
∂ν
,
where the ± correspond to whether the last link is a T link (+) or an N link (−). This implies
that,
∂ω
∂ν
=
cotω2 ∂ω1∂θ γm,n ∈ GTNj ∪ GNNj− cotω2 ∂ω1∂θ γm,n ∈ GTTj ∪ GNTj .(29)
Note that on the diagonal of the boundary, ω1 = ω2 by the law of equal reflection for billiards. We
denote their common value by ω. Inserting formula (29) into (28) and evaluating on ∆∂Ω, we find
that
|Akm(µ0, ϕ, µ0, θ)| = f5
(
cos2 ω
sinω
+
sin2 ω
sinω
) ∣∣∣∣∂ω∂θ
∣∣∣∣ = f5sinω
∣∣∣∣∂ω∂θ
∣∣∣∣ ,
which proves the lemma. 
Substituting the formula for Aj in Lemma 5.9 into (25) and performing the integral (25) in τ ,
we obtain:
Corollary 5.10. The variation of the wave trace localized near t = Tj is
4tRe
{
eσipi/4(t− Tj − i0+)−5/2
}∫
∂Ω
|∇⊥Ψj |2|Aj(q, q)|1/2ρ˙(q) dq + L.O.T.,
where σ is a Maslov index.
Proof. We break up the integral into τ > 0 and τ < 0. The result then follows from a limiting
argument for the Fourier transform of the homogeneous distribution τ3/21(0,∞), as can be found
in Chapter 7 of [Ho¨r03]. Since the 8 terms in (25) corresponding to orbits in Gj coincide on the
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boundary, we multiply the final integral by a factor of 8. The Maslov index σ is due to the multi-
plicity of phase functions parameterizing the cannonical relation of the wave propagator. However,
it is shown in [GM79b] that the Maslov indices in Chazarain’s parametrix remain unchanged after
a reflection at the boundary so they are the same for all Sj . 
5.4. Calculating ∂ω∂θ . To calculate the angular derivative in Lemma 5.9, we will first relate it
to the billiard map and then utilize some special dynamical properties of the ellipse in action
angle coordinates. Recall that the billiard map takes place on the coball bundle B∗∂Ω, which is
diffeomorphic to the inward facing portion of the circle bundle with footpoints on the boundary and
can be parameterized by coordinates (ϕ, ω) ∈ S1×S1 (although we only consider the nontangential,
inward pointing directions corresponding to 0 < ω < pi). Between any two points x, y ∈ ∂Ω, the
results of [MM82] show that there exists a unique broken geodesic of j reflections emanating from x
and terminating at y. This geodesic makes an initial angle of ω (depending on both x and y) with
the tangent line Tx∂Ω. Setting x = y above gives the angle ω(x) corresponding to a periodic orbit,
which we considered in Lemma 5.9. Letting ϕ, θ ∈ S1 be the angular variables which parameterize
x and y respectively in elliptical polar coordinates, we need to calculate the quantity ∂ω∂θ , evaluated
on the diagonal {ϕ = θ}. Consider the mapBj : S1 × (0, pi)→ S1,Bj(ϕ, ω(ϕ, θ)) = pi1 ◦ βj+1(ϕ, ω) = θ,(30)
where pi1 is the projection onto the first factor. Fixing ϕ and differentiating both sides in θ gives
∂Bj
∂ω
(x, ω(θ))
∂ω
∂θ
= 1.
Hence, we have
∂ω
∂θ
=
1
∂Bj
∂ω (x, ω(θ))
.(31)
We will use formula (31) to calculate ∂ω∂θ . Recall that the linearized Poincare´ map of the iterated
billiard map βj+1 at a periodic point (ϕ, ω) is given by
Pj+1(ϕ, ω) =
∂βj+11∂ϕ ∂βj+11∂ω
∂βj+12
∂ϕ
∂βj+12
∂ω
 ,(32)
where βj+11 and β
j+1
2 are the first and second components (in elliptical coordinates) of β
j+1. We
are precisely interested in the (1, 2) entry of this matrix.
To evaluate this quantity, we will use action angle coordinates for elliptical billiards, which we
now describe, following the presentation in [KS18], [DDCRR17] and [CF88]. We begin by develop-
ing some basic elliptic function theory.
Elliptic functions and elliptic integrals were first studied in the context of computing the arclength
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of an ellipse. It is therefore no surprise that these same objects appear naturally in the study of el-
liptical billiards. Formally, an elliptic function is given by a doubly periodic, meromorphic function
on the complex plane. One way to obtain elliptic functions is by inverting elliptic integrals:
Definition 5.11. An incomplete elliptic integral of the first kind is an integral of the form
F (ϕ, k) =
∫ ϕ
0
dτ√
1− k2 sin2 τ
.
The quantity ϕ is referred to as the amplitude and k is the modulus. A complete elliptic integral
of the first kind is given by fixing ϕ = pi/2:
K(k) = F (pi/2, k).
Note that for a fixed k, F (ϕ, k) is an increasing function of ϕ. The amplitude function am(s; k)
is obtained by inverting F in the variable ϕ:
s =
∫ am(s;k)
0
dτ√
1− k2 sin2 τ
.(33)
Definition 5.12. The Jacobi theta functions are defined by
cn(s; k) = cos(am(s; k)),
sn(s; k) = sin(am(s; k)).
These are elliptic functions with periods 4K(k) and 4iK(k′), where k ∈ (0, 1) is called the
modulus and k′ =
√
1− k2 is the complimentary modulus. The reason these elliptic functions are
useful is that they provide coordinates on phase space in which the billiard map becomes a simple
translation. To the confocal ellipse
Cλ =
{
(x, y) ∈ R2 : x
2
a2 − λ2 +
y2
b2 − λ2 = 1
}
,
we associate the following parameters:
k2λ =
a2 − b2
a2 − λ2 ,
δλ = 2F (arcsin(λ/b); kλ) = 2
∫ arcsin(λ/b)
0
dτ√
1− k2λ sin2 τ
.
(34)
Let us also denote the 4K(kλ) periodic boundary parameterization associated to the caustic Cλ by
qλ(s) = (−asn(s; kλ), bcn(s; kλ)) (a reflection about the y axis of the parameterization considered
in [DDCRR17]). It is proven in [CF88] that for all s ∈ R the line segment connecting qλ(s) and
qλ(s+ δλ) is tangent to the caustic Cλ. In other words, (s, λ) are precisely the action-angle coordi-
nates from Section 4 and in these coordinates, the billiard map is given by a linear rotation along
the invariant tori, which are the projections of Cλ onto B
∗∂Ω.
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To relate these action angle coordinates to the elliptical polar coordinates in which we calculated
Aj (cf. Lemma 5.9), note that
(x1, x2) = (a cosϕ, b sinϕ) = (−asn(tϕ; kλ), bcn(tϕ; kλ)),
which implies
ϕ = am(tϕ; kλ) +
pi
2
.(35)
Here, tϕ is defined implicitly by the equations (33) and (35). Similarly, we find that
Bj(ϕ, ω) = pi/2 + am(tϕ + (j + 1)δλ; kλ).
Differentiating Bj in θ, we obtain
∂Bj
∂ω
(ϕ, ω(θ))
∂ω
∂θ
= 1 =⇒ ∂ω
∂θ
=
1
∂Bj
∂ω (ϕ, ω(θ))
.
By the chain rule, we see that
∂Bj
∂ω
=
∂am
∂s
(
∂tϕ
∂λ2
∂λ2
∂ω
+ (j + 1)
dδλ
dλ2
∂λ2
∂ω
)
+
∂am
∂k2λ
dk2λ
dλ2
∂λ2
∂ω
.(36)
We can factor out ∂λ
2
∂ω from (36) and calculate each of the individual terms explicitly. Using the
implicit function theorem, we find that
∂am
∂s
=
√
1− k2λsn2(s; kλ),
evaluated at the point s = tϕ + (j+ 1)δλ. We now find the derivative of tϕ with respect to λ. Since
x is fixed, we know that the argument ϕ = am(tϕ; kλ) must also be fixed. Differentiating in λ under
the integral, we see that
∂tϕ
∂λ2
=
k2λ
(a2 − λ2)
∫ am(tϕ;kλ)
0
sin2 τdτ
(1− k2λ sin2 τ)3/2
.
Using the formula (34) for δλ, we also calculate that
dδλ
dλ2
=
1
bλ
√
1− k2λλ2
b2
1√
1− λ2/b2 +
2k2λ
a2 − λ2
∫ arcsin(λ/b)
0
sin2 τdτ
(1− k2λ sin2 τ)3/2
.(37)
For the last term in (36), write
s =
∫ am(s;kλ)
0
dτ√
1− k2λ sin2 τ
and differentiate both sides in the variable k2λ. We find that
∂am
∂k2λ
= −
√
1− k2λsn2(s; kλ)
∫ am(s;kλ)
0
sin2 τdτ
(1− k2λ sin2 τ)3/2
,
where s is evaluated at tx + (j + 1)δλ. It is also easy to see that
dk2λ
dλ2
=
k2λ
(a2 − λ2) .
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At the critical λ corresponding to the angle ω(x) generating a periodic orbit at x, we have am(tϕ +
(j + 1)δλ) = am(tϕ) + 2pi. Using this, we calculate that
∂Bj
∂ω
=
∂λ2
∂ω
√
1− k2λsn2(tϕ; kλ)
( −k2λ
(a2 − λ2)
∫ 2pi
0
sin2 τdτ
(1− k2λ sin2 τ)3/2
+ (j + 1)
dδλ
dλ2
)
.(38)
We have not simplified the expression in parentheses in (38), since what will ultimately be important
is that this term depends only on λ and not on ϕ or ω. Let us denote this factor by
G(λ) =
−k2λ
(a2 − λ2)
∫ 2pi
0
sin2 τdτ
(1− k2λ sin2 τ)3/2
+ (j + 1)
dδλ
dλ2
.(39)
The term ∂λ2/∂ω is more difficult to compute and will rely on a geometric lemma, which we now
present. As the ellipse is folliated by caustics, for each (x, ω) ∈ S∗∂Ω(R2), there exists a unique λ
such that the line segments of the billiard flow are always tangent to the confocal ellipse/hyperbola
of parameter λ. The following lemma expresses this relationship between the confocal caustic and
angle of incidence:
Lemma 5.13. The billiard ray emanating from (a cosϕ, b sinϕ) at angle ω is tangent to the elliptical
caustic Cλ, where the relationship between λ and ω is given by
λ2 = sin2(ω)
(
b2 + (a2 − b2) sin2(ϕ)) .
Proof. For simplicity, consider the complexified parameterization of the ellipse given by γ(ϕ) =
a cosϕ+ ib sinϕ. The tangent line at γ(ϕ) is then parameterized by
(a cosϕ+ ib sinϕ) + t(−a sinϕ+ ib cosϕ).
Rotating this line counterclockwise by the angle ω, we see that the billiard ray is parameteriszed
by
Lω(t, ϕ) = (a cosϕ+ ib sinϕ) + te
iω(−a sinϕ+ ib cosϕ).
Taking real and imaginary parts, we find that
ReLω(t, ϕ) = a cosϕ+ t(−a sinϕ cosω − b cosϕ sinω),
ImLω(t, ϕ) = b sinϕ+ t(b cosϕ cosω − a sinϕ sinω).
For a given ϕ, ω, there exist infinitely many caustics which intersect the line Lω. However, only
one such caustic intersects Lω at a single point of tangency. To find the parameter of this caustic,
we look for a solution of the equation
Re(Lω(t, ϕ))
2
a2 − λ2 +
Im(Lω(t, ϕ))
2
b2 − λ2 = 1.
This is a quadratic equation in the variable t and a caustic corresponding to a point of tangency
will give rise to a repeated root. Thus, to find λ2, we set the discriminant of this equation equal to
zero. For convenience let us put
A =− a sinϕ cosω − b cosϕ sinω,
B = b cosϕ cosω − a sinϕ sinω.
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If we set the discriminant equal to zero, we obtain(
aA cosϕ
a2 − λ2 +
bB sinϕ
b2 − λ2
)2
=
(
A2
a2 − λ2 +
B2
b2 − λ2
)(
a2 cos2 ϕ
a2 − λ2 +
b2 sin2 ϕ
b2 − λ2 − 1
)
.
After some obvious cancellations and simplifications, multiplying both sides by (a2 − λ2)(b2 − λ2)
gives
λ2 =
(Ab cosϕ+Ba sinϕ)2
A2 +B2
.
Two simple computations show that
A2 +B2 = a2 sin2 ϕ+ b2 cos2 ϕ
and
Ab cosϕ+Bb sinϕ = − sin(ω)(a2 sin2 ϕ+ b2 cos2 ϕ).
Plugging these into the above equation for λ2 completes the proof of the lemma.

Differentiating the formula in Lemma 5.13 by ω gives
∂λ2
∂ω
= 2 sinω cosω(b2 + (a2 − b2) sin2 ϕ),(40)
which is the last term in (36) we needed to calculate.
Remark 5.14. In [GM79b], a different formula is derived in the usual circular polar coordinates
with angular parameter α. In this case,
λ2 = M(α)(1− cos(2ω)),
where
M(α) =
a2 + b2
2
− a
2b2
a2 + b2 − (a2 − b2) cos(2α) .
The relationship between α and the elliptical angular coordinate ϕ is given by
α = arctan
(
b
a
tanϕ
)
.
6. Converting the singularity into an elliptic integral
6.1. Proof of ρ˙ = 0. It now remains to convert the singularity expansion in Corollary 5.10 into
an elliptic integral, following the ideas in [GM79a]. Recall that according to Corollary 5.10, the
variation of the localized wave trace is given by
δTr cos t
√
−∆ε = 4tRe
{
eσipi/4(t− Tj − i0+)−5/2
}∫
∂Ω0
|∇⊥Ψj |2|Aj(q, q)|1/2ρ˙(q) dq + L.O.T.
The computations in Section 5.4 combined with Lemma 5.9 lead us to the formula
|Aj | =
∣∣∣∣ f5sinω ∂ω∂θ
∣∣∣∣ =
∣∣∣∣∣∣ f
5
sinω
1
∂λ2
∂ω G(λ)
√
1− k2λsn2(tϕ)
∣∣∣∣∣∣ ,(41)
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on the diagonal of the boundary, where G(λ) is given by (39) and ∂λ
2
∂ω is given by (40). The formulas
(39) and (37) show that G is in fact a nonvanishing analytic function of λ. Putting this all together,
we see that the principal term in the variation of the wave trace (5.10) is given by the product of
the distribution
4tRe
{
eσipi/4(t− Tj − i0+)−5/2
}
and the factor
cj =
∫
∂Ω
sin(ω)|f(µ0, ϕ)|5/2∣∣∣2G(λ) cos(ω)(b2 + (a2 − b2) sin2 ϕ)√1− k2λsn2(tϕ; kλ)∣∣∣1/2 ρ˙(ϕ) dq(ϕ).(42)
Since we are evaluating on the diagonal of the boundary, Poncelet’s Theorem (4.1) guarantees that
the parameter λ corresponding to a j-periodic geodesic is in fact independent of ϕ. Hence, the
G(λ) factor can be pulled outside of the integral in (42). However, both ω, and tϕ in the integrand
depend on ϕ, so it remains to compute this dependency and parameterize the boundary explicitly.
Recall that Lemma 5.13 gives us
λ2 = sin2(ω)
(
b2 + (a2 − b2) sin2(ϕ)) .
Since ω /∈ {0, pi/2, pi} for orbits which are tangent to a confocal ellipse, this equation determines
the trigonometric terms appearing in the integrand of (42) up to a sign:
sinω =
√
λ2
b2 + (a2 − b2) sin2(ϕ) ,
cosω = ±
√
1− λ
2
b2 + (a2 − b2) sin2(ϕ) .
(43)
To simplify notation, set C(ϕ) =
(
b2 + (a2 − b2) sin2(ϕ)). Recalling that in elliptic coordinates, if
we fix
µ0 = cosh
−1
(
a√
a2 − b2
)
,
then we obtain a parametrization of ∂Ω0 in terms of ϕ ∈ R/2piZ, given by
γ(ϕ) = (a cosϕ, b sinϕ).
In these coordinates, the line element on ∂Ω0 is
dq(ϕ) =
√
a2 cos2 ϕ+ b2 sin2 ϕdϕ.
Recalling that cosϕ = −sn(tϕ; kλ) due to our convention (35) on the phase shift, a simple compu-
tation using formula (43) then shows that
cosω
√
1− k2λsn2(tϕ; kλ) =
1
|C(ϕ)(a2 − λ2)|1/2 (C(ϕ)− λ
2),
which simplifies the integrand in (42) to∣∣∣∣λ2f(ϕ)52G(λ)
∣∣∣∣1/2 ∣∣∣∣a2 − λ2C(ϕ)
∣∣∣∣1/4 γ∗ϕ˙√C(ϕ)− λ2 .(44)
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Reinserting this into the integrand in (42), we obtain∫ 2pi
0
∣∣∣∣λ2f(ϕ)5(a2 cos2 ϕ+ b2 sin2 ϕ)2G(λ)
∣∣∣∣1/2 ∣∣∣∣a2 − λ2C(ϕ)
∣∣∣∣1/4 γ∗ϕ˙dϕ√C(ϕ)− λ2 ,(45)
from which the first formula in Theorem 1.4 follows.
We now set the integral in equation (45) equal to zero. Since λ is nonzero and independent of
ϕ, we can divide out the separated terms depending only on λ from both sides and what is left will
be a nonzero analytic function F (ϕ) multiplied by ρ˙(ϕ)(C(ϕ)− λ2)−1/2:∫ 2pi
0
F (ϕ)ρ˙(ϕ)dϕ√
C(ϕ)− λ2 = 0.(46)
Here, we have written
F (ϕ) =
∣∣f(µ0, ϕ)5(a2 cos2 ϕ+ b2 sin2 ϕ)∣∣1/2 |C(ϕ)|−1/4 .
Using the Z2 × Z2 symmetry condition on ρ˙, the equation (46) reduces to∫ pi/2
0
F (ϕ)ρ˙(ϕ)dϕ√
C(ϕ)− λ2 = 0.(47)
We now recall that since the singularity expansion is localized near a simple length Tj , we have
λ = λj and λj → 0 as j → ∞. The expression (47) is actually analytic in the parameter λ2
and vanishes at each λ2j . Since it has an accumulation point of zeros, it is actually flat at λ = 0.
Differentiating k times under the integral (47) in the parameter λ2 and evaluating at λ = 0, we see
that ∫ pi/2
0
F (ϕ)γ∗ρ˙(ϕ)dϕ
|C(ϕ)|1/2+k = 0.
It is clear that the functions |C(ϕ)|−k form a subalgebra of C(S1). Since we have restricted the
domain to (0, pi/2), this subalgebra also separates points, and hence by the Stone-Weirstrauss
theorem,
F (ϕ)γ∗ρ˙(ϕ)
|C(ϕ)|1/2 ≡ 0.(48)
Since F and C are nonvanishing, equation (48) implies that ρ˙ = 0.
6.2. Proof of K˙ = 0. We now return to the first variation of the Robin function K. According to
Theorem 3.7,
δTr cos t
√
−∆ε =
∫
∂Ω
LbR(t, q, q)ρ˙+
t
2
SR(t, q, q)K˙ dq.
Since we have just shown that ρ˙ = 0 in Section 6.1, the variational trace formula in Theorem 3.7
becomes
δTr cos t
√
−∆ε =
∫
∂Ω
t
2
SR(t, q, q)K˙ dq.(49)
In Section 5.3, we cooked up an oscilatory integral representation for Sj microlocally near the
cannonical relations Γj± lying over an open neighborhood of the diagonal of the boundary (Theorem
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5.6). Without the LbRρ˙ terms, we do not differentiate the sine kernel in the integrand of (49). Again
following the formulas for homogeneous distributions in [Ho¨r03], we see that near t = Tj ,
δTr cos t
√
−∆ε = −8tRe
{
eσipi/4(t− T − i0+)−1/2
}∫
∂Ω
|Akj |1/2dq,
where the minus sign is due to the appearance of the same Maslov index σ appearing in the
principal term. Plugging in the formula (41) for Aj gives the second formula in Theorem 1.4.
Similar computations to those in Section 6.1 lead us to the equation
∫ pi/2
0
∣∣∣∣∣∣
f5(a2 cos2 ϕ+ b2 sin2 ϕ)
√
C(ϕ)
√
a2 − λ2j
2G(λ)λ2j
∣∣∣∣∣∣
1/2
K˙(ϕ)dϕ√
C(ϕ)− λ2j
= 0.
Discarding the separated terms depending only on λj and Taylor expandng at λ = 0 as before, we
see via the Stone-Weirstrauss theorem that K˙ = 0, which concludes the proof of Theorem 1.1.
Remark: In [HZ12], the principal symbol computation for Neumann boundary conditions follows
closely the work of [DG75]. The principal symbols for the Neumann and Robin wave propagators
agree and the computations in [HZ12] yield
δTr cos(t
√−∆) ∼ t
2
Re

∑
Γ⊂FT
CΓ
∫
Γ
ρ˙γ1 dµL
 (t− T + i0+)−5/2
 ,
where the sum is over connected components Γ of the fixed point set FT and γ1 ∈ C(B∗∂Ω) is given
by γ1(q, ζ) =
√
1− |ζ|2. The coefficients CΓ are nonzero Maslov factors coming from the stationary
phase computation in [HZ12] and µL is the Leray measure on Γ ⊂ B∗∂Ω, which is computed in
[GM79a]. In our computations, all of these factors are explicit.
7. Proof of Lemma 5.2
This section is dedicated to the proof of Lemma 5.2. Fix j ∈ Z large and choose a corresponding
tubular neighborhood U of ∂Ω with the following property: for any x ∈ U , the j-fold broken
geodesic emanating from x which is tangent to the confocal ellipse on which x lies makes less than
a quarter rotation. By this we mean that if x = (a coshµx cosϕx, a sinhµx sinϕx), then the j + 1
impact point at the boundary has angular component ϕx,j ≤ ϕx + pi/2. This is certainly possible
since the billiard flow is continuous on the closure of its phase space and if x is on the boundary,
the corresponding orbit is stationary. Denote by Cλx the confocal ellipse on which x lies. We now
perturb this orbit by holding x fixed and increasing the parameter λ2 of the confocal caustic
Cλ =
{
z ∈ R2 : z
2
1
a2 − λ2 +
z22
b2 − λ2 = 1
}
,
to which the orbit is tangent. This can be done by rotating the initial covector of the trajectory
slightly in any direction within S∗x(R2) so that it makes a nonzero angle with the tangent line to
Cλx at x. As λ
2 increases, the associated angle also increases, the confocal ellipses shrink and
heuristically, the j-fold broken geodesic begins to rotate more and more around Ω. This is precisely
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the “twist property” of the billiard map: for a fixed point x in the base, the straight line in phase
space obtained by letting the angular component vary becomes twisted under iteration of the bil-
liard map. If y is another point which is sufficiently close to x, we claim that there exist 8 angles
in S∗x(R2) such that the last link of the corresponding billiard trajectory intersects y.
Four of these orbits will be oriented in the counterclockwise direction and four in the clockwise
direction. Of the four counterclockwise orbits, two of them will correspond to rotating the ini-
tial covector in S∗x(R2) in the counterclockwise direction and two will result from a rotation in
the opposite direction. We show that in elliptical polar coordinates, the angular components of
both intersection points of the last link (after j reflections) with the confocal ellipse on which y
lies are increasing as we rotate the inital covector within either direction in S∗x(R2). Hence, both
intersection points will wind around the confocal ellipse until they eventually coincide with y. The
clockwise orbits will then be constructed by a simple reflection argument.
Let λx and λy denote the parameters of the confocal ellipses on which x and y lie respectively.
If λx > λy, then it is clear that the last link of any billiard emanating from x will intersect Cλy
exactly twice. If λy > λx but x and y are sufficiently close, then λx and λy are also close, so we can
arrange that the billiard emanating from x which is tangent to Cλy makes less than a half rotation.
Hence, the orbits making a full rotation will necessarily have final links which intersect Cλy twice.
We only consider such x, y, which lie in an open neighborhood of ∆∂Ω ⊂ Ω× Ω.
Let us now prove that the angular components of both intersection points of the last link with
the caustic Cλy are increasing. To do this, we will consider a variant of the map Bj defined in
Section 5.3. Recall that we definedBj : S1 × (0, pi)→ S1,Bj(ϕ, ω(ϕ, θ)) = pi1 ◦ βj+1(ϕ, ω) = θ,
where β is the billiard map on the coball bundle B∗(∂Ω) of the boundary. Since the coball bundle
of the boundary is diffeomorphic to the collection of inward facing covectors in S∗∂Ω(R2) and the
latter is more geometrically natural, we lose no generality by considering Bj or β as a map on
S∗∂Ω(R2). We’ve assumed that x, y ∈ intΩ, so we must first flow to the boundary in order to study
the billiard map. Let α ∈ S1 and denote by (x1(α), ω1(α)) the point obtained by evolving (x, α)
under the forward billiard flow for t1+(x, α) units of time and then reflecting at the boundary. Recall
from Section 4 that we defined
t1±(y, α) = inf{t > 0 : g±t(y, α) ∈ ∂Ω}.
To the fixed point (x1(α), ω(α)) ∈ S∗∂Ω(R2), we may apply Bj−1 to obtain the angular component
of the jth impact point. Denote the corresponding boundary point by
xj(α) = (a cosBj−1(x1(α), ω1(α)), b sinBj−1(x1(α), ω1(α))).
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Denote by αx the angle which the oriented tangent line TxCλx makes with the positive x axis. If α is
close to αx, the first j iterates under billiard map will also make less than a quarter rotation by our
original set up. Our strategy is to let α vary within an open cone of directions which parameterizes
all possible counterclockwise orbits emanating from x, and show that precisely 4 of these angles
result in orbits which reach y after j reflections, making approximately one rotation.
For each α, there exists a unique λ such that the corresponding orbit is tangent to the caustic
Cλ. For example, λx corresponds to αx. Let U
∗
x be the set of α ∈ S∗x(R2) such that the corre-
sponding orbits avoid the region between the focal points. Then, denote the set of homogeneous
extensions of U∗x to T ∗xR2 by C∗x, which is precisely the fiber cone at x of admissable initial covectors
we consider. If x varies smoothly in Ω, so do the associated fibers and in this way, we obtain a
smooth cone bundle, which we denote by C∗(Ω) ⊂ T ∗(Ω), over a tubular neighborhood of ∂Ω.
If α increases, so does the parameter λ of the confocal caustic, i.e. dλ/dα > 0 for α > αx.
Similarly, as α decreases, the parameter λ also increases, as can be seen by considering the back-
wards (clockwise) orbit. Hence, λx is a local minimum for α near αx. By the implicit function
theorem, it is clear that λ is a smooth function of α as long as the corresponding forwards and
backwards orbits do not enter between the focal points. Let us first consider the case in which α
increases. For α > αx, there is a one to one correspondence between α and λ. In this case, it is
geometrically clear that the angular component of x1 is also increasing in α. For a given λ, consider
the line L(λ, ζ) uniquely determined by the condition that it contains xj(α(λ)) and is tangent to
the confocal ellipse Cζ . If ζ > λy, it is clear that L(λ, ζ) necessarily intersects Cλy twice. Consider
the following map:
B˜j(x, λ, ζ) =
(
min{θ(L(λ, ζ) ∩ Cλ(y))}
max{θ(L(λ, ζ) ∩ Cλ(y))}
)
.
The two components of B˜j(x, λ, ζ) are precisely the angular components of the first and second
intersection points of L with Cλy . While the parameter ζ has thus far been arbitrary, L will coincide
with the last link of the j-fold billiard trajectory precisely when ζ = λ(α). Hence, we need to show
that
∂
∂λ
B˜j
(i)
(x, λ, λ) > 0,
where B˜j
(i)
is the ith component of B˜j for i = 1, 2. Differentiating the above expression and
applying the chain rule, we obtain
∂
∂λ
B˜j
(i)
(x, λ, λ) =
∂B˜j(i)
∂λ
+
∂B˜j
(i)
∂ζ
∣∣∣∣
ζ=λ
.(50)
The advantage of this formula is that it will allow us to use ideas from Section 5.3. In particular,
we will be able to quantitatively estimate both terms in (50) and show that for large j, the sum
is large and positive. In what follows, we use the notation . to denote bounds with constants
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independent of λ, ω and j.
To obtain a large lower bound on
∂B˜j
(i)
∂λ with ζ fixed, we first find a corresponding lower bound on
∂
∂λ
Bj(x1(α(λ)), ω1(α(λ))) =
∂Bj
∂x1
∂x1
∂α
∂α
∂λ
+
∂Bj
∂ω
∂ω
∂α
∂α
∂λ
.(51)
By a slight abuse of notation, we have systematically confused x1 with its angular component θ(x1),
since they are in one to one correspondence modulo factors of 2pi. In Section 5.3, we found a rather
explicit expression for
∂Bj
∂ω
=
∂am
∂s
(
∂tϕ
∂λ2
∂λ2
∂ω
+ (j + 1)
dδλ
dλ2
∂λ2
∂ω
)
+
∂am
∂k2λ
dk2λ
dλ2
∂λ2
∂ω
,(52)
where x1 ∈ ∂Ω is fixed and ω is evaluated at the critical angle ω(x1) corresponding to a periodic
orbit. Using the formulas in Section 5.3, we can actually let x1 vary in α and evaluate at any ω.
Let us first examine the term in (52) with a coefficient of (j + 1). We see that
∂am
∂s
=
√
1− k2λsn2(tϕ + (j + 1)δλ; kλ),(53)
dδλ
dλ2
=
1
bλ
√
1− k2λλ2
b2
1√
1− λ2/b2 +
2k2λ
a2 − λ2
∫ arcsin(λ/b)
0
sin2 τdτ
(1− k2λ sin2 τ)3/2
,(54)
∂λ2
∂ω
= 2 sinω cosω(b2 + (a2 − b2) sin2(ϕ)).(55)
If j is suffciently large, we can ensure that λ≪ 1. Hence, (53) can bounded below by (1−b2/a2)/2
and recalling Lemma 5.13, the product of 1/λ and sinω coming from equations (54) and (55) can
be estimated below by 1/a. For λ 1, all of the remaining terms can easily be bounded below by
a positive constant depending only on a and b. Hence, we have
(j + 1)
∂am
∂s
dδλ
dλ2
∂λ2
∂ω
& j.
We now consider the first term ∂am∂s
∂tϕ
∂λ2
∂λ2
∂ω in (52). The first and third factors of this product are
clearly bounded above and below, independently of ω, λ, and j near λ = 0 by the same arguments
as before. We recall from Section 5.3 that
∂tϕ
∂λ2
=
k2λ
(a2 − λ2)
∫ am(tϕ;kλ)
0
sin2 τdτ
(1− k2λ sin2 τ)3/2
,
which is also clearly bounded in magnitude by a positive constant independent of ω, λ and j.
In a similar manner, we’d like to estimate the final term ∂am
∂k2λ
dk2λ
dλ2
∂λ2
∂ω in (52). Recall from Sec-
tion 5.3 that
∂am
∂k2λ
= −
√
1− k2λsn2(s; kλ)
∫ am(s;kλ)
0
sin2 τdτ
(1− k2λ sin2 τ)3/2
,
dk2λ
dλ2
=
k2λ
(a2 − λ2) .
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Both terms can be bounded independently of ω, λ and j. Combining this with the earlier bound
for (55), we see that
∂Bj
∂ω
& j.(56)
We also need to estimate the remaining terms in (51). In particular, we must bound
∂ω
∂α
∂ω
∂λ
=
∂ω
∂λ
from below by a positive constant and
∂Bj
∂x1
∂x1
∂α
∂α
∂λ
=
∂Bj
∂x1
∂x1
∂λ
in magnitude. Lemma 5.13 tells us that if 0 ≤ ω ≤ pi/3, then
∂λ
∂ω
=
1
cosω
1√
b2 + (a2 − b2) sin2 ϕ
≤ 2
b
,
so that
∂ω
∂λ
≥ b
2
.(57)
It is also geometrically clear that ∣∣∣∣∂x1∂α ∂α∂λ
∣∣∣∣ = ∣∣∣∣∂x1∂λ
∣∣∣∣ . 1.(58)
By writing out Bj in action angle coordinates, we see that
∂Bj
∂x1
=
∂am
∂s
(tϕ + (j + 1)δλ; kλ)
∂tϕ
∂ϕ
,(59)
where tϕ is defined implicitly by the equation ϕ = am(tϕ; kλ)+pi/2. Hence, by the implicit function
theorem and our previous bound for (53),
∂Bj
∂x1
is both nonnegative and bounded independently of
ω, λ and j. Combining (56), (57), (58) and (59), we see that
∂Bj
∂λ
(x1(α(λ)), ω(λ)) & j.
As ζ is fixed, this clearly implies that
∂B˜j
(i)
∂λ
& j.
Letting the parameter ζ increase or decrease, it is geometrically clear that B˜j varies independently
of ω, j and λ. Hence, ∣∣∣∣∣∣∂B˜j
(i)
∂ζ
∣∣∣∣∣∣ . 1,
and this implies that
∂
∂λ
B˜j
(i)
(x, λ, λ) & j.
In this way, we obtain two orbits from x to y by letting α increase within the α ≥ αx regime.
Dynamically, these orbits can be characterized by having a point of tangency to a confocal ellipse
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before a moment of reflection at the boundary in the forwards direction.
We now consider the regime in which α ≤ αx. There is a different one to one correspondence
between α and λ but many of the equations above remain completely valid. In particular (56) and
(57) are unchanged. Hence, by essentially the same bounds as before,
∂
∂λ
B˜j(x, λ, λ) & j
in the α ≤ αx regime. This provides two additional orbits, which are dynamically characterized by
having a reflection at the boundary before becoming tangent to a confocal ellipse.
To obtain the four clockwise orbits, note that we can first apply the isometry R2 3 (z, w) 7→ (−z, w),
obtain four counterclockwise orbits as above, and then reflect back. In the last link of any orbit,
the first point of intersection with Cλy is reached before a point of tangency with a confocal ellipse
while the second intersection point is reached after a point of tangency. These characterizations
are important in Section 5.3 for understanding four types of orbit configurations and determining
which types of limiting orbits give rise to periodic orbits of precisely j reflections as (x, y)→ ∆∂Ω.
Remark 7.1. For sufficiently large j and x, y both lying on the boundary near the diagonal, the
existence of a single such geodesic for general smooth, strictly convex domains was proven in
[GM81], [MM82] and [Pop94]. The eight geodesics in the statement of Lemma 5.2 can be seen to
collapse into the orbits described in [MM82] as (x, y) → ∆∂Ω. However, there may be a different
number of reflections in the limiting orbit (cf. proof of Lemma 5.7).
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