Abstract. We prove a max-min theorem for weak containment in the context of algebraic actions. Namely, we show that given an algebraic action G X, there is a maximal, closed
Introduction
Let G be a countable, discrete group. An algebraic action of G is an action G X by continuous automorphisms of a compact group X. If we equip X with the Haar measure, this action becomes a probabilitymeasure preserving action. We are typically interested in purely ergodic theoretic properties of G (X, m X ) (e.g. ergodicity, mixing, complete positive entropy etc). However, the additional topological and algebraic structure that X possesses provide additional tools to study the ergodic theoretic properties of G (X, m X ) and one is able to efficiently establish an abstract theory as well as machinery around the ergodic theory of algebraic actions.
For example, in [31] we showed, when G is sofic, the Pinsker factor (properly defined) of an algebraic action is itself an algebraic action. In [30] , we gave a precise theoretical framework for studying the equality of topological and measure entropy for algebraic actions. Results in [29] give a sufficient condition for this shifts. We let Z(G) denoted the integral group ring of G. If f ∈ M m,n (Z(G)), then f naturally induces a convolution operator λ(f ) : ℓ 2 (G) ⊕n → ℓ 2 (G) ⊕m (see Section 3 for the precise formula).
Theorem 1.2. Let G be a countable, discrete, group and let f ∈ M n (Z(G)) be such that λ(f ) is injective on ℓ 2 (G) ⊕n . Then G (X f , m X f ) is weakly contained in a Bernoulli shift.
Knowing that an action is weakly contained in a Bernoulli shift is interesting in its own right. However, an additional significant consequence of Theorem 1.2 is a heavy simplification of part of the proof of the main result of [33] . Note that being weakly contained in a Bernoulli shift implies strong soficity (as defined implicitly in [7] and explicitly in [31, Definition 3.4] ) with respect to any sofic approximation. So Theorem 1.2 in particular implies that G (X f , m X f ) is strongly sofic. Section 5 of [33] proves that
is strongly sofic, but the proof there is the most technical portion of an already technical paper. Our proof of Theorem 1.2 is much easier than what is in [33] , though it is certainly inspired by that proof. By [33, Theorem 1.1], the fact that G (X f , m X f ) is strongly sofic allows one to show that the measure entropy of G (X f , m X f ) equals log det L(G) (f ), only knowing that the topological entropy of G X f is the logarithm of the Fuglede-Kadison determinant. The case of topological entropy is handled in Sections 3-4
of [33] and is much easier to establish than the measure entropy case. So Theorem 1.2 can be used to give a major simplification of the proof that the measure entropy of G (X f , m X f ) is the logarithm of the Fuglede-Kadison determinant, which is a significant and important result in the field of sofic entropy as well as the study of algebraic actions.
As part of the proof of Theorem 1.2, we establish a way to associate to every ξ ∈ ℓ 2 (G, R) ⊕n , and every with the usual entropy defined by Kieffer (see [43] ) when the group is amenable, by the results in [16, 41] .
Sofic groups are the largest class of groups where it is known that one can define entropy so that entropy of a Bernoulli shift is equal to the entropy of the base. Sofic groups are also the largest class of groups where it is known that entropy can be defined to be a conjugacy invariant which distinguishes Bernoulli shifts with different base entropies. So the fact that our results show complete positive entropy for the class of actions of sofic groups should be taken to be optimal. We mention here that it is not known if all groups are sofic.
Recall that if G X is an algebraic action then the homoclinic group of X, denoted ∆(G X), is the subgroup of X consisting of all x ∈ X so that lim g→∞ gx = 0. If X is abelian, and 1 ≤ p < ∞, Chung-Li in [23, Section 5] defined the p-summable homoclinic group to be the set of x ∈ X so that g∈G |χ(gx)| p < ∞ for all χ ∈ X. Here |x + Z| = inf n∈Z |x + n| for all n ∈ Z. We let ∆ (p) (G X) be the p-summable homoclinic group of G X. It is easy to see that the p-summable homoclinic group is contained in the homoclinic group. It is easy to see that a square summable homoclinic point in T G is the image of an element of ℓ 2 (G, R)
under the canonical quotient map R G → T G . As mentioned before, associated to every ξ ∈ ℓ 2 (G, R), and to every ν ∈ Prob(Z) which has mean zero and a finite second moment, we have a ν ⊗G measurable map Θ ξ : Z G → T G which is a measurable extension of convolving by the adjoint of ξ. The maps (Θ ξ ) ξ∈ℓ 2 (G,R)
along with Theorem 1.1 allow one to prove the following new result on complete positive entropy.
Theorem 1.3. Let G be a countable, discrete, group and let G X be an algebraic action. Suppose that
∆ (2) (G X) is dense in X. Then G (X, m X )
is weakly equivalent to a Bernoulli shift. If G is sofic, then
G (X, m X ) has completely positive entropy in the presence with respect to any sofic approximation of G.
We remark that the results in Section 3 rely on the fact that if ν ∈ Prob(R) has mean zero and a finite second moment, then the Fourier transform of ν, denoted ν, is C 2 with ν(0) = 1, ν ′ (0) = 0. This implies that ν(t) = 1 + O(t 2 ) as t → 0, and this is crucially what we use to define Θ ξ as well as to compute (Θ ξ ) * (ν ⊗G ).
If we wanted to extend Θ ξ to a large class of vectors, say ξ ∈ ℓ p , we would need to consider probability measures ν with the property that ν(t) = 1 + O(t p ). It is a well known fact once p > 2 the only such measure is the dirac mass at 0. In fact, Re 1 − ν(t) t 2 = 2 sin(πtx) t 2 dν(t), for all t = 0.
By Fatou's Lemma, the above shows that if ν(t) = 1 + O(t p ) with p > 0, then |x| 2 dν(t) = 0, and so ν = δ 0 .
Thus we cannot use the same arguments to extend Θ ξ to the case ξ ∈ ℓ p (G) with p > 2 in a way that Θ ξ varies continuously in ξ. For this reason, it is unlikely that one can prove Theorem 1.3 by only assuming that ∆ (p) (G X) is dense in X if p > 2. See Propositions 3.7, 3.8 for more detailed results.
Suppose that f ∈ M n (Z(G)) and λ(f ) : ℓ 2 (G) ⊕n → ℓ 2 (G) ⊕n is the associated convolution operator (see Section 3 for the precise definitions). If f has an ℓ 2 formal inverse in the sense of [32] , then G X f has a square summable homoclinic point. Additionally if λ(f ) is invertible, then f has an ℓ 2 formal inverse. So We remark that actions of the above type were already considered in the nonamenable context in [26] , though in [26] they allow X to be nonabelian. Our results show that the actions considered there have completely positive entropy in the presence, provided X is abelian. In [26] it is implicitly shown that By "topologically generate X" we mean that the smallest closed subgroup of X containing all the X j is X itself.
We close the introduction by discussing the organization of the paper. In Section 2 we prove Theorem 1.1, as well as a general version for weak containment with respect to other classes of actions. In Section 3
we define, in a natural way, an equivariant map Θ ξ :
⊕n and any probability measure on R which has a finite second moment and is mean zero. This map extends convolution in the case that ξ is finitely supported. In Section 4, we apply this measurable extension of convolution, along with our main theorem (Theorem 1.1) to get many new results on weak containment, and on complete positive entropy. and providing a productive work environment.
1.1. Notational Conventions. In order to work in the proper generality, we will need to adopt some notation for product spaces. If m ∈ N, and A is a set, then A m will be regarded as functions {1, · · · , m} → A.
We also use A ∞ for A N . If J is a set, we let c c (J, C) be all finitely supported functions J → C, with similar
If (A, Σ) is a standard Borel space, we let Prob(A) denote the space of completed, Borel probability measures on A. We will often drop Σ from the notation if it is clear from context or not necessary. If A is a Polish space, then we equip A with the obvious Borel structure. A Lebesgue space will be a complete probability space (X, µ) which is isomorphic modulo null sets to a Polish space equipped with a completed Borel probability measure.
If X is a Hausdorff topological group, we say that S ⊆ X topologically generates X if the smallest closed subgroup of X containing S is X itself. If (Y j ) j∈J are closed subgroups of X, we use j∈J Y j for the smallest closed subgroup of X containing all the Y j . If X is a Polish group, we let Sub(X) be the space of closed subgroups of X. We equip Sub(X) with the Chabauty topology. We use the notation Y ≤ X to mean that Y is a closed subgroup of X. Note that if µ, ν ∈ Prob(X), then there is a unique µ * ν ∈ Prob(X) so that
for all Borel E ⊆ X. Given µ ∈ Prob(X), we define µ * ∈ Prob(X) by µ * (E) = µ({x : x −1 ∈ E}). By a representation of X, we shall always mean a continuous homomorphism π : X → U(H) where H is a Hilbert space, and U(H) is the group of unitaries on H. We shall say π is finite
is a representation of X and µ ∈ Prob(X), we let π(µ) be the unique bounded operator on H so that
It is straightforward to see that π(µ * ν) = π(µ)π(ν) and π(µ * ) = π(µ) * for all µ, ν ∈ Prob(X).
The main result on weak containment
In this section, we prove Theorem 1.1. We will also prove a more general result for weak containment with respect to a fairly arbitrary class of actions. The first step is the following formulae which tell us how to recover the Haar measure on Y 1 ∨ Y 2 , as well as the Haar measure on the group topologically generated by the support of a given probability measure. We use the following notation: given orthogonal projections P, Q on a Hilbert space H, we let P ∧ Q be the orthogonal projection onto P (H) ∩ Q(H).
Lemma 2.1. Let X be a compact group.
(ii) For µ ∈ Prob(X), we have that m supp(µ * * µ) = lim n→∞ (µ * * µ) * n .
Proof. (i):
By the Peter-Weyl theorem, it suffices to show that π(
n for every finite-dimensional representation π of X. So fix a finite-dimensional representation π of X, and set P j = π(m Yj ) for each j = 1, 2. Observe that each P j is an orthogonal projection. Since P 1 P 2 P 1 ≤ 1, and P 1 P 2 P 1 ≥ 0, the spectral theorem shows that (P 1 P 2 P 1 ) n converges to the projection onto the fixed points of P 1 P 2 P 1 . We claim that the projection onto the fixed points of
is contained in the set of fixed points of P 1 P 2 P 1 . Conversely, suppose that ξ ∈ H is fixed by P 1 P 2 P 1 . Then ξ = P 1 P 2 P 1 ξ ≤ P 1 ξ ≤ ξ , so P 1 ξ = ξ , and this implies that P 1 ξ = ξ. Similarly, we have that P 2 ξ = ξ, so the fixed points of P 1 P 2 P 1 are P 1 (H)∩P 2 (H). It simply remains to show that
and this is straightforward from the fact that P j is the orthogonal projection onto the Y j -invariant vectors for j = 1, 2 and that π(m Y1∨Y2 ) is the projection onto the Y 1 ∨ Y 2 -invariant vectors.
(ii): Fix a finite-dimensional representation π : X → U(H). As in (i), it suffices to show that
It now simply suffices to show that the fixed points of π(ν) are π(m supp(ν) ). Let P be the projection onto the fixed points of π(ν).
is the projection onto the Y -fixed points in H, and so it is clear that π(m Y ) ≤ P. Conversely, suppose that ξ ∈ H and is fixed by π(ν). Then:
By the Cauchy-Schwartz inequality we have that Re( π(x)ξ, ξ ) ≤ ξ 2 , and since x → Re( π(x)ξ, ξ ) is continuous the above equation is only possible if Re( π(x)ξ, ξ ) = ξ 2 for every x ∈ supp(ν). Since
for all x ∈ X, we have that π(x)ξ = ξ for all x ∈ supp(ν). But {x ∈ X : π(x)ξ = ξ} is a closed subgroup of X, so we must have that π(x)ξ = ξ for all x ∈ Y. Thus
Lemma 2.2. Let X be a compact group, and let P ⊆ Prob(X) be closed under convolutions, the * -operation, and in the weak
(ii) There is a unique Y ∈ S so that supp(ν * * ν) ⊆ Y for every ν ∈ P. (iii): Since ν ∈ P, we have that supp(ν * * ν) ⊆ Y by Lemma 2.1 (ii). Let f : X × X → X be the map
We thus have that q • f is ν ⊗ ν-almost surely equal to Y. Thus for ν ⊗ ν-almost every (x 1 , x 2 ) ∈ X × X we have that x 1 Y = x 2 Y. By Fubini's theorem, this implies that there is a c ∈ X/Y so that xY = c for ν-almost every x ∈ X. Thus supp(ν) ⊆ c.
If (X, µ) is a probability space, then a finite observable is, by definition, a measurable map α : X → A where A is a finite set equipped with the σ-algebra of all subsets of A. Suppose that G is a countable, discrete, group and G (X, µ) is a probability measure-preserving action. Given a finite observable α : X → A, and a finite F ⊆ G, we let α
Definition 2.3. Let G be a countable, discrete, group, and C a class of probability measure-preserving actions of G. Given a probability measure-preserving action G (Y, ν), we say that G (Y, ν) is weakly contained in C if for every ε > 0, every finite F ⊆ G, and every finite observable α : Y → A, there is a probability measure-preserving action G (X, µ) in C and a finite observable β : X → A so that
In the above inequality we are identifying Prob(A F ) with the subset of ℓ 1 (A F ) consisting of functions which are nonnegative and which have · 1 -norm 1.
Suppose in the preceding definition that Y is a compact metrizable space, that the action is by homeomorphisms, and that the measure ν is the completion of a Borel probability measure. Then it is easy to see that G (Y, ν) is weakly contained in C if and only if there is a sequence G (X n , µ n ) of actions in C and measurable maps ψ n : X n → Y so that:
• lim n→∞ (ψ n ) * (µ n ) = ν in the weak * topology,
If A is a set, and G is a group, we always have the left shift action G A G given by
We will occasionally also use the right shift action ρ given by
The left shift action will be what we use more often, thus for a ∈ A G , g ∈ G, the notation ga will be reserved for the action of g on A under the left shift action. Also, when we write G A G we will, unless otherwise stated, mean the left shift action of G on A G . If A is a Borel space, and µ ∈ Prob(A), the measure µ ⊗G is invariant under the left shift action. The action G (A G , µ ⊗G ) will be called the Bernoulli shift action.
Definition 2.4. Let G be a countable, discrete, group and let C be a class of probability measure-preserving actions of G. We say that C is weakly closed under products if whenever
is weakly contained in an element of C.
Here are some examples of classes which are weakly closed under products:
(1) the class of all sofic actions (trivial from the fact that the product of two sofic actions is sofic), 
(2) We may characterize Y in (1) as the minimal subgroup of X with the following property: every
Proof. (1): Let P be the set of µ ∈ Prob(X) so that G (X, µ) is weakly contained in C. Then P is clearly weak * closed. It is also closed under convolution: because if µ, ν ∈ P, then G (X, µ * ν) is a factor of the product action G (X × X, µ ⊗ ν) with factor map p : X × X → X given by p(x, y) = xy. We also have that P is closed under the * operation, since we have an isomorphism of probability measure-preserving actions
given by taking inverses.
Thus, if we let S = {Y ∈ Sub(X) : m Y ∈ P}, then by Lemma 2.2 (1), we may find a maximal element
is weakly contained in C, and is the maximal subgroup of X with this property.
(2): First, suppose that G (Z, ζ) is weakly contained in C and that ψ : Z → X is Borel and Gequivariant. Then µ = ψ * (ζ) ∈ P and so by Lemma 2.2 (iii), there must be an a ∈ X so that supp(ν) ⊆ aY.
Thus ψ(z) ∈ aY for almost every z ∈ Z.
Conversely, suppose that Y is another subgroup of X with this property. Since Applying C to the class of Bernoulli shifts shows the following.
Corollary 2.6. Let X be a compact, metrizable group and let G be a countable, discrete group with G X by continuous automorphisms. The following are equivalent:
(
ii) For every proper G-invariant subgroup Y of X, there is an action weakly contained in a Bernoulli shift which is not G X/Y -ergodic in the presence of G X.
The following two corollaries are simple consequences of Corollary 2.5.
Corollary 2.7. Let G be a countable, discrete, sofic group, and let G X be an algebraic action. Then:
(ii) Y is the minimal closed subgroup of X so that every sofic action is G X/Y -ergodic in the presence of G X.
Corollary 2.8. Let G be a countable, discrete, sofic group, and let G X be an algebraic action. Fix a
(ii) Y is the minimal closed subgroup of X so that every probability measure-preserving action which is strongly sofic with respect to
For later use, we state a consequence of Corollary 2.8 for the study of algebraic actions with completely positive entropy. See the discussion preceding Proposition 2.12 in [31] for a definition of completely positive entropy in the presence. For our purposes, it is sufficient to note that completely positive entropy in the presence implies that every nontrivial factor has positive entropy.
Corollary 2.9. Let G be a countable, discrete, sofic group with sofic approximation (σ k ) k . Let G X be an algebraic action. Suppose that (X j ) j∈J are G-invariant, closed subgroups of X, and that
If each G (X j , m Xj ) is strongly sofic and has completely positive measure entropy in the presence with
is strongly sofic and has completely positive measure entropy in the presence with respect to (σ k ) k .
Proof. The fact that G (X, m X ) is strongly sofic with respect to (σ k ) k is automatic from Corollary 2.8, so we turn to proving that G (X, m X ) has completely positive measure entropy in the presence. Since Y of X so that the Pinsker factor is of the form G X/Y (and the factor map is just the quotient map
. By [29, Theorem 1.1] and the fact that G (X j , m Xj ) is strongly sofic with respect to (σ k ) k , we then have that
where in the last line we use that G (X, m X ) is strongly sofic. By definition of the outer Pinsker factor,
Since G (X j , m Xj ) has completely positive entropy in the presence, the above shows that K j = {1}. Since q Y is continuous and X = j X J , it follows that
By definition of the outer Pinsker factor, this shows that G (X, m X ) has completely positive entropy in the presence.
Measurably Extending Convolution
In this section, we provide the necessary background material for our main applications of Corollary 2.6.
The main tool ends up being a measurable way to extend the convolution operation between real-valued functions.
If V is a vector space over R, and m, k ∈ N ∪ {∞} we will regard M m,k (V ) as the vector space of all m × k-matrices with entries in R. Right now this is a formal object without additional algebra structure, but of course it will have such a structure once V is an algebra. with v ij ∈ V for all i, j. Similar remarks apply to the case that k is infinite and m is not, and when both are infinite. We identify V m with M m,1 (V ).
Let C(G) denote the ring which is c c (G, C) as set and with the product operation of convolution, i.e.
, and C(G) ⊕m with the subset of C(G) m consisting of those α so that the function N × G → C given by (j, g) → α(g)(j) is finitely supported. Similar remarks apply to
This expression makes sense, since for every 1 ≤ l ≤ k, 1 ≤ j ≤ m we have that ξ lj is compactly supported.
For later use, we also note that the same equation as above allows us to define
Similar remarks as above allow us to define
, we let λ(g)A be given by (λ(g)A) ij = λ(g)(A ij ). Technically, we are in some sense multiplying
A by the matrix B ∈ M k ((C G )) with B ij = δ i=j g, and we should adopt notation to account for this. We think this mild abuse of notation will not cause any problems.
For the remainder of the paper, we will reserve q for the above quotient map. We will suppress the dependence upon k, G in the notation. For ξ ∈ M m,k (R(G)) we define maps
Clearly, Θ ξ is defined via convolution and this is simple to make sense of when ξ ij is compactly supported for each i, j. The major goal of this section is to extend this to a larger vector space of ξ, and we will do this via a continuity argument. So we will need topologies on M m,k (R(G)) and the space of maps (
We put a topology on
If both m, k are finite, this can be given by the
As for the space of maps (
G , we use the following notion. Let X be a standard Borel space, and µ a completed Borel probability measure on X. Given a metric space (Y, d) we let Meas(X, µ, Y ) be the space of µ-measurable maps f : X → Y. As is typical in measure theory we will identify two such maps if they agree almost everywhere, but will almost always suppress this from the notation. We give Meas(X, µ, Y ) the measure topology: a sequence (f n ) n in Meas(X, µ, Y ) converges to an f ∈ Meas(X, µ, Y ) if and only if it converges in measure, i.e. for every ε > 0,
It is well known that convergence in measure comes from a unique metrizable topology on Meas(X, µ, Y ).
We will not need to explicitly write down this metric. However, we will need to use that if (Z, ∆) is another metric space, then Φ : Z → Meas(X, µ, Y ) is uniformly continuous if and only if for every ε > 0, there is a
metrizable space, then the topology on Meas(X, µ, K) does not depend on a choice of a compatible metric on K, so we will typically not explicitly put a metric on K.
Unless otherwise specified, for a k ∈ N we will endow R k with the metric induced from the · 2 -norm:
We say that ν ∈ Prob(R k ) has a finite second moment if x 2 2 dν(x) < ∞. We say that ν has mean zero if x 2 dν(x) < ∞ and x(j) dν(x) = 0 for all j = 1, · · · , k.
Finally, given a Lebesgue space (X, µ) we let L 
. It suffices to show that for each 1 ≤ l ≤ m,
So it suffices to show that the map ξ → Ψ ξ l has a continuous extension.
Since ξ → ξ l is clearly uniformly continuous we may, and will, assume that m = 1.
, as ν has mean zero and a finite second moment. For
Then ρ is a * -representation of the * -algebra C(G). Moreover, it is easy to see that
Since X j has mean zero and independent translates, the above equality implies that
So by the Cauchy-Schwartz inequality,
given by ξ → Ψ ξ is linear, the above shows that it is Lipschitz. So it has a unique uniformly continuous extension to a map
Since the inclusion
is uniformly continuous, we are done.
Corollary 3.2. Let G be a countable discrete group, k ∈ N, m ∈ N ∪ {∞} and ν ∈ Prob(R k ). We may 
Proof. By Proposition 3.1, we may extend ξ → Ψ ξ to a uniformly continuous map R) ) we continue to use Ψ ξ for the image of ξ under this map.
It is direct to check if ξ ∈ M m,k (c c (G, R)) then this agrees with the previous definition of Θ ξ . To show that ξ → Θ ξ is uniformly continuous, it suffices to show that for every g ∈ G, ξ → E g • Θ ξ is uniformly continuous where 
Items (a), (b) are easy in the case that ξ ∈ M m,k (c c (G, R)) the general case follows by continuity of ξ → Θ ξ . The same method applies to showing (c).
We will need to control the image of Θ ξ . For this purpose, we introduce a natural subgroup of (
We let X ζ be the smallest, closed, G-invariant subgroup of (T m ) G containing all q(ζ j ) for 1 ≤ j ≤ k.
The following lemma will be crucial in our control of both the image of Θ ξ , as well as to gain information about (Θ ξ ) * (ν ⊗G ) . It will follow by similar arguments as in [32, Lemma 3.1]
Lemma 3.4. Let k ∈ N and let f : R k → C which can be written as f (t) = 1 + F (t)t, t where F :
converges absolutely, and the map Φ : ℓ 2 (J, R) → C given by
is continuous if we give ℓ 2 (J, R) the · 2 -topology.
Proof. We first show that the product defining Φ converges absolutely. Fix ξ ∈ ℓ 2 (J, R). Then C = sup j∈J F (ξ(j)) < ∞, so:
By a well known criterion, this implies that the product defining Φ converges absolutely.
It only requires a mildly more sophisticated argument to show that Φ is continuous. Fix a ξ ∈ ℓ 2 (J, R), and let ξ n be a sequence of vectors with ξ − ξ n 2 → 0. Let log be the analytic branch of the logarithm defined in C \ (−∞, 0] which has log(1) = 0. We may choose a constant A > 0 so that
We may also choose a δ ∈ (0, 1) so that |f (t) − 1| < 1/2 if t 2 < δ. Let
Choose N large enough so that ξ − ξ n 2 < δ/2 for all n ≥ N. Fix an n ≥ N. Then for any j ∈ J \ E, we have:
We have that
Hence for n ≥ N,
The first term on the right-hand side of this inequality goes to zero as n → ∞, since ξ − ξ n 2 → 0. For the second term, observe that for j ∈ J \ E we have that F (ξ n (j)) − F (ξ(j)) → n→∞ 0, and ξ(j)
Hence,
Exponentiating,
Since E is finite,
Thus we see that
and this shows that Φ is continuous.
To control the image of Θ ξ , we will also use the following fact. If Y is a locally compact group, we use Y for the group of continuous homomorphisms χ :
It is a consequence of Pontryagin duality that
(see [55, Lemma 2.1.3]).
So α, gξ j ∈ Z for all 1 ≤ j ≤ k, g ∈ G. Since the group generated by {gq(ξ j ) : g ∈ G, 1 ≤ j ≤ k} is dense in
Conversely, suppose that α ∈ (X ξ ) o . Then for every 1 ≤ j ≤ k, g ∈ G we have that
Thus r(ξ * )α ∈ Z(G) ⊕k .
We now close with two more properties of the map ξ → Θ ξ that will be crucial for us. Given µ ∈ Prob(Y ), we define its Fourier transform µ : Y → C by
We identify R with R by the duality t, s T = ts+Z. Given a countable, discrete group G, and m ∈ N∪{∞} we identify the Pontryagin dual of (T m ) G with Z(G) ⊕m via the duality
Since α is finely supported, this is in fact a finite sum.
Theorem 3.6. Let G be a countable, discrete group, k ∈ N, m ∈ N ∪ {∞} and ν ∈ Prob(R k ). Suppose that ν has mean zero and a finite second moment.
, and we set µ ξ = (Θ ξ ) * (ν ⊗G ), we then have that
Proof. (i): By Corollary 3.2, the map
⊕m given by ξ → µ ξ is continuous. Since ν has mean zero and finite second moments, we know that ν(0) = 0, (∇ ν)(0) = 0, and that ν is C 2 . Thus by Taylor's theorem with remainder, we know that ν(t) = 1 + F (t)t, t for some continuous F :
So by Lemma 3.4 we also have that the map
As both these maps are continuous, they must be equal by density of M m,k (c c (G, R))
(ii): It suffices to show that µ ξ is supported on X ξ * . To show this, it suffices to show that if α ∈ (X
We now show that Corollary 3.2 is in some sense optimal, and that one cannot hope to extend Θ ξ to the case of ξ ∈ M m,k (ℓ p (G, R)). For 1 ≤ p ≤ ∞, and m, k ∈ N ∪ {∞} we can give M m,k (ℓ p (G, R)) the product topology: a sequence ξ (n) ∈ M m,k (ℓ p (G, R)) converges if and only if
If both m, k are finite, this topology is given by then norm
Recall that we are identifying M m,1 (R G ) with (R G ) m . So when m is finite, this allows us to consider the
Proposition 3.7. Let G be a countably infinite group, and k ∈ N, m ∈ N ∪ {∞}. Suppose that ν ∈ Prob(R k )
and that ν is not the dirac mass at 0. Fix a p ∈ (2, ∞).
(i) There is no extension of the map
ii) There is no extension of the map
Proof. For ξ ∈ M m,k (c c (G, R)), we let µ ξ = (Θ ξ ) * (ν ⊗G ). If we could continuously extend ξ → Θ ξ , then we could continuously extend ξ → µ ξ by composing with the continuous map Meas((
. So it suffices to prove (ii). As in the proof of Proposition 3.1, we may, and will, assume that m = 1.
We first claim the following.
Claim 1. There is a
Suppose the claim is false, Fix a 1 ≤ j ≤ k. By assumption, we can find a sequence t n → 0 with t n = 0 for all n so that
By direct computation,
Applying Fatou's Lemma, it follows that
Since this is true for every 1 ≤ j ≤ k, we have that
and this contradicts our assumption that ν is not the dirac mass at 0. Now suppose that a continuous extension of ξ → µ ξ exists, we continue to denote the image of ξ ∈ M 1,k (ℓ p (G, R)) under this extension by µ ξ . We make another claim. For ξ ∈ M 1,k (ℓ p (G, R)), we define
Claim 2. For every ξ ∈ M 1,k (ℓ p (G, R k ))) with ν( ξ(g)) = 0 for every g ∈ G we have
Thus the infinite product g∈G ν( ξ(g)) does not depend upon how one enumerates G, and so by a well known theorem we have that
By claim 1, we may find a 1 ≤ j ≤ k and a sequence t n ∈ R of nonzero real numbers with |t n | < 2 −n/p so that |1 − ν(t n e j )| ≥ 2 n |t n | p . We may also choose t n so that |1 − ν(t n e j )| < 1/2 for all n ∈ N. Choose a sequence (E n ) n of disjoint, nonempty, finite subsets of G so that
and G is infinite, it is possible to choose such a sequence. Now define ξ ∈ M 1,k (R G ) by ξ 1l = δ l=j n t n 1 En .
We then have that
) and ν( ξ(g)) = 0 for all g ∈ G. So by claim 2,
and this gives a contradiction.
We also show that the assumption that ν has a finite second moment and has mean zero is necessary to extend Θ ξ to ξ ∈ M m,k (ℓ 2 (G, R)).
Proposition 3.8. Let G be a countably infinite group, and k
and that ν is not the dirac mass at 0. Suppose that one of the following two conditions hold:
• either ν does not have a finite second moment, or
• ν has a finite second moment but does not have mean zero.
(i) There is no extension of the map
ii) There is no extension of the map
Proof. As in the proof of Proposition 3.7, we may, and will, assume that m = 1. As in the proof of Proposition
3.7, it suffices to show (ii).
We first prove the following claim. Claim. There is a 1 ≤ j ≤ k so that
Suppose that the claim is false. We first show that ν has a finite second moment. We may apply Fatou's Lemma as in the proof of Proposition 3.7 to see that for every 1 ≤ j ≤ k :
since we are assuming that
Since this is true for all j = 1, · · · , k we see that ν has a finite second moment.
Thus, by hypothesis, we must have that ν does not have mean zero. So we may choose a 1 ≤ j ≤ k so that x j dν(x) = 0. Since ν has a finite second moment, we may apply the dominated convergence theorem to see that
This gives a contradiction, so we have shown the claim.
Once we have shown the claim, the proof proceeds, mutatis mutandis, as in Proposition 3.7.
Propositions 3.7,3.8 show that defining Θ ξ in a continuous manner when ξ / ∈ M m,k (ℓ 2 (G, R)) is not possible, and that our hypothesis that ν ∈ Prob(R k ) has mean zero and a finite second moment is necessary.
Thus Corollary 3.2 should be taken as the optimal context in which we can measurably extend convolution ξ beyond assuming that ξ is finitely supported.
Though we will not use it much we close this section by connecting our definition of X ξ to the group X f associated to an f ∈ M m,k (Z(G)) which is often discussed in the study of algebraic actions (e.g. see [15, 13, 18, 33, 45, 49] ).
Definition 3.9. Let m ∈ N ∪ {∞}, k ∈ N, and f ∈ M k,m (Z(G)). We let X f be the Pontryagin dual of
. It is equipped with the natural algebraic action G X f dual to the natural action
By Pontryagin duality, we may naturally identify X f with (r(f )(Z(G) ⊕k )) o and in this way regard it is a subgroup of (T m ) G . We will implicitly do so for the remainder of the paper.
We will need notation for multiplication of matrices. If
Here we recall our notational conventions stated at the beginning of Section 3.
It is well know that if ξ is an ℓ 2 formal inverse to f, then (f ξ) ij = δ i=j δ 1 (see [32, 
Proposition 2.2 (iii)]).
We leave it as an exercise to the reader to check that for m, n ∈ N, k ∈ N ∪ {∞}, and f ∈ M m,n (R(G)),
Proposition 3.11. Let m, n ∈ N, and suppose that f ∈ M n (Z(G)) has an ℓ 2 formal inverse ξ ∈ M n (ℓ 2 (G, R)).
Then,
Proof. y Proposition 3.5, we have that
For α ∈ Z(G) ⊕n , we have that r(f )r(ξ)α = r(ξf )α. Since ξ is a left formal inverse to f, r(f )r(ξ)α = α.
Conversely, suppose that α ∈ r(f )(Z(G) ⊕n ), and write α = r(f )β with β ∈ Z(G) ⊕n . Then
So we have shown that (X
, and thus X f = X ξ * .
Applications to strong soficity and completely positive entropy
We let
It follows from the closed graph theorem that the operator λ(ξ) :
We let ξ L(G) denote the operator norm of this operator. For ξ, ζ ∈ L(G), we will typically use ξζ instead of ξ * ζ. It is direct to check that for ξ, ζ ∈ L(G) we have that λ(ξ)λ(ζ) = λ(ξζ) (e.g. both sides agree on c c (G) and so the result follows by continuity), and by definition we have that ξ = λ(ξ)δ 1 . From
If m, n ∈ N, and ξ ∈ M m,n (L(G)), we can define a bounded operator λ(ξ) :
We let ξ Mm,n(L(G)) be the norm of this operator.
By the same methods as in [32, Proposition 2.2. (ii)], for every
Further,
We will also use δ 1 ⊗ id ∈ M n (ℓ 2 (G)) for the matrix (δ 1 ⊗ id) ij = δ i=j δ 1 . With this notation, we may recover
Note that, by definition, L(G) is a subset of ℓ 2 (G). We remind the reader of the notation ξ 2 for ξ ∈ M m,n (ℓ 2 (G)) stated in the beginning of Section 3. With this in mind, we can define an appropriate notion of approximate inverses.
Definition 4.1. Let G be a countable discrete group, and let f ∈ M m,n (R(G)).
we say that (ξ k ) k is:
• an approximate left inverse to f if
• an approximate right inverse to f if
• an approximate inverse if and only if it is both an approximate left inverse and an approximate right inverse.
We recall the polar decomposition of a bounded operator T : H → K between Hilbert spaces H, K. We
Additionally, by [24, Proposition 13.
, and if φ is real valued. As above, we have that
is an approximate left inverse to f, then we have
is an approximate right inverse to f, then for every ζ ∈ ℓ 2 (G) ⊕n we have
follows from the case of ζ ∈ C(G) ⊕m by the density of C(G) ⊕n in ℓ 2 (G) ⊕n .
(b): This proved in the exact same manner as (a).
(c): We prove the contrapositive. So assume that r(ξ k )α 2 does not converge to ∞. Then by passing to a subsequence we may, and will, assume that there is a constant C > 0 so that r(ξ k )α 2 ≤ C. By further passing to a subsequence we may, and will, assume that there is a ζ : G → R m so that r(ξ k )α → k→∞ ζ pointwise. By Fatou's lemma,
and so α = r(f )ζ.
Because of the preceding Proposition, it is worthwhile to address when f has approximate left (or right)
inverses. Proof. (a): First suppose that f has an approximate left inverse (ξ k ) k to f. Let ζ ∈ ker(λ(f )). By the same arguments as in Lemma 4.2 (a), we have that
and thus ζ = 0.
Conversely, suppose that λ(f ) is injective. Let λ(f ) = v|λ(f )| be the polar decomposition of λ(f ).
Since λ(f ) is injective, we have that 1 {0} (|λ(f )|) = Proj ker(λ(f )) = 0. Thus:
by the spectral theorem. 
so u is a unitary. Define φ k as in (b) and set ξ k = φ k (|λ(f )|)u * (δ 1 ⊗ id). in As in (a),
As in (a), we know that 1 (0,∞) (|λ(f )|) = 1 and since u is a unitary this implies
is weakly contained in a Bernoulli shift and so that
Proof. By Proposition 4.3 (c), we may find an approximate inverse (ξ k ) k to f.
Choose a probability measure η ∈ Prob(Z n ) with mean zero, finite second moment and so that | η(x)| < 1
for every x ∈ R n \ Z n . E.g., take
For δ > 0, let γ δ be the Gaussian measure on R n uniquely characterized by
Now set ν δ = η * γ δ , and let Θ ξ k ,δ be the map constructed in Corollary 3.2 corresponding to ν = ν δ . Let
We start with two claims.
To prove claim 1, let β ∈ Z(G) ⊕n be such that σ = r(f )β. Then by Lemma 3.4, Hence, by Lemma 4.2 (b) we have that
the last line following as η ∈ Prob(Z k ) and β ∈ Z(G) ⊕k . Letting δ → 0 proves claim 1.
To prove claim 2, there are two cases. In the first case, suppose that α ∈ r(f )(ℓ 2 (G, R) ⊕n ), and choose ζ ∈ ℓ 2 (G, R) ⊕n so that α = r(f )ζ. By Lemma 4.2 (b) we have that r(ξ k )α − ζ 2 → 0, and so Lemma 3.4
implies that
Since α / ∈ r(f )(Z(G) ⊕n ), we may find a g 0 ∈ G so that
For the second case, suppose that α / ∈ r(f )(ℓ By claims 1 and 2, and a diagonal argument we may choose a decreasing sequence δ k of positive real numbers with δ k → 0 so that:
in the weak * topology. By construction, µ is weak * limit of factors of Bernoulli measures, and so G
is weakly contained in a Bernoulli shift. By the first item above, we have that µ(σ) = 1 for every σ ∈ r(f )(Z(G) ⊕n ). Thus µ is supported on X f . By the second item above, we also have that | µ(α)| < 1 for
Theorem 4.5. Let G be a countable, discrete, group n ∈ N, and f ∈ M n (Z(G)). of "how many microstates lift" using partitions, and the work in [34] formulates using a compact model.
But both of these are measurements of how many microstates for G Y lift, and by methods now entirely standard in the field (first appearing in [41] ) it is easy to equate the two quantities. Shortly after the work in [34] , a definition of topological entropy in the presence was given in [44, Definition 9.3] . In [44] , the authors call this "the entropy of G (Y, ν) relative to the extension G (X, µ)." We prefer the name "entropy in the presence" to avoid confusion with the "entropy of The notion of entropy in the presence is designed to fix the fact that sofic entropy as defined by Bowen can increase under factor maps. For example, it is a trivial consequence of the definitions that
increasing if we replace G (Y, ν) with an intermediate factor between Y and X, and decreasing if we replace G (X, µ) with an extension. Because it fixes the fact that entropy can increase under factors, entropy in the presence often gives the correct way to define properties of actions which depend upon their factors. For instance, it gives a different notion of a Pinsker factor (called the outer Pinsker factor) which has better properties then the usual Pinsker factor (see e.g. [34, 31] ). It also gives a different notion of complete positive entropy. We say that G (X, µ) has completely positive entropy in the presence, if for
This trivially implies that every factor of G (X, µ) has positive entropy. 
Then there is a sequence 
Proof. Let ν n = u ⊗k {−n,··· ,n} . Then ν n (x) = 1 for all x ∈ Z k and all n ∈ N, and | ν n (x)| → n→∞ 0 for all
for every n ∈ N. Now suppose that α ∈ Z(G) ⊕m and that α / ∈ (X ξ ) 0 . Then by Proposition 3.5 we may find
Since the Fourier transform is a homeomorphism onto its image, this means that
We remark that Lemma 4.6 ends up being a rather strong analogue of Lemma 4.4. Let ξ be a in Lemma 4.6 and 4.4.
The proof of Theorem 4.5 shows that m X f is a limit of measures supported on (T n ) G which are factors of Bernoulli measures. This is equivalent to being weakly contained in a Bernoulli shift. However, Lemma 4.6 shows that m X ξ is a limit of measures supported on X ξ (and not just (T m ) G ) which are factors of Bernoulli measures. This seems at first like a mild strengthening. The remarkable fact is that is a rather strong difference, as Lemma 4.6 in fact implies that G (X ξ , m X ξ ) has completely positive entropy in the presence in addition to being weakly contained in a Bernoulli shift. Proof. We may always embed X as a G-invariant, closed subgroup of (T N ) G . We fix such an embedding for the remainder of the proof. Since ∆ (2) 
Hence by [60] we know that there is a finite N ⊳ G so that Stab(x) = N for almost every x ∈ X. So the action G (X, m X ) induces a free action G/N (X, m X ). Hence, by [4] we know that G (X, m X ) weakly contains a Bernoulli shift. So it simply suffices to show that G (X, m X ) is weakly contained in a Bernoulli shift. By Corollary 2.5, it suffices to show that each G (X ξj , m X ξ j ) is weakly contained in a Bernoulli shift. But this is obvious from Lemma 4.6.
(ii): Now assume that G is sofic and fix a sofic approximation σ k : G → S d k . By part (i), and [31, Corollary 3.6], we know that G X is strongly sofic with respect to (σ k ) k . By Corollary 2.9, it suffices to show that G (X ξj , m X ξ j ) has completely positive entropy in the presence for each j ∈ J. So it suffices to show that G (X ξ , m X ξ ) has completely positive entropy in the presence for each ξ ∈ ℓ 2 (G) ∞ .
By (i), we know that G (X ξ , m X ξ ) is strongly sofic with respect to (σ k ) k , so its outer Pinsker factor is given by G (X ξ /Y, m X ξ /Y ) for some G-invariant, closed, normal subgroup Y ξ , and the factor map is simply is the simply the quotient map q Y . Let ν n be as in Lemma 4.6. Then (with limits taken in the weak * topology):
we have that ζ n is a probability measure on X ξ . So we can define a probability measure η n on X ξ /Y by
Fix an n ∈ N. Then,
the first inequality being obvious from the definitions, and the last equality following from strong soficity of
and [29, Theorem 1.1] . By definition of the outer Pinsker factor we see that
But, by definition, G (X ξ , ζ n ) is a factor of a Bernoulli shift and thus has completely positive entropy in the presence by [40] . So we must have that η n is a dirac mass. By equation (1), we see that m X ξ /Y is a dirac mass, so Y = X ξ . The definition of the outer Pinsker factor now shows that G (X ξ , m X ξ ) has completely positive entropy in the presence.
We remark that the following follows from the proof of Theorem 4.7. Proof. Since X is totally disconnected, we know that X is torsion, and thus the set of square-summable homoclinic points and the set of homoclinic points agree. So this follows from Theorem 4.7.
We close by remarking that it is easy to construct many examples of algebraic actions with dense square summable homoclinic group.
Definition 4.10. Let G be a countable, discrete, group and n ∈ N. Let H ⊆ ℓ 2 (G) ⊕n be a closed, Ginvariant, linear subspace. We set X H = {q(ξ) : ξ ∈ H}.
It is clear that X
H is G-invariant, and tautologically ∆ (2) (G X H ) is dense in X H . So to any closed, Ginvariant subgroup of H we can naturally associated an algebra subshift of ℓ 2 (G) ⊕n whose square summable homoclinic points are dense.
Appendix A. On invariant random subgroups of algebraic actions
The notion of weak containment, especially weak equivalence to Bernoulli shifts, is intimately connected with freeness of actions or more generally with invariant random subgroups (see e.g. [4] ). Let G be a countable, discrete, group. We use Sub(G) for the space of subgroups of G in the Chabauty topology. Suppose G (Y, ν) is a probability measure-preserving action, then we have the stabilizer map Stab : Y → Sub(X) which sends each point to its stabilizer. The pushforward of ν under this map is called an invariant random subgroup of G. The reason for this terminology is that the ν is invariant under the conjugation action G Sub(G). The term "invariant random subgroup" was given by Abért-Glasner-Virag [3] . Related ideas had been in the mathematical community for some time, first appearing in work of Zimmer (see [59] ).
There were also similar results before Abért-Glasner-Virag by Aldous-Lyons [5] , Bergeron-Gaboriau [8] , and
Vershik [62] . The study of invariant random subgroups is a quite active area of current research, see e.g. [3, 2, 59, 17, 60, 22] .
Because of our results on weak containment, it is natural to investigate invariant random subgroups coming from algebraic actions, and classify which ones can occur. Fortunately this ends up being straightforward from known results. We say that a group is FC if all of its conjugacy classes are finite. If P is a property of groups, we say that a group G is locally P if all of its finitely generated subgroups satisfy P.
Theorem A.1. Let X be a compact group, G a countable, discrete, group and G X a faithful algebraic action.
(i) If X is abelian, then there is a normal, locally finite subgroup N of G so that for almost every x ∈ X, we have that Stab(x) ≤ N.
(ii) In general, there is a normal, locally FC subgroup N of G so that for almost every x ∈ X, we have that Then N ⊳ G and for almost every x ∈ X we have that Stab(x) ≤ N.
Proof. It is obvious that N is a normal subgroup. Observe that for every g ∈ G \ N, we have that has measure zero.
Proof of Theorem A.1. By Proposition A.2 and the fact that G acts faithfully, it suffices to show that any finitely generated subgroup of {α ∈ Aut(X) : [X : Fix α (X)] < ∞} is FC, and that if X is abelian such a finitely generated subgroup is finite. This follows from [52, Lemma 2] .
Notice that Theorem A.1 is optimal. For example, if we let S ∞ be the group of permutations of N with only finitely many non-fixed points, we then have a generalized Bernoulli action S ∞ (Z/2Z) N induced from the action S ∞ N. The group S ∞ is clearly locally finite, and the stabilizers of this action are typically infinite. In fact, the complete σ-algebra generated by {Fix φ ((Z/2Z) N )) : φ ∈ S ∞ } coincides with the σ-algebra of all measurable sets. Thus this action is totally non-free in the sense of Vershik [62] . In particular, the {g ∈ S ∞ : [X : Fix g (X)] < ∞} = S ∞ . So in general we cannot force N in Theorem A.1 to be a proper subgroup of G if G is locally finite.
For certain choices of G, Theorem A.1 implies that any ergodic, faithful algebraic action is free. To prove this we use the following simple corollary of Theorem A.1. is weakly mixing, and since ν is supported on a countable set this is only possible when ν is a point mass.
Hence Stab(x) = {1} for almost every x ∈ X.
Corollary A.4. Let G be a countable, discrete, group and let G X be a faithful algebraic action.
(i) If G is torsion-free and X is abelian, then G (X, m X ) is essentially free.
(ii) Suppose G (X, m X ) is ergodic, and G has a finite-index subgroup H which is any of the following:
• a finitely generated nilpotent group,
• a hyperbolic group,
• Out(F n ) for some n ∈ N,
• a finitely generated right-angled Artin group, or more generally a finite graph product of free abelian groups of finite rank, (ii): In each case, we verify that every locally FC, normal, subgroup of H has only countably many subgroups. Since H is finite-index in G, this implies that every locally FC, normal subgroup of G has only countably many subgroups. This is trivial if H is a finitely generated nilpotent group. When H is a hyperbolic group, it follows from [28, Section 8], [27] and when H is Out(F n ) it follows from the Tits alternative for Out(F n ) (see [9, 11] ) and [10] . For the case of mapping class groups see [51, 37, 12] , see [56] for the groups which act properly on a CAT(0) cubical complex, and [6] for right-angled Artin groups and graph products.
