In this study, the results of acoustic modeling used in a large vocabulary continuous speech recognition system are presented. The acoustic models have been developed with the use of a phonetically controlled large corpus of contemporary spoken Polish. Evaluation experiments showed that relatively good speech recognition results may be obtained with adequate training material, taking into account: (a) the presence of lexical stress; (b) speech styles (a variety of segmental and prosodic structures, various degrees of spontaneity of speech (spontaneous vs. read speech), pronunciation variants and dialects); (c) the inuence of the sound level and background noises. The present large vocabulary continuous speech recognition evaluation results were obtained with Sclite assessment software. Moreover, the article delivers information about the speech corpus structure and contents and also a brief outline of the design and architecture of the automatic speech recognition system.
Introduction
A review of the results of automatic speech recognition (ASR) systems built for various languages shows that while creating such a system for highly inectional languages like Polish (or Arabic, Russian), additionally characterized by a comparably exible word order, certain assumptions concerning the acoustic-phonetic database structure need to be modied (as compared to e.g. English) in order to provide adequate material for both acoustic and language modeling (cf. [1] ).
Acoustic models for ASR need to be based on large corpora, involving many speakers selected to represent a typical distribution of age, sex and geographic area so that they represent an average for a particular language, e.g. according to Moore [2] , a 1000 h database allows for building a system with a word error rate of ca. 12% when language modeling is applied, and over 30% word error rate with no language modeling. He also estimates that at least 100 000 h of speech is needed to train an ASR system with an accuracy comparable to that of a human listener. Lexical stress patterns labeled in various pronunciation dictionaries are expected to be eective indicators of pitch accents in speech [3] . These observations should be used to augment a standard ASR model to improve recognition performance. In particular, it would be of high importance for languages with a * corresponding author; e-mail: grazyna.demenko@speechlabs.pl xed place of lexical accent (the default for Polish is the penultimate syllable). It was shown in [4] that including stressed vowel models for Polish ASR yields approximately 6% reduction of word-error rate: an inventory of 39 Polish phones was used, and as an addition 6 units representing stressed vowels (as opposed to their unstressed equivalents) were included. The latter modication was made on dictionary level only, i.e., no acoustical analysis of stress is performed either on the training set or during the recognition. It is known that the amounts of text data required for the development of language models to be very large and representative in terms of both vocabulary and structures (e.g. [5] ) to enable the extraction of plausible statistics informing on the frequency of single words and of words in context, and also to determine the lexical, syntactic, and nally semantic patterns.
A number of speech recognition systems quite successfully use language models based only on statistical word level n-grams (cf. Sect. 3 below). Yet, for inectional languages this methodology might appear insucient, and at least some level of linguistic knowledge may appear necessary to be formalized and implemented. This is especially the case when dealing with a language with a comparably exible word order. In such cases the impact of an n-gram statistical language model might not be satisfactory.
In the present paper, we report on the applied method- The SpeeCon guidelines assume orthographic, word-level transcription with only several non-speech events markers for speaker and background noises. Then, for the purposes of acoustic modeling, the les were subject to automatic, phone-level segmentation using Salian [7] . The conversion of the orthographic SpeeCon annotation labels into phonetic transcriptions was made with the use of a large lexical relation database Speechlabs.ASR [8] , the central lexical resource for the present ASR system project, providing the information on above 3 million word forms (orthographic and phonetic transcriptions for two most popular regional pronunciation variants, accentuation and syllabization, part-of-speech tags, word inection, and special unit categorisation, e.g. proper names, abbreviations, words of foreign origin). The Jurisdict database (cf. also [9] ) is composed of the three main types of recordings: (a) read speech (texts designed specically for the coverage phonetic and syntactic structures as well as original legal texts provided by the future end-users for lexical coverage); (b) semi-spontaneous speech (controlled dictation); (c) spontaneous recordings from court trials.
For the needs of the acoustic modeling experiments described below over 568 h of speech produced by 1488 speakers were selected from the Jurisdict database (namely, its read and semi-spontaneous speech subcorpora).
Training tools
The acoustic speech models were trained using HTK [10] 
Training sets speakers' gender
In the second experiment, the inuence of the speaker's sex was tested in terms of using male or female voices at the stage of model construction as opposed to using a mixed male and female model. A-88 G. Demenko et al.
As it can be presumed based on the results shown in 
Training sets sound levels
The subject of the sound levels experiment was to test whether it is possible to increase the recognition rate of low audio level recordings by articially reducing peak level in the training set utterances. The training recordings were preprocessed in order to achieve uniformly distributed peak levels between values 0 dB and −13 dB. Figures 1 and 2 depict the distribution of peak levels in the original and preprocessed datasets. In Table III 
Language model evaluation
The language model inuence on the speech recognition accuracy was evaluated by comparing results obtained with various weights assigned to language probability for computing the overall hypothesis probability.
Specically, for language weight set to 0, language probability was not taken into account at all. Our experiments showed that the language model based rescoring improved speech recognition accuracy by only a few percent on the average. The best results were obtained with the language model weight set to around 0.6 and acoustic model weight set to 0.4. We consider a few percent improvement to be a rather disappointing result. The conclusion we drew was that a simple statistical word based model was not sucient for a highly inected language.
There are several directions which we plan to pursue.
The recognition results analysis conducted with Sclite tool [12] showed that it was a common case that a correct word was recognized but an incorrect inected form of this word was selected. Based on this fact, we expect that a model with word stems and endings used as modeling units, should improve accuracy. An improvement on the order of a few percent due to stem and ending based model, was reported in [13] for Slovenian language, which also is a highly inected language. In addition to accuracy improvement, such an approach can also re- Table V show that the adaptation improves speech recognition by about 4% (26% reduction of error) and reach the level of acc% equal to 88.6%. As the baseline speaker-independent model in this experiment was trained on a single microphone, recognition accuracy was poor (ca. 57%) on sentences recorded using microphones with acoustic characteristics dierent than the main microphone. After the adaptation process, the results of speech recognition for dierent microphones are similar (standard deviation with respect to dierent microphones is 1.6%), as for the unseen microphones the adaptation boosts the accuracy by 30%
(67% reduction of error). In the tests, the signicant relationship between the recognition time and the utterance quality (in terms of speaker performance) has been observed (the better the speaker the shorter the recognition time). The speaker voice adaption shortens also the recognition time. In all cases the 8-mixture Gaussian acoustic model was used.
Discussion
The evaluation results suggest that we are already close to the expected system accuracy [2] even when no language modeling was implemented. However, the quality and impact of the 3-gram language model is still not satisfying. Thus, the implementation of a language model using grammatical information and also detection and clustering of proper names and other special lexical units appears as the necessary step on the way to achieve a really signicant progress. As the rst step to achieve this goal, the text corpus used to build the language model was transformed into a relation database, and then the contents of the lexical database Speechlabs.ASR [7] was used to provide part-of-speech and inection tags for each word of the speech corpus. After that, an important task emerged, namely, disambiguation of the assigned tags (Polish is characterized by a high degree of ambiguity across and within word inection paradigms, cf.
also [15] ). As a starting point, the input categories for the 
Conclusions
We presented the methods of development, as well as the results and evaluation of various setups for acoustic models used a LVCSR. We present the setups for:
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• the number of Gaussian mixtures (the 24-mixture model giving the best results, however with slightly longer recognition times);
• the inuence of the gender of the speakers whose voices are used at the stage of models construction (using separate models for male/female voices appeared more successful than using mixed models for both genders);
• the inuence of preprocessing the training set recordings (the model trained on a more level--varied training set performs not signicantly worse as compared to the model trained on original les).
Moreover, we include description of the methods applied to construct the language model used in the present system as well as its preliminary evaluation. Subsequently, an outline of the system is presented, followed by the evaluation of the results. Then, the results are discussed, especially from the perspective of the on-going work and the possible further improvements.
