The result is of course not structured, but, in our opinion, extremely interesting. The reader should not expect technical papers, with algorithms, theorems, proofs and computational results. The exercise that all the authors have done is to foresee what will be next, what are open challenges that constraint technology should face to evolve.
Content of this issue
The current issue contains six papers: two of them concern constraint technology, while four of them are on broad application fields that can benefit from the use of constraint programming and how constraint programming should be enhanced to work on these fields.
The future of optimization technology
The opening paper of the special issue has been written by an Australian team composed of De La Banda, Wallace, Stuckey and Van Hentenryck and describes how they foresee the future trends in constraint and optimization technology. The paper claims that there are basically two needs. On one hand developers ask for a simplification in the use of optimization technology and for lowering the barriers of entry to using this technology. On the other hand, the raising complexity and scale of new application fields calls for technology advancements and hybridizations.
One research direction that the authors think is relevant concerns conceptual modeling which captures the problem specification in a solver agnostic way through modeling concepts that cover most of the uses of optimization today namely search, patterns for hybridization, symmetry and dominance relations, stochastic and dynamic optimization, debugging and explanation. As a consequence of conceptual modeling, model analysis and transformation tools should be developed.
Finally, as far as solving is concerned, the authors advocate the development of a comprehensive solver containing all the current techniques for optimization with smooth hybridization capabilities and achieving the same performance as a dedicated hybrid solver. Future solvers should also be able to cope with massive amounts of data and to be able to be massively parallelised on modern hardware architectures.
Toward sustainable development of constraint programming
The second paper, written by Beldiceanu, Flener, Monette, Pearson and Simonis, goes in line with the first, while mostly concentrating on solvers. The main challenge that the paper tries to answer is how to build solvers whose concepts can be easily migrated into the nextgeneration solvers.
The authors then refine some of the ideas they have on solvers into more technical specifications that would make the solver concepts easily exportable. They focus on global constraints and propagators. In particular, the authors propose the use of generators of automata with regular structure which can be concisely and declaratively described. Also, they advocate the use of machine learning techniques for learning such generators.
Indexicals are another aspect considered in the paper as they should be extended to cope with combinatorial objects of any kind and to automatically discover invariants and synthesise propagators.
Finally verification and explanation is considered arguing that a challenge for the field would be to automatically extract visualizers for global constraints and explanations starting from the declarative description of the constraint.
Finally, the interface of CP with other computer science areas is considered along with actions that could be pursued to advertise CP in other related areas.
Grand challenges of constraint programming
Then the paper analyses one of the grand challenges arising in the modern, connected world: managing and exploiting the so called Big Data, and considers some of its implications for Constraint Programming. The authors identify several areas where big data are produced and should be managed: notable examples are data-centers optimization, human mobility and smart cities, natural resource management and innovative enterprise and public service delivery. Also the dynamic nature of these problems poses a challenge on optimisation of evolving problems, on-line optimization and optimal stopping theory and online distributed stochastic optimization. In these settings, exploiting problem structure and automating large neighborhood search are essential.
Finally, the paper concludes with some open problems to the Holy Grail approach, recognizing that some steps have been done, but there is room for improvement in the future.
Qualitative modeling in constraint programming
The fourth paper of the issue, written by Kelsey, Kotthoff, Jefferson, Linton, Miguel, Nightingale, and Gent, is about exploiting constraint programming in qualitative modeling. Qualitative modeling has the aim to model the behaviour of systems without estimating parameter values and fixing the exact quantitative dynamics. Qualitative modeling is applied for example to model the dynamics of physical and biological systems at a higher level of abstraction than that obtained by estimation of numerical parameter values for a fixed quantitative model.
The paper presents a cell dynamic case study modelled with constraints. Finally, a number of avenues of research are listed that would allow not only the production of high quality qualitative models, but also a robust schema for deriving a suitable quantitative model from the space of solutions of a CSP that represents a qualitative model.
Strategic decision making on complex systems
The fifth paper, authored by Lombardi and Milano from University of Bologna concerns a new challenge for decision making and optimization techniques: deciding in domains where decisions affect and are affected by complex systems. Complex systems exhibit phenomena emerging from a collection of interacting objects, capable to self organize and to adapt their behaviour according to their history and feedback. Such systems are unfortunately impervious to modeling efforts via state-of-the-art combinatorial optimization techniques.
In this setting, we need to have a predictive model, such as a simulator and use it to derive (learn) relations between decisions and their impact on the complex system. Beside a learning step, several forms of interaction between a decision making component and the predictive models are foreseen in the paper. Finally, the authors advocate the use of ultra large scale decision and optimization solvers able to cope with ultra large scale, uncertain and often ill-defined problems, needing a paradigm shift with respect to traditional techniques.
2.6 Collective decision making: a great opportunity for constraint reasoning
The last paper, authored by Rossi, is about collective decision making, an growing area that has received much attention in the last few years. It is enabled by social networks where small groups of people (friends or families) share an always increasing amount of data concerning their opinions, preferences, life styles, and then can use these data to reach a collective decision.
Rossi argues that constraint programming with its hard and soft constraints could be a perfect environment for expressing people preferences and opinions on specific decisions, where to reason on these preferences and come out with a decision that is collectively taken. CP-nets and soft constraints are two notable examples of formalisms that can be used to model preferences. They have different expressive power and reasoning upon them has different computational complexity.
An interesting section follows on strategic behaviour and its convergence. It opens the possibility of integrating constraint programming with game and voting theory.
Finally, a section on preferences learning and elicitation concludes the paper by arguing that in presence of uncertain preferences one can infer these by interacting with the user or deriving them from historical or related data.
