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GENERAL INTRODUCTION 
Boundary element techniques have emerged as a powerful tool for the solution of 
a large variety of problems in science and engineering. In this method, the governing 
partial differential equations are converted into an integral equation. The process is 
briefly outlined below. 
Consider an equation of the form 
Lu = 0 (1) 
where X is a differential operator and u is an unknown function. It is well known [1] 
that when Z is a linear operator, one can define an operator L* such that 
vLu — uL*v  — V  .  P{u ,v)  (2) 
where P is a generalized vector. The operator L* is called the adjoint of L.  When 
equation (2) is integrated over the domain of definition of a problem, the divergence 
on the right-hand-side is converted to an integral over the bounding surface of the 
domain. One can now define v to be a solution of the equation 
L*v=^8{x- ( )  (3) 
where ^ is a vector representing the spatial co-ordinates, and fis a fixed point in 
space. The points x and f are often referred to as the source point and the field 
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point, respectively. Solution v  of equation (3) is called a fundamental solution or a 
Green's function for the entire space. Inserting this definition of v, employing the 
sifting property of the (^-function, and utilizing equation (1), the integration of the 
left-hand-side of equation (2) gives —u{^). The integral equation that is obtained 
through this process is known as the boundary integral equation [2]. Obtaining the 
solution u from this integral equation is commonly known as the boundary element 
method, because the integral appearing in the equation is over the boundary of the 
domain of interest. 
Whenever applicable, the boundary element method often proves superior to 
other existing methods. Problems in fields as diverse as elasticity, fluid dynamics, 
electrostatics, etc, have yielded to the power of the method. Among the chief advan­
tages of the boundary element method is that the integrals have to be evaluated only 
over the boundary. Therefore, it is unnecessary to discretize the domain and also the 
dimensionality of the problem reduces by one. As a result the size of the matrices to 
be solved is greatly reduced. 
One of the main drawbacks of this well established method is that an equation 
of the type of equation (2) can only be written for a linear operator L. Thus the 
conversion of a non-linear differential equation to an integral equation, as outlined 
above, is not possible. One remedy is to linearize a non-linear equation and obtain 
an equation with variable coefficients. The solution process has to be iterative, and 
from one level of iteration to the next, the variable coefficients of the linear equation 
will change. In each level of iteration, a new fundamental solution has to be obtained. 
This repeated calculation of fundamental solution makes this method cumbersome. 
Further, obtaining the fundamental solution for an equation with variable coefficients 
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is possible but could be quite difficult. 
In this work, we propose a method that makes it unnecessary to calculate the 
fundamental solution repeatedly, or calculate a new fundamental solution when we go 
from one non-linear equation to another. In this method, the non-linear differential 
equation is written as 
W= F (4) 
In this Poisson type equation, all the non-linear terms appearing in the original 
equation are assembled in the forcing term F. This differential equation can now be 
converted to an integral equation by utilizing the well known fundamental solution 
for the Laplacian operator. This integral equation is somewhat different from the 
conventional boundary integral equation as it contains an integral over the domain. 
The integrand of the domain integral is the product of F and the fundamental solu­
tion. After the boundary and the domain are partitioned into boundary and domain 
elements, F and u are expressed in terms of certain polynomials with unknown nodal 
values of u and F appearing in the expression for the coefficients of the polynomials. 
After this discretization, collocation at the boundary and domain nodes leads to a 
set of non-linear algebraic equations. These algebraic equations are then solved by 
employing an iterative Newton-Raphson procedure. 
Three questions regarding the convergence of the iterative scheme will now be 
considered. First, the method is solely centered on the fundamental solution of the 
elliptic Laplace operator. Can this method be applied for the solution of hyperbolic 
or parabolic equations? Exhaustive research to guarantee convergence for hyperbolic 
or parabolic problems has neither been done nor it is feasible do such research in a 
work of this type. However, a few examples worked out in this dissertation appear to 
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indicate that hyperbolic boundary value problems can be solved by using the present 
technique as long as the problem is well posed and the specified boundary conditions 
are consistent. 
The second question concerns the use of the Newton-Raphson scheme in the solu­
tion of the non-linear algebraic equations. Is the Newton-Raphson scheme guaranteed 
to converge? The answer to this question is that the convergence is not guaranteed. 
This scheme has been implemented, because it is the most frequently used scheme. 
However, the structure of the program that is developed is modular. If unsuccessful, 
the Newton-Raphson scheme can be easily taken out and substituted by any other 
robust scheme. Any new development in the area of solution of non-linear algebraic 
equations can be incorporated in the present package with minimum effort. 
The third and final question is most critical. The convergence of the iterative 
process is strongly dependent on the manner in which the integral equation is dis-
cretized; specifically, the manner in which the functions u and F are interpolated 
in terms of polynomials. The accuracy of the interpolation in turn depends on the 
boundary and domain grids that are employed. In many computational efforts, the 
grid is constructed on the basis of educated guesses. In many cases, these guesses 
are completely wrong; in some other cases, these are somewhat correct. For the 
cases with a somewhat correct guess, the subsequent improvements are generally a 
long expensive trial-and-error process. In summary, grid generation often requires 
significant amount of data input and is expensive. This is the reason why, in recent 
years, substantial research effort has been directed towards grid generation and op­
timization. The term optimization should not be understood in a sense that a grid 
is absolutely the best. But an optimized grid is one that is arrived at economically 
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and that produces results with a demanded accuracy. The present work has made 
significant progress in generating such a grid and in reducing the required amount 
of user input. The grid optimization scheme utiUzes one special characteristic of the 
boundary element method through which an order of magnitude of the error in each 
boundary and domain element can be economically calculated. This characteristic 
does not have any parallel in the finite-element or finite-difference method. 
At this stage, one additional question that one might ask is - "Does boundary ele­
ment method have any specific advantages over the finite-element or finite-difference 
method?". One advantage of the boundary element method regarding economical 
error calculation is mentioned in the previous paragraph. Other advantages or dis­
advantages are not clear at this point. Whether the matrices that are produced in 
the boundary element method after discretization have any special characteristics so 
that the convergence of the iterative scheme is accelerated is not established through 
detailed mathematical analysis. However, a comparison with an existing program 
package is made in this dissertation. 
To the author's knowledge, only one package, called ELLPACK [3], with capabil­
ities similar to the present package exists. The finite-difference method is employed 
in this package. This package does not have any grid optimization capability and the 
user is responsible for the grid. Such responsibility requires trial and error and large 
amount of data input. Further, the linearization of the equations is also user's re­
sponsibility. Such responsibility requires substantial amount of analysis and coding. 
Compared to such large amount of programming and data input efi'ort required by 
ELLPACK, the programming and data input requirements for the scheme presented 
in this dissertation is minimal. However, the solutions obtained by employing the 
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present scheme matches exceedingly well with solutions from ELLPACK. 
Organization of the Dissertation 
The dissertation follows the paper format. It begins with this present section 
of General Introduction and ends with a section of General Conclusions. The refer­
ences cited in the General Introduction are collected at the end of the dissertation. 
The research work is broken-up into three papers that appear following the General 
Introduction. 
Paper I is titled "Solution of general non-linear second order boundary value 
problems by the boundary element method: Mathematical formulation". In this pa­
per, a general non-linear boundary value problem is posed. The process of converting 
the partial differential equation into an integral equation by utilizing the fundamen­
tal solution of the Laplace operator is described. The processes of discretization of 
the boundary and the dbmain and representation of the unknown functions in terms 
of polynomials are presented. The method of calculating the derivatives of the un­
known function in terms of the nodal values of the unknowns are described. Next, 
the process of collocation is outlined. In this work, all the integrations are performed 
analytically and the formulas for such integration are derived. The non-linear al­
gebraic equations that result from the collocation process are shown and the use of 
Newton-Raphson scheme is demonstrated. 
Paper II is titled "Solution of general non-linear second order boundary value 
problems by the boundary element method: Grid generation and numerical exam­
ples". The boundary element method makes it possible to calculate the local error 
in a very straightforward manner. The process of calculating this error is described. 
The parts of the domain with large error are partitioned into smaller triangles. This 
refinement of triangularization is described. Two error tolerances are defined. These 
tolerances are provided by the user and these control the grid refinement process. 
The program package is tested on various test cases. The test cases are such that 
either the exact analytical solution is known or the numerical solution obtained by 
using ELLPACK is known. For a problem with known exact solution, two kinds of 
measure of error are defined. One is based on the exact solution; the other is based 
on the numerical solution. For these problems, it was found that the user supplied 
tolerances provide a good upper bound for both the error measures. This signifies 
that a user can demand certain level of accuracy and grid optimization strategy is 
very likely to provide that accuracy. For problems with unknown exact solution, only 
the error measure based on numerical solution is obtainable. In these cases, the same 
observation was made that the tolerance provides a good upper bound for error. Fa­
vorable comparison between the present solutions and the solutions from ELLPACK 
is demonstrated. 
During the development of the grid optimization scheme, it was realized that the 
optimization algorithm can also be employed in grid generation. Such an observation 
provides significant flexibility in the code. Usually, initial grid generation is user's 
responsibility. Although significant progress has been made over the last five years in 
the area of grid generation, but the process still requires large amount of data input. 
The new grid generation algorithm is presented in Paper III of the dissertation. This 
part is titled "A dual purpose algorithm for grid generation and grid optimization 
for plane regions". 
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PAPER I. 
SOLUTION OF GENERAL NON LINEAR SECOND ORDER 
BOUNDARY VALUE PROBLEMS BY THE BOUNDARY ELEMENT 
METHOD: MATHEMATICAL FOUNDATION 
9 
ABSTRACT 
In this work, the mathematical foundation of a numerical technique for the solu­
tion of second order non-linear boundary value problems in two variables is presented. 
In this technique, all the non-linear terms are collected as the forcing term of a Pois­
son type equation. This forcing term may include the unknown and its derivatives. 
By utilizing Green's divergence theorem and the fundamental solution of the Laplace 
operator, this Poisson type equation is converted into an integral equation which con­
tains integrals over the boundary and the domain. The boundary is partitioned into 
straight elements and the domain is partitioned into triangular elements. Collocation 
at the boundary and the domain nodes results in a set of non-linear algebraic equa­
tions which contain the nodal values of the boundary unknowns and the nodal values 
of the forcing term. These equations are solved by employing an iterative Newton-
Raphson scheme. The accuracy of the solution obtained by the Newton-Raphson 
scheme is monitored by examining two error norms. The use of these error norms in 
a grid optimization procedure is demonstrated in Paper II of this dissertation. 
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CHAPTER 1. INTRODUCTION 
Numerical methods have been in use for a long time to solve a large variety of 
problems. They are recognized as accurate and reliable means of solving problems. 
Methods commonly in use are the finite difference method, the finite element method 
and the boundary element method. 
The earliest applications of the boundary element technique were in the fields 
of potential theory [1,2], biharmonic equations [3] classical elastostatics [4], torsion 
problems [5], wave scattering [6], etc. Since then the boundary element method has 
been applied to a wide variety of problems including, among others, elasticity [7-11], 
elastic fracture mechanics [12], plasticity [13], elastodynamics [14,15], fluid mechanics 
[16-18], plate bending [19], shell analysis [20,21], coupled boundary element-finite 
element methods [22,23], etc. Thus, it can be seen that the boundary element method 
has become a powerful tool to solve engineering problems. 
One of the main drawbacks of this method is that it requires a knowledge of 
the fundamental solution of the problem. Further, the conversion of a differential 
equation into a boundary integral equation by utilizing Green's divergence theorem 
and the fundamental solution is possible only for linear partial differential equations. 
In this work, we show how this drawback can be overcome for the case of a second 
order non-linear boundary value problem in two variables. 
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When combined with an effective grid optimization program, this method pro­
duces excellent results. In Paper II of this dissertation the effectiveness of this method 
is demonstrated by the wide variety of problems that have been successfully solved 
by using this approach. 
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CHAPTER 2. BASIC EQUATIONS 
Consider the general non-linear equation 
au^cx + bu:cy + cUyy + du^ + eUy + f- Q (2.1) 
in a domain D with boundary 5 = 5i U The boundary conditions are 
u — U q on the surface Si  
du jdn  = qo on the  sur face  S2 
Here a,b ,c ,d ,e ,  f  can be functions of x ,y ,u ,ux ,uy .  Equation (2,1) can be rewritten 
as 
+ •"yy = -/ + (1 - - BU^y + (1 " c)uyy - du^ - eUy = F 
or 
V ît i^(2!, y, tij., Uy, 'Uj.j., 'Uj.y , Uyy ) (2.2) 
Consider the associated problem 
= - g) (2.3) 
with the solution 
) = ^In I p-g I (2.4) 
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By multiplying equation (2.2) by G', multiplying equation (2.3) by u, subtracting one 
equation from the other, and integrating over domain D leads to (see [24]) 
where p is the source point, q and fare the field points on the boundary and domain 
respectively, n is the outward normal to the boundary, c{p) is a constant whose value 
depends on the location of p. 
If the boundary is discretized into Ni, straight elements, and the domain is dis-
cretized into N triangular elements, the integral equation (2.5) becomes 
On each of the boundary elements, the variation of a function ip, that could be 
either u or du/dn, is assumed to be linear. Such a linear representation (shown in 
Figure 1) can be written in terms of the nodal values of tp as 
In this expression, ipi and ip2 are the nodal values of h is the length of an element, 
and s is the local coordinate along an element. Thus, the boundary integrals can be 
discretized as algebraic expressions involving nodal values of u and dujdn. The 
integrals that have to be evaluated contain products of (1 — sjh) and sjh with G and 
dG/dn. All the integrals are evaluated analytically and the details of the evaluations 
are given in Appendix B. 
When the given boundary condition over a macro-element is a simple polyno­
mial, the boundary integration is performed with the complete macroelement as a 
c{p)u{p)  =  J^  G{p ,^^ ^ dS -  J^Gip , f )F  dD (2.5) 
Nt  r 
' 
f = l L 
G(p,r)FjDj (2.6) 
Boundary discretization and integration 
Ip  = (1 - f 
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single unit. This is clearly superior to the subdivision into elements and piecewise 
integrations by lower order polynomials. When the given boundary condition over a 
macro-element is not in polynomial form, then we arbitrarily subdivide the macro­
element into M elements, on each of which the given boundary value is assumed to 
vary linearly. This results in more accurate evaluation of the integrals. 
The domain is discretized into N triangles, with domain nodes. Over each 
element, the variation of the unknown uoi F may be linear, quadratic or bi-quadratic. 
The interpolation functions for the various cases are obtained by the use of area or 
natural coordinates of a triangle [25]. The boundary and domain discretizations are 
kept completely independent of each other. This is necessary so that the greatest 
advantage can be taken of the different grid optimization schemes for the boundary 
and domain. 
For a triangle ABC (Figure 2), the area coordinates (ai, 52, <33) of a point P are 
defined by the ratios (respectively) of the areas of triangles PBC, APC and ABP to 
the triangle ABC. Thus it can be seen that 
The area coordinates of the point A are (1,0,0), of point B are (0,1,0), and of point C 
are (0,0,1). The area coordinates are obtained in terms of the cartesian coordinates 
as 
Domain discretization and integration 
•Sl + S2 + 'S3 — 1 (2 .7)  
• S l  -  X 2 3  y  +  2/23 X  -  C l  (2.8) 
S2 — $31 2/ + 2/31 X — C2 (2 .9)  
15 
Jl 
Figure 1; Linear Boundary Element 
C 
Figure 2: Area Coordinates 
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and, from equation (2.7), 
S3 = 1 — Si — 52 
where 
= w = (2.10) 
and A is the area of the triangle A B C. 
For a three noded triangle, with nodes at A, B and C, if the variation of the 
function V' is assumed to be linear, we can write 
Tp = SiJpA + S2 '4 'B  + Ssi'C (2.11) 
where ipB and tpc  are the nodal values of The shape (or interpolation) functions 
for quadratic and bi-quadratic triangles are given in Appendix A. 
The domain integrals have products of the interpolation functions and G as the 
integrand. An integration on a domain triangle ABC with respect to a collocation 
point P is performed by expressing the integral on ABC to be a linear combination 
of the integrals on PBC, PCA and PAB. That is, 
[ = Ci / 4- cg / + C3 f  (2.12) 
JABC JpBC JPCA JPAB 
where the constants c,- are either +1, 0, or -1, depending upon the position of the 
point P with respect to the triangle ABC. For example, in Figure 3a, Ci = Cq = C3 = 1; 
in Figure 3b, Ci =0, C2 = -1, and C3 = 1; in Figure 3c, Ci = 1, C2 = —1 and 
C3 — 1. 
The advantage of using equation (2.12) is that all the integrations are performed 
over triangles which have point P as a vertex. By choosing P to be the origin of 
17 
(a) 
A 
C 
Figure 3: Domain integration 
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the local coordinate system, analytic expressions for the integrands can be obtained 
easily. Details and results of the analytic evaluations are given in Appendix B. 
Through the domain and boundary discretizations described above, the integral 
equation (2.6) can be written as an algebraic equation. If there are iVf, boundary 
nodes and Nd domain nodes, the source point p of equation (2.6) is placed on each 
of Nb + Nd nodes. Each placement yields one algebraic equation. This is the method 
of collocation described in detail in the next section. 
Collocation 
Collocation at the boundary nodes pî, i  — l,2,---,iV(, results in the matrix 
equation 
{ } = [Hi Hi ] { 4M { •"& '^l}^ ~[ Db] { F } (2.13) 
where the subscript 'b' denotes the association of the quantities with boundary col­
loca t ion .  Note  tha t  the  vec tor  {F}  conta ins  the  unknown nodal  va lues  of  func t ion  F 
at the domain nodes and has no association with the boundary. 
Recall that the boundary S of the domain is composed of a part 5i with Dirich-
let boundary condition, and a second part S2 with Neumann boundary condition. 
Now assume that there are Ni boundary nodes on Si {i — 1,2). We recognize that 
Nb — Ni + N2. The terms with superscript '1' and '2'are contributions from the Si 
and S2 parts of the boundary, respectively. The matrices H are obtained from the 
integration of the product of G and the approximating polynomials over the bound­
ary. The matrices I are obtained from the integration of the product of dG/dn and 
the approximating polynomials over the boundary. The matrix D is obtained from 
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the integration of the product of G and the approximating polynomials over the do­
main. Since ^ and til are specified as boundary conditions, equation (2.13) can be 
simplified to 
[ A , ] { U , }  =  { K } - [ D , ] { F }  (2.14) 
The vector {Ub}  contains Nb unknowns that include ^ and ul. The vector 
{F} contains Nj unknown domain nodal values of F. Thus, there are Nb equations 
(2.14) which contain Nb + Nj unknowns. To obtain a unique solution, Nd additional 
equations are required. These are obtained from collocation at the domain nodes, pi, 
( i = 1,2, • • • Nj. 
{ % }  =  [  i f j  i ï j  1  {  ^  ^  -  I  <  I  {  W  [  D j | {  F }  ( 2 . 1 5 )  
where the subscript 'd' denotes the association of the quantities with the domain 
collocation. 
It should be noted that when we are talking about domain nodes, we also include 
domain nodes that lie on the boundary. When such a domain collocation node is 
exactly coincident with a boundary node, we proceed carefully. If the node on the 
boundary has Dirichlet boundary condition, then we can equate the value of the 
domain unknown to the specified boundary value (obtained from a subroutine). In 
that case, actual integrations need not be performed. If the node on the boundary 
is on a Neumann boundary, then we check to see if it coincides with any boundary 
collocation point. If it does, then the unknown value at the domain point Uj is equal 
to the the unknown value at the point, Ub- Then the equation becomes 
(2.16) 
That is, the only non zero coefficient in row i  is (from (2.13)) = 1. 
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Equation (2.15) is re-arranged as 
{ } = —[ Ad ] { f/'i, } + { } — [ -Dd ] { F } (2.17) 
where { } is the vector of Nd unknown values of u at the domain nodes, { bj } 
are the Nd values obtained by integration of the known boundary values over the 
domain, [ ylj ] is an Nd by Nb matrix resulting from the boundary integrals. 
In order to solve equations (2.14) and (2.17), it is necessary to express { F }  
in terms of the elements of vector {%d}. When F is an algebraic function of u, 
such expression is straightforward. However, when F contains derivatives of u, it 
is essential to write these derivatives in terms of domain nodal values of u. This is 
examined in the next chapter. 
21 
CHAPTER 3. CALCULATION OF DERIVATIVES 
To calculate the derivatives of u in terms of the nodal values of u, we use the idea 
of natural or area coordinates for the triangle developed in the section on domain 
discretization and integration of the previous chapter. 
The derivatives of a function t{si,s2, S3) with respect to the cartesian coordinates 
X and y are written in terms of the derivatives with respect to s,-, i = 1,2,3, as 
d t { s i ,  6 2 , 3 3 )  _  d t { s i ,  S 2 ,  S 3 )  d s i  
dx ^ dsi dx 
(3.1) 
dt{si «- ^ a, e. Ag. 
(3.2) 
Using the notation i,,- = 5i(si, S2) •S3)/5s,-, we get. 
tx — 2/23 + 2/31 ^,2 + 2/12 (3.3) 
i y  —  ^ 2 3  ^,1 + 2^31 i,2 + ^12 t.3 (3.4) 
txx — 2/23 ^,11 + 2/31 Z,22 + 2/12 ^33 
+ 2 2/232/31 ^,12 + 2 2/312/12 i,23 + 2 2/122/23 ^,31 (3.5) 
t 
•xy 2/23^23 ^,11 + ySl^Sl i,22 + yi2^12 ^,33 + 
(2/23®31 + 3:232/31) ^ ,12 + (2/31^12 + 
3:312/12)^,23 + {yi2^23 + 2:122/23) t,3l (3.6) 
22 
^yy — ^,11 + ®31 f,22 + •'C12 (,33 + 
2 z23^31 (^2 + 2 .1:310:12 (,23 + 2 .'Ci2.'C23 (,31 (3.7) 
where xij and yij are defined in equation (2.10). 
Consider an iV-noded triangle. On this triangle, the function u can be expressed 
as 
i=N 
U  =  S I { S I , S 2 , S 3 ) U I  (3.8) 
i=l 
where u, are the nodal values of u, and Si are the approximating polynomials. 
Thus, we can write the first and second derivatives of u as 
= (3.9, 
«, = E (3.10) 
i=i 
i=N 
% 
d ^ S i { S i , S 2 , S 3 )  
= E "'n?""». (3.11) 
"  ^ d x d x  
(3.13) 
The derivatives of 5,- with respect to x and y can now be calculated by utilizing 
equations (3.3)-(3.7). 
To calculate the derivatives at any point inside the triangle the above formulas 
are used. However, to calculate the derivatives at any point located on a side of the 
triangle, we take some special care (see Figure 4a). In order to calculate at P, we 
calculate tij, by assuming P to belong, in turn, to each of the triangles i (i = 1 or II). 
We take the average of these two expressions for u^, that is 
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(a) 
(b) 
Figure 4: Calculation of derivatives when the point is (a) on an edge, (b) a vertex 
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ti,(P) = 0.5 ( u J i P )  +  u J ' ( P )  )  
If the point P at which the derivatives are to be calculated is a vertex and is 
common to J triangles 1,2, (Figure 4b) then the derivative at the vertex is 
taken to be 
».(?) = M + u , ' { P )  +•••«/(/')] 
Thus, the derivatives and increments of u at any node j can be written in terms 
of the nodal values as 
(^x)j 
Ni 
= Y. 
A:=l 
Ni 
= Y 
k=l 
(3:14) 
(Wpk 
Ni 
= I] B j k  U k \  
k-l 
5 { U y ) j  :  
Ni 
= Y J  B j k S U k  
fc = l 
(3.15) 
Ni 
= Yj 
A:=l 
^(•Uxx)j 
Ni 
= Y  T j k S u k  
k=i 
(3.16) 
{ ^ x y ) j  
Ni 
= Y 
k=l 
H ^ x y ) j  
Ni 
- Y 
fc = l 
(3.17) 
Ni 
= 
k=l 
Ni 
= Y Vjk^'^k 
A;=l 
(3.18) 
Equations (3.14)-(3.18) are obtained from equations (3.9)-(3.13). The derivatives of 
Si are expressed in terms of Xij and i/,j by using equations (3.3)-(3.7). A, B, T, U and 
V contain Xij,yij and the derivatives of 5,- with respect to sj. 
Through the preceding analysis, it is shown that no matter what the form of 
function F, the nodal values of F can be expressed in terms of {uj}. Henceforth, 
whenever the vector {F} appears, it should be understood that the elements of {F} 
are functions of the unknown vector {wd}. Such functions are, in general, non-linear. 
In this dissertation, the Newton-Raphson scheme is used to solve the set of non-linear 
algebraic equations. 
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CHAPTER 4. SOLUTION OF NON LINEAR EQUATIONS BY THE 
NEWTON-RAPHSON METHOD 
Before applying the Newton-Raphson technique to the solution of equations 
(2.14) and (2.17), we eliminate the vector of the unknown boundary values {[/(,} 
in the following way : 
From (2.14), we get 
{ di, } = [ ^ ]-M { &6 } - [ A ] { } ) (4.1) 
Substituting this in (2.17) leads to 
{ u , } =  { b }  -  [ D ] {  F a }  (4.2) 
where 
{6} = {6,}-[/I,] [ A { 66 } (4.3) 
[ D ]  ^ - [ D , ]  +  [ A , ] [ A , ] - '  [ D , ]  (4.4) 
In equations (4.1) and (4.2) we have used instead of F to emphasize the fact that 
the domain nodal values of F are replaced by the domain nodal values of u. That is, 
{fj} is a function of the unknown elements of {%d}. 
Equation (4.2) is then solved for { «d } by the Newton - Raphson iterative 
method. Thus, the problem is to find {tid} such that 
{ H }  =  - { u , }  +  { b }  - [ D ] { Fd } = { 0 } (4.5) 
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where each element of { ^  } is a function of unknown domain nodal values {«d}. 
The Newton Raphson method generates an improved solution { } from 
an approximate solution { } as 
{ >  = { " i " }  +  { f-'f > (fc) 
where { } is the solution of 
{-%—H «»<" } = -{ff"'} 
du, 
(4.6) 
(4.7) 
or, 
Ni 
(4.8) j = l 
The elements of Rij are calculated by inserting the approximate solution in the 
expression 
d F -
R i j  =  - S i j  +  ^  D i k  
OUj ^  
+ 
k 
(4.9) 
'"a(«..),- "'a(«^),. 
The expression for Rij is obtained by utilizing (3.14)-(3.18). 
Equation (4.8) is solved repeatedly, and the solution for {uj} is updated, until 
either 
I ^^j Imaa:^ ^ 
or until the root mean squares of the residuals is less than e, that is, 
„i \ 0-5 (^) < e 
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e is a tolerance supplied by the user. 
The solution {tij} may not have the accuracy desired by the user. The accu­
racy of {ud} largely depends on the discretization of the boundary and domain. The 
solution {wd} is now consistent with the interpolation employed and the chosen dis­
cretizations. The accuracy obtained from such interpolation may be insufficient. The 
user, therefore, needs a method to measure the accuracy. Error norms for measuring 
the accuracy are developed in the following section. 
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CHAPTER 5. ERROR CALCULATIONS 
After obtaining the solution to the problem on the initial grid, the relative error 
of the unknown on the domain is calculated as 
where u is the exact solution, and u° is the numerical solution obtained by the bound­
ary integral equation. This error has only a limited value, because the evaluation of 
the error requires knowledge of the exact solution. However, this error norm plays 
an important role in the developmental stage of the algorithm when the scheme is 
tested on test problems with known solutions. 
If the exact solution is known, then on the N triangles with M nodes each , we 
can write 
j=M 
U =  S j U j  (5.2) 
j=i 
and 
j=M 
•U° = ^ SjU° (5.3) 
j = l 
where Sj are the shape functions. Equation (5.1) then becomes 
While solving actual problems the true solution is not likely to be known. An 
alternative error norm has been developed. The value of the unknown is calculated 
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at the cent roi d of each element from the boundary integral equation (2.6). Denoting 
this value by u,, and assuming that the solution on a domain element is uniform over 
the entire element, the error norm can now be calculated as 
(5.5, 
where Ai is the area of triangle i 
The accuracy of the solution also depends on the accuracy with which the non­
linear forcing term F of equation (2.2) is approximated in the discretization. There­
fore, it is necessary to define a second error norm to measure the accuracy of the 
approximation in F. This norm is 
T:rJ s^ F] I, A, 
IF, li A-
Ef = LLjv , J , y ' (5.6) 
where F° are the nodal values of F obtained from the numerical solution, and F» is 
the value of F at the centroid of a domain element. 
Thus, the complete solution procedure consists of two iterative loops: an inner 
iterative Newton-Raphson procedure, and an outer domain and boundary discretiza­
tion loop. We usually begin with a crude grid and solve for the {ud} by employing 
the Newton-Raphson method. Then the error norms and Ep are calculated. If 
these norms turn out to be unsatisfactory (that is, larger than an arbitrarily specified 
quantity 5), the domain and boundary grids are improved. Grid optimization is an 
essential step in obtaining a satisfactory solution. The process of grid improvement 
is considered in detail in Paper II of this dissertation. 
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CHAPTER 6. CONCLUSIONS 
In this paper, a method for solving non-linear boundary value problems has been 
developed. The differential equation is converted into an integral equation by using 
the fundamental solution of the Laplace equation. All the non-linear terms of the 
original differential equation- appear in an integral over the domain of definition of the 
problem. The non-linear terms may contain derivatives of the unknown function. The 
method of converting this integral equation into a system of algebraic equations is 
demonstrated. All the integrals are evaluated analytically by using straight boundary 
elements and triangular domain elements. The Newton Raphson technique used 
in solving the non-linear algebraic equations is also developed. It is anticipated 
that the present work will find wide acceptability in solving problems in science and 
engineering. Among possible future applications, anisotropic elasticity, non-linear 
mechanics and viscous fluid flows are a few of the fields where this formulation can 
be used to great advantage. 
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APPENDIX A 
For the six noded (quadrilateral) triangle of Figure 5a, the shape functions are 
Si = 2 Sj Si, S2 = 2 $2 — Sg, S3 — 2 S3 — 53 
54 = 4 Sj 52) Ss = 4 52 53, 56 = 4 53 Si 
The derivatives are 
Si,i = 4 5i — 1, 52,2 = 4 52 — 1, 53,3 = 4 53 — 1 
S\,ii = 4, 52,22 = 4, 53,33 = 4 
54.1 — 4 52, 54,2 = 4 Si, 54,12 = 4 
55.2 — 4 53, 5^,3 = 4 52, 55,23 — 4 
56.3 = 4 Si, 56,1 = 4 53, 56,31 = 4 
All other derivatives are zero. 
The fifteen noded triangle (Figure 5b) has the shape functions 
51 = 32 Si ( 5i - |) ( Si - |) ( Si - |) 
52 = 32 52 ( 52 — |) ( 52 — |) ( 52 — |) 
53 = 32 53 ( 53 — |) ( 53 — |) ( S3 — |) 
54 = 128/3 5i 52 ( Si — I ) ( 5i — J ) 
56 = 64 Si 52 ( 5i — I ) ( 52 — I ) 
Sq — 128/3 5i 52 ( S2 — I ) ( 52 — I ) 
57 = 128/3 52 53 ( 52 — I ) ( 52 — I ) 
35 
(0,0.1) 
(.5,0,.5) (0,.5,.5) 
(0,1,0) (.5,.5,0) (1.0,0) 
(a) 
3 (0,0,1) 
(0,.25,.75) 
(.5,0,.5 (.25,.25,.5) 
(0,.5,.5) 
(.75.0..25) 
14 (.25,.5,.25)\ 7 (0. 75..25) (.5,.25,.25) 
(0.25.0.75,0) (1.0.0) (.75,0.25,0) (.5,.5,0) 
(b) 
Figure 5: (a) quadratic interpolation, (b) bi-quadratic interpolation 
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Ss = 64 5i 52 ( 32 — 4  H - S s  —  5 )  
Sg = 128/3 51 ^2 ( 53 — 2 ) (. '^3 4 ) 
510 — 128/3 53 5i ( 53 — I ) ( 53 — i) 
511 = 64 S3 Si { S3 — I ) ( Si — |) 
5 1 2  = 128/3 5 i  5 2  (  S j  —  I )  (  S i  —  | )  
513 = 128 sj S2 S3 ( 5i — I ) 
514 = 128 Si 52 53 ( 52 — I ) 
515 = 128 5 i  5 2  5 3  (  S 3  —  I )  
The derivatives of these interpolation functions with respect to s,- can now be 
found. 
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APPENDIX B 
Expressions for Boundary Integrals 
The expressions for the boundary integrals are found by first transforming the 
coordinate system so that the x-axis lies along the macroelement in consideration, as 
shown in Figure 6. 
P ( collocation point ) 
C(x .0) 
Figure 6: Integration over a boundary element 
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Green's function now becomes 
, i )  =  ^  l n [ ( a ;  -  +  7 7 ^ ]  (6 .1 )  
where, ^ = (^,7?) is the coordinate of the collocation point with respect to the axes 
of the macroelement. 
The normal derivative of the Green's function is 
dG • 1 V (6.2) dn 27r [(a; — ^)^ + rj^] 
The integral involving the product of d G / d n  and a term of a polynomial of arbitrary 
order is 
/"®2 x'^dG f L = L T J X '  XI 27r[(.-c - ^)2 + 7/2 
1 
- d x  
2n Jn (6.3) 
where 
dx _ X" 
" ~ L  i x - a ' + v '  
=  /  1  —  - d x  
J X  
^ L 
«1 
x ^ ~ ' ^ [ { x  —  +  J } ^  +  2 ^ X  -  —  T J ^ ]  
f X l  
„n—l 
( x  - 0 ^  +  v ^  
+ 2 ^ J n - \  —  + V ^ ) J n - 2  
dx 
(6.4) 
n — 1 
If Jo and Ji are known any can be found by using equation (8.4) recursively. 
1 / > X 2  h = 
J X i  «1 i ^ - O ^ + V '  
- 1  f x - ^  
•dx 
tan" 
X2 
X I  
(6.5) 
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IS 
r d x  
and 
J ^ ^ 
^ 7x1 + 
= [0.5ln((a; - ^)^ + 77^)]^'+ ^Jo (6.6) 
The integral involving G and a general term of a polynomial of arbitrary order 
f  x^Gdx = — f  a:" ln[(a: - 1)^ + 77^]da: 
J x i  47r J x i  
Expressions For Domain Integrals 
As shown in equation (2.12), the integral over a triangle can be expressed as 
Collocation pt. 
Figure 7: Integration over a domain triangle 
integrals over three triangles, each of which has the collocation point P as a vertex. 
A local coordinate system (^, 7/) with the collocation point as the origin is chosen to 
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integrals over three triangles, each of which has the collocation point P as a vertex. 
A local coordinate system (^,7?) with the collocation point as the origin is chosen to 
perform the evaluations. The ^ axis is chosen to be perpendicular to the side of the 
triangle opposite to the origin (Figure 7). 
After this transformation, the polynomial expression for the function F takes 
the form ^ Thus, the integral involving the general term and G becomes 
To simplify the calculations, the following relations are introduced : 
T] — ^ tan(^); dr] — ( sec^{0)d0 (6.8) 
The general integral then becomes 
— 2 i'6=0i 
47r J^zzo J$=ei [ " [ ' tan"(g) sec^(g) ln[(^ tan^(g)] fzzO $
(6.9) 
where 
= ln[^^ sec^(3)]^^ ^ ^ /tan""'"^(5)c?5 (6.10) 
^ ^ n + 1 n + lJ ^ ^ 
Simplifying the last term above, we get 
(6.11) 
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Thus, knowing the first two terms,A'o and Ki of this series all subsequent terms can 
be found. We have, 
/il'o(>S) • J ds = s (6.12) 
and 
K i [ s )  =  y tan(s)ds = ln[sec(s)] (6.13) 
Thus, we get 
= + (6.14) 
n + i n — L 
where I is the greatest integer less than or equal to {n + l)/2, and 
A: is 0 if n is even, and 1 if n is odd. 
Combining equations (8.9), (8.10) and (8.14) we obtain 
Jn{^) = —4^1n[^^sec2(5)] ^Kn+2{s) (6.15) 
71 + i 71 + i 
1  -m+n+2 
I m A ^ )  =  n  +  +  n  +  
^ln(a^ secffj)) - 2ii:„+2(s) - ^  (6.16) 
and 
Im,n — Jm,n{^2) " (6.17) 
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PAPER II. 
SOLUTION OF GENERAL NON LINEAR SECOND ORDER 
BOUNDARY VALUE PROBLEMS BY THE BOUNDARY ELEMENT 
METHOD: GRID OPTIMIZATION AND NUMERICAL EXAMPLES 
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ABSTRACT 
A grid optimization procedure for a one dimensional boundary and a two dimen­
sional domain has been developed. The one dimensional optimization is based on the 
relative change in the values of the boundary unknowns from the solution on the 
previous grid to the current grid. The two dimensional optimization procedure uses 
a comparison between two values of the unknowns at the centroid of each triangular 
element. One of these values is obtained by a direct application of the boundary inte­
gral equation, and the other from an interpolation of the nodal values. This method 
differs from current methods in that an attempt is made to define a grid based on 
the variation of the unknown variable itself. The calculation of the local error norms 
is not computationally intensive. 
The greatest advantage of the method presented here is its versatility. It can 
be used along with any method of solution of the original problem, be it the finite 
element method, the boundary element method, or any other method. 
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CHAPTER 1. INTRODUCTION 
Once any problem has been solved numerically on a given initial grid (boundary 
and domain), it is necessary to determine the accuracy of the solution. If the solution 
is not sufficiently accurate, it is desirable to define a new, finer grid, and to solve the 
problem on this grid. It may be necessary to repeat this process until the desired 
accuracy has been obtained. 
The determination of the accuracy of a solution is the aim of error analysis. The 
classical method of error analysis is to solve the problem on an initial grid, then to 
solve it a second time on another finer grid. The error in the first solution is taken to 
be the difference in value of the two solutions. In this method the second, finer grid 
is formed by indiscriminately subdividing every element of the initial grid. Clearly, 
this is a very inefficient method. 
Error analysis in the boundary element method needs to be performed only 
on the boundary, as shown by Ingber and Mitra [1]. The method most commonly 
in use is selective mesh refinement, where, based on the local errors, only some of 
the elements are refined. In the h-version of this method, some of the elements are 
subdivided into smaller elements. This has been implemented in [2-4]. The p-method 
seeks to improve the solution by increasing the polynomial order of interpolation of 
some elements. Examples can be seen in [5-7]. Babuska, Quo and Stephan [7] have 
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examined the hp-method, and shown that it has an exponential rate of convergence. 
Other examples of the hp-method can be found in [8-9]. 
Other methods at mesh refinement can be seen in [10] where the number of nodal 
points remains same but the nodes are repositioned (r-method). In [11] a method 
based on the eigenfunctions of the known boundary variables at the corners has been 
used to perform an a priori grid optimization. Work on a priori optimization of 
curved boundaries has recently been done [12]. This work also demonstrates how 
the a-priori boundary optimization algorithm can be used, virtually unchanged, to 
perform grid refinement based on local errors. 
Although the present work is a boundary element solution, it involves the dis­
cretization of the domain. Hence, the interest is in finding methods of domain opti­
mization. For this the finite element literature provides some examples. In the finite 
element method, attempts have been made to define local (or element) errors. The 
most suitable description of the error is 
where Ui is the value of the unknown obtained by the numerical method, and u® is the 
exact nodal value. Z?,- is the domain of the element. This error governs the decision 
of whether to subdivide that element or not. 
The main difficulty in this procedure is that the exact solution u® is not known 
a priori . Hence, most of the work assumes that the error is the energy norm of the 
difference of the exact and numerical solutions. 
A posteriori error estimates for the finite element method have been formulated 
in the works of [13-16], etc. Based on the error in the local energy, the mesh refinement 
takes place. 
(1.1) 
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In the present work, a method for the refinement of a one dimensional boundary 
and a two dimensional domain is presented. The one dimensional refinement is a 
method which can be used no matter what the method of solution of the original 
problem. The two dimensional optimization scheme implemented in this work is 
specific to the boundary element method. The simple changes required to make it 
applicable to any method are also given in the Appendix. 
The domain grid optimization technique is based on a few equations derived in 
Paper I of this dissertation. For convenience, these equations are repeated here. Any 
non-linear equation in two dimensions is written as a Poisson-type equation as 
where F is a non linear function of x,y,u,Ux,Uy,Uxx,Uxy and Uyy. This differential 
equation is converted into an integral equation of the form 
The nodal values of u on the boundary and domain are determined by solving 
this integral equation by the method of collocation. 
V ^ u  =  F  (1 .2 )  
(1.3) 
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CHAPTER 2. OPTIMIZATION OF THE DOMAIN GRID 
After the nodal values of u are determined by solving the integral equation, the 
nodal values of F can be determined. These values can be used in two different ways 
to determine the values of xi and F at any point. 
The first way is to determine u and F at any point in a triangle by interpolation 
of the nodal values of that triangle. The second way is to calculate u by using 
equation (1.3). The derivatives of u are found by a finite difference scheme, and F is 
calculated. 
The fact that u and F can be calculated in two ways is a unique feature of the 
integral equation method. Such a feature is not available in finite element or finite 
difference method. This feature makes it possible to develop a simple yet robust grid 
optimization scheme. 
Let the value of u at the centroid of a triangular element obtained by using 
the integral equation be u». Let be the value of u at the centroid obtained by 
interpolation. Let the value of F at the centroid of a triangular element obtained by 
using the integral equation be F,. Let Fc be the value of F at the centroid obtained 
by interpolation. The greater the accuracy in the discretization and interpolation, 
the closer will be the values of F, and Fc. 
The domain grid optimization process is driven by a user defined tolerance 62 • 
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Any triangle for which 
F - F 
I  1^ (2-1)  
or 
I  l>  *2 (2.2)  
U-* 
will be subdivided into three triangles. Subdivision of a triangle takes place by 
placing a node at the centroid, and forming three new triangles from the existing one 
as shown in Figure 1. 
As a result of this subdivision the aspect ratio of the triangles deteriorates. To 
remedy this, we carry out a smoothing scheme as follows. If triangle ABC has angle A 
greater than some specified quantity (say 90 degrees), then we search for the triangle 
BCD with side BC common to triangle ABC. From the quadrilateral ABDC two 
new triangles ABD and ACD are formed if the diagonal AD is less than diagonal 
BC as shown in Figure 2a. If BC is less than AD, then the existing two triangles 
are retained as such, because the triangles ABD and ACD would have worse aspect 
ratios than the current triangles. If the side BC of the triangle happens to be on a 
boundary, then we drop a perpendicular from the vertex A to the side BC meeting 
it at D. Two new triangles ABD and ACD are formed as shown in Figure 2b. 
As discussed earlier, determination of u and F at the centroid by two different 
means is a unique feature of the boundary element method, brought out for the first 
time in this dissertation. Hence, the grid optimization scheme described above can 
not be used in any other method. However, a variation of the above scheme which 
can be used in the finite difference or finite element method has also been developed. 
The details of this variation are given in the Appendix. 
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Figure 1: Subdivision of a triangle 
(a) (b) 
Figure 2: Smoothing. BC is (a) not on, (b) on boundary 
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CHAPTER 3. OPTIMIZATION OF THE BOUNDARY GRID 
In the following, a macro-element is defined as that portion of the boundary 
which does not have any corners, and throughout which the boundary condition 
is either of Dirichlet or Neumann type. For example, a Dirichlet boundary value 
problem defined on a square ABCD has the edges AB, BC, CD, and DA as the 
macroelements. Each macroelement is divided into one or more elements. In this 
work it is assumed that each boundary element has linear variation of functions along 
the element. However, this is not a limitation of the method. The linear elements 
are chosen because of the economy in computation. 
Consider the macroelement AB shown in Figure 3. The initial discretization of 
AB consists of four straight elements. The location of the nodes with respect to a 
boundary fitted coordinate t are (1,(2,^3,^4 an^d the integral equation is solved on 
this grid to obtain the nodal values of the boundary unknown U (u on a Dirichlet 
boundary, or du/dn on a Neumann boundary) as U°,i = 1,2,3,4,5. Let the actual 
function be given by the bold curve in Figure 3. The straight line segments PQ, QR, 
RS and ST represent the linear interpolation. The improvement of the elements of 
macroelement AB is achieved in three steps as described below. 
Step 1: The lengths di — PQ, c?2 — QR, etc, are calculated. The average 
length, dav, of the di is then calculated. Those elements whose length di exceeds dav 
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are then subdivided by placing a node at the midpoint. It is assumed that the value 
at the midpoint is the average of the values at the two nodes of the original element. 
The new node location, and the value are stored. 
Step 2: When the problem is solved with the refined boundary mesh, let 
the solution be { }. Node 'i' is defined as 'good' if the relation 
(/P) _ cyP) 
I ' ' l< (3.1) 
is true; else it is defined as a 'bad' node. The quantity 6i is a user defined tolerance 
which drives the boundary grid optimization. 
Step 3: Once again the lengths dk and the average, dav, are calculated. The 
element J with nodes j and j+lis subdivided if its length exceeds the average and 
at least one of the nodes j or j+1 is a 'bad' node. This constitutes the third step. 
The second and third steps are repeated as many times as is necessary to get an 
accurate solution. 
Let us now examine the reasoning behind these steps, and then consider how it 
affects mesh refinement. The fact that dj is greater than dav suggests that U has a 
large variation on element j. Asa result of our selectivity, we do not indiscriminately 
subdivide every element at the very first iteration, but only certain elements are 
subdivided. The calculations which lead to the decision to subdivide an element 
are extremely simple when compared to the calculation of the error norm of the 
energy. This method attempts to find regions where the assumed interpolation of 
U may prove insufficient. These regions are modified by creating more elements by 
subdivision. 
Basing the decision of subdivision entirely on the relative magnitudes of dj  and 
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dav could lead to an unnecessarily fine grid. This can be clearly seen from Figure 
3. An application of step 1 above will identify PQ for subdivision, but not QR. 
However, comparison of the actual variation and the interpolation shows that it is 
QR that should be subdivided, not PQ. The steps 2 and 3 outlined above attempt 
to remedy this situation. 
The reasoning behind steps 2 and 3 can be understood more clearly by examining 
the example shown in Figure 4. ABCD is a macro element on which the actual vari­
ation of the unknowns is shown by the dotted line. Let us assume that the numerical 
procedure involved gives us the nodal values Application of step 
1 will tell us that the elements AB and BC need to be subdivided. Subdivision of 
AB and BC is done by placing two new nodes E and F at the midpoints of AB and 
BC respectively. It is assumed that at the next iteration the nodal value of E will be 
the average of the nodal values at A and B, while the value at F will be the average 
of the values at B and C. 
When the problem is solved on the new boundary mesh, the changes in the 
nodal values at A, B and E is expected to be small because the regions AB has linear 
variation and the linear interpolation function is sufficient to reflect that variation 
satisfactorily. Thus, in step 2, from equation (3.1), nodes A, B and E will be identified 
as good nodes. Also, node F is likely to be identified as a bad node. 
Consideration of the average lengths will tell us that the elements AE, EB, BF 
and FC are candidates for subdivision. The fact that the nodes A, E and B are 
good nodes tells us that the elements AE and EB should be left untouched, while 
the elements BF and FC are subdivided further. Any further application of this 
algorithm will note that A,B and E are good nodes. Thus the region AEB will not 
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Actual variation 
Linear interpolation 
N. 
B F I 
Figure 3:. Approximation of a curve by linear elements 
Actual variation 
Linear interpolation 
Figure 4; Example to explain the reasoning 
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be affected by any further iterations. Only the elements in the region BD will be 
modified. 
As can be seen from the above discussion, the boundary optimization scheme is 
able to recognize that a region of the boundary has actual variation of the same order 
as the polynomial interpolation function, and leaves it untouched. The optimization 
algorithm concentrates on the regions where there is actually a mismatch between 
the interpolation and the actual variation. This method is very straightforward and 
simple to understand. The calculations for the determination of the errors are ex­
tremely cheap, and they are based on the changes in the values of the unknown from 
one iteration to another. 
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CHAPTER 4. SOLUTION STRATEGY AND CONVERGENCE 
CRITERIA 
The steps involved in the complete solution process are as follows: 
1. Begin with a very coarse initial grid. 
2. Discretize the integral equation on the grid. 
3. Collocate at the boundary and domain nodes to obtain a set of non-linear 
algebraic equations. 
4. Solve the non linear algebraic equations by the Newton Raphson iterative 
scheme. The iterations are continued until a convergence criterion involving 
a user supplied tolerance e is satisfied. 
5. Calculate the error norms Eu, E^ (whenever the exact solution is known) and 
Ep- If Eu or Ep is less than a user supplied quantity S, then stop. 
6. The boundary grid is optimized based on a user supplied tolerance 8i, and the 
domain grid is optimized based on a user supplied tolerance 62. 
7. If the percentage change in number of domain element and boundary elements 
f rom the  o ld  g r id  to  the  improved  gr id  i s  l e ss  than  a  user  supp l ied  quan t i ty  7 ] ,  
stop; else go to step 2. 
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Steps 1 through 5 are described in Part I of this paper. Step 6, involving grid 
optimization, is described in detail in this paper. 
It can be seen from the above that the tolerance e governs the accuracy of the 
Newton Raphson solution method, and the tolerances (5i and 82 govern the iterative 
grid improvement. In the next section, through several numerical examples, it is 
shown that the user supplied tolerances 81 and 8^ are larger than at least one of the 
error norms and Ep. 
Scientists and engineers are often interested in obtaining a numerical solution 
with a desired relative error less than an arbitrary quantity, say 8. When dealing with 
non linear problems it is very difficult to determine a grid that will give a solution 
with the desired accuracy. It has been shown in this work that at least one of 
and Ep is less than 82. Thus, if a solution with an error less than 8 = 0.01 (say) is 
required, then we can set the tolerance values 81 and 82 to 0.01. It is expected that 
the solutions obtained will have a relative error less than 0.01. 
Thus, we see that this grid optimization method can be used to obtain solutions 
to non linear problems with the desired accuracy. 
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CHAPTER 5. NUMERICAL EXAMPLES 
In this chapter we solve 10 problems which illustrate the wide variety of problems 
to which the methods developed above can be applied. 
The selected examples can be classified into two groups. In the first group, 
the exact solutions are known and the performance of the numerical scheme can be 
accurately measured. In the second group, the exact solutions are not known. These 
problems are taken from [16]. Numerical solutions by employing the ELLPACK [16] 
program are available for comparison. 
For a few selected problems, a listing of the subroutine FORCE is given. This 
subroutine calculates the value of the forcing function F. This subroutine is also 
ut i l ized by the Newton Raphson subrout ine to  calculate  var ious der ivat ives  of  F. 
The purpose of suppyling the listing is to show that very little coding is required 
from the user when the form of the differential equation changes. 
Example 1 
The differential equation is 
= (5.1) 
u 
with the Dirichlet boundary condition u = + y^ona square with 0.1 < z < 1 
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and 0.1 < 3/ < 1. 
This represents a problem of steady state heat conduction with a distribution 
of temperature dependent heat source. This is a non-linear problem which has the 
exact solution u = a:^ + y^. The problem geometry is shown in Figure 5. 
(0.1,1) 
y 
il 
M 
>> 
+ 
i 
II 
a 
u = 1 +x (1 ,1 . )  
(0.1,0.1) 
u = 1 + y 
(1,0.1) 
Figure 5: Problem 1 
Since the exact solution is known, can be calculated. Table 5.1 shows the 
errors the exact E'^ and EF with several initial discretization of the boundary and 
domain. NDP is the number of domain points and NTE is the number of triangles. 
Irrespective of the value of Si and S2, or of the grid size, the solution is seen to be 
exact. One may also observe that the errors Eu based on the numerical solution are 
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very large compared to the errors Ep and E'^. This may be explained by observing 
that the error Ep is calculated by assuming F is linear, which it is. Also^ assuming 
linear F leads to the exact solution. Hence the value of u calculated at the centroid of 
any triangle by using the boundary element equation will be the exact one. Therefore, 
E'^ is negligible. E^ is calculated by assuming that u is linear, which is not true. Thus, 
we expect, and get, large E^ although we have the exact solution. The small error in 
Ep, in this case, signifies that the exact solutions have been obtained. 
Table 5.1: Errors and Grid Sizes for Problem 1 
NDP NTE Eu K Ep 
9 8 1.254 e-1 9.058 e-11 2.015 e-10 
16 18 5.480 e-2 6.279 e-09 1.390 e-08 
25 32 3.064 e-2 6.607 e-15 1.433 e-14 
The actual error E'^ is smaller than the specified tolerance on the domain Jg. 
The error in Ep is very close to zero. The tolerance for the boundary optimization 
8i does not affect the results in any significant manner. 
The following is a listing of the subroutine which defines the value of the right 
hand side F, and its derivatives F1 through F6 with respect to u,Ux,Uy,Uxx,Uxy,Uyy 
respectively. 
SUBROUTINE FORCE(X,Y,U,UX,UY,UXX,UXY,UYY,F,Fl, 
F2,F3,F4,F5,F6) 
IMPLICIT DOUBLE PRECISION (A-H,0-Z) 
IF(U.EQ.O.)F = 4.D0 
IF(U.NE.O.)F = 4.D0*(X*X + Y*Y) / U 
IF(U.EQ.0.)F1 = 0. 
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IF(U.NE.0.)F1 = -F/U 
F2 = 0.0 
F3 = 0.0 
F4 = 0.0 
F5 = 0.0 
F6 = 0.0 
RETURN 
END 
Example 2 
The differential equation is 
= 12 u° ' (5.2) 
with the Dirichlet boundary condition 
u = x'^ on y = 0 and y = 1 
•u = 1 on a; = 1 
u = 0 on a: = 0 
on a square with 0 < a; < 1 and 0 < y < 1. 
This represents a problem of steady state heat conduction with a distribution 
of temperature dependent heat source. This is a non-linear problem which has the 
exact solution u = a;^. The problem geometry is shown in Figure 6. 
Since the exact solution is known, E'^ can be calculated. Table 5.2 shows the 
errors the exact E'^ and Ep along with the number of domain points, Nj, the 
number of triangles, iV, the number of boundary elements, Nb, and the number of 
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iterations, /, for convergence of the Newton-Raphson method for various values of 
and 81. 
The computed error and the actual error E\ are smaller than the specified 
tolerance on the domain 82. The error in Ep is of the same order of magnitude as 
I 
(».') (1,1) 
c
 II 
(0.0) u = (1.0) 
Figure 6: Problem 2 
Table 5.2: Errors and Grid Sizes for Problem 2 
81 82 E^ K Ep Na N Nb I  
1.0 e-1 2.0 e-1 1.185 e-1 1.045 e-1 1.472 e-1 29 41 8 3 
1.0 e-1 1.0 e-1 5.466 e-2 4.896 e-2 5.782 e-2 67 108 8 20 
1.0 e-1 5.0 e-2 2.717 e-2 2.398 e-2 3.942 e-2 108 186 8 20 
1.0 e-1 2.5 e-2 1.758 e-2 1.555 e-2 2.659 e-2 195 354 8 20 
1.0 e-1 1.0 e-2 5.903 e-3 5.532 e-3 6.431 e-3 410 769 8 6 
1.0 e-1 5.0 e-3 4.107 e-3 3.878 e-3 5.747 e-3 476 901 8 10 
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Figure 7; (a) Initial domain grid, (b) Final domain grid 
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6%. The tolerance for the boundary optimization Si does not affect the results in any 
significant manner. 
Figures 7a and 7b show the initial and final domain mesh. 
It was observed for this problem that the initial boundary grid with two elements 
on each side of the square is sufficient. This is so because the actual boundary 
unknowns are constant on the element edges. 
Example 3 
The differential equation is 
V^u = 1.425u' e° '' (5.3) 
with the Dirichlet boundary condition u = 1 on a square with 0 < z < 1 and 
0 < 2/ < l.The problem geometry is shown in Figure 8. 
y 
1 
(0.1) u = 1 (1.1) 
u = 1 
(0.0) u = i (1,0) 
Figure 8; Problem 3 
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This problem has been taken from [16]. The function F is a transcendental 
function of u. The exact solution is not known. Comparison with the results in [16] 
show good agreement. It is a problem encountered in chemical kinetics. 
Table 5.3 shows the errors and Ep along with the number of domain points, 
Nd, the number of triangles, N, the number of boundary elements, Nb, and the 
number of iterations, I, for convergence of the Newton-Raphson method for various 
values of 5i and 62. Figures 9a and 9b show the initial and final domain mesh. Figures 
10a and 10b show the initial and final boundary meshes. 
The computed error E^ is smaller than the specified tolerance on the domain S^. 
The error in Ep is less than or almost the same as the specified tolerance 62- The 
tolerance for the boundary optimization Si does not affect the results very much. 
Table 5.3: Errors and Grid Sizes for Problem 3 
Sx 82 Eu Ep Nd N Nb I  
1.5 e-1 2.0 e-1 3.649 e-2 1.489 e-1 9 8 8 3 
1.5 e-1 1.0 e-1 1.817 e-2 7.526 e-2 11 12 12 3 
1.0 e-1 1.0 e-1 1.817 e-2 7.526 e-2 11 12 12 3 
5.0 e-2 5.0 e-2 1.140 e-2 4.671 e-2 17 22 20 2 
5.0 e-2 2.5 e-2 7.086 e-3 2.928 e-2 25 36 36 2 
5.0 e-2 1.0 e-2 2.451 e-3 1.008 e-2 51 84 36 2 
5.0 e-2 5.0 e-3 1.544 e-3 6.433 e-3 75 132 36 2 
5.0 e-2 2.5 e-3 6.713 e-4 2.728 e-3 237 436 36 3 
The presence of the transcendental term makes this a problem difficult to handle 
by almost any other method. Yet, the current algorithm had absolutely no problem 
in solving this. 
The following is a listing of the subroutine which defines the value of the right 
hand side F, and its derivatives F1 through F6 with respect to u,Ux,Uy,Uxx,Uxy,Uyy 
respectively. 
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Figure 9: (a) Initial domain grid, (b) Final domain grid 
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Figure 10: (a) Initial boundary grid, (b) Final boundary grid 
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SUBROUTINE FORCE(X,Y,U,UX,UY,UXX,UXY,UYY,F,Fl, 
F2,F3,F4,F5,F6) 
IMPLICIT DOUBLE PRECISION (A-H,0-Z) 
COMMON /PARAM/ ALPHA,BETA,GAMMA 
U1 = BETA * (l.-U) 
F = 1.425D0* DEXP(ALPHA*U1/(1. + U1)*(U**GAMMA) 
F1 = (GAMMA/U - ALPHA*BETA/((1.0+U1)**2)) * F 
F3 = 0.0 
F4 = 0.0 
F5 = 0.0 
F6 — 0.0 
RETURN 
END 
Example 4 
The differential equation is 
= 100 u + 300 cosh(202/) / cosh(20) (5.4) 
with the Dirichlet boundary condition 
u = l/2(cosh(10a:)/ cosh(lO) + cosh(20?/) / cosh(20)) 
on a square with 0.1 < z < 1 and 0.1 < y < l.The problem geometry is shown in 
Figure 11. This problem is taken from [16]. It has the exact solution 
u = l/2(cosh(10a:)/ cosh(lO) + cosh(20i/) / cosh(20)) 
There are two boundary layers in the exact solution of this problem, one at the 
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edge z = 1 and a thinner one at y = 1. Although F is a linear function of u and y, 
the presence of the two boundary layers makes this problem a good test of the grid 
optimization algorithm. The results show that the grid optimization algorithm can 
successfully identify the bopundary layers. 
y 
a 
(0,1) 
(0.0) 
(1.1) 
(1,0) 
u= 0.5 ( cosh(10x)/cosh(10) + cosh(20y)/cosh(20) ) 
on boundary 
Figure 11: Problem 4 
Figures 12a through 12j show the initial and final domain meshes. Figures 13a 
and 13b show the initial, and final boundary meshes. It can also be seen that in the 
later iterations the algorithm attempts only to improve the boundary-layer regions, 
leaving the rest of the domain virtually untouched. This example proves that the 
domain optimization algorithm described here is indeed a very powerful and effective 
tool. 
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Figure 12: (a) Initial domain grid, (b) Second domain grid 
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Figure 12: (cont.) (c) Third domain grid, (d) Fourth domain grid 
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Figure 12: (cont.) (e) Fifth domain grid, (f) Sixth domain grid 
72 
0.80 -
0.60 — 
0.40 -
0.20 -
0.00 0.50 1.00 
(g) 
0.80 -
0.60 -
0.40 -
0.20 -
0.00 0.50 1.00 
( h )  
Figure 12: (cont.) (g) Seventh domain grid, (h) Eighth domain grid 
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Figure 12: (cont.) (i) Ninth domain grid 
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Figure 12: (cont.) (j) Final domain grid 
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Figure 13; (a) Initial boundary grid, (b) Final boundary grid 
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Table 5.4: Errors and Grid Sizes for Problem 4 
<^1 82 Eu K EF • N Nb I  
2.0 e-1 3.0 e-1 2.333 e-1 1.239 e-1 2.271 e-1 84 137 41 2 
2.0 e-1 2.0 e-1 2.044 e-1 1.038 e-1 1.837 e-1 112 190 52 2 
1.0 e-1 2.0 e-1 2.046 e-1 1.037 e-1 1.838 e-1 112 190 73 2 
1.0 e-2 1.0 e-2 1.051 e-1 5.903 e-1 9.658 e-2 191 332 69 2 
1.0 e-2 5.0 e-2 8.229 e-2 • 4.422 e-2 7.527 e-2 244 438 80 2 
1.0 e-2 2.5 e-2 3.767 e-2 2.060 e-2 2.060 e-2 503 933 140 2 
Since the exact solution is known, can be calculated. Table 5.4 shows the 
errors Eu, the exact and EF along with the number of domain points, Nj, the 
number of triangles, N, the number of boundary elements, Nb, and the number of 
i terat ions,  I ,  for  convergence of  the Newton-Raphson method for  var ious values  of  6i  
and 62. 
The actual error E'^ is smaller than the specified tolerance on the domain 82. The 
errors E^ and Ep are either less than or almost the same as the specified tolerance 
82. The tolerance for the boundary optimization does not affect the results in any 
significant manner. 
Example 5 
The differential equation is 
V^u 
with the Dirichlet boundary condition u 
and 0.2 < 7/ < 1. 
This represents a problem of steady state heat conduction with a distribution 
of temperature dependent heat source. This is a linear problem which has the exact 
= 10 (5.5) 
=  1  / ( z  +  2 y ) o n a  s q u a r e  w i t h  0 . 2  <  z  <  1  
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solution u = 1 /{ X + 2y ). The problem geometry is shown in Figure 14. 
Figures 15a through 15i show the initial and final domain meshes. Figures 16a 
and 16b show the initial and final boundary meshes. An examination of the exact 
solution shows that there is a very sharp variation in u near the vertex (0.2,0.2). 
Looking at Figures 15, we see that the domain optimization algorithm recognizes 
this, and from the very beginning places more elements near this vertex, while the 
region 
y 
u = l/( X + 2y ) on boundary 
(0.2,1) (I'l) 
(0.2,0.2) (l.,0.2) 
(0,0) 
Figure 14: Problem 5 
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Figure 15: (a) Initial domain grid, (b) Second domain grid 
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Figure 15: (cont.) (c) Third domain grid, (d) Fourth domain grid 
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Figure 15: (cont.) (e) Fifth domain grid, (f) Sixth domain grid 
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Figure 15: (cont.) (g) Seventh domain grid, (h) Eighth domain grid 
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Figure 15: (cont.) (i) Final domain grid 
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Figure 16: (a) Initial boundary grid, (b) Final boundary grid 
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near the vertex (1.,!.), where the variation in u is the slowest, is sparsely populated 
with elements. We also see that for the first five iterations the two triangles near the 
vertex are not affected by the domain optimization algorithm. The solutions 
obtained from the first few iterations are unable to detect the small inaccuracies in 
the solution of the problem. 
Since the exact solution is known, E'^ can be calculated. Table 5.5 shows the 
errors the exact E'^ and Ep along with the number of domain points, Nd, the 
number of triangles, N, and the number of iterations, /, for convergence of the 
Newton-Raphson method the number of boundary elements, for various values 
of 5i and 82. 
Table 5.5: Errors and Grid Sizes for Problem 5 
81 82 E^ K Ep Nh N N, I 
5.0 e-1 2.0 e-1 2.582 e-2 1.838 e-2 1.196 e-2 34 48 17 8 
2.5 e-1 2.0 e-1 2.583 e-2 1.836 e-2 1.197 e-1 34 48 19 8 
1.5 e-1 2.0 e-1 2.583 e-2 1.835 e-2 1.197 e-2 34 48 22 8 
1.5 e-2 1.5 e-2 2.030 e-2 1.522 e-2 8.624 e-2 39 58 21 8 
5.0 e-2 1.5 e-2 2.028 e-2 1.522 e-2 8.621 e-2 39 58 30 8 
5.0 e-1 1.0 e-1 1.366 e-2 9.942 e-3 6.550 e-2 50 75 32 5 
5.0 e-2 5.0 e-2 6.715 e-3 5.254 e-3 3.086 e-2 79 129 36 8 
5.0 e-2 2.5 e-2 4.059 e-3 3.404 e-3 1.842 e-2 122 209 36 7 
2.5 e-2 5.0 e-3 9.293 e-4 7.228 e-4 4.158 e-3 501 936 57 8 
The computed error E^, Ep and the actual error E'^ are smaller than the specified 
tolerance on the domain ,63. The tolerance for the boundary optimization 81 does not 
affect the results very much. The tolerance for the boundary optimization 81 does not 
affect the results very much. This example once again demonstrates the effectiveness 
of the grid optimization algorithm. 
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Example 6 
The differential equation is 
V^tt = -3(u )°® (5.6) 
with the Dirichlet boundary condition u = e®cos(2y) on a square with 0 < z < 1 
and 0 < 1/ < 1. The problem geometry is shown in Figure 17. 
This problem has the exact solution u = e®cos(2y). 
y 
a u = e cos(2y) on boundary 
(0,1) 
(0,0) 
(1.1) 
(1.0) 
Figure 17: Problem 6 
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This is a non-linear problem involving the first derivative of u. This was solved 
three times, once by assuming a linear variation for w, the second time by assuming 
a quadratic variation for m, and finally, assuming a biquadratic variation. Figures 
18a and 18b show the initial and final domain meshes. Figures 19a and 19b show the 
initial and final boundary meshes. 
Since the exact solution is known, E'^ can be calculated. Tables 5.6 through 5.8 
shows the errors the exact and Ep along with the number of domain points, 
Ndi the number of triangles, iV, the number of boundary elements, #&, and the 
number of iterations, /, for convergence of the Newton-Raphson method for various 
values of 8i and 62 when u is linear, quadratic and bi-quadratic, respectively. 
Table 5.6: Errors and Grid Sizes for Problem 6 for linear u 
s. 82 Eu E'u Ep Nd N Nb I 
1.5 e-1 2.5 e-1 8.000 e-2 1.524 e-2 1.946 e-1 12 13 11 4 
1.0 e-1 1.5 e-1 1.089 e-2 9.288 e-3 7.285 e-2 58 93 38 5 
1.0 e-1 1.0 e-1 9.098 e-3 8.761 e-3 5.814 e-2 87 145 15 5 
1.0 e-1 7.5 e-2 6.567 e-2 8.059 e-2 4.893 e-2 115 197 15 5 
1.0 e-1 5.0 e-2 4.424 e-3 8.276 e-3 3.516 e-2 185 332 15 6 
Table 5.7: Errors and Grid Sizes for Problem 6 for quadratic u 
k 82 Eu E'u Ep Nd N Nb / 
1.0 e-1 1.0 e-1 8.155 e-2 3.876 e-2 4.382 e-2 9 8 8 6 
1.0 e-1 5.0 e-2 1.028 e-3 8.816 e-3 3.548 e-2 42 62 22 5 
1.0 e-1 2.5 e-2 6.611 e-4 9.472 e-3 3.335 e-2 48 73 22 6 
Table 5.8: Errors and Grid Sizes for Problem 6 for biquadratic ; u 
Si 82 Eu E'u Ef Na N N, I 
1.0 e-1 2.0 e-1 4.566 e-4 3.529 e-2 4.625 e-1 9 8 8 8 
1.0 e-1 1.2 e-1 1.462 e-3 1.860 e-2 2.558 e-1 17 21 17 5 
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0.00 0.50 1.00 
(a) 
1.00 -
0.80 -
0.40 -
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(b) 
Figure 18: (a) Initial domain grid, (b) Final domain grid 
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1.00 -
0.80 — 
0.60 -
0.40 -
0.20 -
0.00 
1.00 
(b) 
Figure 19; (a) Initial boundary grid, (b) Final boundary grid 
89 
The computed errors and the actual error E'^ are smaller than the specified 
tolerance on the domain 82. The tolerance for the boundary optimization 61 does not 
affect the results very much. 
The following is a listing of the subroutine which defines the value of the right 
hand side F, and its derivatives F1 through F6 with respect to u,Ux,Uy,Uxx,ii'xy,'Uyy 
respectively. 
SUBROUTINE FORCE(X,Y,U,UX,UY,UXX,UXY,UYY,F,Fl, 
F2,F3,F4,F5,F6) 
IMPLICIT DOUBLE PRECISION (A-H,0-Z) 
F = 0.0 
F1 = 0.0 
F2 = 0.0 
F3 = 0.0 
F4 = 0.0 
F5 = 0.0 
F6 = 0.0 
IF((U*UX).GT.O.O)THEN 
F = -3.*DSQRT(UX*U) 
F1 = -0.5*F/U 
F2 = .0.5*F/UX 
ENDIF 
RETURN 
END 
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Example 7 
The differential equation is 
= —10 u Ux (5.7) 
with the Dirichlet boundary condition u = 1 /{ x-\r2y ) on a square with 0.2 < r < 1 
and 0.2 < y < 1. The problem geometry is shown in Figure 20. 
1 = l/( X + 2y ) on boundary 
(0.2,1) (1,1) 
(0.2,0.2) (1,0.2) 
— — X 
Figure 20: Problem 7 
This problem is the well known Burger's equation without time dependence. 
This is a non linear problem involving the first derivatives of u. This problem has 
the exact solution u = \ x -\-2y ). 
Figures 21a and 21b show the initial and final domain meshes. Figures 22a and 
22b show the initial and final boundary meshes. 
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0.80 
0.70 — 
0.60 — 
0.50 -
0.40 -
0.30 -
0.20 -J 
(a) 
0.50 1.00 
(b) 
Figure 21: (a) Initial domain grid, (b) Final domain grid 
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Figure 22: (a) Initial boundary grid, (b) Final boundary grid 
93 
Since the exact solution is known, E'^ can be calculated. Table 5.9 shows the 
errors E^, the exact E'^ and Ep along with the number of domain points, Nd, the 
number of triangles, iV, the number of boundary elements, and the number of 
iterations, /, for convergence of the Newton-Raphson method for various values of 6% 
and 82. 
The computed errors Eu and the actual errors E'^ are smaller than the specified 
tolerance on the domain 62. The tolerance for the boundary optimization does not 
affect the results very much. 
Table 5.9: Errors and Grid Sizes for Problem 7 for quadratic u 
82 Eu K EF Nd N Nb I 
1.0 e-1 3.0 e-1 1.459 e-3 6.409 e-3 1.079 e-1 27 36 22 3 
1.0 e-1 2.5 e-1 1.184 e-3 4.678 e-3 8.501 e-2 29 40 22 3 
1.0 e-1 2.0 e-1 1.011 e-3 4.139 e-3 8.066 e-2 30 42 22 3 
1.0 e-1 1.5 e-1 8.260 e-4 3.338 e-3 5.166 e-2 36 52 24 3 
1.0 e-1 1.0 e-1 6.557 e-4 2.853 e-3 4.724 e-2 40 60 24 3 
1.0 e-1 5.0 e-2 3.420 e-4 1.777 e-3 2.826 e-2 59 92 24 3 
1.0 e-1 2.5 e-2 1.588 e-4 7.814 e-4 1.514 e-2 92 153 24 3 
In this case, too, the grid optimization algorithm was found to be succcessful in 
identifying regions of rapid change. 
Example 8 
The differential equation is 
= 2uy (5.8) 
with the Dirichlet boundary condition 
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w = 0 on a: = 0 and a: = 1 
u = 1 on y = 1 
ti = —lonj/ = 0 
on a square with 0 < x < 1 and 0 < y < 1. The problem geometry is shown in 
Figure 23. 
u = 0 
(0,0) u = -1 (1,0) 
Figure 23: Problem 8 
This problem is taken from ELLPACK [16], and the exact solution is unknown. 
This problem involves the first derivative of u. This problem occurs in magneto-
hydro-dynamics. Comparison with the results in [16] shows good agreement. 
Figures 24a and 24b show the initial and final domain meshes. Figures 25a and 25b 
show the initial and final boundary meshes. 
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Figure 24: (a) Initial domain grid, (b) Final domain grid 
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(b) 
ure 25: (a) Initial boundary grid, (b) Final boundary grid 
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Table 5.10 shows the errors and Ep along with the number of domain points, 
Nd, the number of triangles, N, the number of boundary elements, iVj,, and the 
number of iterations, 7, for convergence of the Newton-Raphson method for various 
values of Si and 6% assuming a quadratic variation for u. 
Table 5.11 shows the errors Eu and Ep for various values of (5i and 82 assuming 
a bi-quadratic variation for u. 
Table 5.10: Errors and Grid Sizes for Problem 8 for quadratic u 
<^1 82 Eu EF Nd N N, I 
1.0 e-1 2.0 e-1 3.729 e-2 9.395 e-2 62 95 95 2 
2.0 e-1 1.5 e-1 1.295 e-2 6.177 e-2 97 154 221 2 
1.0 e-1 1.2 e-1 1.302 e-2 5.986 e-2 138 222 191 2 
Table 5.11: Errors and Grid Sizes for Problem 8 for bi-quadratic u 
<^1 82 Eu Ep Na N m / 
2.0 e-1 3.0 e-1 5.543 e-2 5.761 e-1 25 31 56 2 
When a quadratic variation of u is assumed, the computed errors E^ and the 
actual errors E'^ are smaller than the specified tolerance on the domain 82. The 
tolerance for the boundary optimization does not affect the results very much. 
Figures 24a and 24b show the initial and final domain meshes. Figures 25a and 
25b show the initial and final boundary meshes. 
Example 9 
There are problems whose nature varies from one region to the other. The prob­
lem may be elliptic in one region, parabolic in a second, and hyperbolic in the rest of 
the domain. Such problems cannot be solved by the finite diff'erence method, because 
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the step lengths and convergence rates for different types of equations are different. 
That is, if the step length used for an elliptic problem is used for a hyperbolic prob­
lem, convergence may not be possible. Therefore, we see that a different method of 
solution is required for different regions. The formulation in Part I of this dissertation 
offers an approach which may be effective. To test the formulation, it is necessary 
to show that the Green's function for the Laplace equation can be successfully used 
to solve hyperbolic and parabolic equations. Hence, we now consider the differential 
equation 
with the Dirichlet boundary condition u — on a square with 0 < a; < 1 and 
The problem geometry is shown in Figure 26. This problem has the exact 
solution u = e^. 
This is a hyperbolic equation. Following the formulation presented in paper I, 
this is written as 
Since the right hand side includes second derivatives of u, it is assumed to be at least 
quadratic. 
Since the exact solution is known, can be calculated. Table 5.12 shows 
the errors and Ep along with the number of domain points, Nj, the number of 
triangles, N, the number of boundary elements, Nb, and the number of iterations, 
I, for convergence of the Newton-Raphson method for various values of Si and & 
assuming a linear variation for u. 
U x x  ^ y y  — (^/(*^ ) 1)1^ (5.9) 
=  { 2 / { x ^ )  —  1)^ 4- 2 U y y  (5.10) 
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y 
1 
2 
(0,1) u = ex (1,1) 
y 
u = e 
(0,0) u = x2 (1,0) 
Figure 26: Problem 9 
Table 5.12: Errors and Grid Sizes for Problem 9 for quadratic u 
82 Eu K Ef Nd N Nb I 
8.0 e-2 2.0 e-1 4.023 e-4 1.450 e-2 1.452 e-1 13 14 1515 2 
8.0 e-2 1.3 e-1 3.270 e-4 3.228 e-3 5.406 e-2 83 132 34 2 
8.0 e-2 1.0 e-1 3.265 e-4 6.902 e-3 8.130 e-2 62 94 32 2 
00
 
0
 
e-2 8.0 e-2 2.347 e-4 8.302 e-3 5.107 e-2 92 148 31 2 
The computed errors Eu and the actual errors E'^ are smaller than the specified 
tolerance on the domain 82. The tolerance for the boundary optimization 81 does not 
affect the results very much. 
Figures 27a and 27b show the initial and final domain meshes. Figures 28a and 
28b show the initial and final boundary meshes. 
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Figure 27: (a) Initial domain grid, (b) Final domain grid 
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Figure 28: (a) Initial boundary grid, (b) Final boundary grid 
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Example 10 
The differential equation is 
Wix - (2/9 + yl^)'^xy + Uyy = -(x/y + ylx)cos{xy) (5.11) 
with the Dirichlet boundary condition u = sin(x2/) on a triangle shown in Figure 
29. 
u = sin(xy) on boundary 
Figure 29: Problem 10 
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This is a hyperbolic equation. Following the formulation presented in Part I, 
this is written as 
= (z/y + 2//®)(Mxy - cos(.'r:2/)) (5.12) 
The right hand side includes second derivatives of u. Therefore we assume that u is 
quadratic. 
Since the exact solution is known, E'^ can be calculated. Table 5.13 shows 
the errors and Ep along with the number of domain points, Nj, the number of 
triangles, N, the number of boundary elements, and the number of iterations, 
I, for convergence of the Newton-Raphson method for various values of 6% and 62 
assuming a linear variation for u. 
Table 5.13: Errors and Grid Sizes for Problem 10 for quadratic u 
s. <52 Eu K Ep Nd N iVf, / 
8.0 e-2 1.0 e-1 3.316 e-3 2.912 e-2 1.139 e-1 6 4 9 2 
8.0 e-2 7.5 e-2 1.343 e-3 5.355 e-3 3.264 e-2 14 16 87 2 
8.0 e-2 5.0 e-2 1.330 e-3 5.738 e-3 4.236 e-2 16 19 167 2 
8.0 e-2 2.5 e-2 9.718 e-4 6.738 e-3 6.793 e-2 22 29 167 2 
8.0 e-2 1.0 e-2 1.239 e-4 8.877 e-4 3.457 e-2 56 88 167 2 
8.0 e-2 7.5 e-3 6.952 e-3 2.106 e-3 4.595 e-2 71 112 167 2 
The computed errors E^ and the actual errors are smaller than the specified 
tolerance on the domain 63. The tolerance for the boundary optimization does not 
affect the results very much. 
Figures 30a and 30b show the initial and final domain meshes. Figures 31a and 
31b show the initial and final boundary meshes. 
The following is a listing of the subroutine which defines the value of the right 
hand side F, and its derivatives F1 through FQ with respect to u,Ux,Uy,Uxx,'Uxy,ii'yy 
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1.00 1.50 2.00 
(a) 
1.80 -
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1.40 -
Figure 30: (a) Initial domain grid, (b) Final domain grid 
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Figure 31: (a) Initiai boundary grid, (b) Final boundary grid 
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respectively. 
SUBROUTINE FORCE(X,Y,U,UX,UY,UXX,UXY,UYY,F,Fl, 
F2,F3,F4,F5,F6) 
IMPLICIT DOUBLE PRECISION (A-H,0-Z) 
A = Y/X + X/Y 
F = A*[UXY - DCOS(X*Y)] 
F1 = 0.0 
F2 = 0.0 
F3 = 0.0 
F4 = 0.0 
F5 = A 
F6 = 0.0 
RETURN 
END 
In all cases considered here, the algorithm gave satisfactory results. After the 
problem was solved on the final grid, the solution at a few selected points was com­
pared with the exact solution (if known) or the reference cited in the problem de­
scription. Good agreement was obtained in all cases. 
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CHAPTER 6. CONCLUSIONS 
A wide variety of problems, both linear and non-linear, has been solved. From 
these it can be seen that the formulation developed in part I along with the grid opti­
mization (for both domain and boundary) algorithms are very powerful and effective 
tools. 
The grid optimization method is also a very general one, being applicable to any 
method of solution. 
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APPENDIX 
The domain optimization algorithm outlined for the case of the integral equation 
method can not be used with any other method because we can not calculate the 
value of the unknown in two different ways. Hence, an alternative algorithm for the 
optimization of the two dimensional domain has been developed. It is an extension 
of the one dimensional case to two dimensions. 
Step 1: Here the area, in the solution space of the triangle ÀB'C' of 
Figure 3 is calculated. The average area, Aav, is then calculated. Only those elements 
are considered for subdivision for which Ai is greater than Aav 
We can then proceed to the analogue of steps 2 and 3 of the one dimensional 
case which we list as steps 2* and 3*. 
Step 2*: The problem is solved on the refined domain mesh, let the solution 
be { }. Node 'i' is defined as 'good' if the relation 
is true ; else it is defined as a 'bad' node. {82 is an arbitrary number, say, 0.05) 
Step 3*: Once again the areas Aj and the average, Aav,  are calculated. The 
element j with nodes k, 1 and m is subdivided if its area exceeds the average and at 
least one of the nodes k, 1 or m is a 'bad' node. 
Ill 
X 
B 
Figure 32: Linear variation of F on triangle ABC 
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This method is the two dimensional analogue of the one dimensional method. It 
has all the capabilities and advantages associated with the one dimensional method. 
This method predicts the value at the centroid of every triangle based on the assumed 
interpolation on the triangle. When the problem is solved on the new grid, the 
expected value and the value obtained from the numerical solution are compared. 
If the relative difference is larger than a specified tolerance, then the interpolation 
is clearly insufficient. The triangle which has such nodes is subdivided into smaller 
triangles, that is, the h-method of optimization is used. Thus, this method can find 
out regions where the interpolation is insufficient to approximate the variation of the 
unknown, and places more elements in that region. 
Current methods of error calculation in the finite element method use the 'energy 
norm ' as a criterion for subdivision. This method utilizes a more direct approach, by 
using the values of the unknown itself as a criterion for subdivision. In this matter, 
it differs from the current trends in error analysis. Our method has the advantage 
that it is simple to understand and easy to use. It is also very flexible, in that the 
local error can be calculated by means of a subroutine that can be added to any 
pre-existing program. Further research in the application of this method to finite 
elements will demonstrate the effectiveness of this approach compared to existing 
alternatives. 
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PAPER III. 
A DUAL PURPOSE ALGORITHM FOR GRID GENERATION AND 
GRID OPTIMIZATION FOR PLANE REGIONS 
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ABSTRACT 
A method is presented here which generates a domain grid by triangulation 
and boundary elements which take into account the curvature of the boundary. The 
boundary must have a parametric representation. The domain is defined by an initial 
coarse grid of triangles. By introducing a new point at the centroid, each triangle 
is reduced to three smaller triangles. This leads to the formation of a fine grid. 
Repeated application of this leads to as fine a grid as desired. 
After starting with.a very coarse boundary discretization, more points are intro­
duced depending upon how closely a given element's length approximates the length 
of the actual boundary. The algorithm used is the same as the grid optimization 
algorithm in part I of this dissertation, where non-linear boundary element problems 
are solved. The examples given demonstrate the generality of the method. 
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CHAPTER 1. INTRODUCTION 
The ability of present day computers to perform millions of operations per second 
has proved to be a boon to the scientific computing community. Problems hitherto 
inapproachable because of insufficient computing ability can now be solved routinely. 
This facet of technology has proved to be especially beneficial to the fields of finite 
element, boundary element and finite difi'erence methods, where it has now become 
possible to solve problems on extremely fine grids. 
The ability to solve problems on very fine grids has created its own problems. 
Clearly, it would be time consuming, monotonous and thankless to feed in all the 
input data manually. Moreover, human error may prove unavoidable. To alleviate 
these problems of large data input, it was realized that automatic or semi-automatic 
grid generation must be used. That is, given an arbitrary domain, an algorithm was 
required which would span the two dimensional domain by triangles or quadrilaterals, 
and a three dimensional domain by tetrahedra or brick elements (parallelepipeds). 
Current methods for the triangulation of two dimensional domains use the con­
cepts of Delaunay triangulation and Voronoi spaces or the moving front technique, 
as can be seen in [1-5]. 
In the moving front method, the outer boundary is considered as the first front. 
Nodal points and triangles are generated inwards from the front and triangles are 
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formed. The remainder of the domain is considered as the new front, and the process 
is repeated until the whole domain is spanned. Some of the problems associated with 
these methods arise in the generation of suitable node points. It is not often trivial 
to compute the node points such that they are inside the domain, that they do not 
cross the boundaries of any internal holes. Also, when the points are joined together 
to form triangles it may not be clear which of the points is the best choice to join 
with another point. 
Three dimensional grid generation techniques using tetrahedra and the moving 
front method have been developed, among others, in [6-10]. These techniques face the 
same problems as those of the two dimensional methods, but because of the addition 
of a third dimension the problems are intensified. 
In the present work we describe a method which produces triangles from an 
initial grid. Further refinements are done by subdividing each triangle into three new 
triangles. The process is repeated until a sufficiently accurate grid is obtained. 
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CHAPTER 2. GENERATION OF BOUNDARY ELEMENTS 
The generation of boundary elements for the boundary element method has not 
received much attention. Work on a priori boundary optimization using eigenfunc-
tions has been done in [11] and on optimization of curved boundaries using spline 
functions is demonstrated in [12]. Though simple when compared to the problem of 
spanning a two dimensional domain, we give the following method which can eas­
ily be generalized to the problem of spanning curved two dimensional surfaces by 
triangles. The only requirement is that the boundary must admit of a parametric 
representation. 
Consider a part of the boundary whose parametric representation is given by 
X = x{t)\ y  =  y { t )  (2 .1)  
Let the parametric coordinates of its beginning and end points be and tg respec­
tively. We begin by first dividing the segment into an arbitrary number N of equally 
spaced (in the parametric sense) elements. That is, the points (a:(i,) y{ti)){i = 
1,2, • • •, iV + 1) are generated, where 
ti = tb + {i — l)(ie — ib)lN (2.2) 
For every element J with end points J, J+1 the length of the element is calculated 
as Li. The midpoint of the element with coordinates {x[tm)y{tm)) (where tm = 
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0.5(ij + tj+i ) is found. The lengths L2 and L3 between the midpoint and each of 
the nodal points is found. A comparison is made between the sum L2 + £3 and Li. 
If the difference is insignificant then it is clear (Figure la) that the element is very 
nearly the same as the boundary. Thus it is an acceptable one. On the other hand, 
if the comparison shows that the two quantities are significantly different then the 
curve is not approximated reasonably by element J. Figure lb shows this clearly. 
These concepts are embodied in a quantitative form as 
e = {L2 + L3 — Li)/Li (2.3) 
The decision to subdivide a boundary element is taken if 
e> 5 (2.4) 
where 6 is an arbitrarily specified quantity. It may be necessary to repeat this process 
several times to ensure that in the final discretization each of the elements satisfies 
(2.4). 
The problems solved (in a latter section) show that the procedure outlined above 
is a very efficient method to discretize any curved boundary representable in a para­
metric form. 
The accuracy of the boundary elements generated is calculated in two ways. In 
the first, the difference of the area enclosed by the polygon of boundary elements 
and the actual area is considered as a measure of the error. The relative error is 
computed as the ratio of this difference to the actual area. That is, if the actual area 
is A, and the polygon of linear boundary elements forms an area A', then the error 
in the boundary discretization is 
«. = (2.5) 
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A second way of finding the accuracy of the boundary discretization is by com­
paring the actual perimeter, P, to the perimeter, P', formed by the elements. Thus 
In cases where the actual area can not be calculated exactly, one of two methods 
may be used. We can either evaluate the integrals numerically, or we may divide the 
boundary uniformly into a very large number of small elements, say 500 elements on 
each edge. The area. A, calculated in this manner will not be appreciably different 
from the actual area. Similarly, when the actual perimeter can not be found, an 
arbitrarily large, equi-parametric division of the boundary into elements can be used 
as the actual  perimeter ,  P. 
This formulation is simple to understand and implement, but the greatest ad­
vantage of this method is that the extension to two-parameter surfaces is obvious. 
We can define a coarse mesh on a two dimensional surface, and by comparing the 
area of each triangle to the sum of the area of the three triangles formed by using 
the cent roi d as a new point, the decision to subdivide an element can be made. 
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(a) (b) 
Figure 1: Element is (a) a good, (b) a poor approximation 
A 
B 
Figure 2: Subdivision of a triangle 
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CHAPTER 3. GENERATION OF DOMAIN ELEMENTS 
The idea for the generation of domain elements relies heavily upon our experi­
ence with domain optimization. In domain optimization, an existing initial grid is 
taken and local errors of the solution are calculated. A consideration of local errors 
determines the elements that must be divided further into smaller ones. We use the 
same ideas for our mesh generation algorithm. 
A coarse (very coarse !) initial grid is defined which spans a considerable part of 
the domain. We proceed to divide every triangular element into three by introducing 
a point at the centroid (Figure 2). In the triangle ABC a new point D is introduced 
at the centroid, thus forming three triangles ABD, BCD and CAD from the existing 
triangle ABC. Thus, the initial coarse grid will become a fine grid. But the process 
of introducing a new point results in some of the triangles having bad aspect ratios, 
that is, they are not at all like the equilateral triangles that we would like to have. To 
remedy this defect, a smoothing scheme is introduced. What this does is to ensure 
that there are no triangles which have any angle larger than a specified angle (say 90 
degrees). 
The way to achieve this is as follows. Whenever a triangle ABC is encountered 
which has an angle A greater than the specified value, we seek the triangle BCD 
which has the side BC in common (Figure 3a). From the quadrilateral ABCD two 
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new triangles ADB and ADC are generated. It is possible that the new triangles 
are worse than the current ones. Therefore, the new triangles are formed only if 
the diagonal AD is smaller than the diagonal BC. It is also possible that overlapping 
triangles may be formed (Figure 3b). In such cases the original triangles are retained. 
It may happen that the side BC lies on a boundary. In such cases we determine 
if the part of the boundary to which BC belongs was originally a straight line. If so, 
a new point D on BC is introduced such that the lines AD and BC are perpendicular 
(Figure 3c). If BC is on a curved segment of the boundary, then D is the parametric 
midpoint of BC (Figure 3d). That is, the coordinates of D are x(tm) , 3/((m), where 
= 1/2 ( is + tc ). The new triangles formed are ABD and ACD. 
Some other pathological cases may occur. These are shown in Figures 4. In 
Figure 4a, due to an insufficient initial grid (or some other reason) the point A is 
already outside the domain. To rectify this we move the point A to the midpoint D 
and the triangle ABC is omitted from all future calculations. Although point A is 
in the domain in Figure 4b, the midpoint D falls on the line AC. In such cases too, 
the same method is used. The point A is moved to point D and the triangle ABC is 
removed. 
The smoothing algorithm is used as a two step method. In the first application of 
the algorithm, triangles with obtuse angles are rearranged as described above. Also, 
any side of a triangle which is on a curved boundary is treated as if the angle opposite 
that edge is obtuse, necessitating the introduction of a new point on the actual curved 
boundary. Thus, we get a better approximation of the curved boundary. In the second 
step, any triangles still having obtuse angles are rearranged whenever possible, but 
no new points are introduced. 
123 
(c) (d) 
Figure 3: Smoothing 
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Figure 4: Pathological cases 
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The smoothing algorithm results not only in producing triangles with better 
aspect ratios, but also in introducing new points on the boundaries, internal and 
external. Thus the curved boundary is better approximated. 
It can be seen from this description that having holes in the domain causes no 
special problems. Any new point introduced must be inside the existing triangles, 
therefore the region enclosed by the holes will be inviolate, provided that the initial 
triangulation does not create triangles whose centroid is in the hole. Even in such a 
case, which will be treated as a pathological one, the method of removing triangles 
outlined in the paragraph above should be able to identify and exclude inaccurate 
points. We suggest that a little bit of care be taken in specifying the initial trian­
gulation. It is to avoid such possibilities that during the smoothing process we treat 
any line which is entirely on a curved boundary as one which is opposite to an obtuse 
angle, requiring that the triangle it belongs to should be further subdivided into two. 
Before proceeding from the initial grid, it was found that an initial repeated 
application of the smoothing subroutine was helpful in some cases with complex 
geometries. Since the grid generation routine is not invoked before this initial ap­
plication, the method introduces new boundary points, and the boundaries of the 
problem are, therefore, better represented (see example 3c that follows). Thus the 
grid generation program has a better starting triangulation to work with. 
Remark 1: In the literature the term "automatic" is often used to mean a 
semi-automatic grid generation technique. The present work falls in the category 
of semi-automatic grid generation. The input data files in the Appendix show that 
although a semi-automatic approach, the current algorithm may require less data 
input than the fully automatic algorithms. These are the two largest data files for 
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the current problem set. 
Remark 2; It should be noted that the errors based on the perimeter length 
are always smaller than the specified tolerance 6. In the boundary discretization 
algorithm we ensure that all elements satisfy the condition that the local error be 
less than 6. Hence the relative ciimulative error should also be less than 6. 
The examples in the following chapter demonstrate the versatility of the method. 
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CHAPTER 4. SAMPLE PROBLEMS 
Example 1 
We generate an ellipse with semi major axis of length 1 and semi-minor axis of 
length 0.5. That is, the equation of the ellipse is, in parametric form, 
X = cos{t) 
2/ = 0.5sin(i) (4.1) 
where t varies from 0 to 2 tt. 
Figures 5a and 5b show the initial and final domain mesh. 
Figures 6a and 6b show the initial and final boundary mesh with the smallest value 
of 5. 
Table 4.1 lists the domain points and triangles generated during each iteration. 
Table 4.1: Variation of Domain for Problem 1 
Iteration No. of Domain Points No. of Triangles 
Ô 4 2 
1 10 10 
2 % 38 
3 82 130 
4 244 422 
5 730 1330 
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Y X 10-3 
400.00 -
200.00 -
0.00 -
-200.00 -
-400.00 -
-0.50 0.00 0.50 -1.00 1.00 
(a)  
Y X 10-3 
400.00 -
200.00 -
0.00 -I 
-200.00 -
400.00 -
X 
-1.00 -0.50 0.00 0.50 1.00 
(b)  
Figure 5: (a) Initial, and (b) final domain grids 
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Y X 10-3 
400,00 -
200.00 -
0.00 
-200.00 -
-400.00 -
-1.00 
-0.50 0.00 0.50 1.00 
(a) 
Y X 10-3 
400.00 -
200.00 -
0.00 
-200.00 -
-400.00 -
-1.00 -0.50 0.00 0.50 1.00 
(b) 
Figure 6: (a) Initial, and (b) final boundary grids 
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Table 4.2 shows the variation of the errors and 6% in the final mesh with the 
value of the maximum local error in each element, S. The last column shows the total 
number of elements. As expected, the error 6% is less than the tolerance S. 
Table 4.2: Tolerance vs Error for Problem 1 
8 6% N 
0.1 3.634 e-1 7.681 e-2 4 
0.05 9.968 e-2 2.463 e-2 8 
0.025 6.259 e-2 1.013 e-2 12 
0.01 5.782 e-2 7.487 e-3 16 
0.005 1.596 e-2 2.592 e-3 24 
0.0025 1.476 e-2 1.940 e-3 32 
0.001 4.460 e-3 6.775 e-4 52 
0.0005 3.032 e-3 3.796 e-4 72 
0.00025 1.041 e-3 1.522 e-4 108 
0.0001 5.990 e-4 7.504 e-5 156 
0.00005 2.380 e-4 3.162 e-5 236 
0.000025 1.604 e-4 1.879 e-5 304 
Example 2 
We generate a square in the region [-1,1] by [-1,1] with an inclined elliptical hole 
with semi major axis of length 0.2 and semi-minor axis of length 0.1. The ellipse is 
inclined counterclockwise 30° to the x-axis. That is, the equation of the ellipse is, in 
parametric form, 
^ = 0,2cos(i) ; 77 = 0.1sin(i) 
X = ^  cos(7r/6) — 7] sin(7r/6) 
y = ^ sin(7r/6) + 77 cos(7r/6) (4.2) 
where t varies from 0 to 2 tt. 
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Figures 7a and 7b show the initial and final domain mesh. 
Figures 8a and 8b show the initial and final boundary mesh with the smallest value 
of 5. 
Table 4.3 lists the initial domain points and triangles and the number of domain 
points and triangles generated during each iteration. Table 4.4 shows the variation 
of the errors and 6% in the final mesh with the value of the maximum local error in 
each element, 6. The last column shows the number of elements on the ellipse only. 
Table 4.3: Variation of Domain for Problem 2 
Iteration No. of Domain Points No. of Triangles 
0 16 20 
1 48 72 
2 144 240 
3 430 764 
4 1290 2388 
Table 4.4: Tolerance vs Error for Problem 2 
6 ^2 N 
0.1 -5.799 e-3 7.681 e-2 4 
0.05 -1.591 e-3 2.463 e-2 8 
0.025 -9.989 e-4 1.013 e-2 12 
0.01 -9.228 e-4 7.487 e-3 16 
0.005 -2.547 e-4 2.592 e-3 24 
0.0025 -2.355 e-4 1.940 e-3 32 
0.001 -7.118 e-5 6.775 e-4 52 
0.0005 -4.840 e-5 3.796 e-4 72 
0.0001 -9.572 e-6 7.504 e-5 156 
0.00005 -3.822 e-6 3.162 e-5 236 
0.000025 -2.572 e-6 1.879 e-5 304 
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1.00 
0.50 H 
0.00 
-1.00 
X 
-1.00 0.00 1.00 
(a)  
1.00 
0.50 -
0.00 
-0.50 
-1.00 
-1.00 0.00 1.00 
(b)  
Figure 7: (a) Initial, and (b) final domain grids 
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1.00 
0.50 — 
0.00 -
-0.50 -
-1.00 
-1.00 
1.00 
0.50 -
0.00 -
-0.50 -
-1.00 
-1.00 
(b) 
Figure 8: (a) Initial, and (b) final boundary grids 
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Example 3 
To generate a figure bounded on the top by the curve 
x  =  t -  y  =  t  { t - 1 )  { t - 2 )  (4.3) 
where t varies from 0 to 2; 
and bounded on the bottom by the ellipse 
2 == 1 +- cos((); ?/= 0.25 sm{t) (4.4) 
where t varies from tt to 2 tt. 
The narrow region at a: = 2, makes this an interesting problem. This problem 
was solved starting from several initial grids. 
Case a: Table 4.5 lists the initial domain points and triangles and the number 
of domain points and triangles generated during each iteration from the initial mesh 
of Figure 9a. 
Table 4.5: Variation of Domain for Problem 3a 
Iteration No. of Domain Points No. of Triangles 
0 11 9 
1 31 38 
2 91 136 
3 270 450 
4 807 1436 
Figures 9a and 9b show the initial and final domain mesh. 
Case b: Table 4.6 lists the initial domain points and triangles and the number 
of domain points and triangles generated during each iteration from the initial mesh 
of Figure 10a. Figures 10a and 10b show the initial and final domain mesh. 
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Y X 10-3 
0.00 
-200.00 -
1.50 2.00 0.50 1.00 0.00 
(a) 
Y X 10-3 
•200.00 
0.00 0.50 1.00 1.50 2.00 
(b) 
Figure 9: (a) Initial, and (b) final domain grids 
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Y X 10"3 
0.00 -
~X 
-200.00 - I 
0.00 2.00 1.50 1.00 0.50 
(a) 
Y X 10-3 
0.50 1.00 1.50 
(b) 
Figure 10: (a) Initial, and (b) final domain grids 
Table 4.6: Variation of Domain for Problem 3b 
Iteration No. of Domain Points No. of Triangles 
0 6 4 
1 16 18 
2 46 65 
3 136 220 
4 406 710 
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Case c: 
We attempt to generate a grid starting from only two elements, as shown in 
Figure 11a. As we can see, this is indeed a very crude approximation of the domain. 
Table 4.7 lists the initial domain points and triangles and the number of domain 
points and triangles generated during each iteration from the initial mesh of Figure 
11a. 
Table 4.7: Variation of Domain for Problem 3c 
Iteration No. of Domain Points No. of Triangles 
Ô 4 2 
1 8 6 
2 22 26 
3 63 92 
4 187 308 
5 559 988 
Figures 11a through llf show the initial and all intermediate domain meshes. 
Figure lib is the result of applying just the smoothing process once, thus resulting 
in a larger number of triangles with which to start the centroidal point generating 
process. The other figures show how the mesh evolves with each iteration. 
Figures 12a and 12b show the initial and final boundary mesh with the smallest 
value of 6. These figures show that the boundary generation algorithm is able to 
generate boundary elements which accurately reflect the curvature of the boundary. 
This can be observed by observing that near the points (0,0) and (2,0) there are a 
large number of boundary elements, while the point (1,0) on the upper boundary has 
two large elements. The region near the point (1,0) is almost a straight line, and this 
is recognized by the algorithm. 
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Y X 10-3 
0.00 -
-200.00 -
X 
1.00 0.50 0.00 1.50 2.00 
(a) 
Y X 10-3 
0.00 -
2.00 1.50 l.OO 0.50 0.00 
Y X 10-3 
0.00 -
-200.00 -
2.00 1.50 1.00 0.50 0.00 
(c) 
Figure 11; (a) Initial, (b) second, and (c) third domain grids 
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Yx 10' 
•200.00 
(d) 
Yx 10 
•200.00 
(e) 
Y X 10-3 
•200.00 
0.00 0.50 1.00 1.50 2.00 
(f) 
Figure 11: (cont.) (e) Fifth, and (f) final domain grids 
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Y X 10-3 
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(b) 
Figure 12: (a) Initial, and (b) final boundary grids 
141 
Table 4.8 shows the variation of the errors ej and 6% in the final mesh with the 
value of the maximum local error in each element, 8. The last column shows the total 
number of elements. In all cases, the error is less than the tolerance 6. 
Table 4.8: Tolerance vs Error for Problem 3 
8 ci 62 N 
0.1 3.634 e-1 3.143 e-2 4 
0.01 5.722 e-2 4.761 e-3 14 
0.005 5.722 e-2 2.531 e-3 16 
0.0025 5.647 e-2 1.963 e-3 24 
0.001 1.391 e-2 5.853 e-4 40 
0.0005 9.044 e-3 2.816 e-4 56 
0.00025 3.573 e-3 1.612 e-5 74 
0.0001 2.185 e-3 7.311 e-5 116 
0.00005 8.080 e-4 3.506 e-5 164 
0.000025 5.482 e-4 1.625 e-5 262 
0.00001 1.899 e-4 6.049 e-6 378 
Example 4 
To generate a triangulation for a circle enclosing an eccentric circle. 
The outer circle has the parametric form 
X = 2 cos{t) 
y — 2 sin(i) 
where t varies from 0 to 2 tt. 
The inner circle has the parametric form 
X = 0.5 cos(i) 
1/ = 1 + 0.5 sin(i) 
(4.5) 
(4.6) 
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where t varies from 0 to 2 tt. 
Table 4.9 lists the initial domain points and triangles and the number of domain 
points and triangles generated during each iteration. 
Table 4.10 shows the variation of the errors ei and e; in the final mesh with the 
value of the maximum local error in each element, S. The last column shows the total 
number of elements. 
Table 4.9: Variation of Domain for Problem 4 
Iteration No. of Domain Points No. of Triangles 
0 10 11 
1 30 42 
2 87 137 
3 261 448 
4 783 1418 
Table 4.10: Tolerance vs Error for Problem 4 
8 Eg N 
0.1 3.634 e-1 9.968 e-2 8 
0.05 9.968 e-2 2.550 e-3 16 
0.01 2.550 e-2 6.412 e-4 32 
0.0025 6.413 e-3 1.604 e-4 64 
0.001 1.606 e-3 3.999 e-5 128 
0.00025 4.015 e-4 9.875 e-5 256 
Figures 13a and 13b show the initial and final domain grid. Figures 14a and 14b 
show the initial and final boundary mesh with the smallest value of S. 
It may be necessary to define a biased grid for certain applications. That is, 
we know beforehand that certain regions of the domain must have a greater element 
density than other regions. It turns out that by using this method no extra infor­
mation needs to be provided for generating such a grid. All that is required is that 
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Figure 13: (a) Initial, and (b) final domain grids 
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Figure 14: (a) Initial, and (b) final boundary grids 
145 
the initial grid that we specify should have a greater mesh density in the appropri­
ate region, the grid generation algorithm then produces a mesh which has a greater 
density in that very region. That this must be so is obvious once we realize that the 
grid generation algorithm divides every triangle into three (or more, if one edge is 
on the boundary) triangles. A triangle which is initially smaller than its neighbors 
will result in triangles which are smaller than the neighboring triangles. The relative 
sizes will be preserved during the grid generation process. This is a major advantage 
over any other methods currently in use. 
The following example problem illustrates this point. Since the boundaries are 
linear, it is not necessary to perform a boundary optimization. 
To generate a triangulation for a square with a notch (Figure 15a), and to have 
a greater element density in the neighborhood of the notch. 
Figures 15a and 15b show the initial mesh and final domain meshes. 
Table 4.11 lists the initial domain points and triangles (Figure 15a) and the 
number of domain points and triangles generated during each iteration. 
If it is required that the elements near the notch be even smaller, then all we 
Example 5 
Table 4.11: Variation of Domain for Problem 5a 
Iteration No. of Domain Points No. of Triangles 
0 
1 
2 
3 
4 
12 
32 
94 
280 
838 
12 
44 
150 
486 
1530 
146 
1.00 
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0.40 -
0.20 -
0.00 
0.00 0.50 1.00 
(a) 
1.00 
0.80 
0.60 
0.40 
0.20 
0.00 
0.00 0.50 1.00 
(b) 
Figure 15: (a) Initial, and (b) final domain grids 
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have to do is to begin with an initial triangulation which has smaller elements near 
the notch tip. The result will be that there now appear smaller triangles than in the 
previous example. Figure 16a is a slightly different starting mesh, and Figure 16b 
shows the final mesh obtained. 
Table 4.12 lists the initial domain points and triangles (Figure 16a) and the 
number of domain points and triangles generated during each iteration. 
Table 4.12: Variation of Domain for Problem 5b 
Iteration No. of Domain Points No. of Triangles 
_ _ _ 
1 41 62 
2 121 204 
3 361 648 
4 1081 2016 
The number of operations required to obtain a refined grid from an existing grid 
depends only on the number of triangles in the former domain mesh. Assuming that 
a maximum of k operations are performed in obtaining three, (or more) triangles from 
a given triangle, we can see that this is a method of 0{n) operations, where n is 
the number of triangles. In all the cases considered here, the number of triangles is 
approximately 1.5-1.8 times the number of domain points. Hence the grid generation 
process is 0{n), where n is the total number of domain points generated in all the 
steps of the iteration. In comparison, mesh generation using Delaunay triangulation 
and Voronoi spaces is an ©(re" log(n)) method, where a is typically greater than 1 
(usually 1.1 -1.3). 
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0.00 0.50 1.00 
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Figure 16: (a) Initial, and (b) final domain grids 
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CHAPTER 5. CONCLUSIONS 
From the examples shown above it may be said that this is the simplest and most 
versatile method for semi-automatic grid generation. The input data file required is 
very small in size. To give an idea of the size input files for two of the problems are 
given in the appendix. These are the largest data files in the current sample. 
To summarize : 
1. This method can generate very good approximations to curved boundaries. 
2. It can generate meshes by triangulation for domains enclosed by curved bound­
aries. 
3. It can take into consideration any number of holes in the domain. 
4. It can create biased meshes without any significant additional expenditure of 
effort. 
5. The method requires 0{n) operations. 
The development of an analogous method for generating meshes for three dimen­
sional domains by tetrahedra, and bounded by curved surfaces spanned by triangles, 
is currently in progress. 
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APPENDIX 
Input Data File for Example 3a 
4,2,1 
0.,0.,2.,0. 
2.,0.,0.,0. 
-2 ,1  
-2,1 
0 . ,2. 
l . ,2. 
1,2 
0.39269908,0.1,100 
11,9 
0.,0.,-l,-2 
0.42264973,0.096225045,-1,-1 
1.5773503,-0.096225405,-1,-1 
2.,0.,-1,-2 
0.42264973,-0.20412415,-2,-2 
1.5773503,-0.20412415,-2,-2 
l.,0.,-l,-l 
1.,-0.25,-2,-2 
1.8,-0.072,-1,-1 
1.8,-0.15,-2,-2 
1.9,-0.10897247,-2,-2 
0.,1. 
0.42264973,0.42264973 
1.5773503,1.5770503 
2.,2. 
1.3040867,1.3040867 
1.6959133,1.6959133 
l.,l. 
1.5,1.5 
1.8,1.8 
1.8279791,1.8279791 
1.8564337,1.8564.337 
1,2,5 
2.5.7 
5.7.8 
3,7,8 
3,6,8 
3,6,10 
3.9.10 
4.9.11 
9,10,11 
0 
Input Data File for Example 5 
4,7,1 
0.,0.,1.,0. 
l.,0.,l.,l. 
l.,l.,0.52,1. 
0.52,1.,0.5,0.8 
0.5,0.8,0.48,1. 
0.48,1.,0.,1. 
0.,1.,0.,0. 
-2,0 
-2,0 
-2,0 
-2,0 
-2,0 
-2,0 
-2,0 
0 . , 1 .  
0.,1. 
l.,0.52 
0.52,0.5 
0.5,0.48 
0.48,0. 
0. ,1 .  
1,7 
0.996,0.1,100 
15,18 
0.,0.,-l,-7 
0.5,0.,-1,-1 
l.,0.,-l,-2 
0.,l.,-6,-7 
l.,l.,-2,-3 
0.65,1.,-3,-3 
0.35,1.,-6,-6 
0.52,1.,-3,-4 
0.48,1.,-5,-6 
0.5,0.8,-4,-5 
0.35,0.65,0,0 
0.65,0.65,0,0 
0.48,0.8,0,0 
0.52,0.8,0,0 
0.5,0.65,0,0 
0.,1. 
0.5,0.5 
L,0. 
0. ,0.  
l . ,0 .  
0.65,0.65 
0.35,0.35 
0.52,0.52 
0.48,0.48 
0.5,0.5 
0 . ,0.  
0. , 0 .  
0. ,0.  
0. , 0 .  
0. ,0 .  
1,2,11 
3,2,12 
1.4.11 
3.5.12 
4.7.11 
5.6.12 
15.11.13 
15.12.14 
10,15,13 
10,15,14 
10.9.13 
10.8.14 
7.11.13 
6.12.14 
7.9.13 
6.8.14 
2.11.15 
2,12,15 0 
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GENERAL CONCLUSIONS AND DISCUSSION 
The procedures adopted in this work produced excellent results. The following 
a gist of the original approaches used in this work: 
1. A mathematical formulation that makes it unnecessary to have a knowledge 
of the exact fundamental solution for the governing equation. Examples 9 and 
10 of Paper II clearly show that it is possible to solve hyperbolic equations 
using the Green's function for the Laplace equation. 
As a result of the successful application of this method, problems that were not 
amenable to boundary element techniques can, perhaps, be solved by adopting 
this approach. Among the problems which may repay investigation are: 
(a) Viscous, compressible fluid flow problems. 
(b) Anisotropic elasticity problems. 
(c) Any non-linear equation which can be recognized as being composed of a 
part with known fundamental solution, and another part with other terms. 
(d) Non-linear elasticity problems, including both geometric and material non-
linearities. 
2. The method is very general in nature. The formulation and program code 
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developed in this work can be used for any second order equation, be it an 
elliptic, hyperbolic or a parabolic equation. 
3. A grid optimization method applicable to any method of solution, be it the 
finite element, boundary element, finite element, or any other method. 
4. Some features of the boundary element method have been brought to light 
which show the power of this method. They are: 
(a) The use of macroelements to perform integrations for the given boundary 
conditions. When the given function is a polynomial, the use of exact 
integrations over the macro-element as a whole not only gives the exact 
values, but also proves to be computationally cheap. When the given 
boundary condition is not a polynomial, the use of elements of arbitrarily 
small size enables us to calculate the integrals with great accuracy. 
The fact that this simple approach has not been followed so far can be 
explained by the adherence to finite element formulations. This feature of 
the boundary element method has no correspondence in the finite element 
method, where the boundary is a part of the domain. 
(b) As a result of the above, it is obvious that there is no need to keep the 
discretization of the boundary coupled with the domain discretization. A 
look at equation (1.2.6) shows that the boundary and domain discretiza­
tions can be kept separate. Such an approach, in fact, leads to a great 
advantage in writing the computer code. Also, any problems associated 
with the normal derivatives at corner nodes is taken care of in the bound­
ary discretization itself. These problems do not appear when the domain 
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integrations are performed. 
(c) The problems solved in Paper II clearly show that the local error crite­
rion developed for this method is very effective. Problems 4, 5 and 7, 
in particular, show that the error criterion developed is a very accurate 
method. 
A method somewhat similar to this has been suggested for the finite el­
ement method. This method should prove to be a very general method 
for developing grid optimization procedures for the finite element tech­
nique. It is expected that the grid optimization technique developed for 
the boundary element method in this work will prove superior to the finite 
element version, because we are able to calculate the value of the unknown 
at the cent roi d exactly by the boundary element method. 
As a result, when applied to the same problems, the boundary element 
method will begin to approximate the true variation in fewer iterations 
than the finite lement method. Thus, the computational cost of the bound­
ary element program will be smaller than that of the finite element version. 
5. The use of subroutines to define different problems and boundary conditions 
makes it possible to drastically reduce the size of the input data file. Also, 
no matter what the problem, the use of subroutines obviates the need for any 
further input other than the initial data file. After compiling the program, the 
user can sit back and wait (not for long!) until the program proceeds to a 
termination, yielding a solution subject to the parmeters of the input data file. 
Difterent results can be obtained by changing the parameters in the input data 
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file, and runnuing the progrem again. 
6. In Paper III a fundanientally different approach to grid generation has been 
developed. This approach follows as a logical consequence of the grid optimiza­
tion algorithm, and is almost identical. Beginning from a very crude initial 
grid, a grid as fine as needed is generated by the repeated application of the 
grid optimization algorithm. Curved boundaries are handled easily, provided 
that the boundary can be represented in parametric form. Domains with holes 
are also no problem. The examples given show the generality and ease with 
which this method can be used for complicated problems. 
Future Developments 
Based on the successful application of the developments in this work, an inves­
tigation of the following problems should prove fruitful: 
1. Extension of this work to cover curved boundaries. This would require incorpo­
ration of the codes developed in Paper III into the main body of the program. 
The program should be improved to make it capable of handling Robin type 
boundary conditions, where an algebraic equation relating the unknown and its 
normal derivative is given. 
2. Extension of this work to three dimensional problems. 
3. Navier Stokes equations of fiuid dynamics. 
4. Anisotropic equations of elasticity. 
5. Non-linear elasticity. 
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6. Time dependent problems. Step marching in the time direction should yield 
good results. 
7. Comparison of the grid optimization methods for the finite element and bound­
ary element methods. 
8. Development of grid generation for three dimensions as a logical extension of 
the two dimensional case. The basic elements of the domain will be tetrahedra, 
and the curved surface will be defined by surface triangles. 
In summary, we feel that a very powerful method has been developed which 
enhances the power of the boundary element method. 
A powerful, and very fast, grid generation method has been developed for two 
dimensions. If implemented, the three dimensional grid generation procedure should 
prove to be the fastest and most versatile method of grid generation. 
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