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We consider the use of a Kinetic Monte Carlo approach for the description of non-equilibrium
bosonic systems, taking non-resonantly excited exciton-polariton condensates and bosonic cascade
lasers as examples. In the former case, the considered approach allows the study of the cross-over
between incoherent and coherent regimes, which represents the formation of a quasi-condensate that
forms purely from the action of energy relaxation processes rather than interactions between the
condensing particles themselves. In the latter case, we show that a bosonic cascade can theoretically
develop an output coherent state.
I. INTRODUCTION
Although Bose-Einstein condensation (BEC) was orig-
inally defined as an effect taking place in thermal equilib-
rium, it is striking to see that the concept has been gener-
alized to nonequilibrium systems. For example, the BEC
of photons in a cavity1 has been reported and several
groups have studied the BEC of exciton-polaritons (hy-
brid light-matter quasiparticles) appearing in semicon-
ductor microcavities2–4. Here BEC is characterized5 by
the spontaneous formation of coherence, typically mea-
sured by the transition of the second order coherence
function with increasing particle density, as reported by
several experimental groups6–12.
The physics of nonequilibrium condensates has been
shown to be radically different from that of equilibrium
systems, where condensates may form in non-ground
states13, multiple states14, and have distributions unde-
scribable by a single temperature.
The theoretical description of nonequilibrium conden-
sates typically requires an explicit treatment of energy
relaxation processes. Such processes compete with dissi-
pative processes, which cause particles to be lost from the
system before reaching the ground state. The dynamical
interplay of relaxation and dissipation ultimately deter-
mines the steady-state of the system. Energy relaxation
mechanisms have been handled previously in exciton-
polariton systems using semiclassical Boltzmann equa-
tions15–18 or introduced phenomenologically into mean-
field equations19–22. Methods treating energy relaxation
from first principles have also been developed based on
stochastic sampling of mean-field equations23 or their hy-
bridization with the Boltzmann equations24. However,
these methods do not account for quantum fluctuations,
which are needed for the unified treatment of nonequi-
librium condensation below and above threshold. In
principle, density matrix approaches25 (possibly supple-
mented with Monte Carlo techniques26) are applicable
to this task, however, in practice they are only feasible
for systems with small numbers of particles and modes27.
Bosonic cascade lasers28,29, which may operate with mil-
lions of particles have been treated with stochastic sam-
pling of the positive-P distribution30,31, however, such
a method is only accurate in the presence of an initial
coherent state.
In the present work we employ a kinetic Monte Carlo
approach based on quantum Boltzmann equations for the
description of non-equilibrium multimode open quantum
systems. Kinetic Monte Carlo has been developed under
different names in different fields, from vacancy migra-
tion in binary ordered alloys32, the Ising model33 and
chemical reactions34. A good overview of the method
can be found in Ref. 35. The approach allows stochastic
sampling of the quantum particle distribution function
and allows the treatment of systems with up to hundreds
of modes with possibly thousands of particles each. From
the particle distribution functions we have full access to
the coherence statistics, as characterized by the second
order correlation function. We apply the technique to
two specific examples: polariton condensation in one-
dimensional microwires and terahertz lasing in bosonic
cascade lasers.
In the former case we are able to describe the gradual
cross-over from incoherent population of excited states
to partial coherence in non-ground states and the for-
mation of a fully coherent BEC with increasing particle
density. The responsible energy relaxation processes are
described from first principles, accounting for polariton-
2phonon scattering and the scattering of polaritons with
hot exciton states15. Aside these interaction processes, it
is notable that additional interactions between the con-
densing particles themselves are not required for the for-
mation of a condensate (which is consistent with the orig-
inal equilibrium theory of BEC of the ideal gas).
In the case of bosonic cascade lasers, we access for the
first time theoretically the coherence of the lasing mode
and show that it can be useful for terahertz lasing with
high quantum efficiency.
II. GENERIC KINETIC MONTE CARLO
APPROACH
We start with the consideration of a set of M discrete
modes with populations n1, n2, . . ., nM . The probabil-
ity of the system being in any particular state at time t
is Pn1,n2,...,nM (t). The probability distribution contains
sufficient information to calculate the quantum expecta-
tion values of a variety of quantities, in particular those
with operators that commute with the number operator.
For example, one can calculate:
〈ni(t)〉 =
∑
Pn1,n2,...,ni,...,nM (t)ni (1)
〈n2i (t)〉 =
∑
Pn1,n2,...,ni,...,nM (t)n
2
i (2)
Of course the probability distribution Pn1,n2,...,nM (t)
does not contain all the information on the state of
the system, which would require the full quantum den-
sity matrix. However, from the above we can gain ac-
cess to the second order correlation function g2,ni(t) =
〈n2i (t)〉/〈ni(t)〉
2, which is the parameter typically used
to measure the coherence of a given mode. The above
prescription can also be easily generalized to the case of
non-zero time delay and cross-correlations between dif-
ferent modes.
The calculation of the quantum probability distribu-
tion can be based on the quantum Boltzmann master
equation, with generic form:
dPn1,n2,...,nM (t)
dt
=
∑
ij
Wi→jPn1,n2,...,nj−1,ni+1,...,nM (t) (ni + 1)nj
+
∑
i
1
τi
[Pn1,n2,...,ni+1,...,nM (t) (ni + 1)
−Pn1,n2,...,ni,...,nM (t)ni]
+
∑
i
Γi [Pn1,n2,...,ni−1,...,nM (t)ni
−Pn1,n2,...,ni,...,nM (t) (ni + 1)] (3)
The first term represents stimulated scattering pro-
cesses between modes, where Wi→j is the bare (spon-
taneous) scattering rate from mode i to mode j. In
an exciton-polariton system, this term would include
phonon emission (or absorption) processes as well as scat-
tering processes involving hot excitons15. These pro-
cesses introduce a temperature dependence of the system
via the temperatures of phonon or exciton baths.
The second and third terms represent decay and
incoherent/non-resonant pumping of the modes, at rates
τi and Γi, respectively. Their form is consistent with the
Liouvillian operator for the full quantum density matrix,
written in Ref. 36 for the case of incoherent/non-resonant
pumping. In principle other scattering processes (e.g.,
parametric scattering processes37) can also be included,
where the generic form is the coupling of one probability
in the distribution to another.
Equation 3 can be simulated numerically given Wi→j ,
τi, and Γi using kinetic Monte Carlo. This approach is
based on first defining an initial state:
(n1, n2, . . . , nM ) (4)
Equation 3 defines the scattering rates to other possible
states to which the above state can jump to. A prob-
ability distribution of possible jumps to other states is
associated to the scattering rates and a random quan-
tum jump is selected from the probability distribution.
The jump time defines the amount of time the system
spends in the original state, from which the calculation
of expectation values can be updated. Then the process
is repeated until the end of the time range of the cal-
culation. The process is then further repeated sampling
over different quantum trajectories characterized by dif-
ferent stochastic quantum jumps. The system is able to
attain a steady state, characterized by constant average
expectation values. This is because nonlinear loss pro-
cesses38 have effectively been accounted for in the quan-
tum Boltzmann equations; when a given mode becomes
highly occupied, the probability for it to lose particles
increases such that its occupation is bounded.
Since we neglect off-diagonal elements in the density
matrix, we note that our approach is strictly speaking
valid only when the system is not too far above the
condensation threshold and the various scattering pro-
cesses can be obtained accurately from single-particle
wavefunctions. Far above threshold, polaritons are typi-
cally modelled with the mean-field Gross-Pitaevskii equa-
tion, where coherence is assumed. Here, we are inter-
ested in the behavior crossing the threshold. In principle,
polariton-polariton scattering could renormalize the en-
ergy dispersion and alter the various energy relaxation
rates, however, this does not affect the general trend
of relaxing to the lowest available state, which is why
we will obtain results consistent with experiments even
above threshold.
Given that the range of validity of the quantum Boltz-
mann approach is the same as that for standard classical
Boltzmann equations, the quantum Boltzmann equations
can always be reduced to classical ones, depending on the
quantities of interest. Our motivation for working with
quantum Boltzmann equations is that they give access to
3second order correlations.
III. NON-EQUILIBRIUM CONDENSATION IN
POLARITON MICROWIRES
Exciton-polariton systems are short-lived bosonic
quantum systems that are subject to weak energy re-
laxation processes. Consequently they are an exemplary
non-equilibrium quantum system. They have been exper-
imentally shown to form Bose-Einstein condensates2–4,
yet they may also become trapped in non-ground states39
or form non-ground state condensates13.
For simplicity, we will consider a one-dimensional
exciton-polariton system or microwire40. The study of
partial energy relaxation processes in such systems is par-
ticularly relevant to the study of polariton condensate
transistors41,42 and the control of spin currents for spin-
tronics43,44. The main energy relaxation mechanisms in
this system arise from polariton scattering with acous-
tic phonons45 and the scattering of polaritons with high
momentum exciton states that can be considered as a
reservoir15 (provided that we are not interested in the
coherence statistics of these excitons). The scattering
processes are illustrated in Fig. 1.
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FIG. 1: (color online) Polariton energy relaxation mecha-
nisms illustrated on the low-momentum polariton dispersion
(blue/solid). The green/dashed curve illustrates the high-
momentum exciton dispersion. a) Polariton-phonon scatter-
ing. b) Polariton-exciton scattering. c) Polariton-polariton
to polariton-exciton scattering. d) Polariton pumping.
The calculation of the polariton-phonon scattering
rates is shown in the Appendix. For typical parameters
we find the result shown in Fig. 2 for a temperature of 5K.
Due to the reduced density of states in a one-dimensional
system, as compared to planar two-dimensional micro-
cavities, we find that the polariton-phonon scattering
rates are small, below neV. Given that typical polariton
decay rates are at least 10µeV in typical microcavities,
polariton-phonon scattering alone is insufficient to de-
scribe the relaxation of polaritons in one-dimensional sys-
tems. Even accounting for bosonic stimulation, very large
polariton occupation numbers or very high lifetime mi-
crocavities46 would be needed to make polariton-phonon
scattering dominant.
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FIG. 2: (color online) Polariton-phonon scattering rates from
mode k1 to k2. a) Polariton relaxation processes. The scat-
tering to k = 0 modes is larger than that of other modes due
to the larger density of states at k = 0 in a 1D system. b) Po-
lariton excitation processes, requiring non-zero temperature.
For this reason, it is important to account for
the polariton-exciton scattering processes illustrated in
Figs. 1b-d. The calculation of these rates is outlined in
the Appendix. The process in Fig. 1b adds to the scat-
tering rates Wij introduced in Eq. 3. The processes in
Fig. 1c require the addition of new terms in the quantum
Boltzmann equation (Eq. 3) of the form:
Wij→lPn1,...,nl−1,...,ni+1,...,nj+1,...,nM (t)(ni +1)(nj +1)nl
(5)
We assume that the incoherent pumping processes of
the system can be derived primarily from the process in
Fig. 1d to provide Γi. It should be noted that the rates
of the pumping processes and the scattering process il-
lustrated in Fig. 1b are proportional to the occupation of
exciton reservoir states, which is modelled with a Boltz-
mann distribution of the form:
nex,k = nexe
−~2k2/(2mXkBT ), (6)
where mX is the exciton effective mass (taken as 0.22
times the free electron mass in GaAs based microcavities)
and nex is a parameter representing the maximum occu-
pation of a state in the thermal exciton reservoir. This
parameter can be taken as a measure of the strength of
incoherent pumping in the system, which would be con-
trolled experimentally via the intensity of a non-resonant
laser or current from an electrical injection mechanism.
Given the aforementioned scattering rates for typical
microcavity parameters (given in the Appendix) we ob-
tain the time dependence of the average occupation of
the ground state below threshold shown in Fig. 3a. Here
the system is evolved from an initial vacuum state. The
average occupation remains below unity and the state is
that of an incoherent state with g2 = 2 (Fig. 3b). The
shown quantities are here obtained after averaging over
more than 109 quantum jumps. By studying the sta-
tistical variation over different runs, one can obtain an
estimate for the error in the obtained quantities. Since
for larger occupations one has to sample a larger number
of different states, the statistical error in the occupations
4is larger.
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FIG. 3: (color online) a) Time dependence of 〈n(t)〉 of the
ground state below threshold. b) Corresponding time depen-
dence of g2(t). c) Time dependence of 〈n(t)〉 for the ground
state (k = 0) above threshold. d) Corresponding time depen-
dence of g2(t). In each panel the light shaded region represents
the statistical error, corresponding to one standard deviation.
Above threshold, we find a large occupation of the
ground state developing after an initial stabilization time,
as shown in Fig. 3c. This is accompanied by the forma-
tion of coherence characterized by g2 = 1, as shown in
Fig. 3d. While the statistical error in g2 is very large
when the occupation numbers are small, which corre-
spond to a small denominator in calculating g2 and con-
sequently large effects of small fluctuations in 〈n〉, the
statistical error above threshold becomes small and in-
distinguishable in the plot.
We stress that while we have accounted for polariton-
phonon scattering, it does not affect significantly our re-
sults, in which polariton-exciton scattering is the domi-
nant and sufficient energy relaxation mechanism. This is
consistent with earlier works15,27.
In addition to describing the behaviour of polaritons
below and above threshold, the kinetic Monte Carlo the-
ory is able to access the cross-over between the incoherent
and condensed regimes. Figure 4 illustrates the change
in the momentum distribution of polaritons on the po-
lariton dispersion. As the pumping intensity is increased
the various energy relaxing scattering mechanisms be-
come more and more stimulated. This is captured as
a gradual overcoming of the bottleneck region39, before
full condensation is obtained at large pumping strength.
Here the large majority of polaritons collect in the sys-
tem ground state and full coherence is characterized by
g2 = 1.
It is worth noting that the obtained phenomenon of
condensation is obtained here without direct interactions
between condensing particles. The interactions that we
introduce are only to provide a physical mechanism of
energy relaxation, but in principle any mechanism of en-
ergy relaxation would generate similar behaviour. The
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FIG. 4: (color online) a-g) Momentum distribution of polari-
tons in the long-time (continuous wave excitation) limit for
increasing pumping intensity, represented by the maximum
reservoir occupation number, nex. h) Dependence of the sec-
ond order correlation function, g2 (circles and left-hand scale),
and the average occupation number, 〈n〉 (squares and right-
hand scale), for the highest occupied state as a function of
the reservoir occupation number. While there is a significant
statistical error below threshold, the error bars narrow upon
condensation.
considered system is thus a nonequilibrium analogue of
the non-interacting ideal gas. It should be noted though
that here we are considering a confined system, in which
the quantized modes in k correspond to the levels dis-
cretely modelled in our approach.
While we have focused on the second order coherence,
polariton condensates are typically also characterized by
the appearance of a first order spatial coherence, which
decays exponentially with distance47,48. As our tech-
nique neglects off-diagonal terms in the density matrix
we are unable to access this property, which could be
treated with other techniques49,50.
5IV. COHERENCE FORMATION IN BOSONIC
CASCADE LASERS
A bosonic cascade laser is composed of a series of
equidistant energy levels and was originally proposed for
the high efficiency generation of terahertz (THz) fre-
quency radiation28. Potential realizations making use
of parabolic quantum wells are in experimental develop-
ment29. When a particle is excited in a particular level of
the cascade it is assumed that it can undergo a radiative
transition to the next level in the cascade. Thus, in the
case that the radiative transition is at THz frequency,
one can have a high quantum efficiency process where
an optical quantum of energy injected into the system
undergoes multiple energy relaxing processes resulting in
the emission of many THz frequency photons. The THz
emission processes are typically weak in strength, but
they can become enhanced by bosonic final state stim-
ulation at high occupation numbers. When the system
is placed inside a THz cavity, it has been assumed that
the result will be the generation of a coherent THz mode
although the theory of such a process has not been at-
tempted.
The bosonic cascade laser can be described by the
quantum Boltzmann rate equations:
dPn1,...,nM ,nT
dt
=
P0
M∑
λ=1
[Pn1,...,nλ−1,...,nM ,nT − Pn1,...,nλ,...,nM ,nT ]
+W
M∑
λ=2
[
−Pn1,...,nλ−1,nλ,...,nM ,nT nλ−1(nλ + 1)nT
+ Pn1,...,nλ−1−1,nλ+1,...,nM ,nT−1nλ−1(nλ + 1)nT
+ Pn1,...,nλ−1+1,nλ−1,...,nM ,nT+1(nλ−1 + 1)nλ(nT + 1)
−Pn1,...,nλ−1,nλ,...,nM ,nT (nλ−1 + 1)nλ(nT + 1)
]
+
1
τ
M∑
λ=1
[Pn1,...,nλ+1,...,nM ,nT (nλ + 1)
− Pn1,...,nλ,...,nM ,nTnλ]
+
1
τT
[Pn1,...,nM ,nT+1(nT + 1)− nTPn1,...,nM ,nT ] (7)
whereM bosonic levels have populations n1, n2, . . ., nM ,
and nT is the number of THz photons in the THz cavity.
We assume for simplicity an equal pumping rate of all
levels in the cascade by a coherent driving of strength P0.
τ is the decay rate of bosons in each level, τT the decay
rate of THz photons, and W is the nearest neighbour
level scattering rate, which is assumed here independent
of the level index for simplicity. Rather than repeating
the detailed calculation of the scattering rate, we take
the value of Wτ = 8.3 × 10−7 consistent with Refs. 28,
31. Since our main objective is to derive the formation
of coherence, that is, lasing in the THz mode we will
consider a fixed value of τT = 0.1τ rather than presenting
a detailed dependence on all parameters.
Figure 5 shows results from the kinetic Monte Carlo
modelling of a bosonic cascade of M = 10 levels. The
mode occupations agree fully with the result from the
corresponding classical Boltzmann rate equations, how-
ever, the kinetic Monte Carlo approach provides an ad-
ditional access to the second order correlation function.
This reveals the smooth transition from an incoherent to
a coherent state of THz photons in the THz cavity.
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FIG. 5: (color online) Kinetic Monte Carlo simulation of a
bosonic cascade laser with M = 10 levels. a) Power depen-
dence of the level occupations. b) Power dependence of the
THz mode occupation. c) Power dependence of the second
order correlation function of the THz mode. d) Power de-
pendence of the quantum efficiency of THz generation. In all
panels the points show results from kinetic Monte Carlo sim-
ulation, while the solid curves in (a), (b), and (d) show the
result of solution of the classical Boltzmann equations (see
Appendix).
For completeness we also calculated the quantum ef-
ficiency of THz emission, which, we define as the ratio
of the number of THz photons emitted by the system to
the number of optical frequency photons put into the sys-
tem28. This is equivalent to the ratio of the THz photon
emission rate (nT /τT ) to the total system pumping rate
(MP0):
Q =
nT
MτTP0
(8)
The cascade geometry allows THz lasing to appear with
quantum efficiency exceeding unity, in the regime of stim-
ulated scattering despite the weak spontaneous scattering
rates in the system.
6V. CONCLUSION
The kinetic Monte Carlo approach offers an efficient
numerical simulation of quantum Boltzmann equations,
suitable for the description of non-equilibrium bosonic
systems. Such an approach offers access to the second
order correlation function and allows to study its devel-
opment across non-equilibrium phase transitions. As an
example, we considered the behaviour of the second order
correlation function in one-dimensional exciton-polariton
microwires. Here we are able to treat the cross-over
from an incoherent state, to a non-ground state, to a
ground quasi-condensate. While we required interactions
between polaritons and hot excitons to provide a mech-
anism of energy relaxation from first principles, interac-
tions between the condensing polaritons themselves were
not required to generate the condensate. We also stud-
ied the formation of coherence in a bosonic cascade laser
geometry, verifying the possibility of coherent terahertz
emission with quantum efficiency exceeding unity.
We hope that the kinetic Monte Carlo approach can
also serve in the description of partial energy relaxation
and coherence formation in a variety of other exciton-
polariton systems. In particular, we anticipate that the
quantum optics of geometries confined with static poten-
tials4,51–54 and self-induced traps55,56, where transitions
were observed between non-ground and ground quasi
condensates would be accessible.
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Appendix A: Polariton Relaxation Mediated by
Acoustic Phonons
The phonon-assisted sctattering rate between two po-
lariton states involving excitons of wavevector k1 and k2
is computed following Ref.45 as
Wk1→k2 =
Lz
ρuV
|∆k|
2
+ q2z
|~uqz|
|X (k1)X (k2)|
2
(A1)
×
[
aeI
||
e (|∆k|) I
⊥
e (qz)− ahI
||
h (|∆k|) I
⊥
h (qz)
]2
where ∆k = k1 − k2 and qz is the projection of the
phonon momentum on the vertical axis. We use here
typical GaAs material paramters: ρ = 5318 kg/m3 is the
material density, Lz = 10 nm and V = piR
2Lz are the
quantum well thickness and volume (for a microcavity
radius R) respectively. u = 3350 m/s is the speed of
sound, ae = −7 eV and ah = 2.7 eV are the lattice
deformation potentials of the induced by phonons at the
locations of electrons and holes. I
||
e,h and I
⊥
e,h are the
overlap integrals of the phonon wave functions with the
electron and hole wave functions, respectively, in the in-
plane and growth directions. They are expressed as
I
||
e,h (|∆k|) =
[
1 +
(
me,h
me +mh
|∆k|aB
)2]−3/2
(A2)
I⊥e,h (qz) =
pi2
qzLz
2
[
pi2 −
(
qzLz
2
)2] sin
(
qzLz
2
)
(A3)
where me = 0.067m0 and mh0.18m0 are the effective
masses of electrons and holes in terms of the free electron
mass m0 and aB = 10 nm is the exciton Bohr radius.
Finally X(k) is the excitonic fraction defined as
X (k) =
2√
4 + |Ep (k) /ΩR|
2
(A4)
where Ep (k) is the polariton dispersion relation and
ΩR = 10 meV is the Rabi splitting.
Appendix B: Polariton Relaxation Mediated by Hot
Excitons
The matrix elements of scattering between polari-
ton and hot-exciton states are obtained from the Fermi
Golden rule following Ref. 15. The scattering rate of the
process illustrated in Fig. 1b, from a polariton state of
wavevector k1 and exciton state of wavevector k3 to a
polariton state of wavevector k2 and an exciton state of
wavevector k4, is given by:
Wk1,k2 =
2pi
~
(
LmX
pi~2
√
|k3k4|
)(
6EBa
2
B
S
)2
nex,k3 (B1)
Here the factor in the first parenthesis on the right-hand
side is an average of the initial and final exciton density
of states in one-dimension (assuming a parabolic exciton
dispersion). The factor in the second parenthesis is the
matrix element of exciton-exciton scattering57, with EB
the exciton binding energy, aB the exciton Bohr radius
and S a normalization area. nex,k3 is the occupation
of excitons in initial state k3. For each combination of
wavevectors k1 and k2, k3 and k4 are obtained from en-
ergy and momentum conservation:
k3 =
2mX
~2
Ek1 − Ek2
2(k1 − k2)
−
k1 − k2
2
(B2)
k4 = k1 − k2 + k3 (B3)
where Ek represents the polariton dispersion.
7Similar expressions can be used for the processes in
Figs. 1c and d. We note that in the case of Fig. 1c one
should sum over a few different processes that can satisfy
the energy and momentum (phase matching) conditions.
Appendix C: Classical Boltzmann Equations for the
Bosonic Cascade
In the classical regime, the quantum cascade can be
modelled by a set of classical rate equations28 for the
mode occupations, nλ
dnM
dt
= P0 +W (nM−1(nM + 1)nT
−nM (nM−1 + 1)(nT + 1))−
nM
τ
(C1)
dnλ
dt
= P0 +W (nλ−1(nλ + 1)nT
−nλ(nλ−1 + 1)(nT + 1)
+nλ+1(nλ + 1)(nT + 1)
−nλ(nλ+1 + 1)nT )−
nλ
τ
(C2)
dn1
dt
= P0 +W (n2(n1 + 1)(nT + 1)
−n1(n2 + 1)nT )−
n1
τ
(C3)
where 1 < λ < M , and the THz mode occupation nT ,
dnT
dt
=W
2∑
λ
(nλ(nλ−1 + 1)(nT + 1)
−nλ−1(nλ + 1)nT )−
nT
τT
(C4)
Equations for the steady state are readily obtained by
setting the time derivatives to zero:
nM =
P0τ +WτnM−1nT
Wτ (nT + 1 + nM−1) + 1
(C5)
nλ =
P0τ +Wτ ((nλ−1 + nλ+1)nT + nλ+1)
Wτ (2nT + 1 + nλ−1 − nλ+1) + 1
(C6)
n1 =
P0τ +Wτ (nT + 1)n2
W (nT − n2) + 1
(C7)
nT =
Wτ
∑M
λ=2 (1 + nλ−1)nλ
Wτ (n1 − nM ) +
τ
τT
(C8)
A simultaneous solution to this set of equations can be
easily found by starting from an initially unoccupied
state and evaluating the quantities nλ and nT iteratively
until the equations become consistent. The result of this
procedure gives rise to the solid curves in Figs. 5a, b, and
d, which are in agreement with the result of full kinetic
Monte Carlo modelling.
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