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Abstract
In “I. Smears, E. Su¨li, Discontinuous Galerkin finite element approximation of nondivergence
form elliptic equations with Corde´s coefficients. SIAM J. Numer Anal., 51(4):2088-2106, 2013”
the authors designed and analysed a discontinuous Galerkin finite element method for the ap-
proximation of solutions to elliptic partial differential equations in nondivergence form. The
results were proven, based on the assumption that the computational domain was convex and
polytopal. In this paper, we extend this framework, allowing for Lipschitz continuous domains
with piecewise curved boundaries.
1 Introduction
In this paper, we also tackle the problem of approximating solutions to elliptic problems in nondiver-
gence form on domains with curved boundaries. That is, the problems that fall into this framework do
not in general possess a weak formulation; which means that the standard finite element approach
(which is centred around a weak formulation) is no longer justified. Furthermore, unlike elliptic
equations in divergence form, uniform ellipticity is not, in general, a sufficient assumption for well–
posedness of the corresponding boundary value problem, when the coefficients are not continuous,
see [7, 9] for such examples.
We extend the framework found in [13] to problems with domains that are allowed to have
piecewise curved boundaries, under the assumption that the curved portions of the boundary have
nonnegative curvature. We note, however, that this does not restrict the framework in any way, since
the scheme we define coincides with the scheme introduced in [13] when the domain is polytopal.
One can intuitively characterise the difference between convexity and uniform convexity (indeed
the latter implies the former), as follows: a domain is convex if the line segment between any two
points in the domain is contained in the domain. A domain is uniformly convex if the former
statement is true, and if the open line segment between any two points on the boundary of the
domain is contained in the interior of the domain. For example, the unit square (0, 1)2 is convex,
but not uniformly convex. In contrast, the unit disc {(x, y) : x2 + y2 < 1} is uniformly convex.
As will be seen throughout this paper, extending the framework of [13] is nontrivial, both in terms
of reformulating the numerical method and adapting the consistency, stability and error analysis of
this new method. In particular, there are new terms arising in the bilinear form (due to the curvature
of the boundary), which are necessary to maintain the consistency of the method; we are able to
demonstrate this necessity in Section 4, by attempting to implement the method present in [13],
without our adaptation, to an elliptic problem with a curved boundary. In this experiment, we will
see both a lack of consistency, and error results inferior to those produced by the new method we
propose.
Elliptic equations in nondivergence form appear in applications to fully nonlinear second order el-
liptic partial differential equations (PDEs), which, upon employing a suitable linearisation technique
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(Newton’s method for instance), produces an infinite sequence of such equations. Two particular
examples of nonlinear problems are the equations of Monge–Ampe`re (MA) and Hamilton–Jacobi–
Bellman (HJB) type. The MA problem arises in areas such as optimal transport and differential
geometry, and has been an area of interest, both from an analytical and a numerical computation
point of view for many years, see [5, 12, 15, 16] and [3, 10, 11]; while the HJB problem arises in ap-
plications to engineering, physics, economics and finance [6], where [8, 14] mark recent developments
in the numerical analysis of such problems.
The paper is organised as follows: In Section 1.1 we introduce the type of equations under
consideration in more detail, and provide an important existence and uniqueness result for such
problems. In Section 2 we begin by introducing the notation needed, we define our numerical method,
provide the necessary structural assumptions for the approximation of the computational domain,
and then define the numerical method. In Section 3 we prove a stability result for one of the main
bilinear terms our numerical scheme; this stability result is then used as a main tool in the proof
of existence and uniqueness of a numerical solution, and proceed to prove an important consistency
result. Finally we prove an error estimate that is optimal in terms of the mesh size. In Section 4,
we run several numerical experiments where the true solution is known. This allows us to verify the
error estimates presented in Section 3, and test the robustness of the scheme by considering operators
with discontinuous coefficients, as well as a nonconvex computational domain. Section 5 is the final
section, where we give concluding remarks on what has been accomplished in this paper, as well as
plans for future research.
1.1 The PDE
Consider the following second-order elliptic boundary–value problem: find u : Ω→ R such that{
Lu = f, in Ω,
u = 0, on ∂Ω,
(1.1)
where Ω ⊂ Rd is a Lipschitz continuous domain, and
Lu :=
d∑
i,j=1
AijD
2
iju,
where A ∈ L∞(Ω;Rd×d), is uniformly elliptic, and f ∈ L2(Ω) is a given function. Furthermore, we
assume that A satisfies the Cordes condition: there is an ε ∈ (0, 1] such that
|A|2
(Tr(A))2
=
∑d
i,j=1 A
2
ij
(
∑d
i=1 Aii)
2
≤ 1
d− 1 + ε a.e. in Ω. (1.2)
We quote the following result from [13], Theorem 3.
Theorem 1.1 Assume that Ω is convex, and that A satisfies (1.2). Then, there exists a unique
u ∈ H2(Ω) ∩H10 (Ω) that is a strong solution of (1.1).
2 The numerical method
In this section we detail the numerical method used to approximate solutions of a renormalised,
equivalent representation of (1.1). To this end, we consider the renormalisation function γ : Ω→ R+,
defined by
γ :=
TrA
|A|2 .
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Taking into account that γ is uniformly positive (when restricted to matrix–valued functions with
uniformly positive trace), we see that u ∈ H2(Ω) ∩H10 (Ω) solves{
γLu = γf, in Ω,
u = 0, on ∂Ω,
(2.1)
uniquely, if and only if it is the unique solution of (1.1).
2.1 Finite element spaces
The finite element spaces we consider consist of discontinuous piecewise polynomial functions, and
as such we must define some important notation.
Let {Th}h be a sequence of shape-regular meshes on Ω, consisting of simplices or parallelepipeds,
possibly with curved edges.
Edge and vertex sets. Given a triangulation Th, we denote by Eh, the set of edges of Th, by E
i
h
the set of interior edges of Th, by E
b, the set of boundary edges, by E i,bh := E
i
h ∪ E bh , and by V bh the
set of boundary vertices of Th.
Exact approximation. We assume that our mesh approximates the domain exactly. That is,⋃
K∈Th
K = Ω; (2.2)
this assumption is considered in the sense of [2]. The (possibly curved) open simplices K are the
images of a reference open simplex Kˆ under a collection of mappings
FK = F˜K +ΦK ,
where
F˜K : xˆ 7→ B˜K xˆ+ b˜K (2.3)
is an invertible affine map and ΦK ∈ C1(Kˆ;Rd) satisfies
CK := sup
xˆ∈Kˆ
‖DΦK(xˆ)B˜−1K ‖ < 1,
where ‖ · ‖ denotes the Euclidean norm on Rd, when the entry is vector valued, and the induced
Euclidean norm, when the entry is matrix valued.
Remark 2.1 The analysis of our numerical method does not require the domain, Ω, to be convex.
This means that there are cases where a unique solution to our numerical method exists, but the
assumptions of Theorem 1.1 are not satisfied. This motivates the following two definitions.
Definition 2.2 (Piecewise Ck,α domain) A domain Ω ⊂ Rd is piecewise Ck,α for k ∈ N, α ∈
(0, 1), if we may express the boundary of Ω, ∂Ω, as a finite union
∂Ω =
N⋃
n=1
Γn, (2.4)
where each Γn ⊂ Rd is of zero d-dimensional Lebesgue measure, and admits a local representation as
the graph of a Ck,α function.
Definition 2.3 (Piecewise Ck,α-piecewise convex domain) A domain Ω ⊂ Rd, is a piecewise
Ck,α-piecewise convex domain, with k ≥ 2, α ∈ (0, 1), if Ω is Lipschitz continuous, and the boundary
of Ω, ∂Ω, is given by a finite union of the form (2.4), and each Γn ⊂ Rd, can be expressed as a subset
of a level set of a Ck,α convex function ϕn. Moreover, the unit normal to Γn, nΓn, must correspond
to
nΓn =
∇ϕn
|∇ϕn| . (2.5)
3
Remark 2.4 Note that if Ω is a piecewise Ck,α-piecewise convex domain, with k ≥ 2, α ∈ (0, 1), it
is not in necessarily convex. For example, consider the “key-hole shaped” domain
Ω = {x2 + y2 < 1 : y ≥ 1/
√
2} ∪ [−1/
√
2, 1/
√
2]× [−3, 1/
√
2]. (2.6)
See Figure 4.
Remark 2.5 The unit normal assumption (2.5), in Definition 2.3, is required to exclude piecewise
smooth domains with boundary portions of strictly negative curvature, for example the subset of R2
given by:
([−2, 0]× [0, 2]) \ {x2 + y2 < 1/4}. (2.7)
See Figure 4.
Mesh size. For each element K ∈ Th, let hK := diam K˜ ≥ C(d)‖B˜K‖ (where K˜ = B˜K(Kˆ)). It is
assumed that h = maxK∈Th hK for each mesh Th.
Mesh conditions. We shall adopt the following assumptions on the meshes. The meshes are
allowed to be irregular, i.e., there may be hanging nodes. We assume that there is a uniform upper
bound on the number of edges composing the boundary of any given element; in other words, there
is a cF > 0, independent of h, such that
max
K∈Th
card{F ∈ E i,bh : F ⊂ ∂K} ≤ cF ∀K ∈ Th, ∀h > 0. (2.8)
It is also assumed that any two elements sharing an edge have commensurate diameters, i.e., there
is a cT ≥ 1, independent of h, such that
max(hK , hK′) ≤ cT min(hK , hK′), (2.9)
for any K and K ′ in Th that share an edge. Furthermore, for each edge F ∈ E i,bh , we define
h˜F :=
{
min(hK , hK′) if F ∈ E ih,
hK if F ∈ E bh .
(2.10)
where K and K ′ are such that F = ∂K∩∂K ′ if F ∈ E ih, or F ⊂ ∂K∩∂Ω if F ∈ E bh . The assumptions
on the mesh, in particular (2.9), show that if F is an edge of K, then
hK ≤ cT h˜F . (2.11)
Finally, we assume that each F ∈ E bh satisfies
F = F ∩ Γn, (2.12)
for some n ∈ {1, . . . , N}. This implies that each boundary face is completely contained in a boundary
portion Γn.
Remark 2.6 In order to prove the error estimate in Section 3.3, we are required to assume that
the boundary of Ω, ∂Ω, is sufficiently piecewise smooth, so that the results present in [2] guarantee
the existence of an interpolate of the true solution of (1.1) that satisfies the required error bound
(see Theorem 3.6 for further details). Furthermore, in order to define our numerical method, it is
necessary to consider the tangential Laplacian (see Lemma 2.8), on portions of the boundary. This
requires the assumption that Ω is at least piecewise C2,α, α ∈ (0, 1).
In Section 3.3, we require the following error estimate necessary mesh assumptions: we assume that
the family of triangulations {Th}h is regular of order m, that is, we assume that conditions (2.8)
and (2.9) hold, and for some integer m ≥ 2, for any h, and any element K ∈ Th one has FK ∈ Cm+1,
and
sup
h
sup
K∈Th
sup
xˆ∈Kˆ
‖∇lFK(xˆ)‖‖B˜K‖−l <∞, 2 ≤ l ≤ m+ 1.
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Note that since FK = F˜K + ΦK , where F˜K is an affine map, it follows that ∇lFK = ∇lΦK for all
integers 2 ≤ l ≤ m+ 1.
Jump and average operators. For each face F = K ∩K ′ for some K,K ′ ∈ Th (in the case that
F ∈ E bh take F = ∂K), with corresponding unit normal vector nF (which, for convention is chosen
so that it is the outward normal to K), we define the jump operator, [[·]]F over F , by
[[φ]]F =
{
(φ|K)|F − (φ|K′)|F if F ∈ E ih,
(φ|K)|F if F ∈ E bh ,
and the average operator, 〈〈·〉〉, by
〈〈φ〉〉F =


1
2
((φ|K )|F + (φ|K′)|F ) if F ∈ E ih,
(φ|K)|F if F ∈ E bh .
For two matrices A,B ∈ Rd×d, we set A : B := ∑di,j=1 AijBij . For an element K, we define the
inner product 〈·, ·〉K by
〈u, v〉K :=


∫
K
u v if u, v ∈ L2(K),∫
K
u · v if u, v ∈ L2(K;Rd),∫
K
u : v if u, v ∈ L2(K;Rd×d).
Any ambiguity in this notation will be resolved by the arguments of the bilinear form. The bilinear
forms 〈·, ·〉∂K and 〈·, ·〉F for F ∈ E i,bh , are defined similarly. Note that for F ∈ E bh , in general, to
calculate an 〈·, ·〉F (with entries that ensure that the integral is well defined), one can utilise the
corresponding map FK (where F ⊂ ∂K), and apply a change of variables, yielding an integral on a
face of the reference simplex, Kˆ.
Function spaces. For each K ∈ Th, recall that Pp(K) is the space of all polynomials with either
total or partial degree less than or equal to p. The discontinuous Galerkin finite element space Vh,p
is defined by
Vh,p := {v ∈ L2(Ω) : v|K = ρ ◦ F−1K , ρ ∈ Pp(Kˆ), ∀K ∈ Th}, (2.13)
where p ∈ N, p ≥ 2. Let s = (sK : K ∈ Th) denote a vector of nonnegative real numbers and let
r ∈ [1,∞].
The broken Sobolev space W s,r(Ω;Th) is defined by
W s,r(Ω;Th) := {v ∈ L2(Ω) : v|K ∈W sK ,r(K) ∀K ∈ Th}. (2.14)
We denote Hs(Ω;Th) := W
s,2(Ω;Th), and set W
s,r(Ω;Th) := W
s,r(Ω;Th), in the case that sK =
s, s ≥ 0, for all K ∈ Th. For v ∈W 1,r(Ω;Th), let ∇hv ∈ Lr(Ω;Rd) denote the discrete (also known
as broken) gradient of v, i.e., (∇hv)|K = ∇(v|K) for all K ∈ Th. Higher order discrete derivatives
are defined in a similar way. We define a norm on W s,r(Ω;Th) by
‖v‖rW s,r(Ω;Th) :=
∑
K∈Th
‖v‖rW s,r(K) (2.15)
with the usual modification when r = ∞. Tangential differential operators. For F ∈ E i,b, denote
the space of Hs-regular tangential vector fields on F by Hs
T
(F ) := {v ∈ Hs(F )d : v · nF = 0 on F}.
Below we define the tangential gradient ∇T : Hs(F ) → Hs−1T (F ) and the tangential divergence
divT : H
s
T
(F ) → Hs−1(F ), where 1 ≤ s ≤ 3 (note that in the case that ∂Ω is piecewise Cm,α,
with m ≥ 3, α ∈ (0, 1), we are able to consider 1 ≤ s ≤ m). Let {ti}d−1i=1 ⊂ Rd be an orthonormal
coordinate system on F . Then, for u ∈ Hs(F ) and v =∑d−1i=1 viti, with vi ∈ Hs(F ) for i = 1, . . . , d−1,
we define
∇Tu :=
d−1∑
i=1
ti
∂u
∂ti
, divT v :=
d−1∑
i=1
∂vi
∂ti
. (2.16)
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Definition 2.7 (Mean curvature) Let F be a C2,α, portion of ∂Ω, with α ∈ (0, 1). Then, F
defines a (d−1)–dimensional hypersurface in Rd. We define the mean curvature, HF of F as follows
HF = (∇ · nF )|F = (Tr(∇nTF ))|F ,
where nF is the unit outward normal to F .
Lemma 2.8 Let Ω be a piecewise C2,α-piecewise convex domain (in the sense of Definition 2.3),
and let Th be a mesh on Ω consisting of possibly curved simplices or parallelepipeds. Then, for each
K ∈ Th and each face F ⊂ ∂K, the following identities hold:
τF (∇v) = ∇T(τF v) +
(
τF
∂v
∂nF
)
nF ∀v ∈ Hs(K), s > 3/2,
τF (∆v) = divT∇T(τF v) +HF
(
τF
∂v
∂nF
)
+ τF
∂
∂nF
(∇v · nF ), ∀v ∈ Hs(K), s > 5/2,
(2.17)
where HF is the mean curvature of the face F , and τF is the trace operator associated to F .
Proof: First, if F ∈ E ih, then F is flat, and both identities in (2.17) follow from Lemma 4 in [13].
If F ∈ E bh , then the identities follow similarly to the proof of Lemma 4 in [13], taking into account
the fact that for K ∈ Th such that E bh ∋ F ⊂ ∂K, the Laplacian of a smooth function u ∈ C∞(K)
can be decomposed as follows
∆u|F = divT∇Tu+ HF ∂u
∂n
∣∣∣∣
F
+
∂2u
∂n2
∣∣∣∣
F
.
Noting that the trace operator, τ , commutes with partial derivatives, by the density of smooth
functions in Hs(K), we obtain
τF (∆v) = divT∇T (τF v) +HF
(
τF
∂v
∂nF
)
+ τF
∂
∂nF
(∇v · nF ). 
2.2 Trace inverse estimate
We prove the following result, based on the proof of Lemma 2.4 from [2].
Lemma 2.9 Assume that the simplex K = FK(Kˆ), where FK ∈ Ck, k ∈ N, and that F ∈ E i,bh is a
face of K. Then, for any v ∈ Vh,p, the trace of v, τF (v|K) ∈ Ck(F ), and we have, for any integer
0 ≤ m ≤ k,
‖v‖Hm(F ) ≤ Ch˜−mF ‖v‖L2(F ), (2.18)
where C is a positive constant independent of the mesh size h.
Proof: From the second inequality in the proof of Lemma 2.4 in [2], for v ∈ Vh,p, we obtain the
following
|v|2Hm(F ) ≤ C| det B˜F |
(
m∑
r=1
‖B˜K‖4(m−r)‖B˜−1K ‖2m|vˆ|2Hr(Fˆ )
)
,
where B˜F is the restriction of B˜K to Fˆ := F
−1
K (F ), and vˆ = v ◦ F−1K .
As all norms are equivalent in finite dimensions, we see that, for 1 ≤ r ≤ m,
|vˆ|Hr(Fˆ ) ≤ ‖vˆ‖Hr(Fˆ ) ≤ C‖vˆ‖L2(Fˆ ),
and so
|v|2Hm(F ) ≤ C| det B˜F |
(
m∑
r=1
‖B˜K‖4(m−r)
)
‖B˜−1K ‖2m|vˆ|2L2(Fˆ )
≤ C| det B˜F |‖B˜−1K ‖2m‖vˆ‖2L2(Fˆ ).
(2.19)
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Now, note that
‖vˆ‖2
L2(Fˆ )
=
∫
Fˆ
(v ◦ FK)2 ≤ sup
x∈F
∣∣detDF−1K (x)∣∣
(∫
Fˆ
v2
)
= sup
x∈F
∣∣detDF−1K (x)∣∣ ‖v‖2L2(F ). (2.20)
Furthermore,
DF−1K = B˜
−1
K (Id +DΦKB˜
−1
K )
−1,
where the inverse of Id +DΦKB˜
−1
K exists, due to the fact that
sup
xˆ∈Kˆ
‖DΦK(xˆ)B˜−1K ‖ ≤ CK < 1. (2.21)
From this, we obtain ∣∣detDF−1K ∣∣ = ∣∣∣det B˜−1K ∣∣∣ ∣∣∣det(Id +DΦKB˜−1K )∣∣∣−1 .
Then, one can see that (2.21) implies that
det(Id +DΦKB˜
−1
K )|Fˆ ≥ (1− CK)d−1,
which yields
sup
x∈F
| detDF−1K | ≤
| det B˜−1F |
(1 − CK)d−1 ≤ C| det B˜
−1
F | = C| det B˜F |−1
Applying this estimate, in conjunction with (2.20) to (2.19), gives us the following:
|v|2Hm(F ) ≤ C‖B˜−1K ‖2m|v|2L2(F ) ≤ Ch˜−2mF |v|2L2(F ).
Taking square roots in the estimate above, we obtain the desired result. 
2.3 Numerical scheme
The definition of the numerical scheme requires the following bilinear forms. Firstly, the bilinear
form Bh,∗ : Vh,p × Vh,p → R is defined by
Bh,∗(uh, vh) :=
∑
K∈Th
〈D2uh, D2vh〉K
+
∑
F∈E i
h
[〈divT∇T〈〈uh〉〉, [[∇vh · nF ]]〉F + 〈divT∇T〈〈vh〉〉, [[∇uh · nF ]]〉F ]
−
∑
F∈E i,b
h
[〈∇T〈〈∇uh · nF 〉〉, [[∇Tvh]]〉F + 〈∇T〈〈∇vh · nF 〉〉, [[∇Tuh]]〉F ]
+
∑
F∈E b
h
〈
HF ∂uh
∂nF
,
∂vh
∂nF
〉
F
+ 〈∇Tuh,∇nTF∇Tvh〉F +
〈
∂uh
∂nF
, nTF∇nTF∇Tvh
〉
F
,
(2.22)
where HF is the mean curvature of the face F , and uh, vh ∈ Vh,p throughout this section. Then, for
positive edge-dependent quantities µF and ηF to be specified later, the jump stabilization bilinear
form Jh : Vh,p × Vh,p → R is defined by
Jh(uh, vh) :=
∑
F∈E i,b
h
[µF 〈[[∇Tuh]], [[∇Tvh]]〉F + ηF 〈[[uh]], [[vh]]〉F ]
+
∑
F∈E i
h
µF 〈[[∇uh · nF ]], [[∇vh · nF ]]〉F .
(2.23)
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For each θ ∈ (0, 1], we define the bilinear form Bh,θ : Vh,p × Vh,p → R by
Bh,θ(uh, vh) := θBh,∗(uh, vh) + (1 − θ)
∑
K∈Th
〈∆uh,∆vh〉K + Jh(uh, vh). (2.24)
Finally, the bilinear form Ah : Vh,p × Vh,p → R is defined by
Ah(uh, vh) :=
∑
K∈Th
〈γA : D2uh,∆vh〉K +Bh,1/2(uh, vh)−
∑
K∈Th
〈∆uh,∆vh〉K . (2.25)
The scheme for approximating the solution of (1.1) is to find uh ∈ Vh,p such that
Ah(uh, vh) =
∑
K∈Th
〈γf,∆vh〉K ∀wh ∈ Vh,p. (2.26)
Remark 2.10 In (2.22)-(2.25) we have defined the bilinear forms Bh,∗, Jh, Bh,θ, Ah : Vh,p× Vh,p →
R. The main difference between these bilinear forms, and the bilinear forms given presented in Section
3 of [13] is in the bilinear form Bh,∗ (and thus, by definition, in Bh,θ and Ah). In particular, the
bilinear form Bh,∗ (given by (2.22)) contains the following extra terms:∑
F∈E b
h
〈
HF ∂uh
∂nF
,
∂vh
∂nF
〉
F
+ 〈∇Tuh,∇nTF∇Tvh〉F +
〈
∂uh
∂nF
, nTF∇nTF∇Tvh
〉
F
,
which arise due to the curvature of ∂Ω. Indeed, if Ω is polytopal (which is a necessary assumption
of Lemmas 5, 7, and 8, as well as Theorems 8 and 9 in [13]), then all of the faces F ∈ E bh are flat,
and so
HF = 0 and ∇nF = 0, for all F ∈ E bh ,
which means that the additional terms vanish. In experiment 4.4, the results imply the necessity
of these extra terms when ∂Ω has curved boundary portions. Furthermore, the presence of these
additional terms requires the application of new techniques, in order to prove that the numerical
method admits a unique solution (see Theorem 3.3), is consistent (see Lemma 3.4), and that the
resulting solution satisfies optimal error bounds (see Theorem 3.6).
Remark 2.11 For particular geometries, the final boundary terms of (2.22) may simplify. For
example, if ∇nTF is symmetric for some F ∈ E bh , we see that〈
∂uh
∂nF
, nTF∇nTF∇Tvh
〉
F
=
〈
∇Tvh, (∇nTFnF )
∂uh
∂nF
〉
F
= 0.
Example 2.12 (Sphere of radius r) In the case that Ω = {x ∈ Rd : |x| < r}, we see that
∂Ω = {x ∈ Rd : |x| = r} = rSd−1.
Here, the unit outward normal to ∂Ω is given by n = x/|x|, and thus
Dinj =
r2δij − xixj
r3
= Djni, i, j = 1, . . . , d,
where δij is the Kronecker-delta symbol. From this, we can calculate the following:
H = d− 1
r
,
(∇Tuh)T∇nT∇Tvh = d− 1
r
(∇Tuh)T∇Tvh,
and so∑
F∈E b
h
〈
H ∂uh
∂nF
,
∂vh
∂nF
〉
F
+〈∇Tuh,∇nTF∇Tvh〉F +
〈
∂uh
∂nF
, nTF∇nTF∇Tvh
〉
F
=
d− 1
r
∑
F∈E b
h
〈∇uh,∇vh〉F .
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3 Analysis of the numerical method
We will first prove that the method is stable, yielding a result for the existence and uniqueness of a
numerical solution to (2.26)
3.1 Stability of the method
Let c∗ be a positive constant independent of h and to be determined later. For each θ ∈ (0, 1] define
the functional ‖ · ‖h,θ : Vh,p → R+ by
‖vh‖2h,θ :=
∑
K∈Th
[θ|vh|2H2(K) + (1− θ)‖∆vh‖2L2(K)] +
θ
2
∑
F∈E b
h
‖H1/2F
∂vh
∂n
‖2L2(F ) + c∗Jh(vh, vh). (3.1)
Lemma 3.1 For any θ ∈ (0, 1], ‖ · ‖h,θ is a norm on Vh,p.
Proof: Homogeneity and the triangle inequality are clear. It remains to show that if ‖vh‖h,θ = 0,
then vh = 0 for vh ∈ Vh,p. Let vh ∈ Vh,p satisfy ‖vh‖h,θ = 0 for some θ ∈ (0, 1]. Since θ ∈ (0, 1],
it follows that |vh|H2(Ω;Th) = 0, and thus vh must be piecewise affine. Furthermore, Jh(vh, vh) = 0
implies that [[∇vh]] = 0 for all F ∈ E ih, and [[vh]] = 0 for all F ∈ E i,bh . It follows that vh is an affine
function that satisfies vh|∂Ω = 0, and so vh ≡ 0. 
The following stability lemma requires some assumptions upon the piecewise nature of ∂Ω, namely
that
∂Ω =
N⋃
n=1
Γn,
for some Γ1, . . . ,ΓN , where each Γn admits a local representation as the graph of C
2,α function.
Moreover, for each n, the unit outward normal to Γn, nΓn , must satisfy
∇nΓn(x) = 0 ∀x ∈ Γn or ∇nΓn(x) 6= 0 ∀x ∈ Γn. (3.2)
Coupling this with the assumption that Ω is piecewise C2,α-piecewise convex, α ∈ (0, 1), leads to
each portion Γn of ∂Ω to either be flat, or curved, with nonvanishing positive curvature. This means
that our framework encompasses polytopal domains, curved domains, and domains with both curved
boundary portions and flat boundary portions (for example, the key-hole shaped domain (2.6)).
Lemma 3.2 Let Ω be a piecewise C2,α-piecewise convex domain, with α ∈ (0, 1), satisfying (3.2),
and let {Th}h be a regular sequence of (possibly curved) simplicial or parallelepipedal meshes satis-
fying (2.8)-(2.12). Then, for each constant κ > 1, there exists a positive constant cstab, independent
of h, p, and θ, such that for any vh ∈ Vh,p and any θ ∈ (0, 1], we have
κBh,θ(vh, vh) ≥ θ|vh|2H2(Ω;Th) + (1− θ)
∑
K∈Th
‖∆vh‖2L2(K) +
1
2
Jh(vh, vh) +
θ
2
∑
F∈E b
h
‖H1/2F
∂vh
∂n
‖2L2(F ),
(3.3)
where, for some fixed constant σ ≥ 1, the jump penalty parameters µF and ηF satisfy
µF = σ
(
cstab
1
h˜F
+ cH
)
and ηF ≥ σ
h˜3F
. (3.4)
Here cH depends on the mean curvature lower bound, which we define by
Hmin := min
F∈E b
h
:∇nF 6=0
inf
F
HF ,
and the upper bound on the tangential gradient of the normal vector, maxF∈E b
h
‖∇TnTF ‖L∞(F ).
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Proof: The proof is similar to that of [14], Section 6, Lemma 6; in this case we must now deal with
the extra terms arising in the bilinear form Bh,∗ due to the curvature of the boundary, ∂Ω.
Firstly, for vh ∈ Vh,p, we have
Bh,θ(vh, vh) = θ|vh|2H2(Ω;Th) + (1− θ)
∑
K∈Th
‖∆vh‖2L2(K) + Jh(vh, vh) + θ
6∑
i=1
Ii,
where
I1 := 2
∑
F∈E i
h
〈divT∇T〈〈vh〉〉, [[∇vh · nF ]]〉F , I2 :=
∑
F∈E b
h
〈
HF ∂vh
∂nF
,
∂vh
∂nF
〉
F
,
I3 := −2
∑
F∈E i
h
〈∇T〈〈∇vh · nF 〉〉, [[∇Tvh]]〉F , I4 := −2
∑
F∈E b
h
〈∇T〈〈∇vh · nF 〉〉, [[∇Tvh]]〉F ,
I5 :=
∑
F∈E b
h
〈∇Tvh,∇nTF∇Tvh〉F , I6 :=
∑
F∈E b
h
〈
∂vh
∂nF
, nTF∇nTF∇Tvh
〉
F
.
In [13], it is shown that there is a constant C(d) depending only on d, such that, for any δ > 0,
|I1| ≤ δC(d)CTrcF
∑
K∈Th
‖D2vh‖2L2(K) +
∑
F∈E i
h
1
δh˜F
‖[[∇vh · nF ]]‖2L2(F ),
|I3| ≤ δC(d)CTrcF
∑
K∈Th
‖D2vh‖2L2(K) +
∑
F∈E i
h
1
δh˜F
‖[[∇Tvh]]‖2L2(F ),
(3.5)
where CTr is the combined constant of the trace and inverse inequalities, and cF is given by (2.8).
We shall prove a similar bound for I4 by noting that, for any F ∈ E bh ,
∇T
(
∂vh
∂nF
)
=
d−1∑
k=1
∂
∂tk
(
∂vh
∂nF
)
tk
=
d−1∑
k=1
(tk)
T∇
(
∂vh
∂nF
)
tk
=
d−1∑
k=1
((tk)
TD2vh nF + (tk)
T∇nTF∇vh)tk
=
d−1∑
k=1
((tk)
TD2vh nF + (tk)
T∇nTF (nF
∂vh
∂nF
+∇Tvh))tk
=
d−1∑
k=1
((tk)
TD2vh nF + (tk)
T∇nTF∇Tvh)tk,
and so
|∇T
(
∂vh
∂nF
)
| ≤ (d− 1)(|D2vh|+ |∇nF ||∇Tvh|). (3.6)
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Now, we see that
|I4| = 2
∣∣∣∣∣∣
∑
F∈E b
h
〈
∇T
(
∂vh
∂nF
)
,∇Tvh
〉
F
∣∣∣∣∣∣
≤ 2
∑
F∈E b
h
∥∥∥∥∇T
(
∂vh
∂nF
)∥∥∥∥
L2(F )
‖∇Tvh‖L2(F )
≤ 2(d− 1)
∑
F∈E b
h
[
‖D2vh‖L2(F )‖∇Tvh‖L2(F ) + max
F∈E b
h
‖∇TnTF ‖L∞(F )‖∇Tvh‖2L2(F )
]
≤ (d− 1)
∑
F∈E b
h
[
h˜F ‖D2vh‖2L2(F ) + (2 max
F∈E b
h
‖∇TnTF ‖L∞(F ) + h˜−1F )‖∇Tvh‖2L2(F )
]
.
Then, applying (2.18) with m = 2, we obtain
|I4| ≤ C
∑
F∈E b
h
[
h˜−3F ‖vh‖2L2(F ) + (max
F∈E b
h
‖∇TnTF ‖L∞(F ) + h˜−1F )‖∇Tvh‖2L2(F )
]
.
One can also see that
I2 =
∑
F∈E b
h
∥∥∥∥H1/2F ∂vh∂n
∥∥∥∥
2
L2(F )
.
To see that the value I5 is nonnegative, we first note that by mesh assumption (2.12), each F ∈ E bh
is contained in Γn, for some n ∈ {1, . . . , N}. Thus, the unit normal to F , nF , corresponds to the
unit normal to Γn, nΓn , and so, it follows that
nF = nΓn =
∇ϕn
|∇ϕn| ,
due to (2.5), for a C2,α convex function ϕn, α ∈ (0, 1). From this we can calculate:
[∇nTF ]ij = Di
(
Djϕn
|∇ϕn|
)
=
|∇ϕn|D2ijϕn −DjϕnDi((
∑d
k=1(Dkϕn)
2)1/2)
|∇ϕn|2
=
|∇ϕn|D2ijϕn −Djϕn
∑d
k=1DkϕnD
2
ikϕn/|∇ϕn|
|∇ϕn|2
=
|∇ϕn|2D2ijϕn −Djϕn
∑d
k=1DkϕnD
2
ikϕn
|∇ϕn|3 .
Now let τ, ξ be two tangent vectors to ∂Ω; we then see that
τT∇nTF ξ =
|∇ϕn|2τTD2ϕn ξ −
∑d
i,j,k=1D
2
ikϕnDkϕnDjϕn τiξj
|∇ϕn|3
=
|∇ϕn|2τTD2ϕn ξ
|∇ϕn|3 −
∑d
i,k=1D
2
ikϕnDkϕn τi
∑d
j=1
Djϕn ξj
|∇ϕn|
|∇ϕn|2
=
|∇ϕn|2τTD2ϕn ξ
|∇ϕn|3 −
∑d
i,k=1D
2
ikϕnDkϕn τi(n · ξ)
|∇ϕn|2
=
|∇ϕn|2τTD2ϕn ξ
|∇ϕn|3 .
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Recall that the function ϕn is convex, and so its Hessian is positive semidefinite, noting the above
calculation, and taking into account the fact that the tangential gradient, ∇T, of a smooth function
w is a tangent vector-valued function, we obtain, for any face F ∈ E bh ,
(∇Tw)T∇nTF∇Tw =
(∇Tw)TD2ϕn∇Tw
|∇ϕn| ≥ 0 on F, for some n ∈ {1, . . . , N}.
This inequality extends to vh ∈ Vh,p by construction of the trace operator, and thus we find that
I5 =
∑
F∈E b
h
〈∇Tvh,∇nTF∇Tvh〉F ≥ 0. (3.7)
Finally, for I6, we use the Cauchy–Schwarz inequality with a parameter, to obtain
I6 =
∑
F∈E b
h
〈
∂vh
∂nF
, nTF∇nTF∇Tvh
〉
F
=
∑
F∈E b
h
:∇nF 6=0
〈
∂vh
∂nF
, nTF∇nTF∇Tvh
〉
F
=
∑
F∈E b
h
:∇nF 6=0
〈
H1/2F
∂vh
∂nF
,H−1/2F nTF∇nTF∇Tvh
〉
F
≥ −
∑
F∈E b
h
:∇nF 6=0
(
1
2
‖H1/2F
∂vh
∂nF
‖2L2(F ) +
supF∈E b
h
‖∇nTF‖L∞(F )
2Hmin ‖∇Tvh‖
2
L2(F )
)
≥ −
∑
F∈E b
h
(
1
2
‖H1/2F
∂vh
∂nF
‖2L2(F ) +
supF∈E b
h
‖∇nTF ‖L∞(F )
2Hmin ‖∇Tvh‖
2
L2(F )
)
.
Now that we have lower bounds on I1, . . . , I6, we obtain the following:
Bh,θ(vh, vh) ≥
8∑
i=1
Ai,
where
A1 = θ(1 − 2δC(d)CTrcF)|vh|2H2(Ω;Th), A2 = (1− θ)
∑
K∈Th
‖∆vh‖2L2(K),
A3 =
∑
F∈E i
h
(
µF − 2θ
δh˜F
)
‖[[∇vh · nF ]]‖2L2(F ), A4 =
∑
F∈E i
h
(
µF − θ
δh˜F
)
‖[[∇Tvh]]‖2L2(F ),
A5 =
∑
F∈E b
h
(
µF − θ
h˜F
− max
F∈E b
h
‖∇nTF ‖L∞(F )(1 +
1
2Hmin )
)
‖∇Tvh‖2L2(F ),
A6 =
θ
2
∑
F∈E b
h
‖H1/2F
∂vh
∂nF
‖2L2(F ), A7 =
∑
F∈E i
h
ηF ‖[[vh]]‖2L2(F ),
A8 =
∑
F∈E b
h
(ηF − θC
h˜3F
)‖vh‖2L2(F ).
For any given κ > 1, there is a δ > 0 such that 1 − 2δC(d)CTrcF > κ−1. Set cstab = 2/δ, c∗ = κ/2
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so that the following inequalities hold for any θ ∈ (0, 1]:
A3 ≥ 1
2
∑
F∈E i
h
µF ‖[[∇vh · nF ]]‖2L2(F ) = κ−1c∗
∑
F∈E i
h
µF ‖[[∇vh · nF ]]‖2L2(F ),
A4 ≥ 1
2
∑
F∈E i
h
µF ‖[[∇Tvh]]‖2L2(F ) = κ−1c∗
∑
F∈E i
h
µF ‖[[∇Tvh]]‖2L2(F ),
A5 ≥ 1
2
∑
F∈E b
h
µF ‖∇Tvh‖2L2(F ) = κ−1c∗
∑
F∈E b
h
µF ‖∇Tvh‖2L2(F ),
A7 ≥ 1
2
A7 = κ
−1c∗
∑
F∈E i,b
h
ηF ‖[[vh]]‖2L2(F ),
A8 ≥ 1
2
∑
F∈E b
h
ηF ‖vh‖2L2(F ) = κ−1c∗
∑
F∈E b
h
ηF ‖vh‖2L2(F ),
whenever µF and ηF satisfy (3.4). Thus we obtain the following
κBh,θ(vh, vh) ≥ θ|vh|2H2(Ω;Th)+(1−θ)
∑
K∈Th
‖∆vh‖2L2(K)+
1
2
Jh(vh, vh)+
θ
2
∑
F∈E b
h
‖H1/2F
∂vh
∂n
‖2L2(F ). 
Theorem 3.3 Under the hypotheses of Lemma 3.2, let cstab, cH, ηF and µF be chosen so that
Lemma 3.3 holds with κ < (1− ε)−1. Then, for every vh ∈ Vh,p, we have
‖vh‖2h,1 ≤
2κ
1− κ(1− ǫ)Ah(vh, vh). (3.8)
Therefore, there exists a unique solution uh ∈ Vh,p of the numerical scheme (2.26). Furthermore, we
have the bound
‖uh‖h,1 ≤
2κ
√
d‖γ‖L∞(Ω)
1− κ2(1− ε) ‖f‖L2(Ω). (3.9)
Proof: The proof is the same as the proof of Theorem 8, in [13], Section 4, which relies upon the
stability estimate (3.3). 
We will now prove a consistency result for our method. This method is central to the error
analysis discussed in Section 3.3, as it allows for a “Galerkin orthogonality” type argument.
3.2 Consistency of the method
Lemma 3.4 Let Ω be a piecewise C2,α domain, with α ∈ (0, 1), or a convex polytopal domain, and
let Th be an exact mesh on Ω consisting of simplices or parallelepipeds possibly with curved boundary
faces. Let w ∈ Hs(Ω;Th) ∩ H2(Ω) ∩ H10 (Ω), s > 5/2. Then, for every vh ∈ Vh,p, we have the
identities
Bh,∗(w, vh) =
∑
K∈Th
〈∆w,∆vh〉K and Jh(w, vh) = 0. (3.10)
Proof: Take K ∈ Th, let n be the outward normal to ∂K, and momentarily assume that w ∈ H3(K).
An application of integration by parts gives us
〈D2w,D2vh〉K + 〈∆w,∇vh · n〉∂K − 〈∇(∇w · n),∇vh〉∂K + 〈(∇w)T ,∇nT∇vh〉∂K = 〈∆w,∆vh〉K .
(3.11)
A density argument shows that (3.11) holds for w ∈ Hs(K), s > 5/2.
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Applying the identities in (2.17) to (3.11), and summing over K ∈ Th, noting that the normal is
constant on faces in E ih, we obtain
∑
K∈Th
〈D2w,D2vh〉K +
∑
F∈E i,b
h
∫
F
[[(divT∇Tw)(∇vh · nF )−∇T(∇v · nF ) · ∇Tvh]] ds
+
∑
F∈E b
h
[HF ∂w
∂nF
∂vh
∂nF
+ (∇w)T∇nTF∇vh] ds =
∑
K∈Th
〈∆w,∆vh〉K .
The remainder of the argument follows identically as in the proof of Lemma 4 in [13], noting the
following calculation, which gives us the final two terms present in (2.22):
(∇w)T∇nTF∇vh = ((∇Tw)T +
∂w
∂nF
nTF )(∇nTF )(∇T vh +
∂vh
∂nF
nF )
= (∇Tw)T∇nTF∇Tvh +
∂w
∂nF
(nTF∇nTF∇Tvh)
+ (∇Tw)T (∇nTFnF )
∂vh
∂nF
+
∂w
∂nF
∂vh
∂nF
nTF∇nTFnF
= (∇Tw)T∇nTF∇Tvh +
∂w
∂nF
(nTF∇nTF∇Tvh)
+ (∇Tw)T
(
1
2
∇|nF |2
)
∂vh
∂nF
+
∂w
∂nF
∂vh
∂nF
nTF
(
1
2
∇|nTF |2
)
Since |nF | = 1, it follows that the last two terms above are both zero (and thus, so is their sum). 
The following corollary shows that the method is consistent, that is, if the true solution, u, of (1.1)
is sufficiently smooth then u also satisfies (2.26).
Corollary 3.5 Let Ω be a piecewise C2,α domain, with α ∈ (0, 1), and let Th be an exact (possibly
curved) simplicial or parallelepipedal mesh on Ω. Assume that u ∈ H2(Ω) ∩ H10 (Ω) is a solution
of (1.1). If u ∈ Hs(Ω;Th), s > 5/2, then u satisfies
Ah(u, vh) =
∑
K∈Th
〈γf,∆vh〉K ∀wh ∈ Vh,p. (3.12)
Proof: This follows simply by noting that u satisfies{
γLu = γf, a.e in Ω,
u = 0, on ∂Ω,
as well as the regularity assumptions necessary for Lemma 3.4 to hold. 
3.3 Error estimates
Theorem 3.6 Let Ω be a piecewise C3,α-piecewise convex domain, with α ∈ (0, 1). Moreover,
assume that ∂Ω is piecewise Cm for some m ≥ 3, and let {Th}h be a regular sequence of simplicial
or parallelepipedal meshes with curved faces satisfying (2.8)-(2.12) for each h. Assume that the
sequence of meshes consists of meshes that are regular of order m. Let u ∈ H2(Ω) ∩ H10 (Ω) be the
unique solution of (1.1). Assume that u ∈ Hs(Ω;Th) with m > sK > 5/2 for each K ∈ Th. Let
cstab, cH, µF , and ηF be chosen as in Theorem 3.3 for all F ∈ E i,bh , and let ηF > 0 for each F ∈ E i,bh .
Then, there exists a positive constant C independent of h and u, but depending on maxK sK , such
that for the unique solution uh of (2.26), we have
‖u− uh‖2h,1 ≤ C
∑
K∈Th
h2tK−4K ‖u‖2HsK (K), (3.13)
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where tK = min(p+ 1, sK) for each K ∈ Th.
Note that for the special case of quasi-uniform meshes and uniform polynomial degrees, if u ∈
Hs(Ω) with s > 5/2, the a priori estimate (3.13) simplifies to
‖u− uh‖h,1 ≤ Chmin(p+1,s)−2‖u‖Hs(Ω).
Therefore, the convergence rates are optimal with respect to the mesh size.
Proof: The proof is analogous to the proof of Theorem 9 in [13], Section 5. It is noteworthy that
the proof relies on the existence of a zh ∈ Vh,p and a constant C, independent of u, hK and p, but
dependent on maxK sK , such that for each K ∈ Th, each nonnegative integer q ≤ min{sK ,m+ 1},
and each multi-index β with |β| < sK − 1/2, we have
‖u− zh‖Hq(K) ≤ ChtK−qK ‖u‖HsK (K),
‖Dβ(u − zh)‖L2(∂K) ≤ ChtK−|β|−1/2‖u‖HsK (K).
(3.14)
The existence of such a zh follows from [1] and [2].
The error estimates given by the first inequality in (3.14) is given in [1] in the context of meshes
consisting of simplices and parallelepipeds that do not have curved faces. These results, however, still
hold when elements of the mesh are curved. First one must note that the first inequality in (3.14)
follows from the trace inequality, followed by an application of the second inequality in (3.14).
Furthermore, in [2], the second bound in (3.14) is derived (see Corollary 4.1 in [2]).
In order to generalise the proof found in [13] to the framework of this paper, it is sufficient to
show that for
ξh := zh − u,
and
ψh := zh − uh
we have
∑
F∈E b
h
〈
H ∂ξh
∂nF
,
∂ψh
∂nF
〉
F
+ 〈∇Tξh,∇nTF∇Tψh〉F +
〈
∂ξh
∂nF
, nTF∇nTF∇Tψh
〉
F
−
〈
∇T ∂ψh
∂nF
,∇Tξh
〉
F
≤ C
( ∑
K∈Th
h2tK−4K ‖u‖2HsK (K)
)1/2
‖ψh‖h,1.
(3.15)
To establish this bound, we first note that, for any F ∈ E bh , estimate (3.6) also holds for ψh, that is,∣∣∣∣∇T
(
∂ψh
∂nF
)∣∣∣∣ ≤ (d− 1)(|D2ψh|+ |∇nF ||∇Tψh|).
From this, we obtain the following:
∑
F∈E b
h
〈
HF ∂ξh
∂nF
,
∂ψh
∂nF
〉
F
+ 〈∇Tξh,∇nTF∇Tψh〉F +
〈
∂ξh
∂nF
, nTF∇nTF∇Tψh
〉
F
−
〈
∇T ∂ψh
∂nF
,∇Tξh
〉
F
≤
∑
F∈E b
h
[∥∥∥∥H1/2F ∂ξh∂nF
∥∥∥∥
L2(F )
∥∥∥∥H1/2F ∂ψh∂nF
∥∥∥∥
L2(F )
+ max
F∈E b
h
‖∇nTF ‖L∞(F )(‖∇Tξh‖L2(F )‖∇Tψh‖L2(F ) +
∥∥∥∥ ∂ξh∂nF
∥∥∥∥
L2(F )
‖∇Tψh‖L2(F ))
+ (d− 1)‖∇Tξh‖L2(F )(‖D2ψh‖L2(F ) + max
F∈E b
h
‖∇nTF‖L∞(F )‖∇Tψh‖L2(F ))
]
,
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and since the quantities
max
F∈E b
h
‖∇nTF ‖L∞(F ), max
F∈E b
h
‖H1/2F ‖L∞(F )
are bounded independently of the mesh size and polynomial degree, we obtain, after an application
of the Cauchy–Schwarz inequality for n-dimensional vectors:
∑
F∈E b
h
〈
HF ∂ξh
∂nF
,
∂ψh
∂nF
〉
F
+ 〈∇Tξh,∇nTF∇Tψh〉F +
〈
∂ξh
∂nF
, nTF∇nTF∇Tψh
〉
F
−
〈
∇T ∂ψh
∂nF
,∇Tξh
〉
F
≤ C

∑
F∈E b
h
∥∥∥∥ ∂ξh∂nF
∥∥∥∥
2
L2(F )
+
(
1 +
1
h˜F
)
‖∇Tξh‖2L2(F )


1/2
×

∑
F∈E b
h
∥∥∥∥H1/2F ∂ψh∂nF
∥∥∥∥
2
L2(F )
+ ‖∇Tψh‖2L2(F ) + h˜F ‖D2ψh‖2L2(F )


1/2
.
After applying the inverse inequality (2.18) with m = 2, we obtain
∑
F∈E b
h
∥∥∥∥H1/2F ∂ψh∂nF
∥∥∥∥
2
L2(F )
+ ‖∇Tψh‖2L2(F ) + h˜F ‖D2ψh‖2L2(F )
≤
∑
F∈E b
h
∥∥∥∥H1/2F ∂ψh∂nF
∥∥∥∥
2
L2(F )
+ ‖∇Tψh‖2L2(F ) + C
∑
K∈Th
1
h˜3F
‖ψh‖2L2(K)
≤ C‖ψh‖2h,1.
We then apply the second interpolation estimate in (3.14), yielding,
∑
F∈E b
h
∥∥∥∥ ∂ξh∂nF
∥∥∥∥
2
L2(F )
+ (1 +
1
h˜F
)‖∇Tξh‖2L2(F ) ≤ C
∑
F∈E b
h
1
h˜F
‖∇ξh‖2L2(F )
≤ C
∑
K∈Th
h2tK−4K ‖u‖2HsK (K).
Combining these two estimates, we obtain (3.15). 
3.4 Quadratic domain approximation
In order to prove error estimate (3.13), and the consistency result (3.10), it was required to assume
that the triangulations, Th, under consideration approximate the domain exactly. In the case that
the domain, Ω, is convex and polytopal, this can be achieved using standard quasi–uniform meshes.
When the domain is a piecewise C2,α boundary, α ∈ (0, 1), with at least one curved boundary
portion, the approach is not so simple. In theory, one can construct exact meshes by considering
the boundary, ∂Ω, as a (d − 1) dimensional hyper–surface, using the C2,α functions {ψi}i∈I , where
ψi : R
d → ∂Ω that locally describe the boundary (note that the index set I is determined by Ω).
In practice, this turns out to be somewhat difficult, so instead, one can approximate each map
ψi, i ∈ I, by interpolating it into a Lagrange finite element space, L, consisting of d-dimensional,
vector-valued finite element functions.
To define the space L, we generate the polytopal domain Ω1 by placing a collection of quasi-
uniformly spaced points on ∂Ω, and taking the closed convex hull of these points. We then take a
quasi-uniform triangulation of Ω1, which we call Th,1. Note that in triangulating Ω1, by Th,1, we
generate a collection of affine maps F˜K : Kˆ → K˜ of the form (2.3). We then define L as follows:
L := {v ∈ C0(Ω1;Rd) : v|K˜ ∈ P2(K˜), ∀K˜ ∈ Th,1}.
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We then take the function x = (x1, . . . , xd) which is the coordinate map for the triangulation. Since
x ∈ L, it admits the representation
x =
Nint∑
j=1
αjφj +
Nint+N∂Ω1∑
j=Nint+1
αjφj ,
where αj ∈ R, and the set {φj}Nint+N∂Ω1j=1 forms a basis of L, ordered so that φ1, . . . , φNint make up
the basis functions associated with the internal degrees of freedom, x1, . . . , xNint , and φNint+1, . . . ,
φNint+N∂Ω1 make up the basis functions associated with the boundary degrees of freedom, xNint+1, . . . ,
xNint+N∂Ω1 , that lie on ∂Ω1.
We then let
xh =
Nint+N∂Ω1∑
j=1
βjφj ,
with
βj :=
{
αj , j = 1, . . . , Nint,
ψi(xj), j = Nint + 1, . . . , Nint +N∂Ω1 ,
(3.16)
for some i ∈ I (that is, the value of xh at a given degree of freedom of the finite element space L can
only differ from x if the degree of freedom lies on ∂Ω1).
Finally, we define the collection of maps ΨK : Kˆ → Rd by
ΨK(x1, . . . , xd) :=
{
F˜K if at most one vertex of K˜ lies on ∂Ω,
πh(xh) otherwise,
where πh is the interpolation operator for the finite element space L.
From this, we obtain a collection of maps FK of the form:
FK = F˜K +ΦK ,
where ΦK = ΨK − F˜K .
Since L consists of vector-valued finite element functions of (up to) quadratic order, we obtain
a quadratic approximation of Ω. In experiments 4.1, 4.3, and 4.4 the domain Ω is the unit disk; in
this case we consider the collection {ψi}i∈I , where I is just a singleton set, and the map ψ1 = ψ is
given by
ψ(x) = x/|x|.
In experiment 4.3, the domain Ω is the “key-hole” shaped domain given by (2.6); in this case, the
collection {ψi}i∈I = {ψ1, ψ2} = {x/|x|, x}, and the choice of ψi in (3.16) is determined by whether
the degree of freedom lies on a flat or curved boundary portion of ∂Ω.
Remark 3.7 In our experiments, we allow the polynomial degree, p, of the finite element space,
Vh,p, vary from 2 to 4. For p > 4, we observe that the quadratic domain approximation becomes
dominant, yielding rates of convergence lower than one would expect, were we not committing a
so-called “variational crime” (see [4]).
4 Experiments
In this section, we test the robustness of the scheme (2.26), with the computational domain Ω taken
to be the unit disk, and consider various elliptic operators, L, that satisfy the Cordes condition (1.2).
In each case, we see that the convergence rates are of the expected order in the various broken
Sobolev norms considered, ands in particular in the ‖ ·‖h,1–norm, for which we have proven the error
bound (3.13).
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4.1 Experiment 1
In this experiment, we consider the following problem{
∆u = f, in Ω,
u = 0, on ∂Ω,
(4.1)
where Ω = {(x, y) ∈ R2 : |x| < 1}. In this case
γ :=
Tr(A)
|A|2 =
Tr(Id)
|Id|2 =
Id : Id
Id : Id
= 1,
and the solution of (4.1) is given by
u(x, y) =
1
4
sin(π(x2 + y2)).
In this experiment, we successively increase the degree, p, of the finite element space Vh,p from 2 to
4, and for each fixed degree we refine the mesh quasi–uniformly.
0.000001
0.000010
0.000100
0.001000
0.010000
0.100000
1.000000
10.000000
0.01 0.1
‖u
−
u
h
‖ h
,1
Mesh size
0.67
1.73
2.83
0.88
1.98
2.87
0.88
1.80
2.62
0.90
1.85
2.80
p = 2
p = 3
p = 4
Figure 1: Convergence rates for the numerical scheme applied to problem (4.1). The error ‖u−uh‖h,1
is plotted against the mesh size h for polynomial degrees ranging from p = 2 to p = 4. We also provide
the order of convergence observed.
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4.2 Experiment 2
In this experiment, we consider the following problem

d∑
i,j=1
(1 + δij)
xi
|xi|
xj
|xj |D
2
iju = f, in Ω,
u = 0, on ∂Ω,
(4.2)
where Ω = {(x, y) ∈ R2 : |x| < 1}. In this case
γ =
Tr(A)
|A|2 =
2 + x2/|x|2 + y2/|y|2
8 + 2x2y2/(|x|2|y|2) = 2/5,
and f is chosen so that the solution of (4.2) is given by
u(x, y) =
1
4
sin(π(x2 + y2)).
In this experiment, we successively increase the degree, p, of the finite element space Vh,p from 2 to
4, and for each fixed degree we refine the mesh quasi–uniformly.
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0.000100
0.001000
0.010000
0.100000
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10.000000
0.01 0.1
‖u
−
u
h
‖ h
,1
Mesh size
0.68
1.73
2.83
0.88
1.98
2.87
0.88
1.80
2.62
0.90
1.85
2.80
p = 2
p = 3
p = 4
Figure 2: Convergence rates for the numerical scheme applied to problem (4.2). The error ‖u −
uh‖H2(Ω;Th) is plotted aganist the mesh size h for polynomial degrees ranging from p = 2 to p = 4.
We also provide the order of convergence observed.
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4.3 Experiment 3
In this experiment, we consider the PDE given by (4.2). In this case f is chosen so that the solution
of (4.2) is given by
u(x, y) =
1
4
sin(π(x2 + y2)).
We have also taken the Ω to be “key-hole” shaped domain
{x2 + y2 < 1 : y ≥ 1/
√
2} ∪ [−1/
√
2, 1/
√
2]× [−3, 1/
√
2],
thus demonstrating the applicability of our numerical method on piecewise curved nonconvex do-
mains. Furthermore, the boundary value problem considered is inhomogeneous. In order to extend
our numerical method (2.26) to this case, we simply modify the right hand side as follows (denoting
g to be the restriction of u the boundary, ∂Ω)
Ah(uh, vh) =
∑
K∈Th
〈γf,∆vh〉K +
∑
F∈E b
h
[µf 〈∇Tg,∇Tvh〉F + ηF 〈g, vh〉F ]
− 1
2
∑
F∈E b
h
〈divT∇Tg,∇vh · nF 〉F + 〈∇T(∇vh · nF ),∇Tg〉F ].
In this experiment, we successively increase the degree, p, of the finite element space Vh,p from 2 to
4, and for each fixed degree we refine the mesh quasi–uniformly.
0.00001
0.00010
0.00100
0.01000
0.10000
1.00000
10.00000
0.01 0.1
‖u
−
u
h
‖ h
,1
/
‖u
‖ h
,1
Mesh size
0.37
1.36
2.83
0.67
1.68
2.89
0.91
1.98
2.83
0.93
1.85
2.85
1.05
2.07
3.11
p = 2
p = 3
p = 4
Figure 3: Convergence rates for the numerical scheme applied to problem (4.2), on a nonconvex
domain given by (2.6). The normalised error values ‖u− uh‖h,1/‖u‖h,1 are plotted against the mesh
size h with the polynomial degree p = 2. for polynomial degrees ranging from p = 2 to p = 4. We
also provide the order of convergence observed.
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Figure 4: Examples of the “key-hole” shaped domain (left) given by (2.6), and a domain with a
boundary portion of strictly negative curvature (right) given by (2.7).
4.4 Experiment 4 - Consistency
As mentioned in the introduction, the bilinear form Bh,∗ defined by (2.22) includes terms that are
necessary for the consistency of the method, arising from the curvature of the boundary. These terms
are not present in the method presented in [13], and the following experiment shows the necessity of
including these new terms; in particular, we see both a lack of consistency, and error results inferior
to those produced by the new method (2.26).
In the results that follow, we provide the consistency residual
Res(w) := Bh,∗(w,w) −
∑
K∈Th
〈∆w,∆w〉K ,
for a function w ∈ Hs(Ω;Th)∩H2(Ω)∩H10 (Ω)∩Vh,p, s > 5/2, which numerically validates Lemma 3.4,
as well as the error results arising from one mesh refinement. In the first set of results, we implement
the method presented in [13], which we shall call “Method A”, for problem (4.2), with a quadratic
approximation space. In the second set, we implement the method presented in this paper, which
we shall call “Method B”, for the same problem, with the same approximation space.
Method Refinement no. Res(w) ‖u− uh‖L2(Ω), EOC ‖u− uh‖h,1, EOC
A 1 -6.244 1.534e-01 - 9.597e-01 -
A 2 -6.273 1.468e-01 5.735e-02 9.286e-01 4.304e-02
B 1 -2.692e-05 2.538e-04 - 8.810e-02 -
B 2 -1.754e-06 3.7801e-05 2.48 3.176e-02 1.33
Remark 4.1 (Polynomial domain approximation) We have assumed that the mesh of the com-
putational domain is exact, i.e., that (2.2) holds. In practice, we are able to preserve optimal (in
the sense of (3.13)) error bounds, by using a polynomial approximation of the domain; when the
polynomial degree of the domain approximation matches that of the finite element space, it is referred
to as “isoparametric approximation” (see [2]).
5 Conclusion
We have extended the framework introduced in [13], allowing for domains with curved boundaries.
We have tested the robustness of this new method (given by (2.26)) with numerical experiments
involving elliptic operators with discontinuous coefficients, on a uniformly convex domain that has a
curved boundary, and a nonconvex domain with both flat and curved boundary portions with strictly
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positive curvature. Furthermore, experiment 4.4 validated the necessity of the modifications to the
method found in [13], that are present in our new method (2.26).
For the two computational domains considered, in order to verify the error estimates present in
Section 3 we used meshes consisting of curved triangles with edges were defined by a combination of
polynomial and affine mappings. It would be an interesting avenue for future research to consider
ellipsoidal and oval–shaped domains, and domains with a boundaries that are not piecewise C∞, and
to see what happens in cases of largely varying curvature.
The type of problems under consideration (problems in nondivergence form on curved domains)
pose many analytical and computational difficulties, whilst housing a large variety of applications;
in this paper we have developed a method that produces optimal error results. This inference has
been validated by the analysis in Section 3, and the numerical experiments found in Section 4.
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