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We consider a one-dimensional radiation hydrodynamics model in the case of the
equilibrium diffusion approximation which is described by the compressible Navier–
Stokes system with the additional terms in the pressure and internal energy respectively,
which embody the effect of radiation. Under the physical growth conditions on the heat
conductivity, we establish the existence and uniqueness of strong solutions to the Cauchy
problem with large initial data, where the initial density and velocity may have differing
constant states at inﬁnity. Moreover, we show that if there is no vacuum in the initial
density, then, the vacuum and concentration of the density will never occur in any ﬁnite
time.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We shall prove a global existence theorem on the Cauchy problem for a 1D radiation hydrodynamics model. Radiation
Hydrodynamics describes the propagation of thermal radiation through a ﬂuid and the effect of this radiation on the ﬂuid
motion [3–6,8,15,16]. At moderate temperatures, the role of the radiation is primarily one of the transporting energy by
radiative process, while at higher temperatures, the energy and momentum densities of the radiation ﬁeld may become
comparable to or even dominate the corresponding ﬂuid quantities. In this case, the radiation ﬁeld signiﬁcantly affects the
dynamics of the ﬂuid, and thus the radiation effect should be taken into account. Hydrodynamics with explicit account of the
radiation energy and momentum contributions constitutes the charter of radiation hydrodynamics. The theory of radiation
hydrodynamics ﬁnds a wide range of applications, such as nonlinear stellar pulsation, supernova explosions, and stellar
winds in astrophysics and many others. When radiation is in the local thermodynamical equilibrium (LTE) with the matter
and the velocity being not too large, a non-relativistic one temperature description is possible. Moreover, if the matter is
extremely opaque, so that the mean-free-path of photons is much smaller than the typical length of the ﬂow, we obtain
a simpliﬁed description (radiation hydrodynamics in the equilibrium diffusion approximation) which amounts to solving a
standard hydrodynamics problem (compressible Navier–Stokes equations) with additional correction terms in the pressure,
internal energy and thermal conductivity, and in this case, the equations of one-dimensional radiation hydrodynamics can
be written as
ρt + (ρv)y = 0, (1.1)
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(
ρv2
)
y + P y = μv yy, (1.2)[
ρ
(
e + v
2
2
)]
t
+
[
v
(
ρ
v2
2
+ ρe + P
)]
y
= (kθy)y + μ(vv y)y . (1.3)
Here ρ, v, e denote the density, velocity and inertial energy, respectively, μ > 0 is the constant viscosity coeﬃcient,
e = cV θ + aθ
4
ρ
and P = Rρθ + aθ
4
3
, a > 0, constant
are the internal energy and pressure, respectively, where the high order nonlinear terms of θ are contributed by the radia-
tion effect. It is obvious to see that the radiation plays a dominate role in the ﬂuid motion at very high temperatures, which
also causes a number of mathematical diﬃculties in analysis. In the equilibrium diffusion approximation case, the radiation
ﬂux is equivalent to θ3θx [2], which can be combined into the heat conductivity. Then, the thermal conductivity coeﬃcient
k = k(ρ, θ) satisﬁes
C−1(1+ θ)q  k(ρ, θ) C(1+ θ)q, C−1(1+ θ)q  |kρ | C(1+ θ)q. (1.4)
Consequently, the usual physical case for radiation hydrodynamics is q = 3, see [2,8,22]. However, in this paper we can
handle the more general case q > 5/2.
Since the domain of physical problem is always very large and the state on each end can be completely different. In
some sense we can take it as the whole R. Thus we consider the Cauchy problem for (1.1)–(1.3) with initial data(
ρ(y,0), v(y,0), θ(y,0)
)= (ρ0(y), v0(y), θ0(y)), y ∈ R, (1.5)
where at inﬁnity the initial data satisfy
lim
y→±∞
(
ρ0(y), v0(y), θ0(y)
)= (ρ±, v±, θ¯)
with ρ±, θ¯ being positive constants and v± being constants which satisfy v−  v+ .
When omitting the radiation effect, the system reduces to the classical compressible Navier–Stokes equations. Since the
ﬁrst work of Kazhikhov and Shelukhin [14] on the global existence of the 1D compressible Navier–Stokes equations for large
initial data, signiﬁcant progress has been made on the mathematical aspect of the initial and initial boundary value prob-
lems, see, for example, [1,9,10,13,18–21] and references cited therein. However, for radiation hydrodynamics there is only a
little mathematical progress until up to now. And recently, it has drawn more and more attention from mathematicians due
to its important application in the astrophysics [3–6,8,23,24]. The main difference between the radiation hydrodynamics in
the equilibrium diffusion approximation case and the Navier–Stokes equations for ideal gases lies in the equations of state.
As is well known, high order nonlinearities will in general cause troubles, especially, for nonlinear problems with large
data. How to control the high order nonlinear terms becomes crucial in the study of the global existence and uniqueness
for the equilibrium diffusion approximation model in radiation hydrodynamics. In [8,23,24] the global existence of strong
or classic solutions to an initial boundary value problem in bounded intervals was proved. Comparing with [8,23,24], the
diﬃculties here lie in the domain is unbounded and we only need require the growth index q > 5/2 in (1.4). To overcome
the unbounded domain diﬃculty we adapt the technique used in [13]. And by elaborate energy estimates make it possible
to require less constrain on the growth index q in (1.4). We mention that some authors investigated the global existence on
the compressible Navier–Stokes equations for a class of real gases in, for example, [7,11,13,14], where the equations of state
look like quite general. But, the case discussed in this paper is unfortunately excluded in [7,11,13,14].
In this paper, we establish the existence of strong solutions to the Cauchy problem (1.1)–(1.3), (1.5) with differing constant
states at inﬁnity. To describe the assumption on the initial data, we deﬁne smooth functions ρ¯(y) > 0, v¯(y) ∈ C∞(R) such
that
ρ¯(y) =
{
ρ+, y  1,
ρ−, y −1, v¯(y) =
{
v+, y  1,
v−, y −1. (1.6)
Then, our hypotheses on the initial data are the following.{
ρ0(y), θ0(y) ∈ L∞(R), infR ρ0 > 0, infR θ0 > 0,
ρ0 − ρ¯, v0 − v¯ ∈ H1(R), θ0 − θ¯ ∈ L1(R) ∩ H1(R). (1.7)
Thus, the main result of this paper reads:
Theorem 1.1. Assume that the conditions (1.7) and (1.4) with q > 5/2 are satisﬁed. Then there exists a unique global strong solution
(ρ, v, θ) to the Cauchy problem (1.1)–(1.3), (1.5). Moreover, for any T > 0, there exist Ci (i = 1, . . . ,4) depending only on the initial
data and T , such that
C1  ρ(y, t) C2, C3  θ(y, t) C4 for all y ∈ R, t ∈ [0, T ],
ρ − ρ¯, v − v¯, θ − θ¯ ∈ L∞(0, T ; H1(R)), θ ∈ Lr(0, T ; L∞(R)), r  q + 4,
ρt ∈ L∞
(
0, T ; L2(R)), vt , v yy, θt , θyy ∈ L2([0, T ] × R).
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arguments and the a priori estimates which can be used to continue a local solution globally in time. In the next section,
we ﬁrst derive a priori estimates, and then with the help of the a priori estimates we prove Theorem 1.1.
2. A priori estimates
In this section we derive the a priori estimates for the solutions to (1.1)–(1.3), (1.5) and their derivatives which is basis to
prove the global existence. Here we should remark that the key points of this section are to derive the higher integrability
of the temperature θ and then to circumvent the diﬃculty induced by the high order nonlinearity of the temperature due
to the effect of radiation. Some techniques are similar as those in [13] and [8] but more elaborate.
To derive the a priori estimates, it is convenient to use the Lagrange coordinates instead of Euler coordinates. We intro-
duce the coordinate transformation:
x =
y∫
0
ρ(ξ, t)dξ −
t∫
0
(ρv)(0, τ )dτ , t = t. (2.1)
We shall prove that for any T > 0, ρ(y, t) is bounded and away from vacuum for all (t, y) ∈ [0, T ] × R. Thus the mapping
x ≡ x(y, t) : R → R is surjective. Setting u = 1/ρ , we can rewrite the system (1.1)–(1.3) in Lagrange coordinates as follows.
ut = vx, (2.2)
vt =
(
μ
vx
u
− P
)
x
, (2.3)
et =
(
k
θx
u
)
x
+
(
μ
vx
u
− P
)
vx, (2.4)
together with initial data(
u(x,0), v(x,0), θ(x,0)
)= (u(x), v0(x), θ0(x)), x ∈ R, (2.5)
and the asymptotic conditions at inﬁnity
lim
x→±∞
(
u0(x), v0(x), θ0(x)
)= (u±, v±, θ¯) with u± := 1/ρ±.
Now, we take functions u¯(x), v¯(x) ∈ C∞(R) with u¯ > 0, v¯x  0, and
u¯(x) =
{
u+, x 1,
u−, x−1, v¯(x) =
{
v+, x 1,
v−, x−1. (2.6)
By (1.7), u0(x), v0(x), θ0(x) satisfy{
u0(x), θ0(x) ∈ L∞(R), infR u0(·) > 0, infR θ0 > 0,
u0 − u¯, v0 − v¯ ∈ H1(R), θ0 − θ¯ ∈ L1(R) ∩ H1(R). (2.7)
Recalling that we shall verify that ρ is bounded and away from vacuum, the growth conditions (1.4) become
C−1(1+ θ)q  k(ρ, θ) C(1+ θ)q, C−1(1+ θ)q  |ku | C(1+ θ)q, q > 5/2. (2.8)
In the sequel, under the growth conditions (2.8), we shall prove the global existence of strong solutions to (2.2)–(2.5)
with the initial data satisfying (2.7). Since the local existence for (2.2)–(2.5) can be obtained by the standard contraction
mapping arguments. It suﬃces to derive the a priori estimates for the solutions of (2.2)–(2.5) in order to complete the proof
of Theorem 1.1. Therefore, this section, composed of several lemmas, is dedicated to the derivation of the a priori estimates.
For the simplicity of presentation, we ﬁrst introduce the abbreviations:
W (s) = s − log s − 1 0, and Wr(s) = s4 − 4
3
s3 + 1
3
 0, for s > 0.
Notice that(
θ0
θ¯
)4
− 4
3
(
θ0
θ¯
)3
+ 1
3
∈ L1(R)
which follows from θ0 ∈ L∞(R) and θ0 − θ¯ ∈ L1(R). And by the elementary inequality |x− log x− 1| C |x− 1|2 for 0 < r1 
x r2 < ∞ and condition (2.7), we get W ( u0u¯ ),W ( θ0θ¯ ) ∈ L1(R).
Lemma 2.1. The following combined energy and entropy inequality holds
∫
R
[
R θ¯W
(
u
u¯
)
+ cV θ¯W
(
θ
θ¯
)
+ 1
2
(v − v¯)2 + aθ¯4uWr
(
θ
θ¯
)]
dx+ θ¯
t∫
0
∫
R
(
μv2x
uθ
+ kθ
2
x
uθ2
)
dx C . (2.9)
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d
dt
∫
R
[
R θ¯W
(
u
u¯
)
+ cV θ¯W
(
θ
θ¯
)
+ 1
2
(v − v¯)2 + aθ¯4uWr
(
θ
θ¯
)]
dx+ θ¯
∫
R
(
μv2x
uθ
+ kθ
2
x
uθ2
)
dx
=
∫
R
[(
R θ¯
u¯
+ a
3
θ¯4
)
vx +
(
μ
vx
u
− P
)
v¯x
]
dx
=
∫
R
[(
R θ¯
u¯
+ a
3
θ¯4
)
(v − v¯)x +
(
R θ¯
u¯
+ a
3
θ¯4
)
v¯x +
(
μ
vx
u
− P
)
v¯x
]
dx.
Noticing that supp v¯x , supp u¯x ⊆ [−1,1], u¯, θ¯ ∈ L∞ and P v¯x  0, integrating the above differential equality with respect to t ,
we obtain
∫
R
[
R θ¯W
(
u
u¯
)
+ cV θ¯W
(
θ
θ¯
)
+ 1
2
(v − v¯)2 + aθ¯4uWr
(
θ
θ¯
)]
dx+ θ¯
t∫
0
∫
R
(
μv2x
uθ
+ kθ
2
x
uθ2
)
dxds
=
∫
R
[
R θ¯W
(
u0
u¯
)
+ cV θ¯W
(
θ0
θ¯
)
+ 1
2
(v0 − v¯)2 + aθ¯4u0Wr
(
θ0
θ¯
)]
dx
+
t∫
0
∫
R
[(
R θ¯
u¯
+ a
3
θ¯4
)
(v − v¯)x +
(
R θ¯
u¯
+ a
3
θ¯4
)
v¯x +
(
μ
vx
u
− P
)
v¯x
]
dxds
 C −
t∫
0
∫
R
(
R θ¯
u¯
+ a
3
θ¯4
)
x
(v − v¯)dxds + C +
t∫
0
∫
R
μ
vx
u
v¯x dxds
 C + 1
2
t∫
0
∫
R
(v − v¯)2 dxds +
t∫
0
∫
R
μ
vx
u
v¯x dxds, (2.10)
where the last term
∫ t
0
∫
R
μ vxu v¯x dxds on the right-hand side can be estimated as follows.
t∫
0
∫
R
μ
vx
u
v¯x dxds =
t∫
0
∫
R
μ
ut
u
v¯x dxds =
t∫
0
∫
R
μ(log
u
u¯
)t v¯x dxds
= μ
∫
R
log
u
u¯
v¯x dx− μ
∫
R
log
u
u¯
(0)v¯x dx C + C
∫
{x|u(x,t)u¯(x);|x|1}
log
u
u¯
dx,
where we use Eq. (2.2) and the fact that v¯x  0 is independent of time t , supp v¯x ⊆ [−1,1] and u0, u¯ ∈ L∞ . Which, by taking
into account log x
√
2(x− log x− 1)1/2 for x 1, implies
t∫
0
∫
R
μ
vx
u
v¯x dxds 
∫
R
(
u
u¯
− log u
u¯
− 1
)
dx+ C−1 = 
∫
R
W
(
u
u¯
)
dx+ C−1.
Substituting the above inequality into (2.10), one concludes
∫
R
[
R θ¯W
(
u
u¯
)
+ cV θ¯W
(
θ
θ¯
)
+ 1
2
(v − v¯)2 + aθ¯4uWr
(
θ
θ¯
)]
dx+ θ¯
t∫
0
∫
R
(
μv2x
uθ
+ kθ
2
x
uθ2
)
dxds
 C + 1
2
t∫
0
∫
R
(v − v¯)2 dxds + 
∫
R
W
(
u
u¯
)
dx+ C−1.
Now, taking  appropriately small and applying Gronwall’s inequality to the above inequality, we obtain Lemma 2.1. 
The following lemma gives the upper and lower boundedness of the density which is similar as that in [11–13].
318 J. Wang, F. Xie / J. Math. Anal. Appl. 346 (2008) 314–326Lemma 2.2. There are positive constants C1,C2 which may depend on T such that
C1  u(t, x) C2 for all (x, t) ∈ R × [0, T ]. (2.11)
Proof. From Lemma 2.1, it is easy to see that for every i ∈ Z we have
0
i+1∫
i
(
u
u¯
− log u
u¯
− 1
)
dx,
i+1∫
i
(
θ
θ¯
− log θ
θ¯
− 1
)
dx C .
Since the function x− log x− 1 is convex, one has
0
i+1∫
i
(
u
u¯
)
dx− log
i+1∫
i
(
u
u¯
)
dx− 1,
i+1∫
i
(
θ
θ¯
)
dx− log
i+1∫
i
(
θ
θ¯
)
dx− 1 C,
which implies that there exist two constants α and β such that
αmin{θ¯ , u¯}
i+1∫
i
u(t, x)dx,
i+1∫
i
θ(t, x)dx β max{θ¯ , u¯}, i = 0,±1,±2, . . . , t ∈ [0, T ]. (2.12)
Thus, by virtue of the mean theorem, for each t ∈ [0, T ] there are ai(t),bi(t) ∈ [i, i + 1] such that
αmin{θ¯ , u¯} u(t,ai(t)), θ(t,bi(t)) β max{θ¯ , u¯}, i = 0,±1,±2, . . . ,
where 0 < α < β are the positive roots of the equation x− log x− 1 = C .
Utilizing (2.2), we may rewrite Eq. (2.3) as vt = −[Rθ/u + aθ4/3]x + μ(logu)tx . Integrating this equation ﬁrst over (0, t)
with respect to t , then over (ai(t), x) (x ∈ [i, i + 1]) with respect to x, and then taking exponential on both sides of the
resulting equation, we get
1
u(t, x)
exp
{ t∫
0
(
Rθ(s, x)
μu(s, x)
+ aθ
4(s, x)
3μ
)
ds
}
= Bi(t, x)Yi(t), x ∈ [i, i + 1], (2.13)
where
Bi(t, x) := u0(ai(t))
u(t,ai(t))u0(x)
exp
{
− 1
μ
x∫
ai(t)
(v − v0)dy
}
,
Yi(t) := exp
{ t∫
0
(
Rθ(s,ai(t))
μu(s,ai(t))
+ aθ
4(s,ai(t))
3μ
)
ds
}
.
We may rewrite (2.13) as follows
1
u(t, x)
exp
{ t∫
0
(
Rθ(s, x)
μu(s, x)
)
ds
}
= Bi(t, x)Yi(t)exp
{
−
t∫
0
aθ4(s, x)
3μ
ds
}
, x ∈ [i, i + 1]. (2.14)
Multiplying (2.14) by Rθ/μ and integrating over [0, t], we obtain
exp
{
R
μ
τ∫
0
θ(τ , x)
u(τ , x)
dτ
}
= 1+ R
μ
t∫
0
Bi(τ , x)Yi(τ )exp
{
−
τ∫
0
aθ4(s, x)
3μ
ds
}
θ dτ .
Then, we have
1
u(t, x)
(
1+ R
μ
t∫
0
Bi(τ , x)Yi(τ )exp
{
−
τ∫
0
aθ4(s, x)
3μ
ds
}
θ dτ
)
= Bi(t, x)Yi(t)exp
{
−
t∫
0
aθ4(s, x)
3μ
ds
}
. (2.15)
Before proceeding, we need the following estimate
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0
max
ixi+1
θ r(t, x)ds
t∫
0
(
β max{θ¯ , u¯})r ds + C
t∫
0
i+1∫
i
θ r−1(s, y)
∣∣θx(s, y)∣∣dy ds
 C + C
t∫
0
i+1∫
i
√
u(s, y)θ r(s, y)√
k
√
k|θx|√
u(s, y)θ(s, y)
 C +
t∫
0
max
iyi+1
θ r−q/2−2(s, y)
( i+1∫
i
uθ4 dy
)1/2( i+1∫
i
kθ2x
uθ2
dy
)1/2
ds
 C + 1
2
t∫
0
max
ixi+1
θ2r−q−4(t, x)ds + C
t∫
0
i+1∫
i
kθ2x
uθ2
dy ds,
where we have used the inequality
sup
0st
i+1∫
i
u(s, y)θ4(s, y)dy  C, (2.16)
which follows from αmin{θ¯ , u¯} ∫ i+1i u dx β max{θ¯ , u¯}, ∫ i+1i aθ¯4uWr( θθ¯ )dx C and Hölder inequality. Here and in what
follows, C is independent of i.
Therefore, by Lemma 2.1 and Young’s inequality, we obtain
t∫
0
max
ixi+1
θ r(t, x)ds C, i = 0,±1,±2, . . . , (2.17)
provided that r  q + 4. By virtue of (2.17), (2.15) and the fact q > 5/2, we have
1
u(t, x)
(
1+ R
μ
t∫
0
Bi(s, x)Yi(s)θ ds
)
 1
u(t, x)
(
1+ R
μ
t∫
0
Bi(τ , x)Yi(τ )exp
{
−
τ∫
0
aθ4(s, x)
3μ
ds
}
θ dτ
)
 C Bi(t, x)Yi(t),
whence,
1+ R
μ
t∫
0
Bi(s, x)Yi(s)θ ds Cu(t, x)Bi(t, x)Yi(t). (2.18)
Recalling the deﬁnition of Bi, Yi , using Cauchy–Schwarz’s inequality and Lemma 2.1, we ﬁnd that
0 < C−1  Bi(t, x) C, Yi  1, x ∈ [i, i + 1], t ∈ [0, T ], i = 0,±1,±2, . . . . (2.19)
Integrating (2.18) over [i, i + 1] with respect to x and using (2.12), one gets Yi(t)  C + C
∫ t
0 Yi(s)ds, which together with
Gronwall’s inequality gives
Yi(t) C, t ∈ [0, T ], i = 0,±1,±2, . . . . (2.20)
Finally, we use the explicit formula of u, (2.15) and the estimate (2.17), (2.19), (2.20) to deduce
C1  u(t, x) C2,
which completes the proof. 
In the calculations that follow we will repeatedly use the fact C1  u(t, x)  C2 without mentioning it specially. From
the proof of Lemma 2.2 it can be easily seen that (2.17) implies the following lemma.
Lemma 2.3.
T∫
0
sup
R
θ r(t, ·)dt  C, provided that r  q + 4.
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derivatives of u, v, θ .
Lemma 2.4. For any t ∈ (0, T ), there holds
∫
R
u2x(t, x)dx+ μ
t∫
0
∫
R
θu2x
u3
dxds C .
Proof. By using Eqs. (2.2)–(2.3), we have(
v − v¯ − μux
u
)
t
= −
(
R
θ
u
+ aθ
4
3
)
x
,
which, by multiplying with v − v¯ − μux/u and integrating then over R, gives
1
2
d
dt
∫
R
(
v − v¯ − μux
u
)2
dx = −
∫
R
(
R
θxu − θux
u2
+ 4aθ
3θx
3
)(
v − v¯ − μux
u
)
dx.
After rearranging the terms in the above equation, we obtain
1
2
d
dt
∫
R
(
v − v¯ − μux
u
)2
dx+
∫
R
μθu2x
u3
dx = −
∫
R
Rθx
u
(
v − v¯ − μux
u
)
+
∫
R
R
θux
u2
(v − v¯)
−
∫
R
4aθ3θx
3
(
v − v¯ − μux
u
)
:= I1 + I2 + I3, (2.21)
where the terms I1, I2, I3 can be estimated as follows:
|I1| 2
∫
R
R2θ2x
u2
dx+
∫
R
(v − v¯)2 dx+
∫
R
(
μ
ux
u
)2
dx,
|I2|
∫
R
R2
θ2u2x
u4
dx+
∫
R
(v − v¯)2 dx,
and
|I3| C
∫
R
kθ2x
θ2u
dx+ C
∫
R
θ8u
k
(v − v¯)2 dx+ C
∫
R
θ8u
k
(
μ
ux
u
)2
dx.
Inserting the above bounds on I1, I2, I3 into (2.21) and integrating with respect to t , we deduce
1
2
∫
R
(
v − v¯ − μux
u
)2
dx+
t∫
0
∫
R
μθu2x
u3
dx 1
2
∫
R
(
v0 − v¯ − μ(u0)x
u0
)2
dx+ C
t∫
0
∫
R
(v − v¯)2 dxds
+
t∫
0
∫
R
(
R2θ2
uk
+ C
)
kθ2x
uθ2
dxds + C
t∫
0
sup
x∈R
θ8
k
∫
R
(v − v¯)2 dxds
+ C
t∫
0
sup
x∈R
(
θ8
k
+ R
2θ2
u2μ2
+ 1
)∫
R
(
μ
ux
u
)2
dxds.
Hence, using Lemmas 2.1–2.3 and recalling q > 5/2, we infer that
1
2
∫
R
(
v − v¯ − μux
u
)2
dx+
t∫
0
∫
R
μθu2x
u3
dx 1
2
∫
R
(
v0 − v¯ − μ(u0)x
u0
)2
dx+ C,
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∫
R
(
μ
ux
u
)2
dx+
t∫
0
∫
R
μθu2x
u3
dx C
∫
R
[
(v0 − v¯)2 +
(
μ
(u0)x
u0
)2]
dx+ C
∫
R
(v − v¯)2 dx+ C
 C .
This completes the proof. 
Next, we estimate the derivatives of v and θ . The proof is divided into 4 steps.
Step 1. From Eq. (2.3) we get∫
R
(√
uvt − μ vxx√
u
)2
dx =
∫
R
(
μ
vxux
u2
− (R θ
u
+ aθ
4
3
)x
)2
u dx.
Integration of this equation by parts yields
d
dt
∫
R
μv2x dx+
∫
R
(
uv2t + μ2
v2xx
u
)
dx =
∫
R
(
μ
vxux
u2
−
(
R
θ
u
+ aθ
4
3
)
x
)2
u dx
 2
∫
R
(
μ
vxux
u2
)2
u dx+ 2
∫
R
((
R
θ
u
+ aθ
4
3
)
x
)2
u dx
= I1 + I2. (2.22)
One can estimate I1 and I2 as follows:
|I1| =
∣∣∣∣2
∫
R
μ2
v2xu
2
x
u4
u dx
∣∣∣∣ C sup
x∈R
v2x(t, x)
∫
R
u2x dx
 C
( ∫
R
v2x dx+ 2
∫
R
|vxvxx|dx
)
 C
∫
R
v2x dx+
μ2
2‖u‖L∞(0,T ;L∞(R))
∫
R
v2xx dx
and
|I2| = 2|
∫
R
((
R
θ
u
+ aθ
4
3
)
x
)2
u dx| = 2
∣∣∣∣
∫
R
(
Rθx
u
− Ruxθ
u2
+ 4aθ
3θx
3
)2
u dx
∣∣∣∣
 C
∫
R
(
θ2x + u2xθ2 + θ6θ2x
)
dx
 C
( ∫
R
θ2x dx+ sup
x∈R
θ2(t, x)
∫
R
u2x dx+ sup
x∈R
θ(8−q)+ (t, x)
∫
R
kθ2x
uθ2
dx
)
,
where we adapt the notation d+ = max{d,0}. Integrating (2.22) with respect to t and using the above estimates for I1, I2,
we arrive at
∫
R
μv2x(x, t)dx+
1
2
t∫
0
∫
R
(
uv2t + μ
2v2xx
u
)
(x, t)dxds
∫
R
(v0)
2
x dx+ C + C sup
0tT
∥∥θ(t, ·)∥∥(8−q)+L∞(R)
 C + C sup
0tT
∥∥θ(t, ·)∥∥(8−q)+L∞(R) , (2.23)
where we have used Lemmas 2.3, 2.4 and the fact that q > 5/2 which ensure the term
∫
R
θ2x is controlled due to Lemma 2.1.
Then Gronwall’s inequality gives the above conclusion.
Step 2. For simplicity, we set Θ := ‖θ‖L∞(0,T ;L∞(R)) . We ﬁrst observe that from (2.4) we have
eθ θt =
(
k
θx
)
+
(
μ
vx − P − eu
)
vx.u x u
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t∫
0
∫
R
keθ θ
2
t dxds =
t∫
0
∫
R
(
k
θx
u
)
x
kθt dxds +
t∫
0
∫
R
(
μ
vx
u
− P − eu
)
vxkθt dxds, (2.24)
where the ﬁrst term on the right-hand side can be written as follows, by noticing that
(kθt)x = (kθx)t + ku(uxθt − vxθx).
Integration by parts yields
t∫
0
∫
R
(
k
θx
u
)
x
kθt dxds = −
t∫
0
∫
R
(
k
θx
u
)[
(kθx)t + ku(uxθt − vxθx)
]
dxds
= −1
2
∫
R
(kθx)2
u
dx+ 1
2
∫
R
k2(u0, θ0)((θ0)x)2
u0
dx
− 1
2
t∫
0
∫
R
k2θ2x vx
u2
dxds −
t∫
0
∫
R
(
k
θx
u
)[
ku(uxθt − vxθx)
]
dxds. (2.25)
Combing (2.24) with (2.25), we conclude
1
2
∫
R
(kθx)2
u
dx+
t∫
0
∫
R
keθ θ
2
t dxds C +
∣∣∣∣∣12
t∫
0
∫
R
k2θ2x vx
u2
dxds
∣∣∣∣∣+
∣∣∣∣∣
t∫
0
∫
R
k
θx
u
kuuxθt dxds
∣∣∣∣∣
+
∣∣∣∣∣
t∫
0
∫
R
k
θx
u
ku vxθx)dxds
∣∣∣∣∣+
∣∣∣∣∣
t∫
0
∫
R
μ
vx
u
vxkθt dxds
∣∣∣∣∣
+
∣∣∣∣∣
t∫
0
∫
R
(P + eu)vxkθt dxds
∣∣∣∣∣ := C +
5∑
i=1
Ii . (2.26)
The terms Ii (i = 1, . . . ,5) can be estimated as follows:
I1  C
t∫
0
sup
x∈R
(
k3/2|θx|(1+ θ)−3/2
)( ∫
R
kθ2x
θ2u
dx
)1/2
(1+ Θ)5/2
( ∫
R
v2x dx
)1/2
 C
t∫
0
sup
x∈R
(
k3/2|θx|(1+ θ)−3/2
)( ∫
R
kθ2x
θ2u
dx
)1/2(
1+ Θ(8−q)++5)1/2
 (1+ Θ)(8−q)++5
t∫
0
∫
R
kθ2x
θ2u
dxds + C
t∫
0
sup
x∈R
(1+ θ)q−3(kθx)2 ds
 C(1+ Θ)(8−q)++5 + C
t∫
0
sup
x∈R
(1+ θ)q−3(kθx)2 ds,
here we use the estimate (2.23) and the fact C−1(1+ θ)q  k,ku  C(1+ θ)q which is assured by (2.8) and used repeatedly
below,
|I2| =
∣∣∣∣∣
t∫
0
∫
R
√
keθ θt
√
k
eθ
ku
θxux
u
dxds
∣∣∣∣∣
 C
t∫
0
sup
x∈R
(1+ θ)(q−3)/2k|θx|
( ∫
R
u2x dx
)1/2( ∫
R
θ2t keθ dx
)1/2
 
∫
θ2t keθ dx+ C()
t∫
sup
x∈R
(1+ θ)q−3(kθx)2 ds,
R 0
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inequality and Lemma 2.4.
|I3| =
∣∣∣∣∣
t∫
0
∫
R
k
θx
u
ku vxθx
∣∣∣∣∣ C
t∫
0
sup
x∈R
k1/2ku(1+ θ)|θx|
( ∫
R
v2x dx
)1/2( ∫
R
kθ2x
uθ2
dx
)1/2
 (1+ Θ)(8−q)++5 + C
t∫
0
sup
x∈R
(1+ θ)(q−3)(kθx)2 ds,
where we use the inequality (2.23), Young’s inequality and Lemma 2.1.
|I4| =
∣∣∣∣∣
t∫
0
∫
R
μ
v2xkθt
u
dxds
∣∣∣∣∣ C(1+ Θ)(q−3)+/2
t∫
0
( ∫
R
v4x dx
)1/2( ∫
R
keθ θ
2
t dx
)1/2
ds
 
t∫
0
∫
R
keθ θ
2
t dxds + C()(1+ Θ)(q−3)+
t∫
0
sup
R
v2x ds
∫
R
v2x dx
 
t∫
0
∫
R
keθ θ
2
t dxds + C()(1+ Θ)(q−3)++(8−q)+
t∫
0
sup
R
v2x ds
 
t∫
0
∫
R
keθ θ
2
t dxds + C()(1+ Θ)(q−3)++(8−q)+
( t∫
0
∫
R
v2x dxds +
t∫
0
∫
R
v2xx dxds
)
 
t∫
0
∫
R
keθ θ
2
t dxds + C()(1+ Θ)(q−3)++2(8−q)+ ,
in the third and ﬁfth inequality we use (2.23).
|I5| =
∣∣∣∣∣
t∫
0
∫
R
(P + eu)vxkθt
∣∣∣∣∣ 
t∫
0
∫
R
keθ θ
2
t dxds + C()(1+ Θ)
t∫
0
sup
R
(1+ θ)q+4 ds
∫
R
v2x dx
 
t∫
0
∫
R
keθ θ
2
t dxds + C()(1+ Θ)1+(8−q)+ ,
where we have also used (2.23), Lemma 2.3 and the fact that P + eu  C(1 + θ)4. Substituting the above bounds for Ii
(i = 1, . . . ,5) into (2.26), we obtain
1
2
∫
R
(kθx)2
u
dx+
t∫
0
∫
R
keθ θ
2
t dxds C + (1+ Θ)(8−q)++5 + C
t∫
0
sup
x∈R
(1+ θ)q−3(kθx)2 ds
+ 2
∫
R
θ2t keθ dx+ C()(1+ Θ)(q−3)++2(8−q)+ ,
which, by taking  appropriately small, yields then
∫
R
(kθx)2
u
dx+
t∫
0
∫
R
keθ θ
2
t dxds C + C(1+ Θ)(8−q)++5 + C
t∫
0
sup
x∈R
(1+ θ)q−3(kθx)2 ds
+ C(1+ Θ)(q−3)++2(8−q)+ . (2.27)
Step 3. Next, we estimate the term
∫ t
0 supx∈R(1+ θ)q−3(kθx)2 ds. Observing that
sup
x∈R
(1+ θ)q−3(kθx)2 
(
1+ Θ(q−3)+) sup
x∈R
(kθx)
2
 (1+ Θ)(q−3)+
[ ∫
k2θ2x dx+
∫
k|θx|
∣∣(kθx)x∣∣dx
]
R R
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∫
R
kθ2x
θ2u
dx+ 1
2

∫
R
(1+ θ)q−3∣∣(kθx)x∣∣2 dx
+ C()(1+ Θ)2(q−3)+
∫
R
(1+ θ)q+3θ2x dx
 C(1+ Θ)(q−3)++(q+2)
∫
R
kθ2x
θ2u
dx+ 1
2

∫
R
(1+ θ)q−3∣∣(kθx)x∣∣2 dx
+ C()(1+ Θ)2(q−3)++5
∫
R
kθ2x
uθ2
dx,
thus, we have
t∫
0
sup
x∈R
(1+ θ)q−3(kθx)2 ds C(1+ Θ)(q+2)+(q−3)+ + C()(1+ Θ)2(q−3)++5
+ 1
2

t∫
0
∫
R
(1+ θ)q−3∣∣(kθx)x∣∣2 dxds. (2.28)
The last term on the right-hand side of (2.28) can be estimated as follows: using Eqs. (2.2)–(2.4), we can express (kθx)x by
other terms, take square on both sides, multiply by (1+ θ)q and then integrate over [0, T ] × R, then we obtain
t∫
0
∫
R
(1+ θ)q−3∣∣(kθx)x∣∣2 dxds =
t∫
0
∫
R
(1+ θ)q−3
∣∣∣∣et −
(
μ
vx
u
− P
)
vx + uxkθx
u2
∣∣∣∣
2
u2 dxds
 C
t∫
0
∫
R
(1+ θ)q−3
[
e2t +
(
μ
vx
u
)2
v2x + P2v2x +
(
uxkθx
u2
)2]
dxds
= C
t∫
0
∫
R
(1+ θ)q−3
[
e2θ θ
2
t +
(
μ
vx
u
)2
v2x +
(
P2 + e2u
)
v2x +
(
uxkθx
u2
)2]
dxds
 C
t∫
0
∫
R
eθkθ
2
t dxds + C(1+ Θ)(q−3)+
t∫
0
sup
R
v2x ds
∫
R
v2x dx
+ C(1+ Θ)
t∫
0
sup
R
(1+ θ)(q+4) ds
∫
R
v2x dx+ C
t∫
0
sup
R
(1+ θ)(q−3)k2θ2x ds
∫
R
u2x dx
 C
t∫
0
∫
R
eθkθ
2
t dxds + C(1+ Θ)2(8−q)++(q−3)+
+ C(1+ Θ)(8−q)++1 + C
t∫
0
sup
R
(1+ θ)(q−3)k2θ2x ds.
Inserting the above inequality into (2.28) and taking  small enough, we ﬁnd that
t∫
0
sup
x∈R
(1+ θ)q−3(kθx)2 ds C(1+ Θ)(q+2)+(q−3)+ + C()(1+ Θ)2(q−3)++5
+ C
t∫
0
∫
R
eθkθ
2
t dxds + C(1+ Θ)2(8−q)++(q−3)+ + C(1+ Θ)(8−q)++1. (2.29)
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1
2
∫
R
(kθx)2
u
dx+ 1
2
t∫
0
∫
R
keθ θ
2
t dxds C + (1+ Θ)(8−q)++5 + C(1+ Θ)(q+2)+(q−3)+
+ C(1+ Θ)2(8−q)++(q−3)+ + C(1+ Θ)2(q−3)++5. (2.30)
Step 4. For any t ∈ [0, T ] and i ∈ Z, we have∥∥θ(t)∥∥q+3L∞([i,i+1])  θ(q+3)(bi(t))+ (q + 3)
∫
[i,i+1]
θ(q+2)|θx|dx
 C + C
( ∫
[i,i+1]
θ4 dx
)1/2( ∫
[i,i+1]
θ2qθ2x dx
)1/2
 C + C
( ∫
[i,i+1]
θ2qθ2x dx
)1/2
where C is independent of i. Thus, we arrive at
∥∥θ(t)∥∥q+3L∞(R)  C + C
( ∫
R
θ2qθ2x dx
)1/2
,
which combined with (2.30) yields
Θ2(q+3)  C
(
1+ Θγ )
with γ = max{(8− q)+ + 5, (q + 2) + (q − 3)+,2(8 − q)+ + (q − 3)+,2(q − 3)+ + 5}. Since γ < 2(q + 3) when q > 5/2, we
obtain Θ  C a.e. (x, t) ∈ R × [0, T ]. As a consequence, we have immediately that
∫
R
(kθx)2
u
dx+
t∫
0
∫
R
keθ θ
2
t dxds C, (2.31)
∫
R
v2x dx+
t∫
0
∫
R
(
uv2t + μ
v2xx
u
)
dxds C . (2.32)
Then, by Eqs. (2.2)–(2.4) we see that ut ∈ L∞(0, T ; L2(R)), θxx ∈ L2(R × [0, T ]).
It remains to verify that the temperature is always positive at any time when the initial temperature is positive.
Lemma 2.5. For any (x, t) ∈ R × [0, T ], there exists a positive constant C which may depend on the initial data and T such that
θ(x, t) C .
Proof. Dividing Eq. (2.4) by −θ−2 and rearranging the terms, we ﬁnd that
(
cV + 4aθ3u
)(1
θ
)
t
=
(
k
1
u
(
1
θ
)
x
)
x
− 2kθ
2
x
θ3u
− μ v
2
x
uθ2
+
[
R
vx
uθ
+
(
4a
3
)
vxθ
2
]
=
(
k
1
u
(
1
θ
)
x
)
x
− 2kθ
2
x
θ3u
−
(√
μvx
2
√
uθ
− R√
μ
√
u
)2
−
(√
μvx
2
√
uθ
− 4aθ
3√u
3
√
μ
)2
+ u
μ
(
R2
u2
+ 16a
2θ6
9
)
,
from which and recalling that C1  u(x, t) C2 and ‖θ‖L∞(R×[0,T ])  C , we infer that(
cV + 4θ3u
)[1
θ
]
t

[
k
1
u
(
1
θ
)
x
]
x
+ C .
Applying the maximum principle to the above parabolic equation in an unbounded domain [17] and recalling (2.7), we
obtain 1/θ(x, t) C for (x, t) ∈ R× [0, T ], which immediately gives the lower boundedness of θ . This complete the proof of
this lemma. 
By all the a priori estimates established above, we can continue the local solution globally in time and obtain the global
existence. Moreover, we can show the uniqueness by applying the energy method to the equation the difference of two
solutions satisfy. Finally, by a standard argument we can transfer the global existence and uniqueness theorem for the
system (2.2)–(2.5) to that for the corresponding system (1.1)–(1.3), (1.5) in Eulerian coordinates. Thus, the proof of the main
theorem is complete.
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