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Introduction
The current revival of interior point methods in convex programming has stimulated a healthy interest in perfecting the classical logarithmic barrier method [3, 5, 18] . This paper discusses an adaptive version of the logarithmic barrier method motivated by the EM algorithm from computational statistics [2, 11] . At the heart of the EM algorithm is a maximization transfer principle. Instead of maximizing the objective function directly, the EM algorithm maximizes at each iteration a related, but simpler function. In the process, the objective function is increased. In convex programming the difficulty is not so much that the objective function is complicated, but rather that optimization is hindered by nonnegativity constraints. Introduction of adaptive, logarithmic barriers effectively removes the nonnegativity constraints at each iteration while permitting parameters to converge to zero over a sequence of iterations.
The pioneering work of Karmarkar [9] contains the germ of the optimization transfer principle. However, in Karmarkar's projective scaling algorithm, the operation of the principle is obscured by repeated re-centering. In the algorithm to be presented here, explicit re-centering is de-emphasized, and the optimization transfer principle emerges more clearly.
The standard convex programming problem is to minimize a convex function f (x) subject to the constraints Ax = b and x ≥ 0. Here x is a column vector with s components, A is an r × s matrix of full rank, and 0 is a vector of zeros. In the logarithmic barrier method, the modified function
is minimized for a sequence of constants µ n tending to 0. The new method keeps the barrier parameter µ constant, but changes the barrier function (1) slightly. Suppose that one of the constraints s j=1 a ij x j = b i has all coefficients a ij positive. If this is the case, then a trivial reparameterization makes it possible to replace this constraint by s i=1 x i = 1. If no constraint has all coefficients positive, then Karmarkar [9] has noted for a linear objective function how to add a bounding constraint and a slack variable so that s i=1 x i = 1 is part of the constraint structure. Assuming that the constraint
defined using the current iterate x n > 0. Our new method operates by taking the next iterate x n+1 to be the minimum of (2) subject to Ax = b. Because f (x) is convex and −µ s i=1 x n i ln x i is strictly convex, the minimum is uniquely defined and satisfies
, with strict inequality unless x n+1 = x n . This assertion can be proved by observing that µ s i=1 x n i ln x i has its maximum subject to
Thus, minimization of (2) translates into a decrease of f (x). The algorithm continues until the generated sequence x n converges. Several features of the new algorithm are noteworthy. First, the monotonicity property f (x n+1 ) ≤ f (x n ) promotes numerical stability. Second, in common with ordinary barrier and penalty methods, the algorithm does not prescribe how to find the minimum of (2) . In this sense, perhaps the term method should be substituted for algorithm. However, the EM algorithm suffers from the same ambiguity, and we will use the terms algorithm and method interchangeably. We will briefly discuss a one-step Newton's method for numerically computing the next iterate. Third, the algorithm is adaptive. Those components x n i that seek to converge to a boundary x i = 0 are allowed to do so because of the presence of the multiplier x n i in the barrier term −µx n i ln x i . Fourth, the barrier constant µ is truly constant. The remainder of this paper illustrates the application of the algorithm in one theoretical example and one numerical example. After these examples, convergence properties of the algorithm are investigated. Under fairly mild conditions on f (x) and the linear constraints Ax = b, the algorithm can be shown to converge to the minimum of f (x) over the feasible region. If the minimum occurs at an interior point, the rate of convergence is linear, with faster convergence for smaller µ. The rate of convergence to a boundary point is left unresolved. Also left unresolved are issues of computational complexity. For general convex functions, complexity analysis is apt to be difficult. A reasonable place to start might be the linear or quadratic case [6, 20, 14] .
Of course, it remains to be seen whether the algorithm is merely a mathematical curiosity or whether it offers an effective, practical method of optimization in the presence of nonnegativity constraints. It may be that the algorithm must be modified to form a successful stand-alone strategy or part of a hybrid strategy for optimization. For instance, the barrier constant µ in (2) might be gradually reduced to 0 as it is in the ordinary barrier method. One can also contemplate using the algorithm when f (x) fails to be convex. These considerations all suggest that the algorithm warrants a more thorough examination than the modest one undertaken here.
Finally, a reviewer of this paper has kindly pointed out recent related work of Censor and Zenios [1] on proximal point algorithms. Censor and Zenios also provide a convergence analysis for the optimization transfer principle in convex programming. However, their arguments are quite different from those presented here. Our development has the added advantage of lending more insight into the case of nonconvex programming. This issue is addressed in our concluding discussion. 
Setting the ith partial derivative of the Lagrangian equal to 0 gives
Multiplying this equation by x i produces
which in turn can be summed on i and solved for λ. Substituting the result λ = m + µ in (3) yields
) At first glance, it is not obvious that x n tends to m i /m, but the algebraic reduction
shows that x n i approaches m i /m at the linear rate µ/(m + µ).
Notation . In deriving and displaying various formulas, a compact notation is helpful.
has two arguments x and y, there are various first and second differentials depending on which arguments are differentiated. Define
These formulas simplify in an obvious manner when y = x.
All vectors except first differentials like df (y) and d 10 R(y | x) are taken to be column vectors. A superscript t indicates vector or matrix transpose. Let I denote an identity matrix and 1 and 0 denote vectors or matrices of all 1's or 0's. To convert a vector z with entries z i to a diagonal matrix with diagonal entries z i , write z as a capital letter Z.
An approximate version of the algorithm. For those problems lacking an exact solution x
n+1 , one step of Newton's method offers a natural approximation [6, 7] . In practice, a crude approximation of x n+1 may be acceptable. As long as the surrogate function R(x | x n ) is decreased, then the objective function f (x) is decreased as well.
Newton's method can be implemented by minimizing the second-order Taylor's approximation
subject to the constraints Aδ n = 0. The next iterate is then defined by (6) . The minimum point of (6) then satisfies
for some vector λ n of Lagrange multipliers. Solving (7) for δ n and then applying Aδ n = 0 yields
Combining these two results gives
where (8) is ill-conditioned when any x n i is close to 0. The remedy is to re-express
To avoid violating the boundary constraint x n+1 > 0, one can choose a small positive constant ǫ and replace x n+1 = x n + δ n by x n+1 = x n + αδ n , where α is the largest number in [0, 1] consistent with x n+1 ≥ ǫx n . If some x n i is near 0 and the corresponding δ n i is negative and relatively large in magnitude compared to x n i , then this test can slow convergence. An ad hoc repair is to set δ n i = 0 when δ n i is negative but very small in magnitude. This tactic permits more progress in those components at some distance from the boundary and escape from the boundary by a small component x i when warranted.
A numerical example.
The linear programming problem of Klee and Minty [10] demonstrates the exponential complexity of the simplex method. This problem amounts to maximizing the mth component of an m-dimensional vector x subject to the inequality constraints 0 ≤ x 1 ≤ 1 and
Here β is a constant satisfying 0 < β < 1/2. The maximum occurs at x = (0, 
with all coefficients positive. Since expanding A to include this constraint creates a new constraint matrix of less than full rank, it is better to minimize f (w) − µ 2m i=1 c i w n i ln w i subject to the existing constraints rather than the objective function (2). The optimal point w has w i = 0 for i = 1, . . . , m − 1 and w m = θ m−1 . Table 1 
Convergence of the algorithm
Proof that the algorithm is globally convergent requires precise assumptions. Suppose that f (x) is convex and continuously differentiable on the compact feasible region { x : Ax = b, x ≥ 0 }. If the algorithm is to make sense, then the interior {x : Ax = b, x > 0} of the feasible region must be nonempty. The matrix A is assumed to be of full rank and to have 1 t as its first row; correspondingly, b has first component b 1 = 1. For any subset S ⊂ {1, . . . , s}, let S c be the complement of S. If the manifold M S = { x : Ax = b; x i > 0, i ∈ S; x i = 0, i ∈ S c } is nonempty, then assume that it contains at most a finite number of stationary or critical points of f (x). Stationary points can be characterized in terms of the projection matrix P S mapping any row vector v t onto its entries v i for i ∈ S. If S has |S| elements, then P S is an s × |S| matrix. Now y ∈ M S is stationary if and only if df (y)P S + ν t AP S = 0
for some Lagrange multiplier ν. To solve for ν in (9), it is convenient to assume that AP S always has full row rank r. On any manifold M S , each stationary point coincides with a minimum point of f (x) restricted to M S . If M S contains two minimum points, then the convexity of f (x) implies that the line segment between them consists entirely of minimum points. Thus, the number of stationary points on M S is either 0, 1, or ∞. The third possibility can be ruled out when f (x) is strictly convex. It can also be ruled out for f (x) linear when the linear programming problem is both primal and dual nondegenerate [4, pp. 21, 197] . In this case every stationary point of M S is an extreme point of the feasible region, and M S contains an extreme point only when M S reduces to that extreme point.
Mindful of these definitions, we commence our verification of the global convergence of a sequence x n generated by the algorithm. Proof. The inequalities
can be rearranged to yield
Since f (x n ) is decreasing and bounded below, this second pair of inequalities implies that lim n→∞
Now suppose the first claim of the lemma is false. Then for some subsequence x n k , lim inf k→∞ x n k +1 − x n k > 0. Invoking compactness and passing to a subsequence if necessary, we can further assume that lim k→∞ x n k = y and lim k→∞ x n k +1 = z exist with y = z. Applying the known information inequality [19, 
to the subsequence x n k and using the fact that lim n→∞
This last equality can only be true if z i = y i for all i with y i > 0. Since
This contradiction proves the first claim of the lemma. The second assertion of the lemma follows from the first assertion and the fact that the quantity
is being driven to 0. Lemma 2. Suppose y is a limit point of the sequence x n . If S is the set {i : y i > 0}, then y coincides with the unique stationary point of the manifold M S .
Proof. Let lim k→∞ x n k = y for some subsequence x n k . Because x n k +1 minimizes R(y | x n ) subject to the constraints Ax = b, there exists a Lagrange multiplier vector λ n k such that
where ω n k is the column vector with ith entry x
. There are a variety of ways of solving for the Lagrange multiplier λ n k in (10). The most expeditious in the current context is to employ the projection P S introduced in equation (9) . By assumption the matrix AP S is of full rank. Hence, multiplying (10) on the right by P S P t S A t and solving yields
Because P S annihilates those entries ω n k i with i outside S, Lemma 1 and the continuity of df (x) jointly imply the existence of the limit λ ∞ = lim k→∞ λ n k . This fact now makes it possible to multiply (10) by P S on the right, take limits, and conclude that
Since the first row of A coincides with 1 t , equation (11) can be rewritten as
where e 1 is the vector having first entry 1 and remaining entries 0. But equation (12) is precisely condition (9) characterizing the stationary point of M S .
Theorem 3. The sequence x n converges to the global minimum of f (x) subject to the constraints Ax = b and x ≥ 0.
Proof. Since there are only a finite number of manifolds M S and at most a finite number of stationary points per manifold, Lemma 2 indicates that the set of limit points Γ of x n is finite. Γ is nonempty because the feasible set is compact. According to a result of Ostrowski [16, p. 173] , Γ is also connected because the sequence x n satisfies lim n→∞ x n+1 − x n = 0. The only way a finite set can be connected is for it to reduce to a single point. Thus, lim n→∞ x n = x ∞ exists. It remains to show that x ∞ satisfies the Karush-Kuhn-Tucker conditions [8, p. 221] . As in the proof of Lemma 2, it is possible to take limits in the equation
because lim n→∞ λ n = λ ∞ exists. This shows that lim n→∞ ω n = ω ∞ exists and satisfies
where again e 1 has first entry 1 and remaining entries 0. Owing to Lemma 1, if
must hold for some subsequence x n k in order for lim n→∞ x n i = 0. It follows that
This establishes the Karush-Kuhn-Tucker conditions and proves that x ∞ furnishes the global minimum.
Given that every sequence x n converges to the minimum of f (x), it is natural to ask for the local rate of convergence. If M (x) denotes the algorithm map, this rate of convergence is determined by the dominant eigenvalue of the differential dM (x) at the optimal point x ∞ , provided x ∞ is an interior point [15, p. 145] . Making the assumption that x ∞ is an interior point, it is possible to compute dM (x ∞ ) by implicit differentiation.
Theorem 4. Suppose that f (x) is twice continuously differentiable and that the global minimum x ∞ is an interior point. If
is positive definite on the null space of A, then the sequence x n converges to x ∞ at a linear rate. If
is positive definite on all of R s , then this rate is no greater than the dominant eigenvalue of the matrix
Proof. Consider an interior point x. The stationarity condition satisfied by y = M (x) and its associated Lagrange multiplier λ can be expressed as
Differentiating the left-hand-side of this system of equations with respect to both y and λ gives the matrix
which is invertible because d 20 R(y | x) is positive definite on the null space of A and A has full rank [12, p. 312] . Hence, the implicit function theorem [8, p. 171] implies that M (x) and λ are continuously differentiable functions of x on the interior of the feasible region.
As in the proof of Lemma 2, we can solve for λ in the first equation of (14) by multiplying on the left by (AA t ) −1 A. This yields
where
A is the orthogonal projection onto the null space of A. Differentiating equation (15) with respect to x and rearranging produces
It is possible to deduce from (16) that all eigenvalues of dM (x ∞ ) lie on the halfopen interval [ 0, 1). Suppose ω = 0 is an eigenvalue of dM (x ∞ ) with eigenvector u. Since dM (x ∞ ) maps into the null space of A, it follows that Qu = u. This holds even if u is complex. Now convert both sides of (16) into quadratic forms by multiplying on the left by the conjugate transpose u * and on the right by u. Solving for ω and using Qu = u and dM (x ∞ )u = ωu then yield
In view of formulas (4) and (5) and the fact that M (
Because d 2 f (x ∞ ) is positive definite on the null space of A, expression (8) implies that 0 ≤ ω < 1. Since ω is real, its eigenvector u can be taken real as well.
The last assertion of the theorem follows from the fact [8, p. 85 ] that the maximum value of the Rayleigh quotient (18) over {u ∈ R s : u = 0} coincides with the dominant eigenvalue of the matrix (13). 
Discussion
It is worth noting to what extent our theoretical development extends to nonconvex functions f (x). The approximate version of the method, which depends on the quadratic approximation (6) , is adversely affected if the Hessian d 20 R(x n | x n ) fails to be positive definite on the null space of A. Fortunately, subtracting the logarithmic barrier term µ s i=1 x n i ln x i from f (x) tends to convexify the problem so that d 20 R(x n | x n ) can be positive definite even when d 2 f (x n ) is not. This fact suggests that taking the barrier constant µ too small would be a mistake for nonconvex f (x).
Much of the convergence analysis for the exact version of the method carries over without change. The local convergence analysis presented in Theorem 4 only requires the existence of the differential dM (x) of the algorithm map M (x) in a neighborhood of the minimum point x ∞ . Existence of dM (x) locally is assured by the implicit function theorem under the hypotheses of the theorem. Thus, Theorem 4 extends to nonconvex f (x) subject to the interpretation that x n+1 may only supply a local minimum of (2) . Many of the features of global convergence also extend naturally. If the key assumption that f (x) has at most a finite number of stationary points on each nonempty manifold M S is retained, then the proof of Theorem 3 shows that the iterates x n of the algorithm converge to a point x ∞ satisfying the first-order KarushKuhn-Tucker conditions. Of course, in the absence of convexity, we now have no guarantee that x ∞ furnishes either the global or even a local minimum of f (x). This theoretical handicap should not deter practical application of the method.
Finally, taking a cue from the work of Censor and Zenios (1992) , one can generalize the convex programming algorithm to problems with concave inequality constraints g i (x) ≥ 0 instead of the nonnegativity constraints x i ≥ 0. A surrogate function for f (x) in this more general setting is
The point x = x n is the maximum point of
by virtue of the concavity of ln g i (x). If an initial interior point x 1 can be found in the sense that all g i (x 1 ) > 0, then every subsequent point x n+1 generated by minimizing (19) is an interior point that decreases f (x). This algorithm is potentially useful for the broad class of geometric programming problems [17] .
