Abstract. We consider a situation where two processors F'l and Pz are to evaluate a collection of functions f], . . . . f, of two-vector variables x, v, under the assumption that processor P] (respectively, Pz ) has access only to the value of the variable x (respectively, y) and the functional form of~1,. . . . f,. We provide some new bounds on the communication complexity (the amount of information that has to be exchanged between the processors) for this problem. An almost optimal bound is derived for the case of one-way communication when the functions~1, . . . .~, are polynomials. We also derive some new lower bounds for the case of two-way communication that improve on earlier bounds by Abelson [2] . As an application, we consider the case where x and y are n X t~matrices and f(x, y) is a particular entry of the inverse of .r + y. Under a certain restriction on the class of allowed communication protocols, we obtain an fl(n2) lower bound, in contrast to the Q(n) lower bound obtained by applying Abelson's results. Our results are based on certain tools from classical algebraic geomet~and field extension theory.
Introduction
In several situations of practical interest, there is a set of processors who wish to perform some computational task and who must communicate because none of them possesses all of the problem data. Communication resources are often limited and we are led to the study of the minimal amount of required information transfer, that is, the "communication complexity" of the problem under consideration. For example, in parallel computation [5] , communication capabilities are constrained by physical and topological considerations. Finally, there are several applications in signal processing: for example, in decentralized estimation and detection, or in distributed sensor networks [18] , data are collected at geographically distant sites. Then, summaries of the data are communicated so as to enable a particular processor or sensor to make certain statistical inferences (see, e.g., [22] ). Communication resources are often costly in such contexts, and it is again natural to minimize the amount of information exchange.
COMMUNICATION PROTOCOLS.
In this subsection, we introduce the class of protocols that will be considered and we formulate the general problem to be studied.
Let there be two processors P, and Pz. Processor P, (respectively, F'z) has access to the value of a vector x G !Jt "z (respectively, y E !)1" ). Let there be a given a finite collection j"of functions~1, fz, . . . . f,: D:~)X!, where D~is some subset of !l '" X :11'1 on which these functions are defined.
(For example, if each f, is a rational function expressed as a ratio of two relatively prime polynomials, it is natural to let Df be the set of all vectors at which none of the denominators of these functions vanishes. )
The objective of the processors is to exchange messages and compute the values f,( x, y), ..., f,( x, y). It is assumed that both processors know the formulas defining these functions.
(For instance, if each~is a polynomial, then each processor knows the coefficients of these polynomials.) Ideally, a protocol should work for all possible values (x, y) G D~of the "inputs." We occasionally consider, however, protocols that are defined only when (x, y ) belongs to some possibly smaller set D c D?
In a two-way communication protocol m, messages can be exchanged in both directions.
We use r(T) to denote the number of exchanged messages and we let T,~~(respectively, Tz +, ) denote the set of is for which the ith message is transmitted from PI to Pz (respectively, from Pz to PI). The protocol is We say that the protocol is legitimate if either of the following conditions is true:
(a) There exist functions h,,..., h, such that
Notice that in the above models the protocols are "continuous" in the sense that the messages to be sent are real numbers.
Given Let us also note that the formal model of real-number computation introduced by [6] has been motivated by similar considerations. Typically, some smoothness constraints have to be imposed on the message functions ml, ..., m,[w). This is because there exist one-to-one functions from 91"' into Ji, and processor PI could transmit the value of its vector x by using a single message. In particular, P, can simply interleave the binary expansions of the components of x and use the resulting number as a message. This is not a useful protocol, for the purposes of numerical computation, and is unlike any protocol that is used in practice.
In contrast to the above-described interleaving, a good protocol should compress the information in x or y intelligently, and then transmit only the compressed information.
For this reason, we shall impose some smoothness requirements on the message functions m,. From a The rest of this paper is organized as follows:
In Section 2, we present some background results from field extension theory that will be used in our study of one-way communication complexity.
In [2] with the tools of Section 4. We also identify certain instances where the lower bounds of [2] are tight.
In Section 6, we apply the results of Section 5 to the problem of computing a particular entry of the inverse of x + y, where x and y are n X n complex matrices. We derive an nz -1 lower bound (which agrees with the obvious upper bound, within one message), while the results of [2] could only provide an Q(n) lower bound.
Preliminaries
In this section, we introduce some algebraic results (see, e.g., [25, pp. 95-125] or [21] ) that will be needed in Section 3. 
Notations
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Let us consider protocols whose domain D is all of !)i m X !11". By varying (.x*, y*) over all possible elements of !li '" X Oi n and applying part (b) of the theorem to each one of these points we obtain Cm(f; :M"z x fit") 2 max dim(span{gl, X,, . . ..gn.,li}). Notation.
For i = 1,..., s, and for any sequence a = ( al, ..., a,, ) of nonnegative integer indices, we define a function gla: N "' + 'z * !M by letting Q.E.D.
We now notice that any polynomial~can be written in the form f(x, y) = z La(x) yp'y:'~~~y;, (3.8') (a,,, , czj, )GJY where each la is a suitable polynomial.
By differentiating both sides of (3. The first inequality is trivial since we are considering a restricted class of protocols.
The second follows from (3.6) and (3.11).
Q.E.D.
We make a short digression to verify that the bound t of Corollary 3.1 is a generalization Theorem 3.1. PROOF. Let us fix some x' G !Ii~. Let 7(x*) be the dimension of the span c)f{df/dx, (x*, y), J = 1>...7 m.}, where the span is formed in the vector space of functions of the variable y. We only need to show that max,..
Notice that vzf(x*, y) =~vtfa(x*)yyy:~. . . y,:". We now come to the main result of this section, which shows that the lower bound of Corolla~3.1 is quite tight.
There exists an open se{ DO c 91 'n whose complement has
Lebesgue measure zero and such that CPOIY(f; D() X !ll") < t + which proves the lower bound. Given that Cm(~U~~" X !l~" ) < C1l.c,.,(~~~11" x !l,, ), the proof of the theorem will be completed once we establish that c /lneur(fl !~~n x :li") <t.
We first consider the case where t = n. In this case, we can use the protocol defined by ink(x) = x~, k = 1,..., n. (That is, processor P, transmits its entire vector to processor Pz.) This is clearly a linear protocol with t messages and establishes the desired result for the case t = n. Notice also that the case t > n cannot occur since t is the rank of a matrix with n rows. We now assume that the result has been proved for n -1 (n > 2) and we prove it for n as well. The case t = n has already been dealt with and we assume that t < n. We remark that the proof of Theorem 3.5 actually provides a procedure for constructing a linear and optimal protocol. Furthermore, the proof shows that we do not need to evaluate max,.
!lt, rank H(z) but only the rank of H(O). If the latter rank is equal to n, the problem is trivial, and if it is less than n, Lemma 3.1 applies and the problem can be reduced to one with a smaller dimension. Another point worth mentioning is that our proof actually suggests a deterministic procedure for constructing the optimal linear protocol.
In fact, one can first compute the rank of H(O). If rank H(O) = n, then m~(x) = XL is an optimal
protocol. If H(O) has rank less than n, then one can use, for example, Gaussian elimination method to find a nonzero vector c such that c~H(0) = O. As shown in the proof, the problem is reduced to one with a smaller dimension by a suitable change of variables. By repeating this process at most finitely many times, one will find an optimal linear protocol for computing functions fi, i = 1,...,s.
preliminaries Continued
In this section, we review some results (e.g., Hilbert's Nullstellensatz) from algebraic geometry (see, e.g., [4] and [10] ) that will be needed in One can assign a topology to the field $2-'2 by taking the family {V(S can be shown to be tight. This is in contrast to the results in Section 6 in which it will be shown to be far from tight.
This result was actually proved in [2] for real-valued functions defined on !l '" +" but the proof remains valid when Vi is replaced by '6'.
Suppose that f (x, Y ) = XTQJ, where Q is a matrix of size m x n and x E \R'n, y G !11". The~t Cl(f; ti''+~) = rarzkHXY(f) = rank(Q This is because we have n <4 and the naive protocol ml(x) = x,, i = 1,.. ., n, uses at most four messages and cannot be too far from being optimal.
Our result makes use of the following theorem proved by Gordan and Noether in 1876 [9] . 5.3. SOME NEW LOWER BOUNDS. Throughout this subsection we assume that f: D~~% is a complex rational function, where D~c %'n X %"2 is the set of vectors (x, y) at which f is finite. In this context, it is natural to consider "rational" protocols, in which the messages transmitted are rational functions of the input data (x, y). 
Then there holds
The idea behind the proof of Theorem 5.5 is that each rational message of a rational protocol can be replaced by two polynomial messages consisting of the numerator and denominator polynomials (respectively) of the original message. The proof can be found in [12] and is omitted because it is relatively straightforward and also because Theorem 5.5 will not be invoked in subsequent proofs.
Suppose that f(x, y) = P(X, y)/Lz(x, y) where p and q are two relatively prime polynomials. Then, there exists a submatrix M of size r X r embedded in H,,,(f), which is nonsingular at ( X{l, y~l). We view this submatrix as a function of ( x, y) and we consider its determinant det( M), which is a polynomial in (x, y). We have just shown that V(f) is not contained in V(det(M )). In other words, if we write f as a product of irreducible polynomials, then at least one of the irreducible factors of f, call it fl, does not divide det( M). But since f and g are relatively prime, it follows that fl does not divide g either. We conclude that fl does not divide g" det(M).
We now claim that V(f) c V(g . det(M)). If the claim is not true, then V(f) c V(g. det( M)). Hilbert's Nullstellensatz applies and shows that (g " det(M))~=$2 for some positive integer k and some polynomial h. By the unique factorization property, we see that the irreducible polynomial f, would have to be a factor of either g or det( M), which is a contradiction and establishes our claim.
Since PI f ) @ V(g " det(M)), there exists some (x*, y* ) e W f ) such that 
Here, the first equality (5.7) is a simple calculation and the next step (5.8) is due to the fact (VXq)(V q)~has rank at most 1. The last step is obtained as follows:
The set {(x, y)~q( Since the solution of linear systems of equations is the most basic problem in numerical computation, the problem we are studying is an interesting paradigm.
It is easy to see that n2 messages would be needed if we had required that a particular processor, say f'{, should eventually evaluate all entries of the Let us fix a pair p = (xO, y,)) G Df of n x n matrices. We show that the rank of 17XY(f)lP is at most 3rz. Let Al, Az be two n x n perturbation matrices.
We consider the Taylor series expansion of f at the point p:
Notice that the value of H,Y( f )1~is completely determined by the second-order terms of this expansion.
Thus, if we let
Therefore, we only need to show that rank HA,3 $g)l(O, O, s 3n. We present a two-way polynomial protocol for computing g that only uses 3n messages.
Notice that as far as the computation of g is concerned, the matrices X., y[, are constant and the matrices A, (i = 1,2) are the inputs. Let e = (1, O, ..., 0)~. The protocol proceeds as follows:
Processor P, sends the vector AI(xO + y. )e to processor Pz (n messages). Processor Pz computes (A, + A~)( X. + y{) )e and sends the following two vectors (2 n messages) to P,:
(Al + Az)(x{) +yo)e and Az(x(l +y{, )(Al + Az)(xo +y~~)e.
Once processor P, receives these messages, it can use its knowledge of A, to ev~luate ((A, "+ Az)(xo + yo))2e. Let Df be the set of all (x, y) q %"" x %"" at which the rational function jlx, y) = [(x + y)-l 11[ is well defined. clearly, Df is the same as the set of all (x, y) such that det(x + y) # O. Our main result is the following:
The proof is based on two lemmas: but not in both.
Repeating our argument for all (i, j) (1 s i, j s n), we see that either
x,] and y,] both appear only in A(x, y) or they both appear only in B(x, y). Therefore, the set {(i, j), i, j = 1,2,. ... n} can be partitioned into two subsets R,, Rz (with R, being nonempty) such that A(x, y) depends only on the entries~,,, y,, with A(x, y)ll(x, y) = det(x + y) with two entries from the same row or column. This implies that all of the entries must be in I?,, and Rz is empty. One possible approach for proving a stronger lower bound is based on Theorem 5.6 of Section 5. This result shows that an Q(n2) lower bound will be established if we manage to find a pair (x, y) of matrices such that g(x, y) = O and rank H, Y(g)l(X,~, = Q(n2), where g(x, y) = det(x + y). Unfortunately, the determinant function is particularly nasty in that respect. It can be shown [12] that the rank of H,)(g) is nz at each point (x, y) such that x + y is invertible but it is no more than 3n + 3 at each point (x, y) at which g(x, y) = O. 
