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ABSTRACT
Context. Ultraviolet radiation plays a crucial role in molecular clouds. Radiation and matter are tightly coupled and their interplay
influences the physical and chemical properties of gas. In particular, modeling the radiation propagation requires calculating column
densities, which can be numerically expensive in high-resolution multidimensional simulations.
Aims. Developing fast methods for estimating column densities is mandatory if we are interested in the dynamical influence of the
radiative transfer. In particular, we focus on the effect of the UV screening on the dynamics and on the statistical properties of
molecular clouds.
Methods. We have developed a tree-based method for a fast estimate of column densities, implemented in the adaptive mesh refine-
ment code RAMSES. We performed numerical simulations using this method in order to analyze the influence of the screening on the
clump formation.
Results. We find that the accuracy for the extinction of the tree-based method is better than 10%, while the relative error for the
column density can be much more. We describe the implementation of a method based on precalculating the geometrical terms that
noticeably reduces the calculation time. To study the influence of the screening on the statistical properties of molecular clouds we
present the probability distribution function (PDF) of gas and the associated temperature per density bin and the mass spectra for
different density thresholds.
Conclusions. The tree-based method is fast and accurate enough to be used during numerical simulations since no communication
is needed between CPUs when using a fully threaded tree. It is then suitable to parallel computing. We show that the screening for
far UV radiation mainly affects the dense gas, thereby favoring low temperatures and affecting the fragmentation. We show that when
we include the screening, more structures are formed with higher densities in comparison to the case that does not include this effect.
We interpret this as the result of the shielding effect of dust, which protects the interiors of clumps from the incoming radiation, thus
diminishing the temperature and changing locally the Jeans mass.
Key words. molecular clouds – ISM – column density – star formation
1. Introduction
Radiation plays an important role in several astrophysical pro-
cesses at different scales, and it is dynamically coupled to the
behavior of the gas. In particular, the far ultraviolet (FUV) radia-
tion influences the physical and chemical properties of molecular
clouds, while the cosmic rays (CRs) are the dominant ionizating
source in both diffuse and dense media, controlling the chem-
istry. The UV radiation is the main heating source for the gas by
regulating the molecule formation rates on the grain surface, but
at the same time dust grains shield the inner regions of clouds
favoring low temperatures.
The penetration of FUV radiation into molecular clouds has
been studied theoretically and numerically (Flannery et al. 1980;
Sandell & Mattila 1975; Whitworth 1975; Goicoechea & Le
Bourlot 2007) by modeling the properties of dust grains or by
simplifying the geometry of the cloud, but crucial for describ-
ing the propagation of radiation is to estimate the column den-
sities. Another example is the cosmic-ray ionization rate, which
also depends on the value of the column densities. Indeed, sev-
eral works show that the CR ionization rate decreases with the
increasing value of the column density (see Takayanagi 1973;
Padovani et al. 2009; Indriolo & McCall 2012).
The correct treatment of the propagation of radiation and the
estimation of ionization rates involve calculating column densi-
ties, but this calculation can be numerically challenging in high-
resolution multidimensional simulations, hence the interest of
developing fast and accurate methods.
Some common approximations include methods based on
ray-tracing schemes, such as Razoumov & Cardall (2005), that
define ray domains according to the photon travel direction, or
stochastic integration methods, such as Cantalupo & Porciani
(2011), that use a Monte Carlo combined with an adaptive mesh
refinement (AMR) strategy for the ray casting. There is a much
simpler approach by Inoue & Inutsuka (2012), who assume that
the gas is shielded well from UV photons except in the collid-
ing direction and have used a ‘two-ray’ approximation for deal-
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ing with the shielding for the UV radiation. But most of these
approaches have several disadvantages, and in general they are
computationally expensive or not accurate enough when the ge-
ometry of the problem is more complicated, as in a turbulent
medium. In spite of being intuitive, ray-tracing methods are nu-
merically demanding. For a simulation with N resolution ele-
ments (cells or particles), the number of operations is at least on
the order of N2 and it requires the exchange of large amounts
of data between different CPUs when parallelized. In problems
where the gas properties are dynamically affected by gravity and
radiation, it is desirable to develop adapted numerical strate-
gies that permit calculation of the radiative transfer on-the-fly.
Recently some efforts have been made in this direction. Using
the smoothed particle hydrodynamics code GADGET2, Clark
et al. (2012) introduce a tree-based scheme, called TreeCol. This
method uses the information already stored in the tree structure
of the code to construct a full 4pi sr map of column densities for
each element with a gather approach. Since the column densities
are calculated while the tree is walked, its computational cost is
also on the order of NlogN.
In this work we present a simple scheme for estimate col-
umn densities that takes advantage of the tree data structure,
implemented for AMR codes. Our tree-based method provides
a fast and relatively accurate estimation of column densities that
can be used in numerical simulations. We have implemented this
method in the AMR code RAMSES (Teyssier 2002).
In the following section we present the radiative transfer
problem. In section 3 we present an overview of the tree-data
structure and introduce our tree-based grid method, as well as
our implementation. We also describe a strategy for optimization
consisting in precalculation of geometrical contributions, where
we introduce further approximations. In section 4 we present two
tests for validation. The first test consists in a uniform spherical
cloud and the second one corresponds to a turbulent cloud. At
the end of this section, we also include a test for validating the
other approximations made during the precalculation of the ge-
ometrical contributions. In section 5 we present one application
of this method to calculate the UV absorption by dust and its
consequences on the dynamics of molecular clouds. Section 6
concludes the paper.
2. The radiative transfer problem
The full radiative transfer equation that describes the interplay
of radiation and matter reads as
dIν
ds
= −ανIν + jν. (1)
where Iν is the specific intensity, αν the absorption coefficient,
and jν the emission coefficient at frequency ν. Because we are
interested in the early evolution of molecular clouds, when stars
have not been formed yet, we can consider that there are no local
sources. Then the solution of Eq. (1) for a case where there is
only absorption will be
Iν(s) = Iν(s0) exp
(
−
∫ s
s0
αν(s′)ds′
)
= Iν(s0) e−τν (2)
This simplified version of the solution lets us solve the prob-
lem by just calculating the optical depth τν along several direc-
tions. But even with these simplifications for a simulation with
N resolution elements, the cost of solving the radiative trans-
fer problem is on the order of N5/3. This can be easily done in
postprocessing, but if we are interested in the dynamical interac-
tion between radiation and matter, it is necessary to calculate the
optical depths at each time step. This is extremely expensive in
terms of CPU time for relatively large simulations and not prac-
tical in parallel computing, so that approached methods must be
used. In this paper we compare our results to those obtained with
a ray-tracing method, which uses 50 rays, performed in a post-
processing step.
3. Tree-based method
Astrophysical fluids can be treated numerically by using either
(i) a Lagrangian approach, with either N−body or SPH codes
(Benz 1988; Springel et al. 2001; Hubber et al. 2011), where
nodes follow the material particles, or (ii) an Eulerian approach
with patch-based codes (Fryxell et al. 2000; Almgren et al. 2010;
Mignone et al. 2012; The Enzo Collaboration et al. 2013), where
each element is fixed and describes how material flows through
the grids.
Several of these astrophysical codes are based on a tree-data
structure that consists in a hierarchical structure where the sim-
ulation domain is recursively split into smaller units or nodes.
These nodes can be cut recursively to four (2D) or eight (3D)
smaller "daughter" nodes from the largest node, the root, which
contains the whole simulation, to the leaves that do not contain
any substucture. Each node knows its parent node and can access
all the other nodes by walking the tree. The numerical cost for a
simulation with N resolution elements is proportional to NlogN
(Barnes & Hut 1986, 1989).
Since most astrophysical problems span wide ranges of spa-
tial scales, to correcly describe them, it is necessary to use reso-
lutions comparable to the smallest scales. Adaptive mesh refine-
ment (AMR) techniques allow the resolution to be adapted in
different regions. This method was introduced for the first time in
Berger & Oliger (1984) as an adaptative finite difference method
for solving partial differential equations using nested grids in a
patch-based AMR. The fully threaded tree (FTT) was proposed
by Khokhlov (1998), where the tree is threaded at all levels and
the refinement is done on a cell-by-cell basis.
The RAMSES code (Teyssier 2002) is a grid-based solver
with AMR. The refinement levels are labeled `. The coarse level
(` = 0) corresponds to the base of the tree data structure and
contains the whole simulation box. The refinement is done recur-
sively on a cell-by-cell basis by splitting the cell into 23 daughter
cells that constitute an oct, the basic elements in the data struc-
ture. The cells in an oct are indexed by the oct index, and this
index is distributed around the center of the oct given a specific
distribution.
This code has been parallelized using the MPI library and
it uses locally essential trees (Warren & Salmon 1993), thus all
the information is local. Each CPU knows the full tree up to a
given resolution, therefore each cell can recursively access the
information from the coarser levels.
3.1. General Idea
The tree-based method for estimating column densities is based
on the fact that any distant cell substends a small angle and there-
fore its contribution to the extinction along the line of sight will
be diluted. Then it is suitable to approximate the distant struc-
tured cells with cells at lower resolution.
For each target cell, column densities can be estimated by
summing up all the contributions of cells along each line of sight
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Fig. 1. Example of the discretization for N = 4 and M = 3. The red
lines show the bounds of the solid angles, while the blue arrows show
the representative directions (θ, φ) for the column densities.
and decreasing resolution with distance. Because all the infor-
mation can be accessed by walking the tree and knowing the
density, the distance, and the size of a cell at a given resolution
level, we can calculate the contribution to the column density as
the product of the density and the distance covered through the
crossed cell along the line of sight.
3.2. Implementing and calculating the extinction
Since molecular clouds are embedded in the interstellar radiation
field (ISRF), we are particularly interested in the influence of the
far-interstellar radiation field triggered by the radiation of UV
photons from OB stars. Habing (1968) suggested that this radi-
ation density could be constant throughout space. Here we con-
sider an incident UV field, the Draine field (Draine 1978), which
is supposed to be monochromatic, that corresponds to G0 ≈ 1.7
in Habing units, attenuated by dust (Wolfire et al. 1995).
We have implemented the calculation of column densities
in order to estimate the attenuation for the UV radiation from
the ISRF, described by the parameter G0 (Habing 1968). From
Eq. (2) we can define the attenuation factor χ, calculated as the
mean value of the extinction seen by a given cell and calculated
as
χ =
1
4pi
"
4pi
e−τ(θ,φ) dΩ , (3)
τ(θ, φ) =
∫ r
0
K(θ, φ)dr = σN(θ, φ) (4)
where τ is the optical depth along the line of sight defined by
θ and φ in spherical coordinates, K is the extinction coefficient,
and σ the effective attenuation cross section for the dust grains
at λ = 1000 Å. Here we use σd,1000 = 2 × 10−21cm2 (Draine &
Bertoldi 1996), and N is the total column density of hydrogen.
To calculate the column density maps and build the extinc-
tion maps, there are two different possible approaches. The first
one uses the ray-tracing approach, where the column densities
are defined by a single ‘ray’. The second one uses a gather ap-
proach, where all the matter that falls in a given solid angle is
gathered and added to the column density. The approach that we
have adopted is quite similar to the ray-tracing. However, it per-
mits us to add part of the matter that belong to neighboring cells
by diminishing the resolution for distant cells, in such a way that
the density corresponds to a mean. This has the advantage of
considering the contribution to the screening from neighboring
Fig. 2. Central region containing the target cell and the cells that be-
long to its oct (sibling cells) at the resolution level of the target cell `0.
The subsequent domains are constructed around the grid decreasing the
resolution consecutively. In this manner the i-th shell will contain cells
at level `0 − i.
cells that could be missed by using a simple ray-tracing algo-
rithm. This approximation represents a lower computational cost
than for an exact gather approach, where we would be required
to perform more complex calculations.
We call the target cell the cell for which we currently want
to estimate column densities, in order to keep the same nomen-
clature as Clark et al. (2012), and we call treated cells those con-
tributing to the column density seen by the target cell. For the
resolution we use the notation
`0 the resolution level of the target cell
` the resolution level required for a cell contributing
to the column density (` < `0).
For this approach we define directions based on a spheri-
cal projection centered on the target cell. We discretize the az-
imuthal angle in N regular intervals (δφ = 2pi/N) and the polar
angle in M irregular intervals constrained to the δ cos θ = 2/M
constant in order to cover equal solid angles. (Fig. 1 shows how
these directions are defined.) Then the directions are labeled by
two indices m and n, and the representative angles for these di-
rections are given by
θm = arccos
(
1 +
(1 − 2m)
M
)
(5)
φn =
2pi
N
(n − 1) (6)
where m ∈ [1,M] and n ∈ [1,N]. Since solid angles are equal
and cells have uniform densities, we can rewrite Eq. (3) as
χ =
1
M × N
∑
m
∑
n
e−σN(m,n) (7)
N(m, n) =
∑
i
ni∆xi(m, n) (8)
where the index i stands for the cell number, ni and ∆xi(m, n)
correspond to the number density of the cell i and to the distance
crossed through the cell i in direction (m, n) with respect to the
target cell, respectively.
For integrating column densities N(m, n) along the different
directions, we define two main regions. The first region contains
the cell itself and its siblings (the cells that belong to the same
oct, sharing a common parent node), and the contribution to the
column density is calculated at resolution level `0. The outer re-
gion contains the rest of the cells in the simulation box, and the
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Fig. 3. Standard cube showing all the possible configurations for the
two-level approximation. The size of each cell in the standard cube is
considered to be one unit in terms of the local dx.
contribution to the column density is estimated by decreasing the
resolution with the distance. For the outer region, we construct
cubic concentric domains, where cells are treated at the same
resolution. For each level of resolution, starting from ` = `0 − 1,
we define a cubic shell as
– We set the new center as the center of the grid that contains
the target cell at level ` + 1 (or equivalently the center of the
unrefined cell at level `);
– We set the inner limit as the external limit of the previous
shell;
– We define the outer limits for each cartesian direction by tak-
ing two or three neighboring cells into account at level ` in
order to fully cover their parent grid.
The procedure is repeated recursively up to the border of the
box. These cubic concentric shells define at which resolution the
cells are taken into account for the calculation of the column
density. Figure 2 illustrates the construction of these concentric
cubic domains.
To integrate the column densities in each direction we define
three contributions: the internal contribution, corresponding to
the target cell itself, the local contribution, given by the sibling
cells, and the external contribution, given by the cells in the outer
region.
For the internal and local contributions, directions are de-
fined with respect to the center of the target cell. On the other
hand, for the external contribution, directions are defined with
respect to the center of the grid that contains the target cell
at level `0. This external contribution will be the same for all
the sibling cells that belong to the same oct. Using Eq. (8) and
rewriting the sum as a sum over concentric shells C`, we can use
the fact that all the cells that belong to the same shell have the
same size dx` to write the external contribution as
Next(m, n) =
∑
`
∑
i∈C`
ni∆xi(m, n, `) (9)
∆xi(m, n, `) = dx` × Ki(m, n, `) (10)
where C` stands for the shell at level `. The size of the cell at
level ` is given by dx` = 0.5`L, with L the size of the simula-
tion box. The multiplicative factor Ki contains the geometrical
corrections to the distance crossed through the cell i with respect
to the target cell in the direction (m, n) at level `. Finally, the
column densities along each line of sight can be estimated by
adding all the contributions.
3.3. Optimization and precalculation module
The geometrical factor Ki(m, n, `) in Eq. (10) is quite expensive
to calculate; however, because the oct structure is self-similar
Fig. 4. Effect of the two level approximation on estimation of single
column densities. The parent grid that contains the target cell is marked
in red.
this factor can in principle be calculated and stored at the be-
ginning of the simulation. Then, using the fact that octs are self-
similar at different resolution levels and knowing by construction
that the outer limit for any cubic shell is at most five times the
local dx in each cartesian direction (±x, ±y, ±z), we can define
a standard cube of size 113 total cells (Fig. 3) of a one unit size.
The cell in the center contains the target cell, so we can repre-
sent all the possible cases by defining its internal configuration,
depending on the difference between the target cell level and the
shell level, given by ∆` = `0 − `. Therefore the total number of
configurations is given by
∑`max−2
∆`=0 (2
3)∆`. For each one of these
cases, we need to calculate the correction for any cell in the cu-
bic shell in any direction. This implies M × N × 113 corrections
for each case. This leads to a huge matrix that cannot be stored.
We can, however, reduce the size of the matrix by restricting the
number of cases considered. This is done by requiring that the
target center is shifted for high values of ∆`.
As a first approximation for a shell at level `, the center of the
target cell can be approximated by the center of the grid that con-
tains the target cell at level `+1. This is equivalent to replacing it
by the target cell center at level `. This is the exact configuration
when `0−` = 1, but for other levels, the position of reference can
be considerably drifted away, and then more precise corrections
are needed. We introduce two correction levels in order to take
the configuration of the target cell into account with respect to
its coarser octs. The first correction level is used when `0 − ` = 2
and it considers the index of the target cell in its oct at level `−1,
so that there are eight possible positions. The second correction
level is used for the case `0 − ` ≥ 3, where we consider two oct
indices. The first one is the oct index of the cell that contains the
target cell at level `+2, and the second one corresponds to the oct
index at level ` + 3, generating 64 possible configurations. This
leads to a total of 73 possible configurations. The effect of this
approximation on the estimation of individual column densities
is depicted in Fig. 4. Then for each configuration we calculate
the distance crossed through every cell in the general cube for
each one of the directions (m, n) in order to obtain the corrective
factor K defined in Eq. (11). Finally the pre-calculation module
generates a matrix that contains the corrective factors K for all
the configurations considered and a boolean matrix that permits
us to know if the geometrical correction is non-zero. These ma-
trices are calculated just once at the beginning of the simulation.
The external contribution will be calculated as
Next(m, n) =
∑
`
dx`
∑
i ∈ C`
ni × K(ri − rtarget,m, n,∆`), (11)
then the corrective factors K can be found by knowing the in-
dices of the required line of sight m and n, the configuration
within the octs given by the ∆` = `0 − `, and the relative position
(ri − rtarget) of the cells in the oct with respect to the target cell
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in dx` units. As described later in Sect. 4.4, this speeds up the
code by a fair amount without reducing too much the accuracy.
4. Verification of the method
In this section we analyze the reliability of our tree-based
method by comparing our estimations to a reference. At the end
of this section, we analyze the influence of the precalculation of
geometrical terms and the approximation introduced in section
3.3 on the performance and accuracy.
To validate of our method we considered two test cases. The
first one consisted of a uniform spherical cloud, and the second
one corresponded to a turbulent cloud. For both cases we present
the total column density maps integrated along each one of the
main axes x, y and z with respect to the midplanes and the extinc-
tion maps as seen by the cells in the midplanes calculated with
our tree-based method for the following cases: 6, 12, 40, and 84
directions. To show the error dependence on the position angle,
we present column density projections onto 4pi sr maps as seen
by a cell for both test cases.
The reference maps were calculated in postprocessing with
two different methods. For the column density and extinction
maps in a plane, we used a ray-tracing approach that uses 50 rays
and takes all the cells of the simulation into account at the high-
est resolution. It calculates the exact contribution to the column
density for each direction using all the cells that are intersected
by the ray. For the 4pi sr maps and for the mean column density
maps, the reference was calculated with a gather approach. This
method divides the computational domain in angular and radial
bins. It finds the closest bin for each cell and calculates the frac-
tion of the mass that falls in this bin and in angular neighbor-
ing bins. Because the geometrical corrections for cells are much
more complicated than for spherical particles, the fraction was
calculated assuming that the cell is seen perpendicular to one
of its faces. The column density is calculated as the sum of the
mean density in the bin multiplied by the radial thickness of the
bin.
These two methods have several inconveniences. They re-
quire the information already stored in each CPU, so they are not
suitable for parallel computing, and they are extremely expen-
sive in terms of CPU time. In particular, the ray-tracing method
has a numerical cost of about N4/3 times the number of rays,
while the gather method has a numerical cost of about N2, since
for each cell all the cells are used for calculating the column
densities. The reference maps for the extinction, column density,
and mean column density are calculated at the same time. The
cost of producing the maps for three slices using the ray-tracing
method for a maximum resolution level ` = 9 is 90 hr of CPU-
time, while for the maps done using the gather method, the cost
for only one slice is more than 6800 hr of CPU-time. The enor-
mous cost of the gather approach meant that for the mean column
density, we performed only one map at the maximum resolution
(` = 9) for the cut at z = 25 pc. For the other cuts, we used only
` = 8.
For all the comparisons, the fractional error is defined by
Eq. (12). Because we were interested in how the UV field is
shielded, the extinction maps were normalized to one, and the
difference maps were calculated by Eq. (13):
∆Ni = |Ni − N¯i|N¯i
(12)
∆χi = |χi − χ¯i| (13)
Fig. 5. Column density maps integrated along the x, y and z axis for the
reference (on the top) and for the tree-based method (center) calculated
with respect to the mid planes. The map at the bottom corresponds to
the fractional error calculated according to Eq. (12).
where N¯ and χ¯ stand for the reference maps for the column den-
sity and extinction, respectively.
4.1. Spherical uniform cloud
To test our method we first considered the simple case of a spher-
ical cloud of uniform density. The radius of the spherical cloud
is 12.5 pc, and its number density 1000 cm−3. The cloud is lo-
cated at the center of a 50 pc cube with a number density of 10
cm−3. We considered two AMR levels with a maximum reso-
lution equivalent to 5123 cells. The refinement criterion is the
density set in such a way that the sphere is refined.
The column density maps integrated along the main axes (in
Fig. 5) show that our approximation can reproduce the main fea-
tures, and it is able to capture the discontinuity in density at the
edge of the cloud. The error maps show that in general the error
is lower than 10%, but at the edges, the error increases up to more
than 100% in a narrow region. Since most of the volume around
the sphere is filled with constant density gas, we calculated the
mean error on the sphere alone. This mean error is about 15.2%
when averaging for the three maps.
Since the error in the column density maps is higher at the
edge of the sphere, we calculated the column densities as seen
by a cell sitting at (12.25, 0.5, 0.5) pc. In Fig. 6 we show the
column density projection in every direction as seen by a cell at
the border of the sphere for 12, 40, 84, 144, and 220 directions,
using the gather approach and the tree-based method. In the same
figure, we present the relative error. For this cell, the center of
the sphere is in direction (θ, φ) = (pi/2, 0) so that one half of
the sphere is seen at the beginning, and as the angle φ increases,
the column density seen by the cell decreases. When φ = pi, the
direction points outward, where the density is weaker. As the
angle φ keeps increasing, the direction approaches the sphere
again. This figure shows that the highest error happens at the
edge of the sphere. A similar effect can be seen in Fig. 7 for
TreeCol (Clark et al. 2012). In our case this error probably occurs
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Fig. 6.Column densities for the 4pi sr as seen by a cell sitting on the edge
of the sphere (12.5, 25, 25) [pc]). The abscissa corresponds to the angle
φ (from 0 to 2pi), and the cos θ (from −1 to 1) is given in the ordinate.
The reference maps (on the left) have been calculated using the gather
approach. The panels at the center present the maps calculated using
the tree-based method, while on the right we present the error maps
calculated according to Eq. (12). From top to bottom: using 12, 40, 84,
144, and 220 directions.
because distant cells are not as well described by the tree-based
method.
For the extinction, we present a comparison in Fig. 7 of the
extinction maps for the cells in the midplanes, as defined above.
The reference maps calculated with the ray-tracing method are
shown in the top row. Then from top to bottom, we present the
extinction maps calculated with the tree-based method for 6, 12,
40, and 84 directions. In Fig. 8 we present the respective differ-
ence maps calculated according to Eq. (13). For the case with
six directions, the mean difference is about 0.036, while for the
cases at 12, 40, and 84 directions the mean difference is less than
0.02, but the increasing number of directions does not improve
the accuracy considerably (Table 1). This is probably because
the resolution is getting coarser as we cross cells located farther
away. While the number of directions is increasing, the angular
resolution remains constant owing to limitations inherent in the
method. In this manner, more intervals oversample the region
without increasing the angular resolution.
4.2. Turbulent cloud test
The previous test presents a very simple geometry, but in real
atrophysical problems the geometry of the medium can be quite
complicated. With the purpose of studying the accuracy of the
tree-based method in a highly structured medium, we analyze the
case of a turbulent molecular cloud. This cloud has been formed
Fig. 7. Extinction maps as seen by the cells in the midplanes for x, y,
and z. From top to bottom: the reference calculated with a ray-tracing
method, then using the tree-based method for 6, 12, 40, and 84 direc-
tions.
Table 1. Mean difference relative to the reference maps for the extinc-
tion.
Directions ∆χ
M × N spherical cloud turbulent cloud
mean max mean max
6 0.036 0.203 0.079 0.280
3 × 4 = 12 0.017 0.094 0.054 0.204
5 × 8 = 40 0.014 0.068 0.048 0.164
7 × 12 = 84 0.018 0.090 0.047 0.145
through a simulation of colliding flows (Audit & Hennebelle
2005; Vázquez-Semadeni et al. 2007) with a turbulent velocity
profile. This simulation produces a cloud that presents filaments
and clumpy structures with densities ranging over more than six
orders of magnitude. The size of the simulation box is 50 pc,
and we used two AMR levels (`min = 7 and `max = 9), with an
equivalent maximal resolution of 5123 or, equivalently, a spa-
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Fig. 8. Difference maps for the extinction as seen by cells in the mid-
planes for x, y, and z. From top to bottom: using the tree-based method
for 6, 12, 40, and 84 directions.
tial resolution of 0.1 pc. The criterion for refinement is again the
density (n = 50 cm−3 for the first refinement and n = 100 cm−3
for the second one).
Figure 9 presents the column densities integrated along the
main cartesian directions as seen by the cells in the midplanes.
At the top we show the reference maps, calculated with the ray-
tracing method and, in the middle, calculated with our tree-based
method. At the bottom we present the relative error maps calcu-
lated according to Eq. (12). The mean value of the relative error
is about 50%, but for many cells it can reach up to more than
100%. The reference corresponds to an exact integration along
the x, y, and z axes, so even far structures are taken into account
at the highest resolution. With the tree-based method, these far
structures are distributed over a larger region. This can be seen
by comparing the column density maps obtained with the tree-
based method to the reference. The missing structures can be
interpreted as structures far from the midplane, while the clumps
seen using the tree-based method are structures close to the mid-
plane.
For the turbulent cloud we present a 4pi sr map similar to
Fig. 6. Figure 10 shows the column density projection in every
direction as seen by a cell sitting at the center of the turbulent
cloud for 12, 40, 84, 144, and 220 directions using the gather ap-
proach , the tree-based method, and the associated relative error.
This map, unlike the case for the spherical cloud, does not show
such high errors. Moreover, the errors seem to be distributed
evenly throughout the map.
Fig. 9. Column density maps for a highly structured cloud, integrated
along the x, y, and z axes (from left to right): using the ray-tracing
method (on the top), our tree-based method (middle), and the relative
error (on the bottom).
Fig. 10. Column densities for the 4pi sr as seen by a cell sitting at the
center of the turbulent cloud. As in Fig. 6, the horizontal axis is the
azimuthal angle φ (from 0 to 2pi), and the vertical axis corresponds to
cos θ. On the left we present the reference maps calculated using the
gather approach. The panels in the center present the maps calculated
using the tree-based method, and on the right we present the error maps
calculated according to Eq. (12). From top to bottom: using 12, 40, 84,
144, and 220 directions.
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Fig. 11. Extinction maps as seen by the cells in the midplanes. On the
top we show the reference, calculated with the ray-tracing method. The
other maps (from top to bottom) have been calculated with the tree-
based method using 6, 12, 40, and 84 directions.
Figure 11 presents the extinction maps. At the top we present
the reference maps calculated with the exact ray-tracing method,
and the rest of the maps correspond to the tree-based method.
In Fig. 12 we present the difference maps calculated as defined
before. These figures show how the accuracy of the maps can
be improved by including directions that are not aligned with
the main cartesian directions, because more cells are taken into
account. The mean and maximum differences are summarized
in Table 1. When we use six directions, the mean difference is
about 0.079, while for the rest it is about 0.05. Beyond the mean
difference we see that the ‘six-ray’ method presents large and
systematic variations that are absent with the multiray approach.
As we have shown before for the spherical cloud test, the in-
creasing number of directions does not improve the accuracy of
the map considerably, particularly between 40 and 84 directions.
In Fig. 13 we present the mean column density seen by cells
in the midplanes. At the top we present the mean colum density
maps done with the ray-tracing method. This method present
strong shadowing effects for all the cells that are aligned with
Fig. 12. Relative difference maps for the tree-based method. From top
to bottom: 6, 12, 40, and 84 directions.
Table 2. Mean error for the mean column density maps.
Directions Mean error
M × N 〈 |〈N〉 − 〈N¯〉|/〈N¯〉 〉
6 0.278
3 × 4 = 12 0.211
5 × 8 = 40 0.135
7 × 12 = 84 0.129
dense clumps, while for directions that are not aligned, the en-
tire contribution is missed. For this reason we have included ref-
erence maps done with the gather method using 220 angular bins
(second row). The prohibitive cost of producing these maps led
us to calculate the maps for the cuts at x = 25 pc and y = 25 pc
at a lower resolution for a visual comparison. The map for the
cut at z = 25 pc was calculated at level ` = 9, and it was used
to calculate the relative error. This figure shows how the estima-
tion of the value of the mean column density improves as we
increase the number of directions used in the tree-based method.
In particular the mean error decreases as the number of direc-
tions increases, as shown in Table 2.
4.3. General remarks
That the accuracy does not improve considerably is consistent
with the results of Clark et al. (2012) for TreeCol, where they
show that the efficiency depends on the relative sizes of the open-
ing angle and the angular size of the node. This is true for a pure
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Fig. 13. Mean column density as seen by cells in the midplanes. From
top to bottom: using the ray-tracing method for 50 rays, using the gather
approach for 220 directions, and using the tree-based method for 6, 12,
40, and 84 directions.
gather approach. It is important to notice that our implementa-
tion of the tree-based method is a hybrid method. The decreasing
resolution for far cells mimics a gather approach, but calculation
of the contributions to the column densities is done as in a ray-
tracing method. With this in mind, we note that the increasing
number of directions does not change the angular resolution for
a given cell, but it does improve the quality of the description of
the density field for calculating the extinction. This can be seen
in Fig. 11, where the extinction maps are smoother and the max-
imum error is reduced as the number of directions is increased.
Then the optimal number of directions for the tree-based method
will correspond to the best compromise between resolution and
numerical cost. Taking this into account and using as a criterium
Table 3. Calculation time relative to the case without screening and the
average difference of extinction maps.
Directions tsim/t0 〈|χprec − χin situ|〉
M × N in situ prec
6 1.1 – –
3 × 4 = 12 7.9 1.6 0.0028
5 × 8 = 40 15.8 2.4 0.0037
7 × 12 = 84 26.3 3.3 0.0034
the variation of the error, a good compromise is found for 40
directions.
The difference maps for the extinction shown in Figs. 8 and
12 present very different features. In particular, the highest error
happens toward the border of the computational domain for the
spherical case, while the error in this region is much smaller for
the turbulent cloud. This is probably due to the different distribu-
tion of sources. This effect is more evident for the spherical case
than for the turbulent cloud owing to the anisotropy of the den-
sity field. For the turbulent cloud the distribution of sources is
more isotropic, and for each cell it will be easier to cast a source,
while for a compact central distribution, especially for cells not
aligned with the central source, it will be more difficult to de-
scribe the density field. This same effect can be seen in Figs. 10
and 6.
4.4. Validation of the precalculation approach
To quantify the influence on the accuracy of estimating the atten-
uation factor of the two-level approximation and the influence of
precalculating geometrical terms on the speed of the code, we
compared both implementations of the tree-based method. The
first implementation calculates each contribution to the column
density for each cell without doing any approximation. This im-
plementation is called in situ. The second implementation uses
the precalculation of geometrical terms and the two-level ap-
proximation. We present a comparison of the column density
maps integrated along three different directions. For the extinc-
tion we present a comparison of the extinction maps and the dif-
ference on the estimated value of the extinction. We also present
the calculation CPU times (tsim) relative to the standard CPU
time (t0). The standard CPU time is the calculation time of a
simulation that does not include the extinction. The two-level
approximation accelerates the code, but it shifts the point of ref-
erence that defines the directions (Fig. 4) introducing errors on
the calculation.
To estimate the gain in performance and the induced errors,
we performed eight different calculations. The first one corre-
sponds to the reference, calculated without including the screen-
ing for the UV. The second one uses a simple implementation
of our method using just six directions, and it does not need any
kind of geometrical correction. The six other simulations use two
implementations of our method (calculation in situ and precal-
culation module) for 3 × 4 = 12, 5 × 8 = 40, and 7 × 12 = 84
directions. We use a turbulent cloud as initial condition, which
is created by converging flows without any screening, and we
compare the calculation time. For the comparison of the column
density maps and the extinction maps we use the initial output,
in order to use identical clouds. Table 3 presents the simulation
times relative to t0, the calculation time without screening, and
the mean value of the difference in the extinction maps. Calcu-
lating column densities for the case using six directions does not
Article number, page 9 of 14
A&A proofs: manuscript no. Valdivia_Hennebelle2014
Fig. 14. Influence of the precalculation module. Column density maps
for three directions not aligned with the cartesian directions for the
case of calculation in situ (top), using the precalculation module (mid-
dle), and the relative difference map (bottom). The azimuthal angle
is fixed at φ = 0, and from left to right the polar angle is θ =
0.841, 0.644, 0.541 rad. The mean fractional difference, defined as in
Eq. (12), are ∆N = 6.3, 6.6, 6.8%, respectively.
Fig. 15. Influence of the precalculation module. Extinction maps calcu-
lated using 84 directions (M = 7, N = 12). At the top we present the
extinction map for the case where all the calculations are done in situ,
and in the middle using the precalculation module. At the bottom we
present difference maps.
require geometrical corrections, and the calculation time is very
close to the reference case. This means that the geometrical cor-
rections are expensive. The precalculation module significantly
reduces the calculation time, and the code can be up to eight
times faster when the precalculation module is used.
For estimating of the induced differences related to the two-
level correction we calculated column density maps and extinc-
tion maps for both implementations. For the column density
maps, we selected three directions that are not aligned with any
of the main cartesian directions ±x,±y,±z, because these direc-
tions are not sensitive to this approximation. Figure 14 shows
the column density maps for three directions where we fixed
the azimuthal angle (φ = 0) and we varied the polar angle
(θ = 0.841, 0.644, 0.541 rad). The relative difference map was
calculated according to Eq. (12), and the mean value for all of
them is less than 7%.
For the extinction we present a comparison between both
implementations. We calculated the difference of the extinction
maps as seen by the cells in the midplanes according to Eq. (13),
for the case where we introduce the precalculation module with
respect to the case where all the calculations are done in situ.
This comparison was done using 12, 40, and 84 directions. Ta-
ble 3 presents the mean values of the difference, which are bet-
ter than 0.004 for all the cases, and it does not depend on the
number of directions used. As an example, we present the ex-
tinction maps and difference maps for the cells in the midplanes
in Fig. 15 as a comparison of both implementations for the
case where we use 84 directions (7 intervals for the polar an-
gle and 12 for the azimuthal angle). Overall we conclude that
the method with precalculation is sufficiently accurate and con-
siderably faster than the in situ method.
5. Application
As an application we study the formation and the evolution of a
molecular cloud formed from colliding streams of warm atomic
gas (Audit & Hennebelle 2005; Vázquez-Semadeni et al. 2007;
Heitsch et al. 2005, 2006, 2008). The 3D simulations were per-
formed using the AMR code RAMSES.
The set-up and the initial conditions are similar to those of
Hennebelle et al. (2008) (see also Vázquez-Semadeni et al. 2007;
Heitsch et al. 2005, 2006, 2008; Inoue & Inutsuka 2012). We
consider a cubic box of length L = 50 pc. We allow two AMR
levels, with `min = 8 and `max = 10, reaching an effective numer-
ical resolution of 10243 cells and a spatial resolution of about
0.05 pc. The boundary conditions are imposed to mimic the large
scale converging flows. The gas is injected from the left and
right faces of the simulation box with a weakly turbulent veloc-
ity and a density of 2 cm−3 at a temperature of 8000 K. For the
remaining faces, we use periodic boundary conditions. The ve-
locity field of the incoming gas Vin depends on y, with an average
velocity V0 = 15 km s−1 and modulated by a function of ampli-
tude  = 0.5, as defined in Audit & Hennebelle (2005). Initially
the simulation box is filled with warm atomic gas with the same
density and temperature as the inflowing gas and is uniformly
magnetized with a magnetic field of strength 2.5 µG parallel to
the x axis and therefore aligned with the incoming velocity field.
The gas in the simulation box is heated by the background UV
field, which corresponds to the Draine field G0 = 1.7 in Habing
units. Because this radiation field is assumed to be isotropic and
constant, then we can define the effective UV field as
G0 = χG0 (14)
where χ is the attenuation factor for the UV flux defined in
Eq. (3) and calculated for each leaf cell in the simulation.
We use the same cooling and heating functions than Audit &
Hennebelle (2005), but we have modified the heating by adding
the screening for the UV and we included the heating by cosmic
rays. The heating rates as implemented in the code are
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Fig. 16. Slices cut through the midplane at t = 10 Myr showing the detail of difference in fragmentation. The left panel shows the case without
screening, and the right panel shows the case with screening. The fragments zoomed in have a size of 5 pc and are centered at x = 15, y = 2.75 pc
with respect to the center of the box.
ΓUV = 1.0 × 10−24 ε G0 n ergs cm−3s−1 (15)
ΓCR = 10−27 n ergs cm−3s−1 (16)
where Eq. (15) is the heating rate due to the photoelectric effect
on small grains and PAHs due to the FUV radiation (Bakes &
Tielens 1994), n is the hydrogen density in cm−3, ε is the heating
efficiency, calculated as in Wolfire et al. (1995) :
ε = 4.9×10
−2
1.0+
[(
G0T 1/2/ne
)
/1925
]0.73 + 3.7×10−2(T/104)0.71.0+[(G0T 1/2/ne)/5000] ,
with ne, the electron density, given by the approximation pro-
posed by Wolfire et al. (2003). Equation (16) is the heating rate
due to cosmic rays according to the intermediate value given by
Goldsmith (2001).
Our aim is to understand how the screening caused by the
surrounding matter can affect the gas distribution and the distri-
bution of structures formed by diminishing the amount of radia-
tion that arrives at the cells. Then we present two simulations in
order to compare the influence of the screening for the UV. The
first simulation does not include this effect, which is equivalent
to considering the gas as optically thin and having an attenua-
tion factor χ = 1. This means that the radiation reaches the cells
unchanged. On the other hand, the second simulation takes the
absorption due to the surrounding material into account. In this
case the estimation is done using the tree-based method, as de-
scribed in section 3. Just for the sake of simplicity and time,
we used 12 directions (M = 3 intervals for the polar angle and
N = 4 for the azimuthal angle) for calculating the attenuation
factor for the UV field (but see the Appendix A for a comparison
between simulations at lower resolution using different number
of directions to calculate the extinction for the UV field).
5.1. General structure of the cloud
To understand how the screening for the UV affects the struc-
ture of molecular clouds, we present a comparison between both
simulations in Fig. 16 by presenting the local density in a slice
cut through the middle of the simulation box at t = 10 Myr.
This figure shows that the large scale structure of the molecular
cloud seems to be barely affected by the UV screening, but the
detail of the fragmentation of dense structures is substantially
influenced by the extinction. In the case where the extinction is
not taken into account, the structures formed tend to be bigger,
while when the screening is included, the same region seems to
be torn up, presenting smaller structures. This seems to indicate
that the extinction mainly affects the dense parts of the gas. To go
beyond this qualitative impression, we now turn to more quanti-
tative studies.
5.2. Probability distribution function
The density probability distribution function (PDF) corresponds
to the distribution of mass as a function of density and is one of
the simplest statistical tools for understanding how the gas is dis-
tributed. In Fig. 17 we present a comparison of the PDFs and the
mass-averaged temperature for each density bin. For both cases
we can see that starting with only warm gas, which is caused
by the cooling processes present in the simulation, the gas is
able to transit from the WNM phase to the CNM phase (Audit
& Hennebelle 2005). As the gas enters the box, the CNM phase
develops. The PDF of the gas density and the temperature distri-
bution show the bistable nature of the medium (Field et al. 1969;
Wolfire et al. 1995, 2003). The panel on the right shows how
the screening affects mainly the dense medium, while the warm
gas is almost not altered. Initially the distribution is not signifi-
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Fig. 17. Comparison of the probability distribution function (PDF) of
gas (left panel) and the corresponding temperature per density bin (right
panel) at t = 5 Myr (top) and at t = 10 Myr (bottom) for the cases with
and without screening.
cantly affected. However the difference can be seen as dense gas
forms. The bottom left hand panel shows that a part of the gas in
the CNM phase presents higher density and lower temperature.
Consequently, part of the gas has a lower density owing to the
rarefaction caused by the development of more compact struc-
tures, and this explains why there is more gas with n ∼ 300 cm−3
in the case without screening.
5.3. Mass spectra
To investigate the influence of the UV screening on the statis-
tical properties of the structures formed within the clouds, we
analyzed the mass spectra of the clumps for both cases. The
mass spectrum presents the number of structures per logarith-
mic mass interval for a given density threshold. For the clump
extraction, we selected all the cells with a density higher than
a given density threshold nth, and using a friend-of-friend algo-
rithm, we identified the spatially connected regions that consti-
tute a clump, rejecting isolated cells. In Fig. 18 we present the
evolution of the clump distribution for t = 5, 7.5, and 10 Myr
for different density thresholds. We show that the mass spectrum
for low density thresholds does not vary significantly when we
include the UV screening. On the other hand, the differences in
the mass spectrum are more pronounced for more compact struc-
tures (nth ≥ 2500 cm−1). The number of compact clumps found
is systematically larger in the simulation that includes the UV
screening.
6. Conclusions
We have introduced a tree-based method for a fast estimation of
column densities in astrophysical simulations. The general idea
of this method can be implemented in any code with a tree-based
data structure, and the implementation strategy is not unique. We
presented a simple implementation on the AMR code RAMSES.
In particular, we used a precalculation module that speeds up the
calculation considerably without changing the accuracy of the
estimation significantly (better than 7% for the column density
maps and about 0.3% for the extinction maps).
Since the cells that contribute to the column density are taken
into account at lower resolution as the distance increases, and if
the tree is fully threaded, the tree-based method only needs the
information stored locally in the essential tree and does not need
any communication between different CPUs, making the method
suitable for parallel computing. Finally, the errors on the column
density maps are generally about 50%, while the extinction maps
calculated from the estimated column densities have errors lower
than 10%.
We found that the UV screening does not have a strong in-
fluence on the general structure of molecular clouds, but it has
a significant impact on the details of fragments. Most notably,
the extinction for the UV mainly affects the dense gas. The tem-
perature for the WNM phase remains almost unchanged, while
for the CNM it is lower by a factor up to 50% when the shield-
ing effect of dust is included. Consequently, the local value of
the Jeans mass is reduced, favoring the gravitational collapse of
smaller structures. This is evident in the comparison of the mass
spectra, where for low-density thresholds there are no notice-
able differences; however, the number of compact structures for
higher density thresholds is greater for the case that includes the
screening.
Because an important part of the chemistry in the ISM de-
pends on the UV radiation and on temperature, this method can
be applied to the interstellar chemistry to more realistically es-
timate these parameters. Estimates of column densities can also
be used to give a better value for the CR ionization rate.
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Appendix A: Low resolution study
In order to ensure that the difference on the statistical proper-
ties depends on the inclusion of the screening but not on the
method used for estimating it, we present a low resolution study
of the influence of the method. We have performed four identi-
cal simulations, as decribed in section 5, where the screening has
been calculated using 6, 12, 40, and 84 directions. We allow two
AMR levels (`min = 7 and `max = 9), with an effective numerical
resolution of 5123 cells and spatial resolution of 0.1 pc. We let
them evolve until t = 10 Myr. Figure A.1 presents a compari-
son of the probability distribution function (PDF) and respective
temperature per density bin. This figure shows that the number
of directions used to calculate the extinction is not crucial for
the gas distribution and the temperature per density bin is al-
most not sensitive to the number of directions used. Figure A.2
presents the comparison of the mass spectrum for different den-
sity thresolds. It indicates that the clump distribution does not
change considerably with the number of directions and that the
differences remain within the limits of the statistics.
Fig. A.1. Comparison of the PDF (top) and the respective temperature
per density bin (bottom) at t = 10 Myr, obtained including the screening
calculated with the tree-based method using 6, 12, 40, and 84 directions.
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Fig. A.2. Comparison of the mass spectrum of clumps at t = 10 Myr for
different estimations of the column density at low resolution. From top
to bottom: nth = 500, 1000, 2500, 5000 cm−3.
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