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 Bien que les cellules CHO soient principalement utilisées par l'industrie pharmaceutique 
actuellement pour produire la majeure partie des protéines recombinantes, ces bioprocédés 
présentent toujours des coûts de production élevés.  Aussi, plusieurs approches sont étudiées en 
recherche pour améliorer les procédés de culture et de production. Mais que cela soit par 
l'amélioration des milieux de culture, de la génétique de la cellule ou encore des appareillages 
utilisés, il semble essentiel de comprendre le comportement des cellules dans leur environnement 
de culture et de production. De multiples études abordent déjà cette problématique, par analyse 
de flux métabolique et/ou par la modélisation du comportement cellulaire en lien avec leur 
environnement. Dans ce contexte, un modèle dynamique peut prétendre à mieux décrire le 
comportement du métabolisme cellulaire au cours du temps, permettant une identification des 
étapes de croissance, de production, de mort cellulaire etc. Ainsi, notre groupe a préalablement 
développé un tel modèle du métabolisme primaire des cellules CHO. Se concentrant sur le 
métabolisme central du carbone, ce modèle inclut les cinétiques de réaction et de régulation des 
multiples flux métaboliques considérés. Le modèle comportant un très grand nombre d'inconnues 
par rapport à ses variables, il est très sous-déterminé et ainsi est très dépendant des mesures intra 
et extracellulaires obtenues pour le calibrer. Cependant les expérimentations sur les cellules CHO 
sont coûteuses et prennent du temps, il convient donc de s'assurer que des mesures 
supplémentaires améliorent en effet notre modèle. Dans ce contexte, la planification 
expérimentale est très efficace, car elle fournit une méthode qui a pour but de déterminer 
précisément une ou plusieurs expériences avec des paramètres d'entrée (composition du milieu, 
température etc.) identifiés et contrôlés, et dont les mesures expérimentales permettent de réduire 
l'erreur de détermination sur les paramètres calculés du modèle. 
 Ce mémoire présente ainsi le travail de planification expérimentale effectuée sur une 
lignée de cellules CHO haute productrice. À partir du modèle déjà développé, une analyse de 
sensibilité a été faite sur l'ensemble des paramètres du modèle dans le but d'identifier ceux qui 
influencent le plus la qualité du modèle dans sa globalité. Ces paramètres sont ensuite re-
identifiés à partir des données déjà produites, pour s'assurer que le modèle simule correctement. 
Par la suite une première étude a révélé que l'oxygène est un facteur de contrôle très intéressant 
pour une planification expérimentale, mais il convient de confirmer la bonne modélisation du 
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comportement cellulaire vis-à-vis de celui-ci. Ainsi des expériences de respiration cellulaire ont 
permis de déterminer l'affinité des cellules CHO à l'oxygène et leur résistance à un milieu 
hypoxique. Les cellules présentent ainsi une haute affinité à l'oxygène et peuvent rester 
longtemps en hypoxie sans mourir. 
 La grande affinité des cellules à l'oxygène nous indique alors qu'une coupure d'oxygène 
pendant la croissance d'une culture de cellules est un bon moyen de créer une perturbation 
suffisante pour générer de nouvelles données intéressantes. En effet l'idée de la planification 
expérimentale est de trouver comment générer des données autres que celles déjà utilisées 
précédemment, permettant ainsi de modéliser correctement le maximum de cas possibles. Ainsi 
la planification expérimentation finale a été effectuée sur une simulation de coupure d'oxygène 
avec la durée et le temps de début de cette coupure comme paramètres d'entrées. Il a été révélé 
que le temps de la coupure devra être autour de quatre heures, et que la coupure est plus efficace 




Despite the fact that CHO cells are the main platform currently used by pharmaceutical industry 
to produce most of the recombinant proteins, the bioprocesses used are still costly. Also, many 
approaches have been studied in order to improve the culture and production processes. But by 
either the improvement of culture medium, cell genetic modifications or machinery used, it seems 
essential to understand the cells behavior in their culture and production environment. Multiple 
studies have already taken on this subject through the metabolic flux analysis and their modeling 
in relationship with their environment. In this context, a dynamical model could better describe 
the cellular metabolism through time, allowing an identification of different phases such as 
growth, production, apoptosis. Therefore our group previously developed such a model, 
describing the central carbon metabolism of CHO cells. This model includes the reactions 
kinetics and regulations of the multiple metabolic fluxes it simulates. The model possesses a 
large number of unknown parameters compared to its variables, it is largely underdetermined and 
therefore very dependent on collected data.  But experiments on CHO cells are costly and time-
consuming, it is then important to make sure that supplementary measures will be beneficial for 
the model. In this context experimental planning is very efficient, because it describes a way to 
precisely determine one or more experiments which input parameters (medium composition, 
temperature, etc.) are identified and controlled, and from which we can extract experimental 
measures allowing to reduce the fitting error on calculated model parameters. 
This dissertation presents the work done on the experimental planning applied to a high 
producing CHO cell line. From the already developed model, a sensitivity analysis has been done 
on the whole set of parameters in order to identify the ones that have the most influence on the 
global quality of the model.  These parameters are then identified again from available data, to 
make sure that the model correctly fits the data. Next a first study revealed that oxygen is an 
interesting control factor for an experimental planning, but it is important to make sure the good 
modeling of the cell behavior towards oxygen. Therefore respiratory experiments were conducted 
and allowed to determine cells oxygen affinity and their resistance to an hypoxic environment. 
The cells have a high affinity to oxygen and can last long without it and not die. 
The cells high oxygen affinity reveals that an oxygen deprivation during cell growth is a good 
way to entail a sufficient  perturbation that will generate new interesting data. Indeed the idea 
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behind experimental planning is to generate new data that differ from those previously used, and 
therefore allowing to correctly model different culture conditions. With this in mind, the final 
experimental planning has been implemented with the time and duration of an oxygen 
deprivation as input parameters. It has been found that a four-hours-long cut during the 
exponential phase is the most efficient way to improve the model. 
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CHAPITRE 1 INTRODUCTION 
 
Plusieurs types de maladies sont aujourd'hui traités par des protéines recombinantes, tels que 
certains cancers, les maladies cardio-vasculaires, l'infertilité ou encore l'arthrite (Jayapal K.P. et 
al., 2007), pour n’en citer que les exemples majeurs. La complexité de ces protéines les oblige à 
être synthétisées par des organismes biologiques au lieu d'être directement créées chimiquement. 
Ces organismes producteurs peuvent aller des bactéries aux cellules de mammifères et bien qu'ils 
ne produisent pas naturellement tous les produits dont nous avons besoin, grâce aux 
manipulations génétiques, cela devient possible. La croissante compréhension des systèmes 
biologiques a entraîné la volonté de les modifier. Depuis les premiers succès en 1972 et 1973 
(Jackson D.A. et al., 1972, Cohen S.N. et al., 1973), la première autorisation sur le marché d'une 
molécule recombinée d'insuline en 1982 par la FDA (Kinch M.S., 2015), aujourd'hui plus de 400 
molécules produites par cette technique sont sur le marché à travers le monde (Sanchez-Garcia L. 
et al., 2016). Parmi ces protéines, les anticorps monoclonaux sont le secteur en plus grande 
expansion et représente à lui seul 25.6% de part de marché des produits biopharmaceutiques aux 
États-Unis  (Kuystermans D. et Al-Rubeai M., 2014) et la majorité d'entre eux sont produites par 
les cellules CHO (Ferrer-Mirailles N. et al. 2009) 
Ces cellules sont l'un des organismes les plus étudiés aujourd'hui, car malgré l'augmentation des 
taux de production depuis plusieurs années, les objectifs sont d'améliorer la qualité et les 
capacités de production et de réduire les coûts. Dans ce contexte, plusieurs solutions sont 
possibles telles que la modification du milieu de culture (Fox S., 2004) ou l'incorporation de 
modifications génétiques (Brown A.J. et James D.C., 2016). Mais de telles méthodes sont 
coûteuses et une mauvaise compréhension du métabolisme cellulaire peut réduire des expériences 
à l'échec. C'est dans l'objectif de mieux comprendre le métabolisme cellulaire que différentes 
méthodes ont été développées pour l'étudier. Le développement d'un modèle mathématique 
permet alors de comprendre les caractéristiques spécifiques, sous différentes conditions, à partir 
de données déjà existantes. Plusieurs de ces méthodes ont déjà été utilisées sur les cellules CHO, 
telles que l'analyse des flux métaboliques (MFA), la "flux balance analysis" (FBA) ou encore la 
"metabolic pathway analysis" (MPA) (Zamorano F. et al, 2016). Ces méthodes se concentrent sur 
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l'études des flux métaboliques et ont beaucoup contribués à la compréhension et à l'amélioration 
des taux de production des cellules CHO. 
Mais l'inconvénient de ces modèles est qu'ils se basent sur des conditions quasi-stationnaires de 
comportements cellulaires et restent ainsi très limités en terme de prédiction. C'est dans cette 
optique que notre équipe a développé un modèle cinétique pour des cellules de plantes (Cloutier 
et al. 2007), qui a ensuite été adapté pour décrire le métabolisme de plusieurs lignées de cellules 
CHO (Ghorbaniaghdam A. et al. 2014), et a servi à la comparaison de conditions de culture, en 
particulier entre les modes cuvée et cuvée alimentée (Robitaille J. et al. 2015). Ce modèle est très 
récent et sa capacité prédictive reste à prouver. En effet le très grand nombre de paramètres rend 
l'identification peu fiable et il faut alors mettre en place des méthodes pour améliorer notre 
modèle. Mais l'acquisition de nouvelles données est coûteuse et prend du temps. Une 
planification expérimentale permet alors de s'assurer de l'obtention de données utiles à 
l'amélioration du programme de modélisation. 
 
Objectifs et méthodologie 
Le développement d'un modèle purement dynamique est très récent dans le domaine de la 
modélisation des cellules CHO. De plus, la grande quantité de variables et la difficulté d'obtenir 
des données font que les erreurs peuvent s'accumuler et réduire la capacité prédictive du modèle. 
Ainsi, à partir du modèle précédemment développé par notre équipe (Ghorbaniaghdam A. et al. 
2013), l'objectif principale de ce mémoire est de donner un plan expérimental qui aboutira à 
l'obtention de données qui permettrons de réduire l'erreur d'identification sur certains paramètres, 
augmentant ainsi la confiance dans notre modèle. Plusieurs étapes intermédiaires ont alors été 
nécessaires pour aboutir à ce résultats. Premièrement  les paramètres les plus sensibles du 
modèles ont été déterminés et cinq d'entre eux ont été choisis. Puis ceux-ci et leurs intervalles de 
confiance ont été calculés à partir des données disponibles. Une première planification 
expérimentale sur un niveau constant en oxygène et sur la valeur initiale en glutamine à été 
conduite. Enfin, une planification expérimentale finale s'est portée sur le temps et la durée d'une 
coupure en oxygène, après avoir calculé l'affinité des cellules à ce dernier, et vérifier leur 
viabilité en milieu hypoxique. 
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Organisation du mémoire 
Ce mémoire est divisé en trois parties. La première partie est la revue de littérature concernant la 
production des anticorps monoclonaux par les cellules de mammifère avec un intérêt particulier 
sur les cellules CHO. Le métabolisme des cellules sera présenté ainsi que les méthodes de 
modélisation. La seconde partie est le cœur du travail effectué et présente la méthode de 
planification expérimentale appliquée au modèle dynamique développé pour une lignée haute 
productrice de cellules de CHO. Le dernier chapitre sert de conclusion et de recommandation 





















CHAPITRE 2 REVUE DE LITTÉRATURE 
Dans ce chapitre, nous présentons une revue de la littérature générale sur la problématique reliée 
au développement de bioprocédés de production de protéines thérapeutiques recombinantes par 
les cellules CHO, l’état de l’art spécifique à l’objectif poursuivi dans ces travaux de maîtrise étant 
présenté au chapitre sur les résultats (Chapitre 3). Une première partie s’attardera aux 
considérations de l'industrie pour la production d’anticorps monoclonaux de manière générale, 
puis pour le cas spécifique des cellules CHO. Ensuite, nous verrons comment est organisé le 
métabolisme des cellules CHO, en particulier le métabolisme central du carbone, incluant la 
glycolyse, la voie des pentoses phosphates, le métabolisme des acides aminés et de l'énergétique. 
Enfin, nous nous intéresserons aux approches cherchant à optimiser et maximiser les bioprocédés 
de production à base de cellules CHO par l'analyse et à la modélisation du métabolisme 
cellulaire. 
2.1 La production des anticorps monoclonaux 
Les maladies cardio-vasculaires et les cancers sont les principales causes de décès dans nos 
populations occidentales vieillissantes. La demande en traitements novateurs efficaces et non 
invasifs ne cesse donc d'augmenter. Les protéines recombinantes, en particulier les anticorps 
monoclonaux, sont ainsi de plus en plus utilisées car elles ont démontré être très efficaces dans 
diverses approches de traitement de ces maladies et de bien d'autres également (Jayapal K.P. et 
al., 2007). De plus, la valeur du marché pour ce type de traitement ne cesse d'augmenter 
(http://www.bccresearch.com), et l’industrie pharmaceutique s'intéresse fortement à la diminution 
des coûts, du temps de production et à l'augmentation de la qualité des protéines produites, pour 
limiter les effets secondaires, par divers moyens tels que par modifications génétiques de lignées 
cellulaires et par l'optimisation des protocoles de culture en bioréacteurs. 
2.1.1 Les cellules de mammifère 
Il existe plusieurs plateformes cellulaires permettant de produire des protéines recombinantes, 
telles que les cellules de plante, et les levures et bactéries (Chen R. 2012, Lauersen et al. 2015). 
Cependant, les cellules de mammifère se sont imposées en tant que plateforme privilégiée pour la 
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production de protéines complexes et glycosylées (Rasmussen et al., 2012). En effet, bien que les 
autres plateformes, en particulier les bactéries et autres cellules procaryotes présentent de très 
hauts rendements à faible coût, les cellules de mammifères ont l'avantage de produire des 
protéines glycosylées similaires à celles retrouvées chez l’humain (Baldi et al, 2005), 
contrairement à d'autres types de cellules. 
En effet les modifications post-traductionnelles que les cellules de mammifères peuvent appliquer 
est le principal facteur poussant à leur utilisation. En particulier, la glycolysation est considérée 
comme l'étape la plus importante pour produire des anticorps à but thérapeutique (Jefferis, 2005). 
Le but des anticorps est de se fixer à divers antigènes spécifiques grâce à la spécificité de leur 
région dite Fab (antigen-binding fragments). Mais leur base, dite Fc (fragment crystallizable 
region), permet de se lier à d'autres protéines portée par exemple des cellules immunitaires, ce 
qui permet l'élimination des cellules visées par l'anticorps. Une mauvaise ou une absence de 
glycolysation de l'anticorps peut créer des problèmes de forme, de solubilité, ou ces derniers 
peuvent être rejetés par l'organisme. La glycosylation permet donc la création de traitements 
efficaces et surtout acceptés par le corps humain. Ainsi aujourd'hui plus de 60% des protéines 
recombinantes sont produites par des cellules de mammifère (Wurm, 2004), dont les cellules de 
bébé hamster (BHK), des cellules humaines de foie, mais surtout les CHO. 
2.1.2 Les cellules CHO 
Depuis les premières cultures en 1958 par Theodore T. Puck (Tjio & Puck, 1958), les cellules 
CHO sont la plateforme privilégié pour la production des protéines recombinantes et en 
particuliers des anticorps monoclonaux (Ferrer-Mirailles N. et al. 2009). Leur simple génome en 
font un organisme plus facile à étudier, et leurs qualités de production en font un candidat idéal 
pour études. C'est aujourd'hui l'un des systèmes cellulaires les mieux connus, présentant de très 
nombreux avantages pour la production d'anticorps. Les cellules CHO ont une croissance très 
stable et donc facile à contrôler et une très bonne viabilité (Chu & Robinson, 2001). Mais surtout, 
les cellules CHO effectuent des modifications post-traductionnelles plus facilement acceptées par 
le corps humain comparé à d'autres cellules (Ghaderi et al., 2012, Jayapal, et al., 2007). Les 
cellules CHO regroupent de nombreuses lignées cellulaires créées par insertion d'ADN 
recombinant. Ces cellules présentent un faible nombre de chromosomes et ont prouvé être très 
efficaces pour la création de nouveaux clones exprimant un gène d'intérêt (Fisher et al, 2015).  
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2.2 Le métabolisme des cellules CHO 
Nous présentons ici les voies centrales du métabolisme des cellules CHO, des substrats 
principaux au produit d’intérêt et à la croissance (i.e. division) cellulaire. 
Comprendre l’organisation du métabolisme cellulaire, se déclinant en un réseau intégré de 
réactions biochimiques, est une étape très importante pour évaluer des options d’amélioration de 
la production d'anticorps monoclonaux. Bien que la plupart des cellules vivantes présentent des 
organisations internes très similaires, chaque organisme aura ses propres spécificités qu'il 
convient d'étudier pour en décrire adéquatement le fonctionnement, i.e. les liens entre les entrées 
(i.e. substrats) et les sorties (i.e. produits et croissance). Une bonne compréhension du 
métabolisme permettra, dans un premier temps, de définir des critères adéquats de sélection de 
lignées cellulaires productrices, et dans un deuxième temps, de définir et de maintenir des 
conditions maximisant la productivité de protéines de qualité. 
Bien que le nombre de réactions se produisant dans une cellule soit très grand, au-delà du millier, 
l'étude du métabolisme se concentre principalement sur le métabolisme central du carbone, qui 
permet à la cellule de fonctionner en alimentant l’ensemble des voies cataboliques et anaboliques, 
et ainsi de se diviser et de produire des protéines complexes. La figure 2-1 présente une carte 
simplifiée du métabolisme du carbone. On peut diviser ce dernier en sous-sections principales :  




Figure 2-1 : Métabolisme central du carbone 
A : La glycolyse 
La glycolyse est une suite de réactions qui transforme progressivement le glucose en pyruvate. 
Cette voie est à la base du bon fonctionnement d'une cellule eucaryote. En effet, la transformation 






et de NADH, par molécule de glucose. Cette voie alimente celle des pentoses phosphates et le 
cycle de Krebs. Étant le principal point d'entrée de substrats carbonés de la cellule, la glycolyse 
exerce une grande influence sur le reste du métabolisme ; par exemple des modifications 
génétiques de certaines de ses enzymes peuvent mener à la mort cellulaire due au stress oxydatif 
induit (Jeong D.-W. et al. 2004). Dans une perspective tant économique que de productive des 
bioprocédés, une connaissance adéquate de la glycolyse permettra d’optimiser l’utilisation du 
glucose par la cellule pour l’objectif recherché, soit la croissance et/ou la productivité en protéine 
d’intérêt. 
B : Le cycle de Krebs 
Le cycle de Krebs, ou cycle des acides tricarboxyliques, est un cycle de réactions qui transforme 
le pyruvate produit par la glycolyse en différents intermédiaires, métaboliques, énergétiques et 
oxydo-réductifs. Dans sa globalité, ce cycle produit plus d'énergie que la glycolyse, les 
intermédiaires oxydo-réductifs NADH, FADH et FADH2 alimentant la chaîne respiratoire qui 
produit ainsi massivement de l’énergie (ATP), et des précurseurs pour d'autres réactions du 
métabolisme, en particulier pour les métabolismes des acides aminés ainsi que des lipides et 
acides gras, etc. L’emploi de conditions de culture en bioréacteur favorisant un cycle de Krebs 
actif (i.e. flux réactifs élevés) favorisera une chaîne respiratoire active, avec une production 
élevée en énergie (i.e. ATP) ainsi que des taux de production élevés en intermédiaires 
métaboliques alimentant des voies de synthèses essentielles telles que pour les protéines, les 
lipides et acides gras, etc. (Sheikholeslami Z. et al 2013, Antoiewicz M.R. 2006) Cette voie est 
donc essentielle au maintien de la viabilité cellulaire. 
C : La voie des pentoses phosphates 
La voie des pentoses phosphates concerne l'utilisation du glucose-6-phosphate, premier 
intermédiaire dans la glycolyse, comme précurseur de différentes réactions menant à l'oxydation 
de NADP
+
 en NADPH, vecteur d'énergie pour d'autres réactions métaboliques, ainsi qu’à la 
production de nucléotides requis pour la synthèse de macromolécules essentielles à la croissance 
cellulaire telles que l’ADN et l’ARN. Cette voie est donc primordiale à la croissance cellulaire. 
9 
 
2.3 Modélisation du métabolisme 
Dans le but d'améliorer la productivité et la viabilité des cellules CHO en bioréacteur, l'industrie 
emploie, entre autres, des méthodes de transcription d'ADN recombinant. L'ADN des cellules est 
spécifiquement modifié pour apporter de nouvelles propriétés ou améliorer celles déjà existantes 
(Brown A.J. et al, 2015). Ces modifications visent essentiellement à modifier des enzymes 
spécifiques, en les sur/sous-exprimant en modifiant leur promoteur, ou à en modifier les 
caractéristique en introduisant un nouveau gène. Pour appliquer ces processus, il est donc 
important, dans un premier temps, de connaître le génome des cellules étudiées, et dans un 
deuxième temps d’identifier les parties de ce génome correspondant à chaque enzymes 
susceptibles d'améliorer la production de protéines recombinantes ou tout autres traits. La 
présente section se concentre donc sur l'analyse du métabolisme cellulaire, connaissance 
permettant d'identifier les facteurs les plus prometteurs pour effectuer une modification de 
l’expression génétique des cellules CHO. 
2.3.1 Méthodes reposant sur le régime pseudo-stationnaire 
2.3.1.1 Analyse des flux métaboliques (« Metabolic Flux Analysis » ou MFA) 
La MFA est une méthode ayant pour but d’estimer les flux de production et de consommation des 
métabolites à l'intérieur d'une cellule, en utilisant principalement des données expérimentales de 
la composition de l’environnement extracellulaire. Le principe est de représenter 
mathématiquement la cellule comme une suite de réactions définies par une vitesse (i.e. flux) 
ainsi que la stœchiométrie des réactions. L'ensemble des réactions peut alors être représenté par 
le produit de la matrice S des coefficients stœchiométriques et du vecteur contenant les flux 
associés aux concentrations en métabolites. On obtient ainsi un système d'équations linéaires qui 
peut être représenté par la matrice S dite matrice stœchiométrique, où chaque ligne contient les 
coefficients stœchiométriques pour un métabolite, et chaque colonne représente donc une 





où X est le vecteur des métabolites, v est le vecteur des flux de réactions,  est le taux de 
croissante spécifique des cellules. -.X représente le facteur de dilution dû à la division cellulaire. 
La méthode MFA suppose alors deux hypothèses (Quek L.E. et al 2010) : 
 Le terme dilution est faible et peut être négligé, et donc  .X  0 
 Le système est dans un état pseudo-stationnaire, et donc  
Finalement,  l’approche MFA repose sur la résolution du système d'équation : 
 
Cette méthode a été très utilisée sur différents types de cellules tels que E. coli (Fu Y. et al),  des 
cellules de plante (Dersch L.M. et al. 2016) et cellules CHO (Zamorano F. et al, 2010., Ahn W.S. 
et al., 2011). Des études MFA ont été très importantes pour la compréhension du réseau 
métabolique et donc de l'ingénierie métabolique (Boghigian B.A. et al., 2010). Malgré tout, cette 
méthode présente des problèmes quant à la possibilité de prédiction de flux dans certains cas si 
les réactions sont réversibles, ou si il y a la présence de voies parallèles ou de cycles (Rios-Estepa 
R. et Lange B.M., 2007). Il y a donc un fort besoin de mesurer directement les flux internes à la 
cellule pour rajouter des contraintes. La méthode la plus utilisée dans ce cas est le marquage à 
l'isotope 
13
C (Wiechert W., 2001, Gopalakrishnan S. et al, 2015, Zhao et al., 2015), notamment 
pour les cellules CHO (Goudar C. et al., 2010, Nicolae A. et al., 2014). Ce genre de méthodes 
permet de régler certains problèmes au niveau de la détermination des flux. Mais une limite 
majeure de la MFA concerne le manque de description des dynamiques cellulaires dû à 
l'hypothèse d'état quasi-stationnaire des cellules (Rios-Estepa R. et Lange B.M., 2007, Varner J. 
et Ramkrishna D, 1999). 
2.3.1.2 Analyse de flux métaboliques balancés (« Flux balance analysis » ou FBA) 
La méthode des flux métaboliques est une variante de la MFA dont le but est toujours de 
déterminer les flux de métabolites dans un réseau métabolique. De ces flux il devient possible 
entre autres de prédire le taux de croissance des métabolites, ou l'influence de modifications 
génétiques. Comme pour la MFA, le calcul repose sur la construction d'une matrice 
stœchiométrique contenant les coefficients stœchiométriques de chaque réaction et métabolite. La 
différence avec la MFA est l'introduction d'une fonction objectif qui est définie telle que chaque 
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réaction est considérée avec une importance différente. Cela a pour but de sélectionner un 
phénotype particulier pour réduire le champ des solutions possibles. En effet la FBA est utilisée 
lorsque le modèle considéré contient plus d'équations que de variables, i.e. plus de réaction que 
de métabolites ou système sous-déterminé. Dans un tel cas il existe plusieurs solutions au 
problème de résolution dans un état de régime pseudo-stationnaire (S.v = 0). L'introduction de 
contraintes supplémentaires représentées par la fonction objectif permet de limiter les solutions à 
seulement ce que l'on cherche à minimiser, stabiliser ou maximiser. Ces contraintes peuvent être 
d'origines régulatrices, thermodynamiques, ou basées sur la maximisation de la production 
(Kauffman K.J. et al 2003). Il est également possible d’utiliser une méthode dite de la pseudo-
inverse pour résoudre un problème sous-déterminé avec la méthode MFA. Toutefois, la précision 
d’estimé en est largement réduire. 
2.3.1.3 Analyse des voies métaboliques (« Metabolic Pathway Analysis » ou MPA) 
L'analyse des voies métabolique se base sur le même principe que la MFA et la FBA, à la 
différence que l'objectif n'est pas de trouver une solution unique au problème S.v = 0, mais 
d'identifier l’ensemble des vecteurs de flux v qui vérifient l'équation, sans autre contrainte que 
thermodynamique (Trinh C.T. et al, 2009). Les systèmes étudiés étant généralement sous-
déterminés, le nombre de solutions est infini et il s'agit alors de trouver un ensemble de solutions 
optimales. 
2.3.1.4 Analyse du contrôle métabolique (« Metabolic control analysis » ou MCA) 
L'analyse du contrôle métabolique s'intéresse à l'influence du niveau d’activité d’enzymes 
précises sur les flux et/ou les concentrations des métabolites intermédiaires. Le but est donc de 
repérer les enzymes les plus influentes du réseau métabolique considéré. Ainsi à chaque enzyme 





où E est la concentration d'une enzyme, J est un flux de réaction, et Y la concentration d'un 
métabolite intermédiaire. Ces deux coefficients mesurent la variation du flux ou de la 
concentration du métabolite quand on modifie la concentration de l'enzyme E. La méthode 
suppose alors que le système est en état de régime pseudo-stationnaire, et dans ce cas, pour un 
flux J donné, la somme des coefficients de contrôle associés pour toutes les enzymes doit être 
égale à 1 alors que pour un métabolite intermédiaire Y, la somme des coefficients de contrôle 
associés pour toutes les enzymes doit être égale à 0. 
 
2.3.2 Méthodes dynamiques 
Alors que les méthodes précédentes reposent sur l'étude de cellules en état pseudo-stationnaire, il 
est également possible d’étudier l’ensemble d’un réseau métabolique sous l’angle des 
dynamiques en jeu, également par la description des vitesses de réaction ou flux et des 
coefficients stœchiométriques réactionnels. On parlera alors de modélisation dynamique. Une 
approche dynamique sera alors complémentaire aux autres approches mentionnées précédemment 
en permettant d’estimer dans le temps l’évolution, non seulement des flux des réactions mais 
également des concentrations en métabolites extracellulaires et surtout intracellulaires. 
2.3.2.1 Description des cinétiques des vitesses réactionnelles 
Dans une cellule, le réseau métabolique est une suite de réactions enzymatiques. Les enzymes 
s’associent aux substrats puis permettent une réaction efficace régénérant l’enzyme et donnant le 
produit. Ce sont donc les enzymes, en plus des substrats, qui vont définir la vitesse de réaction. 
La modélisation utilisée dans ce cas est, entre autres, celle de Michaelis-Menten, qui à partir 
d'une réaction enzymatique : 
 




où E est l'enzyme, S le substrat et P le produit, ES est le complexe intermédiaire enzyme-substrat. 
Vmax est la vitesse maximale de la réaction, et Km est la constante de Michaelis et est relié 
directement à l'affinité de l'enzyme pour le substrat S, où plus Km est petit, plus l'affinité est 
grande. Vmax et Km sont définies par les constantes des réactions liées à la liaison et la 
dissociation enzyme-substrat : 
       
 
où kr, kf et kcat sont les taux respectifs de la liaison enzyme-substrat, de l'inverse de cette même 
réaction, et de la dissociation enzyme-produit. E0 est la concentration initiale en enzyme 
(concentration en enzyme non liée). Ce modèle suppose que la concentration en complexe 
enzyme-substrat est constante et est atteinte rapidement, c'est-à-dire que la réaction de liaison et 
son inverse ont des taux de réaction plus importants que la réaction de dissociation entre l'enzyme 
et le produit. 
Si la réaction comprend plusieurs substrats ou co-facteurs, comme c'est le cas pour la plupart des 
réactions intracellulaires, plusieurs représentations ont été proposées dont la suivante : 
 
où l’on considère chaque facteur intervenant comme ayant une cinétique michaélienne. Il est 
également possible de développer spécifiquement en se calquant sur les mécanismes s’opérant, 
tel que fait par Michaelis-Menten. 
2.3.2.2  Régulation 
En plus des co-facteurs, essentiels à certaines réactions biochimiques, tels que l’ATP, l’ADP, 
etc., certains intermédiaires auront un rôle de régulation sur ces réactions biochimiques précises. 
On peut citer par exemple l'hexokinase, l'enzyme qui agit lors de la première réaction de 
glycolyse, qui est inhibée par son produit le glucose-6-phosphate (Berg et al, 2002) ; ou la 
pyruvate kinase qui est activée par le fructose-6-phosphate (Mulukutla et al, 2010). Les 
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régulations sont plus complexes à modéliser, mais sont très importantes à considérer dans les 
modèles. En effet, on peut voir que dans d'autres modélisations plus classiques que sont la MFA, 
FBA ou MCA, leur caractère de modélisation quasi-statique les limite en terme de prédiction de 
changements métaboliques ; les systèmes de régulation leur sont aussi plus difficiles à modéliser 
dû à leur représentation linéaire. 
Mais un modèle purement dynamique permet facilement d'étudier différentes approches de 
modélisation de régulation. L'ajout et l'étude d'une combinaison de systèmes de régulation dans 
notre modèle cinétique a permis de prédire le changement de phase de cellules CHO d'un 
métabolisme oxydatif à un métabolisme anaérobique (Ghorbaniaghdam et al, 2014).  
 
2.3.2.3 Les modèles dynamiques développés 
Après une large domination des méthodes de modélisation quasi-statique pour la compréhension 
du métabolisme cellulaire, la tendance est maintenant de chercher à modéliser dynamiquement le 
comportement des cellules. Une modélisation dynamique permet de modéliser n'importe quelle 
phase d'une cellule, différents milieux et modes de culture, et d'anticiper des modifications 
génétiques mais surtout permet de simuler des comportement ne rentrant pas en condition quasi-
statique. Plusieurs modèles ont déjà été développés dans ce but. Notamment par Nolan et Lee 
(Nolan et Lee, 2011), qui ont développé un modèle métabolique des CHO basé sur l'évolution 
temporelle des métabolites internes et sur la cinétique de Michaelis-Menten. Le modèle comporte 
des paramètres pour simuler des changements métaboliques dus à la température et à la présence 
en oxygène. De plus, des mécanismes de régulation ont pu être rajoutés par la suite (Nolan et 
Lee, 2012). Mais les calculs sont effectués à partir de la connaissance des métabolites extra-
cellulaire et le calcul des flux est fait grâce à une MFA et suppose donc des flux en régime quasi-
statique, ce qui limite les prédictions sur le court terme du comportement cellulaire, en particulier 
de l'évolution des métabolites internes. 
Des modèles purement métabolique ont été développé pour d'autres systèmes biologiques : E.coli 
(Chassagnole et al., 2002) et cellules de plantes (Cloutier et al., 2007). Pour les CHO, notre 
équipe a développé un modèle dynamique (Ghorbaniaghdam, et al., 2013) sur une lignée de CHO 
activée au butyrate de sodium, qui a ensuite été utilisé pour montrer les différences métaboliques 
entre différents clones d'une même lignée (Ghorbaniaghdam, Chen et al., 2014), et enfin des 
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métabolismes de régulations de la glycolyse ont permis de décrire le comportement en manque 
d'oxygène (Ghorbaniaghdam, Henry et al., 2014). Ce même modèle a été adapté pour pouvoir 
modéliser deux modes de culture, cuvée et cuvée alimentée, et deux milieux différents (Robitaille 
et al 2015). 
Mais ce genre de modèle comprend un très grand nombre de paramètres à identifier. Ces 
paramètres sont normalement inter-dépendants et leur valeurs déterminées seront tributaires de la 
diversité et de la qualité des données expérimentales disponibles. Ce type de modèle ne peut 
effectivement être validé sans données expérimentales fiables et couvrant l’ensemble des sous-
réseaux métaboliques, incluant les nutriments essentiels. Aussi, comme les jeux de données 
normalement collectées sont généralement restreints à des mesures extracellulaires, il y a un fort 
besoin en nouvelles données, surtout intracellulaires, pour être en mesure d’affiner tout modèle 
dynamique. Et cette contrainte concerne également le type de modèle développé dans notre 
laboratoire, où les données intracellulaires à des niveaux de concentrations aux limites des 
constantes d’affinité sont très difficiles à obtenir tout en maintenant une viabilité cellulaire 
adéquate permettant l’analyse des résultats. Or, l'obtention de données intracellulaires est 
coûteuse en argent et en temps, surtout si l’on cherche à étudier des conditions risquées pour la 
viabilité cellulaire. Cette maîtrise a ainsi pour but de montrer qu'il est possible d'obtenir de 
nouvelles données de ce type de manière efficace en exploitant un modèle dynamique. À ce titre, 
le modèle développé dans notre laboratoire a servi de base à une étude de cas portant sur le 











CHAPITRE 3 MATÉRIEL ET MÉTHODES 
3.1  Culture cellulaire 
La lignée cellulaire utilisée lors des expériences est la lignée CHO-HP produisant les anticorps 
monoclonaux anti-CD20. Elles ont été cultivées dans un milieu HyClone SFM4CHO (GE 
Healthcare, USA) en complément avec 4 mM de glutamine (Sigma-Aldrich, USA). Les cellules 
étaient conservées dans 6 mL de milieu à une concentration de 2,0.10
6
 cellules/mL dans un flacon 
d'agitation de 125 mL à 35°C sous 5% de CO2. Les cellules étaient observées grâce à un 
hémocytomètre sous un microscope optique, et en utilisant la méthode d'exclusion au bleu de 
trypan pour calculer la densité et la viabilité cellulaire. 
3.2 Tests de respiration 
Un respiromètre précédemment développé par notre équipe (Lamboursain et al., 2002) a été 
utilisé lors d'expériences de détermination de l'affinité des cellules à l'oxygène et leur viabilité en 
milieu hypoxique. Brièvement, le système se constitue d'un tube en verre fait d'une seringue de  
10-ml, dans lequel est placé 5 mL de milieu avec une concentration précise en cellules. Le tube 
est fermé par une sonde à pression partielle d'oxygène et un joint torique en caoutchouc, rendant 
le tout imperméable à l'air. Le milieu est préalablement exposé à un mélange précis de N2 et de 
O2 pendant 10 minutes, dans le but d'imposer une concentration initiale d'oxygène dissous dans le 
milieu. Ce dernier était ensuite transféré dans le tube, accompagné d'un agitateur magnétique en 
forme de croix, la sonde et le joint sont ensuite placés. Le gaz restant était expulsé de la chambre 
du respiromètre par la valve Luer-lock installé à la sortie du corps de la seringue. Le respiromètre 
était ensuite rapidement placé dans un Erlenmeyer rempli avec de l'eau à 37°C chauffé par une 
plaque magnétique chauffante. La sonde pO2 à été calibrée avec du milieu frais, sans cellule, 
bullé avec de l'azote pur pour la valeur à 0%, ou de l'oxygène pur pour celle à 100%. 
Comme détaillé dans Lamboursain et al. (2002), les valeurs de la sonde doivent être corrigées, à 
cause d'un décalage temporelle dans les mesures, en utilisant la formule suivante :  
DOcorr(t) = DOraw(t)+τr*d(DOraw(t))/dt 
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Où DOraw est la concentration d'oxygène dissous mesuré. Le taux de consommation d'oxygène (OUR) 
peut alors ensuite être calculé grâce à la formule (Lamboursain et al., 2002) : 
OUR = dDO/dt - (0.515 * DO - 0.087) 
3.3  Modélisation mathématique 
L'un des principaux aspect de cette étude est l'utilisation d'un modèle mathématique décrivant le 
comportement cellulaire (Ghorbaniaghdam et al., 2013). Ce modèle se base sur la description du 
métabolisme présenté à la figure ..., incluant la glycolyse, le cycle de Krebs, la voix des penthose-
phosphates (PPP) et les voix énergétiques de la cellule. Le métabolisme des acides aminés, la 
croissance cellulaire et l'évolution de la concentration des anticorps monoclonaux dans le milieu 
sont aussi décrits. Chacune de ces réactions est sujette à une cinétique multiplicative de 
Michaelis-Menten. Elles dépendent des substrats et des cofacteurs impliqués dans les réactions 
métaboliques. 
Le model contient 53 variables indépendantes, représentant les métabolites intracellulaires et 
extracellulaires, et 39 réactions. Il contient aussi 148 paramètres, représentés par V_max (vitesse 
de réaction maximale) et K_m (constante d'affinité d'une enzyme pour chaque substrat). Le 





Figure 3-1 : Réseau métabolique simulé par le modèle. La ligne en pointillé délimite la 
membrane de la cellule et ainsi sépare les métabolites et réactions internes de ceux et celles 
prenant place à l'exterieur de la cellule. Chaque petit carré représente un métabolite intermédiaire 
et donc une variable du modèle. Les flèches au trait plein représentent une réaction vers la 
création des produit, les flèches au trait pointillé représente la réaction inverse. Les lignes rouges 
représentent les mécanismes de régulations considérés dans le modèle. 
3.4  Analyse de sensibilité 
À cause du très grand nombres de paramètres présent dans le modèle, il n'y pas possible de tous 
les obtenir précisément à partir des données expérimentales. La plupart d'entre eux seront fixés à 
des valeurs jugées appropriées ou trouvées dans la littérature, tandis que certains seront 
déterminés en utilisant les données expérimentales. 
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Pour identifier les paramètres clés, tous les paramètres du modèle ont été soumis à une analyse de 
sensibilité ayant pour but d'identifier ceux ayant le plus d'influence. Les paramètres ont été classé 
en utilisant la méthode Morris Screening (Morris, 1991), avec une fonction de coût pondérée 
définie de la façon suivante : 
 
Où nvar est le nombre de variables mesurées (53 dans notre cas) ; ntime est le nombre de points 
d'échantillonnage pour chaque variable (144 dans notre cas) ; xm,t
∆
 est la valeur de la m
ème
 
variable, au temps t, lorsque la valeur nominale d'un paramètre à été modifiée et  xm,t
∆
 sa valeur 
avec la valeur nominale du paramètre. Cette fonction calcule la différence quadratique pondérée 
entre une simulation normale, et une autre où un paramètre a été modifié par un facteur ∆, en 
pourcent, par rapport à sa valeur nominale. 
3.5  Estimation des paramètres et intervalles de confiance 
Une fois les paramètres d'intérêts, les plus sensibles, ont été choisi, l'objectif fut de s'assurer que 
ces derniers soient identifiés en utilisant un algorithme de régression. Pour se faire, une 
optimisation des moindres carrés utilisant une fonction de coût pondéré a été implémenté : 
                           
 
Où x représente un paramètre mesuré, xsim est sa valeur simulée et xexp est sa valeur 
expérimentale. Le but est de minimiser la valeur de cette fonction. 
Les données expérimentales utilisées furent les mêmes que celles ayant permis de déterminer 
toutes les valeurs du modèle (Ghorbaniaghdam, Chen, et al., 2014). La fonction précédente a été 
minimisée en utilisant l'algorithme fminunc de MATLAB. Cette fonction peut calculer la matrice 
Hessienne du groupe de paramètres considérés, et a été utilisée pour calculer les intervalles de 




Pour les cas où il n'était pas possible d'obtenir directement la matrice Hessienne, les formules des 
différences finies furent utilisées pour la calculer : 
 
 
Où X est le vecteur des paramètres sélectionnés ; HX(i,j) est la valeur de la matrice Hessienne à la 
position (i,j) pour un X donné ; f est la somme des moindres carrés ; k est ici fixé à la valeur 1e
-3
 ; 
ei et ej sont les vecteurs unités de même dimensions que X, remplis par des 0 hormis à la position 
i ou j. Les intervalles de confiance pour les paramètres sélectionnés sont alors déterminés par la 
matrice de covariance du vecteur X. Dans notre cas, cette matrice de covariance est égale à la 
matrice Hessienne H multipliée par l'erreur sur les variables mesurées. Cette erreur possède deux 
composantes : (i) l'erreur expérimentale intrinsèque aux mesures, Errexp et (ii) l'erreur de 
régression, la différence entre le modèle et les mesures, Errsim. L'erreur pour chaque paramètre 
peut alors être calculée en prenant la racine carré de la valeur diagonale de H correspondante. 
Ainsi, l'erreur d'un paramètre Xi est définie telle que : 
 
La valeur Err(Xi) est centrée autour de la valeur de Xi, est l'intervalle de confiance associé est 
alors : 
 
3.6  Planification expérimentale 
Le but de la planification expérimentale est de trouver la meilleure expérience qui peut permettre 
de réduire les intervalles de confiance. En d'autres mots, en optimisant l'expérimentation, il est 
possible de réduire le nombre d'expériences nécessaires pour obtenir une précision voulue, et 
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ainsi du temps et de l'argent sont économisés. La méthode consiste à calculer une série de 
modélisations avec différentes valeurs de paramètres d'entrés contrôlables, et de choisir les 
meilleurs résultats. 
Différents critères peuvent être utilisés pour la planification expérimentale (Wong, W.K., 1994). 
Dans le cas présent, une optimisation optimale de type D a été choisie, car cette méthode 
fonctionne bien lorsque le modèle est non linéaire et hautement complexe comme cela est le cas 
ici. La fonction considérée est définie par det(H), soit le déterminant de la matrice Hessienne H 
définie à la section précédente. L'objectif est de maximiser cette valeur en fonction des valeurs 
des variables qui peuvent être modifiée pendant le cours d'une expérience de culture cellulaire. 
L'augmentation du déterminant de H, entraine la diminution de son inverse, H
-1
. De ce fait les 
valeurs diagonales de H
-1
 diminues de manière globale et ainsi les intervalles de confiance des 
paramètres choisis diminue de même de manière globale, ce qui signifie que pour chaque 
paramètre, il est attendu que leur intervalle de confiance va diminuer, bien qu'il puisse augmenter 





CHAPITRE 4 RÉSULTATS ET DISCUSSION 
4.1  Sélection des paramètres d'intérêt - application d'une analyse 
de sensibilité 
La présence de plus d'une centaine de paramètres cinétique dans le modèle ne permet pas 
l'identification de la totalité d'entre eux à partir des données expérimentales disponibles : le 
système est fortement sous-déterminé. De ce fait, dans un premier temps, notre attention fut 
dirigée sur un nombre réduit de paramètres sur lesquels travailler, car comme l'a montré une 
précédente étude (Ghorbaniaghdam A. et al., 2014), les paramètres Vmax sont plus sensibles que 
les constantes d'affinité Km. De plus, il est très difficile d'imposer des conditions de culture 
permettant de couvrir un large spectre de concentration intracellulaire de métabolites 
intermédiaires sans affecter la viabilité cellulaire, et donc la fiabilité des données expérimentales. 
L'objectif devient alors de sélectionner une partie des ses paramètres dans le but de réduire 
l'erreur d'identification. Ce jeu de paramètres a été choisit en utilisant la fonction objectif définie 
à la section 3.4. Pour chaque paramètres Vmax, différentes simulations ont été lancées avec pour  
chacune une valeur différente pour le paramètre considéré, et elles ont été comparées à la 
simulation nominale, où la valeur du paramètre est alors celle obtenue par Gorbaniagdam. 
(Gorbaniagdam A. et al, 2014). 
A partir des résultats présentés dans le tableau 4-1, nous avons limités le nombre de paramètres à 
cinq des plus sensibles : Vmax_HK, Vmax_ATPase, Vmax_NADPHox, Vmax_growth, 
Vmaxf_LDH.  Ce jeu de paramètres est en accord avec d'autres études (Badsha Md. B. et al., 
2016, Tsao Y.-S. et al., 2005), où les paramètres associés à la régulation du glucose (cf 
Vmax_HK) et du lactate (cf Vmax_LDH) ont présenté une influence maximale sur le 
comportement des cellules CHO. Vmax_growth est logiquement un autre paramètre sensible, dû 
fait de la grande influence de la concentration cellulaire sur la production et la consommation des 
métabolites. La voie énergétique représentée par Vmax_NADPHox et Vmax_ATPase sont aussi 
des paramètres logiquement sensibles, considérant le fait que le métabolisme cellulaire est 
entrainé par ses mécanismes énergétiques. Il faut cependant noter que les voies énergétiques de la 
cellule est simplifié dans le modèle et regroupe une série de différentes réactions. 
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Les cinq paramètres sélectionnés parmi les plus sensibles couvrent une majeure partie du 
métabolisme cellulaire. Vmax_HK, représente la phosphorylation du glucose par l'enzyme 
hexokynase, Vmax_ATPase décrit la consommation d'énergie par la décomposition de l'ATP en 
ADP par les ATPases, Vmax_NADPHox de la voie des pentoses phosphates représente les 
réactions d'oxydation de NADPH en NADP, Vmax_growth représente la croissance cellulaire 
(par division), et Vmaxf_LDH représente la production du lactate à partir du pyruvate. De cette 
manière, les paramètres sont moins corrélés les uns aux autres. 
Quand bien même Vmax_EP se présente comme le paramètre le plus influent, il n'a pas été pris 
en considération car les valeurs associées de la fonction objectif déviait de manière trop 
importante avec la variation de la valeur du paramètre. Vmaxf_PGI a été écarté car la réaction 
associée est très corrélée à celle correspondante à Vmax_HK (voir figure 3-1). A la place, une 
réaction d'une autre partie du métabolisme fut choisie : Vmaxf_LDH, pour s'assurer que la 





Tableau 4-1 : Valeurs de la fonction objectif pour les 12 paramètres les plus influant. La première 
valeur est la sensitivité lorsque le paramètre voit sa valeur diminuée, et la seconde lorsque qu'elle 
est augmentée. La troisième valeur est la moyenne des deux premières, et sert de valeur de 
référence pour classer les paramètres. 
Paramètres Valeur du paramètre 
diminuée 
Valeur du paramètre 
augmentée 
Moyenne 
Vmax_EP  27,19 7,40 17,30 
Vmax_ATPase  10,59 13,72 12,15 
Vmax_HK  13,85 6,95 10,40 
Vmax_NADPHox  8,38 7,27 7,82 
Vmax_growth  9,20 6,00 7,60 
Vmaxf_PGI  7,27 7,14 7,20 
Vmax_AKGDH  8,00 5,34 6,67 
Vmax_PDH  7,25 5,95 6,60 
Vmaxf_LDH  6,98 5,04 6,01 
Vmax_HISARGTA 6,35 4,83 5,59 
Vmax_G6DPH 6,28 4,74 5,51 







4.2  Identification des paramètres et intervalles de confiance 
Avec les cinq paramètres sensibles sélectionnés, une régression des moindres carrés pondérée a 
été utilisée pour identifier les paramètres. Il en résulta une bonne simulation comparée aux 
données expérimentales (figure 4-1) utilisées dans ce travail et extraite de Ghorbaniaghdam A. et 
al. (2013). Les intervalles de confiance ont été calculé selon la méthode présentée à la section 3.5, 
en utilisant la matrice Hessienne. Les valeurs des paramètres et les erreurs correspondantes sont 
présentées dans le tableau 4-2. Les erreurs sont relativement petites à cause du fait que les 
paramètres sélectionnés ont une grande influence sur le modèle. 
 
Figure 4-1 : Simulation du modèle avec les paramètres d'intérêts identifiés en utilisant la méthode 
des moindres carrés. Les valeurs expérimentales, tirées de Ghorbaniaghdam et al. (2013), sont 







Tableau 4-2 : Valeurs des cinq paramètres sélectionnés et leur intervalle de confiance respectif 
















































































4.3  Planification expérimentale statique 
L'étape suivante fut de décrire les expériences pouvant améliorer les intervalles de confiance des 
paramètres du modèle, en changeant de manière spécifique des conditions d'expérimentation et 
les garder constantes pendant toute la durée d'une expérience. Les deux seules modifications 
étudiées furent la valeur initiale de la glutamine extracellulaire (EGLN) présente dans le milieu et 
le niveau d'oxygène dissous. Comme indiqué précédemment, le déterminant de la matrice 
Hessienne a été utilisée comme une mesure de la confiance globale dans le modèle. Des 
variations de ce déterminant pour différentes valeurs de glutamine et d'oxygène sont représentés 




Figure 4-2 : L'évolution du déterminant de la matrice Hessienne en fonction de la valeur initiale 
de EGLN (gauche) et d'oxygène dissous (droite). Les abscisses sont en mM, les ordonnées sont 
sans unité. 
Il apparaît évident que le déterminant de la matrice Hessienne croît avec la concentration en 
glutamine et en oxygène dissous, jusqu'à atteindre rapidement un plateau. Les valeurs nominales 
pour chaque paramètres se trouve dans les régions des plateaux correspondant. Il y a alors aucun 
intérêt à modifier ces deux variables et seront donc laissées à leur valeurs nominales de 0,22 mM 
pour l'oxygène dissous et 3,6 mM pour la glutamine. 
4.4  Planification expérimentale dynamique - variation de l'oxygène 
dissous 
Ghorbaniaghdam A. et al. (2014) avaient simulé une perturbation (hypoxie) du niveau d'oxygène 
pendant une culture de CHO en mode cuvée-alimentée, et avaient montré la formation de 
fluctuations des concentrations en métabolites et des paramètres énergétiques. De telles 
perturbations devraient engendrer une variation suffisante des données, et ainsi améliorer la 
précision de l'identification des paramètres. De plus, le niveau en oxygène est facilement 
contrôlable durant une expérience, en particulier si on veut couper l'apport en oxygène. 
Le paramètre du modèle le plus important à considérer lors de ces perturbations du niveau 
d'oxygène est KO2 - la constante d'affinité des cellules associée à l'oxygène. Il faut noter que tout 




Cela signifie que n'importe quelle variation en O2 au dessus de la valeur de KO2 n'aurait presque 
aucun effet sur l'évolution du système, le plateau (i.e. à vitesse Vmax) étant déjà atteint. Donc, 
pendant le processus de planification expérimentale, il est très important de penser à réduire 
l'oxygène en dessous de la valeur de KO2. C'est dans ce but que la prochaine section s'intéresse à 
l'identification de ce paramètre grâce à des tests de respiration. 
4.4.1 Identifier KO2 - tests de respiration 
Un respiromètre précédemment développé dans et Lamboursain al. (2002) (se référer à la section 
matériel et méthode), a été utilisé pour observer l'évolution de la concentration en oxygène 
dissous (DO) en fonction du temps pendant une culture de cellules CHO. Les données ont été 
corrigées en fonction de la température variable, et lissées en utilisant les équations présentées 
dans la section matériel et méthodes. Pendant l'expérience, il n'y a pas d'apport en oxygène et le 
système évolue graduellement vers le mode hypoxique, puis anoxique. L'évolution de DO en 
fonction du temps est mesuré (figure 4-3-A), et de ces résultats la relation entre le taux de 
consommation en oxygène (OUR) et DO a été calculée (figure 4-3-B). Ces deux résultats sont 
représentés pour les cas d'une concentration cellulaire de 1.10
6
 cellules/mL et une concentration 
initiale en oxygène de 20% (à saturation avec l'air à température ambiante) dans la figure 4-3. 
Cinq expériences de ce type ont été réalisées, deux fois chacune, avec différentes concentrations 
en cellules (0,5, 1,0 ou 2,0.10
6
 cellules/mL) et différentes valeurs initiales d'oxygène dissous 
(10%, 20%, ou 40% de saturation avec l'air). La valeur de KO2 a alors été trouvée à 5,3.10
-3
 mM 









Figure 4-3 : Données expérimentales brutes des expériences de respiration (A) ; la ligne bleu 
représente l'évolution de DO (mM) en fonction du temps (minutes) ; et les valeurs calculées (B) ; 
la ligne bleu représente les valeurs calculées de OUR (mM/h) en fonction de DO (mM), la ligne 
rouge est la courbe de régression. Les deux graphes correspondent à l'expérience faite pour une 
concentration en cellule de 1.10
6




4.4.2 Viabilité cellulaire en absence ponctuelle d'oxygène 
De la section précédente, on peut extraire le fait que la valeur de KO2 n'est que d'environ 2.5% de 
la valeur nominal d'O2 (0,22 mM). Donc, pour obtenir une variation dynamique importante, il es 
important de descendre en dessous de cette valeur. Le mieux est donc de couper l'alimentation en 
oxygène pendant une période donnée. Mais il n'est pas évident que les cellules resteront en vie 
pendant ces périodes d'hypoxie/anoxie. Pour vérifier cela une série d'expériences fut faite. Pour 
chacune d'elle une concentration en cellule de 1.10
6
 cellules/mL a été utilisée. La viabilité 
cellulaire a été mesuré avant chaque expérience. La culture était ensuite placé dans le 
respiromètre et comme décrit précédemment, rentrait lentement en condition hypoxique (figure 
4-3-A). A partir de ce point les cellules furent garder en condition anoxique pendant une durée 
déterminée (15, 30, 45 ou 60 minutes). La viabilité des cellules CHO a été mesuré après chaque 
expérience (tableau 4-3) 














15 minutes 98% 99% 98% 99% 
30 minutes 98% 99% 97% 98% 
45 minutes 97% 98% 96% 98% 
60 minutes 97% 96% 95% 94% 
 
 La viabilité cellulaire se maintient au dessous de 95% même après une heure en condition 
hypoxique. De plus, la faible baisse de viabilité peut être attribuée aux forces de cisaillement dû 
au barreau magnétique du respiromètre (Lamboursain et al., 2002). Ces résultats confirment que 
les cellules CHO peuvent survivre dans un environnement sans oxygène suffisamment longtemps 




4.4.3 Planification expérimentale finale et résultats attendus  
Les résultats précédents montrent qu'il est possible de couper l'apport en oxygène pendant un 
temps relativement court sans affecter significativement la viabilité cellulaire. L'étape suivant fut 
de déterminer le moment et la durée durant laquelle une telle coupure devait être imposée pour 
collecter des données intéressantes. Dans ce but une série de simulations ont été faites avec 
différentes valeurs de durée et du temps de coupure. A noter que le temps de la coupure n'est pas 
le même que celui passé en condition hypoxique, car l'oxygène doit d'abord être consommé avant 
d'atteindre une valeur nulle. La figure 4-4 montre que la durée optimale pour une coupure se situe 
autour de 4 heures. Cela donne suffisamment de temps pour l'oxygène dissous d'atteindre le zéro 
et pour le système de passer à un état différent ce qui donne plus d'informations pour 
l'identification des paramètres, comme le montre la valeur maximale du déterminant de la matrice 
Hessienne. 
 
Figure 4-4 : Valeurs du déterminant de la matrice Hessienne en fonction de la durée de la coupure 





Figure 4-5 : Valeurs du déterminant de la matrice Hessienne de la fonction de coût, sans unité, en 
relation avec le temps de commencement de la coupure, en heure, comparé à la valeur sans 
coupure. 
 
À partir des résultats (figure 4-5), par analyse de l'influence du temps de début de la coupure 
d'oxygène, il apparait que ce temps n'est pas un facteur déterminant, mais que la présence seule 
de la coupure suffit pour obtenir une amélioration, i.e. une augmentation du déterminant, pour 
chacun des valeurs testées. Pour la suite, la valeur à 85h a été choisie, car elle se présente comme 
la plus grande valeur obtenue, et le fait qu'elle se situe pendant la phase de croissance 
exponentielle est un bon choix pour causer une perturbation suffisante. Les intervalles de 
confiance sont alors recalculé, en prenant en compte les erreurs expérimentales et de simulations, 
ainsi que le nombre de points de mesure. Il est à noter qu'au moins deux points de mesure 
pendant les dynamiques causées par la coupure sont nécessaires. Le tableau 4-4 présente les 
intervalles de confiance avec et sans la présence d'une coupure d'oxygène. Les valeurs sont 




Tableau 4-4 : Les intervalles de confiance en pourcentage, pour chacun des cinq paramètres 
sélectionnés. La valeur initiale, sans coupure, est comparée à celle avec une coupure d'oxygène à 
85h. 
Parametre Sans coupure Avec une coupure 
Vmax_HK 15.1% 4.7% 
Vmax_growth 16.5% 5.2% 
Vmaxf_LDH 14.4% 8.3% 
Vmax_NADPox 11.5% 6.7% 
Vmax_ATPase 7.2% 5.8% 
 
Ces résultats montrent alors que les intervalles de confiance pour l'ensemble des cinq paramètres 
sont diminués et donc amélioré par la présence d'une coupure. Vmax_HK et Vmax_growth sont 
ceux qui présentent les meilleurs améliorations et les plus petits intervalles de confiance. Ils 
représentent respectivement le début et la fin du réseau métabolique considéré (voir figure 3-1). 
Vmax_NADPHox et Vmaxf_LDH sont aussi amélioré mais de moindre mesure. Finalement, 
Vmax_ATPase, bien qu'ayant un petit intervalle de confiance au départ, n'obtient qu'une faible 
amélioration. Ceci peut être expliquer par le fait que Vmax_ATPase est inclut dans une réaction 
simplifiée regroupant plus de réactions. 
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CHAPITRE 5 CONCLUSION ET RECOMMANDATIONS 
Ce mémoire avait pour but de présenter le travail effectué relatif à une planification 
expérimentale basée sur le modèle précédemment développé par notre équipe. La première étape 
d'indentification des paramètres d'intérêt a révélé que les étapes extrêmes et les réactions 
énergétiques prennent une place particulièrement importante dans une bonne modélisation du 
métabolisme cellulaire. Par la suite une première étude indique qu'une expérience ne jouant que 
sur les paramètres d'entrée ne donne que de piètre résultats. Il est nécessaire de contrôler 
l'environnement de la cellule sur toute la durée d'une expérience. Ici le travail s'est concentré sur 
l'oxygène, très facile à manipuler en bioréacteur quel que soit le mode de culture. Les tests 
respiratoires ont alors indiqué la haute affinité des cellules CHO à l'oxygène et leur haute 
résistance à un milieu hypoxique. Une coupure permet alors d'obtenir des données intéressantes 
pour l'amélioration du modèle comme l'a montrée la planification expérimentale finale. En effet, 
une coupure d'environ quatre heures permet aux cellules de consommer l'oxygène encore dissous 
dans le milieu, puis de rentrer en phase hypoxique avec une minimum de pertes cellulaires. Une 
telle coupure effectuée pendant la phase exponentielle présente les meilleurs résultats, une 
perturbation pendant cette phase très active permet de plus grandes variations du comportement 
et donc présente un grand intérêt dans l'amélioration de l'acuité du modèle. L'erreur sur les 
paramètres sélectionnés sera réduite de deux à trois fois avec une telle expérience. 
 Le travail effectué ici présente une expérience possible pour améliorer notre confiance 
dans notre modèle. L'identification des paramètres sur ces nouvelles données doit permettre de 
modéliser un comportement normal et de prédire le comportement cellulaire dans différentes 
conditions. D'autres planifications expérimentales sur d'autres paramètres de contrôle permettront 
alors de confirmer que le modèle prédit déjà de manière précise différents comportements 
cellulaires, ou révèlera des cas qui permettront d'en améliorer la confiance. De plus, ce mémoire a 
montré la très grande importance des réactions énergétiques de la cellule, qui sont parmi les plus 
intriquées du métabolisme et les plus simplement modélisée dans notre modèle du cycle du 
carbone. Une étude plus poussée sur l'influence de l'ATP et du cycle des pentose-phosphate 
pourrait révéler de nouvelles voies d'amélioration de la production cellulaire. Il faut bien sûr 
prendre en compte le fait qu'une complexification du modèle augmente le nombre de paramètres 
à identifier et augmente de ce fait l'erreur d'identification sur ces derniers. Il est possible aussi 
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d'envisager d'étudier les cellules en mode cuvée alimentée, ce qui permet un meilleurs contrôle de 
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ANNEXE A - TESTS DE RESPIRATION - CORRECTION DE 
TEMPERATURE 
Pendant les tests de respiration avec le kit développé par notre équipe (Lamboursain et al., 2002), 
il a été observé que la température suivait un cycle. La température à alors été relevée grâce à une 
sonde. La mesure en oxygène dissous étant établi grâce à une réaction, il à été supposé que cette 
dernière suivant une équation d'Arrhnius d'ordre 1 avec l'oxygène comme seul substrat, et le taux 
de réaction peut être alors écrit : 
 
Avec A0 le facteur pre-exponentiel et E l'énergie d'activation. Nos données collectées ont alors 
été linéarisé pour calculer A0 et E, et à partir de leurs valeurs une correction de température à put 
être faites sur les données de l'oxygène dissous. 
