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Abstract
This thesis describes a framework for the high level control of an autonomous unmanned 
spacecraft. Greater autonomy than currently exist is required for unmanned spacecraft to 
enable missions to distant planets and bodies. One reason for this is that the signal return 
time is too long to accommodate real-time control from the ground. A second reason is that 
spacecraft travelling to bodies where little is known of the environment (e.g. asteroids) must 
have the capability to respond to unplanned events. In addition, autonomy can help reduce 
mission operations costs, a very important factor in the current climate where more is 
expected from space missions at a lower cost.
The thesis proposes a novel architecture for an autonomous unmanned spacecraft, based on 
Distributed Artificial Intelligence (DAI), and more specifically based on the multi-agent 
paradigm. The proposed model for spacecraft control is decentralised. In this architecture, 
the spacecraft is made up of agents; the traditional ground-based controller is one agent. The 
spacecraft is goal-driven; it receives high level goals from the ground. The planning and 
scheduling of activities to achieve these goals is carried out on-board the spacecraft. The 
spacecraft is also event-driven; it reacts to events that occur on-board the spacecraft as well 
as in the environment.
A DAI architecture requires a co-ordination mechanism, and a communication structure. 
Also, distributed versions of algorithms must be provided. In this thesis, co-ordination with 
and without explicit communication and distributed scheduling were investigated, and a 
framework proposed for both these issues.
An autonomous spacecraft must have inference capability for on-board decision making to 
enable it to respond to unplanned events. Probabilistic reasoning in the form of Bayesian 
networks was used to provide the spacecraft with the capability for on-board decision 
making. Situations may arise where the spacecraft must make decisions with uncertain or 
incomplete information. The issue of decision making with uncertain or incomplete 
knowledge (e.g. co-ordination without explicit communication) was investigated using 
domain specific scenarios.
Spacecraft resources are typically very limited in capacity. On-board resource management 
should result in more efficient use of resources. A framework for an on-board resource 
manager was defined and implemented using reinforcement learning. A distributed version 
of the scheduling algorithm using reinforcement learning was developed.
Thus, this thesis describes and investigates an architectural framework for a multi-agent 
approach to spacecraft control.
Table of Contents
Chapter 1 Introduction........................    1
1.1 Background..................................................................................................................2
1.2 Distributed intelligence approach.................................................................................5
1.3 Objectives and methodology........................................................................................ 7
1.4 Organisation of thesis.................................................................................................11
Chapter 2 Survey of Current Technology............................................ 12
2.1 A quick tour of spacecraft sub-systems......................................................................12
2.1.1 Electrical power sub-system (EPS)...................................................................12
2.1.2 On-board data handling sub-system (OBDH)................................................... 13
2.1.3 Communication sub-system..............................................................................13
2.1.4 Attitude determination and control sub-system (ADCS)...................................13
2.1.5 Navigation and guidance sub-system (NGC).................................................... 13
2.1.6 Propulsion sub-system.......................................................................................14
2.1.7 Structural and thermal sub-systems...................................................................14
2.1.8 Payloads........................................................................................................... 14
2.2 Spacecraft operations..................................................................................................14
2.3 Spacecraft autonomy definitions................................................................................15
2.3.1 Automation........................................................................................................15
2.3.2 Autonomous......................................................................................................15
2.3.3 Level of autonomy.............................................................................................16
2.3.4 Autonomy period...............................................................................................17
2.3.5 Mission Level autonomy...................................................................................17
2.4 Ground-based automated planning and scheduling.................................................... 18
2.4.1 Planning............................................................................................................ 18
2.4.2 Scheduling (resource allocation).......................................................................19
2.4.3 Probabilistic reasoning about actions............................................................... 20
2.5 Ground-based automated fault management............................................................. 20
2.5.1 Strategies for diagnosis.................................................................................... 21
2.5.2 Failure recovery................................................................................................ 23
Table of Contents
2.6 The state of the art in space systems automation....................................................... 23
2.6.1 Telemetry monitoring and diagnosis.................................................................24
2.6.2 Planning and scheduling................................................................................... 26
2.6.3 Prototypes sub-systems and spacecraft.............................................................27
2.7 On going spacecraft projects...................................................................................... 27
2.7.1 ESA and PROBA............................................................................................. 28
2.7.2 NASA and Deep Space One............................................................................. 28
2.8 Trends in autonomous systems research.................................................................... 30
2.8.1 The agent paradigm.......................................................................................... 31
2.8.2 Distributed artificial intelligence...................................................................... 32
2.8.3 Some agent applications................................................................................... 33
2.8.4 Applications to the space sector........................................................................34
2.9 Summary.................................................................................................................... 35
Chapter 3 Multi-Agent Spacecraft Architecture (MASA)....................... 37
3.1 Spacecraft architecture............................................................................................... 37
3.1.1 The generic spacecraft agent............................................................................ 39
3.1.2 Agents boundaries............................................................................................ 41
3.1.3 Goal generation................................................................................................ 41
3.1.4 Agent Intentions............................................................................................... 42
3.2 Navigation and guidance agent.................................................................................. 42
3.2.1 The navigation and Guidance sub-system : an overview................................... 42
3.2.2 The navigation and guidance agent...................................................................46
3.2.3 Control Sequence............................................................................................. 47
3.3 Agent Services and Tasks.......................................................................................... 49
3.3.1 Services and tasks for navigation and guidance agent......................................50
3.4 Agent Knowledge...................................................................................................... 52
3.4.1 Content and structure of knowledge-base.........................................................52
3.5 Agent co-operation and co-ordination .......................................................................56
3.5.1 Co-ordination mechanism.................................................................................56
3.5.2 Co-ordination messages................................................................................... 57
3.5.3 Co-ordination without explicit communication................................................59
3.6 Resource allocation.................................................................................................... 63
3.7 Agent fault management............................................................................................ 64
3.8 Summary.................................................................................................................... 64
Table of Contents
Chapter 4 Automated Reasoning........................................................67
4.1 Background................................................................................................................ 68
4.2 Related work.............................................................................................................. 68
4.3 Bayesian Networks and influence diagrams...............................................................69
4.4 Automated goal arbitration........................................................................................ 74
4.4.1 Background...................................................................................................... 74
4.4.2 Implementing goal arbitration using an influence diagram.............................. 75
4.4.3 Performance of goal arbitration scheme............................................................78
4.4.4 Discussion of results..........................................................................................81
4.5 Situation Assessment..................................................................................................82
4.5.1 Background.....................................................................................  82
4.5.2 Description of scenario..................................................................................... 82
4.5.3 Solution to scenario problem........................................................... ................ 83
4.5.4 Implementing situation assessment using an Influence Diagram...................... 84
4.5.5 Performance of situation assessment...................................................  87
4.5.6 Discussion of results......................................................................................... 92
4.6 Situation Assessment with uncertain an incomplete knowledge................................ 92
4.6.1 Description of scenario..................................................................................... 93
4.6.2 Implementation of situation assessment using an Influence Diagram.............. 94
4.6.3 Performance of situation assessment.................................................................97
4.6.4 Discussion of results......................................................................................... 98
4.7 Summary and conclusions......................................................................................... 99
Chapter 5 Resource Management..................................................... 102
5.1 Background.............................................................................................................. 102
5.1.1 Problem definition...........................................................................................102
5.1.2 Desirable properties of scheduler....................................................................103
5.1.3 Related work...................................................................................................105
5.1.4 Research method.............................................................................................106
5.2 The MAS A scheduler terminology..........................................................................108
5.2.1 Resource types and classification.................................................................... 108
5.2.2 Types of requests.............................................................................................109
5.2.Requests relationships...............................................................................................110
5.2.4 Scheduling strategy.........................................................................................110
5.3 Reinforcement Learning applied to conflict resolution............................................ 112
Table of Contents
5.3.1 What is Reinforcement Learning?................................................................... 112
5.3.2 Applying RL to resource allocation............................................................... 115
5.3.3 Implementation of Resource Managing agents................................................122
5.3.4 Implementation of the scheduling processes................................................... 128
5.4 Results.......................................................................................................................134
5.4.1 Convergence curves........................................................................................134
5.4.2 Learning measures...........................................................................................139
5.4.3 Relative scheduling times................................................................................ 142
5.4.4 Co-ordination in scheduling........................................................................... 143
5.4.5 Scheduling with failures..................................................................................145
5.4.6 Co-ordination breakdown................................................................................147
5.5 Summary and conclusions........................................................................................ 148
Chapter 6 Conclusions.................................................................... 152
6.1 Summary of work.....................................................................................................152
6.2 Contributions............................................................................................................155
6.3 Future work...............................................................................................................156
Appendix A Activity Priority Scheme  ...........................................158
A. 1 Spacecraft sub-system classification.................................................................... 159
A.2 Activity priority.....................................................................................................160
A.2.1 Criticality factor.............................................................................................160
A.2.2 Loss factor......................................................................................................160
A.2.3 Usage factor....................................................................................................162
A.3 Definition of activity criticality factor................................................................... 163
A.3.1 Criticality of activities using the power resource............................................164
A.4 Effectiveness of priority scheme...........................................................................166
A.4.1 Data downloading priority.............................................................................. 167
A.4.2 Imaging activity priority................................................................................. 168
A.4.3 Pointing conflict.............................................................................................169
A.4.4 Multi-activity goal..........................................................................................170
A.5 Summary...............................................................................................................171
iv
Table of Contents
References..........................................     173
V
Publications
A Multi-agent System to learn Spacecraft Resource Management, Monekosso N.D., 
Remagnino P., AIIA 1999, 6th Congress of the Italian Association for Artificial Intelligence, 
Bologna Sept. 1999
Goal Arbitration for Autonomous Unmanned Spacecraft, Monekosso N. D ., Second 
International Symposium on Intelligent Automation and Control (ISIAC’98), Anchorage 
Alaska, May 1998
Automated Reasoning on-board autonomous spacecraft, Monekosso N.D., Remagnino P. , 
Fifth Congress of the Italian Association for Artificial intelligence, Rome (Italy), September 
16-19, 1997
On-Board Autonomy for a Low Cost Lunar Mission, Monekosso N. D., lOTh ASA/USU 
Annual Small Satellite Conference, Logan Utah, Sept 1996
Feasibility of a Low Cost Lunar Mission, Monekosso N.D., Phipps A, Chu V, Hashida Y, 
Olfield M, Jason, S, AMSAT UK Colloquium, University of Surrey, U.K., July 1996
A Low Cost Lunar Mission, Monekosso N.D., Phipps A., Chu A., Jason S., Oldfield M., 
Hashida Y., Second IAA International Conference on Low Cot Planetary Missions, The 
John Hopkins University Applied Physics Lab, April 1996
Abbreviations and Glossary
ADC Attitude Determination and Control
ASDMS Autonomous Spacecraft Data Management System
Al Artificial Intelligence
BN Belief Network
CR Conflict Resolution
cs conditional sequencing
DAI Distributed Artificial Intelligence
DP Dynamic Programming
DS1 Deep Space One (spacecraft)
EPS Electrical Power System
ES Expert System
ESA European Space Agency
FDIR Fault Detection, Isolation and Recovery
GSN Ground Station
HST Hubble Space Telescope
ID Influence Diagram
KB Knowledge Base
KBS Knowledge Base System
KS knowledge structure
MAS Multi-Agent System
MASA Multi-Agent Spacecraft Architecture
MC Monte Carlo
NASA National Aeronautics and Space Administration
NGC Navigation and Guidance Control
NOK Not OK
OBDH On-Board Data Handling
PROBA Project for On-Board Autonomy
RA Remote Agent
RCS Reaction Control System
RL Reinforcement Learning
RM Resource Manager
RSA Russian Space Agency
SFR Storage Fill Ratio
SSTL Surrey Satellite Technology Limited
TD
TLM
UoSAT
Temporal difference 
Telemetry
University of Surrey Satellite
Acknowledgements
This research was supported by the Centre for Satellite Engineering Research and Surrey 
Space Centre.
During the course of my PhD, the Royal Academy of Engineering together with Surrey Space 
Centre gave me the opportunity to spend nine months at the Jet Propulsion Laboratory and 
experience at first hand state of the art research carried out in spacecraft autonomy. I would 
like to express my gratitude to the Royal Academy of engineering and Surrey Space Centre.
I would like to thank my supervisors Professor Martin Sweeting and Dr. Jeff Ward for their 
assistance throughout the PhD. Special thanks go to all those at Surrey Space centre who 
supported me in the early days, in particular Yoshi Hashida.
Finally I would like to thank Paolo Remagnino who provided invaluable support and 
technical advice throughout the duration of my PhD, Graeme Jones and Kurshid Ahmed for 
their advice in the final stages of my PhD.
Chapter 1 Introduction
This thesis describes research carried out in the area of spacecraft autonomy. More precisely 
it describes a framework for on-board control intended to provide unmanned spacecraft with 
a high degree of autonomy. An architecture that provides an unmanned spacecraft with a 
high level of autonomy with respect to the ground control was defined. The architecture is 
based on the multi-agent paradigm. The spacecraft is composed of agents. Each agent 
performs a specialist function, which corresponds to one of the spacecraft sub-systems’ 
function. The proposed spacecraft has inference capability. This is necessary to enable the 
spacecraft to deal with unplanned events such as failures without operator intervention. In 
the context of the proposed architecture, two issues were addressed in greater detail: 
automated reasoning for on-board decision making and on-board resource management. The 
framework for automated reasoning employed probabilistic reasoning in the form of 
Bayesian networks. Bayesian networks are used for decision making in domains 
characterised by inherent uncertainty. Bayesian networks have been used in the ground- 
based diagnostic and decision making system. In this thesis, Bayesian networks are applied 
to on-board decision-making allowing the spacecraft to reason with uncertain and 
incomplete information. Thus degradation is graceful.
During the course of a mission, activities are carried out on-board the spacecraft to achieve 
the mission goals. There are two kind activities: the engineering activities and the payload 
activities. The engineering activities take care of the spacecraft health whereas the payload 
activities take care of the mission goals. Examples of payload activities are science 
observations, image capture, etc ... These activities use up resources of one kind or another. 
Thus the agents that oversee the activities are resource providers or resource users or both. 
The resource manager within an agent must allocate resource in a manner so as to maximise 
mission goal achievement. A framework for resource management based on Reinforcement 
Learning was developed in this research work. Each agent manages a single resource so that 
the problem is a distributed scheduling problem where the agents must co-operate and co­
ordinate to produce a schedule for the activities. Reinforcement learning has been shown to 
provide better results to current scheduling techniques for the NASA payload-scheduling 
problem and was used for the resource management framework.
In this chapter, the context of the research is presented. Beginning with a brief background 
to the research area, the motivations for undertaking this work, and the objectives and 
methodology of the research are presented. In the final section of this chapter, the 
organisation of the thesis is given.
1
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1.1 Background
For the purposes of comparing spacecraft autonomy levels, Marshall [Marshall81] devised a 
classification scheme consisting of eleven levels. At the low end is level 0, the most basic 
open-loop control system, and at the high end is level 10, a very sophisticated system the 
technology for which is not yet available. Following this classification scheme, current 
commercial and scientific spacecraft including the UoSAT1 micro-satellites would be 
classified at level 4 with some elements of a level 5 autonomy. At level 4, the spacecraft is 
capable of executing stored pre-defmed command sequences based on timing and /or 
sensing of mission events. Ground initiated changes to command sequences may be checked 
on board for syntax errors. The spacecraft uses coding or other self checking techniques to 
minimise the effects of internally generated data contamination, and requires ground 
intervention for fault recovery. The most sophisticated civilian spacecraft to date Deep 
Space One - DS1 (launch date Oct. 98), under this classification scheme would be classified 
at level 5. The spacecraft is capable of on-board activity planning although the planning is 
limited to orbit manoeuvre planning and image capture [Muscettola97].
Spacecraft operations includes all activities operators must perform to command and control 
a spacecraft [Negron92]. In a traditional set up, the schedules for spacecraft operations are 
generated on the ground and transmitted to the spacecraft when it passes over the ground 
station. The schedule is a list of activities described by command sequences, for the 
spacecraft to accomplish at predetermined times. Depending on the level of on-board 
automation, the breakdown of activities into command sequences is more or less detailed 
and is generated by an operator usually with the help of computers on the ground. 
Automation both on the ground and space segments2, has provided a certain level of 
independence from human operators and there will always be room for automation. 
However it performs badly (or not at all) when confronted with unplanned events such as 
permanent or transient system failures. Unpredictability could also be the result of 
environmental conditions such as solar flares or unknown gravitational fields at uncharted 
planets, and other bodies such as asteroids. An autonomous spacecraft should be capable of 
generating its own goals in response to external events and capable of acting upon these 
goals.
There are a number of reasons in support for greater autonomy. These are
1 University o f  Surrey spacecraft
2 The ground segment is the control equipment at the ground station and the space segment is the spacecraft.
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1. To give the spacecraft the capability to respond to unpredicted events,
2. To enable missions where the signal return time is too long to allow real-time 
control from the ground,
3. To operate during periods of no-visibility from ground station
4. To provide greater fault tolerance and reliability,
5. To help operate increasingly complex spacecraft,
6. To reduce operations costs.
The first reason was mentioned above, the capability to respond to unpredicted and 
unplanned events. The second reason is that as spacecraft travel ever greater distances, the 
signal return time becomes too long to allow real-time control from the ground. Past and 
present spacecraft have used pre-defined command sequences to overcome this problem but 
as said before this limits the spacecraft responses to those events that can be planned for 
prior to the event.
The third reason concerns both interplanetary and Earth orbiting spacecraft and is the long 
periods of no-visibility. As the spacecraft orbits the Earth, it spends long periods of time out 
of contact with ground control (with the exception of geostationary satellites). Similarly 
interplanetary spacecraft will spend periods of time out of reach of ground stations, and 
these periods may coincide with critical phases in the mission. For example orbit insertion 
may occur ‘behind5 the planet out of view of the ground station. The answer to this problem 
has been (in addition to storing predefined command sequences) the use of multiple ground 
stations located throughout the globe e.g. the Deep Space Network (DSN), but this is a very 
costly solution. For example, in nominal conditions for the CLEMENTINE mission (lunar 
mapping phase), tracking of the spacecraft from the ground was achieved over 60% of every 
orbit except during lunar occultation phases when the tracking was reduced to 40% [Yee95]. 
The Lunar Prospector [Lozier96] spacecraft requires 70%-90% of continuous tracking for 
science data return [Homstein96]. The NEAR spacecraft [Santo96] during its asteroid 
rendezvous and prime science phase requires near continuous tracking [Homstein96]. In 
addition to the cost factor, the DSN network is increasingly oversubscribed because of the 
increasing number of missions and the increasing mission lifetime [Hornstein96].
The fourth reason in favour of greater autonomy is reliability. Autonomous fault tolerance 
should bring about greater reliability. An autonomous spacecraft must be provided with 
some degree of fault detection, isolation and recovery allowing it to recover from and 
operate in the presence of faults.
The fifth reason is that autonomy will help operate complex spacecraft. As more in term of 
payload complexity is expected from space missions, spacecraft are evolving into highly
3
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complex systems capable of increasingly complex tasks. The complexity of the operations 
tasks increases with the increasing complexity of the spacecraft. This places greater 
demands on the operations team. As the scheduling of spacecraft activities becomes more 
demanding and complex, the greater the likelihood of human failures (e.g. sending the 
wrong command). Giving the spacecraft the capability to take over some of the scheduling 
of tasks can alleviate this problem.
Finally spacecraft operations has traditionally required large teams. However with the 
reductions in space budgets, there is a requirement to reduce the size of the operations team. 
Autonomy both in the ground and in the space segments can help achieve reductions in 
costs.
For most missions there is at least one beneficial reason for introducing autonomy. Yet very 
little in the way of on-board autonomy has made it to space [Monekosso96]. Space-based 
autonomy technology lags behind ground-based technology. While engineers have 
prototyped autonomous spacecraft functions, there is a strong reluctance to allow the 
migration of the prototype technology to flight systems because of the perceived risks of 
such technology. The risks are present because the systems may incorporate design 
deficiencies as with any new technology, and are highly complex and difficult to verify. The 
high cost of engineering these autonomy systems is another reason for the slow migration.
Until recently, efforts to decrease the reliance on human operators of spacecraft operations 
have concentrated on increasing the automation at the ground station (ground segment). 
Automation takes the form of automated monitoring of telemetry and diagnosis [Doyle94], 
[Fromont95], and activity planning and scheduling [Fukunaga97], [de Pedro95], 
[Johnston92]. More recently (90s) research work has gone into placing on board the 
spacecraft certain functions usually carried out on the ground. The functions in question are 
activity planning and monitoring and diagnosis [Muscettola97], [Pell97].
The level of autonomy for unmanned spacecraft that is aimed at in this research is the 
capability to plan on-board activities from goals and autonomous fault tolerance. A goal is a 
command at a higher lever of abstraction. The goals may be generated on the ground and 
submitted to the spacecraft in a high level natural language or more importantly, generated 
on-board by the spacecraft itself. Goals arising from the ground are mission goals such 
“image a target”. This goal must be decomposed into tasks and sub-tasks on-board the 
spacecraft and executed without any further intervention from the ground. On the other 
hand, in order to generate its own goals, the spacecraft must be capable of sensing the
4
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environment and reacting without ground intervention. Current spacecraft have a huge array 
of sensors for sensing both the spacecraft internal states and the environment external to the 
spacecraft. At present this information is transmitted back to the ground as telemetry for 
evaluation. The use of this information on-board the spacecraft is generally limited to 
relatively simple fault detection and isolation with predefined hard-wired responses3. These 
spacecraft cannot respond to unplanned events. The greatest challenge is to provide the 
capability for responding to unplanned events. The telemetry data gathered must be used on­
board the spacecraft to generate goals in response to the events and the responses should not 
be limited to predefined sequences. This implies some capability for reasoning about events 
on-board the spacecraft. Reasoning is the capability to draw conclusions from observed 
events and decide on the next course of action.
The research described in this thesis explored the architectural issues for an autonomous 
spacecraft. A method for on-board reasoning was investigated and a framework for on-board 
scheduling was developed.
1.2 Distributed intelligence approach
In the previous section, the reasons for increasing spacecraft autonomy with respect to the 
ground segment were discussed. The prime motivation for this research is to provide 
autonomy to enhance spacecraft capability. The types of missions targeted are those for 
which the signal return time is too long to accommodate real time control from the ground, 
or where the spacecraft spends long periods out of sight of ground stations. An architecture 
for spacecraft control that will provide the required level of autonomy is needed. Inspiration 
for the architecture was sought in the area of Artificial Intelligence (Al).
This thesis straddles two major areas, namely spacecraft engineering and Al. In this work, 
Al paradigms are applied to the problem of unmanned spacecraft control to introduce a 
higher degree of autonomy with respect to the ground segment. The paradigms in question 
are Distributed Artificial Intelligence (DAI) and more specifically Multi-Agent Systems 
(MAS). A DAI system, as a distributed reasoning system, is composed of a set of separate 
modules, called agents, and a set of communication paths between the modules [Rich91]. 
This definition covers a wide range of systems from completely centralised control with 
shared knowledge at one end of the spectrum to decentralised control where the control and 
knowledge are distributed. A centralised architecture is currently the standard model for 
spacecraft control. In the wider fields of complex system engineering, distributed systems
J Excluding ACS closed loop control
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are believed to have advantages over monolithic systems. A further motivation for the 
research work is to discover if the DAI and MAS paradigms are applicable to the 
autonomous spacecraft domain and if the benefits generally associated with DAI extend to 
the domain. The advantages [Rich91], [Moulin96] attributed to distributed artificial 
intelligence (DAI) are system modularity, efficiency, speed, the ability to use of 
heterogeneous reasoning, multiple perspectives, reliability, and the fact that DAI is suited to 
inherently distributed systems. These are described in more detail below:
System modularity - facilitates system design and maintenance of a system. Smaller 
independent modules are easier to build and maintain than a single large system performing 
most if not all functions.
Efficiency - reasoning tasks can be made more efficient by limiting the knowledge available 
to the task since not all knowledge is needed for all tasks.
Faster problem solving - distributed processing can speed up problem solving by 
paralleling tasks and taking advantage of faster computer architectures.
Heterogeneous reasoning - different problem solving techniques and representations that 
are better suited to each task may be used.
Multiple perspectives - it is difficult for several designers to produce a coherent knowledge 
base.
Reliability - problem solving can continue even if one module fails, another module can 
take over the function of the failed module. Alternatively the processes of the failed module 
may be transferred to another module.
Distributed problems - certain problems are inherently distributed and therefore a 
distributed reasoning approach would be advantageous.
The spacecraft as a complex system is inherently modular and functionally distributed. A 
spacecraft is composed of sub-systems, each with a well-defined function. The key sub­
systems form the backbone known as the bus of the spacecraft upon which the secondary 
sub-systems known as payload systems depend. The spacecraft bus consists of the power 
sub-system, the communications sub-system, the attitude determination and control sub­
system, and the orbit determination and control sub-system (often referred to as the 
navigation and guidance system). The power sub-system supplies electrical power to the 
entire spacecraft. The communication sub-system allows communication between the 
spacecraft and the ground segment. The attitude determination and control sub-system 
provides knowledge of the spacecraft orientation in space and controls the orientation. The 
orbit determination and control provides knowledge of the spacecraft orbital position and
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controls the orbit. Secondary or payload sub-systems are the science payloads e.g. imaging 
systems. The sub-systems pursue local goals, and it is the combined actions of the sub­
systems that achieve the mission goals. This modularity of the spacecraft should be 
exploited to ease the design and maintenance of the spacecraft system as a whole.
Sensors called status points are distributed throughout the spacecraft. These serve in 
spacecraft health monitoring and fault diagnosis. The efficiency of reasoning processes 
associated with monitoring and diagnosis may be improved by distributing the processes. 
Each local diagnostic process will have fewer status points to deal with and will cater for a 
single sub-system. The distribution should also speed up the problem solving.
Some of the sub-systems functions are complex and CPU intensive (e.g. attitude 
determination and control, and orbit determination and control sub-systems) and would 
benefit from dedicated processors that cater for the specific needs. An additional benefit of 
using multiple processors is that it introduces redundancy for recovering from processor 
failures. The different sub-systems perform different functions, and if one module fails, the 
processes supported by the module can be transferred to another module.
In addition to distributed reasoning algorithms, a DAI system requires a communication 
structure to connect the modules. In a DAI system, the modules must co-operate and co­
ordinate actions to efficiently solve problems and achieve global goals. Thus a co-ordination 
mechanism must be provided. There are a variety of approaches to co-operation and co­
ordination. Agents need not co-operate at all but in the spacecraft domain co-operation is 
required. The approaches can be classified according to whether a single agent has overall 
control or no agent has overall control. In a centralised system, a single agent in the system 
has control, and decomposes the global problem to be solved and assigns each sub-problem 
to each agent. Alternatively the agents may negotiate for a sub-problem to solve. In the case 
where no agent has overall control, the agents must co-operate in forming a plan for solving 
the problem in which, each agent constructs a partial plan.
1.3 Objectives and methodology
The primary aim of this research is to test the applicability of the multi-agent paradigm to 
the unmanned spacecraft control domain and to define a novel architecture for on-board 
spacecraft control that is distributed and decentralised.
The objectives were
l. to define a novel architecture for a spacecraft based on three technologies; the 
multi-agent paradigm, Bayesian networks and Reinforcement learning,
7
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2. to investigate co-ordination with and without explicit communication in the 
context of the proposed architecture by developing a framework for automated 
reasoning capable of operating with uncertain and incomplete information,
3. to investigate on-board resource management as a distributed scheduling 
problem by developing a scheduler.
The first objective was to define a multi-agent architecture for spacecraft control that 
supports the required level of autonomy discussed in section 1.1. The spacecraft must be 
goal driven, receiving high level goals from the ground segment. The planning and the 
execution of the activities that make up the goals take place on-board without ground 
intervention. The spacecraft must also be event driven i.e. it must be capable of sensing the 
environment including the spacecraft status and responding by generating internal goals 
upon which it acts.
A multi-agent framework requires a co-ordination mechanism, the second objective was to 
define a co-ordination mechanism and to investigate the effect of co-ordination breakdown. 
Potentially a failure (e.g. a communication failure) could cause co-ordination breakdown 
between agents and eventually system failure. A means must be provided such that in the 
event of communication failure the degradation is graceful.
The spacecraft has resources (e.g. power, memory, etc...) that must be shared between 
activities. As in any system with limited resources, the issue of resource management is an 
important one. The resources must be allocated in a manner to optimise the achievement of 
goals. The third objective was to develop a framework for resource allocation. In the context 
of the proposed architecture, the resource management problem is a distributed scheduling 
problem.
In the remainder of this section, the research methodology is discussed. A distributed model 
was chosen for the architecture first because of the advantages it has over a monolithic 
centralised system (as discussed in section 1.2) and second to exploit the functional 
distribution of the spacecraft. The starting point of the research was to develop an 
architecture the foundation for which is the multi-agent system paradigm. “A multi-agent 
system is a loosely coupled network of problem solvers that work together to solve a 
problem that is beyond their individual capabilities” [Durfee89]. In the proposed 
architecture, the spacecraft is made up of a collection of agents that must co-operate by 
working together and co-ordinate actions to achieve goals. All agents are modelled alike but 
each independent agent has a specialisation that allows it to control a spacecraft sub-system.
Chapter 1 Introduction
No single agent can achieve a mission (global) goal on its own, only by co-operating can the 
mission goals be achieved.
The diagram in Figure 1- 1 shows the research road map. Two paths were followed. The 
first path took the research into the area of agent co-ordination and co-ordination 
breakdown. The co-ordination mechanism was designed to exploit the organisational 
structure of the spacecraft as a system. “The organisational structure defines implicitly the 
agent’s responsibility, capability, connectivity and control flow” [Nwana96]. The co­
ordination requirements for the navigation and guidance agent were defined based on 
domain specific scenarios. The scenarios described the interactions that take place during a 
spacecraft manoeuvre between the spacecraft navigation and guidance and attitude control 
sub-systems. The co-ordination mechanism defined is message based. Co-ordination takes 
place when an agent places a request for a service or a resource. The agents responsible for 
the service or resource endeavours to provide the resource or service requested.
Failures will occur in the spacecraft and these failures may result in co-ordination 
breakdown (e.g. communication failures). For a system that relies on explicit 
communication for co-ordination, the consequences can be serious. The effects of co­
ordination breakdown were investigated and a framework for continued operation in the 
event of co-ordination breakdown was developed. The framework provides the agents with 
the means to continue operating when knowledge is uncertain or incomplete so that 
degradation is graceful. The framework is based on a type of probabilistic reasoning: 
Bayesian networks [Jensen96].
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Figure 1-1 Research road map
The second path in the road map took the research into the area of distributed resource 
allocation. The resource management function was defined and implemented using the 
Multi-Agent System (MAS) paradigm. The agents are viewed as both resource providers 
and resource users. Resources in any spacecraft are limited in capacity so that it is not 
always possible for a resource manager/provider to satisfy all requests. Several activities 
may be competing for a single resource. In such a case, the resource manager must allocate 
resource to the most critical activity. The role of the resource manager is to allocate the 
resource in a manner so as not to endanger the spacecraft and to maximise mission goals. 
Resource conflict resolution is based on activity priority.
The resource allocation function was implemented using a machine learning technique 
called Reinforcement Learning (RL). RL has previously been applied to the problem of 
resource constrained scheduling [Zhang98] but in this thesis the technique was extended to 
operate within a distributed system. A distributed version of the RL technique applied to the 
resource constrained scheduling problem was developed. In the distributed resource 
allocation problem, a resource manager manages each resource. Only the agent that manages
10
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the resource has knowledge of all the constraints imposed on the resource. Individual agents 
cannot generate a complete schedule involving resources belonging to another agent. Co­
operation and co-ordination between the agents is necessary to arrive at a feasible schedule. 
When failures occur, these are manifested by a reduction in resource capacity. The method 
was extended by applying the Reinforcement Learning techniques to the problem of 
scheduling with failures.
1.4 Organisation of thesis
Chapter 2 starts with a brief description of the spacecraft for readers not familiar with 
spacecraft engineering and spacecraft operations. It continues with a description of current 
technology in automated planning and automated fault management. The chapter ends with 
a survey of the state of the art in spacecraft autonomy and what can be expected in the 
future.
The multi-agent spacecraft architecture is explored in chapter 3. First the generic agent 
structure is described followed by an example of an agent: the navigation and guidance 
system whose internal structure is described. In this chapter, the co-ordination mechanism 
and agent knowledge are discussed. Resource management is briefly introduced as a 
precursor to chapter 6.
Automated reasoning is discussed in chapter 4. The chapter begins with an introduction to 
probabilistic reasoning in the form of influence diagrams and goes on to describe a 
framework developed for dealing with uncertain and incomplete knowledge in the 
spacecraft. Probabilistic reasoning is applied to three examples in the spacecraft domain. 
Resource management on-board the spacecraft is dealt with in chapter 5. The 
implementation of the resource allocation function is described. The machine learning 
technique, reinforcement learning, is introduced and its application to resource allocation 
on-board the spacecraft is described.
In chapter 6, the work described in this thesis is summarised, conclusions drawn. 
Contributions and future work are discussed.
II
Chapter 2 Survey of Current Technology
In this chapter a survey of current and new technology is presented. The technology on­
board spacecraft lags ground based technology. In order to see what technology would be 
applied to spacecraft in the near future, one needs to look at the current state of the art in 
ground based system. In this chapter current ground-based and space-based technologies 
will be presented. A survey of trends in ground based autonomous systems in general and 
specifically robotics is discussed to show what can be expected for future space systems.
This thesis straddles two very different areas; an introduction to the subjects will be given. 
The chapter begins with a brief introduction to spacecraft engineering and spacecraft 
operations followed by the definition of the terms autonomy and autonomous spacecraft. 
Next strategies for ground-based automated planning and scheduling and automated fault 
management are discussed. The chapter continues with a survey of the state of the art in 
spacecraft automation both ground and space based technology and concludes with a look at 
what is to come in the wider field of autonomous systems.
2.1 A quick tour of spacecraft sub-systems
Spacecraft will differ to a certain extent depending on the mission for which they are 
designed. In the work presented in this thesis we restrict ourselves to orbiting spacecraft and 
fly-by spacecraft. However whatever the mission, the spacecraft will share the same core 
sub-systems. These core sub-systems are the electrical power sub-system, the on-board data 
handling sub-system, the communications sub-system, the attitude determination and 
control sub-system, the navigation and guidance sub-system, the propulsion sub-system and 
the structural and thermal sub-systems. Not all types of spacecraft will necessarily carry all 
the sub-systems, and indeed the manner in which each sub-system carries out its function 
may differ from spacecraft to spacecraft, e.g. spin stabilised versus 3-axis stabilised. In 
addition to the core sub-systems, a spacecraft will carry one or more payloads that are 
mission dependent. The reader is referred to the [Chetty91], [Larson92], and [Sellers94] for 
more information on spacecraft systems engineering.
2.1.1 Electrical power sub-system (EPS)
This is the core sub-system without which no spacecraft can survive. The functions of the 
EPS are to generate and supply electrical power to the spacecraft over the lifetime of a 
mission. The primary source of power is photovoltaic (solar) cells or radioisotope thermo­
electric generators, solar power generation being the most common method. The power
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generated is used directly to power the spacecraft and to recharge batteries during sunlight. 
In eclipse the batteries supply the power to the spacecraft.
2.1.2 On-board data handling sub-system (OBDH)
The On-Board Data Handling (OBDH) sub-system is responsible for the overall 
management of a spacecrafts activity. It also maintains timing, interprets commands from 
Earth, and collects, processes and formats the telemetry data destined for Earth. Telemetry 
comprises both housekeeping data and science data. The OBDH sub-system is usually 
responsible for any on-board fault management. With some exceptions, the OBDH sub­
system controls mass storage such as solid-state or tape recorders.
2.1.3 Communication sub-system
The communication sub-system comprises of transmitters, receivers, and antennas. As the 
name suggests, the transmitter is used to transmit data to the ground station, and the receiver 
receives commands from the ground station. The spacecraft antenna complement usually 
comprises a high gain antenna and a low gain antenna.
2.1.4 Attitude determination and control sub-system (ADCS)
A spacecraft attitude, its orientation in space, must be stabilised and controlled to meet the 
requirements of bus sub-systems and payloads. The high gain antenna must be accurately 
pointed to Earth during communication. For a body mounted antenna, the spacecraft attitude 
will determine the pointing of the antenna. Similarly, certain payloads such as imagers 
require accurate pointing and stability while operating. Spacecraft attitude also plays a part 
in the spacecraft thermal requirements. The attitude must be controlled so that the heating 
and cooling effects of sunlight and shadow may be used for thermal control.
Stabilisation can be achieved through spin, in a spin-stabilised spacecraft, or through the use 
of thrusters or reaction wheels in a three-axis stabilised spacecraft. For attitude 
determination, star trackers, star scanners, sun sensors, and planetary limb detectors are 
used.
2.1.5 Navigation and guidance sub-system (NGC)
Strictly, navigation refers to orbit determination (spacecraft position, velocity or orbital 
elements). Guidance refers to orbit control to meet some pre-determined state [Wertz92]. 
The purpose of the navigation and guidance sub-system is to direct the spacecraft in its orbit 
either under ground control or autonomously. To do this it must first determine the 
spacecraft current orbital parameters and compute the necessary changes to achieve the 
nominal orbit. The orbit knowledge is generated either on-board or, more generally, by 
providing the ground station with the necessary information (sensor outputs) to determine
Chapter 2 Survey of Current Technology
13
the orbit. The navigation and guidance sub-system must also generate and oversee execution 
of commands for orbit control. The elements of a navigation sub-system are usually shared 
between the ground and the space segment1.
2.1.6 Propulsion sub-system
Spacecraft are provided with propulsive devices (thrusters and engines) in order to maintain 
or restore three-axis stability, to control spin, to execute orbit change manoeuvres and to 
make minor trajectory adjustments.
2.1.7 Structural and thermal sub-systems
The mechanical structure is designed to support all bus systems, payloads and instruments. 
The bus as it is known, is the backbone of the spacecraft. It shields delicate components 
from the environment. Its surface finish provides some thermal control.
2.1.8 Payloads
A spacecraft will normally carry a complement of payloads that vary with the mission type. 
The payloads are the science instruments and imaging systems employed in achieving the 
mission goals.
2.2 Spacecraft operations
Current spacecraft operations depend heavily on a regular and in some cases near- 
continuous radio link between the ground station and the spacecraft. The planning and 
scheduling of activities is performed on the ground and transmitted to the spacecraft.
Mission operations have four major elements, namely spacecraft operations, engineering 
support, mission planning, and personnel training [Negron92]. This research is concerned 
with the first two and particularly with the automated planning and scheduling of spacecraft 
operations.
Spacecraft operations starts with early-orbit commissioning when detailed testing of all 
spacecraft sub-systems is performed. Following the first phase, nominal operations begin 
and consists of commanding the spacecraft, monitoring sub-systems, managing payloads, 
recovering payload data, resolving anomalies, and analysing trends in spacecraft telemetry. 
The amount of activity is primarily a function of the mission objectives, complexity of the 
spacecraft, and spacecraft visibility. For example spacecraft with no active attitude 
(stabilisation) control or orbit control require far less commanding than actively controlled2
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2 A  spacecraft having active attitude stabilisation and orbit control capability
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spacecraft (assuming no on-board control). Routine spacecraft operations that deal with 
nominal tasks have traditionally been planned and scheduled on the ground by human 
operators.
Engineering support plays a role in the more complex activities and particularly in crisis 
management. Two important activities of engineering support are analysing trends and 
finding a work-around to problems. Engineering support also involves the planning and 
verification of complex activities such as manoeuvres for orbit and attitude control.
2.3 Spacecraft autonomy definitions
In this section the terms automation and autonomy are defined and discussed in relation to 
the spacecraft domain.
2.3.1 Automation
In [Hawkins91], automation is defined as something done without human intervention, or 
something done spontaneously without conscious thought or intention. The action is pre­
defined in script; all that needs to be done is execute the script.
In the spacecraft domain, there are numerous examples of automation, both in the ground 
and space segments. In section 2.6, examples are described including automated monitoring 
of telemetry and automated scheduling of spacecraft activities.
2.3.2 Autonomous
In [Hawkins91], autonomous is defined as having self-government or having the capability 
for acting independently or having the freedom to do so. Self-government implies that the 
autonomous entity must be capable of self-management. The definition is broad and covers a 
wide range of autonomous behaviours. At the high end of the scale, the autonomous agent 
will generate goals from internal desires. At the low end of the autonomy scale, the 
autonomous agent generates goals in response to external events. Applied to the spacecraft 
control domain, the spacecraft must be capable of creating goals, which are either generated 
in response to a high level command from mission control or in response to external events. 
The spacecraft is goal driven as well as event driven.
A definition of spacecraft autonomy that goes beyond the traditional definition states the 
spacecraft must react to unplanned events not just by executing pre-planned command 
sequences or event-driven rules but by having inference capabilities (i.e. the capability to 
deduce) on-board to generate the commands necessary to respond to whatever unplanned 
events are encountered [Carraway96]. Unplanned events include hardware and software 
failure.
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2.3.3 Level of autonomy
Marshall [Marshal81] defined 11 levels of autonomy. Level 0, the most basic system, 
operates in an open loop fashion. Level 10 systems are highly autonomous. These levels 
were defined in relation to military spacecraft to meet the specific requirements of military 
operations. However the definitions for most levels are applicable to civilian space 
exploration or commercial spacecraft. For those definitions that are specifically relevant to 
military situations such as war, a civilian requirement can be extrapolated. For example 
dealing with unexpected (missile) threats can be equated to an exceptionally large solar 
flare, or even space debris in a near Earth orbit. Unknown external threats abound in 
interplanetary travel, unknown gravitational fields is the most common. In Table 2- 1 the 
levels are summarised.
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Level Description
0 Open-loop control, responds to pre-defined commanded received from ground control
i Some close-loop control, stores & executes pre-defined command sequences
2 Includes redundancy and redundancy switching on failure controlled from ground
3 Senses mission critical faults & performs self preserving switching actions, contingency software
4 Executes pre-specified & stored commands based on timing or sensed mission events
5 Autonomous fauit tolerant, operates in presence of faults, maximise performance based on resource
6 On-board command generation validation, execution
7 Autonomous response to pre-defined change in environment
8 Operates successfully in presence of latent design flaws
9 Internal re-organisation & dynamic task deduction based on unexpected events in externa 
environment
10 Mission objectives adaptive and re-programmable, maximise system utility,
Table 2- 1 Levels of autonomy
Each level will possess the attribute of the preceding level plus additional attributes. The 
following description of the levels is taken from [Marshal81].
At level 0, the spacecraft operates in an open loop mode controlled from the ground. There 
is no redundancy and no on-board control o f state parameters. It responds to pre-defined 
commands received from the ground but there is no command storage for future time or 
event dependent execution. At level 1, there are on-board devices to sense and control state 
parameters, the spacecraft stores and executes command sequences based on mission- 
critical time tags. There is some functional redundancy. At level 2, there is block 
redundancy, with ground controlled switching o f spare resources. Ground restores 
operations after failure if resources are available and requires operator interaction for fault 
recovery... At level 3 the spacecraft is capable of sensing mission-critical fault conditions, 
and performing self preserving switching actions. Stores contingency or redundant software 
and is capable of being restored to normal operation following a failure. Watchdog timers
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are used to protect resources. At level 4 it is capable o f executing pre-defined and stored 
command sequences based on timing and /or sensing mission events. Ground initiated 
changes to command sequences may be checked on board for syntax errors. Uses coding or 
other self-checking techniques to minimise the effects o f internally generated data 
contamination, and requires ground intervention for fault recovery. At level 5 in addition to 
the level 4 characteristic, it is autonomously fault tolerant by virtue o f being capable o f 
operating in the presence o f faults specified a-priori by employing spare system resources 
where available. At level 6, the spacecraft is capable o f command generation and validation 
prior to execution. The commanding may be in a high level pseudo-English language. At 
level 7, the spacecraft is capable o f autonomous response to a change in the external 
environment defined a-priori for mission preservation. At level 8, it is capable of operating 
in the presence o f latent design errors, which could cause loss o f major mission objectives. 
At level 9, the spacecraft is capable of task deduction and internal re-organisation upon 
anticipated changes in the external environment. Finally at level 10, the spacecraft is 
capable of task deduction and internal re-organisation upon un-anticipated changes in the 
external environment.
The current UoSAT3 class of spacecraft is classified at level 4 with some level 5 attributes 
namely ‘being capable of operating in the presence of faults specified a-priori by employing 
spare system resources where available’. The most advance civilian spacecraft would be 
classified at level 5.
2.3.4 Autonomy period
This is defined as the time during which the spacecraft must operate autonomously (within 
given autonomous functions). The duration can last from a few hours to a few months 
[Marshall81]. The choice is mission dependent and decided at the mission definition stage. 
During system design, the subsystems’ autonomous functions (required to meet the mission 
autonomy) are defined. An example of mission level autonomy definition is stated below 
[ESA/MATRA-b].
2.3.5 Mission Level autonomy
Mission level autonomy is that required to manage on-board spacecraft operations. At the 
mission level, the on-board autonomous functions are categorised into routine and crisis 
management [ESA/MATRA-a].
Routine Management
J University o f  Surrey Spacecraft
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Routine management includes the housekeeping functions, resource management, status 
check of subsystems, other routine management functions e.g. battery reconditioning, 
performance checks, and payload operations. Grant [Grant94] states that in the addition to 
the above routine management, the on-board operations planning should be goal driven4. A 
goal-driven spacecraft will plan activities on-board and perform these activities based on 
goals.
Crisis Management
Crisis management is the domain of fault detection isolation and recovery (FDIR).
2.4 Ground-based automated planning and scheduling
To date, planning and scheduling of spacecraft activities are done on the ground manually or 
more commonly with the help of command generation tools and in some case more 
sophisticated planning and scheduling tools. The spacecraft Deep Space One (launched ‘98) 
is one exception with its own on-board planner.
In this section, planning techniques will be reviewed briefly. Planning is the process of 
formulating a plan. ‘A plan is a description of a set of actions or operations, in a prescribed 
order, which are intended to reach a desired goal’ [Hopgood93]. A broader view of planning 
defines planning as any sort of construct which constrains or guides actions [McDermott91], 
[McDermott95]. Scheduling is a special case of planning. The planning and scheduling 
techniques have become more refined and better able to deal with real world problems. The 
two applications of planning of direct relevance to this work are scheduling payload 
operations and action planning for control. In the remainder of this section, planning and 
scheduling techniques will be discussed.
2.4.1 Planning
The first attempts at programming computers to perform planning are now referred to as 
classical planning. They relied on a representation of the world (or domain) at an instant in 
time, used to move from the initial state to the final desired goal state (state based). A set of 
actions or operators is required to transform the initial state and subsequent states until the 
final state is reached. Such a system assumes that the world does not change while planning 
is in process and is thus inadequate for use in dynamic environments and most real 
situations. Other problems associated with classical planners are: which aspects (what or 
how much) of the world must be represented, and what aspects of this representation are 
altered by each operation. The earliest planner STRIPS, assumes (a.k.a. STRIPS
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assumption) that all aspects remain unchanged by an operation except for those explicitly 
modelled by the operation [Hopgood93].
At the other end of the spectrum is Reactive Planning. It was devised to overcome the 
inability of true classical planners to deal with dynamic environments. It relies on inputs 
from sensors to continuously monitor the environment and react to any changes in the 
environment detected by sensors. At the far extreme of reactive planning systems there is no 
internally stored state (i.e. no world representation). Most current systems incorporate 
elements of the two systems described here.
A planner operating in a dynamic environment must have the capability to re-plan on-line. If 
the world model changes whilst executing a plan it must detect the changes and re-plan 
accordingly. The planning problem becomes more complex when multiple planning systems 
interact as in a distributed system.
2.4.2 Scheduling (resource allocation)
In Chapter 6, an implementation of a scheduler for resource allocation within the proposed 
architecture is described. Scheduling is a special case of planning where the actions are 
known and it remains to allocate time and resources to the operations [Hopgood93]. There 
are two mainstream approaches to the resource constrained scheduling problem. The 
Operational Research (OR) approach and the Artificial Intelligence (Al) approach. In the 
thesis we are concerned only with the Al approach which itself can be divided into rule- 
based systems, knowledge-based systems and re-enforcement learning systems.
Rule-based system approach
In rule-based systems, generic and domain specific knowledge are encoded into rules that 
direct the search for a feasible schedule. A rule-based system comprises three parts. The 
rule-base (or knowledge base), the working memory, and the inference engine. The rule-base 
contains a set of rules in the form IF ... THEN ... that encode the heuristics for solving a 
given problem. The working memory contains all known information (facts) about the 
problem. The inference engine controls the process, interpreting and firing applicable rules 
from the rule base, adding to the facts contained within the working memory. The effect of 
applying the rules is to update and add new information to the working memory. The 
process is complete when the working memoiy contains a solution to the problem. The rule- 
based approach has been widely used to solve specific problems in several domains. One 
such application is MAEOBS a ground-based mission analysis tool, incorporating a 
scheduler designed to generate optimal mission timelines for instrument usage, for data 
recording/play-back, and for communication with the ground station [de Pedro95]. 
MAEOBS is built using a generic expert system, the domain specific knowledge is encoded
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in the rule set. The domain knowledge includes the user’s request, the instrument(s) 
resources and constraints, the platform (spacecraft) resources and constraints, the ground 
segment resources and constraints, the instrument operational strategy and any optimisation 
criteria.
Knowledge-based system approach
Early attempts at solving the scheduling problem viewed it as a constraint satisfaction 
problem. The problem is represented in terms of a set of variables V, a set of domains D for 
the variables and a set of constraints C on two or more variables in Y. A schedule is an 
assignment to all of the variables that satisfies all the constraints. For the job shop problem, 
there are many ways to formulate the problem; most commonly it is formulated as finding a 
consistent set of start times for each operation in the job [Cheng95], This approach, 
including the constructive method and the iterative repair method, is discussed in Chapter 6.
Reinforcement learning approach
More recently, Reinforcement Learning (RL) has been applied to the scheduling problem. 
RL is a machine learning technique that involves learning by trial and error from 
interactions with an environment. In [Zhang98], RL is applied to the task of scheduling 
payload processing for NASA’s space shuttle program. [Zhang98] reports results that show 
an improvement in scheduling over schedulers that use iterative repair. RL applied to 
scheduling will be discussed further in Chapter 6.
2.4.3 Probabilistic reasoning about actions
This thesis is not concerned with planning per se. However in chapter 5, action selection 
using a probabilistic framework was investigated. The action selection is achieved using 
Influence Diagrams (ID). The influence diagram is a special type of Bayesian network 
[Charniak91], [Jensen96], [Pearl88]. Bayesian networks are used for automated decision 
making where uncertainty prevails and have been used in control and diagnosis. Some 
diagnostic systems that use Bayesian networks are described in section 2.6.1. The topic will 
be discussed in greater detail in Chapter 5.
2.5 Ground-based automated fault management
Fault management encompasses all activities related to faults. It is not restricted to fault 
detection and isolation alone, but includes any activity that deals with the after effects of the 
fault such as re-planning and re-scheduiing. Ground-based fault detection, and isolation for 
spacecraft operates on telemetry data received at the ground station. Diagnosis of a fault in a 
spacecraft presents certain challenges: namely correct operation is context-dependent and
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the response times (to failure) must be kept short. The component parts of a spacecraft sub­
system not only interact with one another but also with the environment. For example a solar 
array sensor reading must be ignored during eclipse periods. Research carried out in relation 
to dynamic systems such as process monitoring and control give an indication of the 
problems that spacecraft engineers must face.
Fault detection, isolation and recovery (FDIR) can be achieved using the more traditional 
fault tolerance schemes, which introduce additional hardware. With the advent of more 
powerful and reliable computing, less hardware intensive fault detection, isolation and 
recovery (FDIR) techniques have been sought and applied to real problems. These 
techniques make use of traditional software algorithms and tools as well as Artificial 
Intelligence. With this increasing reliance on software, software fault tolerance must be 
added to counter the effects of software design flaws.
The techniques, namely rule-based, case-based and model-based diagnosis, described below 
are generally known as analytical redundancy. There are several ways to classify the 
diagnosis methods. The classification adopted here emphasises the use of Al techniques but 
not to the exclusion of other more traditional methods.
2.5.1 Strategies for diagnosis
The rule based approach
The first automated systems for diagnosis were rule-based expert systems (ES), such as 
MYCIN [Parsaye88] for medical diagnosis. These systems comprised a knowledge base and 
an inference engine. The knowledge base was made up of rules in the form IF ... THEN ... 
and the inference engine used abduction5 reasoning to provide a solution to the problem. In 
MYCIN, queries are entered via a user interface. In plant diagnosis the sensors are the 
sources of information to the system. The output of the ES is in the form of advice to the 
operator and hence sometimes called advisory systems. Because the knowledge is separated 
from the reasoning element in rule-based systems, updating rules to maintain or expand the 
system is easier. However knowledge base maintenance is still a difficult task, particularly 
in a dynamic system [Fulton90]. The addition of one rule may affect others causing a 
domino effect. There is another reason why the rule-based ES has limited capability. Only 
anticipated failures can be coded into rules and entered into the knowledge base 
[Johnson89], [Fesq89]. Thus the number of rules contained in the knowledge base 
determines the failure coverage.
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The case based approach
In case-based systems, the knowledge base (KB) consists of documented cases of failures. 
When a failure is detected, the knowledge base is searched for a similar case for direct use 
in the diagnosis. Commonly the case knowledge is retrieved and adapted prior to use. Like 
the rule-based systems, the case-based system is limited to employing what is known as 
shallow knowledge i.e. the rules are built from heuristics obtained from an expert, and the 
causal relationships are not available to the system. Deep knowledge (causal knowledge) can 
be used to adapt the previously stored cases to match the current problem and even to leam 
by storing new rules generated from successful failure diagnosis.
The model based approach
The term model-based covers a wide range of systems, which use models as the basis for 
reasoning about a system. The commonality between these is the fact that they all use a 
model of one type or another to simulate the system being monitored. The model is a means 
of representing knowledge. The traditional mathematical (quantitative) models can be used 
to represent the process, based on differential equations. On the other hand, functional 
simulation uses a functional model. Other models used are qualitative and structural models 
or a combination of them. [Milne87] describes the relationships amongst these strategies. 
These correspond to successive levels of knowledge representation. At the bottom level is 
structural representation, next up is qualitative representation, followed by functional 
representation and pattern matching (rules- and case-based). A reasoning process connects 
each level so that one could input structural data and end up with a case-based system. In 
structural simulation, one is interested in the connections between the various components 
that make up the system. Using qualitative reasoning one can arrive at a behavioural 
representation from structural information, through to a functional representation using 
teleological6 reasoning.
Model-based systems reason from first principles [Fulton90] using deep or fundamental 
knowledge. The model is used to predict an output from the simulated system. Failure 
detection is achieved by comparing the prediction with the real output. Any discrepancy or 
error between the two (after processing to eliminate effects of noise) is an indication of a 
failure. How these error and sensor measurements are used to isolate the failure differ from 
one system to another. Usually one or more hypotheses for diagnosis are put forward. 
Further simulation will either confirm or reject the hypotheses. But despite the advantages 
of model-based systems over rule-based or case-based systems, the model-based systems do
6 Reasoning about the purpose
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have limitations. Namely the effectiveness of the system is only as good as the model. Some 
systems, particularly non-linear systems are difficult to model. In addition, a system may 
change with time e.g. due to degradation, this means that the model will no longer represent 
the system faithfully.
The author will not go into further detail. This brief discussion introduces qualitative 
reasoning as a method for dealing with incomplete knowledge for the purpose of predictive 
diagnosis, control, and the like. It involves reasoning at a higher level of abstraction. Often 
diagnostic systems combine rule-based and case-based and model-based reasoning.
2.5.2 Failure recovery
Turning now to automated recovery, it has received less attention than diagnosis principally 
because most of the research has involved ground-based systems. In these systems once a 
fault is detected the response is to shut down the systems and / or safe it (in critical cases 
such as nuclear power station, etc). It is left to the human operator to deal with the issue of 
recovery. In less critical cases the traditional response it to mask the effect of the fault by the 
introduction of redundant backup systems. There is a limit however to how much 
redundancy can be incorporated into a system particularly into a small satellite without 
violating constraints such as costs, size, mass, and power.
2.6 The state of the art in space systems automation
This section discusses automation in space systems, both in the ground segment and in the 
space segments. To date, the automation is mainly in the ground segment with a few 
examples in the space segment.
Routine spacecraft operations that deal with nominal tasks have traditionally been planned 
and scheduled on the ground by human operators. These are often time-consuming tasks 
requiring large teams, and much of the work consists of tedious, routine activities, easily 
encoded into computer programs because of their procedural nature. Over the years these 
tasks have been gradually automated (e.g. telemetry monitoring and diagnostic aids). 
Automation relieves the operators from mundane tasks, allowing them to concentrate on 
more complex and demanding activities. In more recent years knowledge-based (KB) 
systems (e.g. expert systems) have been introduced to aid in monitoring and diagnosing 
anomalies, and in commanding and controlling the spacecraft. The additional benefit of KB 
systems is that engineering knowledge can be encoded, reducing dependence on a few 
experts.
In order to carry out spacecraft operations successfully, planning and scheduling of activities 
must take place. Increasingly computers using artificial intelligence tools perform the 
planning. A typical example of a space resource that must be scheduled is the Hubble Space
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Telescope (HST). Scientists from different institutions can request observations. The 
planning and scheduling of requests is performed and validated by a computer on the ground 
prior to commanding the spacecraft [Smith94].
In the application of Al on-board the spacecraft, the trend has been to automate at the sub­
system level. In the late ‘80s and early ‘90s on-board automation was directed mainly 
towards the power system. Several prototypes have been described in publications although 
to the author’s knowledge none of these ever made it to space. More recently attention has 
turned to on-board planning and scheduling [Marradi95], [Pell97] and to autonomous 
navigation, guidance and control [Homstein96j. The state of the art is described in the 
remainder of this section.
2.6.1 Telemetry monitoring and diagnosis
Telemetry monitoring and diagnosis were the first major application area of artificial 
intelligence to the ground segment. The trend has moved away from rules-based systems 
(expert systems) and moved towards functional model-based systems [Fesq89] and more 
recently, qualitative model-based systems. There are numerous ground-based systems 
currently in use. For telemetry monitoring there is a number of tools designed to aid the 
human operator with the task of telemetry monitoring, these include AMTAS, TRENDS, 
SELMON, and SAXTEXPERT
AMTAS is a tool to automate spacecraft monitoring, aimed at detecting and resolving faults 
or trends towards anomalous states. An analyser interacting with the state model of the 
spacecraft looks for trends in the data. If a trend is detected, the system will first attempt to 
find a solution using a rule-based approach. If no solution is found, it then uses a case-based 
approach. If a solution has still not been found then a model-based approach is used 
[Sary98].
TRENDS provides a knowledge-based approach to the identification of trends in spacecraft 
telemetry data and the determination of possible corrective actions and/or preventive 
measures. It is initially aimed at the battery sub-system of the SMEX spacecraft. Qualitative 
modelling techniques and machine learning are used in TRENDS. The qualitative modelling 
is used to reason about change over time while the machine learning is used to empirically 
identify normal and anomalous modes of operation from historical information [Joslyn96]. 
SELMON developed at the Jet Propulsion Laboratory is a generalised monitoring tool that 
provides anomaly detection and attention focusing. For anomaly detection, SELMON 
combines empirical anomaly detection methods (e.g. past behaviour, limit sensing, trend 
analysis) with a model-based approach, in addition it employs multiple models of the system 
where each model represents a different notion of “normal” behaviour. Attention focusing
Chapter 2 Survey of Current Technology
24
uses historical data and causal information to determine the origin and extent of the anomaly 
[Doyle94].
SAXTEXPERT, developed by Aerospatiale, was designed to help operators in their daily 
satellite operations. It comprises a real-time failure detection and diagnosis tool, a satellite 
simulation tool and a documentation tool. SAXTEXPERT is a model-based system that 
relies on an exhaustive and consistent functional model of the spacecraft. This model is the 
basis for the simulation and failure detection and diagnosis. The failure detection and 
diagnosis tool continuously monitors the spacecraft telemetry to detect anomalies and 
provide diagnosis in real time [Fromont95].
In parallel, research into the application of Bayesian networks to diagnosis was conducted. 
Bayesian networks were introduced in section 2.4.3. A space related application of Bayesian 
networks is the Vista system, an information-processing tool for the space shuttle propulsion 
system telemetry data [Horvitz95], The Vista system uses Bayesian networks to interpret 
live telemetry data and provide advice on the likelihood of alternative failures in the space 
shuttle’s propulsion system. Note that operators carry out the decision making. The system 
to be monitored, in this case the space shuttle propulsion system, is modelled using a 
Bayesian network that includes representations of sensor failures and errors. In operation 
while monitoring telemetry, if the probability of an anomaly exceeds a threshold, the system 
displays a list of possible faults ranked by likelihood with an associated graphical display of 
the probabilities of the fault. The Vista system also employs Bayesian networks to 
dynamically identify the most important information to display.
Another application of Bayesian networks in the space sector is in sensor data validation 
[Bickmore94]. Analytical redundancy and Bayesian networks are combined to provide a 
solution to the problem of validating sensors on a rocket engine. A number of sensor are 
validated by analytical methods and Bayesian networks are used for information fusion, 
combining evidence from several sources into a single consistent solution regarding the 
status of all sensors in the system.
Note however that all these telemetry-monitoring systems are ground based. Their function 
is to aid the operator but not to replace the operator. They may be successful as diagnostic 
aids but would prove to be less successful where time is critical and the spacecraft needs to 
respond faster than is possible with the diagnosis carried out on the ground. In such cases, 
the solution has been for the spacecraft to enter a safe mode following fault detection until 
such time as an operator can overcome the problem.
A monitoring and diagnosis system that is in the space segment is the Mode Identification 
and Recovery (MIR) component of the Remote Agent of the “Deep Space One” spacecraft.
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It is a model-based system that continuously monitors the spacecraft health and performs 
recovery when a fault is diagnosed [Williams96], [Pell97].
2.6.2 Planning and scheduling
The field of automated planning and scheduling is well established. Planning and scheduling 
tools have been developed for a wide range of applications ranging from space project 
planning to spacecraft operations. Of interest to this research are the planning/scheduling 
tools developed for spacecraft operations. One such tool is ASPEN. The ASPEN 
planner/scheduler is a modular, re-configurable application framework, which is capable of 
supporting a wide variety of applications. The primary applications of ASPEN have been in 
the spacecraft operations domain. ASPEN supports both constructive planning and iterative 
repair-based algorithms [Fukunaga97].
MAEOBS is a mission analysis tool, designed to generate optimal mission timelines for 
instrument usage and for communication with the ground station [de Pedro95]. MAEOBS 
was described in more details in section 2.4.2.
A special application for planning/scheduling technology is the scheduling of the 
observations made with ground and space based telescopes. SPIKE was the first scheduler 
developed for the Hubble Space Telescope. SPIKE treats schedule construction as a 
constraint optimisation problem and uses a heuristic repair based search technique 
[Johnston92].
HSTS is a problem-solving framework that has also been applied to the problem of 
scheduling observations with the Hubble Space Telescope. The HSTS scheduling is based 
on a constraint posting technique which constructs schedules by imposing sequencing 
constraints between activities competing for the same resource. The knowledge 
representation used in HSTS is used in the on-board planner for the Deep Space One 
spacecraft.
APA (Associate Principal Astronomer) allows participating astronomers to submit 
observation requests and obtain results from a remotely located telescope [Bresina94, 
Drummond94],
The Deep Space One (DS1) planner is unique in that it is the only on-board planner to date. 
It represents a major step in spacecraft autonomy. The on-board planner/scheduler (PS) 
means that high level commands or goals are transmitted to the spacecraft rather than low 
level command sequences. The responsibility of the PS is to select among the goals, to 
compromise between the level of achievement of selected goals, and to expand the 
procedures to achieve the goals [Muscettoia97]. The planning however is limited to orbit 
manoeuvres and imaging. DS1 also incorporates on-board model-based fault diagnosis and 
reconfiguration.
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2.6.3 Prototypes sub-systems and spacecraft
In this section are listed a few examples of recent or on-going prototypes (whether 
completed or not) which are intended for the space segment.
ESA conducted a study with LABEN and Milan University that resulted in an On-Board 
Data Handling platform for Autonomous Spacecraft. The prototype includes planning and 
scheduling for resource management [Marradi95].
Again ESA with CRI (Denmark) conducted a study into distributed intelligence for 
ground/space systems [Aarup95]. The space and ground segments are viewed as distributed 
systems.
ESA/VERHAERT are developing the PROBA spacecraft, an autonomy demonstration 
satellite due to be launched in 2000. PROBA will have on-board resource management and 
on-board failure handling. PROBA is described in greater detail in section 2.7.1.
At the Jet Propulsion Laboratory, an architecture for ‘Highly Autonomous Event-Driven 
Spacecraft Control’ was developed. The objective was to develop the technology for 
autonomous attitude control. The results of which are flying on Cassini [Aljabri95j. 
JPL/NASA and NASA Ames have developed the “Remote Agent” architecture [Pell97] on­
board the Deep Space One spacecraft. This architecture includes on-board planning and 
scheduling and fault diagnosis and reconfiguration. The architecture is discussed further in 
section 2.7.2.
Aalborg University has developed an autonomous supervisor for the Attitude Control 
System (ACS) for the Orsted Satellite. Attitude determination is performed on-board and the 
system has the ability to handle multiple sensor faults [Bogh97].
The Multi-Agent Architecture for Space/Ground Systems (MAASGS) [Grant94] is a multi­
agent architecture in which the ground and the space systems are co-operating agents. A 
MAASGS agent may model a complete spacecraft, a spacecraft sub-system or payload, a 
ground segment, a spacecraft control system, a human operator or an environment. Although 
it is mentioned here, the system is not intended for space, the aim was to develop a test­
bed/simulator for investigating the issue of the optimal distribution of intelligent function 
within the space/ground system.
An important point to note is that all these space systems have adopted a centralised 
approach for the on-board controller.
2.7 On going spacecraft projects
In the next two sub-sections, work done at ESA and NASA will be described for 
comparison. The two agencies are the main funding bodies in spacecraft autonomy related 
research. Both agencies support significant levels of research into spacecraft autonomy
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through universities and companies as well as internally. NASDA, ISAS (Institute of Space 
and Astronautical Sciences, Japan), and RSA (Russian Space Agency) have and continue to 
make significant contributions. Some autonomy research is also funded and conducted in 
industries (Lockheed, TRW, etc.).
2.7.1 ESAandPROBA
ESA has shown a strong interest in autonomous spacecraft control with the purpose of 
improving product return and reducing operations costs by funding several universities and 
industry based projects and studies. To the author’s knowledge these efforts have not yet 
gone beyond the prototype stage. The emphasis is on high reliability systems, software fault 
tolerance, and verification and validation. In an attempt to push forward and cross the bridge 
between prototypes and ‘real’ systems, ESA initiated the PROBA project, a small 
demonstration microsatellite planned for launch in 2000.
The PROBA spacecraft will be used first to demonstrate advantages of on-board autonomy 
namely,
• global mission costs reduction
• greater spacecraft robustness
• better use of spacecraft resources
Second, to demonstrate the maturity of associated technology, and third to demonstrate the 
applicability of above objectives to small spacecraft (50-100 Kg).
The autonomous functions that will be demonstrated in these missions are on-board activity 
scheduling, resource management, payload management, data communication management, 
and fault detection, isolation and recovery (FDIR).
2.7.2 NASA and Deep Space One
NASA has invested greatly in space based systems for autonomy, particularly concerning 
tele-robotics for on-orbit servicing (of space stations and shuttle) and robotics for planetary 
surface exploration (rovers, amblers, etc.). Up to the mid 90’s the emphasis appears to have 
been on tele-robotics, space station technology in general, and technology associated with 
reusable launch vehicles. More recently a big push has been given to research issues relating 
to autonomous unmanned spacecraft control. The areas of autonomous spacecraft 
technology that NASA is currently active in are
1. Self-commanding spacecraft with on-board scheduling and resource allocation
2. Self-monitoring spacecraft with on-board fault detection isolation recovery (FDIR)
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3. On-board science analysis
4. Integrated capabilities such as navigation, planning & scheduling, FDIR, and operating 
systems
NASA current high profile projects
NASA has initiated the New Millennium Program whose objectives are to identify, 
develop, and flight-validate promising, enabling technologies at reduced costs. The 
technologies identified [Homstein96], [Casani96] include precision station keeping and 
constellation attitude control (for multi-spacecraft interferometers), autonomous navigation 
and pointing, on-board control of science data collection, self commanding and monitoring 
software architectures, and automated planetary entry and hazard avoidance.
Cost reduction on both the ground and space segment will be achieved by creating more 
intelligent systems. Within the New Millennium program there is the New Millennium 
Autonomy Architecture Rapid Prototype (NewMAAP) program whose aim is to develop a 
software architecture for the autonomous operation of New Millennium program spacecraft. 
Deep Space One (DS1) is the first spacecraft in the New Millennium program launched in 
October 1998 on a two-year mission to perform fly-by encounters with an asteroid and a 
comet. This is a technology demonstration mission with the following developments 
[Homstein96], [Rayman96] in mind:
• Solar powered ion propulsion system
• X/Ka-band Deep Space Transponder (SDST)
• Miniature integrated camera/spectrometer (MICAS)
• On-board cruise optical navigation (OPNAV) for autonomous determination of 
heliocentric orbital parameters
• On-board autonomous planning and execution (e.g. trajectory manoeuvre 
planning and execution)
• ‘Beacon mode’ for reduced tracking requirements by Deep Space Network 
(DSN). Nominal tracking will consists of simple tones to indicate the health 
status; there will be no telemetry downloading except in emergency7.
The Deep Space One (DS1) remote agent architecture
The remote agent (RA) is an architecture for an autonomous unmanned spacecraft. It is 
flown on the first of the New Millennium spacecraft Deep Space One (DS1). The 
architecture integrates real-time monitoring and control with planning and scheduling, multi­
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thread execution, and model-based diagnosis [Pell97]. There are five components to the RA: 
the planner/scheduler, the executive, the real-time control system, the monitoring system 
and the model-based mode identification and recovery system. The RA operates 
continuously, in a cycle. High level goals are fetched and based on the goal(s), the 
planner/scheduler generates a plan for a time interval (horizon). The new schedule is 
submitted to the executive whose function is to execute the schedule. The cycle repeats 
itself when the execution time has reached the end of the scheduling horizon less the time it 
takes to plan, or the executive has requested a replan due to a failure. The goals are either 
stored on-board prior to launch or transmitted to the spacecraft post launch. Goals can also 
be generated on-board by the spacecraft sub-systems. An interesting feature to note is that 
the schedule incorporates a goal to plan for the\next horizon. In DS1 the planning and 
scheduling capabilities are limited to orbit manoeuvring with the ion propulsion system and 
image taking with the MICAS imaging system. DS1 represents the most advanced civilian 
space mission to date in terms of autonomy.
2.8 Trends in autonomous systems research
Current technology was described in the previous sections. In this section current research 
(and what we can expect to see) for future system will be described. Although lagging 
research into ground based autonomous systems such as robots and other robotic systems by 
a few years, space based autonomous systems are following the same trends. There are 
sufficient similarities with ground based robotics (mobile robots) for the research to be 
adopted. However the differences are not negligible. The author has compiled a list of 
similarities and differences between ground based autonomous robots and spacecraft.
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Similarities Differences
Embedded8 systems with sensors and 
actuators
Robot processing power less constrained
Closed loop control Robot power less constrained
Detection and recovery from unexpected 
events
Maintenance / repair not possible in space
Operation in real environment Algorithms
Real-time constraints Harsh space environment
Planning of action required
Task scheduling
Considerable research is on-going dealing with space based tele-robotics which includes any 
mobile unmanned vehicles intended for planetary exploration e.g. rovers, ramblers, extra­
8 Software written for a specific platform / hardware.
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vehicular activity vehicles. These robotic vehicles share more features with autonomous 
spacecraft, namely the harsh space environment. The requirements for autonomous 
operations in the latter are as great if not greater than for orbiting spacecraft.
2.8.1 The agent paradigm
In the autonomous system literature, the term agent is often used. In the next section an 
attempt at defining an agent will be made, followed by a description of on-going research in 
the field of agents as applied to space systems.
The question ‘what is an agent?’ does not fail to provoke strong opinions, particularly when 
it comes to applications. As with the debate concerning Intelligence and artificial 
intelligence there are several definitions. What makes an agent an agent? Wooldridge 
[Wooldridge95] distinguishes between a weak notion of agency and a strong notion of 
agency. The former refers to an intelligent system, usually a computer-based system, 
comprising both hardware and software or software alone with properties as follows: it is 
autonomous with respect to humans and other agents; it is capable of communicating with 
other agents and also humans; it is capable of perceiving and reacting to its environment in 
real time; It is capable of pursuing goals. The strong notion of agency attributes to agents 
human-like characteristics such as knowledge, intentions, and obligations and even at the 
extreme of the spectrum, emotional characteristics [Wooldridge95], A human is an agent 
whichever definition is considered. A definition that fits the spacecraft domain is the 
following: “Autonomous agents are computational systems that inhabit some complex 
dynamic environment, sense and act autonomously in this environment, and by doing so 
realise a set of goals or tasks for which they are designed" [Maes97]. Whatever definition is 
used , an agent is autonomous.
There are three sub-areas to agent research [Wooldridge95]: namely theory, architecture, 
and languages. In the context of the proposed research program, agent architectures (the 
optimum architecture to achieve a behaviour) is of interest. When the author refers to an 
agent, architecture is implied and more specifically the agent control structure. In this work 
an agent is equated to an intelligent system capable of operating autonomously.
Broadly speaking agent architecture can be grouped into three classes: deliberative, reactive, 
or hybrid. The very first agent architectures were deliberative. This architecture is said to be 
symbolic because it uses symbols to create a world model upon which it operates. It is a 
symbol-processing machine [Moukas97]. At the other extreme are the reactive systems. 
These came about because of the limitations of the deliberative systems. In particular the 
poor performance of the deliberative system in dynamic environments. A deliberative 
planner will plan then act. In fact it is often described as a sense-plan-act model since it 
senses the world via some sort of input. Next it creates a plan of action based on the input,
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and then executes this plan. The limitations are obvious in a dynamic environment. By the 
time a plan is ready for execution the conditions for which the plan are valid may have 
already changed. At the extreme end of reactivity in the deliberative-reactive spectrum, 
world modelling and representation are entirely abandoned and the system simply interacts 
with the external world via sensors and actuators [Rich91]. The Brooks subsumption 
architecture [Brooks86] typifies the reactive architecture. This architecture is better suited to 
real time systems as it is less computationally intensive. At first sight it might appear (and to 
a certain extent is) inflexible regarding action selection (goal arbitration). Several projects 
have tackled the issue of action selection in a reactive architecture without recourse to 
representation. They include [Maes90] who developed a tasks activation/inhibition 
mechanism from which action emerges, [Gat91-a] with the ALFA language for reactive 
behaviour control for autonomous robots, Brooks [Brooks90] behaviour language, and 
Kaelblings’ REX. Hybrid systems try to make use of the advantages of both the deliberative 
and reactive architectures. These generally consist of three layers. At the bottom a reactive 
layer and at the top a deliberative layers. The middle layer interfaces the two outer layers 
and facilitates the action selection mechanism.
2.8.2 Distributed artificial intelligence
Distributed Artificial Intelligence (DAI) is concerned with situations in which several 
systems interact in order to solve a common problem [Moulin96]. This definition is 
sufficiently general to cover the spacecraft domain. Bond distinguishes two main areas in 
DAI; distributed problem solving and multi-agent systems [Bond88]. This thesis is 
concerned with the latter.
Multi-agent systems (MAS)
A MAS can be defined as a “loosely coupled network of problem solvers that work together 
to solve problems that are beyond their individual capabilities” [Durfee89]. The problem 
solvers, called agents, are autonomous with respect to one another.
Co-ordination and co-operation in MAS
Co-ordination is central to DAI. With each agent working on part of a problem with only a 
partial view of all information pertaining to the problem and a partial view of the problem, 
co-ordination is needed to achieve coherence in the problem solving activity. The need for 
co-ordination is to achieve coherence (prevent chaos), to achieve global constraints, to make 
use of distributed expertise, resources or information, to cater for interdependencies of 
agents’ actions, and for the sake of efficiency [Nwana96].
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Co-ordination may require co-operation but it does not guaranty coherent behaviour and co­
ordination may occur without co-operation [Nwana96]. Co-ordination usually involves some 
form of communication but co-ordination can be accomplished without explicit 
communication [Franklin96].
Co-ordination techniques
In the simplest of techniques, the co-ordination mechanism can exploit the organisational 
structure of the society of agents. The organisational structure defines the responsibilities of 
and the inter-agent interaction for every agent in the group.
In the contract net protocol [Smith80] technique, an agent acting as a manager divides the 
problem into sub-problems and informs the co-agents or contractors of the tasks to be 
performed. The contractors evaluate the task and place bids and the manager assigns the 
tasks to the highest bidder. [Malone88] used the approach in a task scheduler for distributed 
computer environment, and in [Chavez97] for distributed resource allocation. This scheme 
is highly distributed and is very communication intensive.
In the multi-agent planning approach to co-ordination, agents build partial plans to solve a 
problem. In centralised multi-agent planning, one agent analyses the plans to ensure that 
there are no inconsistencies in the individual plans [Georgeff88]. In the distributed approach 
to multi-agent planning, each agent receives a model of the co-agent’s plan. The agents 
communicate to construct and update the plans and the models removing any 
inconsistencies, as in the functionally accurate, co-operative (FA/C) protocol described in 
[Lesser81].
The last technique that will be mentioned is negotiation [Sycara89]. Agents in a distributed 
system may negotiate to co-ordinate actions.
2.8.3 Some agent applications
Agent technology has been applied to worldwide web tools and traditional information 
repositories (libraries). There are numerous examples of software agents (softbots) used for 
information retrieval and gathering with different levels of sophistication. The tools range 
from simple search tools to customised Sofbots that autonomously learn a user’s interests 
and search for relevant information across the web.
Network management is another area where agent technology has been applied. Examples of 
such networks are electricity utility and telephone networks. A fault detection, isolation and 
reconfiguration system was developed for a Spanish regional electricity board [Lekkas95]. 
A distributed network of agents for telephone network management is currently being 
developed at BT cs Martlesham Heath Labs [Mery95].
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Another important area of application is autonomous robot control. Examples are TCA 
[Simmons94], RAP [Firby89], Brooks’ [robots], ATLANTIS [Gat91-b], 3T [Bonasso95]. 
These are control structures; each one reflects the particular agent architecture it models. 
TCA superimposes reactive behaviours onto a deliberative component [Simmons94]. TCA 
has been used in mobile robots including a prototype lunar rover and in an automated system 
for the inspection of space shuttle tiles. 3T (ATLANTIS) developed at NASA JSC has a 3 
layered architecture combining low level reactive skills, a sequencer and a deliberative 
layer. The sequencer uses the Reactive Action Packages (RAP) developed by [Firby89]. The 
deliberative layer uses the AP planner [Elsaesser94], which has been used in an ARMSS 
(Automatic Robotic Maintenance of Space Station). RAP is a component of the DS1 
spacecraft Remote Agent architecture.
The GUARDIAN system [Hayes-Roth92] is an intensive care patient monitoring unit and an 
example of a deliberative system. It was developed at Stanford in the early 90s.
Specific types of agent known as planning agents have received a great deal of attention. As 
the name suggests these systems can plan and schedule activities. Their application range 
from management planning aids, through job shop planning and spacecraft operations 
planning and scheduling. There are numerous examples of planners used in the space 
industry but all in the ground segment with the exception of the DS1 planner. The main 
reason being that for Earth orbiting satellites planning on the ground and transmitting the 
detailed plan during a pass is adequate. In addition, the planner is generally a 
computationally intensive process requiring powerful9 computers. The Entropy Reduction 
Engine (ERE) integrates planning, scheduling and control [Drummond92]. This is a hybrid 
system, and the precursor of the APA telescope planning system.
2.8.4 Applications to the space sector
Various agent control structures have been devised to introduce autonomy to space systems. 
Some are based directly on the agent architectures described above (RAP, TCA, 
subsumption). Aljabri [Aljabri95] presents work carried out on a highly autonomous event 
driven spacecraft architecture. TCA [Simmons94] was considered as the basis for this 
architecture. The remote agent architecture [Pell96] developed for the New Millennium 
spacecraft comprises a hybrid executive that uses RAP [Firby89]. The Mars Pathfinder 
microrover evolved from the Rocky series (Rocky IV) of rovers developed at Jet Propulsion 
Laboratory. The Rocky series [Gat93], [Gat94] control was built using ALFA, a 
programming language for reactive behaviour.
9 With the advent o f more powerful low power microprocessor this argument becomes less valid.
34
Chapter 2 Survey of Current Technology
Gat proposes the use of conditional sequencing (CS) for spacecraft control. CS is based on 
the concept of plan-as-communicate developed by [Agre90] (opposed to the traditional plan- 
as-program). CS has been used for mobile robots to produce highly autonomous behaviour, 
including the test-bed for the MRSR Mars rovers [Gat91-b]. With the use of CS, Gat sees a 
typical instruction set for a future spacecraft as follows [Gat95]:
“Go to asteroid Ida. Land there, as close as possible to a crater. Perform 
experiment A. I f  for some reason you can’t land, take as many pictures as possible 
during the flyby and try landing on Gaspra instead 
This level of autonomy is not necessary for a relatively well known trajectory and 
environment such as a lunar mission, but for travel further afield, especially visits to small 
bodies rendezvous, autonomy levels approaching the Gat spacecraft may be required.
Finally, Lindley [Lindley93] applies the subsumption architecture to spacecraft control. He 
defined an alternative reference model for a spacecraft based on the notion of subsumption 
layers [Brooks86]. The bottom layer has the greatest criticality providing the spacecraft with 
survivability capability while successively higher layers are concerned with increasing 
independence from the ground. The uppermost layer is not necessary for spacecraft 
survivability but provides the highest levels of autonomy.
2.9 Summary
The chapter started with a survey of current technology and ended with a discussion of 
technology trends. In the past ten years or so, automation in the spacecraft industry has made 
significant progress. We have seen the introduction of artificial intelligence techniques to 
automated spacecraft operations, alleviating the workload on operators and reducing 
operations costs. The emphasis on automation has been in the area of telemetry monitoring 
and diagnosis with numerous Al-based tools, but also in the area of spacecraft operations 
planning and scheduling. The first systems were rule-based systems, however as the 
limitations of rule-based systems, namely anticipating all possibilities and encoding these 
into rules, became clear, the trend evolved towards model-based systems. Several ground- 
based systems for spacecraft monitoring were described. Most are still at the prototype stage 
or in early development. The performance measure for these systems is based on the impact 
the systems have on the human operator’s work. The ground based systems are developed as 
aids for the operator and not as replacement. Another measure of success is based on cost 
reduction through reduction in size of operations team.
On-board automation and autonomy has been rather slower to be flight qualified. The 
principal reason being that the introduction of new technologies on-board the spacecraft is 
perceived as very risky. There is a reluctance to fly relatively new and ‘untried’
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technologies on multi-million dollar spacecraft. In order to overcome the problem, smaller 
cheaper spacecraft are under development to demonstrate the new technologies. These 
spacecraft are technology demonstration programmes; the accepted risk is higher than would 
normally be tolerated. The first attempts at automating on-board functions were restricted to 
isolated systems, the power system being the most popular. The mid 90’s saw the 
introduction of the integrated approach where autonomy is incorporated into the spacecraft 
as a whole. A review of several prototype systems was presented to give an idea of the kind 
of work going on.
The autonomous capabilities that are under investigation are in the area of on-board 
planning and scheduling, and autonomous fault detection and recovery. Two spacecraft, 
PROBA (launch 2000) and Deep Space One (launch 1998) will incorporate on-board 
planning and scheduling technology and fault management. The spacecraft domain has 
followed, though lagging behind, trends in the autonomous systems research for ground 
based technology, and it is expected that this trend will continue.
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(MASA)
To date the standard approach to spacecraft control architectures has been a centralised one. The 
objective of this research work is to apply the Distributed Artificial Intelligence (DAI) paradigm, 
more specifically the multi-agent system (MAS) paradigm, to the unmanned spacecraft domain. 
In this chapter, a novel architecture is described. A decentralised and distributed approach is 
proposed for a new framework for autonomous unmanned spacecraft control. This approach was 
adopted because the spacecraft is functionally distributed. The proposed architecture caters for a 
high degree of autonomy with respect to the ground segment. The spacecraft is goal oriented, 
receiving goals in a high level natural language. It is event-driven and has inference capability 
enabling it to respond to unpredicted events. The proposed architecture forms the basis for the 
work presented in this thesis.
The layout of the chapter is as follows. Section 3.1 introduces the multi-agent architecture. In 
section 3.2 the navigation and guidance agent is described in detail while section 3.3 focuses on 
the internal structure of a spacecraft agent. In section 3.4, the issues of agent knowledge are 
discussed, followed in section 3.5 by agent co-operation and co-ordination. In section 3.6 
resource management on the spacecraft is briefly introduced as a precursor to chapter 6. Fault 
management is discussed in section 3.7. Finally the chapter is summarised in section 3.8.
3.1 Spacecraft architecture
It was stated in Chapter 1 that a spacecraft is inherently functionally distributed. This lead to the 
adoption of a distributed and decentralised approach for the on-board spacecraft control. 
Furthermore, it is the aim of this thesis to investigate the applicability of the distributed and 
decentralised approach, to determine if the advantages associated with distributed Al would 
extend to the spacecraft domain. The expected advantages are ease of build and maintenance 
resulting from modularity and reliability achieved through the distribution of processing. The 
agent and multi-agent paradigms were discussed in Chapter 2. In the proposed architecture, these 
multi-agent paradigms are applied to spacecraft control.
The objectives are to equip the unmanned spacecraft with a degree of autonomy to Marshall’s 
level 6 and 7. At level 6, the spacecraft is autonomously fault tolerant and is capable of operating 
in the presence of pre-specified faults by using spare resource where available. It is also capable 
of functional commanding with on-board command generation and validation prior to execution. 
The commanding will be in a high level pseudo-English language. At level 7, the spacecraft is 
capable of autonomous response to a change in the external environment defined a-priori for
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mission preservation [Marshall81]. Further requirements are that the spacecraft should be goal 
driven and have inference capability. The spacecraft will carry out on-board routine and crisis 
management. Routine management includes the housekeeping functions, resource management, 
status check of subsystems, other routine management functions e.g. battery reconditioning, 
performance checks, and payload operations. Crisis management involves fault detection isolation 
and recovery (FDIR).
In the multi-agent system (MAS) approach, the spacecraft is made up of autonomous modules or 
situated agents having similar internal structure but each having a different functional speciality, 
no single module is in charge. By situated it is meant that the agent is situated in an environment, 
receives sensory input from the environment and can act to change the environment [Jennings98]. 
The distribution of the agent functions is based on the natural functional boundaries of the 
spacecraft sub-systems. In common with Simmons5 [Simmons94] task Control Architecture 
(TCA), task decomposition is based on functionality. Figure 3- 1 shows a diagram of the 
spacecraft architecture. S/S-l to S/S-n are the sub-systems, PL-1 to PL-n are the payloads, and SA 
are the sensors. GSN is the ground segment. As the diagram shows, the modules are all 
interconnected in a heterarchical system. This is in contrast to autonomous spacecraft 
architectures such as the Autonomous Spacecraft Data Management System (ASDMS), which is 
hierarchical, and centralised [Marradi96], or the Remote Agent architecture [Pe!197]. In the 
ASDMS architecture, the spacecraft is composed of a single or multiple symmetric processing 
nodes that control all the spacecraft sub-systems. The on-board mission manager (a centralised 
controller) resides in one of the processing node. In common with the proposed multi-agent 
spacecraft architecture (MASA), the ASDMS architecture is goal-oriented and modular.
Figure 3-1 Spacecraft Architecture
In the Remote Agent architecture, a single agent has control of the spacecraft. The' agent has five 
components: a planner/scheduler, an executive, and a mode identification and reconfiguration 
system.
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The multi-agent architecture for space/ground systems (MAASGS) [Grant94] and the proposed 
architecture have in common the multi-agent approach. However the MAASGS agent boundaries 
are unspecified in the sense that the agent may model a complete spacecraft, a spacecraft sub­
system, a payload, the ground segment, a human operator, the environment. The purpose of the 
MAASGS architecture is a test-bed to investigate the issue of optimal distribution of intelligent 
functions across the space/ground system.
The agents in the multi-agent spacecraft architecture (MASA) at any given moment act on a 
common high level goal and must co-operate in planning for and executing the plan to achieve 
this goal. The global mission goal could be to reach a distant planet. Other examples of goals are 
to image a planet during a fly-by or to make science observations/measurements e.g. telescope 
observations. The goals originate from either the ground segment e.g. the mission goals or from 
co-agents. An agent will generate a goal for itself or for a co-agent in order to achieve a higher 
level goal or in response to events such as failure conditions or other environmental conditions. 
Each agent has responsibility for a specialisation, which corresponds to a spacecraft sub-system 
function. For example, the navigation and guidance controller assumes responsibility for 
trajectory control, while the attitude controller oversees spacecraft pointing. The control 
requirements are not static but change during the course of the mission. In the architecture 
definition, the ground segment is another autonomous agent. Its roles include the generation of 
top level goals, acting as a multi-purpose autonomous agent, acting as a knowledge source, 
assuming the role of one or more specialist modules on-board if necessary, and finally it can act 
as a controller when required by the ground operators.
3.1.1 The generic spacecraft agent
Figure 3- 2 shows the components of a generic spacecraft agent. Every agent will have these 
components. Referring to this diagram, the communication module (cx) deals with all inter-agent 
communication including communication with the ground segment agent. The module has the 
same structure in all agents. As will be described later, the inter-agent communication is message 
based, the purpose is for co-ordinating actions when pursuing goals and for the exchange of status 
information.
The planner comprises the planning unit where the course of actions over a planning horizon is 
determined. The definition of the agent does not specify the nature of the planning system, indeed 
it could differ from one agent to another to best satisfy the functional characteristics of the agent. 
The planning could consist of selecting the most appropriate plan from a plan library as in' the 
ASDMS architecture [Marradi96] where the on-board knowledge is in the form of data tables and 
plan libraries. Alternatively a more complex planning scheme could be implemented such as the 
Remote Agent (RA) architecture where the planner generates a set of synchronised high level
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commands from the goal and the spacecraft current state. The Remote Agent planner comprises a 
heuristic search engine [Pell96]. The ASDMS approach, predefined plan libraries, limits the 
degree of autonomy the spacecraft can have but is relatively simple and deterministic. The RA 
approach means that the system responds to events not just with pre-defined sequences; it has the 
capability for reasoning. The approaches proposed for MASA are described in chapter 5 and 6.
Figure 3- 2 Generic agent
The monitoring and reconfiguration unit monitors the agent’s status and performs fault detection, 
isolation and recovery. This unit generates the system telemetry (status information) for the 
ground segment and information for the audit trail. The latter keeps a log of decisions, actions, 
and outcome of actions for use by ground-based operator. The knowledge base (KB) and its 
contents will be described in greater detail in section 3.4 of this chapter. The knowledge base 
(KB) contains spacecraft sub-system models used for activity planning and in failure detection, 
isolation and recovery.
The specialist module differs from agent to agent, and provides the agent’s specialist functions. In 
the case of the navigation and guidance sub-system, these functions are orbit determination and 
propagation, and manoeuvre planning and execution. In the spacecraft attitude control agent all 
functions related to attitude determination and control would be found in the specialist module. 
Similarly all the power sub-system functions will be in the specialist module, and so on.
At the lower level, the generic agent has the basic input, compute, and output structure. The three 
structures are akin to the G (sensory), M (modelling), and H (action) modules of NASREM1 
[Albus89] with a single level of hierarchical task decomposition. The input module receives the 
data from the sensors and processes the data for the specialist module; the processing includes
1 NASREM  is the NA SA/NBS Standard Reference Model for tele-robot control system architecture
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sensor data filtering and validation. The output module translates the specialist module output 
into the actuator ‘language5; these will be Tow level5 commands.
The structure of the generic agent is such that the modules can be adapted for each spacecraft and 
made as simple or as sophisticated as necessary depending on the degree of autonomy required by 
the mission. For example, the planning can consist of selecting the most appropriate amongst a set 
of plans predefined during spacecraft design as in ASDMS [Marradi96] or may be an Al based 
planner as in the Remote Agent [Muscettola97]. In the same manner, the monitoring and 
reconfiguration unit can be adapted to the levels of autonomy specified for the mission. It may 
consist of relatively simple limit-detection and redundancy switching or more complex model 
based diagnosis [Adamovits93], [Doyle94].
3.1.2 Agents boundaries
The spacecraft system as a whole can be compared to a group of experts each with an area of 
expertise and collaborating to solve a problem. The distribution of expertise within the spacecraft 
is functional. The agent boundaries were thus defined to follow the natural boundaries set by the 
spacecraft sub-systems. This means that the agent specialist functions are the spacecraft sub­
system functions. An alternative boundary selection scheme could be based on the information 
distribution. Such a scheme would mean bringing together functions that share a certain amount 
of information; the sources of information are the sensors. Decisions making regarding which 
actions to take or diagnoses decisions can depend on information from more than one source 
(agent). In order to reduce the communication requirements (status information exchange and co­
ordination information) between agents, the boundaries could be re-defined such that the inter­
agent communication is minimised for increased reliability. In the first instance, it was chosen to 
adopt agent boundaries based on spacecraft functions, future work could look into alternative 
boundary schemes.
3.1.3 Goal generation
It was previously stated that the spacecraft should be goal driven. The spacecraft mission lifetime 
is divided into phases and sub-phases, each phase has specific requirements and thus goals to 
pursue. The spacecraft control is based on these mission phases. At the start of a phase, the 
appropriate goals are selected. The goals can be broadly categorised based on their origin. The 
mission goals originate from the ground segment. These are defined on the ground and either 
stored prior to launch or transmitted to the spacecraft post-launch. Each agent has a set of mission 
goals upon which it acts. An agent will ignore goals transmitted from the ground segment for 
which it does not have ‘responsibility5. The spacecraft agents generate the second type of goals. 
These internal goals are generated in response to the spacecraft status or environmental factors.
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The internal goals are generated by an agent for execution by itself or by a co-agent. An agent 
will always respond to goals unless there are conflicting goals.
3.1.4 Agent Intentions
In the multi-agent spacecraft architecture (MASA), agents are owners of resources and must 
manage these resources for the purpose of achieving local and global goals. Examples of 
resources are electrical power, spacecraft pointing, data storage, data transmission bandwidth, etc. 
The resource manager is a part of the agent and resides in the agent’s planning unit. In order to 
achieve a goal, an agent may request a resource from a co-agent. It is the duty of the appropriate 
resource manager to allocate the resource in such a manner as to maximise goal achievement. A 
resource manager will manage one resource, allocating the resource as requested by co-agents and 
resolving any resource conflicts that may occur. Each resource manager (agent) will broadcast its 
intentions regarding the future allocation of its resource. Broadcasting intentions allows co­
operating agents not only to co-ordinate actions but also to adopt opportunistic behaviour, taking 
advantage of slack in the resources, thereby maximising global goal achievement. Intentions in 
MASA take the form of resource profiles. A profile shows the resource demand as a function of 
time. Each resource will have a resource profile that is maintained by the resource manager.
3.2 Navigation and guidance agent
In this section, an agent will be described in greater detail. The navigation and guidance sub­
system was chosen, as it is a core sub-system, which if automated would significantly transform 
the manner in which spacecraft are operated by reducing the reliance on the ground segment, and 
by enabling missions to distant planets. Before going into the description of the agent, a brief 
overview on the navigation and guidance sub-system will be presented.
3.2.1 The navigation and Guidance sub-system : an overview
Strictly, navigation refers to orbit determination (spacecraft position, velocity or orbital 
elements). Guidance refers to orbit control to meet some pre-determined state [Wertz92]. The 
purpose of the navigation and guidance system is to direct the spacecraft in its orbit either under 
ground control or autonomously. To do this, the navigation and guidance system must first 
determine the spacecraft’s present orbital parameters and compute the necessary change to 
achieve the desired orbit. The orbit knowledge is generated either on-board or more generally by 
providing the ground station with the necessary information (sensor outputs) to determine the 
orbit. The navigation and guidance system must also generate and oversee execution of 
commands for orbit control. The elements of a navigation system are usually shared between the 
ground and space segments; these are
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• sensors
• orbit estimator (orbit determination)
• orbit propagator
• manoeuvre planning
• manoeuvre commanding
• actuators
Navigation or Orbit Determination system
The purpose of the navigation system is to determine the spacecraft’s position and velocity, or 
orbital elements. Sensors are used to measure parameters from which the spacecraft orbital 
parameters may be calculated.
The computation of orbital parameters in a manual system is carried out entirely in the ground 
segment while in an autonomous system it is carried out on-board. The sensors are either on­
board or shared between the ground and space segment, as is the case with tracking systems. Most 
interplanetary missions to date have relied greatly on the deep space network (DSN) or similar 
network to provide near continuous tracking of the spacecraft for orbit determination during 
critical phases. In nominal conditions, for the CLEMENTINE mission (lunar mapping phase), 
tracking was achieved over 60% of every orbit except during lunar occultation phases when the 
tracking was reduced to 40% [Yee95].
Orbit Propagation
Propagation is an element of a navigation system closely related to orbit determination. This 
function allows orbital parameters to be propagated to determine the spacecraft position at a time 
in the future. However the accuracy of the propagated orbital parameters or orbit estimates 
degrades with time. Semi-autonomous navigation is achievable with an on-board propagator and 
no on-board orbit determination. The orbit determination is done on the ground
Guidance or Orbit Control
To control the spacecraft in its orbit, a trajectory must be planned, detailing the manoeuvre(s) 
required. Knowledge of current position in the orbit and the desired position is used to plan the 
manoeuvre. The next step is to verify and convert the plan into an executable command sequence, 
which the propulsion system can execute.
In order to go from orbit A to orbit B in a manoeuvre, the spacecraft thrusters must be pointing in 
the correct direction. If the thrusters are mounted on gimbals, these must be commanded to point 
as required. In the case of thrusters mounted fixed to the spacecraft structure, the thrusters
43
Chapter 3 Multi-Agent Spacecraft Architecture
direction is controlled by the spacecraft attitude. In this case, orbit control commanding includes 
attitude control commands.
Furthermore during manoeuvring (thruster firing), the spacecraft is subject to disturbance torque 
that must be cancelled out altogether or minimised. Most missions to date have relied on an 
entirely manual or semi-automated guidance system using pre-compiled commands initiated from 
the ground.
Autonomous navigation and guidance
The spacecraft must autonomously control its trajectory for the autonomy period, defined as the 
time during which the spacecraft must operate autonomously. The duration can last from a few 
hours to a few months [Marshall81]. Autonomous navigation implies that most if not all functions 
are implemented on-board. [Tumer82] describes the elements of an autonomous navigation and 
guidance system. The diagram in Figure 3- 4 shows how the functions interact.
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Figure 3- 4 Generic autonomous navigation and guidance system
In Figure 3- 4, the spacecraft executive receives command from the ground segment and sends the 
commands to the navigation and guidance system. The navigation sensors provide the raw data 
used to determine the spacecraft position. The activities within the navigation and guidance are 
co-ordinated and verified by the executive, which interfaces to the remainder of the spacecraft. 
The function of the data editor is to verify the sensor output, eliminate erroneous points and 
perform sensor calibrations as needed. The orbit determination function is usually an algorithm 
based on estimation theory. Following determination, the estimated orbit is propagated into the 
future by the propagator. The predictor in Figure 3- 4 is used to determine the time of occurrence 
of events such as planet occultation. The estimated orbit is compared to the reference orbit and if 
a correction is required, the manoeuvre-planning module is instructed to plan out a manoeuvre. 
The manoeuvre is validated by the manoeuvre-commanding module, which also generates the 
command sequence.
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Only one spacecraft to date has most the functions on-board, Deep Space One2. The concept itself 
has long been considered, but lack of know-how, limited technology and the risk factor [cf. 
Clementine] have conspired to limit autonomous navigation and autonomous spacecraft 
operations to a semi-automated approach. This approach to orbit control usually involves the use 
of a pre-compiled sequence of commands.
3.2.2 The navigation and guidance agent
The navigation system may be decomposed into basic primitive functions or building 
blocks/modules: sensor data validation; orbit determination; orbit propagation; manoeuvre 
planning; and manoeuvre execution. These functions are used as building blocks to achieve goals 
that are complex spacecraft operations. Examples of such goals are
1. Calculate velocity change (AV) for manoeuvre,
2. Monitor trajectory,
3. Predict time to next eclipse(s),
4. Determine orbital position,
5. Propagate orbit to determine time to next payload activity.
Some goals are generated internally and some externally. For example 3, 4, and 5 are requests 
generated externally by intelligent payloads or by co-agents. Alternatively an autonomous 
navigation system will determine that a manoeuvre correction is necessary, plan and execute it. 
This is an internally generated goal. Similarly the navigation system can generate a goal for 
another sub-system e.g. request that the attitude control re-orient the spacecraft during a 
manoeuvre.
The author’s research is concerned mainly with the high level control. The modules are regarded 
as black boxes. However these black boxes have requirements that must be met and hence place 
constraints on the architecture. Figure 3- 5 below shows the specialist module (adapted from 
[Turner82]) for the navigation and guidance agent. The functions were described in more details 
in section 3.2.1. Briefly, the data editor processes the sensor readings, eliminating any spurious 
data. The estimator determines the orbit, which is then propagated in the propagator. The 
predictor is used to forecast events. Manoeuvres planing and commanding provide spacecraft 
guidance.
2 The autonomous navigation and guidance function on-board DS1 was first tested in March 99
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Figure 3- 5 Specialist module of the navigation, guidance and control agent 
The key points of this architecture are
• Each block or module performs a function
• Each block operates asynchronously and continuously (within limitations of the on­
board computer)
• Operation is based on cycles, a cycle consists of an input-compute-output phase
During the input phase, the output of the preceding module is captured. The input is processed 
during the compute phase, then made available at the output in the third phase. Referring to the 
above diagram the sequence of events is as follows: in the first step, the sensor data is gathered, 
filtered and validated. Following data validation, the orbital parameters are estimated then 
propagated. The estimated and propagated orbital parameters are compared to a reference orbit. If 
a correction is deemed necessary, a manoeuvre to correct the spacecraft trajectory is planned and 
executed.
3.2.3 Control Sequence
The control sequence determines what the agent does in each mission phase and sub-phase in 
nominal conditions. The sequence is pre-defined and can be stored on-board prior to launch or 
uploaded to the spacecraft after launch. The control sequence for the navigation and guidance 
agent is shown in Figure 3- 6. The diagram shows the sequence for the cruise'5 phase. Following 
identification of the phase, the goals are selected. Goal selection will also depend on the 
spacecraft state. During the cruise phase, the two goals are ‘monitor trajectory’ and ‘monitor fault 
status’. The goals are concurrent and referred to as background goals. All agents have a nominal 
sequence to follows at each phase. In the agent’s planning unit, the goals selected by the various 
agents are arbitrated in case of conflicts and activated. A method for goal arbitration is described 
in chapter 5.
J The cruise phase is the period following launch and before arriving at the planet or other destination.
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Figure 3- 6 Action sequence control
The diagram in Figure 3- 7 shows the control sequence for the ‘monitor trajectory’ goal in the 
cruise phase. Once the goal ‘monitor trajectory’ is entered, it remains in this state until the 
end of the current phase or an unplanned event occurs forcing it out of the state. In the 
‘monitor trajectory’ state, the sensors are read, validated, and orbital parameters computed. A 
comparison is made against the reference orbit to determine if the trajectory must be 
corrected. If a correction manoeuvre is required, a ‘manoeuvre goal’ is generated.
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Figure 3- 7 Monitoring goal
3.3 Agent Services and Tasks
In the definition of the architecture, the spacecraft agents are viewed as providers and/or 
users of services (or resources). An agent can be simultaneously a provider of one service and 
user of a co-agent’s service. Thus an agent provides one or more services. Co-operation 
between agents means providing a service requested by another agent (co-agent). Within the 
generic agent, the specialist functions make up the services. The services of the navigation 
and guidance agent will be described in the section 3.3.1. Each agent has a set of services it 
can provide; the service set. The service set is defined at spacecraft design time and will 
depend on the sub-system function available. Depending on the functional status, the service 
may be available or not.
At a lower level, tasks control the physical system (hardware, sensor, and actuators). The 
provision of a service is achieved by executing one or more tasks. Each service is composed 
of one or more tasks; the task set. The relationship between services and tasks is shown in 
Figure 3- 8. The agent may have one or more services and each service has one or more tasks. 
The task are the basic irreducible processes and the services are achieved through the 
activation of tasks in a manner similar to the subsumption architecture of [Brooks86], 
[Lindley94].
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Figure 3- 8 Structural relationships
The services and tasks for the navigation and guidance sub-system will be described in the 
following section.
3.3.1 Services and tasks for navigation and guidance agent
In this section, the definition of services and tasks for the navigation and guidance sub­
system is described. The definition of services is based on the co-ordination requirements. 
Any agent functionality that may be required by an agent to achieve a goal is classified as a 
service. The services are a sub-set of the agent’s specialist functions, and are defined at the 
design stage. In this example, five services are defined for the navigation and guidance agent: 
monitor trajectory, determine orbit, propagate orbit, plan a manoeuvre, and command a 
manoeuvre. The functions of the services were defined in section 3.2.1. Each service has a set 
of tasks, Table 3- 1 to Table 3- 5 list the tasks associated with each service.
The monitor trajectory service has four tasks associated with it (Table 3- 1). The editor task, 
the estimator task, the propagator task, and the compare task. In order to monitor the 
trajectory all four task are necessary.
SI : monitor trajectory
Tasks Description
T1 edit data read & validate sensor data
T2 estimate orbit determination
T3 propagate propagate orbit
T4 compare compare orbit
Table 3- 1 Monitor trajectory service
The orbit determination service has two tasks associated with it, the editor and the estimator 
(Table 3- 2). A payload may request this service.
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S2 : orbit determination
Tasks Description
T1 edit read & validate sensor data
T2 estimate orbit determination
Table 3- 2 Orbit determination 
The orbit propagation service has only one task, the propagator task (Table 3-3).
S3 : orbit propagation
Tasks Description
T3 propagate propagate given initial value
Table 3- 3 Orbit propagation
The manoeuvre planning service has two tasks (Table 3- 4). The first task is to determine the 
orbit. The second task computes the manoeuvre time, magnitude and direction taking into 
account mission requirement, operational characteristics (propellant availability), and the 
system architecture (type of thrust cut-off technique, attitude control technique).
S4 : manoeuvre planning
Tasks Description
T2 estimate orbit • determine orbit
T5 plan 
manoeuvre
• compute manoeuvre given 
constraints and sanity 
check on plan
Table 3- 4 Manoeuvre planning
The manoeuvre commanding service has four tasks, converting ideal manoeuvre parameters 
into executable parameters, co-ordinate with co-agents, initiate manoeuvre execution, and 
monitor the execution of the manoeuvre (Table 3- 5). The spacecraft may have more than one 
mode for executing a manoeuvre; the task T7 must select the appropriate mode. The 
parameters calculated by the plan manoeuvre service are idealised parameters that must be 
translated into real parameters that reflect the spacecraft capabilities. In the second task, the 
navigation and guidance agent must co-ordinate with co-agents participating in the goal 
(propulsion system, attitude controller, and power). Prior to initiating the manoeuvre 
execution, the navigation and guidance agent must ascertain that the co-agents have complied 
with the requests. In the final task, the navigation and guidance agent monitors the progress, 
and issues an abort command if needed.
To by-pass on-board manoeuvre planning, the ground segment agent may request the 
manoeuvre commanding service.
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S5 : manoeuvre commanding
Tasks Description
T6 convert 
parameters
• select control mode
• convert ‘ideal’ manoeuvre 
parameters into ‘real’ 
parameters
T7 co-ordinate 
with co-agents
• send pointing to attitude 
controller
• send manoeuvre sequence 
to propulsion system
• update audit trail
T8 initiate 
manoeuvre 
execution
• verify that payloads and 
s/s have complied to 
request
• query attitude 
determination on pointing
• constraint: propulsion & 
navigation & guidance 
operating status
• send execution start
T9 monitor 
progress
• monitor progress of 
command execution
• keep log for audit trail
Table 3- 5 Manoeuvre commanding
3.4 Agent Knowledge
Automated decision making requires that knowledge be available on-board. Each agent will 
maintain information pertaining to what it knows about itself e.g. status information, and 
what it knows about other co-operating agents (co-agents), as well as other information 
relating to the specialist functions. Contained within its knowledge base is a list of services 
an agent can provide, and the availability status of these services i.e. functional or not, active 
or not. Each agent also has knowledge of services provided by its co-agents and the status of 
these services. In the next section, the structure and contents of the knowledge is discussed
3.4.1 Content and structure of knowledge-base
The information contained in the knowledge base is what the agent knows about itself, about 
co-agents and about the environment. The knowledge that is described here is related to 
activity planning alone, no attempt is made at this point to describe knowledge relating to 
other functionality such as failure diagnosis. Information about self is knowledge of the 
service provided, the availability of these services, the tasks required to provide the services 
and constraints on these services. Information about co-agents is knowledge about which co­
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agents are present and which services these provide. Information about the environment 
relates to failures in the spacecraft.
The knowledge is encoded in knowledge structure (KS) akin to frames (for more information 
on frames [Rich91]). There are six types: the agent knowledge structure, the service 
knowledge structure, the task knowledge structure, the fault knowledge structure, the co­
agent knowledge structure, and the constraint knowledge structure.
• The agent knowledge structure contains information pertaining to the agent’s service set, 
applicable constraints, and lists the co-operators (co-agents).
• The service knowledge structure provides information on the availability and operating 
status of each service. Every service has a set of tasks that must be activated to enable the 
service. This knowledge structure contains the list of tasks linked to the service.
• The task knowledge structure provides information on the availability and operating 
status of each task. It contains the list of service to which the task is attached.
• The fault knowledge structure links a fault to a set of tasks i.e. which tasks are affected 
by the fault. As part of the fault management activities, the fault detection, isolation and 
recovery (FDIR) unit will diagnose a failure and determine which tasks are affected by 
the fault and update the task availability status. The FDIR maintains a model of 
system/task interactions from which it can determine which tasks are affected. There is a 
domino effect such that services using the affected task also have their availability status 
updated.
• The co-agent knowledge structure is a sub-set of the knowledge structure agent type, and 
contains information on the service they provide and the availability of the services.
• The constraint knowledge structure describes the constraints applicable to an agent. A 
constraint limits (partially or completely) the agent’s capability to provide a service. The 
tasks can query the status of pertinent constraints when running.
Table 3- 6 to Table 3- 11 show the knowledge structures as defined in the multi-agent 
spacecraft architecture (MASA).
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The agent KS
Every agent will have an associated agent KS with a unique identifier. The KS will list the 
service set, the constraint set and all co-agents currently operating.
Agent Comments
unique identifier sub-system name e.g. NGC, ADC
service-set (si, s2, sn} list of agent services
constraint-set {cs 1 ,csn} set of constraints applicable
co-agent {cal, ..., can) other co-operating agents
Table 3- 6 Agent knowledge structure
The service KS
A unique identifier and a descriptive label describe each service. The availability indicates 
whether the service is functional or not while the operating-status indicates whether it is 
currently operating. The tasks associated with the service are listed in the task set.
Service Comments
unique identifier name of service
label descriptive label
availability service is functional or not
operating-status service is currently executing or not
task-set list of tasks used by service
Table 3- 7 Service knowledge structure
The task KS
A unique identifier and a descriptive label describe each task. The availability indicates 
whether the task is functional or not while the operating-status indicates whether it is 
currently operating. The list of services that use the task is given in the service set.
Task Comments
unique identifier name of task
label descriptive label
availability task is functional or not
operating-status task is currently running or not
service-set list of service that use task
Table 3- 8 Task knowledge structure
The fault KS
A unique identifier and a classification describe each fault. The fault detection, isolation and 
recovery (FDIR) creates the fault KS when it diagnoses a fault. The FDIR determines which 
tasks are affected and maintains a list in the affected-task-set. The fault may be detected or
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not, this is indicted by the ‘detected’ field. A label describes the cause of the fault. And the 
‘recovery-pointer’ points to the recovery action.
Fault Comments
unique identifier name of fault
class-type classification
affects-tasks-set tasks that are affected by the fault
detected fault is present or not
cause descriptive label
recovery-pointer a pointer to recovery procedure
Table 3- 9 Fault knowledge structure
The co-agent KS
Each agent knowledge base will contain a KS for every co-agent in the system, listing the 
services that the agent provides.
Co-agent Comments
unique identifier e.g. sub-system Controller
service-set {si, s2,., sn} each service may be ON or OFF
Table 3- 10 Co-agent knowledge structure
The constraint KS
A constraint is any event or status that may limit (partially or completely) the agent’s 
capability to provide a service. The constraints are contained within a dynamic knowledge- 
based system that is updated as new events occur. The tasks can query the status of each 
relevant constraint when running. Three types of constraints are defined: mission, resource 
availability, and system status. Mission types are general constraints relating to system 
limitation defined during design, e.g. sensor field of view, maximum allowable manoeuvres, 
etc. The resources considered are electrical power (solar or battery), and propulsion fuel. 
Constraints on resources therefore refer to the amount remaining for fuel and battery 
capacity. The system status indicates the operating status i.e. availability of hardware (faulty) 
or software (task disabled through fault).
An identifier uniquely identifies each constraint KS. The constraint is enforced if the 
condition is met. The list of services affected by the constraint is indicated by the affected- 
service-set.
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Constraint Comments
unique identifier name of constraint KS
condition condition for applying constraint
constraint constraint to enforce
affects-service-set services that are affected by the 
constraint
context-applicability applicable or not in current phase
Table 3-11 Constraint knowledge structure
3.5 Agent co-operation and co-ordination
This section discusses agent co-operation and the co-ordination mechanism defined in the 
Multi-Agent Spacecraft Architecture (MASA) architecture. The agents in MASA are 
designed to be co-operative and act towards achieving a common goal. The agents achieve 
local goals by activating locally controlled tasks. Global level goals require agents to co­
operate and co-ordinate actions. The MASA agents each have a functional speciality and as 
there is no overlapping of functions, co-operation is needed to achieve global goals. Given a 
goal that cannot be achieved by a single agent, the agent will make a request for the services 
of co-agent(s) that will enable the goal to be accomplished. An agent receiving a request for a 
service will always co-operate and endeavour to service the request.
3.5.1 Co-ordination mechanism
A goal, whether it originates from the ground segment or from another agent, is decomposed 
into sub-problems by the appropriate agent. For example, when an image goal is transmitted 
from the ground segment, the imager payload manager (imager agent) will be the only agent 
to act on the message, decomposing the goal into activities to be carried out. In this particular 
case, two activities are generated, one to point the imager aperture to the target to image and 
the second activity is to capture the image. The attitude controller agent accomplishes the 
first activity while the imager payload agent accomplishes the second activity. Depending on 
the goal, a different agent will decompose the goal into activities.
In the proposed architecture, the co-ordination mechanism exploits the organisational 
structure of the spacecraft. The organisational structure specifies a set of long term 
responsibilities and interaction patterns for the agent [Durfee87]. The responsibilities and 
interactions of the spacecraft agents were used to define the co-ordination mechanism. The 
organisational structure is heterarchical in the proposed framework but has the potential to 
become hierarchical if the ground segment takes control. The organisational structure may be 
considered fixed i.e. static however it may change as a results of a re-definition of the ground 
segment role or as a result of failure.
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The interactions between the agents are defined by the organisational structure. The agent 
responsibilities, in this case the functions (services) provided by each agent, are defined at 
design time and are unchanged throughout the lifetime of the mission. There is one exception 
to this though, in the architecture definition the ground segment agent can take on multiple 
functions, in fact it can take on most functions implemented on-board.
The agent interactions have characteristics of several models. On one hand the interactions 
are akin to a client-server model [Tanenbaum96]. However whereas the server and clients are 
fixed in a communication network, in the MASA framework, the client and server roles are 
interchanged with every goal. For example in pursuing a ‘image target goaf, the imager is a 
client requesting a service (point to target) from the attitude control agent. The interactions 
also have characteristics of the contract net protocol [Smith80] with managers and 
contractors. The manager is responsible for the monitoring of the execution of the task while 
the contractors are responsible for the task execution. The manager announces a task and the 
contractors submit bids for the tasks for which they are suited. The roles of manager and 
contractor are interchangeable. In the MASA framework, bids can be submitted by redundant 
modules (agents) and also by the ground segment agent since it can take on the role of an on­
board agent.
3.5.2 Co-ordination messages
Co-ordination requires some form of communication. The co-ordination mechanism 
developed for the multi-agent spacecraft architecture (MASA) is message based. Although as 
will be seen later in this chapter, co-ordination in MASA can, in some instances, be achieved 
without explicit communication.
The co-ordination mechanism was developed based on the interactions between two agents, 
namely the navigation and guidance agent and the attitude control agent. Two types of 
message are defined; the request message and the inform message. A request message is 
either a request from one agent to another to perform a service, or a request for information, 
for example to query the status of a service. An inform message is used to broadcast status 
information to all agents, or in response to a query. The message may be directed to a specific 
agent or to all.
The table below lists the four types of messages generated by the navigation and guidance 
agent for co-ordination during a manoeuvre goal.
Service request
The navigation and guidance agent has planned a manoeuvre and must request services from 
the attitude and the propulsion systems agents. Table 3- 12 shows the messages and 
destination of the messages. The message to the attitude control agent indicates that it must
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point in the direction given by the pointing requirements at the given time. The message to 
the propulsion system agent indicates that it must execute the manoeuvre commands 
sequences at the given time.
Destination message
attitude control point to co-ordinates Bx, By, Bz & time
propulsion system command sequence & time
Table 3- 12 Service request from navigation and guidance to co-agents
Information request
Following the request for services, the navigation and guidance agent may query the co­
agents regarding the success in accomplishing the services requested. Table 3-13 shows the 
message sent by the navigation and guidance agent to the attitude control and the propulsion 
system agents.
Destination message
attitude control pointing ?
propulsion system manoeuvre service (a), time t?
Table 3-13 Information request from navigation and guidance to co-agents
Response to information request
The agents providing a service may indicate the status of the service. Table 3- 14 shows the 
message sent by the attitude control agent and the propulsion system agent in response to a 
query by the navigation and guidance agent
Sender message
attitude control pointing (a) time t
propulsion system manoeuvre service (a), time t ?
Table 3-14 Response to information request to navigation and guidance
Broadcast o f  information
During a manoeuvre most operations on-board to the spacecraft must be discontinued. The 
navigation and guidance agent will broadcast the time and duration of a manoeuvre activity to 
all agents. Table 3- 15 shows the message broadcast by the navigation and guidance agents to 
all agents. The start and end time of the manoeuvre is sent to all agents.
destination message
to all start and end time of manoeuvre
Table 3-15 Broadcast from navigation and guidance to co-agents
58
Chapter 3 Multi-Agent Spacecraft Architecture
3.5.3 Co-ordination without explicit communication
The message-based co-ordination relies heavily on communication. In the event of 
communication failure, co-ordination must take place with reduced or with no explicit 
(direct) communication. There are two approaches to minimising the explicit communication. 
In the first approach, the architecture can be modified to include areas of overlapping or 
shared knowledge and control. In the second approach, the agents are provided with a means 
for recognising actions without explicit communication between the agents. The co-agent can 
sense the actions by indirect monitoring or by inference. Co-agent must ascertain agents’ 
intentions without direct explicit communication. This thesis is only concerned with the 
second approach. Co-ordination without explicit communication occurs in natural multi-agent 
systems. [Franklin96] states that the underlying mechanism of such co-ordination is the 
repeated sampling of and responding to the environment. Thus if the two agents can ‘see’ the 
same environment (as well as see each other) and act on what they see, co-ordination can take 
place without explicit communication. In the case of the spacecraft, the environment is 
sampled through sensors, each agent will have a set of sensors that samples the environment 
though not necessarily in the same manner i.e. not measuring the same parameters but by 
processing the sensor data, the same conclusion can be reached.
Co-ordinated behaviour without explicit communication is a problem of plan recognition. 
Each agent must recognise the plan of the co-agent and act accordingly. The plan can be 
recognised by observing the environment and the actions of the co-agent assuming that the 
actions are fully or partially observable. The problem of plan recognition has been 
investigated using the focal point technique [Fenster95]. Focal points are prominent solutions 
of the problem that the agents will be drawn to. A mathematical formula was developed to 
specify the prominence of an object in the world. Belief Networks have been used to 
automate the mapping of plans for plan recognition [Huber94]. Given a set of observable 
actions, the corresponding plan is inferred using probabilistic reasoning in the form of Belief 
networks. These approaches require that the environment (e.g. actions) be observable. As will 
be seen in the spacecraft domain, this is not always the case. In chapter 5 a method for co­
ordinated behaviour without explicit communication using probabilistic reasoning is 
investigated.
Two examples are studied in the next two subsections to see if and how co-ordination 
without explicit communication can be achieved in the spacecraft domain. In section 3.5.2, 
two types of co-ordination message were defined: request and inform. The first is the request 
for a service (an action) to be performed or a request for information, and the second type of 
message is used to broadcast information either in response to a query or a knowledge base
59
Chapter 3 Multi-Agent Spacecraft Architecture
update. In the next two section sub-sections, the effect of failure to communicate status 
information and failure to communicate action information is examined using domain 
specific examples.
Failure to communicate status information
In this first example, the failure to communicate status information during an orbit 
manoeuvre is considered. An agent may infer the status of co-agents services by indirect 
monitoring. This is the case where there is functional redundancy. Two agents reach the same 
conclusion from two sets of sensors measuring different parameters. The scenario below 
describes the case where the guidance control system infers a possible fault in the propulsion 
system.
To manoeuvre the spacecraft e.g. for a trajectory correction, the engine must be pointing in 
the required direction while firing the engine. Prior to an orbital manoeuvre, the navigation 
and guidance agent will issue requests for a service (enter manoeuvre pointing mode) from 
the attitude control agent and a service (fire the engine by executing commands at specified 
time) from the propulsion system agent. In nominal operation, both agents will render the 
service at the time requested. It is now assumed that the operations do not go according to 
plan. During the orbit manoeuvre a failure occurs in the propulsion system. The propulsion 
system agent has a fault management module that will diagnose the failure. The fault 
management unit following diagnosis of the failure should update the local and global 
knowledge bases and inform directly the navigation and guidance agent. The sequence of 
events that follows is described now. The navigation and guidance agent is monitoring the 
trajectory and detects that the manoeuvre is not proceeding according to plan. At this point 
there are two possibilities, the problem is either in the attitude agent or the propulsion agent 
assuming a self-check of the navigation and guidance agent indicates no failure. The 
observed trajectory may give an indication that the problem is in the propulsion system. The 
navigation and guidance agent then checks the propulsion system’s relevant service 
availability status, and decides on the next course of action depending on whether
a) the propulsion system status was updated and indicates a failure,
b) the propulsion system has not reported its fault, and the knowledge-base has not been 
updated
In a), the navigation and guidance agent re-plans based on knowledge of fault in the 
propulsion system together with other status information that it may extract from the 
knowledge-base.
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In b) there is a contradiction. The contradiction may be due to a communication delay or 
failure, the propulsion agent’s message has not yet been received or the failure in question 
was compounded by a communication failure. The navigation and guidance agent can only 
re-plan after assessing the situation to identify which of its services or co-agent services are 
unavailable. One conclusion that the navigation and guidance agent can reach irrespective of 
knowledge-base information, is that the manoeuvre is not progressing according to plan, the 
agent can re-plan based on that.
Failure to communicate action information
In this second example, the failure to communicate action information during a manoeuvre is 
considered. In the event of a co-ordination breakdown at the time when one agent requests an 
action, co-operation may continue under two circumstances. Either the agent takes over 
control of co-agent service(s), or the co-agent recognises the agent's plan and participates in 
the plan. The scenario below describes a case where indirect monitoring is not inherent in the 
system.
To manoeuvre the spacecraft, the engine must be pointing in the required direction while 
firing the engine. Thus as in the preceding example, the manoeuvre plan will consist of a 
service request to point the spacecraft and a request to fire the engine. In this example, a 
failure results in insufficient information to plan the manoeuvre such that the pointing 
requirements are not available to the attitude control agent. The above scenario encompasses 
the case where the failure is in the communication link so that manoeuvre plan (pointing 
requirements) cannot be sent to the attitude control agent. A solution to this specific problem 
is the use of a default plan. In the event, actions must continue based on a default plan. Both 
navigation and guidance and attitude control agents must operate according to the default 
plan.
In the scenario, given the failure, the attitude control agent must determine first that a 
pointing action is requested, and second the pointing requirements (pointing direction and 
time. How can this be done? The trajectory-monitoring task is cyclic, at the end of every 
cycle a call is broadcast. If the call is not received, the attitude control agent infers that there 
is a problem. Having eliminated itself as source of problem, it can use context (current 
mission phase goals), past action (guidance system trajectory monitor history), and current 
status (activity and availability status) to deduce the guidance system's current status. The 
solution makes use of the fact that the trajectory can be predicted in advance (For more 
information [Kaplan76]4). A default plan of action is brought into play to allow a correction
4 Or any textbook on spacecraft dynamics
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to be made, it may be non-optimal but safe. The flowchart in Figure 3-9 shows the sequence 
of events that occur in the scenario
Figure 3- 9 Manoeuvre correction without inter-agent communication
The flowchart begins with the navigation and guidance agent planning a manoeuvre. The 
manoeuvre plan is then sent to the co-agents. The navigation and guidance agent waits for an 
acknowledgement from the co-agents, if this is received, the manoeuvre proceeds according 
to the plan. If the acknowledgement is not received the navigation and guidance agent 
assesses the situation and proceeds with the default plan. On completion of the manoeuvre, 
the navigation and guidance agent resumes with the monitoring of the trajectory. If no 
trajectory correction is required the navigation and guidance agent broadcasts an ‘empty’ 
plan to indicate that no manoeuvre is required.
In this example, it was stated that co-operation may continue under two circumstances; the 
agent takes over control of co-agent service(s), or the co-agent recognises the agent's plan and 
participates in plan. Because the agents are specialised and responsible for only a set of
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services, it is assumed that ‘taking over control’ of a co-agents’ service5 is not an option. The 
alternative is for the agent to recognise the co-agent’s plan. The co-agent may have a number 
of alternative plans, the aim is for both agents to select the same plan and act according to 
this plan. In this example a single backup plan is available to act upon. In the event that there 
are more than one plan to choose from, the agents must select the same using available 
information e.g. knowledge of past and present situation, and expectations of the future.
Two examples of co-ordination without explicit communication were described. In the first 
example indirect monitoring provides a means of co-ordination without explicit 
communication. Through their sensors, the two agents observe the environment but do not 
observe directly each other’s actions. In this particular scenario, observing the environment is 
sufficient to assess the situation and re-plan accordingly. In the second scenario, observing 
the environment without observing each other’s actions does not provide sufficient 
information for situation assessment. The issue of situation assessment (and action selection) 
is further investigated and presented in chapter 5.
3.6 Resource allocation
Every spacecraft activity uses resource of one kind or another. Examples of resources are 
electrical power, spacecraft pointing, propulsion fuel, imaging cameras and other science 
instruments. In this section the issue of resource allocation is introduced. The work done on 
resource allocation constitutes a large part of this thesis and it is described in detail in chapter 
6.
Each agent is regarded as both a resource (or service) provider and as a resource (or service) 
user. A resource-providing agent must manage the resource in order to meet co-agents 
resource requirements. Spacecraft resources are limited and the resource manager within an 
agent cannot always meet all requests for resource. A function of the resource manager, as 
well as producing the resource, is to ascertain that the resource is distributed in a manner that 
will enhance achievement of the mission goals. The purpose of the resource manager is to 
allocate resource to operations such as science observations and other routine engineering 
operations on board the spacecraft.
Chapter 6 describes a resource manager developed for the purpose of on-board resource 
allocation. It uses reinforcement learning for solving the scheduling problem. Reinforcement 
learning (RL) is a machine learning technique that involves learning by trial and error from 
interactions with an environment.
5 There is the special case o f  the ground segment agent which can take over control
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3.7 Agent fault management
In section 3.3, the agents were described as providing services. Each service comprised tasks 
that are activated to provide the service. The services and tasks are either available or not- 
available. If a service is not-available, then the agent is not in a position to provide the 
service. A fault in a system may cause a task to become not-available, which in turn renders 
the services that use the task not-available. A fault in say, the propulsion system may or may 
not be fatal to the propulsion system. If the fault does not prevent the service from being 
carried out e.g. a manoeuvre, then the problem is entirely local to the propulsion system.
In fault management, there are three main tasks, fault detection, fault isolation, and recovery 
(FDIR) performed by the fault management unit. An additional function that the agents must 
carry out is to determine the ramifications of any fault for the sub-systems. Given a fault the 
FDIR must be determine which tasks and hence services are affected by the fault.
In the remainder of this section, we are concerned only with determination of task failure; the 
remaining functions, fault detection, fault isolation, and recovery are regarded as black boxes. 
How does an agent determine the extent of damage? How will co-agents be affected?
The agent needs to determine what is the implication o f fault on its ability to carry on 
providing its services. Once the agent determines the extent of the fault, the tasks and service 
knowledge structures are updated with the information.
Each agent will have information of services it provides and hence tasks making up each 
service. A database (matrix) for linking faults to tasks should be maintained on-board, so that 
task(s) affected by a detected fault can be traced, disabled, and the services containing the 
task(s) disabled.
Following detection of a fault, the agent updates the relevant status in the knowledge 
structures and broadcasts the status information to co-agents. The steps the agent takes are as 
follows:
step 1 determine sub-set of affected tasks
step 2 search fault database for ‘comparable’ fault based on affected task sub-set. 
step 3 if fault not already in database, create new instance of fault 
step 4 propagate effect by setting affected task(s) availability status to OFF 
step 5 propagate effect by setting affected service(s) availability status to OFF
3.8 Summary
This thesis set out to investigate the applicability of distributed Artificial Intelligence (DAI) 
to the unmanned spacecraft control domain. To this end, a novel architecture for unmanned 
autonomous spacecraft based on the multi-agent paradigm was developed and presented in
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this chapter. In the proposed architecture, the spacecraft is made up of autonomous 
controllers or agents; each agent has a specialist function. The ground segment is another 
agent that can take over a function of an on-board agent in the event of failure. In nominal 
operation, no single agent has control. The spacecraft is goal-driven and the agents must co­
operate and co-ordinate actions to accomplish goals. There are two types of goals. The 
mission goals originate from the ground, and are stored on-board prior to launch or 
transmitted from the ground after launch. The second type of goal is generated by the 
spacecraft itself in response to events taking place on-board the spacecraft or in the 
environment.
The agent functional boundaries follow the natural boundaries of the spacecraft sub-systems. 
This means that one agent has the navigation and guidance sub-system functions, another 
agent has the attitude determination and control functions, and so forth. The agent functions 
are mapped into services so that the agents provide services. Agent co-operation is achieved 
by providing a service requested by a co-agent. The service is comprised of tasks that must be 
activated to provide the service. The tasks are the software processes that control the 
spacecraft hardware. The navigation and guidance agent was defined and described in this 
chapter. The services of the navigation and guidance agent are monitor trajectory, determine 
orbit, propagate orbit, plan a manoeuvre, and command a manoeuvre.
Each agent has knowledge of the services it provides and the tasks that make up each service. 
The agent also has knowledge of the services provided by its co-agents, and the availability 
of the services and tasks. The knowledge is encoded as knowledge structures. Information on 
faults present in the system is also encoded in these knowledge structures.
Local goals can in some cases be achieved at a local level within an agent. Higher level goals 
require co-operation and co-ordination between two or more agents. A framework for co­
ordination was proposed, it exploits the organisational structure of the spacecraft that 
specifies the interaction between the agents. The interactions are defined at the design stage. 
Agent co-ordination is accomplished through explicit message-based communication. There 
are two types of messages, the request and the inform messages. The request message is 
either a request for a service to be performed or a request for status information. The inform 
message is either a response to a request for status information or a general broadcast of 
status information. The issue of co-ordination without explicit communication was addressed 
as a means of permitting the spacecraft to continue operating with uncertain or incomplete 
information. Two specific scenarios involving communication breakdown were described and 
solutions proposed.
The architecture definition raised some issues that need to be investigated further. Two of 
these are co-ordination without explicit communication and resource management. Both
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these issues are addressed in future chapters. The need for co-ordination without explicit 
communication becomes apparent when co-ordination information is uncertain or incomplete 
e.g. in the event of a failure, and the spacecraft must continue to operate despite the failure. 
The problem of agent co-ordination with uncertain and incomplete information was 
investigated by developing a framework for automated reasoning in the presence of 
uncertainty. The automated reasoning is based on Bayesian networks. This work is presented 
in Chapter 4.
The agents can be viewed as resource providers thus there is a need for a resource allocation 
function on-board the spacecraft. The problem of resource allocation was addressed by 
developing, in keeping with the distributed Al paradigm; a distributed resource scheduler 
based on Reinforcement learning theory. The resource allocation function developed and is 
described in Chapter 5.
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Traditionally, spacecraft have employed predefined command sequences to respond to 
failures and other events. This means that the responses are limited to events that can be 
predicted in advance. In order to respond to a wider range of events, the spacecraft must have 
on-board the capability to reason about these events. A spacecraft control architecture that 
incorporates on-board reasoning was proposed in Chapter 3. The architecture is based on the 
multi-agent paradigm and relies on explicit communication for agent co-ordination. There is 
however a requirement for co-ordination without explicit communication. This requirement 
becomes evident when co-ordination information is uncertain or incomplete e.g. in the event 
of a failure. In such a case, the spacecraft must continue to operate albeit in a degraded mode. 
To achieve graceful degradation, the spacecraft must have the capability to reason with some 
uncertain and incomplete information. An objective of this research work is to investigate the 
problem of co-ordination without explicit communication by developing a framework for 
automated reasoning capable of tolerating uncertain and incomplete information. This 
chapter describes a method for on-board automated reasoning in an unmanned autonomous 
spacecraft. The method is based on a special type of Bayesian networks known as influence 
diagrams. Three scenarios are used to illustrate the use of the influence diagrams in 
automated reasoning as applied to the spacecraft domain.
The first scenario is goal arbitration. The proposed spacecraft is goal-driven; goals are 
received from the ground control but the spacecraft, in response to events, can also generate 
goals. Events may require that the spacecraft pursue two or more mutually exclusive goals. In 
such a case a decision must be made regarding which goal to pursue. This decision making 
process is referred to as goal arbitration. The framework for goal arbitration was developed 
using influence diagrams.
The second and third scenarios are situation assessment problems where an agent must assess 
the situation following a failure. In the second scenario all information is available to the 
agent whilst in the third scenario the information is incomplete. The framework for reasoning 
with uncertain and incomplete knowledge was developed based on influence diagrams.
In the literature, the term belief network encompasses a range of related techniques that deal 
with reasoning under uncertainty. Bayesian networks are one such quantitative technique. 
Throughout this thesis both terms, Bayesian networks and belief networks are used 
interchangeably.
In Section 4.1, the problem is introduced and related work is described in Section 4.2. Section 
4.3 introduces the theory of influence diagrams. Section 4.4, shows how the influence
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diagram methodology can be applied to the problem of goal selection. Experiments involving 
goal arbitration within a spacecraft agent are described. Influence diagrams are applied to the 
problem of situation assessment in Sections 4.5 and 4.6. Domain specific scenarios are used 
to demonstrate the problem. In Section 4.7, the chapter is summarised.
4.1 Background
Controlling large and complex spacecraft has traditionally required large teams to monitor 
the spacecraft health and generate command sequences to support the engineering and 
science activities on-board. Human operators cany out the spacecraft health monitoring and 
command generation on the ground. Any decision-making relating to the spacecraft health or 
regarding the scheduling of activities to run on-board the spacecraft at any time is determined 
by the engineering support and operations team. In an autonomous spacecraft, the activity 
scheduling and the health monitoring functions must be performed on-board. This requires 
the spacecraft to have the capability for planning activities from goals and reasoning about 
events.
The spacecraft architecture proposed in this thesis is goal driven and event-driven. It has the 
capability for planning based on the goals and reasoning about events. The goals are 
generated either on the ground or by the spacecraft itself in response to events occurring on­
board the spacecraft or in the environment.
4.2 Related work
In the proposed spacecraft architecture, probabilistic reasoning in the form of influence 
diagrams (ID) is employed for the on-board reasoning. IDs are an extension of Bayesian 
networks and are used for decision making in domains characterised by inherent uncertainty. 
Bayesian networks have been applied to several diagnosis problems in particular medical 
diagnosis. There are a few fielded applications in engineering domains. GEMS [Morjaria93] 
is a diagnosis system based on belief networks for fault diagnosis in electrical generators. A 
bottleneck detection system for computer systems [Breece95] was developed at Microsoft. 
Bayesian networks have also been used in the space industry but only in the ground segment. 
In one system, analytical redundancy and belief networks are combined to provide a solution 
to the problem of validating sensors on a rocket engine. A number of sensors are validated by 
analytical methods and belief networks are used for information fusion i.e. combining 
evidence from several sources into a single consistent solution regarding the status of all 
sensors in the system [Bickmore94]. Another space related application is the ground-based 
Vista system (NASA), which uses belief networks to interpret telemetry and provide advice 
on the likelihood of alternative failures on the space shuttle’s propulsion system [Horvitz95].
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The human operator makes the final decision; as the purpose of the Vista system is not to 
replace the operator but to assist by managing the display and by providing advice.
A common feature between all these systems is that the belief network is employed as an 
advice system, diagnosing faults to aid human operators and the systems are not intended to 
replace the operators. The use of belief network in MASA is to fully automate the decision 
making process so that no operator is involved in the decision making cycle.
In the planning domain, [Blyte94] uses belief networks to reason probabilistically about plans 
to deal with uncertainty caused by external events. Still in the planning domain, [Huber94] 
use belief networks to automate the mapping of plans for plan recognition. Given observed 
actions, a plan is reconstructed using a belief network.
In the area of control, the Lockheed Autonomous Control Logic (ACL) for unmanned 
underwater vehicle uses Bayesian networks for model-based reasoning to deal with 
unforeseen events. By modelling the vehicle capabilities and uncertainties in the vehicle 
states, ACL selects actions in response to unanticipated events [Nelson96].
Like the Lockheed ACL, the multi-agent architecture described in this thesis uses the belief 
networks to select between two or more alternative actions (goal arbitration), and to perform 
situation assessment. The latter is akin to a high level diagnostic problem. Influence diagrams 
(a special type of belief networks) model the spacecraft sub-systems and probability values 
quantify the uncertainty in the spacecraft states. Belief networks have not previously been 
applied to the problem of on-board spacecraft control.
4.3 Bayesian Networks and influence diagrams
Bayesian networks are probabilistic models used to solve problems where the data is 
incomplete and uncertain. Influence diagrams (ID) are an extension to Bayesian networks. IDs 
are used to model problems, which are inherently probabilistic, providing a means to select 
among actions depending on the current state of the system modelled. In this section, 
Bayesian Networks and Influence diagrams are introduced with a simple example. First the 
Bayesian network will be explained and then the example will be extended to explain decision 
making with influence diagrams.
In order to decide whether to buy a car or not, a buyer wishes to know the state of the car. The 
state of the car is dependent on the state of the car engine and the state of the car body. The 
buyer can ascertain the state of both the car engine and the car body by performing tests.
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Figure 4- 1 shows the Bayesian network, which models the problem. In the diagram, node E 
represents the state of the engine, node B represents the state of the body, and node C 
represents the state of the car as a whole. Each of the three nodes can take one of two values: 
good or bad. This means that the state of the engine, body or car is either good or bad. In 
general, the nodes in a Bayesian network represent random variables with two or more 
mutually exclusive states. Node C is the root (or parent) node while nodes E and B are the 
leaf (or child) nodes. The arcs specify the causal dependencies between the nodes. In this 
example, the state of the car depends on the state of the engine and on the state of the body. 
The strength of a causal dependency is quantified by a conditional probability. In this case, 
P(EjC) is the probability of the state of the engine E given the state of the car C. P(B|C) is the 
probability of the state of the body B given the state of the car C. The root node C is assigned 
a prior probability P(C). It assumed that the state of the car is unknown initially thus the prior 
probability P(C) is [0.5, 0.5]. This means that there is 0.5 chance that the state is good and 0.5 
chance that the state is bad.
The belief of a node is the vector that gives the probability of each state of the node. For 
example if the belief in the car body is [0.5, 0.5], this means the state of the car body is 
unknown. Bayesian networks operate by propagating beliefs between nodes. This is referred 
to as message passing. The n message passing propagates beliefs from the parent node to the 
child node. The X message passing propagates evidence from the child to the parent. The 
message passing mechanism is shown in Figure 4- 2.
j
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Figure 4- 2 Message passing mechanism
When evidence e concerning the car is available i.e. the state of the engine and / or the state of 
the body is known, it is injected into the network at nodes E and / or B as likelihood P(E|e) 
and P(B|e) respectively. Assuming evidence is available for node E, the X message passing 
mechanism propagates the evidence e to node C.
l E =/3x  M E]C>e
P is a normalisation constant. Meic is the matrix corresponding to the conditional probability 
P(E|C) shown in Table 4- 1. The conditional probabilities are commonly chosen by hand but 
could be learned [Jensen88]. For instance the probability that the engine is in a good state 
given that the car is in a good state is judged high and set to 0.8. Since the conditional 
probabilities must add to one, the probability that the engine is in a bad state given that the car 
is good is 0.2. If the car state is bad, then it is judged that the engine state could be equally 
good or bad since it could be the engine or the body that is bad making the state of the car 
bad.
P(E\C) Good Bad
Good 0.8 0.5
Bad 0.2 0.5
Table 4- 1 Conditional probability P(E\C)
A new belief for node C can then be calculated as follows,
BEL"m (C) = a x  BELm (C) ■ X E 
where a  is a normalisation constant.
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The final step is to propagate the belief to node B using the n message propagation.
k b = p x  BEL"(c) • Ms|c
p is a normalisation factor, and MB|c is the matrix corresponding to P(B|C). A new belief for 
node B can then be calculated
BEL"" (B) = or x
The Bayesian network shown above models the car state. The decision-making process for 
purchasing the car can be represented by an influence diagram. The diagram in Figure 4- 3 
shows the influence diagram. An influence diagram has three types of nodes: the chance 
nodes (circles), the decision node (square), and the value or utility nodes (diamonds). The 
chance node like Bayesian network nodes represents a random variable with two or more 
mutually exclusive states. The decision node represents the choices available to the decision­
making agent. The utility (value) node represents the objective to be maximised. In this 
example the decision node D represents the choices ‘to buy’ or ‘not to buy’ the car. The 
utility is a value that reflects the desirability of the results of an action. The arc entering the 
utility node U indicates that node C, the state of the car, influences the utility. A utility table 
assigns a utility value to each action-state pair as shown in Table 4- 2. The actions are {buy, 
not-buy} and the states are {good, bad}. The table shows a simple scheme where 1 is assigned 
to the correct decision and 0 to the incorrect decision.
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Figure 4- 3 Influence diagram for the car example
Let us assume that tests are carried out on the car so that the state of the car engine and the 
car body are now known. This evidence is used to arrive at the decision concerning whether 
or not to buy the car.
P(C\D) Buy car Do not buy car
Good 1 0
Bad 0 1
Table 4- 2 Utility table for decision making
Making a decision requires that the evidence is injected at the leaf nodes E or B (also referred 
to as sensor nodes) and propagated throughout the network to obtain the belief for the node C, 
BEL(C). Assume evidence e is injected into node E, the new belief of E is evaluated and the 
evidence is propagated to node C. The belief at node C is evaluated, and propagated down to 
node B. The belief at node C influences the expected utility. The expected utility is a measure 
of how good an action is and thus it is evaluated for each action. The highest value represents 
the selected decision. The expected utility U(a) for action a is given by
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U(a) = Y,U(.c)-P{\ae
c
U(c) is the utility measure reflecting the degree of desirability of the result c after taking 
action a. P(c|a,e) is the probability of the result c, given action a was selected and evidence e 
was observed.
For the example above, the expected utility for the action ‘buy car’ is given by
E(U ) = U(buy,C  = good) x BEL(C = good) + U(buy, C = bad) x BEL(C ~ bad)
And the expected utility for the action ‘do-not-buy car’ is given by
E(U)  = U(notbuy,C  = good) x BEL(C  = good) + U(notbuy,C  = x BEL(C = fozd)
Given some evidence e, evaluation of the above two equations will determine which action to 
take. The highest expected utility represents the decision to choose.
4.4 Automated goal arbitration
The MASA spacecraft is goal-driven and at any moment is pursuing a number of goals and 
sub-goals. It may not be possible to pursue certain goals simultaneously due to resource 
constraints and spacecraft limitations. Goal arbitration is the process of selecting between 
goals. The problem is one of selecting between mutually exclusive goals. The spacecraft must 
decide which goals to pursue next. This is a decision-making problem that can be solved in 
the same manner as the car buyer problem described in the previous section. Like the 
decision making process for buying a car, an influence diagram can be used to model the goal 
arbitration process.
The section starts of with a brief review of the spacecraft agent to which automated goal 
arbitration is applied. The attitude determination and control agent was selected as the subject 
of this investigation because it is a critical sub-system and has mutually exclusive goals. In 
Section 4.4.2, the implementation of the goal arbitration is presented, and in Section 4.4.3 the 
performance of the system is investigated. Finally in Section 4.4.4, the results are 
summarised.
4.4.1 Background
Spacecraft attitude (spacecraft pointing) defines the spacecraft orientation in space. The 
attitude determination and control (ADC) agent function is to stabilise and orient the 
spacecraft in the desired direction during the mission despite external disturbance torque 
[Etemo92]. The ADC agent will have many pointing goals, the number being dependent on 
the spacecraft configuration and payloads. The spacecraft pointing goals considered here are
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Sun tracking for electrical power generation i.e. pointing the solar panels to the Sun, Earth 
tracking i.e. pointing the high gain antenna during data transmission to Earth, and the main 
engine pointing during orbit control manoeuvres. It is assumed that the solar panels and 
antenna are mounted fixed to the spacecraft body so that the pointing goals require the whole 
spacecraft to point in the required direction. The pointing requirements can be conflicting. 
For example, mission design and the spacecraft configuration may preclude sun tracking for 
maximum power generation and main engine pointing for orbital manoeuvres, to be carried 
out simultaneously. During a manoeuvre, Sun tracking requirements must be relaxed if 
sufficient power is available. Sun tracking is a critical activity since no operation can take 
place if there is insufficient power. Electrical power generation is a function of the Sun angle, 
so for maximum power generation the angle at which the Sun rays hit the solar panels must 
be 90°. As the Sun angle is decreased the power generation is reduced and fewer activities 
can be carried out on-board. Similarly during a manoeuvre the engine nozzle must be 
accurately pointing in the required direction. With an engine nozzle fixed to the spacecraft 
body, the entire spacecraft must slew to the manoeuvre attitude (pointing). The high gain 
antenna is directional, during transmission the antenna must be pointed to Earth to maximise 
data transfer rates. The spacecraft is ready to transmit data when in ‘view’ of a ground 
station.
4.4.2 Implementing goal arbitration using an influence diagram
An influence diagram (ID) will be used to model the spacecraft sub-system. The spacecraft is 
goal driven. The goals can be generated internally by the agent itself or can originate from 
co-agents including the ground segment agent.
In the implementation of the influence diagram, the starting point is defining the goals that 
will be arbitrated; the goals are the chance variables in the influence diagram. The next step 
is to identify the sensor nodes or the status points1 on the spacecraft that will provide the 
inputs to the influence diagram. Once these have been identified, the network can be built by 
adding the causal relationships between the nodes. Next the prior and conditional 
probabilities are added to the influence diagram. Prior probabilities are assigned to root nodes 
(i.e. nodes without parents) and conditional probabilities assigned to the causal arcs linking 
all other nodes.
In the system, prior probabilities can be based on reliability figures for spacecraft 
components and sub-systems. The reliability is defined as the probability that the component 
or system will perform its function without failure for a stated period of time [0 ’Connor95].
1 A status point acts as a sensor, giving an indication o f  the state o f  the spacecraft
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Prior probabilities for the scenarios described below can also be derived from measurements 
of frequency of occurrence of events drawn from spacecraft modelling.
In the examples used in the chapter, the sensor nodes represent a real sensor in the spacecraft 
or a group of sensors suitably fused. The sensor can represent not only hardware but software 
processes e.g. the status of services and tasks as described in Chapter 3.
Description o f the influence diagram model
The implementation of a scenario is described in which the agent must choose between three 
mutually exclusive goals, namely track-sun, or point-for-manoeuvre, or track-Earth. In 
nominal situations, the spacecraft status together with mission phase will determine which 
goals to pursue without any contentions, however if unanticipated event do occur contentions 
will arise.
Figure 4- 4 shows the influence diagram for the scenario. The nodes A, B and C represent the 
goals. Node A is the point-for-manoeuvre goal, node B is the track-Sun goal, and node C is 
the track-Earth goal. The goal nodes, A, B, and C each have two states, active and not active. 
An active state means that the conditions for selecting the goal are met.
The nodes D, E, and F are the sensor nodes, representing the spacecraft status. Node D 
models the spacecraft trajectory status. At any instant, the spacecraft is within a predefined 
‘box’ in orbit. If the spacecraft ventures out of this box, a trajectory correction manoeuvre is 
needed. Node E models the spacecraft power level status. At any instant while the spacecraft 
is in Sun light, the power generated by the solar panels is a function of the Sun angle. Node F 
models the broadcast status. The spacecraft must broadcast when in range of a ground station 
and there is data to transmit. Depending on the type of orbit the available transmission time 
may last from a few minutes in a low Earth orbit to continuous in a geostationary orbit. In 
this work, it is assumed that the transmission time is limited. Each sensor node has two 
possible states; the sensors are binary values. Node D, that models the trajectory is either 
‘within predefined limits ‘or ‘not within predefined limits’. Node E that models the power is 
either ‘above a threshold’ or ‘below a threshold’. And node F that models the broadcast status 
is either ‘ready to broadcast’ or ‘not ready’.
The priority node has three states, one for each goal. At any given time, the combined states 
of the sensor nodes determine which goal will be pursued.
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Figure 4- 4 Influence diagram for goal selection
Network utility values and conditional probabilities
In determining values for the utility nodes, it is assumed that when one goal has overall 
priority, there is no advantage in selecting any other goal. And so maximum utility is 
assigned to the highest priority goal, and zero to the remaining goals.
To determine the conditional probabilities for the arcs linking the goal nodes and the sensor 
nodes, it must be noted that he relationship between ‘state’ and ‘goal’ is as follows: given 
that a goal is selected for activation then the corresponding state must be ‘UNWANTED’, so 
P(state = unwanted | goal) = 1 and P(state = wanted | goal) = 0. However, if the goal is not 
selected we have no knowledge of the state. This fact is indicated by the P(state = unwanted | 
goal) = 0.5 and P(state = wanted | goal) = 0.5 as shown in Table 4- 3 to Table 4- 5. This last 
statement is not strictly true. A goal such as Sun tracking which is near continuous has a high 
priority and therefore its likelihood may not be equal. There are three tables of conditional 
probabilities one per node, node D (state = trajectory) is shown in Table 4- 3, node E (state = 
power-Level) is shown in Table 4- 4, and node F (state = broadcast) is shown in Table 4- 5.
Goal = manoeuvre YES NO
trajectory-*- unwanted 1 0.5
trajectory-*- wanted 0 0.5
Table 4- 3 P(state | manoeuvre) for node D
Goal = track Sun YES NO
Power level-*- unwanted 1 0.5
Power level -*• wanted 0 0.5
Table 4- 4 P(state \ track Sun) for node E
Goal = track Earth YES NO
Broadcast —*■ unwanted 1 0.5
Broadcast —* wanted 0 0.5
Table 4- 5 P(state \ track Earth) for node F
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The relationship between the node P (priority) and the goal nodes (A, B, or C) is that the 
highest priority goal is enabled. The conditional probability for node A (goal = manoeuvre) is 
shown in Table 4- 6, for node B (goal = track Sun) in Table 4- 7 and for node C (goal = track 
Earth) in Table 4- 8. The probability that an active goal is selected given that the goal has 
highest priority is 1.
Priority .J .1 . §2 §1.....
goal -» selected 1 0 0
goal-* not selected 0 1 1
Table 4- 6 P(goal = manoeuvre \ priority)
Priority gl g2 . §3 ...
goal —> selected 0 1 0
goal—> not selected 1 0 1
Table 4- 7 P(goal = track Sun \ priority)
Priority al §2 g3
goal —» selected 0 0 1
goal-» not selected 1 1 0
Table 4- 8 P(goal — track Sun \ priority)
Prior probabilities: priority values
The priority values reflect the spacecraft prevailing status at the time of decision. The 
priorities are dynamic values that are updated with the spacecraft status. For example the 
priority for the power will be a function of the power available at all times, similarly the 
priority for data downloading will reflect the current Earth visibility as well as amount of 
data to download. More important than the absolute priority value are the relative values.
4.4.3 Performance of goal arbitration scheme
In this section, the results are presented and the performance of the goal arbitration scheme is 
discussed. First results obtained with ‘nominal’ sensor data are presented and second the 
results obtained with ‘noisy’ sensor data are presented. The test were conducted with the 
following priority values (NB 0.85 is highest priority):
Priority(goal 1) = 0.1 (Manoeuvre pointing)
Priority(goal 2) = 0.85 (Sun tracking)
Priority (goal 3) = 0.05 (Earth tracking)
Sun tracking has a much higher priority since no operations can take place if there is 
insufficient power.
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Results with ‘nominal’ sensor data
By nominal we mean that the spacecraft status is known with reasonable certainty, and so the 
sensor nodes are presented with hard evidence (1 or 0). In Table 4- 9, the results are shown, 
the last column gives the decision. In the second column, a‘l ’ indicates a ‘WANTED’ state 
while a ‘0’ indicates ‘UNWANTED’ state. For example D(l) indicates that a ‘1’ was injected 
into node D.
In test #1, no evidence was injected. In test #2, nodes D, E, and F all have state ‘WANTED’, 
none of the goals are active and the goal Sun tracking is selected because it is the default 
activity. In test #3, nodes D and F have state ‘UNWANTED’, while node E has state 
‘WANTED’. This is a conflict, both manoeuvre pointing and Earth pointing are required 
simultaneously. Manoeuvre pointing has higher priority and so is selected for activation. In 
test #4, nodes D and E have state WANTED and node F has state UNWANTED. There is no 
conflict here, only the goal ‘track Earth’ is active. In test #5, if all goals require activation, 
then the priority causes both the ’manoeuvre’ goal and the ‘track Earth’ goals to be 
overridden.
Test Evidence Injected Goal selected
1 no evidence G2 (track sun)
2 D(l), EG), F(l) G2 (track sun)
3 D(0), E(l), F(0) G1 (manoeuvre)
4 D(l), E(l), F(0) G3 (track earth)
5 D(0), E(0), F(0) G2 (track sun)
Table 4- 9 Goal selection
‘Noisy ’ data
The correct decision depends primarily on the status information fed into the decision making 
influence diagram. Correct input information will produce the ‘correct’ decision. If the data 
fed to the sensor node is incorrect then this is reflected in the decision.
In the previous example it is assumed that the spacecraft status is known with 100% 
certainty. However in a real spacecraft the sensor data will be known with less than 100% 
certainty. In the proposed architecture, uncertainty in sensor data has three main sources. 
First, remote information (data from remote agents) is considered less accurate to reflect the 
difficulty in distributed knowledge consistency and maintenance. Second, uncertainty 
increases with time elapsed since the last status update, and finally any faults will introduce 
uncertainties. In the best case, the sensor data is certain, the sensor node is injected with hard 
evidence e.g. [WANTED : UNWANTED = 1:0]. As the uncertainty increases, the values of 
the two states converge up to the point, in worst case, when the actual state is unknown and 
the sensor node states are [WANTED : UNWANTED = 0.5:0.5].
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Effect o f variation o f P(state \ goal) on goal selection
P(state | goal) is the probability that a sensor node state indicated a WANTED or 
UNWANTED spacecraft status given that the goal is either selected or not. So far it was 
assumed that if the goal is selected then it is 100% certain that the state is UNWANTED. 
And that if the goal is not selected then there is s 50:50 chance that the state is either valid or 
invalid. Consider first, that the probability that when a goal is selected there is a small chance 
that the sensor data was erroneous. And second that when a goal is not selected, the 
probability is not [0.5:0.5] but instead weighted in favour of the state being WANTED. A 
goal with a high priority will be serviced as soon as possible and therefore if this high priority 
goal is not selected then the state must be WANTED. Table 4- 10 shows the revised 
conditional probabilities for node D.
Goal = manoeuvre YES NO
state-* unwanted 0.9 0.2
state —* wanted 0.1 0.8
Table 4 -10  Revised P(state \ manoeuvre) for node D
Table 4- 11 shows the results with the revised probability values. The same tests were carried 
out and the results tie in with the previously obtained and shown in Table 4- 9.
Test Evidence Injected Goal selected
1 no evidence G2 (track sun)
2 D(l), E(l), F(l) G2 (track sun)
3 D(0), E(l), F(0) G1 (manoeuvre)
4 D(l), E(l), F(0) G3 (track earth)
5 D(0), E(0), F(0) G2 (track sun)
Table 4-11 Goal selection
Effect o f priority values on goal selection
The relative priorities determine the amount of ‘noise’ in the sensor data that can be tolerated 
by the decision-making agent before a ‘safe’ rather than the optimum decision is made. The 
results show that by adjusting the relative priority values, the goal selection can be biased in 
favour of a safe decision when uncertainty prevails. In this example a four goal system 
(Figure 4- 5) is used with relative priorities set to 0.7, 0.15, 0.1, and 0.05 for goals 1 to 4 
respectively (NB 0.7 is highest priority). Goal 1 is heavily biased because it is the safest 
course of action when uncertainty prevails.
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Figure 4- 5 General case goal selection
The results of introducing uncertain data at node F and G are shown in Table 4-12 and Table 
4-13 respectively. In row #1, column 2 (Table 4-12), the sensor data is hard evidence. Given 
the evidence input, goal 2 must be selected. In subsequent rows, the belief decreases; recall 
greatest uncertainty is 0.5. The model tolerates a 25% degradation in data before the safe 
option is chosen. The experiment was repeated with uncertain data at node G, the results are 
shown in Table 4- 13. In this case, the priority of goal 3 is much smaller relative to goal 1 
priority, thus a smaller degradation of sensor data will cause the selection of the safe goal 1.
Test# Evidence Goal
1 E(l), F( 0), G(l), H(l) G2
2 E(l), F( 0.1), G(l), H(l) G2
3 E(l), F( 0.2), G(l), H(l) G2
4 E(l), F( 0.25), G(l), H(l) Gl
Table 4- 12 Uncertain data at node E
Test# Evidence Goal
1 E(l), F(l), G(0), H(l) G3
2 E(l), F(l), G(0.05), H(l) G3
3 E(l), F(l), G(0.1), HO) G3
4 E(l), F(l), G(0.15), H(l) Gl
Table 4- 13 Uncertain data at node F
4.4.4 Discussion of results
The performance is measured by the correctness of the decision i.e. the goal selected. The 
correct decision depends primarily on the status information fed into the decision process. 
Correct input information will produce the ‘correct5 decision or at worse a non-optimal but 
safe decision. Incorrect input data means data that does not reflect the condition of the device 
under measurement. For example in the case of a binary valued sensor ON/OFF, a failure
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such as a ‘stuck at I5 or ‘stuck at 0’ will result in an incorrect input. If it is know that there is 
a failure, the uncertainty brought by the fault will be modelled by a belief value of 0.5 and a 
safe decision made. On the other hand, the challenge arises when the existence of the fault is 
not known. How can the decision making be guarded against this eventuality. Redundancy
techniques and sensor data validation by comparing against a model can be used as in
[Bickmore94].
4.5 Situation Assessment
Situation assessment is a diagnosis problem at the system level rather than at the component 
level. The objective is to assess the situation following a failure so that operation may 
continue. A simplified but realistic scenario is used as the basis for experimentation. The 
scenario is based on the Multi-Agent Spacecraft architecture described in Chapter 3. Before 
introducing the scenario, the background is briefly described.
4.5.1 Background
To manoeuvre the spacecraft e.g. for a trajectory correction, the engine must be pointing in 
the required direction while firing the engine. Prior to an orbital manoeuvre, the navigation 
and guidance agent will issue requests for a service (enter manoeuvre pointing mode) from 
the attitude control agent and a service (fire the engine by executing commands at specified 
time) from the propulsion system agent. In nominal operation, both agents will render the 
service at the time requested.
4.5.2 Description of scenario
During an orbit manoeuvre a failure occurs in the propulsion system. The propulsion system 
agent has a fault management module that will diagnose the failure. Following diagnosis of 
the failure, the fault management unit will update the local and remote knowledge bases and 
inform the navigation and guidance agent directly. The sequence of events is as follows; the 
navigation and guidance agent is monitoring the manoeuvre and detects that the manoeuvre is 
not proceeding according to plan. It detects the problem by determining the new orbit and 
comparing to a reference. A self-check rules out the navigation and guidance agent as the 
source of the problem. At this point there are two possibilities, the problem is either in the 
attitude agent or the propulsion agent. The new orbit suggests that the problem may be in the 
propulsion system. The navigation and guidance agent checks the propulsion system’s 
relevant service availability status, and decides on the next course of action depending on 
whether
a) the propulsion system status was updated and indicates a failure,
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b) the propulsion system has not reported a fault, the status is uncertain
In a), the navigation and guidance agent re-plans based on knowledge of a fault in the 
propulsion system together with other status information that it may extract from the 
knowledge-base.
In b) there is a contradiction. The contradiction may be due to a communication delay, the 
propulsion agent’s message has not yet been received or the failure in question was 
compounded by some other failure e.g. a communication failure. The navigation and 
guidance agent can only re-plan after assessing the situation to identify which of its services 
or co-agent services are non-operational (unavailable). One conclusion that the navigation 
and guidance agent can reach irrespective of knowledge-base information is that the 
manoeuvre is not progressing according to plan.
4.5.3 Solution to scenario problem
Given that the trajectory is detected as ‘not OK’ and given a set of locally available status 
information, the navigation and guidance agent must decide where the problem lies. It has 
access to information regarding the availability of the services provided by the attitude 
control agent, and the propulsion control agent, and can query for the spacecraft attitude 
(pointing) state.
The navigation and guidance agent can perform certain tests to help in assessing the situation 
prior to planning a recovery action. The test consists in querying the status of various services 
involved in the activity. Some of the status information is maintained locally while other 
information is maintained at remote agents.
The navigation and guidance agent will request locally maintained information on the 
following:
1. navigation and guidance agent ‘manoeuvre-planning’ service status
2. attitude control agent ‘manoeuvre-pointing’ service status
3. propulsion control agent ‘manoeuvre-execution’ service status
The navigation and guidance agent will request non-local information for confirmation of 
information obtained in test 1 - 3
4. check attitude information
5. check engine status
6. check communication link status
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4.5.4 Implementing situation assessment using an Influence Diagram
An influence diagram (ID) is used to model the scenario. The strategy for constructing the 
diagram is as described in section 4.4.2. The diagram nodes and causal relationships are 
determined from the scenario described in the previous section.
Influence Diagram fo r  situation assessment
The influence diagram for the scenario is shown in Figure 4- 6. The decision node (identify 
agent) represents the choice between three possible origins of the failure, namely attitude 
error, propulsion error, and guidance error. In the case of the decision node, the arcs show 
that the decision has an impact on the utility nodes only. The nodes A, B, and C are the 
variables we wish to determine i.e. whether there is an error or not. The nodes A, B, and C 
represent the attitude control agent, the propulsion system agent, and the navigation and 
guidance agent respectively. The nodes D, E, F, G, H, and I are ‘sensor’ nodes, meaning that 
their value represents state of the spacecraft. Node D represents the operational status of the 
attitude control services. Node G represents the operational status of the guidance system 
services. Similarly, nodes E and F represent the operational status of the reaction control 
(RCS) thrusters (used for pointing control) and the main propulsion engine respectively. The 
spacecraft attitude state (current pointing mode) and trajectory states (i.e. whether the 
trajectory is in or out of predefined boundaries) are also sensed and represented by the nodes 
H and I respectively.
Referring to Figure 4- 6, the causal relationships are now explained. A failure in the attitude 
control system (node A) is indicated by the operational status of the attitude control services 
(D) and by the attitude state (H). Therefore there are links from node A to nodes D and H. A 
failure in the guidance system (C) is indicated by the operational status of the guidance 
control services (G) and by the trajectory state (I). This causal influence is indicated by the 
links from node C to nodes I and G. A failure in the propulsion system (B) is indicated by 
either the RCS thrusters (E) or main engine operational status (F) or both, and also failure in 
the propulsion system shows up in the attitude state or the trajectory state. Thus we have 
links from node B to nodes H, E, F, and I.
A simplifying assumption was made in the design influence diagram. During a manoeuvre, 
the attitude state has an influence on the final trajectory state, however these two variables 
are assumed to be independent.
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Figure 4- 6 Influence Diagram for scenario
Utility values and Conditional probabilities
A simple scale was used with equal measures for each decision, a value of zero is assigned 
for an incorrect decision and maximum for a correct decision. Table 4- 14 to Table 4- 16 
show the utility for nodes A, B, and C.
identify fault attitude propulsion guidance
attitude error error no-error error no-error error no-error
utility 1 0 0 0 0 0
Table 4 -14  Utility for node A
identify fault attitude propulsion guidance
propulsion error error no-error error no-error error no-error
utility 0 0 i 0 0 0
Table 4- 15 Utility for node B
identify fault attitude propulsion guidance
guidance error error no-error error no-error error no-error
utility 0 0 0 0 1 0
Table 4 -16  Utility for node C
Prior probabilities are assigned to root nodes (i.e. nodes without parents) and conditional 
probabilities assigned to the causal arcs. For the prior probabilities, it is assumed that there is 
no prior knowledge of the systems under investigation and the priors are all set to equal 
probability. The Table 4- 17 to Table 4- 22 show the conditional probabilities for nodes D, E, 
F, G, H, and I. Hard evidence [1, 0] is not used to indicate that there is a small chance that the 
sensor data is invalid, instead likelihoods [0.01, 0.99] are used.
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propulsion error error no-error
attitude error error no-error emor no-error
attitude state correct 0.01 0.1 0.1 0.99
attitude state incorrect 0.99 0.9 0.9 0.01
Table 4 -1 7  Conditional probabilities for H  (Attitude State)
Table 4- 17 gives the conditional probability of the attitude state given the status of the 
attitude control system and the propulsion system. If both of the two systems (propulsion and 
attitude systems) are in failure then there is a high probability that the attitude is incorrect. 
Similarly if both systems are functional, there is a high probability that the attitude state is 
correct. If only one of the two systems is in error, then there is a small chance [0.1] that the 
attitude state is nominal.
propulsion error error no-error
guidance error error no-error error no-error
trajectory not tracking 0.99 0.1 0.1 0.01
trajectory tracking 0.01 0.9 0.9 0.99
Table 4- 18 Conditional probabilities fo r  I  (trajectory state)
Table 4-18 gives the conditional probability of the trajectory state given the status of the 
guidance system and the propulsion system. If both systems have failed, there is a high 
probability that the trajectory is not tracking the reference. Similarly if both systems are 
functional, there is a high probability that the trajectory is tracking the reference. If only one 
of the two systems is in error, then there is a small chance [0.1] that the trajectory is nominal.
attitude error error no-error
attitude services OK 0.01 0.9
attitude services Not OK 0.99 0.1
Table 4- 19 Conditional probability fo r  D (attitude services)
Table 4- 19 gives the conditional probability of the attitude service status given the attitude 
control error status. If there is an attitude control error then there is a high probability that the 
attitude services have failed. If there is not an attitude control error then the attitude services 
are likely to be functional.
propulsion error error no-error
RCS OK 0.5 0.99
RCS Not OK 0.5 0.91
Table 4- 20 Conditional probability for E (RCS status)
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Table 4- 20 gives the conditional probability of the reaction control system status given the 
propulsion error status. If there is a propulsion error, there is an equal probability that the 
cause is the reaction control or the main engine. If there is not a propulsion error, then there 
is a high probability that the reaction control system is functional.
propulsion error error no-error
Engine OK 0.5 0.99
engine Not OK 0.5 0.01
Table 4-21 Conditional probability for F (engine status)
Table 4- 21 gives the conditional probability of the main engine status given the propulsion 
system error status. If there is a propulsion error, there is an equal probability that the cause is 
the reaction control or the main engine. If there is not a propulsion error, then there is a high 
probability that the engine is functional.
guidance error error no-error
guidance services OK 0.01 0.9
guidance services Not OK 0.99 0.1
Table 4- 22 Conditional probability fo r  G (guidance sei-vices status)
Table 4- 22 gives the conditional probability of the guidance services status given the 
guidance error status. If there is a guidance error then there is a high probability that the 
guidance services are not functional. If there is not a guidance error then there is a high 
probability that the guidance services are functional.
4.5.5 Performance of situation assessment
In this section, the results are described. Four cases representing different failure conditions 
are discussed starting with the scenario presented in section 4.5.2. The decisions are made 
based on the largest utility value after propagating evidence.
The values assigned to the evidence injected into the sensor nodes can reflect the belief in the 
sensor information. For example the value can reflect the fact that the correctness of 
information obtained from local sensor is deemed more reliable than information from remote 
sensors, particularly in cases of failure. Furthermore status information of co-agents services 
obtained prior to the occurrence of the problem is considered less exact and if possible co­
agents must be queried for confirmation. In the above example this is achieved by querying 
directly the attitude state (H) information to confirm information at sensor D. Sensors can 
give contradictory evidence but as will be seen, the effects are minimised.
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Case 1 Propulsion Engine error
In this case, a fault in the propulsion engine causes the trajectory to deviate from the 
reference during a manoeuvre. We start by injecting evidence indicating that the trajectory 
state is unsatisfactory, into node I, and the probabilities are propagated. Further evidence is 
injected successively into the sensor nodes G, F, E, D, and H, at each step the probabilities 
are propagated. The results are shown in Table 4- 23.
Node Evidence 
-iOK, OK
attitude
error
propulsion
error
guidance
error
Fault Location
trajectory state (I) 0.9, 0.1 0.50 0.50 0.50 Unknown
MVR plan status (G) 0.1, 0.9 0.50 0.25 0.12 attitude error
engine status (F) 0.9, 0.1 0.50 0.60 0.25 propulsion error
RCS status (E) 0.1, 0.9 0.50 0.46 0.19 attitude error
MVR pointing (D) 0.1, 0.9 0.12 0.46 0.19 propulsion error
altitude state (H) 0.1, 0.9 0.03 0.15 0.08 propulsion error
attitude state (H*) 0.9, 0.1 0.2 0.76 0.32 propulsion error
Table 4- 23 Propulsion Engine error
At the first step, the only evidence injected is that the trajectory state is unsatisfactory, this 
information alone is insufficient for the influence diagram to make a decision. After injecting 
evidence into G and E, the influence diagram wrongly identifies the fault. However this 
incorrect decision does not affect the final performance. After injecting all evidence, the 
correct decision was made, namely that the fault is in the propulsion system.
The last row H* shows that the decision is made independent of the status of the attitude 
state. The decision is correct despite contradictory information. In fact the correct decision is 
made even if the attitude state is unknown [0.5, 0.5].
Case 2 Propulsion Reaction Control System error
There is a failure in the reaction control (propulsion system) thrusters causing the trajectory 
to deviate from the intended trajectory during a manoeuvre. First evidence is injected 
indicating that the trajectory state is unsatisfactory, into node I, and the probabilities 
propagated. Further evidence is injected successively into the sensor nodes G, F, E, D, and H, 
at each step the probabilities are propagated. The results are shown in Table 4- 24.
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Node Evidence 
-.OK, OK
attitude
error
propulsion
error
guidance
error
Fault Location
trajectory state (I) 0.9, 0.1 0.50 0.50 0.50 Unknown
MVR plan status (G) 0.1, 0.9 0.50 0.25 0.12 attitude error
engine status (F) 0.1, 0.9 0.50 0.15 0.08 attitude error
RCS status (E) _ 0.9, 0.1 0.50 0.46 0.19 attitude error
MVR pointing (D) 0.1, 0.9 0.12 0.46 0.19 propulsion error
attitude state (H) 0.9, 0.1 0.21 0.79 0.32 propulsion error
attitude state (H*) 0.1, 0.9 0.03 0.15 0.08 propulsion error
Table 4- 24 Propulsion RCS error
The influence diagram finally determines that the problem is with the reaction control 
thrusters after all the evidence is injected. In the last step H*, the influence diagram’s 
decision is correct despite the fact that contradictory information is fed into the influence 
diagram. The contradictory information indicates that the attitude was correct during the 
manoeuvre.
Case 3 Planning error
In this case, a fault in the guidance agent affecting the manoeuvre planning service is the 
cause of the non-nominal trajectory. Again we start by injecting evidence into node I, 
indicating that the trajectory state is unsatisfactory, and the probabilities are propagated. 
Further evidence is injected successively into the sensor nodes G, F, E, D, and H, at each step 
the probabilities are propagated. The results are shown in Table 4- 25.
Node Evidence 
—iOK, OK
attitude
error
propulsion
error
guidance
error
Fault Location
trajectory state (I) 0.9, 0.1 0.50 0.50 0.50 Unknown
MVR plan status (G) 0.9, 0.1 0.50 0.72 0.83 guidance planning
engine status (F) 0.1, 0.9 0.50 0.59 0.77 guidance planning
RCS status (E) 0.1, 0.9 0.50 0.45 0.71 guidance planning
MVR pointing (D) 0.1, 0.9 0.12 0.45 0.71 guidance planning
attitude state (H) 0.1, 0.9 0.03 0.15 0.57 guidance planning
attitude state (H*) 0.9, 0.1 0.21 0.78 0.86 guidance planning
Table 4- 25 Manoeuvre planning error
At the first step, the only evidence injected is that the trajectory state is unsatisfactory, 
however this information alone is insufficient for the influence diagram to make a decision. 
With more information, the influence diagram identified the problem as a planing error 
originating in the guidance system. The last row H* shows that the decision is made 
independent of the status of the attitude state. The decision is correct despite contradictory 
information.
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Case 4 Pointing error
There is a failure in the attitude control agent causing the trajectory to deviate from the 
reference. We start by injecting evidence indicating that the trajectory state is unsatisfactory, 
into node I, and the probabilities propagated. Further evidence is injected successively into 
the sensor nodes G, F, E, D, and H, at each step the probabilities are propagated. The results 
are shown in Table 4- 26.
Node Evidence 
-.OK, OK
attitude
error
propulsion
error
guidance
error
Fault Location
trajectory state (I) 0.9, 0.1 0.50 0.50 0.50 Unknown
MVR plan status (G) 0.1, 0.9 0.50 0.25 0.12 attitude error
engine status (F) 0.1, 0.9 0.50 0.15 0.08 attitude error
RCS status (E) 0.1, 0.9 0.50 0.09 0.06 attitude error
MVR pointing (D) 0.9, 0.1 0.83 0.09 0.06 attitude error
attitude state (H) 0.9, 0.1 0.96 0.11 0.07 attitude error
attitude state (H*) 0.1, 0.9 0.51 0.04 0.04 attitude error
Table 4- 26  Pointing error
The influence diagram indicates that the problem is in the attitude control system. Again in 
the last step H*, the influence diagram’s decision is correct despite the fact that contradictory 
information is fed in.
Effect o f uncertain engine status
In the four cases described above, it was seen that the influence diagram (ID) was capable of 
assessing the situation with some uncertain information, namely the attitude state. In the four 
cases it was assumed that the status of all other systems including the faulty system was 
known with certainty. Under these circumstances, the ID assessed the situation correctly.
Node Evidence 
~~iOK, OK
attitude
error
propulsion
error
guidance
error
Fault Location
trajectory state (I) 0.9, 0.1 0.50 0.50 0.50 Unknown
MVR plan status (G) 0.1, 0.9 0.50 0.25 0.12 attitude error
engine status (F) 0.5, 0.5 0.50 0.15 0.08 attitude error
RCS status (E) 0.1, 0.9 0.50 0.09 0.06 attitude error
MVR pointing (D) 0.1, 0.9 0.50 0.09 0.06 attitude error
attitude state (H) 0.1, 0.9 0.03 0.02 0.033 guidance error
Table 4 - 27  Propulsion Engine error
If it is assumed as in the description of the scenario (section 4.5.2) that the belief in the 
engine status is known with less certainty, the ID still assesses the situation correctly. 
However if the belief in the engine status is so reduced that the engine status is unknown 
[0.5, 0.5] or contradictory (engine status indicates that it is functional when in fact it is not)
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then the ID diagnoses a failure in the guidance agent as shown in Table 4- 27. Given the input 
information, the situation was correctly assessed, but the ID assessment does not reflect the 
‘real’ situation. Additional information provided by redundant sensors is required to resolve 
the situation.
Effect o f  prior probabilities on performance
In the investigations so far, it was assumed we have no knowledge of the prior probabilities. 
This means that the prior probabilities P(A), P(B), and P(C) were set to [error = 0.5, no-error 
= 0.5]. In this sub-section the effect of assigning prior probabilities are investigated using the 
example in case 3 above. A fault in the guidance system agent affecting the manoeuvre 
planning function is the cause of a non-nominal trajectory. The results are shown in Table 4- 
28 and Table 4- 29. In Table 4- 28, the priors were [error = 0.01, no-error = 0.99] in all three 
cases. It is assumed here that all three systems have equal probability of failing. The results 
show that the decision making process is correct, and tolerates a single contradictory piece of 
information.
Node Evidence 
-iOK, OK
attitude
error
propulsion
error
guidance
error
Fault Location
trajectory state (I) 0.9, 0.1 0.01 0.00 0.00 attitude error
MVR plan status (G) 0.9, 0.1 0.01 0.00 0.015 guidance planning
engine status (F) 0.1, 0.9 0.01 0.00 0.0103 guidance planning
RCS status (E) 0.1, 0.9 0.01 0.00 0.0101 guidance planning
MVR pointing (D) 0.1, 0.9 0.00 0.00 0.0101 guidance planning
attitude state (H) 0.1, 0.9 0.00 0.00 0.0103 guidance planning
attitude state (H*) 0.9, 0.1 0.00 0.00 0.01 guidance planning
Table 4- 28 Manoeuvre planning error
In Table 4- 29, the prior probabilities were [error = 0.01, no-error = 0.99] for the pointing 
control and the manoeuvre planning and [error = 0.05, no-error = 0.95] for the propulsion. 
Here it is assumed that the propulsion system has a greater probability of failing i.e. a lower 
reliability. When fed with all relevant information, the decision making process is correct, but 
does not tolerate contradictory information (H*). In assessing the situation, the decision 
regarding which system has failed is biased towards the system with the highest probability 
of failure, in this case the propulsion system. As shown in the results, more information is 
needed before the correct assessment is made. The correct assessment is made only after the 
third piece of information is fed in at node E. Previously the situation was correctly assessed 
with the second piece of information at node G. If the prior probability P(B) of the 
propulsion system is made [error = 0.1, no-error = 0.9] i.e. an even greater probability of
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failure, then the situation is correctly assessed only after the fourth pieces of information is 
fed at node E.
Node Evidence 
—OK, o k
attitude
error
propulsion
error
guidance
error
Fault Location
trajectory state (I) 0.9, 0.1 0.01 0.011 0.002 propulsion error
MVR plan status (G) 0.9, 0.1 0.01 0.013 0.012 propulsion error
engine status (F) 0.1, 0.9 0.01 0.00 0.011 guidance planning
RCS status (E) 0.1, 0.9 0.01 0.00 0.011 guidance planning
MVR pointing (D) 0.1, 0.9 0.00 0.00 0.011 guidance planning
attitude state (H) 0.1, 0.9 0.00 0.00 0.010 guidance planning
attitude state (H*) 0.9, 0.1 0.00 0.03 0.016 propulsion error
Table 4- 29 Manoeuvre planning error
The prior probability values play an important role in the decision making but more 
specifically it is the relative difference between the priors that is important in the decision 
making process. As previously stated the prior probabilities can be obtained from engineering 
reliability values.
4.5.6 Discussion of results
The performance is measured by the correctness of the assessment of the situation. In all 
cases the situation was correctly assessed. In all cases the assessment is arrived at without the 
full complement of sensor information. This implies that the system is flexible and can 
operate with incomplete information as well as uncertain information. However it is prudent 
to use all the information available before making use of the decision. It was seen that the 
correct decision was arrived at despite the introduction of ‘incorrect data’ in the form of 
contradictory information. It was also seen that the situation assessment is less sensitive to 
the absolute values given to the prior probability, it is the difference between the prior 
probability at the parent nodes that is important. This is an important point to bear in mind 
when estimating prior probability values.
4.6 Situation Assessment with uncertain an incomplete 
knowledge
In this section, a method for reasoning with incomplete knowledge caused by a system failure 
is described. The knowledge missing is action co-ordination information, the scenario was 
described in Chapter 3. The objective is to assess the situation following a failure so that 
operation may continue. A portion of a realistic scenario is used as the basis for 
experimentation. Before introducing the scenario, the background is briefly described.
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4.6.1 Description of scenario
The scenario below describes a case where indirect monitoring is not inherent in the system. 
(In the previous scenario indirection monitoring was possible since the guidance agent can 
determine if the manoeuvre is going to plan by monitoring the trajectory). To manoeuvre the 
spacecraft, the engine must be pointing in the required direction while firing the engine. 
Thus, the manoeuvre plan will consist of a service (action) request to point the spacecraft and 
a request to fire the engine. In this scenario, a failure results in insufficient information for 
the attitude controller agent to plan the manoeuvre. The pointing requirements are not 
available to the attitude control agent. The above scenario encompasses the case where the 
failure is in the communication link so that the manoeuvre plan (pointing requirements) 
cannot be sent to attitude control agent. A solution to this specific problem is the use of a 
default plan. In the event of a failure, actions must continue based on a default plan. Both the 
navigation and guidance and the attitude control agents must operate according to the default 
plan. In the scenario, given that there is a failure, the attitude control agent must determine 
first that a pointing action is requested, and second the pointing requirements (pointing 
direction and time. How can this be achieved? Below a possible is described solution.
The trajectory-monitoring task is cyclic, at the end of every cycle a call (ACK) is broadcast. 
If the call is not received, the attitude control agent infers that there is a problem. Having 
eliminated itself as source of problem, it can use context (current mission phase goals), past 
action (guidance system trajectory monitor history), and current status (availability status) to 
deduce the guidance system's current status. The solution makes use of the fact that the 
trajectory can be predicted (For more information [Kaplan76]2). A default plan of action is 
brought into play to allow a correction to be made, it may be non-optimal but safe. The 
flowchart in Figure 4- 7 shows the sequence of events that occur from the perspective of the 
navigation and guidance agent.
2 Or any textbook on spacecraft dynamics
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N G C  a g e n t
situation
Assessment
Figure 4- 7 Manoeuvre correction without inter-agent communication
The flowchart begins with the agent planning a manoeuvre, and sending to the relevant co­
agents the manoeuvre plan. It then waits for an acknowledgement from the co-agents. If the 
acknowledgement is received the agents proceed with the manoeuvre. If the 
acknowledgement is not received, the agent enters the situation assessment mode to identify 
the problem and proceeds with the execution of the default plan. On completion of the 
execution, the agent enters the monitor trajectory state and remains in this state until a 
manoeuvre is required.
4.6.2 Implementation of situation assessment using an Influence 
Diagram
The influence diagram in Figure 4- 8 shows the decision making process that occurs when co­
ordination fails (acknowledgement (ACK) is not received in our scenario in Figure 4- 7). The 
nodes A and B are the variables we wish to determine, and indicate in which system the 
failure lies. Node A represents the navigation and guidance (NGC) agent and node B 
represents the attitude control agent (ADC). Node C represents the communication status. 
The nodes D, E, F, and G are sensor nodes representing the spacecraft status. Node D
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represents the operational status of service SI (monitor trajectory service), and node G the 
operational status of service S2 (manoeuvre pointing service). Node E indicates whether a 
plan is available or not and node F indicates when an attitude control agent goal is selected. 
There are three possible course of action: follow default plan (D), re-plan manoeuvre (R), or 
safe spacecraft and wait for ground control (W).
Figure 4- 8 NGC agent situation assessment Influence Diagram
Utility values
For utility A, given the facts ‘NGC error’, and ‘state of ADC unknown’, there are two 
possible actions, both equally likely to be successful namely ‘follow default plan ‘or ‘wait’ 
for ground control. Similarly, given the fact ‘no NGC error’, then ‘retry’ is the best course of 
action if the ADC state is OK, however ‘waiting’ is preferable if the ADC state is Not OK. It 
is assumed that the ADC is equally likely to be OK or NOK. The utility values for A are 
shown in Table 4- 30.
For utility B, given the fact ‘ADC error ‘, then there is only one courses of action namely 
‘wait’. However there is a small chance that the problem is transient, and the option of 
retrying is available as shown in Table 4-31. And finally given the fact ‘no ADC error’ the 
two possible courses of action are ‘follow default plan4 if is known that the NGC is OK or 
‘wait’ if is known that the NGC is not OK.
NGC error (A) NGC error =YES NGC error =NO
action Default Replan Wait Default Replan Wait
utility (A) 0.5 0 0.5 0 0.5 0.5
Table 4- 30 Utility for Action A
ADC error (B) ADC error =YES ADC error =NO
action D R w D R W
utility (B) 0 0.1 0.9 0.5 0.5 0
Table 4 -3 ]  Utility for Action B
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Prior and conditional probabilities
It is assumed that when we enter the process, we have no knowledge of the cause of the 
failure, and so the prior probabilities P(A= yes), P(A = no), and P(B= yes), P(B = no) are 
equal. Similarly for P(C).
An NGC failure (node A) is indicated by SI (monitor trajectory) = not OK (node D) and 
plan available = No (node E). An ADC failure (node B) is indicated by S2 (manoeuvre 
pointing) = not OK (node G) and goal selected = No (node F). If there is a failure in the 
communication link then the plan cannot be broadcast.
P(D|A) is the probability of SI (monitor trajectory) given NGC status (node A). P(G|B) is the 
probability of S2 (manoeuvre ponting) given ADC status (node B). P(D|A) and P(G|B) are 
shown in Table 4- 32 and Table 4- 33. In both cases, it is assumed that if there is an error in 
the agent, then the respective service is not operational (NOK). However if the agent is not in 
error, the state of the service is unknown.
P(D|A) YES NO
SI status = OK 0 0.5
SI status = NOK 1 0.5
Table 4- 32 Conditional probability for P(D\A)
P(G|B) YES NO
S2 status = OK 0 0.5
S2 status = NOK 1 0.5
Table 4- 33 Conditional probability for P(G\B)
P(E|A&C) is the probability of E (plan available) given A (NGC status) and C 
(communication link status). P(F|C&B) is the probability of F (pointing goal selected) given 
B (ADC status) and C (communication link status). P(E|A&C) and P(F|C&B) are shown in 
Table 4- 34 and Table 4- 35.
P(E|A,C) Cx error (C) = YES Cx error (C) = NO
NGC error 
(A) = YES
NGC error 
(A) = NO
NGC error 
(A) = YES
NGC error 
(A )-N O
Plan avail (E) = YES 0 0 0 1
Plan avail (E) = NO 1 1 1 0
Table 4- 34 Conditional probabilities for P(E\A,C)
In Table 4- 34, if there is either a communication failure or a navigation and guidance (NGC) 
error or both then the plan is not available. If there is neither a communication failure nor an
NGC error then the plan is available.
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P(F|C,B) Cx error (C) = YES Cx error (C) = NO
ADC error ADC error ADC error ADC error
(B) = YES (B) = NO (B) = YES (B) = NO
Goal select(F)= YES 0 0 0 0.7*
Goal select (F) = NO 1 1 1 0.3*
Table 4~ 35 Conditional probabilities for P(E\A,C)
In Table 4- 35, if there is either a communication failure or an attitude control error or both 
then the goal will not be selected. The values for P(F|B, C=NO) (last column in Table 4- 35) 
reflect the fact that the manoeuvre goal will not be automatically be selected even if the 
controller is functional since the agent may be pursuing another goal. This is reflected in the 
probability value and estimated from the proportion time spent in satisfying the various goals.
4.6.3 Performance of situation assessment
This section presents the results of the situation assessment process. In the first part, the 
assessment was performed with ‘nominal5 sensor data while in the second part the assessment 
was performed with ‘noisy5 sensor data.
Results with *nom inal9 sensor data
By nominal it is meant that the spacecraft status is known with reasonable certainty, and so 
the sensor node are presented with hard evidence [1, 0] or [0, 1]. The situation assessment 
process is enabled when co-ordination breaks down, and therefore the possible actions are to 
initiate the default plan if the attitude agent can meet the pointing requirements or otherwise 
wait for ground control intervention. Results are shown in Table 4- 36. In the ‘evidence5 
column, ‘I 5 indicates status is OK, ‘05 indicates status is Not OK. D(l) means evidence [1, 0] 
is injected into node D and D(0) means evidence [0, 1] is injected into node D.
Test# Evidence default retry wait Decision
1 none 0.5 0.55 0.95 wait
2 D(l), G(l) 0.5 0.99 0.51 retry
3 D(0), G(l) 0.94 0.54 0.5 default plan
4 D(l), G(0) 0 0.6 1.32 wait
5 D(0), G(0) 0.5 0.18 1.31 wait
Table 4 -3 6  Navigation and guidance agent situation assessment
In test 2 (Table 4- 36), despite the fact the node (D and G) indicate no failure, there is a 
failure possibly the communication link since the acknowledgement was not received. The 
‘retry5 action is chosen. However there should be a mechanism to prevent the system from 
retrying indefinitely, e.g. a limit on the maximum number of retries. In test 3, the service SI 
(monitor trajectory) is not functional while the service S2 (assume manoeuvre pointing) is
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functional and so the decision is to use the default plan. In test 4, the service SI (monitor 
trajectory) is functional while the service S2 (assume manoeuvre pointing) is not functional 
and so the decision is to wait for ground intervention. In test 5, both systems have failed and 
so the decision is again to wait for ground intervention.
‘Noise’ in decision making process
The correct decision depends primarily on the status information fed into the decision 
process. Correct input information will produce the ‘correct5 decision. If the data fed to the 
sensor node is uncertain then that is reflected in the decision. Uncertainty in sensor data has 
three main sources. Remote information (data from remote agents) is considered less 
accurate. Uncertainty also increases with the elapsed time since the last information update, 
and finally any known failures will introduce uncertainties. In the best case, the sensor data is 
certain, the sensor node 2-states is 1:0 or 0:1. As the uncertainty increases, the values of both 
states converge up to the point, in worst case, when the actual state is unknown and the 
sensor node belief values are entered as [0.5:0.5].
The experiment shown in Table 4- 36 was repeated with less than 100% certain evidence. 
The results are shown in Table 4- 37. In test 2a, 3a, 4a, and 5a the evidence is [0.9, 0.1], this 
means 90 % certainty. In test 2b, 3b, 4b, and 5b, the evidence is [0.75, 0.25], this means 75% 
certainty.
Test# Evidence default retry wait Decision
1 none no action (wait)
2a D(0.9), G(0.9) 0.5 0.85 0.65 retry
2b D(0.75), G(0.75) 0.5 0.7 0.8 wait
3a D(0.1), G(0.9) 0.73 0.61 0.65 default
3b D(0.25), G(0.75) 0.63 0.57 0.8 wait
4a D(0.9), G(0.1) 0.26 0.65 1.07 wait
4b D(0.75), G(0.25) 0.37 0.59 1.05 wait
5a D(0.1), G(0.1) 0.5 0.42 1.07 wait
5b D(0.25), G(0.25) 0.5 0.46 1.04 wait
Table 4 -37  Results of'noisy' situation assessment
The results in Table 4-37 show that with anything less than certain sensor information, the 
decision making opts for the safest action. At 90% certainty, the decision making is the same 
as with 100% certainty. As the belief in the input drops by 25%, the safer option was chosen 
in all cases.
4.6.4 Discussion of results
As with previous decision making agents, the performance is assessed by the correctness of 
the decision taken. With hard evidence injected into the influence diagram, the correct
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decision was taken as shown in Table 4- 36. It was further shown that with less than certain 
sensor input the influence diagram chose the safer option. The influence diagram is biased in 
favour of the safer option, which is to wait for ground intervention when the information is 
less than certain. The degree of bias toward the safer option can be controlled with the utility 
values. For example, given the facts ‘NGC error’ true, and ‘ADC status’ is unknown, there 
are two possible actions, namely ‘follow default plan ‘or ‘waif for ground control and both 
were made equally likely. The default plan could be biased in favour by assigning it a higher 
utility.
The prior probabilities were set equal, however in practice this may not necessarily be the 
case. There is no prior knowledge of the cause of the problem at start of decision making 
process but reliability figures may bias towards one system or the other. The reliability of the 
navigation and guidance system may be higher than that of the attitude control system or vice 
versa.
4.7 Summary and conclusions
The chapter described how belief networks in the form of influence diagrams are used to 
investigate automated reasoning in the Multi-Agent Spacecraft Architecture (MASA). Three 
facets of the problem were studied; goal arbitration (agents must co-ordinate to decide on 
which goal to pursue), reasoning with uncertain information and reasoning with incomplete 
information (co-ordination without explicit communication). The three cases were 
investigated using domain specific scenarios. The influence diagrams for the scenarios were 
designed based on the MASA architecture. In the goal arbitration scheme, the aim was to 
select one of several mutually exclusive goals for activation based on the input from sensors 
that represent the spacecraft status. The results show that the influence diagram selected the 
most appropriate action given the spacecraft status. The correctness of the decision depended 
on the input information fed to the influence diagram. Correct sensor data will result in a 
correct decision. The influence diagram can tolerate a certain amount of noisy (or uncertain) 
input data. When the noise is increased past a critical point, the influence diagram will opt for 
a safe decision rather than an optimal decision. It was shown that the influence diagram for 
goal arbitration could be biased to favour a particular course of action when uncertainty is 
present.
The second scenario was used to investigate situation assessment. Following a failure in a 
sub-system, a belief network was used to assess the situation prior to re-planning. The 
performance of the influence diagram was measured by the correctness of its assessment of 
the situation. In all cases the situation was correctly assessed for the given input. The 
influence diagram was able to arrive at the correct decision despite the introduction of
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‘contradictory’ information. In all cases the assessment is arrived at without the full 
complement of sensor information. This implies that the system is flexible and can operate 
with incomplete as well as uncertain information. However it is prudent to use all the 
information available before making use of the decision. It was also seen that the influence 
diagram is insensitive to the absolute value given to prior probabilities, it is the relative 
values of these prior probabilities that is important. This is an important point to bear in mind 
when determining probability values.
In the third scenario, reasoning with incomplete information was investigated. A scenario was 
devised in which co-ordination breakdown was used to illustrate reasoning with incomplete 
information. In this scenario, the attitude control agent and the guidance control agent must 
co-ordinate to correct the spacecraft trajectory. A failure causes co-ordination breakdown, 
and operation must continue despite this breakdown. The recovery uses domain specific 
knowledge to bring into action a default plan known to both agents. On breakdown, the 
decision-maker must select between retrying the action, using a default plan or waiting for 
ground intervention. The influence diagram designed selects between the options and was 
biased in favour of the safer option (waiting for ground intervention) when knowledge was 
uncertain.
The purpose of the work described in this chapter was to show how belief networks could be 
used for situation assessment in the spacecraft domain. Situation assessment differs from 
fault diagnosis of a system by the level of granularity. Whereas fault diagnosis can be done 
down to the component level, situation assessment is done at a block level. For this purpose, 
the chance nodes represent complex systems, a combination of hardware and software. The 
IDs designed in the three scenarios were simplified but realistic. In a practical system, the 
influence diagrams will be joined to form larger influence diagrams. Using portions of the 
diagrams in isolation allowed specific issues to be investigated.
Although it was demonstrated that the influence diagrams designed could deal with some 
contradictory information, in general the correctness of the influence diagram decision is 
limited by the validity of the input information. It was seen that in one case, the situation was 
incorrectly assessed when fed with contradictory information. When redundancy is in-built in 
the influence diagram, contradictory information can be tolerated. Various redundancy 
techniques can be employed to validate the inputs.
For the influence diagram design, the probability values can be obtained from a combination 
of spacecraft component reliability figures where known, empirical evidence gained from 
current spacecraft, and design knowledge. In experimenting with probability values it was 
found that the results are insensitive to imprecision in probabilities. This finding is in line 
with that reported by [Henrion96] whose results provide empirical evidence that the correct
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probabilities.
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5.1 Background
Resource allocation is the problem of allocating the limited spacecraft resources to 
activities. To date this function has been carried out manually or semi-manually by operators 
at the ground control. An objective of this thesis is to investigate resource management in 
the context of the Multi-Agent Spacecraft Architecture (MASA). In this chapter, the 
implementation of the resource allocation function on-board the spacecraft is described. In 
the remainder of the background section, the problem is defined (section 5.1.1). Desirable 
properties for the system are discussed in Section 5.1.2 and some related work is discussed 
Section 5.1.3. In Section 5.2, the scheduling terminology for the implemented scheduler is 
defined while in Section 5.3 the implementation is described. In section 5.4 results are 
presented and finally the chapter is summarised in section 5.5.
5.1.1 Problem definition
In the Multi-Agent Spacecraft Architecture (MASA), the spacecraft is made up of 
autonomous controllers or agents having similar internal structure but each having a 
different functional speciality. No single agent is in charge. The agents have a single 
common top level goal and must co-operate in planning and executing this goal. For the 
purpose of planning and scheduling activities, each agent can be viewed as a client or as a 
server of a resource. A resource-server must manage the resource in order to meet clients’ 
resource requirements. Because spacecraft resources are limited, the resource manager 
cannot always meet all requests for resource. A function of the resource manager, as well as 
producing the resource, is to ascertain that the resource is distributed in a manner that will 
enhance achievement of the mission goal(s). The objective is to schedule activities such as 
payload operations (e.g. science observations) and other routine engineering operations on 
board the spacecraft. The activity priority is used to resolve resource conflicts. One 
characteristic of the domain is that certain activities have a tightly constrained window of 
opportunity. Such is the case of certain science observations e.g. imaging a target. All tasks 
related to this activity are constrained by the window of opportunity. Another characteristic 
of the domain is that all the resources considered are re-usable but the total capacity varies 
in time. These variations are caused by physical phenomenon and / or system failures.
In the manual scheduling of spacecraft operations, activities will be rated according to a 
priority. The priority rating will depend on the mission phase and other factors that 
determine the criticality of an activity. If a conflict within a schedule cannot be solved
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through reassignment of tasks then the last resort is to postpone the activity with the least 
priority to the next scheduling horizon. Whereas the objective of the general resource- 
constrained scheduling problem is to minimise the length of the schedule, in the domain 
described here, the global objectives are to maximise the number of spacecraft operations 
goals (activities) satisfied, or conversely, minimise the number of unsatisfied jobs, and most 
importantly not to endanger the spacecraft by denying resource to critical activities. By 
unsatisfied jobs is meant jobs that are not satisfied in the current planning horizon, but they 
may be satisfied at a future time.
In the Multi-Agent Spacecraft Architecture (MASA) spacecraft, resource allocation is a 
distributed scheduling problem with a single resource manager per resource type. This 
differs from the resource allocation problem where each agent owns a single resource of the 
same type e.g. job scheduling on a network of computers [Chavez97], or where agents 
within the distributed system own one or more resource of the same type as in the Airline 
Ground services scheduling problem [Neiman96]. In the case of the network of computers, a 
market-based control technique was employed where bids were made for a resource as 
described in [Chavez97]. In all cases, only the agent that owns (manages) a resource has 
knowledge of all constraints on the resource. Individual agents cannot generate a complete 
schedule involving resources that belong to other agents. Each agent does not have a 
complete view of all the resource available nor a complete view of all tasks. This means that 
inter-agent communication is required to exchange information during the scheduling 
process.
5.1.2 Desirable properties of scheduler 
Global view
An important feature is a global view. By global view we mean the ability to have a wide 
view system at system level that will allow optimisation of decision making. In the specific 
case of MASA (Multi-Agent Spacecraft Architecture) resource management, the resource 
managers must have some knowledge (perhaps limited) of the co-agents intentions. The 
need for a global view is seen when activities (resource requests) are related either via a 
temporal or resource dependency Consider the case where a single activity uses two 
different resources, in addition the activities may have a temporal dependency.
In a traditional centralised system, a global view is inherent in that the knowledge is 
centralised. A single manager allocates resources and therefore has a view of all resources
1 Dependencies are constraints between activities
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demand profile2. The approach adopted in MASA does not employ one centralised resource 
manager for all resources but one for each resource. Thus scheduling information must flow 
between resource managers to optimise resource allocation.
Continuity /
Continuity is another important feature. To help understand the importance of continuity, 
the horizon concept is introduced. The resource manager will maintain a resource demand 
profile with the starting point being the current time and the end point some later time in the 
future. In the implementation of MASA (Multi-Agent Spacecraft Architecture) the length 
for the profile is the track repeat period. The length of the profile is referred to as the 
horizon. The horizon is fixed so that the resource manager will not process an incoming 
request whose activity start time is beyond the horizon end.
A goal or sub-goal can span more than one horizon as discrete activities. These activities are 
related in that the successful completion of each activity is a pre-requisite for the successful 
achievement of the goal. Continuity in MASA is realised with the set of ‘mission goals’. 
These mission goals are translated into a merit figure that increases the importance of the 
goal in relation to other competing goals.
Feedback o f state information
The precise end time of an activity may be undefined at the time of the request generation 
and submission to resource manager due to uncertainty in execution termination. An 
estimate of the end time is used for the request generation. The lack of total controllability 
of the activities imposes the need for feedback. The agent controlling the activity must 
inform the resource manager when the activity terminates. This is true irrespective of the 
architecture, whether centralised or decentralised. The scheduling must have the flexibility 
to allow for changes in the activity end times without requiring a complete re-plan as the 
activity progress.
Flexibility to deal with unplanned events
The resource management needs to be flexible to allow changes to the resource allocation 
with minimal impact on the working schedule. In the previous paragraph the feedback 
involved activity end time. Flexibility in both activity start and end times will facilitate 
dealing with unplanned events.
2 The resource requested as a function of time
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5.1.3 Related work
The problem of resource management within the MASA architecture is a distributed 
scheduling problem in a multi-agent environment. In such problems, co-operation and co­
ordination of scheduling agents are needed to arrive at a feasible schedule. For each agent, 
the problem is a resource-constrained scheduling problem. The basic problem is to schedule 
a number of tasks to use one or more resources so that no resource is oversubscribed. The 
constraints are the task start and completion times, the resource requirements, the tasks 
ordering and the relative priorities between the tasks. There is one veiy important difference 
between the MASA scheduling problem and the basic job shop problem. Certain tasks have 
tightly constrained start (and end) times, meaning that there is little or no room for shifting 
these tasks in order to achieve a feasible schedule. There is no slack. This is the case for 
example in scheduling science observations; there may be only one opportunity to make a 
science observation. The observation times are akin to the job due date in job shop 
scheduling terminology.
There are two main approaches to solving resource constrained scheduling problems. These 
are the operational research (OR) and the artificial intelligence (Al) approaches. Early OR 
approaches focussed on producing optimal solutions to a singular objective function. 
However this is difficult when dealing with large-scale problems. So the next step in the OR 
approach was to develop methods for producing near optimal solutions. Real problems often 
have complex solution criteria, the OR approaches thus shifted to developing methods to 
satisfy multiple objectives [Hildum94].
The Al-based approach can be further divided into rule-based and knowledge-based 
approaches. Of interest here are the knowledge-based approaches, where the scheduling 
problem is viewed as a constraint satisfaction problem. The problem is represented in terms 
of a set of variables V, a set of domains D for the variables and a set of constraints C on two 
or more variables in V. A schedule is an assignment to all of the variables that satisfy all the 
constraints. For the job shop problem, there are many ways to formulate the problem; most 
commonly it is formulated as finding a consistent set of start times for each operation in the 
job [Cheng95]. Note that in our specific problem (an autonomous imaging system described 
later) a job corresponds to an order for an imaging task. The operations within this job are 
the operations required to image a target.
There are two general methods for solving scheduling problems, the constructive method 
and the repair method. In the former the schedule is incrementally extended until it is 
complete.
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ISIS [Fox94], the first constraint-based scheduling system uses the constructive method 
from an order perspective. OPIS [Smith95] uses the constructive method from two 
perspectives, an order and a resource perspective. The Micro-Boss [Sadeh94] is another that 
uses the constructive method. It schedules one activity at a time as opposed to an order as 
with OPIS. In the repair method the search starts with an unfeasible initial solution 
(schedule) and proceeds by eliminating constraints violations in the schedule [Fukunaga97], 
[Zweben94], [Johnson94]. The repair method came about in an attempt to overcome some of 
the problem of the constructive method; namely the poor performance on real problems and 
the need for incremental rescheduling that minimises changes to the original schedule.
More recently, Reinforcement learning (RL) has been applied to the scheduling problem. In 
[Zhang98], RL is applied to the task of scheduling payload processing for NASA’s space 
shuttle program. As with the iterative repair approach, a critical path schedule, possibly 
unfeasible is constructed, this is used as the starting state for the reinforcement learning 
solution. Operators are applied to move from one state to the next. In the space shuttle 
problem, the operators are re-assign-pool and move. The re-assign-pool operator changes 
the resource pool assignment for one of the resource requirements of a task. The move 
operator moves a task to a different time and reschedules all temporal dependants of the 
task.
In this thesis, the approach adopted in the MASA architecture uses reinforcement learning 
as in the space shuttle payload processing scheduler to solve the resource-constrained 
allocation problem. Whereas the objective of the general resource-constrained scheduling is 
to minimise the length of the schedule, in the MASA domain, the objective is to minimise 
the number of re-assigned orders. That is orders that cannot be scheduled in current 
scheduling horizon, are assigned to the next horizon for re-scheduling. The scheduling 
comprises two phases, the first phase in which the scheduling agents each construct an 
initial schedule, the critical path schedule, asynchronously. During the second phase, the 
agents must exchange information with the co-agents that will allow the complete conflict- 
free schedule to be constructed. In this phase, two processes take place simultaneously 
within the scheduler, iterative repair and co-operative repair. A similar approach is the 
distributed Airport Resource Management system (Dis-ARM) described in [Neiman96], the 
first asynchronous phase is characterised by loose co-ordination while the second or 
synchronised phase is more tightly co-ordinated to solve difficult problems in the schedule.
5.1.4 Research method
As stated in the previous section, the MASA scheduler applies a reinforcement' learning 
approach to a distributed scheduling problem. Reinforcement learning (RL) has previously
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been applied to scheduling [Zhang98] i.e. to the space shuttle domain. The work presented 
in this thesis proposes a variation of the RL scheduling methodology proposed by Zhang by 
extending it to a distributed scheduling problem. There are no distributed RL scheduling for 
comparison. To demonstrate the method in the spacecraft domain, a realistic space mission 
was selected. The mission is an autonomous user driven imaging mission. The aim is to 
allow users distributed across the globe to request the imaging of targets on the Earth. The 
spacecraft autonomously schedules the imaging activities and downloads the image data at 
the user. A simulation was developed to simulate the spacecraft receiving the imaging goals. 
The reason a simulation was used is two fold, first that the reinforcement learning 
techniques requires a very large number of problem examples to leam to schedule and 
second there is currently no spacecraft with an autonomous user driven imaging system on­
board3. The simulator consists of two parts, the data generator and the scheduling agents. 
The data generator models the spacecraft in the orbit receiving requests to image targets on 
the Earth. The requests for imaging arrive randomly throughout the track repeat period. The 
track repeat period which is the time between the spacecraft passing over the same point on 
the Earth is taken as the scheduling horizon. The requests for imaging during horizon hi+i are 
submitted throughout horizon hj. Prior to the start of the horizon, the resource manager 
schedules the requests (orders) for the horizon. The second part of the simulator is the
1
resource-managing agent. It contains the algorithm that constructs the schedules and the 
reinforcement learning algorithm that removes constraint violations from the initial 
schedules to produce a conflict free schedule.
The reinforcement learning technique was selected as the approach to use for several 
reasons. RL has been successfully applied to two scheduling type problems, the elevator 
dispatch problem [Crites96], and the scheduling of NASA payload processing as discussed 
above [Zwang98]. In addition, though the basic scheduling problem in the chosen domain is 
deterministic, the problem has non-deterministic features when failures are considered. 
Failures will occur in the spacecraft altering resources availability. The reinforcement 
learning agent must leam to schedule in failure situation as well as in nominal conditions. 
To understand better, an analogy is made with a robot learning to walk using reinforcement 
learning. The robot legs are the resources used in walking, if one leg is partially damaged, 
the robot must learn to walk or hop with the damaged leg. This will require a different 
control policy from that used to leam to walk with both legs undamaged. The simulator 
generates failure data as well as the imaging goal data. The failure data consists of variations 
in resource capacity, some intermittent others permanent. A fault in any of the spacecraft
J There is such a spacecraft in planning
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systems is modelled as a resource unavailability. For example a fault in an imaging 
instrument resulting in an inability to take an image is modelled by a reduction in the 
number of imaging instruments. A fault in the power system causing a reduction or 
unavailability of electrical power is modelled by a reduction in the power capacity. Similarly 
a fault affecting the data storage is modelled as a reduction in storage capacity. The resource 
manager must learn a new policy to schedule despite the failures. The iterative repair 
methodology allows re-scheduling more easily than any constructive repair method.
5.2 The MASA scheduler terminology
In section 5.2, the terminology is defined to establish a common ground before going on to 
describe the implementation of the resource allocation function. The terminology was 
adapted from job shop scheduling problem and extended to cover specific functions within 
the MASA resource management.
5.2.1 Resource types and classification
Every spacecraft activity uses resource of one kind or another. Example of resources are 
electrical power, spacecraft pointing, propulsion fuel, imaging cameras and other science 
instruments. Each resource is characterised by type and capacity. Resources may be 
classified according to their availability. In [Smith97], resources are classified as either 
capacitated or discrete-state. The availability of a capacitated resource is characterised by 
the amount of resource available e.g. electrical power. The availability of discrete resources 
is a function of possible state values e.g. spacecraft pointing. Electrical power, propulsion 
fuel, and instruments are capacitated resource, whereas spacecraft pointing is a discrete- 
state resource. The spacecraft cannot enter more than one mutually exclusive pointing 
states, e.g. Earth pointing, manoeuvre pointing, imager/instrument pointing. The diagram in 
Figure 5- 1 shows the classification based on availability.
Figure 5- 1 Classification based on availability
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The capacity specifies the amount of the resource available to the user. Resources 
classification may also be based on capacity as shown in Figure 5- 2. The atomic resource is 
not divisible. The unit-capacity resource can only be used by one activity at any time, 
whereas the batch-capacity can support multiple activities if there is sufficient capacity and 
if they require the same configuration. Aggregate resources represent a pool of resource. 
Aggregate resources are not considered in this work.
Figure 5- 2 Classification based on capacity
A resource may be renewable, as is the case of a rechargeable battery. Renewing the 
resource is an activity in itself requiring one or more resources. Each resource is managed 
by a resource manager (RM) whose functions are to replenish the resource where possible 
and to allocate resource to meet user demand in a manner to maximise mission goal 
achievement
5.2.2 Types of requests
A user requiring a resource makes a reservation by sending a request to the resource 
manager. There are several types of requests in the MASA resource management scheme. 
These will be introduced here and described in greater detail in the section 5.3.3. The 
relationships between the request types are shown in Figure 5- 3.
Figure 5- 3 Types o f  requests
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Agent-users gain access to a resource by submitting a standard request. The request provides 
the resource manager with the necessary information to allocate resource for the activity. 
The standard request is the normal means for placing an order for resource. A fixed request 
has a constrained start time while a flexible request has slack.
An opportunistic request occurs when an agent attempts to make use of slack in the demand 
profile. The resource-managing agent generates the demand profile. User-agents may use 
this information to place demands for opportunistic activities. A blind opportunistic request 
occurs when the agent submits a request for an unspecified window. A directed 
opportunistic request is one where the agent identifies a specific window of opportunity 
suited for its activity and submits a request. Opportunistic activities will be lower priority 
with little or no sensitivity to interruption.
5.2.3 Requests relationships
Two or more activities may be related through a constraint e.g. a temporal constraint. The 
corresponding requests for these activities will have the same relationship as the activities. 
Two kinds of relationships are implemented in the architecture. The temporal relationship is 
a temporal constraint between two requests. The temporal relationship places an ordering on 
the sequence of activities. The resource constraint arises when a single activity requires two 
resources. A resource constraint generally infers a temporal constraint. Whereas a resource 
connection always involves two or more resource managers, a temporal constraint can 
involve a single resource.
5.2.4 Scheduling strategy
The resource allocation has three main phases:
1. Initial schedule and generation of intention profile
2. Conflict resolution
3. Opportunistic allocation
Initial schedule and demand profile
In a system of distributed co-operating agents, the requests will arrive asynchronously, the 
set-up time i.e. the time between the request arrival and the actual start of the activity will 
vary from user to user, and from activity to activity for a given user. The initial schedule is 
constructed without regards to resource constraints. During this phase, constraint violations 
(resource conflicts) are identified. The resource allocation at the end of this phase is the 
initial state for the conflict resolution phase. The outputs from this process are
110
Chapter 5 Resource Management
1) a resource demand profile
2) a schedule with possibly conflicts,
3) a list of conflicts, with the activities involved in the each conflict
The resource demand profile is the expected resource demand as a function of time. The 
resource demand profile is built by summing at discrete time steps between the horizon 
boundaries the resource amount requested by all users. In the process, conflicts are 
identified and recorded. The demand profile is provisional. Its purpose is to indicate to all 
agents the demand for resources. For the sake of co-operation, an agent may retract a request 
to re-submit at a later time.
Conflict resolution
The constraint violations found in building the initial schedule are resolved at this stage. 
Conflict resolution is achieved by first attempting to move an activity to a new start time. If 
the activity has no slack or a move does not resolve the conflict, priority will be used to 
determine the activity that is allocated the resource. The outputs from this stage are
1) a conflict-free schedule (intention profile),
2) a list of re-assigned requests,
Conflict resolution takes place within the individual resource manager. However no single 
agent can construct a complete conflict free schedule without receiving scheduling 
information from its peers. During this phase, agents will exchange information on ‘moved’ 
and ‘re-assigned’ activities. The former are activities whose start timed have been shifted to 
resolve a constraint violation and the latter are activities that are rescheduled to the next plan 
horizon. In the implementation of the imaging system, re-assigned activities are given a 
higher priority in the next horizon. In addition there is a limit on the number of times a 
activity can be re-assigned.
Allocation o f  opportunistic requests
These requests for resources are submitted after the conflict-free schedule has been 
constructed. The agents, based on the intention profile, may submit opportune requests.
The diagram in Figure 5-4 shows the interactions between two agent and the information 
exchanges.
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Figure 5- 4 Agent processes and data exchange
5.3 Reinforcement Learning applied to conflict resolution
In this section the use of Reinforcement Learning (RL) as a tool for solving a scheduling 
problem is presented. RL techniques are used to schedule image acquisitions in a user driven 
imaging system on-board a satellite. A simulator was developed to test the system. The 
simulator is comprised of two parts. A data generator that generates the data used to train the 
RL to schedule and data for the on-line scheduling. The data generator simulates the 
spacecraft in orbit receiving requests to image targets on the planet below. The second part 
of the simulator is the resource conflict finder and the RL scheduler that constructs the 
schedules.
Section 5.3.1 briefly introduces reinforcement learning. In Section 5.3.2 the autonomous 
user driven imaging system domain is described and in section 5.3.3 the implementation of 
the system is described. Finally in section 5.4 the results are presented.
5.3.1 What is Reinforcement Learning?
Reinforcement learning (RL) is a machine learning technique that involves learning to act by 
trial and error from interactions with an environment. In order to learn, a decision-making 
agent will take an action and depending on the outcome of the action will receive, from the 
environment on which it is acting, a reward. The agent will thus learn to act i.e. which 
actions to take, so as to maximise the reward received. The reward is a numerical value
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given by the environment that the agent must tiy to maximise. The agent-environment 
interaction is shown in Figure 5-5.
Figure 5- 5 Agent-Environment interaction
The agent-environment interaction occurs at discrete time steps. At each step, the agent 
perceives the state of the environment st e S  the set of ail possible states and given this state 
will take an action at e A(st) the set of all actions available in state sti. Following the actions, 
a new state st+i is entered and the agent receives a reward r t+i. In every state, there will be a 
number of actions that the agent can take. The probability that the agent will take action at in 
state st is by denoted 7Ct(s, a). nt is called the policy. A policy determines which action is 
performed in each state; it is a mapping from states to actions. Reinforcement Learning 
specifies how the agent changes its policy as a result of experience [Sutton98].
Over a period of time, the agent will receive a sequence of rewards rt+i, rt+2, rt+3, + ... +rt+n. 
The aim is to maximise the expected return which is a function of the sequence of rewards. 
Certain agent-environment interactions break naturally into finite sequences of interaction 
e.g. as in a game. However some agent-environment interactions go on without limit e.g. 
process control. In such cases, the return becomes a sum of infinite number of terms and 
could be infinite. The concept of discounted reward is introduced to deal with this problem. 
Discounting is introduced to take care of agent-environment interactions that have infinitely 
long sequences. The expected discounted return is defined as
co
k = r,+, +r,.2 + A „ 3 + - - =  Z A , +t,.i s-i
k-Q
where y is the discount rate and 0 < y < 1. The discount rate determines the present value of 
future rewards. With y = 0, the agent maximises only the immediate reward.
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RL algorithms are based on determining the value function of a state or a state-action pair. 
The value function V* (s) of a state s under policy n is the expected return when starting in 
state s and following the policy n from there.
v " 0 ) = E ,  {R, k  = ■*>=E ,  {£  y i-s, =•*■} s - 2
k =0
The value of taking action a in state s under policy it , denoted QK(s, a), is defined as the 
expected return starting from state s, taking action a and following the policy n from then 
on.
co
Q’ (s,a) = E„{R,\s, = s,a, = =
k=0
The Bellman equation expresses a relationship between the value of a state and the value of 
its successor state. The value function is a unique solution to the Bellman equation 
[Sutton98].
The optimal policy is the mapping from states to actions that maximises the sum of 
reinforcements when starting in an arbitrary state and performing actions until the terminal 
state [Harmon97], in other words the policy that gives the maximum expected return. A 
policy is optimal if the value function V’Xs) is greater than all other value functions for all 
states s. The optimal value function is denoted V*(s), where V* (s) = max^ V*(s) .
Similarly the optimal action-value function is denoted Q*(s,a), where 
Q* (s,a) = max^ 0 K (.s, a ) .
V* must satisfy the Bellman condition, the Bell optimality equation is given by
V*(s,a) = maxc QK* (s,a) 5- 4
V'(s,a)  = max„ + r V (s ' ) ]  5-5
s'
Dynamic programming and reinforcement learning methods can be viewed as ways of 
approximately solving the Bellman optimality equation.
Dynamic programming (DP) are methods for computing an optimal policy given a perfect 
model of the environment. The assumption of a model of the environment means that the 
dynamic programming methods are not very useful for real problems. In addition, DP 
methods involve exhaustive sweeps through the state space, making them intractable on 
large problems [Sutton98j.
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The Monte Carlo (MC) methods are a reinforcement learning techniques for estimating 
value functions and finding optimal policies. Unlike DP it does not assume a complete and 
accurate model of the environment. Instead it requires experience; the sequence of states, 
actions, and rewards generated by the environment are observed. The MC methods solve the 
problem based on average sample returns. The limitations of Monte Carlo methods are that 
they are incremental on an episode basis, applicable only to episodic problems and that the 
estimates for each state are independent.
Temporal difference (TD) learning combines DP and MC. Like MC, TD does not require a 
complete model, it can learn directly from experience. Like DP, TD methods update 
estimates based on other learned estimates without waiting for the final outcome (end of the 
episode). Q-leaming which was used in this work is one TD method.
5.3.2 Applying RL to resource allocation
The problem is to allocate resources for the spacecraft activities. A function of a resource 
manager is to a allocate resource in a manner to satisfy the maximum number of users given 
that the resources are limited. In addition, the spacecraft must not be put in danger by 
denying resources to critical activities. A resource conflict (in this thesis referred to simply 
as a conflict or constraint violation) arises when there is insufficient resource to meet the 
demand. The resource manager must resolve these conflicts. The problem and solution are 
demonstrated in a simulation of an autonomous user driven imaging system.
Autonomous user driven imaging system
A  satellite in Earth orbit equipped with an Earth imaging system has for its mission to image 
targets on the Earth surface. The requests for images are transmitted directly by the 
users/customers to the spacecraft.
Any point on the Earth surface is defined by the time at which the spacecraft passes over 
that point. The track repeat period is defined as the time between two successive passes over 
the same point on the Earth, it is also the scheduling horizon. The requests for image capture 
arrive asynchronously. A request for an image capture will normally be received during the 
track period preceding the expected image capture time. However the time interval between 
a request arriving and the actual imaging time is variable. Once the image is captured, the 
file is downloaded at the user co-ordinates. Certain assumptions were made about the 
spacecraft, first that the cameras are body mounted and fixed. This means that the spacecraft 
pointing determines the camera pointing. The second assumption is that the images captured 
are transferred from the imager local storage to mass store immediately following the image 
capture to release the local storage for the next image.
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A single imaging activity is a goal or in job shop scheduling terminology a job for which an 
order (or request) is placed. Certain tasks must take place to achieve this goal, these tasks 
are represented by a task network. This network represents the temporal constraints between 
each task in the job. These tasks will be described in this section but first the spacecraft sub­
systems that take part in the activities are described. The spacecraft sub-system involved in 
the imaging activity are the power system, the attitude (pointing) control system, the 
imaging system, and the mass storage device. The power system provides the power to the 
imager, the attitude control system, and the mass storage device during the imaging 
activities. Prior to initiating an image capture, the spacecraft must be stable and pointing in 
the required direction. Following the image take, the data is transferred to the mass storage 
device to await downloading to Earth at the next pass over the user-requester ground station. 
The imaging goal is represented by a set of requests for resources as described by the task 
network. The task network for the imaging goal is shown below in Figure 5- 6.
The arcs indicate temporal dependencies between the requests. The requests generated by an 
imaging goal are the following:
RO: power for imager
Rl: power for pointing control system
R2: power for storage device
R3: capture image
R4: pointing to target
R5: store image
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The timelines for the resource are shown in Figure 5- 7. It may happen that two or more 
requests submitted require imaging of the same target, this will generate a conflict that is 
referred to as an overlap conflict. Only one of the orders needs to be fulfilled to satisfy all 
users. Another case occurs when the adjacent or partially overlapping targets are to be 
imaged. In the event of this happening, one or more goals will be re-assigned for imaging 
during the scheduling horizon.
pointing control +  imager
imager +  store
pointing I  j
p Z J  I
P o w e r  1 1 ►
Time
maintain pointing
Pointing _________ I _____________ L __________
Time
capture
Imager  _______ ____
Time
store
Storage_____________________________________________ | ________
T im e
Figure 5- 7 resource timelines fo r  imaging goal
Because the spacecraft passes over the target at a fixed time, all the requests for resource 
shown in the task network (Figure 5-6) are constrained by the pass time and are defined in 
relation to this time. The duration of the power and the pointing requests is constrained by 
the duration of the image capture task. If the spacecraft is scheduled for Earth pointing, 
additional Earth pointing requests are redundant. Similarly if requests for power are 
scheduled for one imaging goal, additional overlapping goals do not require additional 
power. Figure 5-8  shows the imaging of two adjacent imaging targets. Target 1 can be 
captured between times tl and t3, where the window of opportunity (t3 - tl)  is greater that 
the duration of the capture task and target 2 can be captured between times t2 and t4. Again 
t4 - 12 is greater than the capture duration, tl and t2 correspond to the task earliest start time 
while t3 and t4 correspond to the task latest end time. The duration of the image capture is 
governed by the maximum image capture rate. The capture rate is not only a function of the 
camera imaging rate limitations but also of the data transfer rate from the imaging system
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local storage to the mass storage device. The start time of the request for storage coincides 
with the end of the image capture request and the end time is the time at which the data is 
transmitted to ground. Overlapping imaging goals do not require additional power or 
pointing resource. Except in the case of failure, it is assumed that there will always be 
sufficient power and pointing resources irrespective of the number overlapping imaging 
goals. Therefore there is no conflict on either the power timeline or the pointing timeline for 
multiple imaging jobs.
Figure 5- 8 Imaging targets
In line with the distributed and decentralised approach of MASA, it was chosen to assign an 
scheduling agent to each resource. This implies that the agents must co-ordinate to arrive at 
a schedule that satisfies all constraints globally.
Autonomous user driven image scheduling as an RL problem
To cast the above problem as a reinforcement learning problem, the agent and its 
environment, the states and the actions must be defined. In the remainder of this section, the 
environment, states and actions are defined.
The RL environment is represented by the spacecraft sub-systems involved in an imaging 
activity as well as the spacecraft physical environment. The RL agent (resource manager) 
will sense from the environment information regarding the resource demands and resource 
conflicts together with the information pertaining to resource availability. In addition when 
faults do occur, the agent must receive information regarding the fault in the form of 
resource capacity reduction. The RL task is episodic, each episode starting with the initial 
schedule containing conflicts and ending with the conflict free schedule.
An RL state is a possible ordering of tasks (i.e. a schedule) with or without constraint 
violations. Hence the state space is all possible schedules. In the search for a conflict free 
schedule, the scheduling agent will search through the state space. The size of the state
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space (i.e. the number of states) depends on the number of tasks and all possible assignment 
of task start time. Depending on the number of tasks involved and the slack for each task, 
the state space can be very large. When applying RL to large state space problems, the size 
of the state space must somehow be reduced to a manageable size otherwise the problem 
becomes computationally intractable. The reason for this is that RL algorithms are based on 
finding the value function of a state or a state/action pair. For a large state space, the 
processing and storage requirements are unfeasible. An alternative to reducing the state 
space is to use function approximation for the value function. Neural networks have been 
used for this purpose [Crites96], [Zhang98]. The neural network is trained to learn the value 
function during the off-line phase. In an attempt to reduce the state space of the above 
problem, the resource conflicts are classified and the number of states is a function of the 
number of conflicts, and the types of conflicts. There are two types of conflicts. The 
overlap-conflict where two or more requests actually overlap and only one needs to be 
serviced to satisfy both requests. The partial-overlap conflict where two or more requests 
partially overlap and one of the two or more requests must be moved or postponed to resolve 
the constraint violation. Figure 5- 9 shows the types of conflicts.
Overlap Partial overlap
Figure 5- 9 Types o f conflicts
The possible combinations of no conflicts and types of conflicts provide eight states. An 
additional state termed the co-ordinate is entered when the resource-managing agents must 
exchange scheduling information. With a small state space, the value function can be 
implemented with a look-up table, this is the approach adopted in this thesis.
The RL actions are categorised into two classes. The first dealing with resolving conflicts in 
the schedule (or repairing the schedule), the second are actions dealing with co-ordination. 
To resolve a conflict the RL agent can move, re-assign or merge task(s). If a task has slack, 
it can be moved to a new start time. If no slack is available, the task will be re-assigned to 
the next scheduling horizon (track repeat period). If the conflict comprises two or more 
requests for the same targets, the resource manager agent will merge the duplicate
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request(s). The resource-managing agents must co-ordinate action; the co-ordinate action 
enables the exchange of co-ordination information.
The scheduling problem state machine
In the first implementation of the scheduler, all actions were made legal from any state. In a 
second implementation, certain actions are illegal in given states. The diagram in Figure 5- 
10 shows the state machine for the scheduling problem. The state machine shows states as 
circles and legal actions as the arcs. The state machine shows the permissible actions from 
each state. Each arc is labelled with the actions that are allowed in the given state.
Figure 5- 10 An agent state machine fo r  scheduling problem
In state SO, there are no conflicts, it is the terminal state, and this state can only be reached 
through co-ordination or through a merge action in state S2. The only valid action in this 
state is no-action. The state SI has one or more conflicts of the non-overlapping type. The 
action available in this state is the move action. This state can be entered from the co­
ordinate state following a co-ordinate action, from state S2 following a merge,action, and 
from state S3 following a merge action. The state S2 has one or more conflicts of the
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overlapping type only. The only valid action in this state is the merge action. The state can 
be entered from the co-ordinate state. The state S3 has a combination of overlapping and 
non-overlapping conflicts. The valid actions in this state are move and merge. The state can 
be entered from the co-ordinate state. In state S4, there are non-overlapping conflicts and 
non-movable and the only valid action is the re-assign action. The S4 state can be entered 
from S5 following a move and from S6 following a merge action or from the co-ordinate 
state. The state S5 has a combination of non-overlapping and non-overlapping (non­
movable) conflicts. The possible actions are the move and re-assign actions. This state can 
be arrived at through a merge from state S7, and from the co-ordinate state. The state S6 has 
a combination of overlapping and non-overlapping (non-movable) conflicts. The possible 
actions are the merge and re-assign actions. The state is entered from the co-ordinate state. 
State S7 has all types of conflicts, the possible actions are merge, re-assign, and move. This 
state can only be entered from the co-ordinate state. The co-ordinate state, S8, is entered 
whenever there is a need for scheduling agents to communicate information. It can be 
entered from all states and has a single valid action the co-ordinate action. Table 5- 1 
summarises the above.
State Conflict type Actions
SO No conflicts
SI Non-overlapping move
S2 Overlapping merge
S3 Non-overlapping, overlapping Merge, move
S4 No-slack Reassign
S5 Non-overlapping, non-movable Reassign, move
S6 No-slack, overlapping Reassign, merge
S7 Non-overlapping, overlapping, non-movable Reassign, merge, move
S8 Co-ordinate
Table 5- 1 States, conflict types and actions
Rewards
In applying reinforcement learning to a resource-constrained scheduling problem, the reward 
scheme must be designed such that schedule length is minimised, and the number of steps in 
the policy is minimised [Zhang98]. In this particular problem, because an image capture 
activity is constrained by an absolute time of capture (the time at which the spacecraft
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passes overhead the imaging target), if a task cannot be schedule during the first pass, it may 
be scheduled at the next pass. The reward scheme must minimise the number of ‘postponed’ 
tasks. This in effect has the same effect as minimising the schedule length.
Following the move, re-assign or merge actions, a negative reward is given if the schedule 
returned is not conflict free. A negative reward at each non-terminal step encourages a 
search for a shorter path to the solution, i.e. to the conflict free schedule. A reward of zero is 
given when the conflict free terminal state is reached. In the case of a co-ordinate action, the 
reward is a function of whether co-ordination information was used or not. A small negative 
reward is given if exchange of information did not take place.
5.3.3 Implementation of Resource Managing agents
A simulator was built to investigate the RL solution to the distributed scheduling problem. 
The simulator comprises a data generator which simulates the spacecraft in orbit receiving 
requests to capture images of targets and other task that represent spacecraft housekeeping 
operations, a constraint violation (conflict) finder and the RL agents which operate on the 
data.
The simulations consist of two phases, the learning or off-line phase and the on-line 
scheduling phase. During the learning phase, several instances of the scheduling problem are 
presented to the RL agents. Each problem instance consists of a set of goals/jobs (the data 
set) to schedule produced by the simulator data generator. The jobs represent imaging tasks 
requested by users and failure data. The latter are random changes in the capacity of the 
resource used to simulate system failures. The requests for imaging jobs are submitted 
during the track period preceding the intended imaging time. The schedule for the requests 
received throughout a track repeat period is constructed at the end of that period and the 
scheduled activities are active in the next period. The sequence of operations is as follows. 
Prior to the start of the next period, a critical path schedule is generated. This schedule with 
conflicts is the starting state for the RL episode. Each critical path schedule constitutes a 
problem instance. The RL agent receives the conflict information and searches the problem 
state space producing at each step a new schedule. The terminal state is a conflict free 
schedule. In the learning phase, this process is repeated for a large number of problem 
instances enabling the RL agent to learn a policy.
During the online phase, the simulator generates goal and failure data as before. At the start 
of each period, a policy learned during the training phase is used to produce a conflict free 
schedule. If during the execution of the schedule a fault is detected, an alternative policy to 
deal with faults is used.
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The implementation of the resource-managing agents and their interaction follows. The 
interaction is the agent co-ordination during resource allocation. The internal structure of a 
single resource-managing agent will be described, it is generic and applies to all agents. 
Following the description of the generic resource-managing agent, the interactions of a 
collection of agents will be described.
Capabilities and limitations o f simulator
The simulator has two main components, the data generator and the resource manager. The 
data generator simulates a spacecraft in orbit receiving goals to image targets on the planet 
below. The simulator can also generate other spacecraft goals such as routine engineering 
activities. The goals arrive randomly throughout the track repeat period. The goals are stored 
in a buffer and processed prior to the start of the new scheduling horizon.
The resource manager has the capability to construct a critical path schedule for tasks in one 
horizon at a time, and from this critical path schedule produce a conflict free schedule. 
Constraint violations are removed by moving tasks to new start times or by merging or re­
assigning the lowest priority task(s).
Components o f the simulator
The components of the simulation are
1. Schedule objects
2. Failure objects
3. Database objects
4. Scheduling processes
The schedule objects are the request, the conflict, the co-ordinate, the window, and the 
timeline objects,. All objects are maintained in databases. Figure 5- 11 shows the databases 
and database accessibility in a two-agent system. An arrow into a database indicates a write- 
only accessibility while an arrow out of the database indicates a read-only accessibility.
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Figure 5-11 Resource managers and user interaction
The request object was introduced in Figure 5- 3. There are two basic types of requests; 
standard and opportune.
Request object
The standard request is the basic form of order for a resource. An agent will generate 
requests for a current goal. This agent will then submit the request(s) to the appropriate 
resource managers. The format of the standard request is shown in Table 5- 2.
Field Name Description
ID unique request identity
EST earliest start time
LET latest end time
DURATION actual duration
AMOUNT amount of resource requested
PRIORITY priority of activity
ORIGINATOR indicates originator of request
CONNECTIONS connected request information
Table 5- 2 Request format
The request ID uniquely identifies the activity. EST and LET are the earliest start time and 
the latest end time of the activity respectively. The DURATION is the actual duration of the 
activity. The standard request is classified as either fixed or flexible. A fixed request has a 
fixed start time for the activity, such that
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Duration = L E T - E S T
In this case EST and LET are the actual start and end times respectively. Spacecraft 
dynamics and mission design often dictate activity start time. If the activity is not started at 
the time indicated, an opportunity is missed. Flexible activities are those whose start time 
can be specified as a range, earliest start to latest start and such that
Duration < LET  -  EST 
PRIORITY is the priority figure assigned to the activity. The value is calculated by the 
originator of the request adhering to a standard common to all user agents. ORIGINATOR 
indicates the originator of the request and is used by the constraint violation finder. 
CONNECTIONS is the list of requests that have a temporal connection to the request in 
question.
Opportunistic requests are standard requests made under certain conditions. The 
opportunistic request has the same format as the standard request. There are two forms of 
opportunistic request, direct and blind. In directed opportunism the user-agent identifies 
from the resource profile a suitable slot for its activity. In the blind opportunism approach, 
the user-agent need not search the profile but simply submits a flexible request.
An activity may require two different resources for operation. The user-agent will then place 
two separate requests R l and R2 to the two resource managers as shown in Figure 5- 12.
Figure 5- 12 Connected requested
If one of the two requests cannot be satisfied, say R2 cannot be satisfied by RM2, then RM1 
must be informed so that RM2 will remove the reservation for Rl.
Conflict (constraint violation) object
The resource-managing agent prior to the conflict resolution process generates the conflict 
objects. The format of the conflict object is shown in Table 5- 3. The conflict has a unique 
identity ID. TIME is the start time of the conflict. The conflicts are ranked according to the
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highest priority of the requests involved in the conflict. EXCESS indicates the amount by 
which the resource demanded exceeds the resource capacity and MAX indicates the 
maximum resource available at TIME. STATUS indicates whether the constraint violation 
was successfully removed or not. REQUESTS contains the list of requests involved in the 
constraint violation.
Field name Description
ID unique identity
TIME point of conflict in timeline
RANK according to priority of requests
EXCESS excess resource in demand
MAX max. resource available at TIME
STATUS resolved or not
REQUESTS requests involved in conflict
Table 5- 3 Conflict object
Co-ordinate object
The co-ordinate object is created when a request is moved or re-assigned. The format of the 
co-ordinate object is shown in Table 5- 4. The object has a unique identifier ID. The new 
start and end times of the request are indicated in NEW_ST and NEW_ET respectively. A 
pointer to the request moved in held in MOVED_REQ and a pointer to the conflict, in which 
the request is involved, is held in CONFLICT.
Field name Description
ID unique identity
NEW ST New start time
NEW ET New end time
MOVED REQ Pointer to moved request
CONFLICT Pointer to originator of co-ordinate object
Table 5- 4 Co-ordinate object
Window object
As part of the allocation process, the RM agent will build and maintain a database of 
windows or gaps in the demand profile. This allows agents to adopt opportunistic behaviour. 
The format of the window object is shown in Table 5- 5. A window is shown in Figure 5- 
13.
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Field name Description
ID unique identity
ST start time
WIDTH duration of gap / window
HEIGHT amount of resource available
STATUS filled or not
REQUEST potential request(s) to fill gap
Table 5- 5 Window object
A  window object is uniquely identified with ID and it has a start time ST. HEIGHT and 
WIDTH give the dimensions of the window object; the units are resource and time 
respectively. Assigned to the window is a list of potential opportunistic request(s) that can 
be scheduled in window.
Timeline object
Timeline objects are the atomic units of the resource demand profile. A profile is the 
resource requested as a function of time. Each object relates time and resource demand. The 
profile is used in searching for conflicts. The diagram in Figure 5-13 shows a profile. A 
conflict and a window object are shown in the diagram.
Figure 5~ 13 Profile, Window and Conflict
Failure object
Failure objects are used to introduce random failures into the spacecraft simulator. Failures 
are manifested as reduction in resource capacity.
Field Name Description
ID unique request identity
ST start time
DURATION duration of failure
TYPE type of failure
LOCATION location of failure, which agent
Table 5- 6 Failure object
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The object is uniquely identified with ID, it has a start time ST and DURATION indicates 
whether the failure is temporary, or permanent. Several types of failures are implemented, 
they differ by the amount in the reduction in a resource capacity. LOCATION indicates in 
which agent the failure occurred.
Storage Objects
The objects are maintained in databases. The database has a unique identifier ID and the size 
of the database i.e. number of objects in store is kept in SIZE. The lists of objects stored are 
requests, conflicts, windows or timeline units.
Field Name Description
ID unique identity
SIZE Store size = # objects
List of objects List of pointers to object stored
Table 5- 7 Request storage
5.3.4 implementation of the scheduling processes
There are three processes in the resource manager agent. The simulator engine, the critical 
path schedule generator, the constraint violations (conflict) resolution engine. This section 
discusses the implementation of the agent processes.
The simulator engine
The simulator generates the goal data and controls the overall simulation. Figure 5-14 
shows the algorithm for the simulator engine.
While (! MAX_ORBIT) {
<generate goal data for one episode>
<generate failure data for one episode >
<construct initial schedule and find conflicts >
// call RL algorithm 
while (!END_EPISODE) { 
for all agents {
<run RL>
}
}
}_______________________________________
Figure 5 -14 Simulator engine
The simulator produces data, the goals and failures, for the duration of the scheduling 
horizon (track repeat period).
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Goal generation
The surface of the planet to be imaged is divided into longitudinal and latitudinal strips. 
Each one of the surface sections thus created can be submitted as a target to image. There is 
some overlap between adjacent strips. The sections are numbered and a section number is 
randomly generated to produce a target to image. A timer simulates the passage of time as 
the spacecraft orbits the planet and the imaging requests arrive throughout the orbit.
Failure generation
In addition to randomly selecting the target to image, failures are randomly injected into the 
spacecraft. A failure results in the reduction of a resource capacity. The time of occurrence 
and the type of failures are randomly generated. The type of failure is randomly selected 
from a set of pre-defined failures. Each failure in the set affects one resource for a duration 
that may be temporary or permanent.
Initial (criticalpath) schedule
The requests for resources received are placed in a buffer and prior to the start of the plan 
horizon, the demand profile is constructed in the following manner. The requests for 
resource are placed on the timeline at the earliest start time (EST) in the order in which the 
requests were received. In this process, the resource manager schedules the activities based 
on temporal constraints without taking into account resource limitations. The schedule thus 
produced is the critical path schedule.
<determine if  batch resource> 
for t = start-horizon to t =  end-horizon 
for all requests
if  (request.EST< t < requestEST + DURATION)
// check if  batch condition before adding 
<resource-demanded + -  request.AMOUNT>
<add request to list o f contributors> 
if  (resource-demanded > resource-available)
<create conflict object>
<add conflict to list o f conflicts for resource
type>
<increment time t>
Figure 5-15 Procedure fo r  searching fo r constraint violations
The procedure for constructing the initial (critical path) schedule and searching for 
constraint violations is shown in Figure 5- 15. The timeline is divided into discrete time 
steps, at each time step the total resource demanded is calculated. If the resource capacity is 
exceeded, a conflict object is generated indicating which requests (agent-users) are involved.
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Note that in the case of a batch resource and several activities, the resource demanded is 
added only for the first activity.
Conflict resolution (CR)
The CR engine resolves the constraint violations found in the critical path schedule. The CR 
engine uses a reinforcement learning technique. As previously stated the use of 
reinforcement learning requires two phases, a learning phase and an online phase. Note that 
learning may also take place during the online phase but this is not the case in the simulation 
described here. During the learning phase a policy for solving the problem is learned. This 
policy is used in the online phase to solve new instances of the problem. The reinforcement 
learning algorithms used in the training phase are shown in Figure 5- 16 and Figure 5- 17. 
These are the Monte Carlo and the Q-leaming algorithms as described in [Sutton98].
<Initialise>
Q(s, a) -  arbitrary 
n(s) = arbitrary 
Retums(s, a) = empty list 
Repeat for 1000 episodes
<Generate an episode using exploratory start> 
For each (s, a) in episode
<R = return on first occurrence of (s, a)> 
<Append R to retums(s, a)>
<Q(s, a) = average(to retums(s, a))>
For each s in episode 
_____ <7t(s) = arg max. a Q(s, a) >__________
Figure 5 -1 6  Monte Carlo algorithm
<Initialise>
Repeat for 1000 episodes 
<s = get state>
<Generate an episode using exploratory start>
For each (s, a) in episode 
<a -  get action>
<r = take action>
<s’ = get next state>
<calculate Q>
<s = s’>_____________________________
Figure 5 -1 7  O-learning algorithm
The policies determined during the training phase are used in the online scheduling phase to 
construct feasible schedules. The algorithm for the online schedule process is shown in 
Figure 5- 18
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<get critical path schedule> 
While (schedule is unfeasible) 
<s = get state>
<a -  get action>
<R = take action>
Figure 5 -18  Procedure for online scheduling
In the above algorithms, taking action means applying an operator to a constraint violation. 
The operators will be described in detail in the remainder of this section. There are four 
operators: the move operator, the re-assign operator, the merge operator, and the co-ordinate 
operator. The move, re-assign, and merge operators act on the constraint violation within a 
single scheduling agent, each agent asynchronously solving its scheduling problem. The co­
ordinate operator causes the scheduling agents to exchange scheduling information in order 
to arrive at the global conflict free schedule. In the remainder of this sub-section, the 
implementation of the operators is described.
The re-assign operator postpones a conflicting imaging task to the next imaging opportunity. 
This operator operates on constraint violations rejected by the move operator. There is an 
upper limit on the number of times a request can be postponed. There is also a limit on the 
total number of requests that can be postponed in each period. This prevents the build-up of 
a backlog of imaging task orders. The priority of a postponed task is increased to ensure that 
the postponed task has a greater chance of being scheduled at the next scheduling horizon. 
The algorithm for the re-assign operator is shown in Figure 5- 19.
<select a conflict from list>
<sort tasks contributing to conflict by order o f priority> 
for all tasks contributing to conflict
ctotal resource demanded += resource for task> 
if  total resource demanded <= max. available 
<schedule task> 
else
<total resource demanded -= resource for task>
<re-assign task to next plan horizon>
<propagate to connected request in same timeline>
<remove conflict from list>
Figure 5 -19  Re-assign operator
A constraint violation is selected from the list containing all constraint violations, and the 
tasks contributing to the conflicts are sorted by priority. The tasks are scheduled by priority 
while there is sufficient resource. The remaining task(s) are re-assigned to the next 
scheduling horizon. The conflict is then removed from the list and a co-ordination object is 
created for the co-agents.
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The move operator moves the task to a new start time and reschedules all temporal 
dependants. This is only possible if the task has slack. The move operator moves the task to 
the earliest time at which the resource violation is no longer present. If the constraint 
violation is not resolved by the move i.e. the move would create new conflicts or the original 
conflict is still present after the move operator is applied, the re-assign operator is applied. 
The choice of task to move is based on priority and amount of resource requested by the 
task. The candidate for a move operation is selected as follows. All tasks contributing to the 
resource violation whose resource requirement is equal or exceeds the amount by which the 
resource is oversubscribed are found. The task with the least priority is moved first, if the 
tasks have equal priority one is chosen randomly. The algorithm for the move operator is 
shown in Figure 5- 20. Once the request has been chosen for a move, it is moved 
incrementally starting at the earliest start time (est) until a position is found that does not 
create a conflict or the latest start time (1st) is reached. In the former case, the move is 
propagated to local connected requests. If the propagated moves are successful then a co­
ordination object is created that allows co-agents to propagate the move to non-local 
connected requests.
<select a conflict from list>
<select tasks whose resource >= excess resource>
<sort selected tasks in order o f  priority> 
for all tasks (loop l)
for time = est to time = 1st (loop2)
for i =  time to i = time + task-duration (loop3)
<calculate resource demanded> 
i f  resource demanded > resource available 
<resource exceeded = true> 
quit loop3 
if  resource not exceeded
<save task new start and end times>
<propagate move to local connected tasks> 
i f  propagated
<conflict resolved = true> 
quit loop2 
if  conflict resolved
<set conflict status to pending >
<create a co-ordinate object> 
quit loopl 
if  conflict not resolved 
<transfer to re-assign operator list>
Figure 5- 20 Move operator
Any conflict (constraint violation) that cannot be resolved using the move operator is 
resolved with the re-assign operator.
The merge operator removes requests from the schedule. If the constraint violation is the 
result of two or more requests (orders) to image a single target, all orders will be satisfied
1 3 2
with the scheduling of one job. The algorithm for the merge operator is shown in Figure 5- 
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<select a conflict from list>
<sort tasks by start time>
for all tasks contributing to violation except first task 
if  overlap 
<remove task> 
if  resource violation resolved 
<remove conflict from list> 
else
<transfer to re-assign operator list>
Figure 5-21 Merge operator
A conflict is selected from the list, and the tasks contributing to the constraint violation are 
sorted by start time. All but one task is removed from the critical path schedule. If the 
scheduled task still causes a constraint violation, then an attempt is made to resolved the 
conflict with the reassign operator.
The co-ordinate operator allows the scheduling agents to exchange information. Two types 
of information are exchanged. Information regarding tasks that cannot be scheduled by an 
agent, and revised start times for moved tasks.
There are two distinct phases to the co-ordinate action. In the fist phase, the tasks re­
assigned are dealt with, and in the second phase, the tasks moved by the move action are 
dealt with. If a task is re-assigned then all connected tasks must be re-assigned. Similarly if a 
task is moved, then all temporally connected tasks must be moved i.e. the move is 
propagated.
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The algorithm for the co-ordinate operator is shown in Figure 5- 22. The scheduling 
information is deposited in shared space akin to blackboards.
// co-ordinating a re-assigned task
for all tasks tl in rejected list 
for all tasks t2 in selected list 
if  tasks t l and t2 connected 
<un-schedule task t2>
<re-schedule task t2>
<clean up selected list>
<clear rejected list>
// co-ordinating a task move 
/ /  = = = = = = = = = = = = = = = = = =
for all (co-ordinate objects) 
if  object belongs to agent 
if  satisfied
<assign new start and end times>
<remove object> 
if  failed
<remove object>
else
for all connected request 
<assign new start time>
<test for conflict> 
if  no conflict
<propagate new start time> 
if  propagated
__________ <create co-ordinate object>________________
Figure 5- 22 Co-ordinate operator
The search for a conflict free schedule can potentially contain cycles e.g. move a task to a 
new start time in one step then move it back in another step. This does not occur as moves 
are performed only in one direction from the earliest start time towards the latest start time.
5.4 Results
In the remainder of the chapter, the results obtained from the simulations will be presented 
and discussed. In section 5.4.1 the convergence curves (RMS error curve) of a scheduling 
RL agent under different conditions are discussed. In section 5.4.2 it is shown that the RL 
scheduler learns how to schedule. In section 5.4.3, the relative scheduling times of the RL 
techniques are compared, and in section 5.4.4 it is shown that the agents are in fact co­
ordinating actions. Results of scheduling with failures are presented in section 5.4.5.
5.4.1 Convergence curves
The RL scheduler must at each step select an action to take. The action selection is either 
directed or undirected. The action selection is said to be directed when only certain actions
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are permissible in any given state. By contrast, undirected action selection means that all 
actions can be taken in each state. In Table 5- 1, the actions that are permissible in each state
directed search or un-directed search.
Two reinforcement learning techniques were implemented: Monte Carlo and Q-leaming. A 
probabilistic action selection was used for selecting actions such that exploratory action 
selection is favoured earlier in the training and exploitation favoured later on in the training. 
With exploitation, the action selection mechanism favours actions that have a high Q-value 
(see section 5.3.1) whereas with exploration, the action selection mechanism will also select 
action with low Q-values.
The root mean square (RMS) error of the Q values obtained during training are plotted 
against epoch (episode) and are shown in Figure 5- 23 to Figure 5- 26. The RMS error is 
given by
Monte Carlo convergence with undirected search
The Monte Carlo reinforcement learning technique was used with undirected search to 
obtain the graph shown in Figure 5- 23. A probabilistic method was used for action selection 
such that actions with a higher Q value are assigned higher probabilities and actions with a 
lower Q value are assigned a lower but non-zero probability of selection. [Mitchell97] gives 
the probability of selecting action a\ as
K is a constant, and K>0. K determines the relative strength of exploration versus 
exploitation. Large K values favour exploitation over exploration while small K values 
favours exploration. During the learning phase, the value of K was made to increase 
exponentially (K = eat), starting with a small K to favour exploration and then increasingly 
favouring exploitation. The constant a  determines the rate at which the RL scheduler shifts 
from exploration to exploitation and t is the time.
were shown. In the remainder of this chapter, the action selection will be referred to as
5 -6
5- 7
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Figure 5- 23 MC undirected search
Experimentation shows that if K is increased too soon i.e. exploitation is favoured in early 
training, the RL scheduler fails to find a conflict free solution (schedule). In the above graph 
with a  = 0.01, the RL fails to converge after 70 training epochs. The peaks in the graph are 
caused by the exploration introduced by the probabilistic action selection.
The rate of shift from exploration to exploitation is determined by a. The value of a  was 
chosen through experimentation. With a high a  (a = 0.01), the RL scheduler sometimes fails 
to reach the end of an episode (i.e. to find a solution) and does not learn from that episode. 
Decreasing a  (0.001) for greater exploration allows the RL scheduler to always find a 
solution but the convergence is much slower.
Monte Carlo convergence with directed search
The graph in Figure 5- 24 was obtained using the Monte Carlo technique with exploratory 
start and followed by exploitation. Exploitation was favoured over exploration. The graph 
shows the RMS error for the Q values. The selection of actions is directed, given a state only 
a sub-set of all actions can be performed. It can be seen that the RL converges quickly with 
minimal noise.
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Figure 5- 24 MC directed search
As expected with the directed search, the convergence is much faster, and the number of 
steps to reach the end of an episode (final schedule) is smaller.
Q-learning convergence with undirected search
The RL scheduler uses the Q-leaming technique with an undirected search. The curve in 
Figure 5- 25 is the RMS error of the Q values for the RL scheduler. As described previously, 
a probabilistic method was used for action selection. Actions with higher Q value are 
assigned higher probabilities of selection while actions with a lower Q value are assigned a 
lower but non-zero probability of selection.
Figure 5- 25 QL undirected search
The RL scheduler in this case fails to converge and is very noisy. The large peaks are 
produced by the exploration. During training, exploration was set high, a  = 0.000, however 
this meant that the RL scheduler did not converge and a policy was not learnt. With higher 
exploitation, a  = 0.01, the scheduler often failed to find a solution. If these episodes were
137
Chapter 5 Resource Management
ignored, the policy learnt was not usable. The policy obtained from this training (off-line) 
phase did not produce conflict free schedules.
Q-learning convergence with directed search
The scheduler described in this section uses the Q-leaming techniques with directed search. 
The curve in Figure 5- 26 shows the RMS error for the Q-values. Again a probabilistic 
action selection was used. Actions with higher Q value are assigned higher probabilities of 
selection and actions with a lower Q value are assigned a lower but non-zero probability of 
selection. As in the previous cases, exploration was favoured in the early part of the training 
and then exponentially shifting to exploitation. As before, the peaks are caused by the 
exploration.
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Figure 5- 26 OL directed search
Figure 5- 26 illustrates the convergence curve for the Q-leaming RL is quite noisy but does 
eventually converge. This result (graph) was obtained with a  = 0.001.
Discussion o f  results
The convergence curves indicate that the RL schedulers that use directed search produce 
usable policies whereas the RL schedulers that use undirected search produce un-usable 
policies. Reinforcement learning scheduling consists of two phases. The off-line or learning 
phase and the on-line or scheduling phases. The policy obtained during the off-line learning 
phase is used during the on-line phase to generate a final schedule for a given initial 
schedule. The policies obtained with the directed search method, when used in the on-line 
phase, produced conflict free schedules, but the policies obtained with the un-directed 
search method sometimes failed to produce conflict free schedule. The reason for this being 
that with the undirected search, the exploration rate had to be set high at the expense of 
exploitation. With high exploration, the RL fails to converge or converges very slowly.
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With high exploitation, the undirected search scheduler often fails to find a solution to the 
problem because the search of the state space enters a local maximum and the scheduler 
repeatedly selects an action(s) that does not resolve the constraint violation(s). During 
training, the undirected search scheduler was made to ignore those problem instances when 
the search enters a local maximum however the policy thus obtained failed to generate a 
schedule when run on-line
5.4.2 Learning measures
The directed search performed better in terms of producing a final schedule, so in the 
remainder of this chapter, the directed search RL schedulers will be used. The results of the 
previous section show that the value function is in fact converging (in the case of the 
directed search) and a policy has been learned. In this section, it is demonstrated that the 
scheduling agent is learning to schedule. The method used is to run the scheduling agent on­
line with different policies obtained with increasing levels of training during an off-line 
phase. In scheduling methodology, the length of the final schedule is used as a measure of 
performance of the scheduler. This measure cannot be applied directly to this domain. 
Instead the number of re-assigned goals and the number of repairs per conflict are used as 
performance measures. These two measures will be used to assess the learning performance 
of the scheduling agent.
Number o f goals reassigned per epoch
A measure of the performance of the system is the number of goals reassigned to the next 
track repeat period. Since the number of conflicts varies in each epoch (scheduling episode), 
the number of goals reassigned is divided by the total number of tasks involved in a conflict. 
This measure was chosen because it is in fact a measure of the schedule length. The 
schedule length is measured by the number of track repeat periods taken to achieve an 
imaging goal.
The measurements are repeated for varying degrees of trained scheduler with the same data 
as input. The running average of the number of goals reassigned per task involved in a 
conflict is plotted in Figure 5- 27. Each graph corresponds to a different level of training. 
The scheduling agent was trained for 2 epochs, 10 epochs, 50 epochs, and 100 epochs.
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Figure 5 -27  Average number o f goals reassigned vs. Epoch using MC
The results in Figure 5- 27 show that, for the RL scheduler trained using the MC method, 
the number of goals re-assigned are the same for each level of training. The four curves for 
2, 10, 50 and 100 epochs merge.
2 epochs 
10 epochs 
50 epochs 
100 epochs
Epoch
Figure 5- 28 Average number o f goals reassigned vs. Epoch using OL
Similarly the results in Figure 5- 28 show that, for the RL scheduler trained using the QL 
method, the number of goals re-assigned are the same for each level of training. The four 
curves for 2, 10, 50 and 100 epochs merge.
Whatever the policy used, given the same input data, the same number of goals is re­
assigned. The number of goals re-assigned does not provide a proof that the RL scheduler is 
learning. What is the reason? This is because the problem is deterministic. Given the same 
set of constraint violations as input, the number of non-movable tasks is the same and 
therefore the number of re-assigned tasks is the same. Different tasks may be re-assigned but 
the overall number remains the same. Thus in this application, the number of goals re­
assigned cannot be used as a measure of the scheduler performance. An alternative
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performance measure is the number of repairs. This measure is used in the following section 
to demonstrate learning.
Number o f repairs per epoch
In the process of searching for a conflict free schedule, the scheduler resolves one constraint 
violation at each step i.e. it performs a schedule repair at each step. The repairs include the 
co-ordination steps also. For each problem instance, the number of repairs performed to 
arrive at the final schedule is a good measure of the performance of the scheduler. Figure 5- 
29 and Figure 5- 30 show the trend lines for the number of repairs using policies obtained 
from the MC and QL schedulers respectively. Each graph corresponds to a different level of 
training. The scheduling agent was trained for 2 epochs, 10 epochs, 50 epochs, and 100 
epochs.
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Figure 5- 29 Average number o f  repairs per conflict vs. Epoch for directed MC
In the case of the MC learning the difference in the average number of repairs is not large as 
shown in Figure 5- 29. However it is seen clearly that the number of repairs with 100 epochs 
(the lower solid curve) training is markedly lower than 2, 10 or 50 epochs i.e. the 
performance improves with more training. The trend lines for the epochs 2, 10 and 50 are 
closer, the difference is quite small. The MC technique learns on an episode (epoch) basis 
and therefore the performance is slow to improve. After 100 epoch the RL scheduler has 
converged. This is seen in the RMS curve for the MC scheduler. It is not shown in this graph 
but additional training above 100 epochs does not improve on the learning and the graphs 
merge.
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In the case of the QL learning, the trend lines for the number of repairs are further apart as 
shown in Figure 5- 30. The number of repairs per epoch after training for 2 epochs is 
markedly higher than training over 10, 50, and 100 epochs. The QL method is quicker to 
improved its performance. The reason for this is that it learns at each step rather than 
waiting for the end of the episode as with the MC method. Once the RL learning has 
converged, additional training does not improve the performance and the trend lines merge 
at the lower end.
The results show that training on an increasing number of problem instances (a set of input 
scheduling data) improves the scheduling agent performance as measured by the number of 
repairs. Up to a point, the performance improves, this point is determined by the 
convergence of the RL scheduler. The faster the RL converges, the faster the maximum 
performance is reached.
5.4.3 Relative scheduling times
The speed of schedule generation is crucial since the resource managers must re-schedule at 
any time when faced with an unplanned event e.g. a failure. In normal circumstances, the 
scheduling will take place just prior to the start of a plan horizon (track repeat period). In the 
event of a failure, or other unplanned event, the scheduler must replan at any time within the 
scheduling horizon and the scheduling must be fast to minimise lost opportunities.
By plotting the repairs per conflict as a histogram, the relative scheduling time for the two 
schedulers can be compared. The same data set is used as input for both the MC and QL 
schedulers. Figure 5- 31 and Figure 5- 32 show the histograms for the number of repairs per 
conflict.
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Figure 5-31 Repair times for MC
2.5 3.5 4.5
Repairs per conflict
Figure 5- 32 Repair times for OL
Both schedulers peak at 3.5 and 5.5 repairs per conflict. The QL scheduler has a higher peak 
at 5.5 repairs per conflict, however overall they both have the same number of repairs. This 
suggests that both schedulers arrive at the same final schedule via different routes.
5.4.4 Co-ordination in scheduling
Agent A manages the imager resource while agent B manages the storage resource. Agent A 
does not have knowledge of agent’s B resource capacity and resource constraints and 
similarly agent B does not have knowledge of agent’s A resource capacity and constraints, 
therefore the agents must exchange scheduling information. Each scheduling agent can 
construct a partial schedule that satisfies all local constraints, but the final schedule must 
satisfy all constraints globally. Successful scheduling cannot be achieved without exchange 
of information. If a scheduling agent re-assigns an activity to the next horizon or moves an
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activity within the horizon, the co-agents must be informed. To exchange scheduling 
information, the schedulers enter the co-ordinate state and perform the co-ordinate action. 
The graphs in Figure 5- 33 and Figure 5- 34 show the RMS error for the Q values for two 
co-operating scheduling agents working in parallel.
Epoch
Figure 5- 33 Agent A learning curve
Since there is only one imager, the imager is a bottleneck resource and there are more 
constraint violations on the imager timeline. This explains greater noise on the RMS error 
curve. It takes approximately the same number of epochs (40 epochs) for the RMS error of 
both agents to converge to zero.
7 8 18 23 40 47 56 57 58 62 69 73 83 84 86 87 88 
Epoch
Figure 5- 34 Agent B learning curve
It will be demonstrated that co-ordination takes place between two or more scheduling 
agents. Two agents A, and B are scheduling and a failure (a reduction in the capacity of the 
agent’s resource) is introduced in one agent (agent A). The effect on the scheduling in agent
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B is observed. In Figure 5- 35, the number of repairs versus the epoch is shown for agent B. 
Note that agent B has no failure. Each graph represents a reduction of the resource managed 
by agent A. The reductions in capacity are 1.25%, 2.5%, 12.5%, and 25% respectively.
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Figure 5- 35 Co-ordination with failures
The graph in Figure 5-35 shows that there is increasing activity in agent B due to the 
failures in agent A. With each additional failure in agent A, agent A has additional 
constraint violations to resolve which in turn create additional co-ordination activity with 
agent B. The number of repairs levels off and merge when there is insufficient resource (at 
12.5% and 25% reductions) to schedule any activity and all the goals are re-assigned.
5.4.5 Scheduling with failures
In this section, the effect of scheduling with failures is investigated. A failure is manifested 
by a reduction in resource capacity. The power system was chosen as the system in which to 
introduce degradation/failure. The scheduling agent is trained off-line with a failure in a 
single agent and a policy is obtained. During the on-line phase, this policy is used to 
construct a schedule. The RL scheduler was trained with increasing power reduction. The 
percentage reductions in power were 1.25%, 2.5%, 6.25%, and 25% respectively. These 
figures could also represent the gradual degradation of solar array output during the mission 
lifetime.
Comparing the number o f repairs
The number of repairs is used as a measure of the performance of the scheduler when 
scheduling with failures. Recall the number of repairs is the number of steps to achieving 
the final conflict free schedule. Figure 5- 36 shows the running average for the number of
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repair for the scheduling agent with the failure. Each graph corresponds to a reduction in 
resource capacity.
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Figure 5 -36  Average number o f repairs
The number of repairs increases with decreasing resource capacity, this is explained by the 
increasing number of constraint violations caused by the reduction in resource. The number 
of repairs reaches a maximum when there is insufficient resource capacity for scheduling the 
activities in which case all the goals are re-assigned to the next scheduling horizon. This is 
shown by the curves merging.
Comparing the number o f re-assigned goals
The number of goals re-assigned is used as the basis for comparing the scheduler 
performance with reduced resource capacity.
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Figure 5 -37  Average number o f goals re-assigned
Figure 5-37 shows that the number of goals re-assigned for 25 % reduction is significantly 
increased over the goals re-assigned for 2.5% reduction. In the case of 2.5% reduction, there
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is still sufficient resource to schedule the activities whereas with 25% and above there is 
insufficient resource and all the goals are reassigned to the next horizon.
Effect o f policy on scheduling with failures
The graph below in Figure 5-38 shows the effect of scheduling with failures first using a 
policy obtained without failure (policy 1) and second using a policy obtained with failure 
(policy2).
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Figure 5- 38 Scheduling with a failure
The top curve is the number of repairs obtained with a nominal policy while the bottom 
curve is the number of repairs with the failure policy. The graphs show that although a 
nominal policy can be used to schedule with failures, using the failure policy is more 
effective in that the number of repairs is lower.
5.4.6 Co-ordination breakdown
The effect co-ordination breakdown on scheduling performance is discussed here. The cause 
of co-ordination breakdown may be failure of an agent and thus failure to communicate 
scheduling information or communication failure. Two types of information are exchanged 
during a co-ordination action. A move of a task must be propagated to dependent tasks. 
Similarly the re-assignment of a task must be propagated to dependent task.
During co-ordination, a co-ordination object is created. The agent creator of this object 
waits for all co-agents to process the object before finalising the move or re-assignment 
actions. If one or more of the co-agents fail to process the object, then the originator must 
abstain from finalising the action. The agent must resolve the conflict locally without 
feedback from the co-agents. The conflict resolution is as follows; since a move cannot take 
place without co-ordination information, the lowest priority activity is rejected. Similarly in 
the case of a re-assignment action, the lowest priority task is re-assigned. The scheduler will 
produce a schedule that satisfies local and global constraints but the resulting schedule is
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non-optimal since tasks are rejected. The issue of scheduling with co-ordination breakdown 
must further investigated and a solution implemented.
5.5 Summary and conclusions
In this chapter a framework for a resource manager was described. The resource manager 
was applied to an autonomous user driven imaging system. Users of the autonomous user 
driven imaging system submit imaging goals to the spacecraft in orbit from their respective 
positions on the Earth. An imaging goal is a request to image a target on the planet. The 
scheduler within the resource manager collects the goals and just prior to the start of the 
scheduling horizon, schedules the goals. The scheduling horizon corresponds to the track 
repeat period of the spacecraft. For the purpose of scheduling, each goal is decomposed into 
tasks using a task network and the tasks assigned to the appropriate agent. Each task requires 
one or more resources so the agent responsible for the task will submit a request for resource 
to the appropriate resource manager. An unique resource manager manages each resource 
type. The role of the resource manager is to allocate resources to the tasks (schedule the 
tasks) and resolve any conflict that occur.
The scheduling of tasks uses an iterative repair technique whereby an initial (the critical 
path) schedule is constructed containing constraint violations. Operators are applied to the 
constraint violations (resource conflicts) one at a time to repair the schedule until a final 
schedule that satisfies all constraints is constructed. In the work presented in this chapter, 
Reinforcement Learning (RL) techniques were applied to the problem of schedule repair. 
First the critical path schedule is constructed such that all tasks requiring a resource are 
placed in the schedule without taking into account resource constraints. The tasks are 
assigned to the earliest start time. It is during this phase that the constraint violations are 
detected. In the second phase, the RL phase, actions (operators) are applied to the constraint 
violations to resolve the resource conflicts. There are four actions: merge, re-assigned, 
move, and co-ordinate. The merge action merges two or more goals to image the same 
target. The re-assign goal is used to postpone the imaging of a target to the next scheduling 
horizon if it cannot be scheduled within the current horizon. If a task has slack, it can be 
moved using the move action to a new start time within the horizon. The final action, co­
ordinate is used to co-ordinate the scheduling of the independent resource managers.
Two reinforcement learning techniques were employed, the Monte Carlo (MC) method and 
the Q-leaming (QL) method. In addition, two methods for selecting the action to apply were 
investigated. In the first method, all actions are permissible in any given state, and in the 
second method, only certain actions are permissible in a given state. These methods were 
referred to as un-directed search and directed search respectively. In section 5.4.1, the
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learning curves for the four cases were presented. The results show that the undirected 
search fails to converge and does not learn a policy. If exploitation is favoured over 
exploration a situation is sometimes encountered where an action that cannot resolve the 
constraint is repeatedly selected and the scheduler fails to find a solution. The exploration 
rate must be set high in order to avoid this situation but the policy thus generated is un­
usable. With the directed search method, both the RL and MC techniques produce a usable 
policy.
In section 5.4.2, the learning performance of the directed search schedulers was investigated. 
The purpose was to show that the schedulers learn from experience. In job shop scheduling, 
the performance of the scheduler (the ‘goodness’ of the schedule) is measured by the length 
of the schedule generated. This measure is not directly applicable to the domain considered 
here. Instead the number of goals re-assigned was taken as the measure of the ‘goodness’ of 
the schedule generated. In effect this is a measure of the length of the schedule. This 
measure proved not to be useful in assessing the performance of the schedulers. Given the 
same set of constraint violations as input, the number of non-movable tasks is the same and 
therefore the number of re-assigned tasks is the same. Different tasks may be re-assigned but 
the overall number remains the same. An alternative performance measure to show that the 
schedulers learn from experience used the number of repairs per conflict. The same input 
data set was scheduled using policies obtained with different amounts of training. The 
results showed that the schedulers actually learned from experience. The number of repairs 
per conflict decreased with increasing training and eventually levels off. After a point, 
additional training did not improve the performance. The point at which no more 
improvement occurs is related to the convergence of the RL previously discussed.
In section 5.4.3, the relative scheduling times of the two RL techniques were compared. The 
scheduling time is shown as a histogram of number of repairs per conflict. The histogram 
shows that the two methods in total carry out the same number of repairs but arrive at the 
final schedule via different path.
In section 5.4.4, it was shown that agents were co-operating. The learning curves for two 
agents simultaneously scheduling and co-ordinating in the process were shown. To show 
that the scheduling agents are co-ordinating, the co-ordination activity in agent A was 
measured as a function of the number of constraint violations in agent B. The results 
showed that as the number of constraint violation increased in agent B so did the co­
ordination activity in agent A. The co-ordination activity was measured by the number of 
repairs in agent A.
In section 5.4.5, scheduling with failures was investigated. Failures manifest themselves as 
reduction in any one of the resource capacities. The schedulers were made to learn a policy
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with failures present. The policies thus leamt were used to construct a schedule with 
diminished resources. The performance of the resource managers scheduling in the presence 
of failures was assessed first by the number of repairs as a function of failure level and 
second by the number of goals re-assigned as a function of failure level. The results show 
that the number of repairs increase with increasing failure (reduction in resource) and that 
the number of goals re-assigned also increase. The effect of scheduling with a failure using 
first a policy obtained without failure and second using a policy obtained with a failure was 
investigated. It was shown that using the failure policy was more effective as measured by 
the number of repairs.
The effect of co-ordination breakdown was considered in section 5.4.6. In the event of co­
ordination breakdown i.e. failure to exchange scheduling information between the resource 
managers, the scheduler will produce a schedule that satisfies local and global constraints 
but the resulting schedule is not optimised.
Zhang [Zhang98] showed that reinforcement learning techniques can successfully be applied 
to the problem of resource constrained scheduling. In this thesis, the idea was extended to a 
distributed resource-constrained scheduling problem where several agents must co-operate 
and co-ordinate to construct a schedule. The scheduling agents must satisfy local and global 
constraints. The global constraints can only be satisfied through the exchange of information 
between agents. In the application described by Zhang, two operators are used, namely move 
and re-assign pool operators. In the application described in this thesis, four operators are 
employed, namely move, re-assign, merge and co-ordinate, the latter operator caters for co­
ordination. The results show that reinforcement learning can be applied to a distributed 
scheduling problem. Of the two reinforcement learning techniques employed, namely Monte 
Carlo and Q-leaming, both methods performed comparably although QL converges 
somewhat faster as shown by the learning measures.
In resource constrained scheduling problems, the state space can be quite large. The state 
space depends on the number of requests (orders) and the slack of the requests. The state 
space was condensed by categorising the constraint violations thus eliminating the need for 
a function approximator such as a neural network. The method employed simplifies the 
training phase and reduces the training time.
Two methods for action selection were investigated, undirected search and directed search. 
Undirected search failed to produce usable policies. The reason for this is unknown and 
must be further investigated.
Failures will occur in the spacecraft, and it is important to be able to schedule effectively in 
the presence of failures. The results show that not only it is possible to schedule with
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failures using a policy obtained without failures, scheduling is faster (in terms of number of 
repairs) using a policy obtained with the same type of failures.
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The thesis concludes with this chapter, the work undertaken is summarised and conclusions 
drawn. The contributions to the field of study are discussed following the summary. Finally 
suggestions for future work are made.
6.1 Summary of work
The thesis began with a review of the current state of spacecraft autonomy. Spacecraft 
technology lags behind ground-based technology. The main reason for this was attributed to 
the risk (real or perceived) associated with newer technologies. The current cost of 
spacecraft is too high to take ‘unnecessary5 risks. In the introductory chapter, the need for 
greater spacecraft autonomy with respect to the ground segment was also established. 
Greater autonomy with respect to the ground segment will facilitate certain types of 
missions; missions to distant planets where the signal return time is too long to 
accommodate real time control from the ground or where the spacecraft spends long times 
out of reach of the ground station. A certain amount of work has been carried out to 
automate the space segment, but the migration of these prototypes to flight systems has been 
very slow. The technologies required to implement autonomy are relatively new and are 
perceived as having higher risks.
The current model for spacecraft architecture is a centralised one. Distributed Artificial 
Intelligence (DAI) is said to have advantages over its centralised counterpart [Rich91]. The 
advantages included ease of build and maintenance and improved reliability. The hypothesis 
for this thesis was the applicability of DAI and in particular the multi-agent systems (MAS) 
a sub-branch of DAI, to the problem of on-board spacecraft autonomy.
The objective of this research work was to apply the MAS paradigm to the unmanned 
spacecraft domain. To this end an architecture was proposed, the multi-agent spacecraft 
architecture (MASA), which had as foundation the MAS paradigm. In the MASA approach, 
the spacecraft is made up of autonomous controllers or agents. All agents are modelled alike 
but each agent has a functional specialisation, which allows it to take on a different 
spacecraft function. The agent’s functional specialisation followed the natural boundaries of 
the spacecraft sub-system functions. The agents have knowledge of their current state and 
functions as well as that of co-operating agents. This knowledge is contained in knowledge 
structures, akin to frames [Rich93]. In chapter 3, the agent for the navigation and guidance 
sub-system was described in detail.
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One of the two requirements of the DAI paradigm is providing a co-ordination mechanism. 
The organisational structure of the spacecraft as a system was exploited to define when and 
how co-ordination takes place. The co-ordination requirements for the navigation and 
guidance agent were defined in chapter 3. The co-ordination mechanism is message-based.
A message-based co-ordination mechanism (exchange of information) was seen as 
potentially a single point failure of the architecture. In the event of co-ordination breakdown 
e.g. communication failure, how will the system perform? A framework for reasoning with 
uncertain and incomplete information was developed. It was based on probabilistic 
reasoning using Bayesian networks for decision making. Three scenarios based on 
interactions between two agents (the navigation and guidance and the attitude control 
agents) were used to show how decision making could still take place despite uncertain or 
incomplete knowledge. In the first scenario, goal arbitration (action selection) is 
investigated. One of a number of mutually exclusive goals must be selected despite 
uncertain information. The results showed that the decision making tolerated some uncertain 
information before opting for a safe rather than an optimal decision. In the second scenario, 
probabilistic reasoning was used for situation assessment with uncertain information. 
Following a failure the situation must be assessed prior to re-planning. Situation assessment 
is akin to diagnosis but at a higher level. In the final scenario, probabilistic reasoning was 
used for planning with incomplete information. In this scenario, two agents (attitude control 
agent and the guidance control) must co-ordinate to correct the spacecraft trajectory. In the 
event of co-ordination breakdown, the agents must continue planning with incomplete 
knowledge. The recovery uses domain specific knowledge to bring into action a default plan 
known to both agents. Following breakdown, the decision-maker must select between 
retrying the action (manoeuvre), using the default plan or waiting for ground intervention. 
The decision-maker was shown to select the correct options in nominal conditions. When 
knowledge was incomplete, the decision-maker was biased in favour of the safer option.
The greater part of the research work presented in this thesis dealt with resource 
management on-board the spacecraft. The distributed nature of the architecture meant that a 
distributed version of the resource allocation function was required. Resource allocation is a 
resource constrained scheduling problem. The survey of work in the field of resource 
constrained scheduling indicated that there are three main approaches. The operational 
research approach, the artificial intelligence approach and more recently the machine 
learning (reinforcement learning) approach. The reinforcement learning (RL) has been 
shown to give better results when applied to the NASA payload scheduling problem 
[Zhang98] and was chosen as the approach for the spacecraft resource allocation problem 
described in this thesis. In the original application of RL to job shop scheduling, the problem
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was a centralised scheduling problem. As with the iterative repair methods, the scheduling 
starts with an initial infeasible schedule which the scheduler incrementally repairs by 
applying operators to the constraint violations until the final constraint violation free 
schedule is achieved. In the MASA architecture, resource allocation is a distributed 
scheduling problem. A unique resource manager manages every resource. Only the agent 
that manages a resource has complete knowledge of the constraints on that resource. No 
single resource manager agent has a complete view of all tasks and of all resources. During 
the resource allocation process, resource managers must exchange information in order to 
arrive at a schedule that satisfies all global constraints. In applying the RL technique to 
resource allocation in the MASA architecture, a distributed version of the scheduling 
algorithm was developed. The distributed version requires an additional operator. In 
addition to the scheduling operators, a ‘co-ordinate’ operator was introduced. The purpose 
of this operator is to allow the resource managers to exchange scheduling information. In a 
first phase, the agents each construct the initial schedule asynchronously, and in a second 
phase the agents apply the operators to resolve the constraint violations and exchange 
scheduling information.
A problem in the spacecraft domain was devised to test the Reinforcement Learning 
scheduler developed. The problem is an autonomous user-driven imaging system where 
users asynchronously submit requests to image a target. An imaging activity uses four 
resource, each resource managed by a resource manager. Thus the scheduling of the imaging 
activities required the co-ordination of the four scheduling agents. Like all machine learning 
techniques, reinforcement learning works in two phases, the off-line or training (learning) 
phase and the on-line phase. A simulator was built to simulate the imaging system and to 
provide the Reinforcement Learning schedulers with problem instances upon which to train. 
It was shown that the resource managers learned how to schedule. The more problem 
instances the scheduler was trained on, the faster the scheduling was achieved during the 
online phase.
The Reinforcement Learning scheduler was also trained to schedule with failures. Failures 
were simulated by reductions in resource capacity. A sensitivity analysis showed that the 
more serious the failure, the slower is the agent to schedule activities as co-ordination 
activity increases. ^
Investigating the applicability of distributed artificial intelligence (DAI) to the spacecraft 
domain is a big task, more than can be achieved in one PhD. However this thesis goes some 
way towards investigating the hypothesis. A DAI architecture was proposed that would 
achieve level 6 with some elements of level 7 on the scale of autonomy [Marshall81]. The 
spacecraft is goal driven and has inference capabilities as specified in the objectives.
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6.2 Contributions
The contributions this thesis has made to the field are the following:
1. MASA architecture
The current model for on-board spacecraft control is a centralised one. A novel 
architecture based on Distributed Artificial Intelligence (DAI) more specifically the 
multi-agent paradigm was proposed. The proposed model for spacecraft control is 
decentralised. The spacecraft is composed of agents that provide services to one another. 
Each agent has knowledge of its services and the availability of these services. The 
agents also have knowledge of the co-agents services and the availability of these 
services. The services are composed of tasks; the tasks are the irreducible processes that 
control the spacecraft systems.
2. Probabilistic reasoning applied to unmanned spacecraft control
Probabilistic reasoning (belief networks) has been applied extensively in the field of 
diagnosis, and less extensively for control. However a novel use of probabilistic 
reasoning was investigated in this thesis, namely for on-board spacecraft control. 
Probabilistic reasoning was used in decision making where uncertainty was present.
3. Multi-agent scheduling using RL (co-ordination)
Zhang [Zhang98] first introduced reinforcement learning applied to job shop scheduling, 
in this thesis the methodology is extended to distributed scheduling. The problem is to 
schedule activities requiring resources managed by four agents. The agents must co­
ordinate scheduling actions to arrive at a solution that satisfies all resource and temporal 
constraints across all agents.
4. Learning to schedule with failures
As well as learning to schedule under nominal conditions, the scheduler was trained to 
schedule in the presence of failures. The scheduler thus learns different policies for the 
different prevailing conditions. During the on-line phase, if a failure is detected, the 
policy is switched to a failure policy in the agent in which the failure occurred.
A prototype system incorporating aspects of probabilities reasoning, reinforcement learning, 
and a multi-agent paradigm was developed. Despite the fact that these need to be evaluated 
more rigorously, the prototype nevertheless illustrate how the key issues of agency and 
decentralised control can be addressed within the unmanned spacecraft domain.
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6.3 Future work
The work presented in this thesis introduces several research issues. As mentioned above, 
investigating the applicability of DAI is a large problem. In this section, pointers to possible 
future work are given.
1. Agent knowledge
The issue of agent knowledge was broached in chapter 2. A framework for the 
knowledge representation was presented but the issue of (distributed) truth maintenance 
was not dealt with.
2. Architectural issues : agent functional boundaries
In chapter 2, the agent functional boundaries described had for basis the inherent 
functional boundaries of spacecraft sub-systems. A different boundary scheme could be 
investigated based on the requirements for reduced communication. This architectural 
issue could be further investigated. The purpose of re-drawing boundaries whilst 
maintaining modularity is to reduce co-ordination requirements and increase reliability.
3. Priority scheme
In chapter 5, a framework for resource management was described. A scheduler was 
developed that relies on priority for re-scheduling activities where resource conflicts 
arise. In an event-driven autonomous spacecraft, conflicting goals may be generated. 
There must be a means for dynamically assigning priorities to goals. Preliminary work in 
devising a dynamic priority scheme is described in appendix A. The decision making 
process undertaken by operators when assigning priorities to activities is modelled by a 
linear function. This work could further be extended with the use of machine learning. 
Neural networks could be used to learn how to assign priorities to goals. For the training 
data, a set of representative cases of conflicting and non-conflicting activities must be 
generated. A spacecraft engineer will assign the priorities for these cases. These data 
could be used to train the neural network.
4. Scheduling co-ordination
The effect of co-ordination breakdown on the scheduling must be investigated fully. 
Methods for minimising the effect of such a breakdown so that degradation is graceful 
must be devised,
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5. In a ‘real’ scheduling problem, the state space is very large. In the problem presented in 
chapter 6, the state space was reduced by classifying the resource conflicts. Then the 
number of states is a function of the number of conflicts, and the types of conflicts. With 
a small state space, the value function can be implemented with a look-up table, this is 
the approach adopted in this thesis. An alternative method is to use a neural network to 
leam the value function. Approximation using the neural network could be implemented 
in future work to investigate the advantage or disadvantages of this approach over the 
look-up table approach.
6. Two methods for action selection were implemented in the reinforcement learning 
algorithm. The directed search method where only certain action are permissible in a 
given state, and the un-directed search where all actions are permissible in any given 
state. The un-directed search failed to produce usable policies, future work could 
investigate the reason for this.
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In this chapter a priority scheme for spacecraft activities is presented. The spacecraft 
lifetime is divided into mission phases, and a set of activities are performed during each 
phase. The activities often compete for limited resources. In a manually operated spacecraft, 
the operators resolve the resource conflicts by deciding which activity takes place at any 
given time. In an autonomous spacecraft, prioritising of activities must take place on-board 
the spacecraft without intervention from an operator. The problem is in part resolved by 
having sets of pre-defined goals for the mission phases. A goal-oriented, event-driven 
autonomous spacecraft was defined in Chapter 3. This spacecraft will respond to unplanned 
events by generating goals, which require resources. Thus resource conflicts will arise 
which must be resolved by the spacecraft resource managers. The conflict resolution is 
priority based. As was described in Chapter 5, the resource manager uses priority to 
determine which activity to reschedule.
The planner/scheduler in Deep Space One1 [Muscettola97], currently the only spacecraft to 
have a planner on-board, uses a statically assigned priority scheme. The priority scheme 
proposed in this chapter attempts to model the decision making process of human operators 
faced with the same set of conflicting goals so that the prioritising is achieved in a dynamic 
manner and on-board the spacecraft. Priority assignment without any operator intervention 
must be dynamic to follow the changing conditions on-board the spacecraft. This prioritising 
approach is related to the use of constraints and constraint relaxation in Al scheduling. In T- 
Sched [Drabble90], a scheduler for spacecraft operations, constraints are ‘hardwired’ into 
the system. If a conflict free schedule cannot be generated, the constraints are relaxed. The 
constraints are classified as hard and soft into a hierarchy. Hard constraints generally cannot 
be relaxed whereas soft constraints are the first to be relaxed.
The proposed priority scheme assigns priorities to activities requiring a resource. There are 
three components to the priority figure: the criticality factor, the loss factor and the usage 
factor. The criticality factor is a measure of the urgency of the activity in terms of the time 
to failure if the activity is not carried out. The loss factor is a measure of long term effect if 
the goal is not carried out. The usage factor is a measure of the relative effort required to 
accomplish the activity. Section A.l presents a user classification. Section A.2 describes the 
priority figures. In section A.3 the criticality factors for a few activities are defined. In
1 A NASA/JPL spacecraft, launched in Oct.98, the planner/scheduler was successfully tested in May 99.
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section A.4, a few case studies are presented. Finally the chapter is summarised in section 
A.5.
A.1 Spacecraft sub-system classification
The classification is based on the criticality of the sub-system for spacecraft survival and is 
a by-product of the priority-scheme. This classification was adapted from [ESA/MATRA-a] 
where the sub-systems are classified as essential and non-essential. The purpose of the 
classification is to optimise resource distribution. In Table A- 1, the basic types are survival, 
critical, essential and non-essential. Examples of sub-systems that fit the category are listed 
in the last column in the table.
S/S type Characteristic Comment
Survival systems required for spacecraft survival 
to allow GS to take over control
Solar arrays, Receivers, Command 
decoders, electrical power generator 
and distribution
Critical should not be denied when requested, 
may not be possible during failure 
recovery
orbit and attitude control equipment
Essential minimum configuration for which there 
should be sufficient resource at all 
times
low gain transmitters, Thermal,
Non-
essential
can be denied resource in non-nominal 
situations
science payloads
Table A- I Resource user classification
It has to be emphasised that the classification is based on spacecraft survival therefore 
payload operation is considered non-essential. However if the classification is based on 
mission objectives payload would be classified otherwise. Survival sub-systems are required 
for spacecraft survival to allow the ground operators to take control and operate the 
spacecraft. Examples of survival sub-systems are receivers, command decoders, and the 
electrical power generation equipment. Critical sub-systems are not required for spacecraft 
survival. Examples of critical sub-systems are attitude determination and control and orbit 
determination and control. Essential sub-systems are low gain transmitters and thermal 
system. The non-essential systems are the payloads.
All sub-systems use resource of one type or another. When a resource is insufficient, the 
available resource will be allocated to the most critical sub-systems. If a sub-system is 
critical for spacecraft survival then the supply of resource to this sub-system user cannot be 
relaxed to resolve resource shortages or conflicts.
A user may be non-essential during a phase but becomes an essential user during a specific 
period of time. For example during a critical navigation phase, the star mapper / imager 
becomes an essential user.
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A.2 Activity priority
The classification of the sub-system described in section A.l influences the priority of an 
activity to be performed by the sub-system. The spacecraft consists of resource providers 
and resource users. A sub-system can be a provider and a user simultaneously. Examples of 
resources are electrical power, spacecraft pointing (attitude control), imaging instruments, 
spacecraft position (orbit determination), propulsion fuel, data storage, and communication 
bandwidth.
A scheme for prioritising activities and hence resource requests was devised. The priorities 
are based on and calculated using three factors namely the criticality factor, the loss factor, 
and the usage factor. The priority values reflect the spacecraft prevailing status at the time of 
the decision. The priority is giving by
P = Wc x Pc +WL x P L +Wu x P u A-l
where Wc, WL and Wu are weights and Pc, Pl, and Pu are the components of priority, 
criticality, loss, and usage respectively. The lower the priority value, the higher the priority 
hence a priority of 0 is higher than a priority of 10
A.2.1 Criticality factor
The criticality factor is a function of the time to failure. This is the time from the start time 
of the activity to the time when the demand for resource becomes invalid. For example, 
when the spacecraft is no longer in communication with the ground station, then the request 
for resources to transmit data is invalidated. In this context failure implies the non­
achievement of an activity, and not necessarily system or hardware breakdown. Other 
factors may need to be taken into account in the ‘time to failure’. For example in the case of 
downloading data to the ground station, the storage capacity must be taken into account as 
this predetermines the required frequency of data transmissions. The smaller the storage 
capacity is the more frequent the data transmissions are needed. Moreover the maximum 
data transmission rate limits the amount of data that can be transmitted during a single pass2. 
The criticality factors for a few activities are described in the section A.3.
A.2.2 Loss factor
The loss factor reflects the long-term effect of not pursuing a goal. In the case of 
transmitting data to the ground station, there will be another opportunity when the spacecraft
2 A pass is the time during which a spacecraft passes overhead and is in communication with a ground station
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is next in view of the ground station. However if there is insufficient storage, data could be 
lost. The loss factor reflects the severity of the failure. The loss factor will be higher for 
engineering (telemetry) data than for science data if the telemetry data require immediate 
analysis by the operations team at the ground station. Following a science data gathering 
activity, the loss factor is higher for the science data.
The loss can be characterised as retrievable or non-retrievable. In the former case, there will 
be another opportunity to perform the activity. In the latter there will not be another 
opportunity to perform the activity. An example of a retrievable loss is transient system fault 
e.g. memory corruption, a failed system replaced with a backup. An example of a non- 
retrievable loss is a failed system with no backup. The loss of a spacecraft is generally non- 
retrievable but in a constellation of spacecraft, the loss may be retrievable if the functions 
performed by the spacecraft can be transferred to another spacecraft in the constellation. 
The loss that would occur if a request for resource was denied, is categorised as loss of
1. Information (data)
2. Single service
3. Multiple services
4. Single mission goal
5. Multiple mission goals
6. Spacecraft
Chapter 3 introduced the idea of spacecraft agents as service providers. A service may be 
lost through denial of a resource e.g. denying the pointing resource to the Sun tracking 
activity may results in the loss of the power distribution services. An example of 
information loss is lost imaging opportunity. For an orb iter with a track repeat of the order 
of hours/days, the severity of loss of information caused by a missed imaging opportunity is 
small while the severity is greater for a fly-by imaging opportunity. The loss factor has two 
components, the first is encoded in a loss scale and the second is the goal achievement 
factor.
Loss scale
A loss scale for estimating the severity of loss is defined in Table A- 2. The values were 
obtained empirically. The relative loss values are more important than the absolute values. 
The loss of a spacecraft is an order of magnitude more severe than the loss of information.
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Loss
Information (data) 1
Single service 0.9
Multiple services oo
o1VOO
Single goal 0.5
Multiple goals 0.4 - 0.2
Spacecraft 0.1
Table A- 2 Loss scale
Goal achievement
The goal achievement is the second component of the loss factor and is a function of the
number of completed activities in a sequence of related activities. For example, when
downloading related data file in two or more operations, the goal achievement is a function 
of percentage of operations already successfully completed. The goal achievement 
component is given by
_ . . .  OpreationCompleted
Goal Achievement = — —— —  a - 2
TotalOperations
The loss factor is the product of loss value and goal achievement.
A.2.3 Usage factor
The usage factor has four components. In calculating the priority normally only one of the 
component is used. The main component is the effort required to perform the activity. In the 
case of a request for power, the effort is the power requested divided by the maximum 
power capacity. The effort component of the usage factor is given by
 ^ Re source Re quested 
Max. Re sourceAvailable
The second component is the percentage of activities of the same type successfully 
completed. It may be useful to bias in favour of an activity previously rejected using the 
activity completion component. The activity completion component is given by
ActivitiesCompleted
ActivityCompletion = ——— —-----------  — a - 4
Total Requested
The third component is the activity repetition. It may be useful to bias in favour of short 
duration but high repetition activities using the activity repetition component. The activity 
repetition component is given by
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Number Re questlnHorizon
Re petition   — —  A- 5
HorizonDuration
The fourth component is the activity duration component. It may be useful to bias in favour 
of long duration but infrequent activities using the activity duration component. The 
duration component of the activity is given by
ActivityDuration
Duration = —    A- 6
HorizonDuration
A.3 Definition of activity criticality factor
The criticality factor was introduced in section A.2.1. It determines the urgency of an 
activity. The criticality of an activity will depend on the spacecraft configuration. In this 
section, the criticality factors will be defined for selected activities. The Uol23 spacecraft 
was used as the basis for the study. The resources are electrical power, spacecraft pointing 
(attitude control), imaging instruments (narrow and wide angle, star mapper), data storage, 
and communication bandwidth. Although propulsion fuel is a resource, it is not considered 
for priority calculation, as there is only one user for the resource. Resource users will place 
requests for a resource. The resource providers must allocate the resources to the activities 
based on the priority of the activity when a resource conflict occurs.
The electrical power is limited, the spacecraft configuration is such that there is sufficient 
power for essential services but certain high power activities cannot take place 
simultaneously. All sub-systems are users of electrical power but the users that compete for 
power are the high power transmitter, the imagers, the cold gas thrusters, and the main 
engine (Resistojet). Spacecraft pointing is viewed as a resource; the users of this resource 
are the imaging instruments, the solar panels for Sun tracking, and the high gain antenna for 
Earth tracking. Only one of the three users can be satisfied at any given time. Imaging 
instruments are shared by users on the ground requesting the image capture of targets on a 
planet in the case of an orbiter or of objects of interest during a fly-by4. Another user of the 
imaging instruments is the navigation system. The data storage device is primarily for the 
storage of payload data e.g. images. The storage is limited and is emptied during contact 
with the ground station. Depending on the mission the opportunity to empty the data storage 
may occur every hour to every few days. The communication bandwidth is limited and must 
be shared between various payloads and instruments and possibly engineering data.
J Surrey Space Centre mini-satellite
4 Although U o l2  is intended for Earth orbit, the same spacecraft configuration is used for a interplanetary 
mission.
/
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Figure A- 1 shows the resources and activities (leaf nodes) that use the resources. The 
criticality factors will be defined for the activities using the power resource.
A.3.1 Criticality of activities using the power resource
The criticality factors are defined for the following activities: data transmission to the 
ground station using the high gain antenna, imaging of targets, attitude control using the 
reaction control thrusters and orbital manoeuvre using the main engine.
Criticality factor o f a data transfer activity
During this activity, data is transmitted from the spacecraft storage device to the ground 
station using the high gain antenna. The criticality factor depends on the duration of the 
pass, the length of time the data can be held in storage without being over-written, and the 
communication link capacity.
The criticality factor has two components. The first component is a function of the pass 
duration and the estimated duration of the data transmission. The estimated transmission 
time is the amount of data divided by the expected date rate. The first component of the 
criticality factor is given by
AmountData/
 __________ /  DataRate
PassDuration
The second component of the criticality factor takes into account the storage capacity of the 
spacecraft if the data to be downloaded is stored in the storage device. It is a measure of 
time before the memory is overwritten with new data. The second component of the 
criticality factor is given by
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RateMemorFilling
A -8RateMemoryEmptying 
This is the storage fill ratio (SFR).
Criticality factor o f an imaging activity
During an imaging activity an image of a target is acquired and stored in loca( memory. In 
an Earth (or other planet) imaging system, there will be multiple opportunities for imaging a 
given target as the spacecraft orbits the planet. In a fly-by of a planet (or other body) there 
will be a single opportunity to image the target. The user of the image could be customers on 
the ground, or the navigation system for navigating purposes. These facts will influence the 
priority of the activity.
The criticality factor is a function of the specified latest time Tlt at which the user requires 
image. The first component of the criticality factor is given by equation A-9. Tlt is the time 
from the image capture time (first opportunity) to the specified time at by which the image 
must be received by user. TtrackRepeat is the track repeat period for orbiting spacecraft. This 
time is infinite for a fly-by missions.
Tlt
  A -9Ttrack Re peat
The imager capacity is limited. When operating at a maximum image capture rate, there is 
little benefit in scheduling an activity. The second component of the criticality factor is 
given by
No. Im ages, pending
  r :  A - 10
Imaging, rate
Criticality factor o f spacecraft pointing activity
A  pointing activity can be requested by any of the imaging instruments, the high gain 
antenna or the guidance system for orbit manoeuvres.
The criticality factor is a function of the time to the attitude request becoming invalid. The 
criticality component is given by equation A-l 1. The user will specify the time Tlt from the 
activity start time to the end time at which the requested attitude is no longer required. The 
end time is dependent on the activity for which the pointing is required. If the pointing is for 
an imaging activity, then the end time is the time of the image capture opportunity. T majntajn is 
the time the attitude (pointing) must be maintained.
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T1 LT
  A - 11
T ■ ■ma mt am
The second component of the criticality factor takes into account the fact that the slew 
capability is limited. If the requested slew is greater than the capability then the criticality 
component of priority is reduced. The second component of criticality is given by
-  Re questedSlew/
/ MaxSlew A' 12
Criticality factor fo r  a manoeuvre activity
A manoeuvre activity is any activity that employs the main engine for orbit change or orbit 
corrections. The criticality factor is a function of the time at which the spacecraft leaves a 
pre-defined boundary. It is given by equation A-13. T b0undary is the time from the activity 
start time to the time at which the spacecraft leaves a pre-defined boundary. The maximum 
available time (Max Time Avail) is the maximum time after which correction is difficult or 
not possible due to fuel constraints.
TBoundary
A- 13
Max. Time. Avail
The second component takes into account the fact that the manoeuvring capability is limited. 
If the requested delta-velocity is greater than the capability then the criticality component of 
priority is reduced. It is given by
AV. Re quested
AV. Available A 14
A A  Effectiveness of priority scheme
In nominal operation, the mission phase and spacecraft configuration determine which goals 
are active at any given time preventing major resource conflicts3. However a spacecraft will 
be subject to non-nominal events (e.g. failures) which may result in resource conflicts that 
would not occur in nominal operation. The spacecraft must resolve these conflicts without 
operator intervention for autonomous operation. The effectiveness of the proposed priority 
scheme used for conflict resolution is investigated using scenarios in which activities are 
competing for a resource under specific conditions. The response of a human operator when 
presented with the same conflict to resolve is used as the performance measure. In the case
5 Depending on the spacecraft configurations, there may be resource conflicts even in nominal conditions
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studies, the lower the priority figure, the higher the priority hence a priority of 0 is higher 
than a priority of 10.
A.4.1 Data downloading priority
In this first example the activity is to “download data” to the ground station using the high 
gain antenna. The priority is computed for various types of data, and data storage fill rates. 
Assumptions
To calculate the priority, the characteristics of a low Earth orbiting satellite are used. The 
pass duration is 900 seconds, the data to be transmitted is 16 Mbytes and the data rate is 
76K8 b/s. In the usage factor, only the effort is taken into account with an effort ratio of l6. 
The weights were set to 10 for all three factors to scale the priority values.
In Table A- 3, row # 1 through 4, the data to download is telemetry data7 with decreasing 
loss factor as shown in shaded column. In row # 1 and 2, the telemetry data is assumed to be 
nominal, with loss factors of 1 and 0.5 respectively. In row # 3 and 4 the telemetry data is 
assumed to contain failure information and so the loss factors are higher, 0.3 and 0.1 
respectively.
In row 5 through 10, the data is science data with a low loss factor, the storage fill ratio is 
varied. Initially data is leaving the storage faster than it is entering until the situation is 
reversed in row # 10 where data is entering the storage faster than it is leaving. The priority 
values are shown in the column (Priority). A lower value indicates a higher priority.
# Criticality Loss Usage Priority Conditions
1 -0.73 1.0 1 12.7 Nominal telemetry
2 -0.73 0.5 1 7.7 Nominal telemetry
3 -0.73 0.3 1 5.7 Failure telemetry
4 -0.73 0.1 1 3.7 Failure telemetry
6 Using the same data rates and antenna
7 Telemetry data is not normally transmitted using the high gain antenna in nominal situation
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# Criticality Loss Usage Priority Conditions
5 -0.2.3 1.0 1 17.7 Storage Fill Ratio = 0
6 -0..33 1.0 1 16.7 Storage Fill Ratio = 0.1
7 -0.48 1.0 1 15.2 Storage Fill Ratio = 0.25
8 -0.98 1.0 1 10.2 Storage Fill Ratio = 0.75
9 -1.23 1.0 1 7.7 Storage Fill Ratio = 1.0
10 -1.73 1.0 1 2.7 Storage Fill Ratio = 1.5
Table A - 3
The results show that the priority value decreases with increasing loss factor. As expected, 
nominal telemetry data has lower priority than non-nominal telemetry data. Similarly the 
priority increases as the data storage device fills up. When the storage becomes full, the 
priority of the science data becomes higher than the priority of telemetry data.
A.4.2 Imaging activity priority
In this second example the activity is to image a target. The resource is the imaging 
instrument. The imaging activity is to acquire images for navigation, or to acquire a series of 
images during a fly-by (single opportunity) or to repeatedly image a target (multi­
opportunity operation).
Assumptions
The pass duration is 900 seconds. There are no pending images, so the second component of 
the criticality factor is not applicable. In the usage factor, only the effort is taken into 
account with an effort ratio of 1 since there is one camera.
In Table A- 4, row # 1, the user of the images is the navigation system, failure to carry out 
the activity could result in loss of the spacecraft so the loss factor is 0.1. In row # 2, the 
target is a series of shots during a fly-by, failure to carry out the activity would results in 
loss of multiple goals and so the loss factor is 0.3. In row # 3, the intended use of the images 
is for monitoring of a planet surface e.g. for disaster monitoring. This is a multi-opportunity 
operation activity, which results in loss of a service if the activity is not carried out and so 
the loss factor is 0.9.
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# Criticality Loss Usage Priority Condition
1 -.033 0.1 1.0 1.67 User of imager : navigation
2 0 0.3 1.0 4.0 User of imager : Fly-by
3 -0.33 0.9 1.0 6.7 User of imager : Orbiter
Table A - 4
The results in Table A- 4 show that the priority of the imaging activity for navigation 
purposes has the highest priority followed by a fly-by imaging activity. A multi-opportunity 
imaging activity has the lowest priority.
A.4.3 Pointing conflict
In this scenario, an orbiting spacecraft has for its goal to map the surface of a planet and 
download the image data to a ground station situated away on another planet. Since the 
spacecraft is in orbit around a planet, there are multiple opportunities to image an area, the 
track repeat period8 is of the order of a few days. Both the antenna and the imaging 
instrument are mounted fixed to the spacecraft body. The spacecraft is nadir pointing and 
must slew to point the antenna to Earth for data transmissions. The resource under 
consideration is the spacecraft pointing. A pointing conflict can arise if the antenna-pointing 
mode is requested at the same time as the imager-pointing mode. During nominal operation, 
the mapping takes place continuously interspersed by image data transmissions to the 
ground. During the course of the mission, a failure means that only lower data rates are 
possible and more frequent data transmissions are required to download the data in the 
storage. The additional data transmissions may conflict with the mapping.
It is assumed that the images are acquired daily with a track repeat period of 3 days. The 
reduction in the data transmission capacity is reflected in the storage fill ratio9. The results 
are shown in Table A- 5.
8 The time between successive passes over the same point on the planet
9 The rate at which the storage fills up
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Priority 
image capture
Priority 
data transmission
Conditions
3.35 6.5 storage fill ratio = 0.5
3.35 5.25 storage fill ratio = 0.75
3.35 4.0 storage fill ratio = 1.0
3.35 2.75 storage fill ratio = 1.25
Table A - 5
The priority of the image capture remains the same since it is not affected by the only 
variable, the storage fill ratio. With a fill ratio of 0.5 i.e. the storage is emptying twice as fast 
as it is filling, the image capture has priority over the data transmission activity. As the 
storage fill ratio is increased to 1.25 (i.e. the storage is filling faster than it is emptying), the 
priority of the data transmission activity becomes higher than the imaging activity priority. 
The loss factor for both goals is the same since both involve the loss of images.
A.4.4 Multi-activity goal
In this scenario, a multi-activity goal10 is discussed. The goal is to track an object over 
several days, e.g. monitoring an object on a planet. The tracking may involve multiple 
satellites and the object is stationary or slow moving. Image capture occurs at the ground 
track repeat frequency. It is assumed that the satellite track repeat is much smaller than the 
goal duration.
The objectives are
• track once a day (several satellites may be in use)
• each tracking session consists of 7 successive images, downloaded immediately 
to a station in view
The resource is the camera. A second goal to image a different target causes a conflict with 
the object-tracking goal. Table A- 6 shows the priority of a multi-activity goal as a function 
of activity completed. Both goals start off with equal priority i.e. if the conflict occurs 
before a single tracking activity is completed. In such a case, the conflict resolution is first 
come, fist serve. The priority increases as activities are completed because the loss is 
greater. If more than one satellite is involved in the tracking, all satellite schedulers must 
know the goal completion ratio.
10 A goal composed o f  two or more activities
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Priority 
“Tracking goal”
Priority 
Single image
Conditions 
conflict occurs after
9.03 9.03 0th activity completed
8.2 9.03 1st activity completed
7.36 9.03 2nd activity completed
6.53 9.03 3rd activity completed
5.7 9.03 4th activity completed
4.86 9.03 5th activity completed
4.03 9.03 6th activity completed
Table A- 6 Priority o f a multi-activity goal
A.5 Summary and Conclusions
The lifetime of a spacecraft can be divided into mission phases. Activities are assigned to 
each phase, which in part prevents major resource conflicts from arising. In a manual or 
semi-autonomous spacecraft, the operations team will prepare a schedule of activities for the 
spacecraft to carry out. The schedule is a list of tasks to be activated at pre-defined times. 
The schedule is either stored on board prior to launch or transmitted to the spacecraft after 
launch. Any departure from nominal operation will place the spacecraft in a safe state and 
await operator intervention. An autonomous spacecraft must respond without waiting for 
operator intervention by carrying out failure recovery activities and in doing so may create 
resource conflicts. For example a recovery activity may conflict with a pre-defined activity. 
These conflicts must be resolved on-board the spacecraft. By assigning priorities to 
activities, the conflicts are resolved by allocating the resource to the most critical activity. In 
this chapter, a method for assigning priorities to activities to help resolve resource conflicts 
was described. An objective of this thesis was to investigate resource management on-board 
the spacecraft. The conflict resolution is based on priority. The priorities are calculated 
using the priority scheme described in this chapter.
The priority scheme was devised as a means to dynamically assign priorities to activities 
when scheduling. Spacecraft operations knowledge is encoded into formulas for the purpose 
of determining activity priority. In this scheme, the priority of an activity has three 
components: the criticality factors, the loss factor, and the usage factor. The criticality factor 
is the single most important component. The criticality factor is a measure of the urgency of 
the activity. Failure does not necessarily imply system failure but a failure to achieve a goal. 
The second factor is the loss factor that captures the long-term effect of not pursuing a goal. 
It reflects the severity of the failure. The third factor is the usage factor that is a measure of 
the effort required in achieving a goal.
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The priority scheme was tested on a few scenarios to evaluate its effectiveness. The 
objective was to prioritise activities competing for a resource. In the first scenario, different 
types of data are to be transmitted to the ground station. The priority for the data 
transmission activity is calculated under different conditions. In the first instance the activity 
priority is calculated assuming that the data to be transmitted is nominal telemetry data, then 
non-nominal telemetry data. The priority for non-nominal telemetry data was found to be 
higher than for nominal telemetry data. The priority was also calculated for payload data 
with varying degrees of storage fill ratios. The results show that as the storage fills up, the 
priority of the data transmission increases. When the data storage device becomes full, the 
payload data has higher priority than non-nominal telemetry data.
In the second scenario, three activities compete for the use of the imaging instrument. The 
activities are imaging for navigation, imaging during a fly-by and imaging in a multi­
operations activity such as disaster monitoring. The results show that the imaging for 
navigation has the highest priority followed by the fly-by imaging and finally the planet 
monitoring.
The third scenario is a pointing conflict between the high gain antenna and an imager. The 
image capture activity has higher priority as long as there is sufficient storage. As the data 
storage device becomes full, the data transmission activity has higher priority.
The final scenario shows the variation of the priority of an activity that is one in a number of 
activities that make up a single goal. As the number of activities completed increases so 
does the priority.
The results indicate that although a simple linear model was used, the priority factors were 
effective in assigning relative priorities to conflicting activities in the scenarios. There are 
two issues here. In the scenarios, first activities of the same type were compared whilst 
varying one or two variables e.g. loss values and fill ratios. For these scenarios, the linear 
model suffices. When comparing priorities for activities of a different kind e.g. in the third 
scenario, the linear model was again shown to be sufficient with two and three types of 
activities. For the purpose of prioritising a larger number of activities of different types, a 
more complex model may be required. Future work would involve looking into a function 
approximator such as a neural network to model the process. A neural network could learn 
to assign priorities to activities given as input the three factors described previously. With a 
supervised neural network, the training phase will require the ‘teacher’ to provide the 
correct answer. Thus for the training phase, sets of activities that compete for resources are 
generated and prioritised by a spacecraft engineer.
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