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Cap´ıtulo 1
Introduccio´n
La distribucio´n logaritmica normal (LN) es una distribucio´n de probabilidad con
un logar´ıtmo distribuido normalmente que se obtiene como una transformacio´n
de la distribucio´n normal ordinaria y se suele utilizar a menudo en situaciones en
las que los valores presentan sesgo a la derecha como, por ejemplo, para deter-
minar precios de acciones, precios de propiedades inmobiliarias, escalas salariales,
taman˜os de depo´sitos de aceite entre otros. En muchas de estas situaciones, la
asimetr´ıa de la distribucio´n y su curtosis esta´n por encima o por debajo de lo
esperado para el modelo LN, por lo que es necesario pensar en un modelo ma´s
flexible que logre tal desviacio´n al modelar datos positivos.
Varios autores han introducido familias de distribuciones que permiten modelar
variables con soporte positivo y diferentes grados de asimetr´ıa y curtosis. Una
de las ma´s reconocidas corresponde al modelo ln-skew -normal (LSN), la cual fue
estudiada por Mateus-Figueras (2003-2004), quien estudia las propiedades de este
modelo.
Es de notar que esta distribucio´n es una extensio´n de la distribucio´n LN para
modelar la estructura asime´trica presente en los datos, no obstante presenta una
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dificultad ya que su matriz de informacio´n es singular cuando el para´metro de
asimetr´ıa es cercano a cero, adema´s existe dificultad para la estimacio´n de este
para´metro, Olmos et al. (2016) presentan el modelo bimodal Birnbaum - Saunder
(1950), el cual adema´s de ajustar datos positivos, su matriz de informacio´n es no
singular.
Distribuciones para ajustar datos positivos se limitan generalmente a la gama,
weibull, exponencial, Birnbaum-Saunders(1950) y LN. Sin embargo, estas distri-
buciones solo ajustan datos con distribucio´n unimodal con alta o baja asimetr´ıa, es
decir que estos modelos no pueden ser aplicados cuando la distribucio´n de los da-
tos es bimodal o multimodal. Para datos positivos con comportamiento bimodal,
son pocos los autores que han propuesto distribuciones que ajusten este tipo de
informacio´n; destaca´ndose Bolfarine et al. (2011) con el modelo The log-bimodal-
skew-normal model (logBSN) que en espan˜ol corresponde a la funcio´n de densidad
de la distribucio´n logaritmica bimodal normal asime´trica y Venegas et al. (2016)
con the Log-Alpha-Skew-Normal Model (LASN), en espan˜ol es la funcio´n de densi-
dad de la distribucio´n logaritmica alfa normal asime´trica. Sin embargo, estas dos
distribuciones presentan el problema que sus matrices de informacio´n son singu-
lares, cuando su para´metro de asimetr´ıa se acerca a la frontera de cero, dado que
estas se originan como extensio´n de la distribucio´n normal asime´trica de Azza-
lini(1985).Otra posible solucio´n es la mezcla de distribuciones LN, pero como es
bien conocido en la literatura, este modelo presenta problemas de identificabilidad
en la estimacio´n de sus para´metros.
Una solucio´n a los inconvenientes presentados con las distribuciones arriba mencio-
nadas es usar otras familias de distribuciones bases que no presenten problemas en
su matriz de informacio´n ni problemas de identificabilidad en la estimacio´n de sus
para´metros. Como solucio´n a la problema´tica antes descrita, este trabajo presen-
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ta una nueva distribucio´n con la cual se pueden ajustar distribuciones de soporte
positivo de tipo bimodal o multimodal basadas en la distribucio´n ln-alfa-potencia
(LAP) Mart´ınez-Flo´rez et al. (2014) y el modelo beta-normal asime´trico expo-
nenciado (PBSN), estudiado recientemente por Mart´ınez et al. (2018).Esta nueva
distribucio´n incluye nuevos para´metros que la hacen ma´s flexible en te´rminos de
forma (bimodalidad y multimodalidad), asimetr´ıa y curtosis que el modelo LN,
puesto que se logra modelar datos con distribucio´n unimodal, bimodal y multimo-
dal para datos positivos, con asimetr´ıa y curtosis por fuera del rango permitido
por la distribucio´n LN.
Cabe resaltar que las distribuciones para datos no-negativos se utilizan principal-
mente en el campo de la teor´ıa de la confiabilidad (Birnbaum-Saunders (1950)),
el cual es el ana´lisis de datos de tiempo de falla (es la metodolog´ıa estad´ıstica
que se usa para determinar la confiabilidad de una poblacio´n de dispositivos y
predecir el porcentaje de fallas potenciales). Las distribuciones ma´s utilizadas en
la modelacio´n de datos positivos son las distribuciones exponencial, weibull, gam-
ma, LN y Birnbaum-Saunders, entre otras. En los u´ltimos tiempos se ha estado
utilizando el modelo half -normal para el ana´lisis de sobrevivencia o extensiones
de este, como por ejemplo la extensio´n realizada por Elal-Olivero et al. (2009).
A pesar de que los modelos LN y LSN Mateus-Figueras et al. (2003-2004) tienen
amplia aplicabilidad en datos positivos con fuerte asime´tria positiva, el modelo
Birnbaum-Saunders se muestra como una alternativa ma´s utilizada para ajustar
datos de sobrevivencia y fatiga de materiales. Sin embargo, todos estos modelos
solo pueden ajustar datos de cara´cter unimodal, siendo modelos no flexibles para
observaciones de tipo bimodal o multimodal.
As´ı, es poca la literatura existente sobre distribuciones que logren ajustar datos
positivos que presenten comportamiento bimodal y au´n ma´s complejo si la distri-
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bucio´n presenta un comportamiento multimodal. Por otro lado, Durrans (1992) in-
trodujo la distribucio´n de estad´ısticas de orden fraccionaria, la cual genera un buen
modelo base para la creacio´n de distribuciones que modelen variables asime´tricas,
con matriz de informacio´n no singular para valores cercanos a uno en el para´metro
de asimetr´ıa.
Una extensio´n de este modelo al caso de datos bimodales fue estudiada por Bolfari-
ne et al. (2013), denominada distribucio´n bimodal AP; este modelo tambie´n tiene
la caracter´ıstica de que su matriz de informacio´n es no singular. Otra extensio´n
del modelo AP para el caso de datos positivos fue realizada por Mart´ınez-Flo´rez et
al.(2014) quienes introducen el modelo ln-potencia normal (LPN), cuya matriz de
informacio´n resulto´ ser no singular. Recientemente Mart´ınez et al. (2018) propo-
nen una familia de distribuciones PBSN; la cual es otra extensio´n del modelo AP
que logra ajustar datos multimodales adema´s, su matriz de informacio´n tambie´n
resulta ser no singular.
En vista de lo anterior, aprovechando la no singularidad del modelo AP y la flexi-
bilidad para el caso de datos bimodales de los modelos bimodal AP y multimodal
PBSN, resulta interesante estudiar el comportamiento de la distribucio´n resultante
que mezcla la estructura gene´rica AP y las distribuciones base LN, LPN, bimodal
AP y PBSN. La justificacio´n de esta mezcla es que dadas las caracter´ısticas del
modelo AP al realizar la extensio´n de esta, se espera que la matriz de informacio´n
del modelo resultante no presente los problemas de singularidad de los modelos ya
estudiados en la literatura y se genere una distribucio´n flexible capaz de modelar
datos positivos de tipo bimodal y multimodal, si esto no sucede se llevara´ a cabo
una reparametrizacio´n adecuada.
El modelo estudiado en el presente trabajo contiene la distribucio´n LN como un
caso particular y se estudiaran sus principales propiedades estad´ısticas, as´ı como
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el proceso inferencial de estimacio´n de sus para´metros, matriz de informacio´n y
distribucio´n asinto´tica del vector de estimadores de los para´metros.
Cap´ıtulo 2
Preliminares
En las u´ltimas de´cadas se ha observado un notorio intere´s creciente en la literatura
estad´ıstica por familias de distribuciones flexibles que ayuden al modelamiento de
variables con diferentes grados de asimetr´ıa y curtosis. Distintos trabajos se han
publicado en torno a este tema siendo preciso resaltar los trabajos de Birnbaum
(1950), Lehmann (1953), Roberts (1966), O’Hagan and Leonard (1976), Azzalini
(1985), Henze (1986) y Durrans (1992) entre otros.
2.1. Distribucio´n Normal Asime´trica
Azzalini (1985) desarrolla una estructura general para la funcio´n de densidad de
probabilidad (fdp) asime´trica, skew-symmetric la cual esta´ dada por:
ϕfF (z;λ) =2f(z)F (λz) z, λ ∈ R (2.1.1)
donde f es una fdp la cual es sime´trica alrededor de cero, F es una funcio´n
de distribucio´n acumulada (FDA) absolutamente continua y tambie´n sime´trica
alrededor de cero. Para el caso donde f es la densidad de la distribucio´n normal
esta´ndar y de igual forma F es la FDA de la normal esta´ndar, el modelo resultante
17
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es llamado de skew -normal, se denota por Z ∼ SN(λ) y su fdp viene dado por:
ϕφΦ(z, λ) =2φ(z)Φ(λz) z ∈ R , λ > 0 (2.1.2)
donde λ es un nu´mero real, llamado el para´metro de asimetr´ıa, puesto que permite
modelar la parte asime´trica de la distribucio´n. Este es el modelo estudiado por
Azzalini (1985) quien introdujo formalmente la distribucio´n y estudio´ sus propie-
dades, cabe sen˜alar como ya se habia dicho que esta distribucio´n es una extensio´n
de la distribucio´n normal para modelar la estructura asime´trica presente en los
datos, no obstante presenta un problema ya que su matriz de informacio´n es sin-
gular cuando el para´metro de asimetr´ıa es cercano o igual a cero, tambie´n se han
observado problemas para la estimacio´n de este para´metro. Adema´s de Azzali-
ni otros aportes importantes a esta teor´ıa de la distribucio´n skew -normal fueron
hechos por Henze (1986), Arnold et al. (1993), Chiogna (1997) y Pewsey (2000),
entre otros.
Una extensio´n para el caso de datos postivos del modelo SN fue realizada por
Mateus-Figueras (2003-2004) quien estudia el modelo ln-normal asime´trico (LNS),
de localizacio´n (µ) y escala (σ), definido por la fdp as´ı,
ϕY (y; ξ, η, λ) =
2
σy
φ
{
ln(y)− µ
σ
}
Φ
{
λ
(ln(y)− µ)
σ
}
y ∈ R+ (2.1.3)
2.2. Distribucio´n Alfa-Potencia (AP)
Lehmann (1953) propone la familia de distribuciones con FDA dada por,
F (z;α) =
{
F (z)
}α
z ∈ R (2.2.1)
donde F es alguna FDA y α es un nu´mero racional. En te´rminos generales esta
distribucio´n es generada a partir de la distribucio´n del ma´ximo de la muestra. En
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la literatura este modelo es conocido como modelo de alternativas de Lehmann y
es ampliamente discutido por Gupta (1959) y Arnold (2004).
Continuando el trabajo hecho por Lehmann, Durrans (1992) en un contexto hi-
drolo´gico extiende el anterior modelo para todo α ∈ R+, refirie´ndose a este resul-
tado como la distribucio´n estad´ıstica de orden faccionaria, que en la literatura es
ma´s conocida como distribucio´n AP, con fdp dada por:
ϕ(z;α) =αf(z)
{
F (z)
}(α−1)
con z ∈ R, α ∈ R+ (2.2.2)
donde F es una FDA absolutamente continua con fdp f = dF . Se denota con
Z ∼ AP (α). Este nuevo modelo dio origen a la familia de distribuciones AP la
cual es una alternativa como entre las familias de distribuciones que modelan altos
grados de asimetr´ıa y curtosis.
La FDA de Z en el modelo (2.2.2) esta´ dada por:
FF (z;α) =
{
F (z)
}α
, con z ∈ R. (2.2.3)
Propiedades del Modelo AP
(i) Si Z ∼ AP (α) entonces, E(Zn) = α
∫ 1
0
[
F−1(u)
]n
u(α−1) · du donde F−1 es
la inversa de F .
(ii) Para el caso en que f = φ entonces, la distribucio´n resultante es llamada
distribucio´n potencia-normal (PN) la cual tiene muchas aplicaciones en di-
versas a´reas del conocimiento, como por ejemplo, las mediciones no negativas
(las medidas del ı´ndice de masa corporal (IMC)).
2.2.1. Caso Localizacio´n-Escala
En la pra´ctica, el intere´s principal se centra en ajustar el modelo de localizacio´n-
escala de la distribucio´n de estad´ıstica de orden fraccionaria AP con densidad
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(2.2.1). Es fa´cil, ver que si Z ∼ AP (α), entonces la extensio´n localizacio´n-escala
de Z, es decir, X = ξ + ωZ, donde ξ ∈ R y ω ∈ R+, es la funcio´n de densidad
dada por:
ϕ(x; ξ, ω, α) =αf
(
x− ξ
ω
){
F
(
x− ξ
ω
)}(α−1)
x ∈ R, α ∈ R+ (2.2.4)
la cual se denotara´ X ∼ AP (x; ξ, ω, α). Como comu´nmente ocurre esta distribu-
cio´n involucra para´metros desconocidos, para la estimacio´n de estos se utiliza el
me´todo de ma´xima verosimilitud, la funcio´n de log-verosimilitud del modelo AP,
esta dada por:
l(θ;X) =n
{
ln(α)− ln(ω)}+ n∑
i=1
ln
{
f(zi)
}
+ (α− 1)
n∑
i=1
ln
{
f(zi)
}
(2.2.5)
donde zi =
xi−ξ
ω
.
2.2.2. Ecuaciones Score
Asumiendo que f ′ existe, las primeras derivadas parciales de la funcio´n de log-
verosimilitud con respecto a cada uno de los para´metros son:
∂l(θ;X)
∂ξ
=
−1
n
{ n∑
i=1
f ′(zi)
f(zi)
+ (α− 1)
n∑
i=1
f(zi)
F (zi)
}
,
∂l(θ;X)
∂ω
=
−1
n
{
n+
n∑
i=1
zi
f ′(zi)
f(zi)
+ (α− 1)
n∑
i=1
zi
f(zi)
F (zi)
,
∂l(θ;X)
∂α
=
n
α
+
n∑
i=1
ln
{
F (zi)
}
.
Las ecuaciones score son obtenidas igualando las derivadas parciales a cero. Pro-
cediendo como Chiogna (1997) y Pewsey(2006), siendo wi =
f(zi)
F (zi)
, vi =
f(zi)
f ′(zi)
y ui = ln
{
F (zi)
}
, se deduce inmediatamente que la solucio´n a las ecuaciones
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score satisfacen que v = (1 − α)ω, 1 + (zv) = (1 − α)(zω) y α = −1
u
donde
v =
n∑
i=1
vi
n
, (zv) =
n∑
i=1
zivi
n
, etc. Generalmente estos sistemas de ecuaciones son
resueltos nume´ricamente, usando me´todos iterativos tipo Newton-Raphson.
De igual manera siguiendo esta metodolog´ıa se encontra´ la matriz de informacio´n,
tanto la observada como la esperada y podemos constatar que esta es no singular
para valores del para´metro de asimetr´ıa cercanos a uno.
2.3. Distribucio´n Ln-Alfa-Potencia (LAP)
Una extensio´n del modelo AP para el caso de datos positivos fue estudiado por
Mart´ınez-Flo´rez et al. (2014), denominado distribucio´n LAP cuya fdp viene dada
por:
ϕY (y;α) =
α
y
f
{
ln(y)
}{
F (ln(y))
}(α−1)
, y ∈ R+. (2.3.1)
Para el caso en que f = φ entonces, la distribucio´n resultante es llamada distri-
bucio´n ln-potencia-normal la cual tiene muchas aplicaciones en diversas a´reas del
conocimiento, cuya fdp viene dada por:
ϕY (y;α) =
α
y
φ(ln(y))
{
Φ(ln(y))
}(α−1)
con y ∈ R+. (2.3.2)
Este modelo (2.3.2) al igual que el Modelo PN tiene la caracter´ıstica que su matriz
de informacio´n es no singular.
2.4. Distribuciones de Tipo Bimodal
Adema´s del intere´s comu´n del estudio de distribuciones que ayuden a modelar
estructuras asime´tricas, muchos de los autores que han estudiado estas familias
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de distribuciones han propuesto extensiones bimodales, las cuales son muy u´tiles
a la hora de estudiar ciertos feno´menos en el a´rea de la cosmolog´ıa y la gene´tica.
Una extensio´n de la distribucio´n normal es el modelo bimodal-normal, que nos
proporciona una gran herramienta para el estudio de variables con dos ma´ximos
en el soporte, su funcio´n de densidad esta´ dada por:
f(u) =u2φ(u) (2.4.1)
Para el Modelo PN antes mencionado, diversas extensiones bimodales han sido
estudiadas, Kim (2005) introduce el modelo
f(u, θ) =cθφ(u)Φ(θ|u) (2.4.2)
donde θ es un nu´mero real y cθ una constante de normalizacio´n. Para θ > 0 Kim
demuestra que el modelo (2.4.2) es bimodal. Go´mez et al. (2009), define el tipo
de distribucio´n skew -flexible-normal cuya fdp es dada por:
f(u, θ) =cδφ(|u|+ δ)Φ(λu) con λ ∈ R (2.4.3)
donde δ es un nu´mero real y cδ es una constante de normalizacio´n. Go´mez et al.
(2009) demuestran que para δ < 0 el modelo (2.3.1) es bimodal. Arnold et al.
(2009) estudian el modelo bimodal sime´trico al cual denominan La skew-normal
de dos partes con fdp:
f(u, θ) = 2cλφ(u)Φ(λ|u|)Φ(βz) (2.4.4)
donde β y λ son nu´meros reales y cλ es una constante de normalizacio´n. Este es
un modelo bimodal asime´trico para ciertos valores de β y λ. Arnold demuestra
que la matriz de informacio´n del modelo es singular para β = λ = 0, es decir para
el caso de la distribucio´n normal, tal y como acontece con el modelo skew -normal
de Azzalini.
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Por otro lado Elal-Olivero (2009) introduce la versio´n bimodal de la skew -normal
y realiza un ana´lisis bayesiano. La funcio´n de densidad para este modelo esta´ dada
por:
f(y, λ, α) =2
(
1 + λy2
1 + λ
)
φ(y)Φ(αy) con y ∈ R, λ ∈ R y α ∈ R+. (2.4.5)
Una extensio´n bimodal para el caso de datos positivos fue estudiada por Bolfarine
et al. (2011), denominada de distribucio´n bimodal LN asime´trica, cuya fdp esta´
dada por:
f(x|θ) = 2
σx
(
1 + αy2
1 + λ
)
φ(y)Φ(λy) con x > 0, µ ∈ R, α > 0 (2.4.6)
donde y = ln(x)−µ
σ
. Esta distribucio´n al igual que el modelo (2.4.5) presenta matriz
de informacio´n singular para el caso donde sus dos para´metros toman el valor
cero.Elal-Oliveros (2010) presenta el modelo bimodal asime´trico
f(x|θ) =
[
(1− αy)2 + 1
(2 + α2)σ
]
φ(y) con x > 0, α ∈ R (2.4.7)
donde y = x−µ
σ
, al cual denomino como AP asime´trico, este modelo al igual que
el modelo (2.4.5) tiene matriz de informacio´n singular.
La extensio´n para datos positivos del modelo dado en (2.4.7) para el caso de datos
positivos fue estudiada por Venegas et al. (2016) y su fdp esta´ dada por:
f(x|θ) =
[
(1− αy)2 + 1
(2 + α2)σx
]
φ(y) con x > 0, α ∈ R (2.4.8)
donde y = ln(x)−µ
σ
, al cual denomino´ distribucio´n ln-alfa-normal asime´trico, este
modelo al igual que el modelo (2.4.7) tiene matriz de informacio´n singular.
Bolfarine et al. (2013) introduce dos familias de distribuciones las cuales esta´n
basadas en la distribucio´n AP introducida por Durrans (1992). El primer modelo
corresponde a una extensio´n directa del modelo de Durrans (1992), con la cual
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se logra modelar datos con distribuciones sime´tricas y el segundo modelo incluye
un para´metro que hace ma´s flexible el primer modelo pues se logra obtener dis-
tribuciones bimodales tanto sime´tricas como asime´tricas. Bolfarine et al. (2013)
definen el modelo bimodal sime´trico exponenciado mediante la fdp,
ϕX(x; ξ, η, α) =
α
η
2α−1
2α − 1f
(
x− ξ
η
){
F
(∣∣∣∣x− ξη
∣∣∣∣)}α−1, x y ξ ∈ R, η ∈ R+
(2.4.9)
donde cα es una constante de normalizacio´n. El caso f = φ queda dado por:
ϕX(x; ξ, η, α) =
α
η
2α−1
2α − 1φ
(
x− ξ
η
){
Φ
(∣∣∣∣x− ξη
∣∣∣∣)}α−1, x y ξ ∈ R, η ∈ R+
(2.4.10)
El caso asime´trico del modelo (2.4.10) viene dado por la fdp:
ϕX(z; ξ, η, β, α) =2αcαφ
(
x− ξ
η
){
Φ
(∣∣∣∣x− ξη
∣∣∣∣)}α−1Φ(βx− ξη
)
, x y ξ ∈ R, η ∈ R+
(2.4.11)
Sobhan et al. (2016) proponen el modelo multimodal denominado la distribucio´n
alfa-Beta Skew-normal, cuya fdp viene dada por:
f(x) =
(1− αx− βx3)2 + 1
α2 + 15β2 + 6αβ + 2
φ(x) (2.4.12)
donde y, α, β ∈ R. Estos autores demuestran que este modelo puede alcanzar
hasta cuatro modas para distintos valores de α y β.
Recientemente, Mart´ınezet al. (2018), estudian las distribuciones BSN(β) y PBSN(β, α),
las cuales resultaron con matriz de informacio´n no singular y con una gran fle-
xibilidad para ajustar un conjunto de observaciones con distribucio´n, unimodal,
bimodal o trimodal.
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Se dice que la variable aleatoria Z tiene una distribucio´n BSN(β), si el modelo
viene dado por :
f(x) =
(1− βx3)2 + 1
15β2 + 2
φ(x), (2.4.13)
donde y, α, β ∈ R. Estos autores demuestran que este modelo puede alcanzar
hasta tres modas para distintos valores de β. Mientras que el caso exponenciado
del modelo (2.4.13) viene representado por la fdp
f(z) =α
(1− βz3)2 + 1
2 + 15β2
φ(z)
[
Φ(z) +
4β − 15β2z + 2βz2 − 5β2z3 − β2z5
2 + 15β2
φ(z)
]α−1
(2.4.14)
donde z ∈ R, α ∈ R+ y β ∈ R. Entonces se dice que Z es una variable aleatoria
con distribucio´n PBSN. Se denotara´ por Z ∼ PBSN(β, α).
Estos autores encontraron que la FDA acumulada del modelo dado en (2.4.14) se
deja escribir como
ϕPBSN(z) =
[
Φ(z) +
4β − 15β2z + 2βz2 − 5β2z3 − β2z5
2 + 15β2
φ(z)
]α
con z ∈ R
(2.4.15)
2.4.1. Coeficiente de Variacio´n (CV)
Tambie´n denominado como coeficiente de variacio´n de Spearman, es una medida
estad´ıstica que nos informa acerca de la dispersio´n relativa de un conjunto de
datos, se denota de la siguiente forma:
CV =
√
V ar(X)
E(X)
.
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2.5. Variable Aleatoria Censurada
Los valores censurados son aquellos reportados como menos que algu´n valor (por
ejemplo, menor que 5 ppb), mayores que algu´n valor (por ejemplo,mayor que 100
d´ıas), o como un intervalo (por ejemplo, un valor entre 67 y 75 grados). Los valores
truncados son aquellos que no informan si el valor excede algu´n l´ımite.
Ahora considere un laboratorio cl´ınico que reporte la concentracio´n de atrazina
en una muestra de agua subterra´nea. Si reportan 0.02 ppb, se observa ese valor. Si
reportan que es menor 0.05 ppb, el valor es censurado. Si solo informan la concen-
tracio´n si excede de 0.1 ppb, los valores se truncan. La diferencia pra´ctica entre
los datos censurados y truncados es que se conoce el nu´mero de valores censura-
dos, pero no el nu´mero de valores truncados. Los datos ambientales observados y
censurados son mucho ma´s comunes que los datos truncados.
2.5.1. Censura a la Izquierda o Derecha
Un valor censurado a la izquierda es uno que solo se sabe que es menor que algu´n
valor, por ejemplo, menor qure 5 ppm. Un valor censurado a la derecha es aquel
que solo se sabe que es ma´s que algu´n valor.
2.6. Modelos Censurados
En te´rminos generales una variable aleatoria Y que tiene una parte de sus pro-
babilidades en puntos discretos y el resto extendido en algunos intervalos, tiene
una distribucio´n mixta. Sea F (y) la FDA que representa una distribucio´n mixta.
Entonces se puede escribir
F (y) =c1f1(y) + c2f2(y) (2.6.1)
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donde F1(y) es una FDA escalonada, F2(y) una FDA continua, c1 la probabilidad
acumulada de todos los puntos discretos y c2 = 1− c1 la probabilidad acumulada
de las porciones continuas. Para la distribucio´n dada en (2.6.1) se tiene que dado
g(Y ), una funcio´n de Y, entonces:
E[g(Y )] =c1E[g(X1)] + c2E[g(X2)] (2.6.2)
donde X1 es una variable aleatoria discreta que tiene la FDA F1(y) y X2 es una
variable aleatoria que tiene la FDA F2(y).
En algunos casos adema´s de la censura tambie´n las observaciones presentan al-
tos (o bajos) grados de asimetr´ıa y/o curtosis. Por tanto, el ana´lisis con datos
asime´tricos es necesario para afrontar este tipo de situaciones, as´ı es usual utilizar
la distribucio´n SN de Azzalini(1985) o´ Normal AP de Durrans(1992).
Cuando los datos son censurados, la distribucio´n que siguen es una mixtura entre
una distribucio´n discreta y una continua.
2.6.1. Modelo Tobit
En los modelos de regresio´n censurados la variable dependiente subyacente es
aproximadamente continua, pero esta´ censurada inferior (censura a la izquierda)
o superiormente (censura a la derecha), debido a la forma en que recopilamos los
datos o a limitaciones institucionales.
El modelo de regresio´n censurado Tobit o Tobit tipo I se expresa como sigue:
Yi =
 c si Y ∗i ≤ c,Y ∗i si Y ∗i > c
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Se ha formulado el modelo Tobit en te´rminos de una variable latente Y ∗ que
satisface los supuestos del modelo de regresio´n cla´sico, distribucio´n normal, ho-
moceda´stica y con media condicional lineal.
En algunos casos la variable en estudio puede presentar cierto grado de asimetr´ıa
que no puede ser modelada por la distribucio´n normal o la distribucio´n t-Student.
En estos casos es va´lido suponer que las observaciones obtenidas de los individuos
puede ser modelada por la distribucio´n skew -normal o APN.
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Cap´ıtulo 3
Distribucio´n Log-Beta-Normal
Asime´trica.
En este cap´ıtulo se introduce el modelo log-beta-normal asime´trica (LBSN), Se
define la fdp del modelo, se halla la FDA y se prueba la no existencia de la funcio´n
generadora de momentos. Tambien se estudian sus principales propiedades para el
caso esta´ndar del modelo, se dan a conocer las expresiones del momento de orden
superior para los casos par e impar, as´ı como tambie´n se determinan las medidas:
esperanza, varianza, asimetr´ıa, curtosis y CV.
Posteriormente se presenta el modelo de Localizacio´n-Escala, se argumenta la esti-
macio´n de sus para´metros y se determinan las matrices de informacio´n observada
y esperada para luego determinar la no singularidad de esta.
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Definicio´n 3.0.1. Se dice que la variable aleatoria X tiene una distribucio´n
LBSN, si su fdp esta´ dada por
f(x) =
(1− β ln3 x)2 + 1
2 + 15β2
φ(lnx)
x
, con x > 0 (3.0.1)
donde β ∈ R. Denotaremos esta variable como X ∼ LBSN(β).
Proposicio´n 3.0.1 La funcio´n de densidad del modelo LBSN(β) tiene a lo ma´s
3 modas.
Demostracio´n. Diferenciando (3.0.1) con respecto a x se tiene lo siguiente:
f ′(x) =
φ(ln x)
(2 + 15β2)x2
[
5β2 ln5 x+ β2 ln4 x+ 2β ln3 x− 8β ln2 x− 2 ln x+ 2
]
(3.0.2)
Por lo tanto f ′(x) tiene a lo mas 6 raices, as´ı f(x) tiene a lo mucho 4 modas. Por
el teorema fundamental del algebra un polinomio de grado n tiene n raices como
es un polinomio de grado impar por lo menos tiene una raiz real por lo tanto la
distribucio´n LBSN(β) tiene a lo mas 3 modas, como se puede ver a continuacio´n
en la figura (3.1).
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Figura 3.1: fdp del modelo LBSN (β).
Para diferentes valores de β se tienen; las l´ıneas de color: negra, azul, naranja
y roja que corresponden respectivamente, (a) β = 0.2, β = 0.15, β = 0.12 y β =
0.1; (b) β = −0.05, β = −0.09, β = −0.1 y β = −0.2.
Proposicio´n 3.0.2 (FDA del Modelo LBSN Esta´ndar).
Si X ∼ LBSN(β) entonces la FDA de ΦLBSN(x) esta´ dada por:
ΦLBSN(x) = Φ(ln x) +
β(2 ln2 x+ 4− β ln5 x− 5β ln3 x− 15β ln x)
2 + 15β2
φ(ln x)
(3.0.3)
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Demostracio´n.
ΦLBSN(x) =
∫ x
−∞
(1− β ln3 t)2 + 1
2 + 15β2
φ(ln t)
t
dt pero como x > 0 se tiene
=
∫ x
0
2− 2β ln3 t+ β2 ln6 t
2 + 15β2
φ(ln t)
t
dt
=
1
2 + 15β2
∫ x
0
[
2φ(ln t)− 2β ln3 tφ(ln t) + β2 ln6 tφ(ln t)
]
dt
=
1
2 + 15β2
[
2
∫ x
0
φ(ln t)dt− 2β
∫ x
0
ln3 tφ(ln t)dt+ β2
∫ x
0
ln6 tφ(ln t)dt
]
=
1
2 + 15β2
[
(2 + 15β2)Φ(ln x) + β(2 ln2 x+ 4− β ln5 x− 5β ln3 x− 15β ln x)φ(ln x)
]
=Φ(ln x) +
β(2 ln2 x+ 4− β ln5 x− 5β ln3 x− 15β ln x)
2 + 15β2
φ(ln x)
=Φ(ln x) +
4β − 15β2 ln x+ 2β ln2 x− 5β2 ln3 x− β2 ln5 x
2 + 15β2
φ(ln x)
Proposicio´n 3.0.3 (Funcio´n de Sobrevivencia y Hazard del modelo LBSN
Esta´ndar).
Si S(t) y h(t) denotan, respectivamente, la funcio´n de sobrevivencia y la funcio´n
hazard de la variable aleatoria T ∼ LBSN(β) en el intervalo (0,∞), entonces:
S(t) =1−
[
Φ(ln t) +
4β − 15β2 ln t+ 2β ln2 t− 5β2 ln3 t− β2 ln5 t
2 + 15β2
φ(ln t)
]
,
(3.0.4)
h(t) =
(1− β ln3 t)2 + 1
t(2 + 15β2)
[
1− ΦLBSN(t)
]φ(ln t). (3.0.5)
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Demostracio´n. Por definicio´n de la funcio´n de sobrevivencia se tiene
S(t) =P (T > t) =
∫ ∞
t
f(x) · dx = 1− F (t) = 1− ΦLBSN(t)
=1−
[
Φ(ln t) +
4β − 15β2 ln t+ 2β ln2 t− 5β2 ln3 t− β2 ln5 t
2 + 15β2
φ(ln t)
]
Ahora la funcio´n Hazard esta´ determinada por:
h(t) =
f(t)
S(t)
=
(1−β ln3 t)2+1
2+15β2
φ(ln t)
t
1− ΦLBSN(t)
=
(1−β ln3 t)2+1
(2+15β2)t
φ(ln t)
1−ΦLBSN
1
=
(1− β ln3 t)2 + 1
t(2 + 15β2)(1− ΦLBSN(t))φ(ln t)
En la siguiente Figura (3.2) se observa el comportamiento de la funcio´n de so-
brevivencia para distintos valores de β. Se puede apreciar que a medida que β se
hace grande, la probabilidad de sobrevivencia decrece a una tasa mayor. Adema´s,
la curva se hace 0 en las proximidades de t = 4.2 para valores de β < 0.
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Figura 3.2: Funcio´n de sobrevivencia del modelo LBSN(β).
Para las anteriores gra´ficas, con diferentes valores de β se tienen; las l´ıneas de co-
lor: azul, verde, roja y naranja que corresponde respectivamente, (a) β = 0, β =
0.15, β = 0.25, β = 0.32 y (b) β = −10, β = −1, β = −0.5, β = 0.35.
Proposicio´n 3.0.4 (Esperanza, varianza, asimetr´ıa y curtosis del modelo
LBSN esta´ndar).
Sea X ∼ LBSN(β), γ1 y γ2 la asimetr´ıa y la curtosis del modelo esta´ndar, res-
pectivamente, entonces:
(i)
E(X) =
2(38β2 − 4β + 1)
2 + 15β2
e
1
2 (3.0.6)
(ii)
V (X) =
((499β2 − 28β + 2)(2 + 15β2)e2 − (76β2 − 8β + 2)2)e
(2 + 15β2)2
(3.0.7)
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(iii)
γ1 =
2(υ1)He
9
2 − 6υ2Hυ3e 32 + 16υ32e
1
8(
H(υ3e2 − 2υ2e 12 )
) 3
2
(3.0.8)
(iv)
γ2 =
H
3
2 (υ4H
3e8 − 16υ2υ1H2e5 + 24υ22υ3He3 − 48υ4e22 )
H4(υ3e2 − 2υ5e 12 ) 32
(3.0.9)
(v)
CV =
(υ3H − 2υ2) 12
|2υ2| (3.0.10)
con H = 2 + 15β2 y
υ1 = 1182β
2 − 36β,
υ2 = 38β
2 − 4β + 1,
υ3 = 499β
2 − 28β + 2.
υ4 = −8641β2 − 152β + 2 y
υ5 = 36β
2 − 4β + 1.
(vi) MX(t) no existe
Demostracio´n. En general, debido a que el modelo LBSN (β) es una transforma-
cio´n de la v.a normal Y ∼ BSN(β) y X ∼ LBSN(β) con x > 0, entonces:
Si Y = ln X ⇒ X = eY ⇒ Xn = enY as´ı apoyados en esta relacio´n y por la
funcio´n generadora de momentos de el modelo BSN(β) estudiado por Mart´ınez
et al. (2018), se tiene lo siguiente:
MY (t) =
[
1 + βt
(
βt5 + 15βt3 − 2t2 + 45βt− 6
2 + 15β2
)]
e
t2
2
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Por lo tanto se tiene que:
E(Xn) =E(enY ) = MY (n), entonces
MY (n) =
[
1 + βn
(
βn5 + 15βn3 − 2t2 + 45βn− 6
2 + 15β2
)]
e
n2
2
Ahora para n impar con n = 2k − 1, se tiene:
E(X2k−1) =E(e(2k−1)Y ) = MY (2k − 1)
=
{
1 + β(2k − 1)×[
β(2k − 1)5 + 15β(2k − 1)3 − 2(2k − 1)2 + 45β(2k − 1)− 6
2 + 15β2
]}
e
(2k−1)2
2
(i) para k = 1
µ1 =E(X) =
[
1 + β(1)
(
β(1)5 + 15β(1)3 − 2(1)2 + 45β(1)− 6
2 + 15β2
)]
e
1
2
=
[
1 + β
(
β + 15β − 2 + 45β − 6
2 + 15β2
)]
e
1
2
=
[
1 + β
(
61β − 8
2 + 15β2
)]
e
1
2
=
76β2 − 8β + 2
2 + 15β2
e
1
2
=
2(38β2 − 4β + 1)
2 + 15β2
e
1
2
=
2υ2
H
e
1
2
con υ2 = 38β
2 − 4β + 1 y H = 2 + 15β2.
Para k = 2 de la misma forma se obtiene
µ3 =E(X
3) =
2364β2 − 72β + 2
2 + 15β2
e
9
2
=
2(1182β2 − 36β + 1)
2 + 15β2
e
9
2
=
2υ1
H
e
9
2
(3.0.11)
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con H = 2 + 15β2 y υ1 = 1182β
2 − 36β + 1. Ahora para n par, se tiene n = 2k,
entonces,
E(X2K) =E(e(2k)Y ) = MY (2k)
=
[
1 + β(2k)
(
β(2k)5 + 15β(2k)3 − 2(2k)2 + 45β(2k)− 6
2 + 15β2
)]
e
(2k)2
2
=
[
1 + 2βk
(
32βk5 + 120βk3 − 8k2 + 90βk − 6
2 + 15β2
)]
e2k
2
Para k = 1
µ2 =E(X
2) = MY (2)
=
[
1 + 2β
(
32β + 120β − 8 + 90β − 6
2 + 15β2
)]
e2
=
499β2 − 28β + 2
2 + 15β2
e2
(3.0.12)
Para k = 2 de la misma forma se obtiene
µ4 =E(X
4) =
[
1 + 4β
(
1024β + 960β − 32 + 180β − 6
2 + 15β2
)]
e8
=
[
1 + 4β
(
2164β − 38
2 + 15β2
)]
e8
=
[
2 + 15β2 − 4β(2164β − 38)
2 + 15β2
]
e8
=
[
2 + 15β2 − 8656β2 + 152β
2 + 15β2
]
e8
=
[−8641β2 + 152β + 2
2 + 15β2
]
e8
(3.0.13)
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(ii) Por definicio´n de varianza se obtiene:
V (X) =E(X2)− E2(X)
=
499β2 − 28β + 2
2 + 15β2
e2 −
(
76β2 − 8β + 2
2 + 15β2
e
1
2
)2
=
[
(499β2 − 28β + 2)(2 + 15β2)e2 − (76β2 − 8β + 2)2
]
e
(2 + 15β2)2
=
(υ3He
2 − 2υ22)e
H2
con H = 2 + 15β2 y υ2 = 38β
2 − 4β + 1,
υ3 = 499β
2 − 28β + 2.
(iii) Usando las expresiones (3.0.6), (3.0.11) y (3.0.12), por definicio´n de asimetr´ıa
se tiene:
γ1 =
µ3 − 3µ1µ2 + 2µ31
(µ2 − µ21)
3
2
=
2(1182β2−36β+1)(2+15β2)2e 92
(2+15β2)3
− 6(38β2−4β+1)(2+15β2)(499β2−28β+2)e
3
2
(2+15β2)3
+ 16(38β
2−4β+1)3e 18
(2+15β2)3(
(499β2−28β+2)
2+15β2
e2 − 2(38β2−4β+1)
2+15β2
e
1
2
) 3
2
=
2(υ1)He
9
2 − 6υ2Hυ3e 32 + 16υ32e
1
8(
H(υ3e2 − 2υ2e 12 )
) 3
2
con H = 2 + 15β2 y υ1 = 1182β
2 − 36β + 1,
υ2 = 38β
2 − 4β + 1, υ3 = 499β2 − 28β + 2.
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(iv) Por definicio´n de curtosis:
γ2 =
µ4 − 4µ1µ3 + 6µ21µ2 − 3µ41
(µ2 − µ21)2
=
(−8641β2−152β+2)(2+15β2)3e8−16(38β2−4β+1)(1182β2−36β+1)(2+15β2)2e5+24(38β2−4β+1)2(499β2−28β+2)(2+15β2)e3−48(38β2−4β+1)4e2
(2+15β2)4
((499β2−28β+2)e2−2(36β2−4β+1)e 12 ) 32
(2+15β2)
3
2
=
H
3
2 (υ4H
3e8 − 16υ2υ1H2e5 + 24υ22υ3He3 − 48υ4e22 )
H4(υ3e2 − 2υ5e 12 ) 32
con υ4 = −8641β2 − 152β + 2 y υ5 = 36β2 − 4β + 1
(v) Por la definicio´n de CV se sigue que:
CV =
√
V ar(X)
E(X)
=
√
[(499β2−28β+2)(2+15β2)e2−(76β2−8β+2)2]e
(2+15β2)2∣∣∣∣2(38β2−4β+1)e 122+15β2 ∣∣∣∣
=
[(499β2 − 28β + 2)(2 + 15β2)e2 − (76β2 − 8β + 2)2] 12 e 12∣∣∣∣2(38β2−4β+1)e 122+15β2 ∣∣∣∣
=
{
(499β2 − 28β + 2)(2 + 15β2)−
[
2(38β2 − 4β + 1)
]} 1
2
|2(38β2 − 4β + 1)|
=
(υ3H − 2υ2) 12
|2υ2|
(vi) Para la Funcio´n Generadora de momentos del modelo LBSN(β) se tiene lo
siguiente:
Sea u = ln(u) =⇒ du = 1
x
dx =⇒ xdu = dx
Ahora por definicio´n de MX(t) se tiene
MX(t) = E(e
tu) =
∫ ∞
−∞
etu
(1− βu3)2 + 1
(2 + 15β2)x
φ(u)xdu
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=
∫ ∞
−∞
etu
(1− βu3)2 + 1
(2 + 15β2)
φ(u)du
como x > 0 =⇒ {u > 0 si x > 1 y u ≤ 0 si x ≤ 1}, entonces
MX(t) = E(e
tu) =
∫ 0
−∞
etu
(1− βu3)2 + 1
(2 + 15β2)
φ(u)du+
∫ ∞
0
etu
(1− βu3)2 + 1
(2 + 15β2)
φ(u)du
Resolviendo el segundo te´rmino de la integral se tiene:
∫ ∞
0
etu
(1− βu3)2 + 1
(2 + 15β2)
φ(u)du =
1
2 + 15β2
∫ ∞
0
etu(2− 2βu3 + β2u6)φ(u)du
=
1
2 + 15β2
[
2
∫ ∞
0
etuφ(u)du− 2β
∫ ∞
0
etuu3φ(u)du+ β2
∫ ∞
0
etuu6φ(u)du
]
=e
(−1)2
2
{
1√
2pi
[
− (ln x− t)2e−(ln x−t)
2
2 − 2e−(ln x−t)
2
2
]∣∣∣∣∞
0
+
3t√
2pi
[
− (ln x− t)e−(ln x−t)
2
2
]∞
0
+ 3tΦ(ln x− t)
∣∣∣∣∞
0
+
3t2√
2pi
(
− e−(ln x−t)
2
2
)∣∣∣∣∞
0
+ t2Φ(ln x− t)
∣∣∣∣∞
0
}
= l´ım
b→0+
e
t2
2
{
1√
2pi
[
− (ln x− t)2e−(ln x−t)
2
2 − 2e−(ln x−t)
2
2
]∞
b
+
3t√
2pi
[
− (ln x− t)e−(ln x−t)
2
2
]∞
b
+ 3tΦ(ln x− t)
∣∣∣∣∞
b
+
3t2√
2pi
(
− e−(ln x−t)
2
2
)∣∣∣∣∞
b
+ t2Φ(ln x− t)
∣∣∣∣∞
b
}
= l´ım
b→0+
e
t2
2
{
1√
2pi
[
(ln b− t)2e−(ln b−t)
2
2 + 2e
−(ln b−t)2
2
]
+
3t√
2pi
[
− (ln b− t)e−(ln b−t)
2
2
]
+ 3t
(
1− Φ(ln b− t)
)
+
3t2√
2pi
(
− e−(ln b−t)
2
2
)
+ t2
(
1− Φ(ln b− t)
)}
como l´ım
b→0+
ln b no existe, entonces se concluye que la funcio´n generadora de mo-
mentos del modelo LBSN(β) no existe.
3.1. Extensio´n de localizacio´n-escala
A continuacio´n para el caso localizacio´n escala de la variable aleatoria LBSN se
hallan las funciones de densidad y de distribucio´n acumulada, as´ı como tambie´n
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el momento r-e´simo.
Definicio´n 3.1.1. Sea Z ∼ LBSN(β), con µ ∈ R el para´metro de localizacio´n y
σ > 0 el para´metro de escala respectivamente, entonces la funcio´n de densidad de
probabilidad de Y esta´ dada por:
f(y) =
[
1− β
(
ln(y)−µ
σ
)2
+ 1
]
σ(2 + 15β2)
φ
(
ln(y)− µ
σ
)
(3.1.1)
Denotando a Y ∼ LBSN(θ) con θ = (µ, σ, β)′, su respectiva funcio´n de distribu-
cio´n queda expresada como:
F (y) = Φ(z) +
4− 15β2z + 2βz2 − 5β2z3 − β2z5
2 + 15β2
φ(z)
donde z =
ln(y)− µ
σ
.
El momento de orden r de Y se obtiene de la siguinte forma:
E(Y r) =
r∑
k=0
(
r
k
)
µr−kσkE(Zk)
donde E(Zk) es el k-e´simo momento de la variable aleatoria Z ∼ LBSN(β).
3.2. Inferencia para el Modelo LBSN
En esta seccio´n se dan a conocer los resultados del estudio de estimacio´n para el
vector de para´metros θ = (µ, σ, β)′ del modelo localizacio´n-escala dado en (3.1.1)
por el me´todo de ma´xima verosimilitud, se determinan las derivadas parciales de
primer orden de la funcio´n de log-verosimilitud con respecto a cada uno de los
para´metros del modelo. Por u´ltimo se hallan los elementos de las matrices de
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informacio´n observada y esperada para luego verificar la no singularidad de la
I(θ) cuando β = 0.
Por lo tanto supongase que Y = (Y1, Y2, ....., Yn) es una muestra aleatoria, con
Yi ∼ LBSN(θ) y vector de para´metros θ = (µ, σ, β)′, por definicio´n la funcio´n
log-verosimilitud esta dada por:
LLBSN = L(θ,Y) =
n∑
i=1
ln
[
(1− βz3i )2 + 1
]− 1
2
n∑
i=1
z2i − n
[
ln(σ) + ln(2 + 15β2) + ln(
√
2pi)
]
(3.2.1)
con zi =
ln(yi)−µ
σ
Derivando la log-verosimilitud con respecto a cada para´metro se obtienen las
derivadas parciales de primer orden del modelo LBSN(θ).
∂l(θ; Z)
∂µ
=
1
σ
n∑
i=1
[
6β(1− βz3i )z2i
(1− βz3i )2 + 1
+ zi
]
,
∂l(θ; Z)
∂σ
=
1
σ
n∑
i=1
[
6β(1− βz3i )z3i
(1− βz3i )2 + 1
− 1 + z2i
]
,
∂l(θ; Z)
∂β
=− 2
n∑
i=1
[
z3i (1− βz3i )
(1− βz3i )2 + 1
+
15β
2 + 15β2
]
.
para el modelo LBSN, A continuacio´n usando la definicio´n se obtienen los elemen-
tos de la matriz de informacio´n observada
jθpθq = −
∂2
∂θp∂θq
`LBSN , para p, q = 1, 2, 3
para θ1 = µ, θ2 = σ, y θ3 = β, se denotara´n los elemnetos jµµ, jµσ, jµβ, jσσ, jσβ y
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jββ, por lo tanto derivando parcialmente por segunda vez se obtiene:
jµµ =− 1
σ2
n∑
i=1
[
6βzi(5βz
3
i − 2)
(1− βz3i )2 + 1
− 36β
2z4i (1− βz3i )2[
(1− βz3i )2 + 1
]2 − 1],
jµσ =− 2
σ2
n∑
i=1
[
9βz2i (2z
3
i − 1)
(1− βz3i )2 + 1
− 18β
2z5i (1− βz3i )2[
(1− βz3i )2 + 1
]2 − zi],
jµβ =− 6
σ
n∑
i=1
[
z2i (1− 2βz3i )
(1− βz3i )2 + 1
+
2βz5i (1− βz3i )2[
(1− βz3i )2 + 1
]2],
jσσ =− 1
σ2
n∑
i=1
[
2βz3i (21βz
3
i − 12)
(1− βz3i )2 + 1
− 36β
2z6i (1− βz3i )2[
(1− βz3i )2 + 1
]2 + 1− 3z2i ],
jσβ =− 6
σ
n∑
i=1
[
z3i (1− 2βz3i )
(1− z3i )2 + 1
+
2βz6i (1− βz3i )2[
(1− βz3i )2 + 1
]2],
jββ =− 2
n∑
i=1
[
z6i
(1− βz3i )2 + 1
− 2z
6
i (1− βz3i )2[
(1− βz3i )2 + 1
]2 − 15(2− 15β2)(2 + 15β2)2
]
.
Los elementos de la matriz de informacio´n esperada se determinan a partir de la
siguiente expresio´n:
iθpθq =
1
n
E
[
− ∂
2
∂θp∂θq
`LBSN
]
con θ1 = µ, θ2 = σ, y θ3 = β respectivamente. Dichos elementos son denotados
como iµµ, iµσ, iµβ, iσσ, iσβ y jββ.
Ahora definiendo a dk, con dk = E
[
Zk0 (1−βZ30 )2
(1−βZ30 )2+1
]
, para k = 4, 5, 6, con Z0 ∼ N(0, 1)
por lo tanto la matriz de informacio´n esperada es:
I(θ) =

36β2d4−75β2+2
σ2(2+15β2)
36β2d5+18β
σ2(2+15β2)
−12βd5−6
σ(2+15β2)
36β2d5+18β
σ2(2+15β2)
−645β2+36β2d6+1
σ2(2+15β2)
12β(15−d6)
σ(2+15β2)
−12βd5−6
σ(2+15β2)
12β(15−d6)
σ(2+15β2)
60β2d6+8d6−900β2
(2+15β2)2

En particular, si β = 0 entonces la matriz de informacio´n esta´ dada por:
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I(θ) =

1
σ2
0 −3
σ
0 1
2σ2
0
−3
σ
0 15

Usando la definicio´n para hallar el determinante de una matriz 3× 3 se tiene:
|I(θ)| =
(
1
σ2
) ∣∣∣∣∣∣
1
2σ2
0
0 15
∣∣∣∣∣∣− (0)
∣∣∣∣∣∣ 0 0−3
σ
15
∣∣∣∣∣∣+
(−3
σ
) ∣∣∣∣∣∣ 0
1
2σ2
−3
σ
0
∣∣∣∣∣∣
=
(
1
σ2
)(
15
2σ2
)
− 0−
(−3
σ
)(−3
2σ3
)
=
(
15
2σ4
)
−
(
9
2σ4
)
=
6
2σ4
6= 0.
As´ı se verifica que I(θ) es no singular.
Entonces, la matriz de varianza y covarianza del vector de estimadores de los
para´metros esta´ determinada por
V (θˆ) = I−1(θ).
Para finalizar, utilizando la propiedad de convergencia asinto´tica para la distribu-
cio´n de los estimadores de ma´xima verosimilitud se tiene que
θˆ
d−→ N3(θ, I−1(θ)).
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Cap´ıtulo 4
Distribucio´n Log-Beta-Normal
Asime´trico Alfa-Potencia
En este cap´ıtulo se estudia la extensio´n log-alfa potencia del modelo LBSN(β), el
cual sera´ denotado de aqui en adelante como LPBSN. Se define la fdp del modelo
LPBSN(β, α), se halla la funcio´n de distribucio´n y las expresiones de sus funciones
de sobrevivencia y Hazard. Tambie´n se determinan las expresiones del momento
r-e´simo y de las principales caracter´ısticas del modelo. Posteriormente se realiza
el proceso de inferencia estad´ıstica para el modelo propuesto y se argumenta la
estimacio´n de sus para´metros para luego establecer las matrices de informacio´n
observada y esperada y asi determinar la no singularidad de esta.
Definicio´n 4.0.1. Si la variable aleatoria Z tiene funcio´n de densidad,
f(z) =α
(1− β ln3 z)2 + 1
2 + 15β2
φ(ln z)
z
×[
Φ(ln z) +
β(2 ln2 z + 4− β ln5 z − 5β ln3 z − 15β ln z)
2 + 15β2
φ(ln z)
]α−1
(4.0.1)
47
48 4. DISTRIBUCIO´N LOG-BETA-NORMAL ASIME´TRICO ALFA-POTENCIA
con z > 0, α ∈ R+ y β ∈ R, entonces se dice que Z es una variable aleatoria con
distribucio´n LPBSN esta´ndar. Se denotara´ por Z ∼ LPBSN(β, α).
A continuacio´n se gra´fica la distribucio´n del modelo LPBSN(β, α). Se observa
que conforme α se hace grande y β mas pequen˜o la funcio´n tiende a tomar un
comportamiento trimodal.
Figura (4.1): Distribucio´n LPBSN(β, α) para valores de α = 1 (l´ınea negra),
α = 2.0 (l´ınea azul), α = 3.0 (l´ınea naranja) y α = 4.0 (l´ınea roja), con (a)β =
0, β = 0.25 y (c) β = −0.15.
Proposicio´n 4.0.1 La funcio´n de densidad del modelo LPBSN(β, α) tiene a lo
ma´s 3 modas.
Demostracio´n. Diferenciando (4.0.1) con respecto a z se obtiene:
f ′(z) = α
[
fLBSN(z)(α− 1)
(
FLBSN(z)
)α
fLBSN(z) + (FLBSN(z))
α−1f ′LBSN(z)
]
= α
[
f ′LBSN(z)(FLBSN(z))
α−1 + (α− 1)f 2LBSN(z)(FLBSN(z))α
]
49
donde f ′LBSN(z) es la derivada de primer orden de la funcio´n de densidad de la
variable aleatoria LBSN , como α es un para´metro de asimetr´ıa se puede tomar
α = 1, entonces se obtiene que
f ′LPBSN(z) = fLBSN(z).
As´ı se concluye que la distribucio´n LPBSN tiene a lo ma´s tres modas.
Proposicio´n 4.0.2 (FDA del modelo LPBSN(β, α) esta´ndar).
Si ΦLPBSN(z) denota la funcio´n de distribucio´n de Z ∼ LPBSN(β, α), entonces:
ΦLPBSN(z) =
[
Φ(ln z)+
4β − 15β2 ln z + 2β ln2 z − 5β2 ln3 z − β2 ln5 z
2 + 15β2
φ(ln z)
]α
(4.0.2)
Demostracio´n. Por definicio´n de la funcio´n de distribucio´n de un modelo AP
dada por (2.3.1),la FDA de Z ∼ PBSN(β, α) y con α ∈ R, se obtiene de forma
inmediata el resultado:
ΦLPBSN(z) =
[
ΦLBSN(z)
]α
=
[
Φ(ln z) +
β(2 ln2 z + 4− β ln5 z − 5β ln3 z − 15β ln z)
2 + 15β2
φ(ln z)
]α
=
[
Φ(ln z) +
4β − 15β2 ln z + 2β ln2 z − 5β2 ln3 z − β2 ln5 z
2 + 15β2
φ(ln z)
]α
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Proposicio´n 4.0.3 (Funcio´n de Sobrevivencia y Hazard del modelo LPBSN
esta´ndar).
Si S(t) y h(t) denotan, respectivamente, la funcio´n de sobrevivencia y la funcio´n
hazard de la variable aleatoria T ∼ LPBSN(β, α), entonces se tiene que por
definicio´n:
S(t) =1−
[
Φ(ln t) +
4β − 15β2 ln t+ 2β ln2 t− 5β2 ln3 t− β2 ln5 t
2 + 15β2
φ(ln t)
]α
(4.0.3)
h(t) =
αφ(ln t)
[
(1− β ln3 t)2 + 1][Φ(ln t) + 4β−15β2 ln t+2β ln2 t−5β2 ln3 t−β2 ln5 t
2+15β2
φ(ln t)
]α−1
t(2 + 15β2)
[
1− ΦLPBSN(t)
]
(4.0.4)
Demostracio´n. Por definicio´n de la funcio´n de sobrevivencia se tiene lo siguiente
S(t) =P (T > t) =
∫ ∞
t
f(x) · dx = 1− F (t) = 1− ΦLPBSN(t)
=1−
[
Φ(ln t) +
4β − 15β2 ln t+ 2β ln2 t− 5β2 ln3 t− β2 ln5 t
2 + 15β2
φ(ln t)
]α
Ahora la funcio´n Hazard esta´ determinada por:
h(t) =
f(t)
S(t)
=
f(t)
1− ΦLPBSN(t)
=
α
[
(1−β ln3 t)2+1
]
2+15β2
φ(ln t)
t
[
Φ(ln t) + 4β−15β
2 ln t+2β ln2 t−5β2 ln3 t−β2 ln5 t
2+15β2
φ(ln t)
]α−1
1− ΦLPBSN(t)
=
αφ(ln t)
(
ΦLBSN
)α−1
t(2 + 15β2)
[
1− ΦLPBSN(t)
]
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En la siguiente gra´fica (4.1) se observa el comportamiento de la funcio´n de so-
brevivencia para distintos valores de β y α . En estos gra´ficos se aprecia que la
curva se vuelve cada vez ma´s horizontal en el intervalo 0 a 1.5 en la medida que
β aumenta, y la probabilidad de sobrevivencia es mayor para valores de α ma´s
grandes, cuando β es constante.
Tambie´n es importante resaltar que, sin importar los valores de β y α, la proba-
bilidad de sobrevivencia se hace cero en la vencidad de t = 1.5.
Figura 4.1: Funcio´n de sobrevivencia del modelo LPBSN (β, α).
No´te que para valores de α = 0.75 (L´ınea Azul), α = 1.0 (L´ınea Verde), α = 2.0
(L´ınea Roja) y α = 3.0 (L´ınea Naranja), para la figura a) con β = 0.25, b) con
β = 0.75, y la figura c) con β = 1.5 respectivamente.
Proposicio´n 4.0.4 (Momentos del modelo LPBSN esta´ndar)
A continuacio´n se presentan las expresiones generales del r-e´simo momento de la
distribucio´n LPBSN, as´ı como tambie´n las siguientes medidas (la media, varianza,
asimetr´ıa, curtosis y CV).
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Para Z ∼ LPBSN(β, α) el momento de orden r de la variable aleatoria Z viene
dado por la definicio´n general, a continuacio´n:
µr =E(Z
r)
=α
∫ ∞
0
zr
[
(1− β ln3 z)2 + 1]
2 + 15β2
φ(ln z)
z
×[
Φ(ln z) +
4β − 15β2 ln z + 2β ln2 z − 5β2 ln3 z − β2 ln5 z
2 + 15β2
φ(ln z)
]α−1
=α
∫ ∞
0
zr−1
[
(1− β ln3 z)2 + 1]
2 + 15β2
φ(ln z)×[
Φ(ln z) +
4β − 15β2 ln z + 2β ln2 z − 5β2 ln3 z − β2 ln5 z
2 + 15β2
φ(ln z)
]α−1
Entonces, la media, la varianza, la asimetr´ıa, la curtosis y el CV del modelo
LPBSN esta´ndar se pueden encontrar mediante las siguientes expresiones:
(i) E(Z) = µ1
(ii) V (Z) = µ2 − µ21
(iii) γ1 =
µ3−3µ1µ2+2µ31
(µ2−µ21)
3
2
(iv) γ2 =
µ4−4µ1µ3+6µ21µ2−3µ41
(µ2−µ21)2
(v) CV =
√
V ar(X)
E(X)
con µr′ = E
[
(Z − E(Z))r] el momento central de orden r de la variable
aleatoria Z ∼ LPBSN(β, α).
4.1. Extensio´n de localizacio´n-escala
A continuacio´n para la variable aleatoria Z ∼ LPBSN(β, α) se halla fdp y la
FDA, as´ı como tambie´n el momento r-e´simo para el caso localizacio´n escala.
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Definicio´n 4.1.1. Sea Z ∼ LPBSN(β, α), con µ ∈ R el para´metro de locali-
zacio´n y σ > 0 el para´metro de escala respectivamente, entonces la funcio´n de
densidad de probabilidad de Y esta´ dada por:
f(z) = α
[
(1− βz3)2 + 1]
σ(2 + 15β2)
φ(z)
[
Φ(z)+
4β − 15β2z + 2βz2 − 5β2z3 − β2z5
2 + 15β2
φ(z)
]α−1
(4.1.1)
donde z = ln(y)−µ
σ
, con y > 0, α ∈ R+ y β ∈ R. Se sigue entonces que la funcio´n de
distribucio´n acumulada del modelo localizacio´n escala LPBSN(µ, σ, β, α) queda
expresada por:
F (z) =
[
Φ(z)+
4β − 15β2z + 2βz2 − 5β2z3 − β2z5
2 + 15β2
φ(z)
]α
donde z =
ln(y)− µ
σ
Proposicio´n 4.0.5. (Momento de orden r del modelo LPBSN).
Si Y ∼ LPBSN(µ, σ, β, α), el momento de orden r esta´ dado por:
E(Y r) =
r∑
k=0
(
r
k
)
µr−kσkE(Zk)
donde E(Zk) es el k-e´simo momento de la variable aleatoria Z ∼ LPBSN(β, α).
4.2. Inferencia para el modelo LPBSN
En esta seccio´n se dan a conocer los resultados del estudio de estimacio´n para
el vector de para´metros θ = (µ, σ, β, α)′ del modelo localizacio´n-escala dado en
(4.1.1) por el me´todo de ma´xima verosimilitud, se determinan las derivadas par-
ciales de primer orden de la funcio´n de log-verosimilitud con respecto a cada uno
de los para´metros del modelo. Por u´ltimo se hallan los elementos de las matrices
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de informacio´n observada y esperada para luego verificar la no singularidad de la
I(θ) cuando β = 0.
Sea Y = (Y1, Y2, ....., Yn) una muestra aleatoria, con Yi ∼ LPBSN(θ) y adema´s
θ = (µ, σ, β, α)′, por definicio´n se tiene que la funcio´n de verosimilitud es:
LLPBSN =L(θ;Y ) =
n∏
i=1
αfLBSN(yi)
[
FLBSN(yi)
]α−1
=αn
n∏
i=1
fLBSN(yi)
[ n∏
i=1
FLBSN(yi)
]α−1
=αn
n∏
i=1
[
(1− β ln3 yi)2 + 1
2 + 15β2
φ(ln yi)
yi
]
×
{
n∏
i=1
[
Φ(ln yi) +
4β − 15β2 ln yi + 2β ln2 yi − 5β2 ln3 yi − β2 ln5 yi
2 + 15β2
φ(ln yi)
](α−1)}
Ahora tomando zi =
ln(yi)−µ
σ
la funcio´n de log-verosimilitud queda expresada
como:
`LPBSN =`(θ;Z) = n ln(α) +
n∑
i=1
ln
[
fLBSN(zi)
]
+ (α− 1)
n∑
i=1
ln
[
ΦBSN(zi)
]
=(α− 1)
n∑
i=1
ln
[
ΦBSN(zi)
]
+
n∑
i=1
ln
[
(1− βz3i )2 + 1
]− 1
2
n∑
i=1
z2i−
n
[
ln(σ) + ln(2 + 15β2) + ln(
√
2pi)− n ln(α)]
Derivando la log-verosimilitud con respecto a cada para´metro se obtienen las
derivadas parciales de primer orden del modelo LPBSN(θ).
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∂
∂µ
`LPBSN =− (α− 1)
σ
n∑
i=1
φBSN(zi)
ΦBSN(zi)
+
1
σ
n∑
i=1
[
6β(1− βz3i )z2i
(1− βz3i )2 + 1
+ zi
]
∂
∂σ
`LPBSN =− (α− 1)
σ
n∑
i=1
ziφBSN(zi)
ΦBSN(zi)
+
1
σ
n∑
i=1
[
6β(1− βz3i )z3i
(1− βz3i )2 + 1
− 1 + z2i
]
∂
∂β
`LPBSN =(α− 1)
n∑
i=1
Wiφ(zi)
ΦBSN(zi)
− 2
n∑
i=1
[
z3i (1− βz3i )
(1− βz3i )2 + 1
+
15β
2 + 15β2
]
∂
∂α
`LPBSN =
n∑
i=1
ln
[
ΦBSN(zi)
]
+
n
α
As´ı, los elementos de la matriz de informacio´n observada por definicio´n son:
jθpθq = −
∂2
∂θp∂θq
`LPBSN , para p, q = 1, 2, 3, 4 (4.2.1)
con θ1 = µ, θ2 = σ, θ3 = β y θ4 = α. Estos elementos se denotara´n como
jµµ, jµσ, · · · , jαα y quedan establecidos por:
jµµ =
(α− 1)
σ2
n∑
i=1
[
6βz2i (1− βz3i )φ(zi)
(2 + 15β2)ΦβSN(zi)
+
ziφβSN(zi)
ΦβSN(zi)
+
φ2βSN(zi)
Φ2βSN(zi)
]
− 1
σ2
n∑
i=1
[
6βzi(5βz
3
i − 2)
(1− βz3i )2 + 1
− 36β
2z4i (1− βz3i )2
[(1− βz3i )2 + 1]2
− 1
]
jµσ =
(α− 1)
σ2
n∑
i=1
[
6βz3i (1− βz3i )φ(zi)
(2 + 15β2)ΦβSN(zi)
+
(z2i − 1)φβSN(zi)
ΦβSN(zi)
+
ziφ
2
βSN(zi)
Φ2βSN(zi)
]
− 2
σ2
n∑
i=1
[
9βz2i (2βz
3
i − 1)
(1− βz3i )2 + 1
− 18β
2z5i (1− βz3i )2
[(1− βz3i )2 + 1]2
− zi
]
jµβ =
(α− 1)
σ
n∑
i=1
[
2z3i (1− βz3i )φ(zi)
(2 + 15β2)ΦβSN(zi)
+
30βφβSN(zi)
(2 + 15β2)ΦβSN(zi)
+Wi
φ(zi)φβSN(zi)
Φ2βSN(zi)
]
− 6
σ2
n∑
i=1
[
z2i (1− 2βz3i )
(1− βz3i )2 + 1
+
2βz5i (1− βz3i )2
[(1− βz3i )2 + 1]2
]
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jµα =
1
σ
n∑
i=1
φβSN(zi)
ΦβSN(zi)
jσσ =
(α− 1)
σ
n∑
i=1
[
6βz4i (1− βz3i )φ(zi)
(2 + 15β2)ΦβSN(zi)
+
(z3i − zi)φβSN(zi)
ΦβSN(zi)
+
z2i φ
2
βSN(zi)
Φ2βSN(zi)
]
− 1
σ2
n∑
i=1
[
2βz3i (21βz
3
i − 12)
(1− βz3i )2 + 1
+
36β2z6i (1− βz3i )2
[(1− βz3i )2 + 1]2
+ 1− 3z2i
]
jσβ =
(α− 1)
σ
n∑
i=1
[
2z4i (1− βz3i )φ(zi)
(2 + 15β2)ΦβSN(zi)
+
30βziφβSN(zi)
(2 + 15β2)ΦβSN(zi)
+
ziWiφ(zi)φ
2
βSN(zi)
Φ2βSN(zi)
]
− 6
σ
n∑
i=1
[
z3i (1− 2βz3i )
(1− βz3i )2 + 1
+
2βz6i (1− βz3i )2
[(1− βz3i )2 + 1]2
]
jσα =
1
σ
n∑
i=1
ziφβSN(zi)
ΦβSN(zi)
jββ =− (α− 1)
n∑
i=1
φ(zi)
[
Ui
ΦβSN(zi)
− W
2
i φ(zi)
Φ2βSN(zi)
]
− 2
n∑
i=1
[
z6i
(1− βz3i )2 + 1
− 2z
6
i (1− βz3i )2
[(1− βz3i )2 + 1]2
− 15(2− 15β
2)
(2 + 15β2)2
]
jβα =−
n∑
i=1
Wiφ(zi)
ΦβSN(zi)
jαα =
n
α2
con
Ui =
−720β + 1800β3 − 120zi + 2700β2zi − 360βz2i + 900β2z2i − 40z3i + 900β2z3i − 8z5i + 180β2z5i
(2 + 15β2)3
Wi =
8− 60β2 − 60βzi + 4z2i − 30β2z2i − 20βz3i − 4βz5i
(2 + 15β2)2
Ahora para obtener los elementos de la matriz de informacio´n esperada se utiliza
la siguiente expresio´n
iθpθq =
1
n
E
[
− ∂
2
∂θp∂θq
`LPBSN
]
, p, q = 1, 2, 3, 4 (4.2.2)
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con θ1 = µ, θ2 = σ, θ3 = β y θ4 = α y seran denotados como iµµ, iµσ, · · · , iαα
Definiendo:
hj = E
[
zj
φ(z)
ΦβSN(z)
]
, vjk = E
[
zj
(
φβSN(z)
ΦβSN(z)
)k]
gjk = E
[
zj
[(1− βz3)2 + 1]k
]
, ujk = E
[
zjW kφ(z)φβSN(z)
Φ2βSN(z)
]
a = E
[
Uφ(z)
ΦβSN(z)
]
, y bk = E
[
W kφk(z)
ΦkβSN(z)
]
con Z ∼ LPBSN(β, α), los elementos de la matriz esperada quedan dadas por:
iµµ =
(α− 1)
σ2
[
6β
2 + 15β2
(h2 − βh5) + v1,1 + v0,2
]
− 1
σ2
[
6β(5βg4,1 − 2g1,1)− 36β2(g4,2 − 2βg7,2 + β2g10,2)− 1
]
iµσ =
(α− 1)
σ2
[
6β
2 + 15β2
(h3 − βh6) + v2,1 − v0,2 + v1,2
]
− 2
σ2
[
9β(2βg5,1 − g2,1)− 18β2(g5,2 − 2βg8,2 + β2g11,2)− g1,2
]
iµβ = −(α− 1)
σ
[
2
2 + 15β2
(h3 − βh6) + 30βv0,1 + u0,1
]
− 6
σ
[
(g2,1 − 2βg3,1) + 2β(g5,2 − 2βg8,2 + β2g11,2)
]
ıµ,α =
1
σ
v0,1
iσσ =
(α− 1)
α
[
6β
2 + 15β2
(h4 − βh7) + v3,1 − v1,1 + v2,2
]
− 1
σ2
[
2β(21βg6,1 − 12g3,1)− 36β2(g6,2 − 2βg9,2 + β2g12,2) + 1− g2,0
]
iσβ = −(α− 1)
σ
[
2
2 + 15β2
(h4 − βh7) + 30β
2 + 15β2
v1,1 + u1,1
]
− 6
σ
[
(g3,1 − 2βg6,1) + 2β(g6,2 − 2βg9,2 + β2g12,2)
]
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iσα =
1
σ
v1,1
iββ =− (α− 1)[a− b2]− 2
[
g6,1 − 2(g6,1 − 2βg4,2 + β2g12,2)− 15(2− 15β
2)
(2 + 15β2)2
]
iβα =− b1
iα,α =
1
α2
Ahora tomando β = 0 y α = 1, la matriz de informacio´n estar´ıa dada por:
I(µ, σ, θ, 0, 1) =

1
σ2
2
σ2
g1,0 − 6σg2,1 1σv0,1
2
σ2
g1,0
1
σ2
(3g2,0 − 1) − 6σg3,1 1σv1,1
− 6
σ
g2,2 − 6σg3,1 −2g6,1 + 4g6,2 + 15 −b1
1
σ
v0,1
1
σ
v1,1 −b1 1σ2

4×4
Como |Ip(θ)| 6= 0, entonces Ip(θ) es no singular.
As´ı, la matriz de varianza y covarianza del vector de estimadores de los para´metros
de la distribucio´n lβ normal asime´trica alfa-potencia esta´ dada por:
V (θˆ) = I−1(θ).
Por u´ltimo, al usar la propiedad de convergencia asinto´tica para la distribucio´n
de los estimadores de ma´xima verosimilitud se obtiene:
θˆ
d−→ N4(θ, I−1p (θ)).
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Cap´ıtulo 5
Distribucio´n Log-Beta-Normal
Asime´trica con Datos Censurados
En este cap´ıtulo se estudia el modelo log-beta-normal asime´trica con datos cen-
surados (CLBSN), como un caso especial del modelo CLPBSN cuando α = 1, se
define la fdp del modelo, se halla la FDA, la expresio´n del momento de orden r, la
esperanza y la varianza de a distribucio´n CLBSN. Luego se estudia la estimacio´n
de sus para´metros y se hallan las matrices de informacio´n de Fisher.
Sea Y una variable aleatoria que tiene una distribucio´n CLBSN. Considere una
muestra aleatoria (Y ∗1 , Y
∗
2 , · · · , Y ∗n ), donde solamente son registrados los valores
de Y ∗ que son mayores que una costante c. Ademas para valores Y ∗ ≤ c solo se
registra el valor de c. Por lo tanto, para i = 1, 2, · · · , n, los valores observados son:
Yi =
 c si Y ∗i ≤ c,Y ∗i si Y ∗i > c (5.0.1)
entonces la muestra resultante es una muestra censurada a la izquierda.
Sea FLBSN ,denota la FDA de una variable aleatoria Y
∗ ∼ LBSN(µ, σ, β), para el
60
61
caso localizacio´n-escala se define, zc =
ln c−µ
σ
y se tiene que:
P (Y = c) =P (Y ∗ ≤ c)
=FLBSN(zc)
=ΦLBSN
(
ln c− µ
σ
)
Φ(zc) +
4β − 15β2zc + 2βz2c − 5β2z3c − β2z5c
2 + 15β2
φ(zc)
Definicio´n 5.0.1. Si la variable aleatoria Y , tiene funcio´n de densidad,
f(y) =
ΦLBSN
(
ln c−µ
σ
)
si y ≤ c,
fLBSN(y) si y > c
(5.0.2)
donde fLBSN es la funcio´n de densidad de una variable aleatoria LBSN y c es
una constante, entonces se dice que Y es una variable aleatoria con distribucio´n
CLBSN (cebsurada a la izquierda), se denotara´ como Y ∼ ClBSN(θ) con θ =
(µ, σ, β)′ , su funcio´n de densidad tambie´n puede ser expresada como
f(y) = f iLBSN(y)Φ
1−i
LBSN
(
ln c− µ
σ
)
(5.0.3)
donde
I =
0 si y ≤ c,1 si y > c
En la Figura (5.1) se presenta la funcio´n de densidad para la variable aleatoria
Y ∼ CLBSN(θ) con un punto de censura c = 0.4. y c = 1 respectivamente.
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Figura 5.1: fdp del modelo CLBSN(β).
Observe que la funcio´n esta censurada a la izquierda (a´rea de color) para β =
0.1 y β = −0.2.
Proposicio´n 5.0.1 (Momento de orden r del modelo CLBSN) .
Si Y ∼ CLBSN(µ, σ, β), el momento r-e´simo esta´ dado por:
E(Y r) =crΦBSN(zc) +
erµM ′k
2 + 15β2
con zc =
ln c− µ
σ
(5.0.4)
donde
M ′k =2µ
′
0(zc)− 2βµ′3(zc) + β2µ′6(zc) y µ′q(zc) =
∫ ∞
zc
zqerσzφ(z)dz para q = 0, 3, 6.
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Demostracio´n. Por definicio´n de valor esperado condicionado, se tiene que:
E(Y r|y > c) =
∫ ∞
c
yrf(y|y > c)dy
=
∫ ∞
c
yr
fLBSN(y)
P (Y > c)
dy
=
∫ ∞
c
yr
(1−β ln3 y)2+1
2+15β2
φ(ln y)
y
P (Y > c)
dy
=
∫ ∞
c
yr
[
(1− β ln3 y)2 + 1
]
y(2 + 15β2)P (Y > 0)
φ(ln y)dy
Ahora haciendo z = ln y−µ
σ
y redefiniendo el l´ımite inferior de la integral como
zc =
ln c−µ
σ
se tiene que:
E(Y r|y > c) =
∫ ∞
zc
[
e(σz+µ)
]r
fBSN
P
(
z > ln c−µ
σ
) dz
=
∫ ∞
zc
[
er(σz+µ)
][
(1− βz3)2 + 1
]
φ(z)[
1− ΦBSN(zc)
]
(2 + 15β2)
dz
=
erµ[
1− ΦBSN(zc)(2 + 15β2)
]×
∫ ∞
zc
erσz[2− 2βz3 + β2z6 + 1]φ(z)dz
=
erµ[
1− ΦBSN(zc)(2 + 15β2)
]×
{
2
∫ ∞
zc
erσzφ(z)dz − 2β
∫ ∞
zc
z3erσzφ(z) + β2
∫ ∞
zc
z6erσzφ(z)dz
}
Tomando µ′q(zc) =
∫ ∞
zc
zqerσzφ(z)dz para q = 0, 3, 6, y
M ′k = 2µ
′
0(zc)− 2βµ′3(zc) + β2µ′6(zc), entonces,
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E(Y r|y > c) = e
rµM ′k[
1− ΦBSN(zc)
](
2 + 15β2
)
Usando la definicio´n de la esperanza para una variable aleatoria limitada, el valor
esperado de orden r para Y ∼ CLBSN(θ) es:
E(Y r) =E(Y r|y = c)P (y = c) + E(Y r|y > c)P (y > c)
=E(cr)P (Y ≤ c) + E(Y r|y > c)P (y > c)
=crΦBSN
(
ln c− µ
σ
)
+
erµM ′k(1− ΦSN(zc))
(1− ΦBSN(zc))(2 + 15β2)
=crΦBSN(zc) +
erµM ′k
(2 + 15β2)
Proposicio´n 5.0.2 (Esperanza y varianza del modelo CLBSN esta´ndar).
Sea Y ∼ CLBSN(θ) donde θ = (µ, σ, β)′, entonces la esperanza y la varianza
esta´n dadas por:
(i) E(Y ) = cΦBSN(zc) +
eµM ′1
2+15β2
(ii) V (Y ) = c2ΦBSN(zc) +
e2µM ′2
2+15β2
+ c2Φ2BSN(zc) +
2ceµΦBSN (zc)M
′
1
2+15β2
+
(
eµM ′1
2+15β2
)2
Demostracio´n. Utilizando la expresio´n dada en (5.8) y para r = 1, k = 1, se
tiene:
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i) Por definicio´n y utilizando la expresio´n (5.0.4),
E(Y ) =c′ΦBSN(zc) +
eµM ′1
2 + 15β2
E(Y 2) =c2ΦBSN(zc) +
e2µM ′2
2 + 15β2
V ar(Y ) =E(Y 2)− E2(Y )
=c2ΦBSN(zc) +
e2µM ′2
2 + 15β2
+ c2Φ2BSN(zc)
+
2ceµΦBSN(zc)M
′
1
2 + 15β2
+
(
eµM ′1
2 + 15β2
)2
5.1. Inferencia para el modelo CLBSN
En esta seccio´n se estudia por el me´todo de ma´xima verosimilitud la estimacio´n de
los para´metros del modelo LBSN y se hallan las matrices de informacio´n observada
y esperada.
Sea Y = (Y1, Y2, ....., Yn) una muestra aleatoria, con Yi ∼ CBSN(θ) y adema´s
θ = (µ, σ, β)′, en la cual hay n0 observaciones censuradas y n1 no censuradas, la
funcio´n de verosimilitud esta´ dada por:
LCLBSN = `(θ, Y ) =
∏
yi≤c
ΦlBSN
(
ln c− µ
σ
)∏
yi>c
fLBSN(yi)
Ahora al tomar zi =
ln yi−µ
σ
y zc =
ln c−µ
σ
se tiene que la log-verosimilitud queda
expresada como:
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`CLBSN =`(θ, Z) =
∑
zi>zc
ln
[
fBSN(zi)
]
+
∑
zi≤zc
ln
[
ΦBSN(zc)
]
=
∑
zi>zc
ln
[
fBSN(zi)
]
+ n0 ln
[
ΦBSN(zc)
]
.
=n0 ln
[
Φ(zc) +
4β − 15β2zc + 2βz2c − 5β2z3c − β2z5c
2 + 15β2
φ(zc)
]
+
∑
zi>zc
ln
[
(1− βz3i )2 + 1
]
− 1
2
∑
zi>zc
z2i − n1
[
ln(σ) + ln(2 + 15β2) + ln(
√
2pi)
]
.
Por lo tanto, las derivadas de primer orden de la funcio´n de log-verosimilitud
quedan dadas por:
∂
∂µ
`CLBSN =− n0
σ
φBSN(zc)
ΦBSN(zc)
+
1
σ
∑
zi>zc
[
6β(1− βz3i )z2i
(1− βz3i )2 + 1
+ zi
]
∂
∂σ
`CLBSN =− n0
σ
zcφBSN(zc)
ΦBSN
1
σ
∑
zi>zc
[
6β(1− βz3i )z3i
(1− βz3i )2 + 1
− 1 + z2i
]
∂
∂σ
`CLBSN =n0
Wcφ(zc)
ΦBSN(zc)
− 2
∑
zi>zc
[
z3i (1− βz3i )
(1− βz3i )2 + 1
+
15β
2 + 15β2
]
donde Wc =
8−60β2−60βzc+4z2c−30β2z2c−20βz3c−4βz5c
(2+15β2)2
Los elementos de la matriz de informacio´n observada para el modelo CLBSN
pueden ser obtenidos, por definicio´n, usando la siguiente expresio´n:
jθpθq = −
∂2
∂θp∂θq
`CLBSN , para p, q = 1, 2, 3. (5.1.1)
con θ1 = µ, θ2 = σ, y θ3 = β. Estos elementos sera´n denotados como jµµ, jµσ, jµβ, jσσ, jσβ
y jββ los cuales se representan a continuacio´n, tomando α = 1 usado en el modelo
CLPBSN se tienen los siguientes resultados:
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jµµ =
n0
σ2
[
6βz2c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
zcφBSN(zc)
ΦBSN(zc)
+
φ2BSN(zc)
Φ2BSN(zc)
]
− 1
σ2
∑
zi>zc
[
6βzi(5βz
3
i − 2)
(1− βz3i )2 + 1
− 36β
2z4i (1− βz3i )2
[(1− βz3i )2 + 1]2
− 1
]
jµσ =
n0
σ2
[
6βz3c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
(z2c − 1)φBSN(zc)
ΦBSN(zc)
+
zcφ
2
BSN(zc)
Φ2BSN(zc)
]
− 2
σ2
∑
zi>zc
[
9βz2i (2βz
3
i − 1)
(1− βz3i )2 + 1
− 18β
2z5i (1− βz3i )2
[(1− βz3i )2 + 1]2
− zi
]
jµβ =− n0
σ
[
2z3c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
30βφBSN(zc)
(2 + 15β2)ΦBSN(zc)
+Wi
φ(zc)φBSN(zc)
Φ2BSN(zc)
]
− 6
σ2
∑
zi>zc
[
z2i (1− 2βz3i )
(1− βz3i )2 + 1
+
2βz5i (1− βz3i )2
[(1− βz3i )2 + 1]2
]
jµα =
n0
σ
φBSN(zc)
ΦBSN(zc)
+
1
σ
∑
zi>zc
φBSN(zi)
ΦBSN(zi)
jσσ =
n0
σ
[
6βz4c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zi)
+
(z3i − zi)φBSN(zc)
ΦBSN(zc)
+
z2cφ
2
BSN(zc)
Φ2BSN(zc)
]
− 1
σ2
∑
zi>zc
[
2βz3i (21βz
3
i − 12)
(1− βz3i )2 + 1
+
36β2z6i (1− βz3i )2
[(1− βz3i )2 + 1]2
+ 1− 3z2i
]
jσβ =− n0
σ
[
2z4c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
30βzcφBSN(zc)
(2 + 15β2)ΦBSN(zc)
+
zcWcφ(zc)φ
2
BSN(zc)
Φ2BSN(zc)
]
− 6
σ
∑
zi>zc
[
z3i (1− 2βz3i )
(1− βz3i )2 + 1
+
2βz6i (1− βz3i )2
[(1− βz3i )2 + 1]2
]
jσα =
n0
σ
zcφBSN(zc)
ΦBSN(zc)
+
1
σ
∑
zi>zc
ziφBSN(zi)
ΦBSN(zi)
jββ =− n0φ(zc)
[
Uc
ΦBSN(zc)
− W
2
c φ(zc)
Φ2BSN(zc)
]
− 2
∑
zi>zc
[
z6i
(1− βz3i )2 + 1
− 2z
6
i (1− βz3i )2
[(1− βz3i )2 + 1]2
− 15(2− 15β
2)
(2 + 15β2)2
]
jβα =− n0 Wcφ(zc)
ΦBSN(zc)
−
∑
zi>zc
Wiφ(zi)
ΦBSN(zi)
jαα =
n1
σ2
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donde se tiene:
Uc =
−720β + 1800β3 − 120zi + 2700β2zi − 360βz2i + 900β2z2i − 40z3i + 900β2z3i − 8z5i + 180β2z5i
(2 + 15β2)3
Wc =
8− 60β2 − 60βzc + 4z2c − 30β2z2c − 20βz3c − 4βz5c
(2 + 15β2)2
Los elementos de la matriz de informacio´n esperada se determinan a partir de la
siguiente expresio´n:
iθpθq =
1
n
E
[
− ∂
2
∂θp∂θq
`LBSN
]
para p, q = 1, 2, 3. (5.1.2)
Ahora considerando como en el Capitulo 3 a dk = E
[
Zk0 (1−βZ30 )2
(1−βZ30 )2+1
]
, para k =
4, 5, 6, con Z0 ∼ N(0, 1) se tiene que la matriz de informacio´n esperada queda
determinada por los siguientes elementos:
iµµ =
1
σ2
[
6βz2c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
zcφBSN(zc)
ΦBSN(zc)
+
zcφ
2
BSN(zc)
Φ2BSN(zc)
]
+
36β2d4 − 75β2 + 2
σ2(2 + 15β2)
iµσ =
1
σ2
[
6βz3c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
(z2c − 1)φBSN(zc)
ΦBSN(zc)
+
zcφ
2
BSN(zc)
Φ2BSN(zc)
]
+
36β2d5 + 18β
σ2(2 + 15β2)
iµβ =− 1
σ
[
2z3c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
30βφBSN(zc)
(2 + 15β2)ΦBSN(zc)
+Wi
φ(zc)φBSN(zc)
Φ2BSN(zc)
]
+
−12βd5 − 6
σ(2 + 15β2)
iσσ =
1
σ
[
6βz4c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zi)
+
(z3i − zi)φBSN(zc)
ΦBSN(zc)
+
z2cφ
2
BSN(zc)
Φ2BSN(zc)
]
+
−645β2 + 36β2d6 + 1
σ2(2 + 15β2)
iσβ =− 1
σ
[
2z4c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
30βzcφBSN(zc)
(2 + 15β2)ΦBSN(zc)
+
zcWcφ(zc)φ
2
BSN(zc)
Φ2BSN(zc)
]
+
12β(15− d6)
σ(2 + 15β2)
iββ =− φ(zc)
[
Uc
ΦBSN(zc)
− W
2
c φ(zc)
Φ2BSN(zc)
]
+
60β2d6 + 8d6 − 900β2
(2 + 15β2)2
.
5.2. DISTRIBUCIO´N LOG-BETA-NORMAL ASIME´TRICA ALFA-POTENCIA CON DATOS CENSURADOS 69
5.2. Distribucio´n Log-Beta-Normal Asime´trica
Alfa-Potencia con Datos Censurados
En esta seccio´n se presenta el modelo log-beta-normal asime´trico alfa-potencia
con datos censurados, el cual es una extencio´n del modelo ClBSN para α 6= 1.
Se define la fdp del modelo, se halla la FDA; tamb´ıen para el caso esta´ndar del
modelo, se da a conocer la expresio´n del momento de orden r, as´ı como tambie´n
se determinan las medidas: esperanza y varianza. Posteriormente se estudia la
estimacio´n de sus parametros y se hallan las matrices de informacio´n.
Supongase que Y ∗ sigue una distribucio´n LPBSN y que se tiene una muestra
aleatoria (Y ∗1 , Y
∗
2 , · · · , Y ∗n ), donde solamente son registrados los valores de Y ∗ que
son mayores que una costante c. Ademas para valores Y ∗ ≤ c solo se registra el
valor de c. Por lo tanto, para i = 1, 2, · · · , n, los valores observados son:
Yi =
 c si Y ∗i ≤ c,Y ∗i si Y ∗i > c (5.2.1)
entonces la muestra resultante es una muestra censurada a la izquierda.
Sea FLPBSN , la funcio´n de distribucio´n de una variable aleatoria Y
∗ ∼ LPBSN(µ, σ, β, α),
entonces:
FLPBSN(Y
∗; 0, 1, β, α) =
[
Φ(ln y∗) +
β(2 ln2 y∗ + 4− β5y∗ − 5β ln3 y∗ − 15β ln y∗)
2 + 15β2φ(ln y∗)
]α
= [ΦLBSN(y
∗)]α
con y∗ > 0, α ∈ R+ y β ∈ R.
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Ahora definiendo zc =
ln c−µ
σ
, se tiene lo siguiente.
P (Y = c) =P (Y ∗ ≤ c)
=FLPBSN(Zc)
=
[
ΦLBSN
(
ln c− µ
σ
)]α
[
Φ(zc) +
4β − 15β2zc + 2βz2c − 5β2z3c − β2z5c
2 + 15β2
φ(zc)
]α
por lo tanto se tiene lo siguiente.
Definicio´n 5.2.1. Si la variable aleatoria Y , tiene funcio´n de densidad,
f(y) =
ΦLPBSN
(
ln c−µ
σ
)
si y ≤ c,
fLPBSN(y) si y > c
(5.2.2)
donde fLPBSN es la fdp de una variable aleatoria log−beta-normal asime´trica alfa-
potencia para el caso localizacio´n escala y c es una constante, entonces se dice que
Y es una variable aleatoria con distribucio´n lβ−normal asime´trica alfa-potencia
con datos censurados (a la izquierda). Por lo tanto denotamos Y ∼ CLPBSN(θ)
con θ = (µ, σ, β, α)′ su funcio´n de densidad tambie´n puede ser expresada como
f(y) = f iLPBSN(y)Φ
1−i
LPBSN
(
c− µ
σ
)
(5.2.3)
donde
I =
0 si y ≤ c,1 si y > c
En la Figura (5.2) se presenta la funcio´n de densidad para la variable aleatoria
Y ∼ CLPBSN(θ) con un punto de censura c = 0.01.
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Figura 5.2: fdp del modelo CLPBSN(β, α).
Observe que la funcio´n esta censurada a la izquierda (a´rea de color) para β =
0 y α = 4.
Proposicio´n 5.0.1 (Momento de orden r del modelo CLPBSN).
Si Y ∼ CLPBSN(µ, σ, β, α), el momento r-e´simo esta´ dado por:
E(Y r) = crΦPBSN(zc) +
αerµM ′k
2 + 15β2
(5.2.4)
donde
M ′k =2w(zc)− 2βµ′3(zc) + β2µ′6(zc)
con w =
∫ ∞
zc
erσzφ(z)
[
ΦBSN(z)
]α−1
dz
y µ′q(zc) =
∫ ∞
zc
zqerσzφ(z)
[
ΦBSN(z)
]α−1
dz
Demostracio´n. Por definicio´n de valor esperado condicionado, se tiene que:
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E(Y r|y > c) =
∫ ∞
c
yrf(y|y > c)dy
=
∫ ∞
c
yr
fLPBSN(y)
P (Y > c)
dy
=
∫ ∞
c
yr
αfLBSN(y)
[
ΦLBSN(y)
]α−1
P (Y > c)
dy
Ahora tomando z =
ln y − µ
σ
y redefiniendo el l´ımite inferior
de la integral como zc =
ln c− µ
σ
se tiene que:
E(Y r|y > c) =
∫ ∞
zc
α
(
e(σz+µ)
)r[
(1− βz3)2 + 1
]
φ(z)
[
ΦBSN(z)
]α−1
P
(
z > ln c−µ
σ
)
(2 + 15β2)
dz
=
∫ ∞
zc
α
(
er(σz+µ)
)r[
(1− βz3)2 + 1
]
φ(z)
[
ΦBSN(z)
]α−1
[
1− ΦBSN(zc)
]
(2 + 15β2)
dz
ya que P (Z > z) =1− P (Z ≤ zc) = 1− P
(
z ≤ ln c− µ
σ
)
=1− ΦBSN(zc), entonces,
=
α
∫ ∞
zc
erσzerµ(1− 2βz3 + β2z6 + 1)φ(z)
[
ΦBSN(z)
]α−1
[
1− ΦBSN(zc)
]
(2 + 15β2)
dz
=
αerµ
∫ ∞
zc
erσz(2− 2βz3 + β2z6)φ(z)
[
ΦBSN(z)
]α−1
[
1− ΦBSN(zc)
]
(2 + 15β2)
dz
=
αerµ
{
2
∫ ∞
zc
erσzφ(z)
[
ΦBSN(z)
]α−1
dz − 2β
∫ ∞
zc
z3erσzφ(z)
[
ΦBSN(z)
]α−1
dz + β2
∫ ∞
zc
z6erσzφ(z)
[
ΦBSN(z)
]α−1
dz
}
[
1− ΦBSN(zc)
]
(2 + 15β2)
=
αerµ
[
2w(zc)− 2βµ′3(zc) + β2µ′6(zc)
]
[
1− ΦBSN(zc)
]
(2 + 15β2)
=
αerµM ′k[
1− ΦBSN(zc)
]
(2 + 15β2)
con M ′k =2w(zc) − 2βµ′3(zc) + β2µ′6(zc)
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w =
∫ ∞
zc
erσzφ(z)
[
ΦBSN(z)
]α−1
dz
y µ′q(zc) =
∫ ∞
zc
zqerσzφ(z)
[
ΦBSN(z)
]α−1
dz
Ahora usando la definicio´n de la esperanza para una variable aleatoria limitada,
el valor esperado de orden r para Y ∼ CLPBSN(θ) es:
E(Y r) =E(Y r|y = c)P (y = c) + E(Y r|y > c)P (y > c)
=crΦPBSN
(
ln c− µ
σ
)
+
αerµM ′k[
1− ΦBSN(zc)
]
(2 + 15β2)
[
1− ΦBSN(zc)
]
=crΦPBSN
(
ln c− µ
σ
)
+
αerµM ′k
(2 + 15β2)
=crΦPBSN(zc) +
αerµM ′k
(2 + 15β2)
Proposicio´n 5.0.2 (Esperanza y varianza del modelo CLPBSN esta´ndar).
Sea Y ∼ CLPBSN(θ) donde θ = (µ, σ, β, α)′, entonces su esperanza y su varianza
esta´n dadas por:
(i) E(Y ) = cΦPBSN(zc) +
αeµµ′1
2+15β2
(ii) V (Y ) = cΦPBSN(zc)
[
c (1− ΦPBSN(zc))− 2αe
µµ′1
2+15β2
]
+
αeµµ′1
2+15β2
−
(
αeµµ′1
2+15β2
)2
.
Demostracio´n. .
(i) Para k = 1 y r = 1 y remplazando en la exprecio´n (5.2.4), se tiene:
E(Y 1) = c1ΦPBSN(zc) +
αe1µµ′1
2 + 15β2
= cΦPBSN(zc) +
αeµµ′1
2 + 15β2
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(ii) Tomando k = 2 y r = 2 en la expresio´n (5.2.4) , se obtiene el valor esperado
de orden 2
E(Y 2) = c2ΦPBSN(zc) +
αe2µµ′2
2 + 15β2
entonces la varianza viene dada por:
V (Y ) = E(Y 2)− E2(Y )
= c2ΦPBSN(zc) +
αe2µµ′2
2 + 15β2
−
[
cΦPBSN(zc) +
αeµµ′1
2 + 15β2
]2
= c2ΦPBSN(zc) +
αe2µµ′2
2 + 15β2
− c2Φ2PBSN(zc)− 2
cαeµΦPBSN(zc)µ
′
1
2 + 15β2
−
(
αeµµ′1
2 + 15β2
)2
= cΦPBSN(zc)
[
c (1− ΦPBSN(zc))− 2αe
µµ′1
2 + 15β2
]
+
αeµµ′1
2 + 15β2
−
(
αeµµ′1
2 + 15β2
)2
.
5.3. Inferenc´ıa para el Modelo CLPBSN
Sea Y = (Y1, Y1, · · · , Yn) una muestra aleatoria con Yi ∼ CLPBSN(θ) con n0
observaciones censuradas y n1 observaciones no censuradas. La funcio´n de verosi-
militud, para θ = (µ, σ, β, α)′ es:
LCLPBSN(θ) = L(θ;Y ) =
∏
yi>c
fLPBSN(yi)
∏
yi≤c
ΦlPBSN(yi)
(
ln c− µ
σ
)α
=
∏
yi>c
αn1fLBSN(yi) [FLBSN(yi)]
α−1 ∏
yi≤c
[
ΦLBSN(yi)
(
ln c− µ
σ
)]α
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Tomando zi =
ln yi−µ
σ
y zc =
ln c−µ
σ
la log-verosimilitud queda expresada como:
`CLPBSN(θ) =`(θ;Z)
=n1 ln(α) +
∑
zi>zc
ln[fBSN(zi)] + (α− 1)
∑
zi>zc
ln (ΦBSN(zi))
+
∑
zi≤zc
ln
[
ΦBSN
(
ln c− µ
σ
)]α
=n0α ln
[
ΦBSN
(
ln c− µ
σ
)]
+ (α− 1)
∑
zi>zc
ln (ΦBSN(zi))
+ `BSN + n1 ln(α)
=n0α ln
[
Φ(zc) +
4β − 15β2zc + 2βz2c − 5β2z3c − β2z5c
2 + 15β2
φ(zc)
]
+ (α− 1)
∑
zi>zc
[
φ(zi) +
4β − 15β2zi + 2βz2i − 5β2z3i − β2z5i
2 + 15β2
φ(zi)
]
+
∑
zi>zc
ln
[
(1− βz3i )2 + 1
]
− 1
2
∑
zi>zc
z2i − n1
[
ln(σ) + ln(2 + 15β2)
+ ln
(√
2
pi
)
− ln(α)
]
.
Por lo tanto, las primeras derivadas parciales de la funcio´n de log-verosimilitud
esta´n dadas por:
∂
∂µ
`CLPBSN = −n0α
σ
φBSN(zc)
ΦBSN(zc)
− α− 1
σ
∑
zi>zc
φBSN(zi)
ΦBSN(zi)
+
1
σ
∑
zi>zc
[
6β(1− βz3i )2
(1− βz3i )2 + 1
+ zi
]
∂
∂σ
`CLPBSN = −n0α
σ
φBSN(zc)
ΦBSN(zc)
− α− 1
σ
∑
zi>zc
ziφBSN(zi)
ΦBSN(zi)
+
1
σ
∑
zi>zc
[
6β(1− βz3i )z3i
(1− βz3i )2 + 1
− 1 + z2i
]
∂
∂β
`CLPBSN = n0α
Wcφ(zc)
ΦBSN(zc)
+ (α− 1)
∑
zi>zc
Wiφ(zi)
ΦBSN(zi)
− 2
∑
zi>zc
[
z3i (1− βz3i )
(1− βz3i )2 + 1
+
15β
2 + 15β2
]
∂
∂α
`CLPBSN = n0 ln[φBSN(zc)] +
∑
zi>zc
ln[φBSN(zi)] +
n1
α
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Ahora los elementos de la matriz de informacio´n observada son
jµµ =
(n0α)
σ2
[
6βz2c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
zcφBSN(zc)
ΦBSN(zc)
+
φ2BSN(zc)
Φ2BSN(zc)
]
+
(α− 1)
σ2
∑
zi>zc
[
6βz2i (1− βz3i )φ(zi)
(2 + 15β2)ΦBSN(zi)
+
ziφBSN(zi)
ΦBSN(zi)
+
φ2BSN(zi)
Φ2BSN(zi)
]
− 1
σ2
∑
zi>zc
[
6βzi(5βz
3
i − 2)
(1− βz3i )2 + 1
− 36β
2z4i (1− βz3i )2
[(1− βz3i )2 + 1]2
− 1
]
jµσ =
(n0α)
σ2
[
6βz3c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
(z2c − 1)φBSN(zc)
ΦBSN(zc)
+
zcφ
2
BSN(zc)
Φ2BSN(zc)
]
+
(α− 1)
σ2
∑
zi>zc
[
6βz3i (1− βz3i )φ(zi)
(2 + 15β2)ΦBSN(zi)
+
(z2i − 1)φBSN(zi)
ΦBSN(zi)
+
ziφ
2
BSN(zi)
Φ2BSN(zi)
]
− 2
σ2
∑
zi>zc
[
9βz2i (2βz
3
i − 1)
(1− βz3i )2 + 1
− 18β
2z5i (1− βz3i )2
[(1− βz3i )2 + 1]2
− zi
]
jµβ =− (n0α)
σ
[
2z3c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
30βφBSN(zc)
(2 + 15β2)ΦBSN(zc)
+Wi
φ(zc)φBSN(zc)
Φ2BSN(zc)
]
−(α− 1)
σ
∑
zi>zc
[
2z3i (1− βz3i )φ(zi)
(2 + 15β2)ΦBSN(zi)
+
30βφBSN(zi)
(2 + 15β2)ΦBSN(zi)
+Wi
φ(zi)φBSN(zi)
Φ2BSN(zi)
]
− 6
σ2
∑
zi>zc
[
z2i (1− 2βz3i )
(1− βz3i )2 + 1
+
2βz5i (1− βz3i )2
[(1− βz3i )2 + 1]2
]
jµα =
n0
σ
φBSN(zc)
ΦBSN(zc)
+
1
σ
∑
zi>zc
φBSN(zi)
ΦBSN(zi)
jσσ =
(n0α)
σ
[
6βz4c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zi)
+
(z3i − zi)φBSN(zc)
ΦBSN(zc)
+
z2cφ
2
BSN(zc)
Φ2BSN(zc)
]
+
(α− 1)
σ
∑
zi>zc
[
6βz4i (1− βz3i )φ(zi)
(2 + 15β2)ΦBSN(zi)
+
(z3i − zi)φBSN(zi)
ΦBSN(zi)
+
z2i φ
2
BSN(zi)
Φ2BSN(zi)
]
− 1
σ2
∑
zi>zc
[
2βz3i (21βz
3
i − 12)
(1− βz3i )2 + 1
+
36β2z6i (1− βz3i )2
[(1− βz3i )2 + 1]2
+ 1− 3z2i
]
jσβ =− n0α
σ
[
2z4c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
30βzcφBSN(zc)
(2 + 15β2)ΦBSN(zc)
+
zcWcφ(zc)φ
2
BSN(zc)
Φ2BSN(zc)
]
+
(α− 1)
σ
∑
zi>zc
[
2z4i (1− βz3i )φ(zi)
(2 + 15β2)ΦBSN(zi)
+
30βziφBSN(zi)
(2 + 15β2)ΦBSN(zi)
+
ziWiφ(zi)φ
2
BSN(zi)
Φ2BSN(zi)
]
− 6
σ
∑
zi>zc
[
z3i (1− 2βz3i )
(1− βz3i )2 + 1
+
2βz6i (1− βz3i )2
[(1− βz3i )2 + 1]2
]
jσα =
n0
σ
zcφBSN(zc)
ΦBSN(zc)
+
1
σ
∑
zi>zc
ziφBSN(zi)
ΦBSN(zi)
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jββ =− n0φ(zc)
[
Uc
ΦBSN(zc)
− W
2
c φ(zc)
Φ2BSN(zc)
]
− (α− 1)
∑
zi>zc
φ(zi)
[
Ui
ΦBSN(zi)
− W
2
i φ(zi)
Φ2BSN(zi)
]
− 2
∑
zi>zc
[
z6i
(1− βz3i )2 + 1
− 2z
6
i (1− βz3i )2
[(1− βz3i )2 + 1]2
− 15(2− 15β
2)
(2 + 15β2)2
]
jβα =− n0 Wcφ(zc)
ΦBSN(zc)
−
∑
zi>zc
Wiφ(zi)
ΦBSN(zi)
jαα =
n1
σ2
donde se tiene:
Uc =
−720β + 1800β3 − 120zi + 2700β2zi − 360βz2i + 900β2z2i − 40z3i + 900β2z3i − 8z5i + 180β2z5i
(2 + 15β2)3
Wc =
8− 60β2 − 60βzc + 4z2c − 30β2z2c − 20βz3c − 4βz5c
(2 + 15β2)2
Los elementos de la matriz de informacio´n esperada son:
iθpθq =
1
n
E
[
− ∂
2
∂θp∂θq
`CLPBSN
]
, p, q = 1, 2, 3, 4 (5.3.1)
con θ1 = µ, θ2 = σ, θ3 = β y θ4 = α y seran denotados como iµµ, iµσ, · · · , iαα
Definiendo:
hj = E
[
zj
φ(z)
ΦBSN(z)
]
, vjk = E
[
zj
(
φBSN(z)
ΦBSN(z)
)k]
gjk = E
[
zj
[(1− βz3)2 + 1]k
]
, ujk = E
[
zjW kφ(z)φBSN(z)
Φ2BSN(z)
]
a = E
[
Uφ(z)
ΦBSN(z)
]
, y bk = E
[
W kφk(z)
ΦkBSN(z)
]
con z ∼ CLPBSN(β, α), as´ı los elementos de la matriz esperada quedan dadas
por:
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iµ,µ =
α
σ2
[
6βz2c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
zcφBSN(zc)
ΦBSN(zc)
+
zcφ
2
BSN(zc)
Φ2BSN(zc)
]
+
α− 1
α2
[
6β
2 + 15β2
(h2 − βh5) + v1,1 + v0,2
]
− 1
σ2
[
6β(5βg4,1 − 2g1,1)− 36β2(g4,2 − 2βg7,2 + β2g10,2)− 1
]
iµ,σ =
α
σ2
[
6βz2c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
(z2c − 1)φBSN(zc)
ΦBSN(zc)
+
zcφ
2
BSN(zc)
Φ2BSN(zc)
]
+
α− 1
α2
[
6β
2 + 15β2
(h3 − βh6) + v2,1 − v0,2 + v1,2
]
− 2
σ2
[
9β(2βg5,1 − g2,1)− 18β2(g5,2 − 2βg8,2 + β2g11,2)− g1,2
]
iµ,β =− (α)
σ
[
2z3c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
30βφBSN(zc)
(2 + 15β2)ΦBSN(zc)
+Wi
φ(zc)φBSN(zc)
Φ2BSN(zc)
]
− α− 1
α
[
2
2 + 15β2
(h3 − βh6) + 30βv0,1 + u0,1
]
− 6
σ
[
(g2,1 − 2βg3,1) + 2β(g5,2 − 2βg8,2 + β2g11,2)
]
iµ,α =
1
σ
φ2BSN(zc)
Φ2BSN(zc)
+
1
σ
v0,1
iσ,σ =
(α)
σ
[
6βz4c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zi)
+
(z3i − zi)φBSN(zc)
ΦBSN(zc)
+
z2cφ
2
BSN(zc)
Φ2BSN(zc)
]
+
α− 1
σ
[
6β
2 + 15β2
(h4 − βh7) + v3,1 − v1,1 + v2,2
]
− 1
σ2
[
2β(21βg6,1 − 12g3,1)− 36β2(g6,2 − 2βg9,2 + β2g12,2) + 1− g2,0
]
iσ,β =− α
σ
[
2z4c (1− βz3c )φ(zc)
(2 + 15β2)ΦBSN(zc)
+
30βzcφBSN(zc)
(2 + 15β2)ΦBSN(zc)
+
zcWcφ(zc)φ
2
BSN(zc)
Φ2BSN(zc)
]
− α− 1
σ
[
2
2 + 15β2
(h4 − βh7) + 30β
2 + 15β2
v1,1 + u1,1
]
− 6
σ
[
(g3,1 − 2βg6,1) + 2β(g6,2 − 2βg9,2 + β2g12,2)
]
iσ,α =
1
σ
zcφBSN(zc)
ΦBSN(zc)
+
1
σ
v1,1
iβ,β =− αφ(zc)
[
Uc
ΦBSN(zc)
− W
2
c φ(zc)
Φ2BSN(zc)
]
− (α− 1)[a− b2]− 2
[
g6,1 − 2(g6,1 − 2βg4,2 + β2g12,2)− 15(2− 15β
2)
(2 + 15β2)2
]
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iβ,α =− Wcφ(zc)
ΦBSN(zc)
− b1
iα,α =
1
σ2
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Cap´ıtulo 6
Ilustraciones
En este cap´ıtulo se presentan 2 ilustraciones con datos reales de las distribuciones
propuestas en los cap´ıtulos anteriores, y se comparan los ajustes con otros modelos
propuestos en la literatura.
6.1. Ilustracion 1.
La erosio´n del acero de refuerzo es un problema serio en estructuras de concreto
localizados en ambientes afectados por condiciones clima´ticas severas. Por esta
razo´n los investigadores han estado estudiando el uso de barras de refuerzo hechas
de un material compuesto.
En Ehsani et al.(1996) se muestran las 48 observaciones de un estudio donde se
mide la fuerza adhesiva para adherir barras de refuerzo reforzadas con fibra de
vidrio a concreto.
La Tabla 6.1 muestra algunas estad´ısticas descriptivas para los datos.
Tabla 6.1: Resumen de estad´ısticas descriptivas.
n X S2 Median
48 8.079 23.702 5.950
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Los modelos LN, Birnbaum Saunders bimodal (BSB) (ver Olmos et al.(2016),
LBSN y LPBSN son ajustados para el conjunto de datos.
Para comparar el ajuste de los modelos se utilizaron los criterios de Akaike(1974)
o AIC y el criterio Bayesiano o BIC, definidos por
AIC = −2ˆ`(·) + 2k,
y
BIC = −2ˆ`(·) + k ln(n),
donde k es el nu´mero de para´metros en cada modelo. De acuerdo con estos cri-
terios, el modelo con mejor ajuste es aquel con menos AIC o BIC. De acuerdo a
los criterios AIC y BIC el modelo con mejor ajuste es el LPBSN seguido en ese
orden por el modelo BSB y el modelo LBSN. Las estimativas de los para´metros
fueron calculadas maximizando nume´ricamente la funcio´n de log-verosimilitud,
esta maximizacio´n se realiza usando la funcio´n optim, disponible en el software
estad´ıstico R-Project.
Tabla 6.2: Estimativas de ma´xima verosimilitud para los modelos ajustados cen-
surados
estimativas LN(SD) BSB(SD) LBSN(SD) LPBSN(SD)
µˆ 1.940(0.076) 0.317(0.050) 2.077(0.045) 1.103(0.169)
σˆ 0.528(0.053) 7.380(0.330) 0.252(0.016) 0.469(0.056)
βˆ −1.307(0.372) 0.441(0.083) 0.216(0.046)
αˆ 7.893(3.141)
AIC 265.3 260.0 263.6 258.2
BIC 269.0 265.6 272.2 265.6
Usando los resultados de la Tabla 6.2, podemos realizar una prueba de hipo´tesis
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del modelo LPBSN contra el modelo LBSN(SD), es decir,
H0 : α = 0 versus H1 : α 6= 0
usando la estad´ıstica de razo´n de verosimilitud basada en
Λ = LLBSN(µˆ, σˆ, βˆ)/LLPBSN(µˆ, σˆ, βˆ, αˆ).
Reemplazando los valores de las estimativas en la razo´n anterior, nosotros obte-
nemos −2 ln (Λ) = −2(125.13 − 128.83) = 7.4, el cual es superior al valor del
percentil del 95 %de la distribucio´n ci-cuadrado, dado por, χ21 = 3.84, llevando al
rechazo de la hipo´tesis nula, lo cual indica claramente que el modelo LPBSN(β, α)
presenta un mejor ajuste que el modelo LBSN(β).
La figura 6.1-(a), muestra que el modelo LPBSN(SD) presenta el mejor ajuste
comparado con el resto de modelos ajustados mientras que el gra´fico de la figura
6.1-(b) muestra la FDA de los modelos LBSN y LPBSN note que, estos presentan
un buen ajuste.
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(a) (b)
Figura 6.1: (a) Histograma para las 48 observaciones del estudio. Las l´ıneas re-
presentan las distribuciones ajustadas usando las estimativas de ma´xima vero-
similitud: LN (l´ınea discontinua con puntos), BSB (l´ınea de puntos), LBSN
(l´ınea discontinua) y LPBSN (l´ınea continua). Tambien se gra´fica de la FDA
para la parte (b) donde: Emp´ırica (l´ınea continua), LBSN(L´ınea de puntos) y
LPBSN(l´ınea discontinua).
6.2. Ilustracion 2.
Una ilustracio´n pra´ctica del uso del modelo CLPBSN(β, α) se lleva a cabo ahora
con datos de un gran estudio de seguridad e inmunogenicidad de vacunas contra
el sarampio´n realizado en Hait´ı durante (1987-1990), ver Moulton et al. (2007).
El estudio tuvo como objetivo demostrar que altas dosis de la vacuna podra´n
inmunizar eficazmente a bebe´s de hasta 6 meses de edad. La inmunogenicidad
estaba indicada por las respuestas de anticuerpos, mucho ma´s altas entre los
receptores con altas dosis de la vacuna. Se realizaron ensayos de anticuerpos de
neutralizacio´n en sueros a 330 nin˜os de hasta 12 meses de edad. El l´ımite de
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deteccio´n fue 0.1 unidades internacionales (UI) o ln(0.1) = −2.306 en la escala del
logaritmo natural. Se encontro´ que 86 (26.1 %) de los nin˜os cayeron por debajo del
l´ımite de deteccio´n y todos se registraron como 0.1. En este caso se ajustaron los
modelos censurados Tobit (CN), LN, LBSN y LPBSN. Las estimativas de ma´xima
verosimilitud son dadas en la Tabla 6.3. De acuerdo a las medidas de comparacio´n
AIC y BIC el modelo que presenta el mejor ajuste es el modelo CLPBSN, seguido
en su orden de los modelos CLBSN y LN.
Tabla 6.3: Para´metros estimados para los modelos ajustados con datos censurados
estimativas CN CLN(SD) CLBSN(SD) CLPBSN(SD)
µˆ 1.202(0.116) −0.736(0.071) -1.125(0.101) -1.808(0.242)
σˆ 2.105(0.082) 1.297(0.050) 1.137(0.054) 1.162(0.063)
βˆ -0.100(0.022) -0.134(0.022)
αˆ 1.729(0.350)
AIC 1423.1 623.0 607.3 597.9
BIC 1430.7 630.5 618.7 613.1
La figura 6.2-(a), muestra que el modelo LPBSN(SD) presenta el mejor ajuste
comparado con el resto de modelos ajustados mientras que el gra´fico de la figura
6.1-(b) muestra la FDA de los modelos LBSN y LPBSN donde se puede observar
que estos presentan un buen ajuste.
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(a) (b)
Figura 6.2: Histograma de la distribucio´n del conjunto de datos para el estudio de
la vacuna contra el sarampio´n. Las l´ıneas simbolizan las distribuciones ajustadas
usando las estimativas de ma´xima verosimilitud: LN (l´ınea con puntos), LβSN
(l´ınea discontinua) y LPβSN (l´ınea continua). (b) Para la FDA: Emp´ırica (l´ınea
continua), LβSN(L´ınea de puntos) y LPβSN(l´ınea discontinua) .
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