The Monte Carlo simulation method for turbomachinery uncertainty analysis often requires performing a huge number of simulations, the computational cost of which can be greatly alleviated with the help of metamodeling techniques. An intensive comparative study was performed on the approximation performance of three prospective artificial intelligence metamodels, that is, artificial neural network, radial basis function, and support vector regression. The genetic algorithm was used to optimize the predetermined parameters of each metamodel for the sake of a fair comparison. Through testing on 10 nonlinear functions with different problem scales and sample sizes, the genetic algorithm-support vector regression metamodel was found more accurate and robust than the other two counterparts. Accordingly, the genetic algorithm-support vector regression metamodel was selected and combined with the Monte Carlo simulation method for the uncertainty analysis of a wind turbine airfoil under two types of surface roughness uncertainties. The results show that the genetic algorithm-support vector regression metamodel can capture well the uncertainty propagation from the surface roughness to the airfoil aerodynamic performance. This work is useful to the application of metamodeling techniques in the robust design optimization of turbomachinery.
Introduction
Almost all of the real-world engineering systems suffer from a wide variety of uncertainties, such as manufacturing tolerance, material nonuniformity, mathematical and/or numerical approximation, environment variation, and in-service degradation. Due to the lack of proper treatment of these uncertainties, design engineers have seen too many unpleasant cases of performance deficiencies in their own products. It does pose a significant challenge for engineers to include rigorous uncertainty analysis as much as possible within the cycle of design to make cost-effective products. 1 The primary task of the uncertainty analysis is to evaluate the impact of various uncertainties on the performance of the product, in which both deterministic simulations and statistical analysis are required. According to the manners by which the deterministic solvers are implemented with the statistical methods, the approaches of uncertainty analysis are classified into two groups: the intrusive methods and the nonintrusive methods. 2 The former, such as the polynomial chaos (PC) techniques, can directly yield the uncertain outputs through a one-time solution of certain reformulated equations; however, they are severely limited to low-dimensional, low-order, and short-time systems due to the mathematical and/or numerical difficulties arising from the reformulated equations. The latter, such as Monte Carlo simulation (MCS) method or its variants, are often easy to implement in combination with the available deterministic solvers, yet requiring a huge number of simulations for a statistical convergence.
Modern engineering analysis and design are frequently based on high-fidelity simulation tools such as the computational fluid dynamics (CFD) for fluid flow and the finite element analysis (FEA) for structural strength and vibration. These high-fidelity simulation tools are often difficult, if not impossible, to be directly used for the uncertainty analysis and design due to the heavy computational load in spite of the continuing advances of computing power. The MCS-based uncertainty analysis would be prohibitively expensive because of the requirements of even more CFD and/or FEA simulations of sampling points. An efficient measure to tackle this issue is to build variable-fidelity metamodels, which are regarded as a ''model of the model, '' 3 that is, a fast, inexpensive, effective but approximate model of the high-fidelity model. So far, various metamodels have been developed, such as polynomial regression (PR), 4 Kriging (KG), 5 multivariate adaptive regression splines (MARS), 6 artificial neural network (ANN), 7, 8 radial basis function (RBF), 9, 10 and support vector regression (SVR). 11, 12 Due to the greatly reduced computational cost, the metamodeling techniques have been widely used for the analysis and design of engineering devices. 13, 14 Typically, the applications of metamodeling techniques in turbomachinery design and analysis can be found in Chahine et al., 15 Mackman et al., 16 Sugimura et al., 17 Ma et al., 18 and Ju and Zhang. 19 One of the most important issues in metamodeling engineering problems is to evaluate the performances of metamodels and then select the most appropriate one for their design and analysis. Jin et al. 20 performed a systematic comparison among PR, KG, MARS, and RBF. They aimed at developing standard procedures and multiple criteria for metamodel evaluation. In the following studies, some other metamodels were also compared in some particular applications. 16, [21] [22] [23] [24] [25] All these comparative studies, to some extent, revealed the great potential and promise of ANN, RBF, and SVR for approximation. These three models are acknowledged as the artificial intelligence (AI) metamodels, which allow the behavior of self-learning and can smartly extract the mechanisms that underlie the complex systems. However, it remains unknown yet which of them has the best approximation capability in general cases and whether they could be used for turbomachinery uncertainty analysis. Therefore, in this study, an intensive comparison among these three AI metamodels was particularly conducted, where the performance evaluation strategies were carefully designed and tested through a total of 10 nonlinear functions with different problem scales and sample sizes.
Additional efforts were then devoted to applying the AI metamodeling technique to the uncertainty analysis of a wind turbine airfoil. As exposed to harsh environmental conditions, the in-service wind turbine blades unavoidably suffer from insect and/or dust contaminations, blade erosion and/or corrosion, and massive sand build-up, which cause increased blade surface roughness to varying degrees. So far, extensive numerical and experimental studies have concluded that the increased surface roughness, in particular around the blade leading edge (LE), can induce boundary layer disturbances, earlier turbulence transition and eventually wind turbine performance degradation. [26] [27] [28] [29] [30] [31] However, most of these studies only obtained deterministic results and ignored the wind turbine performance variations due to the stochastic nature of the surface roughness in real conditions. In view of this, the motivation of the present uncertainty analysis was to investigate the impact of surface roughness uncertainties on the aerodynamic performance of a wind turbine airfoil, although the used methodology can be extended without modifications to other types of uncertainties.
This article is organized as follows. Section ''AI metamodels'' mainly presents the basic formulations of the three AI metamodels: ANN, RBF, and SVR. In section ''Numerical assessment of metamodeling performance,'' a total of 10 analytical functions are tested to compare these three AI models in terms of accuracy and robustness, where the impacts of problem scale and sample size are carefully examined. The focus of section ''Uncertainty analysis of wind turbine airfoil'' is on the application of the metamodeling techniques to the uncertainty analysis of a wind turbine airfoil under surface roughness uncertainties. Some conclusions are drawn in section ''Conclusion.''
AI metamodels

ANN
The mathematical form of an ANN model with one hidden layer and one output neuron can be written as
where X is a N-dimensional input vector with x i (i = 1, 2,., N) as its elements;ŷ is the model output for the approximation result; f 1 ( Á ) and f 2 ( Á ) represent the input-hidden and hidden-output transfer functions, respectively; v ih is the weight connecting the ith input neuron and the hth hidden neuron; b h is the bias in the hth hidden layer; w h is the weight connecting the hth hidden neuron with the output neuron; b 2 is the bias in the output layer; and H is the total number of the hidden neurons. In this study, both the weights and bias are calculated via the back propagation (BP) algorithm, 7 and the sigmoid function is selected for the input-hidden transfer function while the linear function for the hidden-output.
As demonstrated in our previous work, 19 the initial weights used in the BP algorithm are often difficult to determine but significantly affect the ANN performance. These parameters are thus taken as the predetermined ones and optimized by the genetic algorithm (GA), as will be discussed in section ''Use of GA.''
RBF
The mathematical form of a RBF can be written as 9, 10 y =f (X) =
where jjX À X i jj represents the Euclidean distance between the input vector X and the central point vector X i of the ith hidden neuron, f( Á ) is a RBF, H is the hidden neuron number which may be equal or smaller than the sample size, w i is the weight connecting the ith hidden neuron and the output neuron, and b is the bias in the output layer. Therefore, the RBF actually expresses a weighted linear combination of H RBFs. In this study, the most commonly used Gaussian function is chosen as the RBF, which reads
where s i is the spread factor and directly affects the smoothness of the approximation result. During the learning procedure of a RBF model, the predetermined parameters are the spread factors in equation (3) and the initial weights in equation (2) .
SVR
With the concept of e-insensitive loss function, the mathematical form of a SVR is 
where X p and y p are the input and output of the pth sample point, P is the sample size, j p and j Ã p are the slack variables used to satisfy the constraints, C is the penalty coefficient for the tradeoff between training error minimization and model complexity, and e is the tube size controlling the penalty range. After solving the above minimization problem, the final prediction function can be expressed as
where a p , a Ã p , and b are the obtained coefficients and k(X, X p ) is the kernel function measuring the distance between the new input X and the pth sample point X p . Table 1 lists some common kernel functions for the SVR. The predetermined parameters of SVR are the penalty coefficient C in equation (5) and the kernel function variable d or s shown in Table 1 .
Use of GA
The approximation performances of AI metamodels are closely associated with the predetermined parameters, which in most studies were specified or adjusted randomly. This may be less convincing or even misleading in that method A with a good set of parameters is likely to achieve better approximations than method B with a poor set of parameters even if method B is generally more accurate than method A. With this in mind, Li et al. 24 employed the hold-out validation plus grid search scheme to optimize the predetermined parameters of metamodels. However, this scheme is timeconsuming and only limited to discrete parameter values. By contrast, modern evolutionary algorithms, for example, GA, can be more efficient and versatile for finding out the global optimums. 
Kernel function
Mathematical expression
In this work, GA was adopted to optimize the predetermined model parameters through minimizing errors between the metamodel outputs and the actual outputs, the motivations behind which are twofold: first, it eliminates the uncontrollable randomness in the modeling process and thus enhances the metamodel training efficiency and robustness; second, GA helps to maximize the approximation accuracy of each metamodel, which thus strengthens the fairness of comparison in the following section.
Here, it has to be remarked that the GA parameters were tuned for different metamodels and different test cases. Detailed implementations of GA in metamodel optimization can be found in Ju and Zhang. 19 
Numerical assessment of metamodeling performance
Descriptions of test problems
So far, the number of independent design variables is generally limited below 10 in the simulation-based and metamodel-assisted design optimization of turbomachinery. 13, [16] [17] [18] A total of 10 analytic functions with different degrees of nonlinearity and problem scales 22, 32, 33 were first chosen in this section for a comprehensive evaluation of the three AI metamodeling techniques. Among them, the first six functions have not more than three independent variables and were classified as small-scale problems, while the other functions with 5, 8 or 10 variables were large-scale problems in this study. The mathematical expressions of these functions are listed in Appendix 1.
The training sample sets were generated by means of the uniform design of experiment (DOE), which is capable of providing fewer training samples with better uniformity and representativeness. 34 In a uniform DOE table U n (t q ), n denotes the number of experiments or the sample size while q and t represent the number of factors (i.e. variables) and their levels, respectively. Accordingly, different training sampling sets were generated for different functions, that is, small and large sample sets for small-scale problems, while scarce, small, and large sample sets for large-scale problems (see Table 2 ). In summary, totally 6 3 2 + 4 3 3 = 24 training sample sets were generated for approximation. Here, the terms ''scarce,''''small,'' and ''large'' did not denote fixed values but were defined with respect to the problem scale, that is, the factor q in the uniform DOE table. Besides the training sampling sets, additional 10 testing sample sets were randomly generated within the variation ranges to verify the approximation performance.
Performance measures
To evaluate the approximation performance of the metamodels, a group of measures have been developed, such as accuracy, robustness, efficiency, transparency, and simplicity. 21 Among them, accuracy and robustness were the primary focus of this study because they play essential roles in determining whether a metamodel is acceptable or not for approximation.
Accuracy. Accuracy is defined as a metamodel's capacity of predicting the system response over the pre-specified design space. To take a comprehensive measure of a metamodel's accuracy performance, three error metrics described in equations (8)- (10) were investigated, that is, root mean square error (RMSE), averaged absolute error (AAE), and maximum absolute error (MAE)
The above errors should be calculated from testing samples rather than training samples. Among them, N denotes the number of testing samples, y i is the actual (analytic) output of the ith testing sample, whileŷ i is the corresponding metamodel output. Both RMSE and AAE provide the overall indications of the difference between metamodel outputs and actual data, while 
and MAE
Ã , were defined similarly. Through normalization, the error metrics are closely associated with the concept of percentage, share the same order of magnitude for different test functions, and can be added up to calculate the averaged accuracies of a specific metamodel
Two other mean values, m(AAE Ã ) and m(MAE Ã ), were defined similarly. By such definition, lower values of these measures represent higher averaged accuracy of a metamodel for different approximation problems.
Robustness. Robustness measures a metamodel's capacity of achieving similar accuracies for different approximation problems. Mathematically, here it was defined as the standard deviation of error metrics across all the problems of interest
Two other standard deviations, s(AAE Ã ) and s(MAE Ã ), were defined similarly. Accordingly, a more robust and problem-independent metamodel should have lower values of s(RMSE Ã ), s(AAE Ã ), and s(MAE Ã ).
Comparison results
Overall performance. The overall performances of the GA-based AI (GA-AI) metamodeling techniques were calculated as follows: for each metamodel, Normalization 1 (equation (11)) was first implemented to calculate its RMSE Ã , AAE Ã , and MAE Ã for each test function under a certain sample size; then, the mean values and the standard deviations of RMSE Ã , AAE Ã , and MAE Ã were calculated through averaging across all the 24 approximation problems.
The corresponding results are illustrated in Figure 1 . Compared with the other two metamodels, the GAbased SVR (GA-SVR) achieved both lower mean values and lower standard deviations of the RMSE Ã , AAE Ã , and MAE Ã , indicating that GA-SVR has the best overall performance and could be the best choice for metamodeling, especially when there is no knowledge about the problem scales and sample sizes. Except for the s(MAE Ã ), the GA-based ANN (GA-ANN) generally performed the next best, followed by the GAbased RBF (GA-RBF).
Impact of problem scale. To examine each GA-AI metamodel's performances in approximating problems with different scales, Normalization 1 (equation (11)) was adopted, while a different averaging strategy from the above was used: for each metamodel, the mean values and standard deviations of errors were calculated first for small-scale functions through averaging across a total of 6 3 2 = 12 approximation problems (i.e. the small and large sample sets for each of the first six functions); and then, the average was performed for large- scale functions across the 4 3 3 = 12 approximation problems (i.e. the scarce, small and large sample sets for each of the last four functions). The comparison results are given in Figure 2 .
Except for the m(MAE Ã ) of small-scale problems, GA-SVR was generally better than the other two metamodels. As for GA-ANN and GA-RBF, however, it is difficult to determine which one is better: GA-ANN was more accurate but less robust than GA-RBF for small-scale problems, while for large-scale problems, GA-ANN showed less accurate but much more robust performances.
Impact of training sample size. To further investigate the impact of training sample size on the performance of metamodels, particular attention was paid to the approximation results under different training sample sets. First, the values of RMSE * , AAE * , and MAE * were obtained using Normalization 2 (equation (12)), by which the best combination of the metamodel and sample size could be obtained for each test function. Second, for each group of the small-and large-scale test functions, more detailed average was performed across approximation problems with the same type of sample set. Figure 3 summarizes the performances of the three GA-AI metamodeling techniques with different sample sets for small-scale problems. GA-SVR generally performed the best in spite of a slight inferiority in s(AAE Ã ) under the large sample size. Moreover, all the three metamodels were found more accurate and robust under the large sample size than under the small sample size, which could be attributed to the relatively rich information involved in the large sample sets. The impact of sample size on the accuracy and robustness was the smallest for GA-RBF and the largest for GA-ANN.
Compared with the small-scale problems, the largescale problems were less influenced by sample sizes (see Figure 4 ). This is interesting and encouraging due to the absence of the great expense for getting the large sample information. The averaged accuracies of GA-SVR were almost equivalent for the three kinds of sample sets, while significantly better than those of the other two metamodels. GA-RBF achieved the second best accuracy performance, followed by GA-ANN. In terms of the robustness performance, GA-SVR still performed excellently for all the sample sets. GA-ANN was the most robust metamodel for the scarce and small sample sets but its performance deteriorated significantly when the sample size became large. GA-RBF achieved the worst robustness performance in the group. Therefore, the combination of the GA-SVR metamodel and a scarce sample set could be acceptable for approximating large-scale problems. For most practical problems, the most time-consuming part during the metamodeling process is spent on the evaluation of training samples rather than the model construction itself. From this point of view, GA-SVR metamodel could be the most efficient selection for an accurate approximation of the large-scale problem.
In summary, SVR showed generally the best approximation performance in terms of accuracy and robustness among the three AI metamodels for the tested mathematical cases. The strong generalizability of SVR can be attributed to the structural risk minimization (SRM) inductive principle which strikes a good balance between the empirical risk and problem complexities. 12 
Uncertainty analysis of wind turbine airfoil
In this section, the above-mentioned GA-SVR metamodeling technique has been applied to the uncertainty analysis of a wind turbine airfoil under surface roughness uncertainties. The airfoil to be investigated was FX 63-137. 35 Prior to the uncertainty analysis, the deterministic CFD solver was outlined in the next subsection.
Deterministic CFD simulation CFD model. The deterministic aerodynamic performances of both smooth and rough airfoils were obtained by numerical solution of two-dimensional steady incompressible Reynolds-averaged NavierStokes equations using a finite-volume method solver, Fluent 6.3. The pressure-based SIMPLEC algorithm was employed to treat the flow velocity-pressure coupling. The convection terms of the governing equations were discretized by the second-order upwind scheme and the diffusion term by the second-order central difference scheme. The shear-stress transport (SST) k-v model was used to close the turbulence terms, in which the calculation of turbulence vorticity v near solid wall carefully considers the surface roughness height k s . To consider the effect of surface roughness, this turbulence model requires that the computational grid near the rough surface should be fine enough to include the roughness height k s , and the y + of the first nodes near the rough surface should be kept below unit.
The inlet boundary of the computational domain was placed at the location about 12.5 chord-length upstream of the airfoil and the outlet was at about 20 chord-length downstream of the airfoil. The boundary condition at the inlet was the free stream flow velocity, while a static pressure was specified at the outlet. The nonslip wall boundary condition was applied on the airfoil surface. As shown in Figure 5 , the generated computational grids comprised the C-type grids around the airfoil and the Htype grid in the far field region. The area-averaged y + of the first nodes close to the airfoil surface was about 0.89. The number of nodes assigned inside the boundary layer was 15. Besides, the grid independency was examined via successively increasing the grid number along the airfoil surface until the evaluated aerodynamic quantity was essentially no longer changed. Finally, the total number of grid nodes was 153 on the airfoil surface and 42571 all over the computational region.
Note that the capacity of the above CFD model in predicting the airfoil performance in both clean and rough conditions has been validated by Ferrer and Munduate 28 in their work. In this study, the CFD model was directly employed to evaluate the effect of surface roughness on the aerodynamic performance of the FX 63-137 airfoil.
Performance comparison. As shown in Figure 6 (top), the rough airfoil to be investigated was assumed to have deterministic roughness zones uniformly distributed around LE, and the roughness height (k s ) was fixed to be 0.3 mm, covering 20% (x/c) of the chord from the LE. The airfoil chord was 305 mm in this study. In Figure 6 (down), the calculated aerodynamic performances of the rough airfoil were characterized by a reduced lift and an increased drag relative to the smooth one. The performance deteriorations became more apparent as the incidence angle increased. The maximum lift coefficient was reduced by 4.8%, while the related drag coefficient had a relatively small increase of about 1.9%, in comparison with the clean airfoil. In addition, the stall incidence angle of the rough airfoil shifted from 12°to 11°, indicating the occurrence of an earlier stall. Figure 7 shows the calculated pressure distributions of the smooth and rough airfoils at near-stall points. As can be seen, the most remarkable difference between smooth and rough airfoils was the flow behavior near the LE on the suction surface (SS): the rough airfoil showed a much weaker velocity acceleration from the LE, corresponding to a thicker boundary layer on the airfoil surface. This gives rise to the deteriorated airfoil performance with reduced lift, increased drag, as well as earlier stall.
Stochastic roughness model
To quantify the stochastic nature of the surface roughness distributed on the airfoil surface, two stochastic models were built based on the Gaussian probability distributions and the B-spline function, respectively. In the first model, the surface roughness distributions on the airfoil were assumed to be spatially uniform, while the uniformly distributed roughness height k s and the dimensionless covering length x/c were considered to be randomly varied, both following the Gaussian probability distributions, as shown in Figure 8 . Compared with the first model, the second one is more irregular and thus closer to the real conditions. As shown in Figure 9 , this model used the random-shaped B-spline curve to characterize the nonuniformity of the surface roughness distribution around the airfoil LE. The interpolating points of the B-spline curve were supposed to be randomly varied around the mean value, and any negative values on the curve were reassigned to be zero to simulate the abrupt transitions between the rough and smooth regions in real conditions. The roughness parameters of both models had the same variation ranges: the roughness height k s was from 0 to 0.42 mm and the dimensionless covering length x/c varied from 0 to 0.3.
Uncertainty analysis and results
In order to alleviate the huge computational cost in the uncertainty analysis by MCS, the GA-SVR metamodels presented in the previous sections were constructed to fast predict the C lmax of the airfoil with different surface roughness distributions. The two roughness uncertainty quantifications mentioned above were considered, respectively, as follows.
Case 1: Gaussian probability distribution. The first uncertainty analysis concerned the roughness uncertainties shown in Figure 8 . A total of four uncertain inputs were considered, that is, k s and x/c for each of the SS and pressure surface (PS) of the wind turbine airfoil. Therefore, this case was classified as a small-scale case.
A GA-SVR model was constructed to link the four roughness uncertain parameters and the C lmax of the airfoil. According to the uniform DOE table U 30 (30 4 ), a family of 30 roughness profiles were obtained for the airfoil as the training samples, which is in line with the suggestion obtained from Figure 3 that the GA-SVR combined with a large sample set could achieve the best approximation performance for small-scale problems. Additional 10 roughness profiles were randomly generated for the airfoil to be the testing samples. For each of the training and testing samples, C lmax was calculated by means of CFD. As a result, the averaged prediction error of the constructed GA-SVR metamodel was 0.93%.
Once the GA-SVR model was built, it was integrated with the MCS method to conduct the uncertainty analysis. To further investigate how roughness uncertainties affect the C lmax of the airfoil, several analyses were conducted with different combinations of uncertain inputs. As shown in Table 3 , the parameters marked with ''O'' were considered as the active uncertainties, while the others were inactive with fixed deterministic values. For the variations of C lmax relative to the smooth airfoil, that is, DC lmax , the related deterministic results were calculated using the CFD method by setting each uncertain parameter to its mean level (0.21 mm for k s and 0.15 mm for x/c). From Table 3 , it can be seen that the MCS results of m(DC lmax ) agreed well with the CFD deterministic results of the DC lmax , implying the high accuracy of the constructed GA-SVR metamodel.
The calculated probability distributions of DC lmax for both multiple and single uncertainties are shown in Figure 10 . In Figure 10 (a), the DC lmax probability distribution curve subjected to PS roughness uncertainties was much slender and located on the right of the probability distribution curve subjected to SS roughness uncertainties. This suggests that the SS roughness distributions do have the dominant impact on DC lmax and further explain why the SS flow behavior is more sensitive to the surface roughness as illustrated in Figure 8 . From Figure 10(b) , it can be seen that for either SS or PS of the airfoil, the roughness height k s and covering length x/c had almost the same impacts on the DC lmax .
According to the above results, the SS roughness distributions are the primary uncertainties that affect the aerodynamic performance and should be focused on in the future design and analysis of the wind turbine airfoil.
Case 2: B-spline distribution. In this case, the uncertainty analysis was based on the second model shown in Figure 9 , which highlights the nonuniformity and randomness of the surface roughness distributed around the wind turbine airfoil LE. Given the results obtained in Case 1, here primary attention was focused on the SS roughness uncertainties. The eight interpolating points of the B-spline curve were taken as uncertain inputs in this analysis. A second GA-SVR model was required to build up the relationship between the eight roughness uncertain parameters and C lmax . For this large-scale approximation problem, it is recommended to use the GA-SVR with the combination of a scarce sample set (see Figure  4) . Hence, the uniform DOE table U 17 (17 8 ) was used to generate 17 training samples. And 10 other roughness profiles were randomly generated to be the testing samples. In this case, the averaged prediction error of the constructed GA-SVR model was 2.6%. Table 4 shows the numerical results of this uncertainty analysis, and the resulting probabilistic distribution of DC lmax is given in Figure 11 . Compared with those in Figure 10 , the probabilistic distribution curve in Figure 11 was obviously slender and shifted toward left, indicating more deteriorated performance for the wind turbine airfoil. In Table 4 , the CFD deterministic results DC lmax were calculated by setting k s to 0.21 mm (mean level) and x/c to 0.3. Significant deviations can be observed between the MCS results m(DC lmax ) and the CFD deterministic result DC lmax . This is interesting and may be attributed to the spatial nonuniformity and abrupt transitions of roughness considered in this case. These particular features complicate the flow phenomenon, produce an even lower C lmax , and finally worsen the aerodynamic performance of the wind turbine airfoil. Nevertheless, the MCS result of m(DC lmax ) was observed to agree well with DC lmax which is the average value of the CFD deterministic results of the training samples, still confirming the high accuracy of the GA-SVR metamodel.
Above all, the GA-SVR metamodel can capture well airfoil performance variations due to different surface roughness uncertainties, which demonstrates the potential applicability of the GA-SVR metamodel in turbomachinery uncertainty analysis and provides reference for the future robust design optimization. 
Conclusion
An intensive comparison has been conducted among three AI metamodeling techniques, that is, SVR, ANN, and RBF, of which the predetermined parameters were optimized using the GA method for the sake of a fair comparison. The metamodel performance evaluation strategies were carefully designed with the consideration of problem scales and sample sizes and tested by a total of 10 analytic functions. The GA-SVR metamodel was found to have the most accurate and robust performances for almost all the cases examined. It has to be remarked that the effect of noise on algorithm performance was not considered in this study, which, however, is worth studying in the future work. The GA-SVR metamodel has been combined with the MCS method to conduct the uncertainty analysis of the wind turbine airfoil. For the investigated roughness uncertainty quantifications, the GA-SVR was capable of capturing the effect of surface roughness uncertainties on the aerodynamic performance of the wind turbine airfoil. This uncertainty analysis method based on GA-SVR and MCS is fairly generic. Work concerning the application of GA-SVR metamodel combined with MCS method for multi-objective robust design optimization of turbomachinery is currently ongoing.
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