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Abstract
The properties of gradient techniques for the phase retrieval problem have received
a considerable attention in recent years. In almost all applications, however, the phase
retrieval problem is solved using a family of algorithms that can be interpreted as variants
of Douglas-Rachford splitting. In this work, we establish a connection between Douglas-
Rachford and gradient algorithms. Specifically, we show that in some cases a generalization
of Douglas-Rachford, called relaxed-reflect-reflect (RRR), can be viewed as gradient descent
on a certain objective function. The solutions coincide with the critical points of that
objective, which—in contrast to standard gradient techniques—are not its minimizers.
Using the objective function, we give simple proofs of some basic properties of the RRR
algorithm. Specifically, we describe its set of solutions, show a local convexity around any
solution, and derive stability guarantees. Nevertheless, in its present state, the analysis
does not elucidate the remarkable empirical performance of RRR and its global properties.
1 Introduction
For a given sensing matrix A ∈ Cm×n and magnitudes b ∈ Rm≥0, the goal of the phase retrieval
problem is solving the system of m equations
|Ax0| = b, (1.1)
where the absolute value is taken entry-wise. The matrix A usually represents a Fourier-type
transform, such as the DFT matrix (m = n) or the over-sampled DFT matrix (m > n). Phase
retrieval can be formulated conveniently as a feasibility problem: finding a point x ∈ A ∩ B,
where B is the set of all signals that satisfy (1.1), namely,
B = {y ∈ Cm : |y| = b}, (1.2)
and the set A encodes application-specific additional knowledge about the solution, such as
sparsity or known support. The phase retrieval problem and some of its applications are discussed
in Section 2.
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In the last decade, the computational and theoretical aspects of the phase retrieval problem
have received much attention. To facilitate the mathematical analysis, it became fashionable
to investigate a toy model—one that does not appear in applications—where the entries of A
are drawn i.i.d. from a normal distribution (or similar statistical models); hereafter we refer
to the problem of recovering a signal from such measurements as the random phase retrieval
problem. The most popular algorithms for this problem are based on minimizing different
non-convex loss functions (e.g., non-convex least squares) using first-order gradient techniques;
see for instance [14, 15, 46, 13]. Notably, this line of papers derived solid theoretical guarantees
by showing that the non-convexity of the problem is usually benign when m is sufficiently larger
than n [44, 16].
Unfortunately, it is now clear that the random phase retrieval problem is considerably easier
than the actual phase retrieval problem, when A is a Fourier-type matrix. For most phase
retrieval applications, the algorithms proposed for the random phase retrieval setup fail: the
non-convexity is not benign and gradient-based algorithms are trapped in local minima, far
from a global solution; see an elaborated discussion in [25]. Consequently, this substantial body
of literature have had only a minor effect on practical applications. Instead, many heuristic
algorithms are used in practice, including the hybrid input-output (HIO) [27], difference map [22],
relaxed averaged alternating reflections (RAAR) [35], and relaxed reflect reflect (RRR) [23]. All
these algorithms can be understood as generalizations of the Douglas-Rachford algorithm [19]; see
Section 3 for an introduction. By a slight abuse of terminology, we shall refer to these techniques
as Douglas-Rachford type algorithms. These algorithms enjoy good empirical performance but
their properties, when applied to the non-convex problem of phase retrieval, are generally not
understood.
In this work, we focus on the RRR algorithm as a representative example of the Douglas-
Rachford type algorithms. In Section 4, we show that in some cases, RRR can be viewed as
gradient descent on a certain objective function, all of whose critical points are solutions. The
intriguing objective function is very different from the objective functions employed for the
random phase retrieval problem. In particular, the RRR solutions are not minimizers of the
objective function. We also show that in other cases, RRR is not a gradient descent for any
objective function. Using the underlying objective function of RRR, we give simple proofs of a
few basic theoretical results in Section 5. Specifically, we characterize the set of solutions, show a
local convexity around any solution, and derive some stability guarantees.
2 The phase retrieval problem and applications
The phase retrieval problem entails finding a signal in the intersection of two sets x0 ∈ A ∩ B.
We therefore define projectors onto these sets; for the algorithms we consider to be practical, the
projectors should be efficiently computed. For a general x ∈ Cn, let y = Ax ∈ Cm. We consider
projectors in terms of y rather than x as the projector onto B is much cheaper to compute [32,
Section 4.1]. The projector of y onto the set B is defined by
PB(y) = b phase(y),
where b is the measured magnitudes (1.1),  denotes the point-wise product, and the phase
operator is defined element-wise as
phase(y)[i] :=
y[i]
|y[i]| , y[i] 6= 0,
2
and zero otherwise. The projector onto A, denoted by PA, is application-specific; a few examples
are provided below.
In what follows, a solution is defined as a point whose projections onto the two sets A and B
are equal (so either projection is in A ∩ B):
Definition 1. A point y0 ∈ Cm is said to correspond to a solution if PA(y0) = PB(y0).
We denote a signal that corresponds to a solution by x0 so that y0 = Ax0. Importantly, this
work focuses on noiseless problems, when exact solutions exist. In practice, the data is always
contaminated by noise and the definition of a solution should be modified accordingly. In addition,
this work considers only discrete setups, and thus neglects sampling implications.
We now describe a few specific phase retrieval problem setups and algorithms. In the random
phase retrieval problem, the entries of the sensing matrix are usually drawn i.i.d. from a normal
distribution with m > 2n. A point y0 ∈ Cm that corresponds to a solution should be within the
column space of the matrix A, that is, y0 = AA
†y0, where A† is the pseudo-inverse of A; thus,
the set A describes all signals that lie in the column space of A. Since this linear projector onto
a subspace will be used successively throughout the paper, we denote it by PA, rather than PA
which is used for a general (not necessarily linear) projector. In particular, the projection of
y ∈ Cm onto the column space of A is given by:
PA(y) = AA
†y.
It was shown that under rather mild conditions the intersection A ∩ B is a singleton up to an
unavoidable global phase ambiguity: if y0 ∈ A∩B then also eiθy0 ∈ A∩B for any global phase θ;
see for instance [2, 3, 21, 17].
Since the phase retrieval problem involves searching for an intersection of two sets, and
applying each projection separately is cheap, it is natural to apply the two projectors successively;
this scheme is called the alternating projections algorithm and its iterations read:
y 7→ PAPB(y). (2.1)
In the phase retrieval literature, this technique is usually referred to as Grechberg-Saxton (GS) [28]
or error reduction. The GS algorithm works quite well for the random phase retrieval problem and
enjoys supporting theory [37, 39, 45, 49], however, in more realistic setups it is known to quickly
converge to suboptimal local minima. In practice, it is merely used to refine a solution [25, 36].
A different approach is based on first-order gradient algorithms. The underling idea is very
simple: finding a signal x ∈ Cn that best fits the observed data b, that is,
arg min
x∈Cn
‖b− |Ax|‖2. (2.2)
To minimize (2.2), different gradient-based algorithms were applied, equipped with guarantees
on their sample and computational complexities; see for instance [15, 13, 46, 16]. This approach
is flexible and can be combined with different regularizers (e.g., sparsity-promoting terms),
and different optimization strategies. Gradient-based algorithms were also proposed for other
phase retrieval applications in which there are more measurements than unknowns, such as
ptychography1 and frequency-resolved optical gating [48, 7, 6, 47, 9, 41].
1In practice, the sensing matrix in ptychography is not precisely known, making the problem even more
challenging.
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We now turn our attention to phase retrieval problems that appear in applications. In coherent
diffraction imaging (CDI), an object is illuminated with a coherent wave and the diffraction
intensity pattern (equivalent to the Fourier magnitudes of the signal) is measured; thus, the
sensing matrix A is the DFT matrix. As an additional prior, usually the support of the signal is
assumed to be known, (i.e., the signal is known to be zero outside of some region) [42, 5]. This
condition is equivalent to replacing the DFT matrix (m = n) with an over-sampled Fourier matrix
(m > n). Hence, the projector PA projects y into the column space of the over-sampled DFT
matrix. In dimension greater than one (as the problem appears in practice), if the over-sampling
factor m/n is at least two in each dimension, then it is known that the solution is unique up to
ambiguities [5, Corollary 2]. However, it was recently shown that this solution might be highly
sensitive to perturbations and inexact support knowledge [4].
In X-ray crystallography, the signal represents the atomic structure of the underlying object,
for instance, a 3-D molecular structure. In that case, the signal is sparse, and its k non-zero values
correspond to atoms. The measured data is again equivalent to the Fourier magnitudes of the
signal. Consequently, the sensing matrix A is the DFT matrix, and the set A describes all signals
for which the number of non-zero values in the signal is at most k. The projection onto this set
is simply given by keeping the entries corresponding to the k largest absolute values of the signal,
and zeroing out all other entries. In particular, this projection PA is not linear. The solution
for the crystallography problem is defined up to three intrinsic ambiguities: multiplication by a
complex exponential, shift, and reflection through the origin.
For the last two applications above, the alternating projection technique and gradient-based
methods generally fail to produce meaningful solutions: they tend to quickly convergence to a
suboptimal local minimum, far from a point that corresponds to a solution. Instead, a family of
algorithms that can be described as generalizations of the Douglas-Rachford scheme are employed
in practice. The following section introduces this framework and its variants.
3 Douglas-Rachford and its generalizations
Suppose we wish to solve the minimization problem miny F (y), where F is convex. A point y is
a minimizer of a function F (y) if and only if 0 ∈ ∂F (y), where
∂F (y) = {v : F (z) ≥ F (y) + 〈v, z − y〉 for all z}, (3.1)
is the subdifferential of F at y. This is equivalent to requiring y be a fixed point of the resolvent
operator RF := (λ∂F + I)−1, for any scalar λ [20, Lemma 2]. Note that even though λ∂F + I is
a set-valued operator (i.e., it is multi-valued), its resolvent is single-valued when F is convex;
thus, RF is a well-defined function [20, Corollary 2.2]. In fact, for convex F the resolvent
RF (y) = proxλF (y) is the proximal mapping of λF [38, Section 3.2], defined by
proxλF (y) := arg min
z∈Rn
{
λF (z) +
1
2
‖z − y‖22
}
.
Now suppose that F (y) = f(y) + g(y) is a sum of two functions. This is the case for
phase retrieval since the feasibility problem of finding a point y ∈ A ∩ B can be written as
miny IA(y) + IB(y), where IM is the indicator function [34]:
IM(y) =
{
0 y ∈M,
∞ y /∈M.
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The indicator function IM is convex if and only ifM is convex. In many cases, computing Rf and
Rg individually might be cheap, while computing Rf+g is expensive. For example, the resolvent
of an indicator function RIM is just the projection operator onto M (for any λ). Therefore,
applying RIA and RIB amounts to projecting onto the sets A and B, which can be done cheaply
as in Section 2. On the other hand, applying RIA+IB amounts to projecting onto A ∩ B, which
is equivalent to solving the phase retrieval problem. If f and g are convex functions, there is a
simple way to formulate the problem of finding y = Rf+g(y) only in terms of the operators Rf
and Rg. To this end, let us define the Cayley operator associated with M by CM := 2RM − I.
Then, we have:
Proposition 2. Suppose f and g are convex functions. Then, y = Rf+g(y) if and only if
CfCg(z) = z, where y = Rg(z).
Proof. Let us assume that CfCg(z) = z, which is equivalent to Rf
(
2Rg(z)− z
)
= Rg(z). Since
we defined y = Rg(z), this can be rewritten as Rf (2y− z) = y. Now, Rf (2y− z) = y if and only
if 2y− z ∈ y+ λ∂f(y), and y = Rg(z) if and only if z ∈ y+ λ∂g(y). Adding these two properties
together yields
Rf (2y − z) = y =⇒ 2y ∈ 2y + λ(∂f(y) + ∂g(y)). (3.2)
This is equivalent to 0 ∈ ∂f(y) + ∂g(y), and thus y = Rf+g(y).
Conversely, let us assume that y = Rf+g(y) and therefore 0 ∈ ∂f(y) + ∂g(y). Then, since
also z ∈ y + λ∂g(y) by definition of y, we can subtract the two to obtain 2y − z ∈ y + λ∂f(y),
hence Rf (2y − z) = y and CfCg(z) = z is a fixed point.
Proposition 2 implies that in the convex case it suffices to find a fixed point for CfCg, which
involves computing only Rf and Rg. Naively, we may attempt to apply the fixed-point iterations
y 7→ CfCg(y). Unfortunately, this is not guaranteed to converge even if both f and g are convex
[18, Section 4.1]. Instead, the Douglas-Rachford algorithm iterates
y 7→ 1
2
(I + CfCg)(y), (3.3)
which is guaranteed to converge in the convex case whenever a solution 0 ∈ ∂F (y) exists [18,
Section 3].
Generally, while the success of the Douglas-Rachford algorithm for closed, convex sets is
well-understood, very little is known for the non-convex setting; see [34, 31] and references
therein. For instance, a local linear convergences for non-convex sets was proven under several
conditions [29, 40], however, it is not clear whether these conditions hold for phase retrieval. In
addition, the sequence generated by Douglas-Rachford is generally known to be bounded [31,
Theorem 4]. Despite the lack of supporting theory, in practice the Douglas-Rachford type
algorithms are known to solve challenging non-convex problems, such as the Diophantine equations,
bit retrieval, sudoku, and protein conformation determination [26, 8, 24]. In addition, even for
the random phase retrieval for which gradient-based algorithms were studied thoroughly, it was
demonstrated numerically that Douglas-Rachford outperforms these gradient-based alternatives
when the number of measurements drops close to the information-theoretic limit [25, Appendix A].
3.1 Douglas-Rachford for phase retrieval
As stated in the preceding section, the phase retrieval feasibility problem of finding y ∈ A ∩ B
can be written as miny IA(y) + IB(y) and the resolvents of these two indicator functions are
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simply the projections onto the two constraint sets RIA = PA and RIB = PB. The corresponding
Cayley operators are the reflections across these sets: CIA := RA = 2PA − I and similarly for B.
Therefore, the Douglas-Rachford iterations for for phase retrieval read
y 7→ 1
2
(I +RARB)(y) = y + PA
(
2PB(y)− y
)− PB(y). (3.4)
The (t+ 1)th iteration of the algorithm can be parse as
y1 = PB(y(t))
y2 = PA(2y1 − y(t))
y(t+1) = y(t) + (y2 − y1).
This formulation unveils close relations with the method of alternating direction method of
multipliers (ADMM) [12]; see for instance [23].
Unfortunately, the set B (1.2) is not convex and thus Proposition 2 and the derivation
preceding it does not apply for phase retrieval. If it were true, Proposition 2 would imply that y
is a fixed point of the iterations (3.4) if and only if PB(y) ∈ A∩B is a solution. This is false. For
a trivial counterexample, consider y0 = Ax0 such that y0 6= 0 for some A and x0. Let y = y0/2.
In this case, PB(y) = y0 ∈ A ∩ B is a solution, but PA(y) = y0/2 6= PB(y), thus y does not
correspond to a solution. Nevertheless, the Douglas-Rachford iterations are still well-defined. If
A is a linear subspace, the following proposition shows that Douglas-Rachford stops only when a
solution is found:
Proposition 3. If A is a linear subspace, then y is a fixed point of the iterations (3.4) if and
only if y corresponds to solution.
Proof. If the iterations stagnate, then PA(2PB− I)(y) = PB(y). Applying PA on both sides yields
PA(2PB − I)(y) = PAPB(y) and using the linearity of PA, we get PAPB(y) = PA(y). Applying
(I − PA) yields 0 = (I − PA)PB(y) and thus PAPB(y) = PB(y). Therefore, PA(y) = PB(y).
Conversely, if y corresponds to a solution then by definition PA(y) = PB(y) and thus PA(y) =
PAPB(y). Therefore,
2PAPB(y) = 2PA(y) = PA(y) + PB(y).
By the linearity of PA, we have then have PA(2PB − I)(y) = 2PAPB(y)− PA(y) = PB(y) so y is
a fixed point.
Note that if y is a fixed point then PB(y) ∈ A∩B is a solution, but as the example before the
proposition shows, the converse is false. Also, Proposition 3 does not guarantee that Douglas-
Rachford actually converges to a solution, even when A is a linear subspace, and as far as we
know this is still an open problem.
If A = col(A) is the subspace spanned by the columns of A, then it is straight-forward to
show that the iterations (3.4) can be rewritten as
y 7→ PAPB(y) + P cAP cB(y), (3.5)
where P cM := I − PM. This formulation offers an interesting interpretation of the Douglas-
Rachford iterations. The first term is precisely the GS iterations (2.1), which tend to get trapped
in irrelevant stagnation points. The second term moves in the orthogonal complement of the
column space, and its addition guarantees that all the fixed points of the Douglas-Rachford
scheme correspond to solutions.
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3.2 Generalizations of Douglas-Rachford
Many algorithms proceed to relax these iterations by introducing different free parameters:
• Fienup’s hybrid input-output (HIO) algorithm proceeds by iterating
y 7→ y + PA
(
(1 + β)PB(y)− y
)− βPB(y).
If A is linear, then it can be also written as
x 7→ PAPB(y) + P cA(I − βPB)(y), (3.6)
where β is a parameter controlling the “negative feedback.”
• The relaxed reflect reflect (RRR) algorithm iterates
y 7→ y + β (PA(2PB(y)− y)− PB(y)) ,
which, if A is linear, can be rewritten as
y 7→ y + β(2PAPB(y)− PA(y)− PB(y)) = (1− β)y + β
(
PAPB(y) + P cAP
c
B(y)
)
. (3.7)
If β ∈ (0, 1), this is a convex combination of y and the Douglas-Rachford iterate (3.5).
• The relaxed averaged alternating reflections (RAAR) algorithm iterates
y 7→ β (y + PA(2PB(y)− y))+ (1− 2β)PB(y),
which if A is linear can be rewritten as
y 7→ β (y + 2PAPB(y)− PA(y)− PB(y)) + (1− β)PB(y), (3.8)
and interpreted as another convex combination if β ∈ (0, 1).
Clearly, if β = 1 then all these algorithms coincide with the Douglas-Rachford scheme. Many
other variants exist in the literature; see for instance [34] and references therein. For any β > 0,
when A is linear the RRR and HIO iterations stall only when a solution is obtained:
Corollary 4. When A is a linear subspace, y is a fixed point of RRR or HIO if and only if y
corresponds to solution.
Proof. The proof follows from the proof of Proposition 3.
4 RRR as a gradient algorithm
Let us consider the following objective function
fR(y) = ‖y − PAPB(y)‖22 −
1
2
(‖y − PA(y)‖22 + ‖y − PB(y)‖22) . (4.1)
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Assuming y and A are real, and PA is a linear projection onto the column space of A, the gradient
of fR at any point y none of whose coordinates are zero reads:
∇fR(y) = PA(y) + PB(y)− 2PAPB(y). (4.2)
That is because ∇PB(y) = 0 at any point y such that yi 6= 0 for all i, which follows because the
sign function is locally constant. Therefore, as long as none of the iterates of RRR (3.7) have a
zero coordinate, RRR can be viewed as gradient descent on fR, whose iterations are:
yt+1 = yt − β∇fR(yt). (4.3)
Note that GS (2.1) is also a gradient algorithm, with a constant step size, when the underlying
objective function is
fGS(y) =
1
2
‖y − PAPB(y)‖22. (4.4)
Therefore, the RRR iterations balance between two opposite forces: RRR tries to minimize
fGS, while at the same time it aims to maximize the `2 distance of y from the sets A and B.
A similar observation was made by Marchesini, who formulated HIO (3.6) as an instance of
saddle-point optimization [36]. Nevertheless, searching for a saddle-point might by an unstable
process, whereas our formulation allows us to derive some stability guarantees. For example, in
Proposition 7 we show that fR is strongly convex in a small region around a solution.
While (4.3) establishes an interesting connection between RRR and the gradient-based
algorithms solving (2.2), there is a notable difference between the two approaches. In gradient-
based algorithms, we usually aim to minimize an objective function by setting its gradient to zero.
For RRR, we also wish to find a zero of the gradient and the objective, however, crucially, the
solution is not a minimizer of the objective function fR: fR(y) < 0 for any suboptimal fixed point
of GS, since such a point satisfies y = PAPB(y) but y 6= PA(y) or y 6= PB(y); this is an unusual
scenario from optimization point-of-view. Moreover, attempting to run gradient descent on fR
with standard optimization techniques, e.g., backtracking linesearch, will result in the chosen
step sizes to rapidly go to zero, so the algorithm is effectively stuck at suboptimal points that are
not even critical points. Therefore, in practice the RRR algorithm is run with a constant step
size. Figure 1 shows an example of signal recovery from the random phase retrieval setup. The
objective function oscillates and drops below zero many times, until at some point it convergences
quickly to the solution.
Unfortunately, the analysis presented in this section is restricted to the case where A and x0
are real. This is a major drawback since in practice the matrix A in phase retrieval applications
is complex. The following result shows that in the complex case, RRR is a not gradient descent
for any objective function.
Proposition 5. Suppose that PA is a linear projection onto the column space of A. Then, if y
is a complex variable and y[i] 6= 0 for all i, then RRR is not gradient descent for any objective
function.
Proof. As shown in [36], the operators PA(y), PB(y) are indeed gradients. However, PAPB(y) is
not a gradient. To see that, we compare the mixed Wirtinger derivatives:
∂
∂y[k]
PAPB(y)[i] = −1
2
(AA†)[i, k]|b[k]| y[k]|y[k]|y[k] ,
∂
∂y[i]
PAPB(y)[k] = −1
2
(AA†)[k, i]|b[i]| y[i]|y[i]|y[i] ,
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Figure 1: Signal recovery from the random phase retrieval problem with RRR. A signal of length
n = 50 and a sensing matrix A ∈ R80×50 were drawn from an i.i.d. normal distribution. The
signal was recovered with the RRR algorithm (3.7) with β = 0.5 (in red) and β = 1 (in blue); the
latter coincides with the Douglas-Rachford scheme (3.3). Figure (a) shows the non-monotonic
progress of the objective function (4.1) with the iterations; the values drop below zero multiple
times. Figure (b) presents the recovery error with respect to the true signal when taking the
sign ambiguity into account. This measure is not available in practice.
so ∂
∂y[k]
PAPB(y)[i] 6= ∂∂y[i]PAPB(y)[k]. If PAPB was a gradient, then the Hessian (of the underlying
function) would have been a symmetric matrix; this is not the case here. In the real case, the
derivative of the sign function is zero (besides at the origin) and thus the equality.
5 Analysis
We derive several basic results about RRR by viewing it as gradient descent (4.3). In what
follows, we consider the case where both A and x0 are real, so phase(y) = sign(y) for all signals
y, and let PA be the projection onto the column space of A:
PA(y) = PA(y) = AA†y.
We denote the column space of y by col(A) and its orthogonal complement by col(A)⊥; the
projection onto col(A)⊥ is given by (I − PA). The ith entry of a signal z is denoted by z[i]. All
proofs are provided in Section 7.
Set of solutions. The first result characterizes the set of fixed points of RRR.
Proposition 6. A signal y corresponds to a solution if and only if y = y˜+w, where y˜ ∈ col(A)∩B
and w ∈ col(A)⊥, satisfying either:
1. w[i] = 0; or,
2. sign(w[i]) = sign(y˜[i]); or,
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3. sign(w[i]) = −sign(y˜[i]) and |w[i]| < |(Ax0)[i]|,
for each 1 ≤ i ≤ m.
Local convexity. In [32], it was proven that if A ∈ Cm×n with m/n ≥ 2 is isometric, β ∈ (0, 1],
and y is sufficiently close to y0 ∈ col(A) ∩ B, then RAAR (3.8) converges linearly to y0. In the
real case, we prove a stronger result. In particular, the following proposition shows that every
fixed point is a local minimum of fR(y) around which fR(y) is convex, making our formulation
more stable than the saddle-point formulation in [36].
Proposition 7. Suppose that y0 corresponds to a solution and that d = mini |y0[i]| > 0. Then:
1. fR is convex in the `2 ball of radius d about y0, and 1-strongly convex
2 when restricted to
the intersection of this ball with col(A);
2. if ||y− y0||2 < d and β ∈ (0, 2), then RRR converges to a fixed point linearly; if β = 1 (that
is, RRR coincides with Douglas-Rachford), then only one iteration is required.
A similar result was shown for bit retrieval in [24, Section VII].
Stability. Next, we show a stability result: if the norm of the gradient of fR is sufficiently
small then there is a solution nearby.
Proposition 8. There exists  > 0, such that if ||∇fR(y)||2 <  then:
1. PB(y) ∈ col(A) ∩ B is a solution;
2. if d = mini |(Ax0)[i]| > 0, then there exists a point y0 ∈ Rm that corresponds to a solution
such that ||y − y0||2 < 
(
1 +
||P cA(y)||2
d
)
;
3. if in addition mini |y[i]| ≥ , then ||y − y0||2 < .
Note that (1) does not imply that y corresponds to a solution (or equivalently, that ∇fR(y) = 0),
as shown in Section 3. In addition, (2) does not claim that all y near y0 will converge to y0; this
is true under the stronger assumptions of Proposition 7.
We are trying to find a zero of both fR and ∇fR by gradient descent, while fR itself can
become negative. The next lemma shows that fR(y) becomes positive for large enough step size
along almost any search direction from any point:
Lemma 9. For any y ∈ Rm and any direction d ∈ Rm, such that d[i] 6= 0 for all i and either
PA(d) 6= 0 or 〈d, PB(y)〉 > 0, we have limβ→∞ fR(y − βd) =∞.
The following corollary states that if the gradient is non-vanishing, then it satisfies the
conditions on the direction d of Lemma 9. In other words, the negative of the gradient is a good
direction to follow.
Corollary 10. For any y ∈ Rm such that ∇fR(y)[i] 6= 0 for any i, there exists a sufficiently
large step size β > 0 such that fR(z − β∇fR(y)) > 0.
2Recall that a function f is p-strongly convex if, for all u, v in its domain, the following inequality holds
(∇f(u)−∇f(v))T (u− v) ≥ p‖u− v‖22.
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6 Discussion
This work is part of ongoing efforts to explain the remarkable effectiveness of Douglas-Rachford
type algorithms for phase retrieval, as well as other non-convex hard problems. In particular, we
have shown that RRR can be viewed, in some cases, as gradient descent on a certain objective
function. The solutions are critical points of that objective. This relates Douglas-Rachford with
the vast body of literature about gradient techniques for the random phase retrieval problem.
However, in contrast to the common practice in optimization, the objective function can take
negative values and therefore a solution is not a minimizer of the objective.
Using the objective function (4.1), we have derived new results that establish local convexity
in the vicinity of a solution and show that the solutions are stable (in the sense of Proposition 8).
We hope to harness recent exciting results on first-order methods in different non-convex settings
(see for instance [30, 43, 10, 1, 11, 33] , just to name a few) to extend these results and unveil the
global properties of RRR. One particular goal is to understand the source and basic characteristics
of the dynamical behavior of RRR far from any solution, as demonstrated in Figure 1 and in [25].
7 Proofs
7.1 Proof of Proposition 6
Let y = y˜ + w with y˜, w as hypothesized. Then, PA(y) = y˜ and PB(y) = PB(y˜) = y˜. The last
equality holds because y˜ ∈ col(A) ∩B by hypothesis, while the first equality holds since either
phase(y˜[i] + w[i]) = phase((|(Ax0)[i]|+ |w[i]|)phase(y˜[i])) = phase(y˜[i]),
or
phase(y˜[i] + w[i]) = phase((|(Ax0)[i]| − |w[i]|)phase(y˜[i])) = phase(y˜[i]).
Therefore, PA(y) = PB(y).
Conversely, if y corresponds to a solution, then we can write y = PA(y) + PAc(y). Since
PB(y) = PA(y) = PBPA(y), we have
phase(PA(y)[i] + PAc(y)[i]) = phase(PA(y)[i]).
Therefore, either PAc(y)[i] = 0 or phase(PAc(y)[i]) = phase(PA(y)[i]) or phase(PAc(y)[i]) =
−phase(PA(y)[i]) and |PAc(y)[i]| < |PA(y)[i]|, as desired.
7.2 Proof of Proposition 7
Note that if sign(y[i]) 6= sign(y0[i]) for some i0, then
||y − y0||22 =
∑
i
|y[i]− y0[i]|2 ≥ (|y[i0]|+ |y0[i0]|)2 ≥ |y0[i0]|2.
Therefore, if ||y − y0||2 < d we must have sign(y[i]) = sign(y0[i]) for all i and hence
PB(y) = PB(y0) = PA(y0).
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Therefore, in this `2 ball the objective function simplifies to
fR(y) =
1
2
(||y − PA(y0)||22 − ||(I − PA)(y)||22) ,
so f(y) is infinitely differentiable. Then, we have
∇fR(y) = PA(y − y0), (7.1)
and ∇2fR(y) = AA†  0, so fR(y) is convex. Furthermore, when restricted to col(A) all the
eigenvalues of AA† are 1 as it is a projection matrix onto col(A), so fR(y)|col(A) is 1-strongly
convex. This concludes the proof of the first part.
Next, let us assume that ||y − y0||2 < d and β ∈ (0, 2). According to (7.1), the tth RRR
iteration reads
y(t) = y(t−1) − βPA(y(t−1) − y0)
= (1− β)PA(y(t−1)) + βPA(y0) + P cA(y(t−1)).
Therefore,
y(t) − y0 = (1− β)PA(y(t−1)) + βPA(y0) + P cA(y(t−1))− PA(y0)− P cA(y0)
= (1− β)PA(y(t−1) − y0) + P cA(y(t−1) − y0),
and
||y(t) − y0||22 = (1− β)2||PA(y(t−1) − y0)||22 + ||P cA(y(t−1) − y0)||22
< ||PA(y(t−1) − y0)||22 + ||P cA(y(t−1) − y0)||22
= ||y(t−1) − y0||22
< d.
This implies that if we initialize y(0) such that ||y(0) − y0||2 < d, and use a constant step size
β ∈ (0, 2), then ||y(t) − y0||2 < d for all t ≥ 1 so the RRR iterations stay within this ball, and
y(t) = (1− β)tPA(y(0)) +
(
1− (1− β)t)PA(y0) + P cA(y(0)),
so
y∞ = lim
t→∞
y(t) = PA(y0) + P
c
A(y
(0)) = PB(y0) + P cA(y
(0)).
Note that y∞ corresponds to a solution by Corollary 4 and the fact that ∇fR(y∞) = 0. Also note
that if β = 1, then y(1) = y∞ so RRR converges to y∞ in one iteration.
7.3 Proof of Proposition 8
Note that since
∇fR(y) = PA(y) + PB(y)− 2PAPB(y)
= PA(I − PB)(y) + (I − PA)PB(y),
then
||∇fR(y)||22 = ||PA(y)− PAPB(y)||22 + ||PB(y)− PAPB(y)||22.
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Therefore, ||PB(y)− PAPB(y)||2 ≤ ||∇f(y)||2 and ||PA(y)− PAPB(y)||2 ≤ ||∇fR(y)||2. Then note
that ||PB(y) − PAPB(y)||2 depends only on the signs of y, and hence takes at most 2m values,
one of which is zero. Therefore, there exists 1 such that if ||PB(y)− PAPB(y)||2 < 1 then in fact
PB(y) = PAPB(y) and so PB(y) ∈ col(A) ∩ B is a solution, which proves the first claim. In this
regime
∇fR(y) = PA(I − PB)(y).
Taking  ≤ 1, we then have
||PA(y)− PAPB(y)||22 < . (7.2)
Let y0 = PB(y) + (1 − α)P cA(y) for α ∈ (0, 1). We claim that there exists α depending
on  such that y0 corresponds to a solution. First, we claim that if mini |(Ax0)[i]| > 0 then
PB(y) = PBPA(y) = PAPB(y), in which case
PA(y0) = PAPB(y) = PB(y) ∈ B. (7.3)
For general vectors u, v ∈ Rm, note that if sign(u[i0]+v[i0]) 6= sign(u[i0]) for some 1 ≤ i0 ≤ m,
then
||u− PB(u+ v)||22 =
m∑
i=1
∣∣∣|u[i]|sign(u[i])− |(Ax0)[i]|sign(u[i] + v[i])∣∣∣2
≥
∣∣∣|u[i0]|+ |(Ax0)[i0]|∣∣∣2
≥ |(Ax0)[i0]|2.
Hence, if mini |(Ax0)[i]| > 0 and we choose
 < min(1, |(Ax0)[1]|, . . . , |(Ax0)[m]|)
and substituting u = PA(y) and v = PAC (y) we have
||PA(y)− PB(PA(y) + PAC (y))||2 = ||PA(y)− PB(y)||2 > .
Since PB(y) = PAPB(y), it contradicts (7.2) and therefore we must have
sign(y[i]) = sign(PA(y)[i] + P
c
A(y)[i]) = sign(PA(y)[i]),
for all i. Consequently, PB(y) = PBPA(y) = PAPB(y) which is the desired claim.
Next, we wish to show that PB(y0) = PB(y), or equivalently,
sign(PB(y) + (1− α)P cA(y)) = sign(y − w − αP cA(y)) = sign(y),
where w = PA(y)− PB(y); note that ||w||2 <  and so also |w[i]| <  for all i. Let us define the
set
I = {i ∈ {1, . . . ,m} : sign(P cA(y)[i]) 6= sign(y[i]), sign(w[i]) = sign(y[i]), |P cA(y)[i]| ≥ |(Ax0)[i]|} .
Lemma 11. If i /∈ I, then sign(y0[i]) = sign(y[i]).
Proof. Note that if i /∈ I then either:
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• sign(P cA(y)[i]) = sign(y[i]): in which case
sign(y0[i]) = sign(PB(y)[i] + (1− α)P cA(y)[i])
= sign [(|(Ax0)[i]|+ (1− α)|P cA(y)[i]|)sign(y[i])]
= sign(y[i]);
• sign(P cA(y)[i]) = −sign(y[i]) or P cA(y)[i] = 0, and sign(w[i]) = −sign(y[i]): in which case
sign(y0[i]) = sign(y[i]− w[i]− αP cA(y)[i])
= sign [(|y[i]|+ |w[i]| − α|P cA(y)|)sign(y[i])]
= sign(y[i]),
as |y[i]| ≥ |P cA(y)[i]| > α|P cA(y)[i]| if P cA(y)[i] 6= 0;
• |P cA(y)[i]| < |(Ax0)[i]|: in which case
sign(PB(y)[i] + (1− α)P cA(y)[i]) = sign[(|(Ax0)[i]| ± (1− α)|PAc(y)|)sign(y[i])]
= sign(y[i]).
Next, note that sign(y[i]) = sign(PB(y)[i] + w[i] + P cA(y)[i]). For i ∈ I, we get
sign(y[i]) = sign [(|(Ax0)[i]|+ |w[i]| − |P cA(y)[i]|)sign(y[i])] ;
so
|P cA(y)[i]| < |(Ax0)[i]|+ |w[i]| < |(Ax0)[i]|+ ,
and hence
|(Ax0)[i]| ≤ |P cA(y)[i]| < |(Ax0)[i]|+ , ∀i ∈ I. (7.4)
Let d = mini |(Ax0)[i] > 0 and define α = /d < 1. Then, y0 = PB(y) +
(
1− 
d
)
P cA(y). Note that
if i ∈ I then
sign(y0[i]) = sign
(
PB(y)[i] +
(
1− 
d
)
P cA(y)[i]
)
= sign
(
(|(Ax0)[i]| −
(
1− 
d
)
|P cA(y)[i]|)sign(y[i])
)
= sign(y[i]),
as from (7.4)
|(Ax0)[i]| − |P cA(y)[i]|+ (|P cA(y)[i]|/d) >  (|P cA(y)[i]/d− 1) ≥ 0.
Together with Lemma 11, we conclude that sign(y0[i]) = sign(y[i]) for all i. Therefore, with (7.3)
we have
PB(y0) = PB(y) = PA(y0),
so y0 corresponds to a solution. In addition,
||y − y0||2 ≤ ||w||2 + 
d
||P cA(y)||2
< +

d
||P cA(y)||2;
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this completes the second part of the proof.
If mini |y[i]| ≥ , we must have I = ∅, as if i ∈ I then
|y[i]| = |PB(y)[i] + w[i] + P cA(y)[i]| ≤ |w[i]|+ |P cA(y)[i]| − |(Ax0)[i]| ≤ |w[i]| < ,
a contradiction. In that case we may set α = 0 in the above and conclude that y0 = PB(y)+P cA(y)
corresponds to a solution and ||y − y0||2 = ||w||2 < .
7.4 Proof of Lemma 9
For β > maxi
∣∣∣y[i]d[i] ∣∣∣, we have PB(y − βd) = PB(−βd) = −PB(d). Then,
||(y − βd)− PAPB(y − βd)||22 = ||y − βd+ PAPB(d)||22
= β2||d||22 + ||y + PAPB(d)||22 − 2β〈d, y + PAPB(d)〉,
where the second term is independent of β. Similarly, since PA is linear,
||(y − βd)− PA(y − βd)||22 = ||y − βd− PA(y) + βPA(d)||22
= β2||(I − AA†)d||22 + ||y − PA(y)||22 − 2β〈d, y − PA(y)〉.
In addition,
||y − βd− PB(y − βd)||22 = ||y − βd+ PB(d)||22
= β2||d||22 + ||y + PB(d)||22 − 2β〈d, y + PB(d)〉.
Putting everything together:
fR(y − βd) = 1
2
β2‖PA(d)‖22 − β〈d, PA(y + 2PB(d))− PB(y)〉+ c,
where
c = ||y + PAPB(d)||22 −
1
2
(||y − PA(y)||22 + ||y + PB(d)||22) ,
is independent of β. If PA(d) 6= 0 then
lim
β→∞
fR(y − βd) =∞.
If PA(d) = 0 then
fR(y − βd) = β〈d, PB(y)〉+ c,
so if 〈d, PB(y)〉 > 0 we again have limβ→∞ fR(y − βd) =∞.
7.5 Proof of Corollary 10
For RRR, we have
d = ∇fR(y) = PA(y) + PB(y)− 2PAPB(y),
and thus
PA(d) = PA(y)− PAPB(y). (7.5)
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Therefore, PA(d) = 0 implies ∇fR(y) = P cAPB(y) and hence
〈∇fR(y), PB(y)〉 = ||P cAPB(y)||22 ≥ 0.
If 〈∇fR(y), PB(y)〉 = 0 then PB(y) = PAPB(y) = PA(y), where the second equality follows
from (7.5). Therefore, y ∈ col(A) ∩ B is a solution and ∇fR(y) = 0. So, 〈∇fR(y), PB(y)〉 =
||P cAPB(y)||22 is zero only if y is already a solution; otherwise, it is positive and thus satisfies the
conditions of Lemma 9.
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