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The power of the state-of-the-art neutron powder diffractometer suite at the
Institut Laue–Langevin for investigating the structure of nondeuterated
materials is presented using gypsum, CaSO42H2O, as a reference material. It
is shown that flexible modern neutron powder diffraction instruments at reactor-
based sources can yield data with sufficient counting statistics above the
incoherent scattering contribution to perform unconstrained refinements in
relatively short time periods (from minutes to a few hours, depending on the
sample size and the instrument choice), without the requirement for significant
changes to the standard operational modes of the instruments. The results are
critically compared with previous literature from single-crystal and powder
X-ray and neutron measurements on deuterated and nondeuterated gypsum.
1. Introduction
Traditionally, the collection of neutron powder data from
hydrogenous materials is considered largely fruitless owing to
the substantial incoherent scattering contribution from the
hydrogen. This, coupled with relatively low neutron fluxes,
leads to disproportionately long counting times for the quality
of data collected. In fact, deuteration is almost seen as a
prerequisite for a neutron powder experiment for these
reasons. However, in many cases, deuteration profoundly
changes the properties of the material under investigation (for
instance, changes in ferroelectric transition temperatures are
found for the classical alkali metal dihydrogen phosphates, e.g.
KH2PO4), so that observations are in effect being made for a
material with a completely different structure and phase
behaviour as a function of a variable parameter (temperature,
pressure etc.). In addition, deuteration can be expensive to
perform for more complex materials, yielding much smaller
sample volumes than are available for their hydrogenous
analogues, which impacts negatively on counting times and
data statistics. Often deuteration is incomplete or impossible
and, because of the difference in the coherent neutron scat-
tering lengths of hydrogen and deuterium (3.7406 and
6.671 fm, respectively), incomplete deuteration can make the
location of hydrogen more difficult by producing an effectively
null- or near-to-null-scattering site. It is clear that imple-
mentation of methodology that allows routine hydrogen
position definition from easily synthesized material [i.e. non-
isotopically enriched, and in polycrystalline or small-single-
crystal (< 50 mm) form] would be both of widespread appli-
cation and of key importance.
In this manuscript, data are presented from the nondeut-
erated system gypsum, CaSO42H2O, using the powder
diffraction suite at the Institut Laue–Langevin (ILL) in order
to illustrate that modern constant-wavelength neutron powder
instruments can now address these problems and allow the
study of hydrogenous polycrystalline materials. The manu-
script concentrates on the data collection strategy and
refinement methodology rather than the range of materials
that could benefit from this approach, as the latter has been
covered in detail elsewhere (Weller et al., 2009). Data are
presented from the instruments D20, D1A and D2B, and the
instruments are critically compared. At 33 at% hydrogen, the
incoherent contribution from the hydrogen to the background
would have made this material almost impossible to study in
acceptable timeframes with previous-generation neutron
powder instruments, as implicitly stated in the previous
published neutron powder studies on gypsum by Schofield et
al. (1996) as their motivation for deuteration.
Gypsum, in its natural form, is an evaporite mineral most
commonly found in layered sedimentary deposits in associa-
tion with halite, anhydrite, sulfur, calcite and dolomite. It is the
most common sulfate-based mineral in the world and, thanks
to its peculiar constant bulk volume, dehydration and rehy-
dration behaviour, has many uses in the building and casting
industry, including manufacture of wallboard, cements and
plaster of Paris and as a hardening retarder in Portland
cement. Other uses span such diverse fields as dentistry (casts)
and agriculture (soil conditioning). Other varieties of natural
microcrystalline gypsum, such as ‘satin spar’ and ‘alabaster’,
are used for a variety of ornamental purposes, although their
low hardness limits durability. In the majority of the industrial
uses, the water content and its variation as a function of
temperature drive the properties, and therefore a full under-
standing of the structure and water dynamics is fundamental.
The crystal structure of gypsum has been studied exten-
sively in order to understand its structure in relation to its
properties and industrial uses. The initial work using X-ray
data by Wooster (1936) was supplemented by neutron data by
Atoji & Rundle (1958) and further X-ray work by Cole &
Lancucki (1974). Pedersen & Semmingsen (1982) used single-
crystal neutron diffraction under ambient conditions to solve
the structure and this remains the best structural model.
Schofield et al. (2000) studied the material as a function of
temperature, also using single-crystal neutron diffraction, to
investigate the thermal properties of the hydrous components.
A deuterated form of the natural mineral was also studied by
Schofield et al. (1996) using neutron powder diffraction, which
showed there was a minimal effect on the structure by repla-
cing hydrogen by deuterium. The powder structure was also
subsequently redetermined by Boeyens & Ichharam (2002) in
order to confirm that synthetic and natural gypsum samples
were identical structurally and to present the unit-cell contents
in the standard C2/c space-group setting rather than the
unconventional I2/a setting used by most of the previous
authors.
The structure of gypsum, as illustrated in Fig. 1, is formed of
layers linked by hydrogen bonding. The layers consist of
zigzag chains of CaO8 polyhedra in the a direction (in the
nonstandard I2/a cell) bound by similar zigzag chains of SO4
2
units. These double-sheet polyhedral layers are linked by the
O1  H2 hydrogen bond. The important properties of gypsum
in terms of its dehydration/rehydration are related to the
presence and arrangement of the water molecules; inter-
pretation of these properties is highly dependent on knowing
accurately the complete structure, including hydrogen posi-
tions and bonding and anisotropic displacements as a function
of temperature. To date, only single-crystal neutron diffraction
data have been able to provide sufficient information to allow
all of these studies to be carried out; for this system, large
high-quality single crystals occur naturally or are easily
prepared.
The fact that the structure is not significantly perturbed by
substitution of deuterium for hydrogen makes gypsum an
ideal candidate for a case study as the existing literature allows
a critical comparison between the different data collection
strategies (X-ray or neutron, powder or single crystal,
hydrogenated or deuterated sample) to be performed. In
addition, the unit-cell volume of around 500 A˚3 and the
monoclinic space group (C2/c) are sufficiently complex to
investigate how peak overlap in the one-dimensional powder
diffractogram affects the derived standard uncertainties as a
function of variables such as counting time and sample size.
2. Experimental
For this study, samples from a single batch of CaSO42H2O
(98% American Chemical Society specification from Aldrich;
< 0.02% K, Mg etc.; < 0.05% Sr) were used. Boeyens &
Ichharam (2002) have shown that synthetic and natural
samples of gypsum are structurally identical. The purity of the
material was checked by X-ray powder diffraction using a
Bruker D8 ADVANCE diffractometer operating in Bragg–
Brentano geometry with a primary-beam graphite mono-
chromator and Cu K1 radiation ( = 1.5406 A˚). The water
content and decomposition products were verified by ther-
mogravimetric analysis (TGA) using a Polymer Laboratories
STA1500 DTA/TGA balance in flowing air. The sample was
heated at a rate of 1 K min1 from room temperature to
773 K, held for 30 min at this temperature and then cooled
back to room temperature at 10 K min1.
For the neutron powder diffraction experiments, samples
were prepared from the single characterized batch of gypsum
and loaded into the standard cylindrical vanadium cans used
at the ILL, with external diameters ranging from 5–9 mm (five
samples) to more than the full beam height; the largest is
approximately 40 mm with the chosen configuration at D20.
Thus the sample volumes ranged from 0.7 to 2.3 cm3 and the
sample masses from 0.75 to 3.0 g, which is around 50% of the
measured density of 2.3 g cm3 as a result of using powdered
samples rather than pressed pellets and non-ideal packing of
all powdered materials. This also allowed absorption correc-
tions and sample attenuation to be determined for each
sample using the standard cylindrical geometry calculation
[Rouse et al., 1970; International Tables for Crystallography,
(1992), Vol. C, p. 250]. All data collections were performed at
room temperature in order to minimize the background
contributions from sample environment and to aid the
comparative studies, as the majority of the data were collected
at around room temperature, though the advantages of
measuring at low temperature to maximize the signal-to-
background are acknowledged for hydrogenous materials [see
Weller et al. (2009) for more details].
The D20 high-flux two-axis diffractometer has undergone a
number of upgrades in recent years since the preliminary
reports (Hansen, 2004; Convert et al., 1998, 2000), and the
current instrument characteristics are summarized in the ILL
Yellow Book (Cicognani, 2005). The most relevant upgrade
for this work was the commissioning of the high-takeoff-angle,
so-called ‘high-resolution’, configuration using a Ge(113) cut-
surface single-crystal monochromator as detailed in the recent
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Figure 1
The crystal structure of gypsum in the space group C2/c, illustrating the
layers bound by hydrogen bonding. The Ca atoms are light blue, the H
atoms are pink, S yellow and O red. The hydrogen bonds are shown as
dashed lines.
manuscript by Hansen et al. (2008). In fact, the observed
instrumental resolution function for the high-takeoff-angle
configuration is very similar to that for the high-resolution
instrument D2B in its highest-flux setting but with a relative
speed 25–30 times faster than this instrument, as the full
scattering angle is collected in real time. Therefore, D20
addresses all of the concerns outlined in the introduction
limiting the investigation of hydrogenous materials, as it has
both a continuous high incident-neutron flux with a large,
high-efficiency area detector (i.e. fast data collection with high
count rates) and good resolution over a large Q range for
structural refinements (i.e. the FWHM does not significantly
change across the majority of the detector).
Air scattering was reduced by placing the sample in an
evacuated bell-jar and the instrumental contribution to the
background minimized by choosing sample slits such that the
beam at the sample position was no more than 0.5 mm wider
than the vanadium can. The incident beam Soller collimation
was set in the open position (270 natural beam divergence) in
order to maximize the flux at the sample position. Data were
collected at two wavelengths, 1.87 and 1.36 A˚, which were
calibrated using a NIST silicon sample (SRM640b) using
identical conditions to those of the experiment. Data were
collected in 300 s time slices at both wavelengths for each
sample size until well after the point at which Rietveld
refinements showed saturation of the counting statistics
(determined as the point where standard uncertainties
become effectively constant) and then normalized and
corrected for the individual detector efficiencies using the ILL
in-house software suite LAMP (Richard et al., 1996; http://
www.ill.Fr/data_treat/lamp/lamp.html).
The setups used for D1A and D2B were those as summar-
ized in the ILL Yellow Book (Cicognani, 2005). Only the 9 mm
sample can was used because of the much longer counting
times required. Data were collected on D1A at 1.909 and
1.4 A˚, calibrated using the NIST silicon sample. Step scans
were performed using a 0.05 step size to give a full scan every
2 h, up to 14 h at 1.909 A˚ and 12 h at 1.4 A˚. For D2B, data
were collected under the highest flux conditions at 1.594 and
1.23 A˚ (200 pre-monochromator Soller slits and 250/250 post-
monochromator slits), also calibrated using the NIST 640b
silicon sample, with a sample window on the 2 optics (optics
between the monochromator and the sample) such that the
incident beam size at the sample position was 50 mm high by
12 mm wide. Step scans were performed using a 0.05 step size
to give a full block of eight scans every hour up to 4 h at
1.594 A˚ and every 1.5 h up to 6 h at 1.23 A˚. The data were
normalized for the detector efficiencies using LAMP and data
files created for both the middle 10 cm of the detectors
(highest resolution) and the whole 30 cm height of the detec-
tors (highest count rate) for comparative refinements. D1B,
the fourth powder instrument in the thermal suite of instruments
at ILL, was not used; its instrument characteristics are not
suitable for full structural refinement across large Q ranges, as
a result of the low monochromator takeoff angle, limited
area-detector angle coverage and insufficient angular resolu-
tion.
For each instrument and wavelength, the data were initially
normalized into single data sets – 300 s for D20, 1 h for D2B
and 2 h for D1A. Further incremental time data sets were
generated by combining the individual data sets, with full error
propagation analysis, to give single files of variable data
collection time. Thus, both the evolution of the statistical
errors with time and the stability of the instruments could be
probed simultaneously with the chosen data strategy. Rietveld
analysis was carried out using the GSAS suite of programs
(Larson & Von Dreele, 1994) using both EXPGUI (Toby,
2001) for manual refinement and PC-GSAS batch mode in
order to probe the robustness of the refined global minima
from the individual data sets. Initially, refinements were
performed using single-wavelength data on D20 for each
sample size, and subsequently multi-wavelength refinements
were carried out for all of the instruments used for compar-
ison. All of the Rietveld refinements were carried out with the
use of no soft constraints on bond lengths or angles in order to
critically compare the powder instruments used with the
previously published data.
3. Results
The format of the presentation of the results is as follows: raw
data analysis investigating the counting statistics, stability and
repeatability of the data collections, Rietveld refinements of
the D20 data compared with the previous literature, and,
finally, a critical comparison of the other ILL instruments with
D20. As the subject of this manuscript is the application of the
ILL thermal neutron instruments to the investigation of the
nondeuterated material, the pre-neutron sample character-
ization information (powder X-ray diffraction, TGA) have
been deposited as supplementary information1 and will not be
discussed here. However, the measurements show that the
material is high purity and that the water content is fully
stoichiometric, allowing the published models to be used as
the basis for the refinements.
3.1. Raw data analysis
Fig. 2 shows typical 300 s data collections from gypsum for
an 8 mm sample on D20 at the two wavelengths studied. At
33 at% hydrogen, the incoherent scattering contribution is
significant and the ratio of the most intense peak from the
gypsum to the level of the background is around 1:1. Fig. 3
shows patterns collected under a range of total counting times
in the mid-Q region of 5.6–6.3 A˚1. It is clear from Fig. 3 that
the background is well defined as a function of scattering
angle, even at the highest Q measured (6.3 A˚1 is equivalent
to around 140 scattering angle with an incident wavelength of
1.87 A˚), and can be easily modelled by a simple function. In
order to extract the accurate integrated intensities for indivi-
dual Bragg reflections, which is the requirement for a good
Rietveld refinement from powder data, it is crucial to have
research papers
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1 Supplementary material is available from the IUCr electronic archives
(Reference: CG5117). Services for accessing these data are described at the
back of the journal.
well resolved Bragg reflections wherever possible (i.e. to
minimize overlap) and a well defined instrumental peak shape.
Often overlooked is the fact that there is also the requirement
that the background itself be well defined with low noise, as
this is also crucial for the extraction of accurate integrated
intensities, particularly when peak overlap is significant, as
becomes the case at higher scattering angles or when the
complexity of the material is increased. In general, a low
background when compared with the peak intensity gives
reliable integrated intensities, whereas a high background
gives poorly defined integrated intensities, leading to higher
standard uncertainties on the refined structural variables. It is
this point that has led to the prevalent view that high-back-
ground data sets always give poor integrated intensities. Fig. 3
clearly shows that the inherent noise level of the background
is very low, even at the highest Q, because of the high count
rate and detector stability, even though the absolute intensity
of the background is high.
The effect of the sample size on the count rate was followed
by measuring 300 s data sets on each of the five sample cans
(5–9 mm external diameter cylinders) with the beam size
optimized for the sample size in each case. In order to opti-
mize the beam size, a fixed slit width incident beam was
scanned perpendicular to the sample to define the beam
centre. The left and right sample slits were then opened
progressively until the intensity of the Bragg reflections
became constant with respect to the background, i.e. full
illumination of the sample. The volumes of the samples were
recorded along with the mass so that the effective packing
density of each sample could also be determined. Fig. 4(a)
shows the raw data as a function of the sample size and
Fig. 4(b) shows the data normalized to the most intense peak.
The importance of these measurements is that secondary
scattering events (multiple scattering, absorption etc.) within
research papers
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Figure 3
Raw data sets from the 9 mm sample of gypsum with counting times of
5 min (a), 20 min (b) and 90 min (c) in the Q region of 5.0–6.3 A˚1,
illustrating the evolution in the signal-to-noise ratio.
Figure 2
Typical 300 s data sets with error bars from a 9 mm can sample of gypsum
collected using D20 and an incident wavelength of 1.87 A˚ (a) and 1.36 A˚
(b) as a function of Q with the high Q region inset in each case.
the sample should become an increasingly important factor as
the sample size increases, leading to an overall increase in the
background with respect to the Bragg peak intensity. The
effect would be to offset the position of the averaged centre of
scattering (reaching the detector) within the sample  i.e. it
would no longer be the centre of the sample but displaced
towards the detector side of the sample. This should lead to a
measurable change in the observed peak shapes and their
positions, particularly at high scattering angles, as the sample
size is increased and gives changes in the refined lattice
constants that cannot be accounted for by a simple change in
refined zero point. For a more detailed explanation of this
effect see Langford & Louer (1996) and references therein.
Table 1 gives the extracted lattice parameters as a function of
sample size for comparison; the variance is less than 0.04%
across the five samples and there is no evidence of a systematic
change as the sample size is increased. Fig. 4(b) shows that
there is a small increase in the background contribution for
the 9 mm sample (of the order of a few percent) compared
with the other sample can sizes but for the majority of the
sample sizes there is no measurable effect – i.e. the peak-to-
background ratio remains constant when the data sets are
normalized to the maximum peak intensity. The larger back-
ground contribution for the 9 mm sample is constant as a
function of scattering angle and may be non-sample scattering,
such as that from the solid vanadium foot of the sample can;
there is no evidence of an increase in the FWHM of the
reflections at fixed scattering angle as a function of sample
size.
In the present study, only a single sample composition was
used, and so it has not been possible to investigate directly the
effect of the hydrogen content on the measured signal/back-
ground/noise ratio. In addition, the packing density of the
powdered sample relative to the measured single-crystal
density will also have a significant influence on the impact of
multiple scattering and beam attenuation in a diffraction
experiment. For samples having higher hydrogen contents,
such as clathrates and hydrides (65–75 at%), theory predicts
that annular sample cans should be employed, as used for
materials with high beam absorption (Schmitt & Ouladdiaf,
1998), though true absorption and the attenuation effect
caused by the hydrogenous incoherent scattering are not
identical. However, it is clear from our results that for
hydrogen-containing powder materials measurements do not
support this hypothesis, showing that even in extreme cases
larger sample volumes give better results (Kuhs, 2008). Such
deviation from theory can be explained by the low packing
densities of powders compared with the ideal single-crystal or
liquid densities that are used in the calculations. As powdering
the sample will often reduce the density to less than 50% of
the ideal single-crystal value, the effect is similar to diluting a
sample with a matrix, another technique often used with
strongly absorbing materials. This effect will be further studied
as part of the accepted instrument development work at ILL
in 2009–2010 as it is likely to have important implications for
broader use of powder diffraction techniques for hydrogenous
materials.
3.2. Rietveld analysis
3.2.1. D20 structural refinements. The initial models for
the refinements were taken from the work of Schofield et al.
(1996) for the I2/a model and Boeyens & Ichharam (2002) as
listed by the ICSD database (Bergerhoff & Brown, 1987;
Belsky et al., 2002) for the space group C2/c. A six-term cosine
Fourier series was refined for the background and no
constraints were placed on any refined parameter. Anisotropic
atomic displacement parameters (ADPs) were refined in all
research papers
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Table 1
Refined lattice constants and volume as a function of sample size from
D20 data.
Sample
size a (A˚) b (A˚) c (A˚)  () Volume (A˚3)
5 mm 6.28581 (15) 15.2097 (4) 6.52888 (16) 127.4300 (9) 495.673 (22)
6 mm 6.28556 (15) 15.2098 (4) 6.52849 (16) 127.4292 (9) 495.629 (21)
7 mm 6.28603 (14) 15.2102 (4) 6.52889 (15) 127.4291 (9) 495.712 (21)
8 mm 6.28662 (14) 15.2106 (4) 6.52938 (15) 127.4307 (9) 495.799 (21)
9 mm 6.28636 (14) 15.2107 (4) 6.52914 (15) 127.4273 (10) 495.784 (21)
Figure 4
(a) Raw data as a function of scattering angle with 1.87 A˚ incident neutron wavelength, showing the effect of increasing the sample size from 5 to 9 mm.
(b) The data normalized to the most intense peak in order to illustrate the evolution of the background contribution with increasing sample size. In each
case the light blue line represents the 5 mm sample, green the 6 mm sample, magenta the 7 mm sample, dark blue the 8 mm sample and red the 9 mm
sample data.
cases. Fig. 5 shows the final fit to the Rietveld refinement of the
9 mm gypsum sample can data after 90 min collection time
using the nonstandard space group I2/a model for one of the
wavelengths. Table 2 shows the refined atomic positions
compared with those from the previous single-crystal and
powder studies on both the hydrogenous and deuterated
materials with the associated references and data collection
temperatures. The CIF data for both of the possible space-
group models, and plots of the Rietveld refinement fits and fit
statistics for each measured wavelength, have been deposited
as supplementary information.
The positions and standard uncertainties for the powder
data on the hydrogenated and deuterated materials are in
good agreement, showing that there is no significant isotope
effect in this material, as required for this comparative study.
As one of the main reasons for Schofield et al. choosing to
study the deuterated material was the incoherent contribution
from hydrogen to the background, the close agreement for
data collected for 90 min on D20 using the hydrogenous
material and approximately 2 h on the POLARIS diffract-
ometer at ISIS (350 mAh) using the deuterated sample shows
the power of upgraded instrumentation in overcoming the
drawbacks of investigating hydrogen-containing materials.
In order to overcome the difficulty of directly comparing
the single-crystal X-ray data and the neutron powder data, due
to the different space-group choices of Boeyens & Ichharam
and Cole & Lancucki, Table 2 also contains the results from
the same data presented in Fig. 5 refined using the C2/c model.
The definition of the high atomic number elements is to a
higher precision than the powder data but is significantly
research papers
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Table 2
Refined atomic coordinates for gypsum from various data collection types and strategies.
(CW) is continuous wavelength data, (t.o.f.) is time of flight data, (H) is using the hydrogenated material and (D) is the deuterated material. Unless otherwise

















x 0.5 0.5 0.5 0.5 0.5 0.5 0.5
y 0.07872 (29) 0.07864 (32) 0.078983 (15) 0.07967 (9) 0.07970 (10) 0.079556 (14) 0.07854 (27)
z 0.25 0.25 0.25 0.25 0.25 0.75 0.75
S
x 0.0 0.0 0.0 0.0 0.0 0.0 0.0
y 0.0775 (4) 0.07872 (42) 0.0773 (2) 0.07705 (13) 0.07720 (10) 0.077240 (16) 0.0774 (4)
z 0.75 0.75 0.75 0.75 0.75 0.75 0.75
O1
x 0.9649 (4) 0.96164 (50) 0.9640 (3) 0.96320 (15) 0.9607 (3) 0.03721 (14) 0.0353 (4)
y 0.13261 (16) 0.13263 (15) 0.13211 (10) 0.13190 (5) 0.1312 (1) 0.13198 (5) 0.13257 (14)
z 0.5519 (4) 0.55120 (43) 0.5506 (2) 0.55047 (13) 0.5518 (2) 0.58718 (13) 0.5871 (4)
O2
x 0.7572 (4) 0.75714 (48) 0.7575 (2) 0.75822 (15) 0.7592 (2) 0.24239 (13) 0.2426 (4)
y 0.02286 (17) 0.02154 (18) 0.02218 (10) 0.02226 (5) 0.0227 (1) 0.02211 (4) 0.02279 (15)
z 0.6674 (4) 0.66527 (39) 0.6669 (2) 0.66709 (13) 0.6661 (2) 0.90917 (13) 0.9101 (4)
O (H2O)
x 0.3808 (6) 0.37837 (60) 0.3817 (3) 0.37960 (21) 0.3778 (3) 0.62022 (19) 0.6191 (5)
y 0.18264 (20) 0.18255 (21) 0.18219 (11) 0.18212 (7) 0.1820 (1) 0.18197 (5) 0.18253 (18)
z 0.4569 (5) 0.46544 (54) 0.4603 (3) 0.45881 (16) 0.4588 (2) 0.07844 (16) 0.0763 (5)
H1
x 0.2486 (9) 0.25043 (64) 0.2508 (7) 0.25112 (41) – 0.749 (3) 0.7512 (8)
y 0.15985 (28) 0.16150 (20) 0.1615 (3) 0.16158 (11) – 0.1619 (14) 0.16020 (26)
z 0.5068 (9) 0.50086 (61) 0.5070 (7) 0.50372 (35) – 0.251 (4) 0.2578 (8)
H2
x 0.4067 (10) 0.40225 (69) 0.4069 (7) 0.40458 (36) – 0.584 (5) 0.5936 (9)
y 0.24186 (37) 0.24347 (20) 0.2435 (2) 0.24275 (13) – 0.2351 (19) 0.24203 (34)
z 0.4937 (10) 0.49003 (61) 0.4926 (7) 0.49217 (31) – 0.073 (5) 0.0872 (9)
† This work 300 K. ‡ Schofield et al. (1996), 320 K. § Schofield et al. (2000), 200 K. } Pedersen & Semmingsen (1982), 294 K. †† Cole & Lancucki (1974), 300 K. ‡‡ Boeyens
& Ichharam (2002), 293 K.
Figure 5
Final Rietveld refinement profile for the 1.87 A˚ incident wavelength data
for the 9 mm sample can of gypsum. The observed data are crosses, the
calculated pattern a solid line, the tick marks show the allowed reflections
and the lower solid line is the difference plot; Rwp = 1.78%, Rp = 0.92%
and RF2 = 4.78% for 273 observations. The inset shows the higher Q-space
region.
worse for the hydrogen positions, illustrating the inherent
drawback of using X-ray diffraction methods to locate
hydrogen in the presence of even moderate Z elements. In
fact, Cole & Lancucki were not able to extract the hydrogen
positions from their data, and the standard uncertainties for
the more recent Boeyens & Ichharam data are an order of
magnitude larger than those found in this study and for the
single-crystal neutron investigations. As gypsum is not very
complex (< 500 A˚3 and monoclinic) and does not contain very
high atomic number elements, this is a significant result for the
powder technique, especially when coupled with the use of a
fully hydrogenated sample. Finally, comparison of the refined
model in the I2/a space group in this work with those from the
two published single-crystal neutron studies shows the refined
standard uncertainties are 2–3 times larger than those found
for the constant-wavelength data and 1–2 times larger than
those found from the time-of-flight work. Taking into account
the significant reduction in counting times for the powder
investigation and the ease of sample preparation and
mounting compared with a standard single-crystal neutron
study, where large crystals are required, these results show
that excellent precision can be obtained with powder data. In
addition, the absolute values of the positional parameters are
in good agreement with the single-crystal neutron investiga-
tions, showing that good accuracy can also be achieved with
the powder method.
Direct comparison of the refined anisotropic displacement
parameters from each of the respective works is difficult
because of the different temperatures used for data collection
and the fact that several of the works only list either isotropic
or partial anisotropic atomic displacement parameter infor-
mation. Table 3 shows the refined anisotropic atomic dis-
placement parameters from this work compared with the
constant-wavelength (Pedersen & Semmingsen, 1982) and
time-of-flight (Schofield et al., 2000) single-crystal neutron
diffraction studies. A discussion of the anisotropic atomic
displacements obtained with the time-of-flight and the
constant-wavelength single-crystal data was presented by
Schofield et al. (2000); while the absolute values of the refined
parameters cannot be easily compared, because of the
different data collection temperatures, the oblate forms of the
displacement ellipsoids of the water molecule are consistent
across all temperature ranges from 4.2 to 300 K, which is
supported by the nondiffraction experiments (Seidl et al.,
1969; Berenblut et al., 1973; Krishnamurthy & Soots, 1971;
Winkler & Hennion, 1994). The H-atom ellipsoids are
oriented such that the long direction is perpendicular to the
direction of the hydrogen bond. The H-atom ellipsoids refined
from the neutron powder data in this work have the same
shape as those from the single-crystal data, although to a lower
level of precision and accuracy, which is an unsurprising result
as determination of the absolute values of the anisotropic
atomic displacement parameters from powder data alone is
notoriously unreliable. However, the fact that the shape of the
ellipsoids matches those from the single-crystal data shows
that the refinement of the powder data is robust.
Extraction of the bond lengths from the powder data
refinement presented here shows that the bond lengths are
1.007 (6) and 0.929 (7) A˚ for O—H1 and O—H2, respectively,
with a bond angle of 107.2 (5); these values compare
favourably with those of 0.959 (3) A˚, 0.942 (3) A˚ and
107.5 (2), respectively, obtained from the single-crystal
neutron data of Schofield et al. (2000) at 294 K and
0.961 (6) A˚, 0.948 (4) A˚ and 107.2 (5) from the powder data
on the deuterated material of Schofield et al. (1996) at 320 K.
It should be noted that, in the latter work, the atomic
displacement parameters were modelled isotropically, which
can affect the derived bond lengths where there is significant
transverse motion. The apparent increased variance of the
absolute values for the bond lengths of the water molecule
from this powder study compared with the previous single-
crystal and powder study on the deuterated material is
discussed below. Indeed, it is difficult to obtain a self-consis-
tent set of atomic and displacement parameters owing to the
differences in the origins of the scattering and potential
systematic errors specific to one technique (for example, the
choice of background position in analysis of powder diffrac-
tion data). This can be particularly evident in combined
studies using X-ray and neutron data sets and is discussed
further by Weller et al. (2009). The water molecules in gypsum
are known to be significantly distorted from the ideal
geometry in free water molecules from the previous work of
Seidl et al. (1969) using infra-red spectroscopy, and so the
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Table 3
Anisotropic atomic displacement parameters (A˚2  100).
Continuous-wavelength single-crystal data at 294 K.
U11 U22 U33 U12 U13 U23
Ca 2.07 (8) 2.58 (8) 1.95 (8) 0 0.81 (6) 0
S 1.90 (11) 2.04 (10) 1.92 (11) 0 0.86 (10) 0
O1 2.62 (4) 2.79 (4) 2.43 (4) 0.11 (4) 1.23 (3) 0.44 (3)
O2 2.22 (4) 2.70 (4) 2.54 (3) 0.46 (4) 0.92 (3) 0.08 (3)
O(H2O) 3.91 (5) 2.94 (6) 3.91 (5) 0.01 (5) 2.53 (4) 0.38 (4)
H1 5.99 (19) 4.64 (9) 6.32 (10) 0.12 (9) 4.32 (9) 0.18 (8)
H2 5.96 (10) 3.83 (9) 7.14 (11) 0.39 (11) 3.84 (9) 0.85 (10)
Time-of-flight single-crystal data at 200 K.
U11 U22 U33 U12 U13 U23
Ca 0.53 (7) 0.42 (8) 0.49 (7) 0 0.22 (4) 0
S 0.09 (10) 0.33 (12) 0.33 (11) 0 0.03 (10) 0
O1 0.68 (4) 0.85 (5) 0.77 (5) 0.08 (4) 0.31 (4) 0.26 (5)
O2 0.38 (4) 0.82 (5) 0.72 (5) 0.28 (4) 0.13 (4) 0.04 (5)
O(H2O) 1.63 (7) 1.01 (6) 1.80 (7) 0.03 (5) 1.20 (6) 0.22 (6)
H1 3.43 (15) 2.76 (16) 3.53 (16) 0.30 (13) 2.89 (14) 0.01 (16)
H2 3.80 (16) 1.59 (13) 4.23 (18) 0.34 (12) 2.40 (15) 0.68 (16)
This work, using the hydrogenated powdered material at 300 K.
U11 U22 U33 U12 U13 U23
Ca 1.36 (20) 1.32 (22) 0.86 (19) 0 1.08 (18) 0
S 0.31 (31) 0.92 (34) 1.27 (32) 0 0.37 (30) 0
O1 0.97 (7) 2.14 (13) 1.33 (11) 0.02 (10) 0.79 (9) 0.75 (9)
O2 0.56 (10) 2.21 (13) 1.61 (13) 0.38 (11) 0.60 (10) 0.64 (10)
O(H2O) 2.22 (14) 2.50 (18) 1.28 (15) 0.66 (14) 0.71 (12) 0.18 (12)
H1 3.24 (24) 3.96 (33) 1.04 (20) 0.08 (22) 0.17 (20) 0.24 (22)
H2 3.96 (27) 3.81 (33) 3.81 (28) 0.00 (32) 1.86 (26) 0.99 (30)
bond-length mismatch between O—H1 and O—H2 is not
unexpected. This is caused by a stronger hydrogen bond
between H1 and the framework (see Fig. 1), as O—H1 is
involved in an intra-layer hydrogen bond whereas O—H2
forms an inter-layer hydrogen bond and so is likely to be much
weaker at 300 K.
Further refinements were carried out on the powder data
from the 9 mm sample in order to determine the effect of the
calculated background position and Q range on the extracted
atomic parameters and ADPs. In all cases, a cosine Fourier
series background with six terms was used; refinements were
carried out as detailed below and the results are summarized
in Tables 4–6:
(1) Refined background using both wavelength data sets (as
presented in Tables 2 and 3).
(2) Only the large Q range data ( = 1.36 A˚) with a
manually chosen background fixed to the fitted values.
(3) As (2), but with the manual background points chosen
to be lower by around 5% at high Q.
(4) As (3), but in the final set of cycles the background was
allowed to vary.
(5) Only the limited Q range data ( = 1.87 A˚) with a
manually fixed background.
(6) As (4), but containing both wavelength data sets with
the background for the limited Q range data fixed as in (5).
(7) As (6), but background now allowed to vary [identical
conditions to (1) but approached from a different refinement
route].
It is clear that, for the data covering
larger values of Q, the background level has
a significant effect on the extracted para-
meters. Comparison of the results from
refinements of type (2) with those of type
(5) (identical refinement variables) shows
that the larger Q range data have higher
precision and accuracy on the refined
atomic variables, the expected result. It is
significant that the results from refinement
(3) are much poorer than those of either
type (2) or (4), and that there are large
changes in the positions and ADPs of the
refined H-atom positions and the geometry
of the interlayer water molecules. This
indicates that a poor background choice in
refinements of hydrogenous materials at
longer Q will greatly influence the refined
parameters. Therefore, in the cases of very
high peak overlap at high Q, great care
must be taken to ensure that the back-
ground level is realistic, otherwise para-
meter correlation becomes important. This
is true for all powder data, but for highly
crystalline materials with very high peak-to-
background ratios the effects on the refined
parameters in Rietveld analysis are very
small. The degree of peak overlap at high Q
also determines the maximum complexity
of the hydrogen-containing structure that can be tackled using
this technique for any given hydrogen content. The robustness
of the results of the refinements is also illustrated well by the
fact that refinements (1) and (7) yield identical results, even
though the starting models and the order of refinement of the
variables for each were different. The very small differences in
the refined values for the variables of types (2) and (4)
(carefully chosen fixed manual background versus refined
background) show that this system is well within the
complexity limit, as there is little serial correlation between
the background parameters and the atomic variables. Finally,
comparison of the refinements of types (2) and (4) (single
wavelength covering large Q) with (1) and (7) (multi-wave-
length) show that there is some disparity in the O—H bond
lengths and angles. The multi-wavelength data show a differ-
ence of 0.02 A˚ in one of the water bond lengths and a 1
decrease in the H1—O—H2 bond angle. This mismatch is
thought to be a result of the variation of the incoherent
scattering cross section of hydrogen as a function of the inci-
dent wavelength, which in very simplistic terms could be
described as a requirement for a different absorption correc-
tion for each constant-wavelength data set. This issue, albeit
small in this material, requires further investigation; it is likely
to have a serious impact on analysis of time-of-flight data from
hydrogenous materials because the attenuation/absorption
from the sample will be both energy/wavelength dependent
and detector-angle dependent owing to the change in the
average path length of a scattered neutron through the sample.
research papers
J. Appl. Cryst. (2009). 42, 1176–1188 Paul F. Henry et al.  Powder diffraction with incoherent scattering 1183
Table 4
Final atomic positions from the Rietveld refinements to investigate the effect of the choice and
level of the background on the extracted parameters.
A description of each set of refinements is given in the text.
Atom (1) (2) (3) (4) (5) (6) (7)
Ca
x 0.5 0.5 0.5 0.5 0.5 0.5 0.5
y 0.07854 (27) 0.07842 (28) 0.0796 (4) 0.07846 (29) 0.0787 (4) 0.07854 (27) 0.07853 (27)
z 0.75 0.75 0.75 0.75 0.75 0.75 0.75
S
x 0.0 0.0 0.0 0.0 0.0 0.0 0.0
y 0.0774 (4) 0.0763 (4) 0.0775 (7) 0.0763 (4) 0.0768 (6) 0.0773 (4) 0.0774 (4)
z 0.75 0.75 0.75 0.75 0.75 0.75 0.75
O1
x 0.0353 (4) 0.0363 (4) 0.0347 (6) 0.0362 (4) 0.0346 (6) 0.0353 (4) 0.0353 (4)
y 0.13257 (14) 0.13188 (16) 0.13252 (24) 0.13188 (16) 0.13278 (23) 0.13259 (14) 0.13258 (14)
z 0.5871 (4) 0.5865 (4) 0.5869 (6) 0.5863 (4) 0.5867 (6) 0.5871 (4) 0.5871 (4)
O2
x 0.2426 (4) 0.2419 (4) 0.2415 (6) 0.2420 (4) 0.2424 (6) 0.2427 (4) 0.2426 (4)
y 0.02279 (15) 0.02226 (17) 0.02235 (24) 0.02222 (17) 0.02308 (22) 0.02280 (15) 0.02279 (15)
z 0.9101 (4) 0.9099 (4) 0.9096 (6) 0.9099 (4) 0.9095 (6) 0.9101 (4) 0.9101 (4)
O(H2O)
x 0.6191 (5) 0.6209 (5) 0.6257 (7) 0.6209 (6) 0.6176 (9) 0.6192 (5) 0.6191 (5)
y 0.18253 (18) 0.18199 (19) 0.18408 (28) 0.18187 (20) 0.18243 (28) 0.18250 (18) 0.18253 (18)
z 0.0763 (5) 0.0779 (5) 0.0788 (7) 0.0778 (5) 0.0745 (10) 0.0763 (5) 0.0763 (5)
H1
x 0.7512 (8) 0.7520 (10) 0.7506 (14) 0.7520 (10) 0.7522 (13) 0.7512 (8) 0.7512 (8)
y 0.16020 (26) 0.16076 (33) 0.1608 (5) 0.16071 (35) 0.1603 (4) 0.16014 (26) 0.16020 (26)
z 0.2578 (8) 0.2563 (9) 0.2533 (14) 0.2564 (10) 0.2592 (12) 0.2578 (8) 0.2578 (8)
H2
x 0.5936 (9) 0.5935 (10) 0.5943 (14) 0.5929 (11) 0.5944 (15) 0.5936 (9) 0.5936 (9)
y 0.24203 (34) 0.24220 (36) 0.2397 (5) 0.24254 (38) 0.2423 (5) 0.24217 (34) 0.24203 (34)
z 0.0872 (9) 0.0843 (9) 0.0780 (11) 0.0839 (10) 0.0885 (15) 0.0874 (9) 0.0872 (9)
3.2.2. D20 detector stability and counting statis-
tics saturation. The stability of the instrument as a
function of data collection time was probed by
following the refined scale factor obtained from the
Rietveld refinements with no normalization applied
for the incident monitor and the individual scale
factors refined for the data sets. Fig. 6 shows the
results for each of the sample can sizes for the 1.87 A˚
data. As can be readily seen, the linear fits as a
function of time for each sample pass through, or
very close to, zero. There is also no obvious deviation
from linearity as a function of time for any of the
sample sizes, particularly at shorter counting times,
illustrating that the detector is very stable over a
wide range of count rates with little or no change in
the detection efficiency.
A further parameter of interest is the point at
which the counting statistics become saturated,
which can be described as the point where the
systematic error contribution becomes the domi-
nating component in the standard uncertainty
determination in the Rietveld analysis, as described
by Baharie & Pawley (1983) and Young (1996). The
variation of the Rietveld agreement factors, the
standard uncertainties and the overall goodness-of-
fit index as a function of counting time and step size
has been covered in detail previously (Hill &
Madsen, 1984, 1986, 1987). In practice, what this
means for data collection is that there comes a point
after which continuing collection does not improve
the information content of the data. For a fixed-step-
width data collection this is manifested through the
standard uncertainties of the refined variables
tending to a finite value with increasing counting
time. Fig. 7 shows the variation of the ratio of the
standard uncertainty at time t to the standard
uncertainty at tmax of the refined x position of atom
H1 as a function of counting time for the largest
(9 mm) and smallest samples (5 mm) so that the
behaviours can be compared. For the 9 mm sample
the standard uncertainties become effectively
constant in around 50 min, cf. between 150 and
200 min for the same value of the ratio to be reached
with the smaller 5 mm sample. Only the largest and
smallest samples are illustrated in Fig. 7, but the
intermediate sample sizes show behaviour between
the two plotted curves. Similar behaviour is seen for
all of the refined parameters as a function of data
collection strategy and sample size. It is also evident
that the improvement in the standard uncertainties is
very steep at low counting times and that, for the
large sample, the improvement is minimal after
15 min of total data collection. The importance of
these short times for counting statistics saturation,
even with the smallest sample measured, will become
apparent in the following section.
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Table 5
Final anisotropic atomic displacement parameters (A˚2  100) from the Rietveld
refinements to investigate the effect of the choice and level of the background on the
extracted parameters.
A description of each set of refinements is given in the text.
ADP (1) (2) (3) (4) (5) (6) (7)
Ca
U11 1.36 (20) 0.77 (16) 0.47 (20) 0.75 (17) 1.6 (4) 1.41 (20) 1.35 (20)
U22 1.32 (22) 1.96 (23) 2.46 (35) 1.94 (24) 1.3 (4) 1.37 (22) 1.32 (22)
U33 0.86 (19) 1.23 (18) 0.45 (21) 1.22 (19) 0.43 (33) 0.87 (19) 0.87 (19)
U12 0 0 0 0 0 0 0
U13 1.08 (18) 0.77 (15) 0.52 (18) 0.75 (15) 1.00 (33) 1.09 (18) 1.07 (18)
U23 0 0 0 0 0 0 0
S
U11 0.31 (31) 0.09 (23) 0.0 (4) 0.06 (25) 1.0 (6) 0.44 (31) 0.31 (31)
U22 0.92 (34) 2.0 (4) 3.6 (7) 2.0 (4) 0.8 (6) 0.83 (34) 0.91 (32)
U33 1.27 (32) 1.00 (26) 0.2 (4) 1.00 (27) 1.6 (6) 1.39 (32) 1.28 (32)
U12 0 0 0 0 0 0 0
U13 0.37 (30) 0.39 (24) 0.3 (4) 0.38 (25) 0.5 (6) 0.49 (29) 0.36 (30)
U23 0 0 0 0 0 0 0
O1
U11 0.97 (9) 0.91 (9) 0.17 (12) 0.88 (9) 0.92 (15) 0.98 (9) 0.96 (9)
U22 2.14 (13) 2.68 (14) 2.98 (23) 2.66 (15) 2.04 (19) 2.14 (13) 2.14 (13)
U33 1.33 (11) 1.39 (11) 0.38 (15) 1.38 (12) 1.29 (17) 1.36 (11) 1.33 (11)
U12 0.02 (10) 0.27 (10) 0.49 (13) 0.29 (10) 0.14 (16) 0.02 (10) 0.02 (10)
U13 0.79 (9) 0.77 (9) 0.03 (12) 0.75 (9) 0.81 (13) 0.79 (9) 0.79 (9)
U23 0.75 (9) 0.91 (9) 1.05 (13) 0.92 (10) 0.76 (15) 0.74 (9) 0.75 (9)
O2
U11 0.56 (10) 0.60 (9) 0.41 (15) 0.57 (10) 0.52 (16) 0.60 (10) 0.56 (10)
U22 2.21 (13) 2.39 (13) 1.65 (19) 2.36 (13) 2.20 (21) 2.26 (13) 2.21 (13)
U33 1.61 (13) 1.46 (12) 0.62 (17) 1.45 (13) 1.47 (22) 1.65 (13) 1.61 (13)
U12 0.38 (11) 0.44 (10) 0.09 (14) 0.47 (10) 0.61 (20) 0.40 (11) 0.38 (11)
U13 0.60 (10) 0.50 (9) 0.50 (14) 0.49 (10) 0.56 (16) 0.63 (10) 0.60 (10)
U23 0.64 (10) 0.47 (9) 0.32 (12) 0.48 (10) 0.89 (17) 0.62 (10) 0.64 (10)
O(H2O)
U11 2.22 (14) 2.43 (13) 1.02 (16) 2.44 (14) 2.22 (23) 2.29 (14) 2.22 (14)
U22 2.50 (18) 3.06 (18) 2.37 (25) 2.95 (19) 2.28 (32) 2.46 (18) 2.50 (18)
U33 1.28 (15) 1.56 (14) 1.04 (21) 1.55 (15) 1.34 (26) 1.32 (14) 1.28 (15)
U12 0.66 (14) 0.29 (13) 0.10 (19) 0.25 (13) 1.29 (25) 0.66 (14) 0.66 (14)
U13 0.71 (12) 1.04 (12) 0.52 (16) 1.05 (13) 0.75 (21) 0.74 (12) 0.71 (12)
U23 0.18 (12) 0.62 (11) 1.78 (18) 0.61 (12) 0.96 (22) 0.19 (12) 0.18 (12)
H1
U11 3.24 (24) 4.23 (24) 2.35 (31) 4.16 (26) 2.7 (4) 3.24 (24) 3.25 (24)
U22 3.96 (33) 3.90 (34) 4.9 (6) 3.83 (36) 3.9 (5) 3.93 (32) 3.95 (33)
U33 1.04 (20) 2.29 (22) 2.18 (35) 2.23 (23) 0.16 (35) 1.07 (20) 1.04 (20)
U12 0.08 (22) 0.14 (22) 1.16 (32) 0.14 (24) 0.06 (33) 0.09 (21) 0.09 (22)
U13 0.17 (20) 1.47 (21) 1.30 (31) 1.44 (22) 0.60 (33) 0.21 (20) 0.17 (20)
U23 0.24 (22) 0.12 (22) 1.22 (31) 0.09 (23) 0.0 (4) 0.22 (21) 0.24 (22)
H2
U11 3.96 (27) 4.42 (28) 2.70 (35) 4.41 (30) 4.4 (5) 4.02 (27) 3.96 (27)
U22 3.81 (33) 3.76 (31) 3.5 (4) 3.63 (33) 3.9 (5) 3.80 (32) 3.82 (33)
U33 3.81 (28) 2.99 (24) 0.54 (24) 2.99 (25) 4.5 (4) 3.86 (28) 3.81 (28)
U12 0.00 (32) 0.41 (28) 3.62 (36) 0.32 (29) 0.1 (6) 0.05 (31) 0.00 (32)
U13 1.86 (26) 1.35 (23) 0.78 (26) 1.33 (24) 2.85 (46) 1.92 (26) 1.86 (26)
U23 0.99 (30) 1.12 (25) 0.51 (32) 1.07 (27) 0.7 (6) 0.99 (30) 1.00 (30)
Table 6
Bond lengths (A˚) and angle () of the water molecule in gypsum from the Rietveld
refinements to investigate the effect of the choice and level of the background on the
extracted parameters.
A description of each set of refinements is given in the text.
Bond/angle (1) (2) (3) (4) (5) (6) (7)
O—H1 1.007 (6) 0.987 (7) 0.976 (9) 0.987 (7) 1.022 (9) 1.007 (6) 1.007 (6)
O—H2 0.929 (7) 0.938 (7) 0.868 (10) 0.945 (7) 0.935 (11) 0.932 (7) 0.929 (7)
H1—O—H2 107.2 (5) 108.2 (5) 112.7 (7) 108.2 (5) 105.8 (7) 107.2 (5) 107.2 (5)
3.2.3. Other ILL powder instruments. In order to investi-
gate the suitability of using the other powder instruments at
ILL to study hydrogenous materials, data were collected on
the instruments D1A and D2B, as outlined previously. Fig. 8
shows the final Rietveld fit to the middle part of the detector
(highest resolution) for a 4 h total data collection from the
instrument D2B using an incident wavelength of 1.594 A˚, and
Fig. 9 shows the analogous data from D1A collected over 14 h
using an incident wavelength of 1.909 A˚. Table 7 shows a
summary of the atomic positions and standard uncertainties
from the multi-wavelength Rietveld refinements of each
instrument compared with various data collection times using
D20 for the same sample can, and Fig. 10 shows the Rietveld
fits of the high Q region of the data sets presented in Table 7.
It is clear from the table that the lowest standard uncer-
tainties are obtained from D20 over longer counting times,
even though the longest counting time for the sample on D20
was less than half that used on D2B and almost ten times less
than that on D1A, and comparable standard uncertainties
were obtained with data collections on D20 of 5 and 10 min
duration. Taking into account the evolution of the standard
uncertainties with counting time, as illustrated in Fig. 7, it is
clear that data collection times on the other instruments would
need to be at least five times longer in order to reach the
saturation point given in the previous section for the 9 mm
sample, giving around 24 h of data collection on D2B and
3–4 d for similar data statistics on D1A per neutron wave-
length. While the absolute differences in the standard uncer-
tainties may seem small, gypsum is a very simple case with
only moderate hydrogen content and a small unit cell. In
addition, the limited choice of wavelengths available at D1A
and D2B means that the possibilities for tuning the instrument
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Figure 6
The refined scale factor as a function of counting time where the open
circles are the 5 mm sample data, closed circles the 6 mm data, closed
triangles the 7 mm data, open triangles the 8 mm data and closed squares
the 9 mm data. The inset shows the low counting time region in each case.
Where not visible, the error bars are within the size of the plotted points.
Figure 8
Final Rietveld refinement profile for the 1.594 A˚ incident wavelength
data for the 9 mm sample can of gypsum on D2B. The observed data are
crosses, the calculated pattern is a solid line, the tick marks show the
allowed reflections and the lower solid line is the difference plot; Rwp =
1.42%, Rp = 1.08% and RF 2 = 9.15% for 438 observations. The inset shows
the higher Q space region.
Figure 7
Plot of the variation of the ratio of the standard uncertainty to that at tmax
(t = 90 min in the case of the 9 mm sample and t = 240 min for the 5 mm
sample) of the x position of H1 as a function of counting time for the
5 mm sample (closed circles) and the 9 mm sample (open circles).
Figure 9
Final Rietveld refinement profile for the 1.909 A˚ incident wavelength
data for the 9 mm sample can of gypsum on D1A. The observed data are
crosses, the calculated pattern is a solid line, the tick marks show the
allowed reflections and the lower solid line is the difference plot; Rwp =
1.08%, Rp = 0.77% and RF 2 = 4.78% for 254 observations. The inset shows
the higher Q space region.
flux-resolution–spatial-range characteristics to the sample
under investigation are limited compared with the situation
for D20. Increasing the hydrogen content or the unit-cell
complexity would quickly make the use of any instrument in
the ILL powder diffraction suite except D20 prohibitively
time consuming.
A further fact to note from Fig. 10 is the count rate from
each instrument. A typical 300 s data set from D20 has over
2.1  104 counts on the Bragg reflection around 5.78 A˚1
compared with 1  103 (middle detector) and 3  103 (full
detector) counts for D2B and 750 counts for D1A. Once the
correction for the number of step scans required to obtain the
full diffraction pattern is taken into account for the D2B and
D1A data sets, these values become 8  103 and 2.4  104
counts, respectively, for D2B and 6  103 for D1A. The
advantage of D20 lies in the fact that the area detector collects
data in real time at all scattering angles where there is a
detector (1536 detectors for D20 at 0.1 spacing), whereas the
data from D1A and D2B per scattering angle are obtained
over a significantly shorter time interval owing to the necessity
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Figure 10
Rietveld refinement fits of the high Q region data for the results presented in Table 7. The observed data are crosses, the calculated patterns are solid
lines, the tick marks show the allowed reflections and the lower solid lines are the difference plots, where (a) is a 90 min data collection on D20; (b) is a
14 h data collection on D1A; (c) is a 4 h data collection on D2B using only the middle part of the detector when summing (high resolution); (d ) is the fit
to the same data summed over the whole detector; (e) is a 300 s data collection on D20; and ( f ) is a 600 s data collection on D20.
to step [see Hansen et al. (2008) for a discussion on relative
data collection speed]. The effect of the step size on the
derived standard uncertainties has not been taken into
account in this manuscript, although it would be small as the
step size for D1A and D2B is only half that of D20 (0.05 and
0.1, respectively) and the FWHMs are not instrument-reso-
lution limited in the case of gypsum. This can also been seen in
Fig. 10 as there are at least four points over the FWHM of each
of the Bragg reflections in patterns (a), (e) and ( f) from D20,
which is close to the suggested optimum of three–five.
Accounts of the effect of step size on the derived standard
uncertainties in a Rietveld refinement can be found in the
work of Be´rar & Lelann (1991) and Young (1996).
4. Discussion
D20 is clearly a class apart from the rest of the suite at ILL as a
result of the tunability of the incident wavelength, Q range
and flux on the sample to the system under investigation, and
the high detector stability under variable count rate regimes,
its efficiency and the scattering angle coverage with good
angular resolution. For a typical sample size used in neutron
powder diffraction (several cm3) the average data collection
times range from minutes to a few hours. The use of D1A and
D2B for hydrogen-containing materials is likely to be limited
to systems containing low levels of hydrogen with relatively
small unit cells or materials where a need for very high
detector resolution becomes the dominant factor in
the choice of instrument, irrespective of the much
longer counting times required. However, the justifi-
cation for experiments requiring such long counting
times becomes increasingly difficult and there are
relatively few examples of nondeuterated systems
studied using D1A or D2B without the necessity of
deuteration (e.g. Ahmed et al., 2008).
The instrument characteristics of D20 mean that
there are also limitations to the types of materials that
can be studied. Gypsum has a relatively simple
structure with only five independent atomic positions
and moderate hydrogen content. For crystal-
lographically complex materials with very large unit
cells (such as many organometallics, some metal–
organic frameworks and large-molecule organic
compounds) peak overlap in the powder diffraction
pattern can be severe using thermal neutron wave-
lengths. Without higher detector resolution and beam
collimation (that reduces the flux on the sample), the
structural information embedded in the profile peak
intensities cannot be readily accessed, or accessing it
may require additional information or constraints
(such as a combined refinement using a single-crystal
X-ray diffraction data set or the use of rigid bodies or
bond-distance/angle constraints). Therefore, the
instrumental resolution effectively limits the size of
the unit cells that can be refined. Our work on this
subject is continuing across a range of systems (e.g.
Henry et al., 2008; Martins et al., 2009; Weller et al., 2009) and
our results show that asymmetric unit cells with volumes up to
800 A˚3 and up to 20 independent atom positions are readily
studied. Our investigations to date show that the hydrogen
content of the material does not seem to be a factor in limiting
this type of work; although for a higher hydrogen content,
longer data collection times are required to achieve adequate
peak-to-noise ratios, the collection times remain of the order
of hours rather than days. By combining the data with single-
crystal X-ray data sets or through the use of bond-length
constraints and rigid bodies, much more complex systems can
be studied (with typically 50+ atoms in the asymmetric unit
cells), even with high hydrogen content.
5. Conclusion
We have demonstrated that neutron powder diffraction from
high-flux constant-wavelength sources can be a valuable tool
for the routine study of hydrogenous materials without the
necessity to deuterate the sample. For modern constant-
wavelength instrumentation like D20, count times to obtain
high-quality diffraction data for full-profile analysis using the
Rietveld method can be reduced from days to between
minutes and a few hours. Further developments in neutron
diffraction instrumentation and detector technology of
constant-wavelength diffraction instruments will lead to
further advances in this area, especially in terms of the crys-
tallographic complexity of materials that can be studied. While
research papers
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Table 7
Refined atomic positions for gypsum for the different instruments at ILL.
D20 D1A D2B
Full detector Middle only
Atom 90 min 5 min 10 min 14 h 4 h 4 h
Ca
x 0.5 0.5 0.5 0.5 0.5 0.5
y 0.07872 (29) 0.07868 (34) 0.07909 (31) 0.07972 (31) 0.07928 (35) 0.0805 (4)
z 0.25 0.25 0.25 0.25 0.25 0.25
S
x 0.0 0.0 0.0 0.0 0.0 0.0
y 0.0775 (4) 0.0774 (5) 0.0772 (4) 0.0765 (4) 0.0751 (5) 0.0762 (5)
z 0.75 0.75 0.75 0.75 0.75 0.75
O1
x 0.9649 (4) 0.9648 (5) 0.9647 (5) 0.9643 (5) 0.9651 (5) 0.9648 (6)
y 0.13261 (16) 0.13261 (18) 0.13255 (17) 0.13235 (17) 0.13215 (19) 0.13169 (22)
z 0.5519 (4) 0.5523 (4) 0.5520 (4) 0.5512 (4) 0.5495 (4) 0.5502 (5)
O2
x 0.7572 (4) 0.7573 (5) 0.7571 (5) 0.7578 (5) 0.7578 (5) 0.7571 (6)
y 0.02286 (17) 0.02292 (19) 0.02284 (18) 0.02181 (18) 0.02153 (20) 0.02224 (23)
z 0.6674 (4) 0.6673 (4) 0.6673 (4) 0.6675 (4) 0.6670 (5) 0.6668 (6)
O(H2O)
x 0.3808 (6) 0.3815 (7) 0.3811 (6) 0.3805 (6) 0.3799 (6) 0.3792 (9)
y 0.18264 (20) 0.18270 (23) 0.18265 (21) 0.18262 (31) 0.18225 (22) 0.18243 (29)
z 0.4569 (5) 0.4568 (6) 0.4571 (5) 0.4577 (5) 0.4578 (6) 0.4575 (7)
H1
x 0.2486 (9) 0.2494 (11) 0.2493 (10) 0.2487 (10) 0.2501 (11) 0.2529 (15)
y 0.15985 (28) 0.16029 (33) 0.15988 (30) 0.16041 (30) 0.1602 (4) 0.1607 (4)
z 0.5068 (9) 0.5075 (10) 0.5073 (9) 0.5053 (9) 0.5004 (11) 0.5038 (13)
H2
x 0.4067 (10) 0.4085 (12) 0.4076 (11) 0.4058 (11) 0.4063 (13) 0.4083 (15)
y 0.24186 (37) 0.24174 (44) 0.24197 (40) 0.24192 (39) 0.2428 (4) 0.2415 (5)
z 0.4937 (10) 0.4946 (12) 0.4939 (11) 0.4933 (11) 0.4905 (13) 0.4940 (15)
some factors affecting data quality remain to be fully quanti-
fied, such as packing density, chemical environment and the
effect of the variation of the incoherent scattering cross
section of hydrogen with wavelength (see Howard et al., 1987;
Koetzle & Mcmullan, 1980; Frost, 1989), it is clear that the
method has a sound scientific basis as shown by the increasing
number of published results. The potential is enormous given
the extensive range of hydrogen-containing compounds and
their importance in materials chemistry, geochemistry and life
sciences and as energy materials.
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