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• A two-sample test using hierarchical clustering was proposed.
• Hotelling’s statistics are computed in cluster-subspaces and summed as the statistic.
• Highly correlated variables take priority for being processed.
• A cutoff distance is used to restrain the effect of statistical fluctuations.
• High performance was demonstrated in simulations and real data analysis.
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a b s t r a c t
A common problem in modern genetic research is that of comparing the mean vectors
of two populations – typically in settings in which the data dimension is larger than the
sample size – where Hotelling’s test cannot be applied.
Recently, a test using random subspaces was proposed, in which the data are randomly
projected into several lower-dimensional subspaces, and Hotelling’s test is well defined.
Superior performance with competing tests was demonstrated when the variables were
correlated.
Following the research of random subspaces, a modified test was proposed that might
make more efficient use of covariance structure at high dimension. Hierarchical clustering
is performed first such that highly correlated variables are clustered together. Next,
Hotelling’s statistics are computed for every cluster-subspace and summed as the new test
statistic. High performance was demonstrated via simulations and real data analysis.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
A common problem in genetics is that of testing whether a set of dependent gene expressions differs between two
populations, typically in a setting where the data dimension is larger than the sample size.
For correlated variables, a classic test is Hotelling’s test. For instance, two samples X = (X1, . . . , Xn1) and Y = (Y1,
. . . , Yn2) of size n1 and n2 are generated in an independent and identically distributed (i.i.d.) manner from p-dimensional
✩ Supplementary materials related to the implementation of the proposed method are available online (see Appendix A).∗ Corresponding author. Tel.: +86 13620400960; fax: +86 20 85224401.
E-mail address: tpanm@jnu.edu.cn (M. Pan).
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multivariate normal distributions N(µ1,Σ) and N(µ2,Σ), respectively, where the mean vectors µ1 and µ2 and positive-
definite covariance matrixΣ are all fixed and unknown; the hypothesis testing problem of interest is
H0 : µ1 = µ2 versus H1 : µ1 ≠ µ2,
the Hotelling’s test statistic is defined by
T 2 = n1n2
n1 + n2 (X − Y )
TΣ−1(X − Y ),
where X = 1n1
n1
j=1 Xj and Y = 1n2
n2
j=1 Yj are the sample means, Σ is the pooled sample covariance matrix, given byΣ = 1nn1j=1(Xj−X)(Xj−X)T + 1nn2j=1(Yj−Y )(Yj−Y )T , and n = n1+n2−2 (Anderson, 1984). Under the null hypothesis
H0,
n−p+1
np T
2 has an F-distribution with degrees of freedom p and n− p+ 1 (Muirhead, 2005). Let the significance be chosen
as α and the threshold be denoted as Fα(p, n− p+ 1) = n−p+1np T 2α . Under the null hypothesis H0, the probability of T 2 ≥ T 2α
is called the false positive (type I error) rate. Under the alternative hypothesis H1, the probability of T 2 ≥ T 2α is called the
true positive rate (power).
By using a test suitable for correlated variables, it is possible not only to take the multivariate dependence structure into
account but to gain more power from these dependences (Thulin, 2014). However, when p > n, the matrix Σ is singular,
and Hotelling’s test cannot be applied.
Many studies have addressed the ‘‘large p, small n’’ problem. Chung and Fraser (1958) proposed a nonparametric test
that treats each variable independently. Dempster (1958, 1960) proposed a so-called ‘‘non-exact’’ significance test based on
the quantity (X − Y )T (X − Y ), which can be viewed as replacing Σ with Ip×p. It was later refined by Bai and Saranadasa
(1996) and Chen and Qin (2010). However, the statistics based on (X − Y )T (X − Y ) lack desirable invariance properties
under rescaling transformation. Srivastava and Du (2008) proposed a test based on (X − Y )TD−1Σ (X − Y ), where DΣ is the
diagonal matrix associated with Σ , i.e., (Σ)ii = (DΣ )ii. To make use of the multivariate dependence structure, Srivastava
(2007) proposed using the Moore–Penrose pseudo-inverse of Σ when computing Hotelling’s test statistic. Cai et al. (2014)
applied a regularization technique to obtain a sparse estimator of the matrix and proposed a test statistic. Shen and Lin
(2015) proposed a test that selects important variables against the null hypothesis.
To make more use of the multivariate dependence structure, Lopes et al. (2011, 2012) proposed a test in which the data
are randomly pseudo-projected into several lower-dimensional spaces, where Hotelling’s test is well defined. Hotelling’s
T 2 statistic is computed for each pseudo-projection, and the result is then averaged over all pseudo-projections. Superior
performance with competing tests was demonstrated when the variables were correlated. Thulin (2014) proposed a
modified test using random subspaces to improve the invariance properties. Random permutation resampling was utilized
to improve the null distribution of the statistic.
This study followed the research of Thulin (2014) and proposed a test that can make more efficient use of the covariance
structure at high dimension. Hierarchical clustering is performed first so that highly correlated variables are clustered
together. Then, Hotelling’s T 2 statistics are computed for every cluster-subspace and summed as the new test statistic.
The rest of the paper is organized as follows. In Section 2, we propose the new test based on cluster subspaces. In
Section 3, we compare the test with other two-sample tests with Monte Carlo simulations. The new test and the other
tests are applied to a breast cancer dataset in Section 4. In Section 5, we discuss how the clustering method can group the
variables successfully. Conclusions are presented in Section 6.
2. Cluster subspaces test
In Thulin’s random subspaces test, variables are randomly selected to construct subspaces in which Hotelling’s statistics
are computed; therefore, the correlations between the variables are utilized and higher power is obtained. In the test in this
study, hierarchical clustering is performed so that highly correlated variables are grouped together; therefore, the covariance
structure might be more efficiently utilized. By clustering, the high dimension data are also projected to cluster subspaces
of lower dimension in which Hotelling’s statistics can be computed and summed as the new test statistic.
2.1. Hierarchical clustering
Hierarchical clustering was widely used in modern genetic research to find related genes or individuals. By clustering,
variables with high similarity metrics (or low distances) are grouped together (Eisen et al., 1998). In this study, 1—Pearson
correlation coefficient was used as the distance. Highly correlated and thus small distance variables would be clustered
together. The correlation coefficients are also related to the covariance matrix Σ (if the distributions of all the variables are
normalized so that the variances are equal to 1, the covariances are equal to the correlation coefficients).
There may be statistical fluctuations for the correlation coefficients. For large p, some of the coefficients may be large
by chance. To restrain the effect of statistical fluctuations, clusters were first calculated based on a cutoff distance dc .
The Fisher z ′-transformation of correlation coefficient r is z ′ = 12 ln 1+r1−r . The standard error of z ′ is σz′ = 1/
√
n− 1
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(Norman and Streiner, 2008). Denote tc as the 1 − 2p(p−1) quantile of standard normal distribution; then, z ′c = tc/
√
n− 1,
rc = (e2z′c − 1)/(e2z′c + 1), dc = 1− rc were used in the calculation. Therefore, in the case where there was no correlation
between the p variables, only about one of the p(p−1)2 correlation coefficients was greater than rc , the distance was less than
dc , and the corresponding two variables were grouped together due to statistical fluctuations.
All the variables were clustered into several clusters. Some of the clusters hadmany variables. If a cluster (or sub-cluster)
had more than kc variables, it was further clustered into two sub-clusters, and so on, until each cluster (or sub-cluster) had
nomore than kc variables. Lopes et al. (2012) and Thulin (2014) have shown that ⌊n/2⌋ is the optimal dimension of subspace
and gives the highest power. In this study, kc = ⌊2n/3⌋was used so that the cluster dimension might be distributed around
⌊n/2⌋. For example, if the dimension of a cluster was less than or equal to kc , the cluster would no longer be subdivided, and
its dimension would be less than or equal to ⌊2n/3⌋; if the dimension of a cluster was greater than kc , the cluster would be
further divided into two subclusters with an average dimension greater than ⌊n/3⌋.
The algorithm is as follows.
Algorithm 1. Clustering
Step 1. Set parameters dc , kc .
Step 2. Hierarchical clustering is performed (1—Pearson correlation coefficient distance and average linkage are used).
Clusters are calculated based on cutoff distance dc ; all the variables are clustered into several clusters.
Step 3. For each cluster (or sub-cluster), if it has no more than kc variables, it will no longer be sub-divided; otherwise, it
will be further clustered into two sub-clusters.
Step 4. Repeat Step 3 until each cluster (or sub-cluster) has no more than kc variables.
2.2. Hotelling’s statistic for one cluster subspace
For cluster (or sub-cluster) i that includes pi variables (pi ≤ kc), the projections of the two samples on the ith cluster
subspace are xi = (xi,1, . . . , xi,n1) and yi = (yi,1, . . . , yi,n2), and the Hotelling’s statistic for the ith cluster subspace can be
defined by
T 2i =
n1n2
n1 + n2 (xi − yi)
TΣ−1i (xi − yi), (1)
where xi = 1n1
n1
j=1 xi,j and yi = 1n2
n2
j=1 yi,j are the sample means and Σi is the pooled sample covariance matrix, given
by Σi = 1nn1j=1(xi,j − xi)(xi,j − xi)T + 1nn2j=1(yi,j − yi)(yi,j − yi)T .
2.3. Test statistic
According to Algorithm 1, the whole space is composed of several (denoted as Nc) cluster subspaces. Having computed
the Hotelling’s statistics for all the cluster subspaces, one can make a sum of them and obtain an overall test statistic
Tcs =
Nc
i=1
T 2i . (2)
The clustering algorithm is based on Pearson correlations that are invariant under rescaling transformations by diagonal
nonsingular matrices; therefore, the algorithm is rescaling invariant. As the Hotelling’s statistics are also rescaling invariant,
the new test is rescaling invariant, as is Thulin’s random subspaces test.
2.4. The null distribution
The null distribution could be obtained by permutation. As the number of permutations is normally too large, we
approached the distribution by random permutation. Random permutation was performed B times; each time, all the
individuals of the two samples were mixed together and randomly permuted and then re-assigned to the two samples,
assuming that there was no difference between them.
Random permutation distributions were used as the null distributions of Tcs as well as other statistics for hypothesis
testing and p-value computing in this study. The p-valuewas obtained as the probability that the statistic of the permutation
sample-pair was greater than or equal to the statistic of the original sample-pair. The algorithm of random permutationmay
refer to Thulin (2014).
Permutation does not affect the correlations between variables and does not affect the result of Algorithm 1. Therefore,
hierarchical clustering can be performed only once, for the original sample-pair.
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3. Comparison of two-sample tests by simulation
To evaluate the performance of the cluster subspaces test, we first compared it to other two-sample tests with Monte
Carlo simulations.
All the computations were conducted in Matlab. Hierarchical clustering was carried out by Matlab functions pdist,
linkage, and cluster. Moore–Penrose pseudo-inverse was carried out by Matlab function pinv.
3.1. Monte Carlo samples
The same Monte Carlo setup as Thulin (2014) was used to generate sample-pairs for studying the behavior of each test.
For each sample-pair, n1 individuals X = (X1, . . . , Xn1) (sample 1) and n2 individuals Y = (Y1, . . . , Yn2) (sample 2) were
generated according to p-dimension normal distribution N(µ1,Σ) and N(µ2,Σ), respectively. In this study, p = 200 or
1000; n1 = n2 = 50;Σ = Σa,b = (σij), where i = 1, . . . , p, j = 1, . . . , p,
σij = 1, for i = j,
a, for i ≠ j, ⌈i/25⌉ = ⌈j/25⌉,
b, for ⌈i/25⌉ ≠ ⌈j/25⌉,
Σa,b denotes a covariance matrix with unit variances and p/25 equal-sized blocks (with size 25), and covariance σij is a if i
and j belong to the same block and b otherwise; µ1 = 0, µ2 = (µ2j), where j = 1, . . . , p,
µ2j = d, for ⌈j/25⌉ ≤ m, mod(j− 1, 25) < 20,
0, otherwise,
for sample 2, we shifted the means of 20 out of 25 variables evenly in each of m out of the p/25 blocks; m ∈ {1, 8} for
p = 200,m ∈ {8, 40} for p = 1000; d = D/√20m, and therefore, D equals Euclidean distance ∥µ1 − µ2∥.
Multivariate normal distributions of three covariance structures,Σ0,0,Σ0.5,0.1 andΣ0.9,0.2, were studied.
3.2. Tests to be compared
Chung and Fraser (1958) proposed a non-parametric test in which the scaled difference in samplemeans is computed for
each variable; then, a sum of the absolute values or a sum of the squares is computed for all the variables. The Chung–Fraser
test was chosen for comparison, and the sum of the squares was adopted as the test statistic.
Dempster (1958, 1960) proposed a test based on the quantity (X − Y )T (X − Y ), which was later refined by Bai and
Saranadasa (1996) and Chen and Qin (2010). The Chen–Qin test was chosen as a representation of them.
Srivastava and Du (2008) proposed a test based on (X−Y )TD−1Σ (X−Y ), which has invariance properties under rescaling
transformation. The Srivastava–Du test was chosen for comparison.
Srivastava (2007) proposed using the Moore–Penrose pseudo-inverse of the sample covariance matrix when computing
Hotelling’s test statistic. It was chosen for comparison.
Cai et al. (2014) applied a regularization technique to obtain a sparse estimator of thematrix and proposed a test statistic.
Shen and Lin (2015) proposed a test that selects important variables against the null hypothesis. The Shen–Lin test was
chosen as a representation of them. However, in a small pilot study, we found the Shen–Lin test to be computationally
expensive and to have lower power than the competing tests for the Monte Carlo samples of this study. It was therefore not
included in the larger study.
Lopes et al. (2011, 2012) proposed a test inwhich the data are randomlypseudo-projected into several lower-dimensional
spaces. Thulin (2014) proposed a modified test using random subspaces to improve the invariance properties. The Thulin
test was chosen as a representation of them.
3.3. Clustering
For a given sample-pair X and Y , each test statistic could be calculated.
To calculate Tcs, hierarchical clustering should be performed beforehand, and thus the p variables are clustered into
several clusters. Fig. 1 shows a sample-pair generated under H0 with p = 200, µ1 = µ2 = 0, Σ = Σ0.9,0.2. Its variables
were clustered into 7 clusters according to Algorithm 1. Supplementary Fig. 1 shows a sample-pair generated underH1 with
p = 200, µ1 = 0, ∥µ1 − µ2∥ = 2 (m = 8),Σ = Σ0.9,0.2 (see Appendix A). Its variables were also clustered into 7 clusters.
3.4. Type I error rates
To evaluate the type I error rates for the tests, a Monte Carlo study was performed under the null hypothesis H0 : µ1 =
µ2 = 0 for p = 200 or 1000 and n1 = n2 = 50. Sample-pairs were generated in casesΣ0,0,Σ0.5,0.1 andΣ0.9,0.2 (see Table 1).
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Fig. 1. Clustering of a sample-pair generated under H0 , with p = 200, µ1 = µ2 = 0, Σ = Σ0.9,0.2 . Columns 1–50 correspond to sample 1; columns
51–100 correspond to sample 2. Each row corresponds to one variable. All the variables are clustered into 7 clusters.
(a) Sample-pair of H0 . (b) Sample-pair of H1 .
Fig. 2. Null distribution of statistic Tcs for (a) the sample-pair of Fig. 1 (H0); and (b) the sample-pair of Supplementary Fig. 1 (H1) (see Appendix A). Each
original statistic Tcs is marked with a solid line. Each Tcs,α (α = 0.05) is marked with a dashed line.
For a sample-pair generated under H0, each test statistic could be computed. The null distribution could be obtained by
random permutation resampling (B = 500 times). Fig. 2(a) shows the null distribution of Tcs for the sample-pair of Fig. 1
(generated under H0). The original statistic Tcs is marked with a solid line. The statistic of random permutation resampling
at level 1 − α, denoted as Tcs,α , is marked with a dashed line. If Tcs ≥ Tcs,α , a false positive sample-pair is accounted. The
proportion of the histogram on the right side of the original statistic Tcs is the p-value of the statistic. Tcs ≥ Tcs,α is equivalent
to p-value≤ α. α = 0.05 was used in this study.
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Table 1
Type I error rates of two-sample tests when n1 = n2 = 50 and α = 0.05.
Chung–Fraser Chen–Qin Srivastava–Du Srivastava Thulin Trs Tcs
p = 200 Σ0,0 0.065± 0.008a 0.066± 0.008 0.066± 0.008 0.065± 0.008 0.059± 0.008 0.064± 0.008
Σ0.5,0.1 0.050± 0.007 0.050± 0.007 0.048± 0.007 0.054± 0.007 0.049± 0.007 0.061± 0.008
Σ0.9,0.2 0.048± 0.007 0.049± 0.007 0.048± 0.007 0.055± 0.007 0.048± 0.007 0.059± 0.008
p = 1000 Σ0,0 0.060± 0.017 0.075± 0.019 0.060± 0.017 0.090± 0.020 0.085± 0.020 0.060± 0.017
Σ0.5,0.1 0.050± 0.015 0.050± 0.015 0.050± 0.015 0.080± 0.019 0.030± 0.012 0.050± 0.015
Σ0.9,0.2 0.085± 0.020 0.085± 0.020 0.085± 0.020 0.050± 0.015 0.035± 0.013 0.045± 0.015
a Each rate is accompanied by a standard error (the number after±).
Having generated many sample-pairs, one can calculate the false positive (type I error, p-value ≤ α) rates for the tests
(shown in Table 1). For each case of p = 200, 1000 sample-pairs were generated under the null hypothesis. For each case of
p = 1000, 200 sample-pairs were generated.
All tests have acceptable type I error rates.
3.5. Power study
The power of a test is the true positive rate under the alternative hypothesis H1 : µ1 ≠ µ2.
For a sample-pair generated under H1, each test statistic could be computed. The null distribution could be obtained by
random permutation resampling. Fig. 2(b) shows the null distribution of Tcs for the sample-pair of Supplementary Fig. 1
(generated under H1) (see Appendix A). If Tcs ≥ Tcs,α (p-value≤ α), a true positive sample-pair is observed.
Having generated many sample-pairs, one can count the sample-pairs of true positive and calculate the true positive
rates (powers) for the tests. The powers of the tests as functions of the resulting Euclidean distance ∥µ1 − µ2∥ are shown
in Figs. 3 and 4. We generated 1000 sample-pairs for each case of p = 200 and 200 sample-pairs for each case of p = 1000.
The Chung–Fraser, Chen–Qin, and Srivastava–Du tests are not based on correlation structure. They worked well forΣ0,0.
However, forΣ0.5,0.1 andΣ0.9,0.2, the powers became poorer and poorer.
The Srivastava test gained a little power from the correlation structure. When p = 200, its powers were lower than or
equal to the three non-correlation tests forΣ0,0 andΣ0.5,0.1 andwere higher than the three non-correlation tests forΣ0.9,0.2.
When p = 1000, its powers were lower than the three non-correlation tests except in the case of m = 8 for Σ0.5,0.1 and
Σ0.9,0.2.
The powers of Thulin’s random subspaces test were universally higher than the test of Srivastava. The powers of Thulin’s
test were a little bit lower than the three non-correlation tests forΣ0,0 and became more and more superior to those of the
three non-correlation tests as the correlation increased, except in the case of p = 1000, m = 40, Σ0.5,0.1 (Fig. 4(d)), where
the powers were approximately equal to the three non-correlation tests.
The cluster subspaces test worked well forΣ0,0 as well as forΣ0.5,0.1 andΣ0.9,0.2. Its powers were obviously higher than
the three non-correlation tests for Σ0.5,0.1 and Σ0.9,0.2. When p = 200, the cluster subspaces test had performance similar
to Thulin’s test. When p = 1000, the cluster subspaces test offered higher power than Thulin’s test in the case of high
correlation (Σ0.9,0.2) or a high number of shifted variables (m = 40).
4. Analysis of a breast cancer dataset
The above tests were also used to analyze a public dataset of breast cancer.
Gravier et al. (2010) studied patients with small node-negative breast carcinoma without axillary lymph node
involvement (T1T2N0 tumors, dataset GSE19159). They examined 2905 gene expression levels from 168 patients using
comparative genomic hybridization arrays. Their sample consisted of n1 = 111 patients with no event at 5 years after
diagnosis (good-outcome) and n2 = 57 patients with early metastasis (poor-outcome); therefore, kc = 110.
We applied the tests to three gene-sets from the data. The first was a set of p = 374 genes located on chromosome 1;
the second, a set of p = 233 genes located on chromosome 2; the third, a set of p = 191 genes located on chromosome 12.
The hierarchical clustering of the genes is shown in Fig. 5, Supplementary Figs. 2 and 3 (see Appendix A). According to
Algorithm 1, the 374 genes of chromosome 1 were clustered into 12 clusters based on the cutoff distance, in which the
2nd cluster contained 128 genes (greater than kc) and was further clustered into two sub-clusters 2a, 2b. Similarly, the 233
genes of chromosome 2 were clustered into 15 clusters based on the cutoff distance; the 191 genes of chromosome 12 were
clustered into 12 clusters, and each of the clusters contained genes less than kc .
We used k = 83, B1 = 100 (dimension, number of random subspaces for Thulin’s test, Thulin, 2014) and a maximum
B = 1,000,000 (number of random permutation resamplings) for computing the p-values.
By comparing the real test statistics with those of random permutation resampling, p-values could be obtained (shown
in Table 2). Highly significant differences in the gene expression levels of the two patient groups were found for all three
gene-sets. The Srivastava test gained some benefit from gene dependence. The random subspaces test and cluster subspaces
test were more significant.
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(a)Σ0,0, p = 200, m = 1. (b)Σ0,0, p = 200, m = 8.
(c)Σ0.5,0.1, p = 200, m = 1. (d)Σ0.5,0.1, p = 200, m = 8.
(e)Σ0.9,0.2, p = 200, m = 1. (f)Σ0.9,0.2, p = 200, m = 8.
Fig. 3. The power of each test when p = 200, n1 = n2 = 50.
Table 2
P-values of two-sample tests for Gravier et al. (2010) data.
p P-value
Chung–Fraser Chen–Qin Srivastava–Du Srivastava Thulin Trs Tcs
Chromosome 1 374 0.044 0.164 0.044 0.0001 0.000001a <0.000001
Chromosome 2 233 0.024 0.041 0.025 0.005 <0.000001a <0.000001
Chromosome 12 191 0.015 0.017 0.016 0.021 <0.000001a 0.000009
a Consistent with the results of Thulin (2014).
Test statistic Tcs was also applied to each gene-set of the obtained clusters from chromosomes 1, 2, and 12. The results
are shown in Tables 3–5 and Fig. 6. For chromosome 1, the overall statistic was mainly contributed from its 6th cluster; for
chromosome 2, mainly from its 3rd cluster; for chromosome 12, mainly from its 6th cluster.
5. Discussion
In the case of Σ0,0, the three non-correlation tests (using diagonal estimators of Σ) worked well; their powers were
slightly higher than those of the random subspaces test (see Figs. 3 and 4). Although Hotelling’s statistics could be computed
in the subspaces, their performanceswere poorer at higher dimension (Bai and Saranadasa, 1996). As for the non-correlation
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(a)Σ0,0, p = 1000, m = 8. (b)Σ0,0, p = 1000, m = 40.
(c)Σ0.5,0.1, p = 1000, m = 8. (d)Σ0.5,0.1, p = 1000, m = 40.
(e)Σ0.9,0.2, p = 1000, m = 8. (f)Σ0.9,0.2, p = 1000, m = 40.
Fig. 4. The power of each test when p = 1000, n1 = n2 = 50.
Table 3
Results from applying Tcs to gene-sets of chromosome 1 and its clusters.
p Tcs R P-value
Chromosome 1 374 1316 7.62 <0.000001
Cluster 1 1 4.8 2.68 0.03
Cluster 2 128 344.2 3.99 0.0008
Cluster 2a 63 189.7 3.98 0.001
Cluster 2b 65 154.5 2.04 0.03
Cluster 3 9 16.7 1.58 0.07
Cluster 4 12 7.3 −1.07 0.87
Cluster 5 1 0.0 −0.69 0.90
Cluster 6 102 626.9 6.09 0.00008a
Cluster 7 42 131.5 5.54 0.00006
Cluster 8 12 16.4 0.64 0.23
Cluster 9 60 159.9 3.20 0.005
Cluster 10 1 0.0 −0.71 0.97
Cluster 11 4 6.3 0.77 0.19
Cluster 12 2 2.0 −0.02 0.37
R = (Tcs − T cs,0)/STcs,0 , where T cs,0 , STcs,0 are the mean and variance of the
null distribution.
a The most contributing cluster.
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Fig. 5. Clustering of genes located on chromosome 1. Columns 1–111 correspond to sample 1 (good-outcome); columns 112–168 correspond to sample 2
(poor-outcome).
Table 4
Results from applying Tcs to gene-sets of chromosome 2 and its clusters.
p Tcs R P-value
Chromosome 2 233 796.9 7.77 <0.000001
Cluster 1 1 0.1 −0.66 0.79
Cluster 2 47 106.1 2.63 0.01
Cluster 3 82 381.2 6.49 0.00002a
Cluster 4 1 1.0 0.02 0.31
Cluster 5 2 5.5 1.71 0.07
Cluster 6 71 246.5 4.71 0.0003
Cluster 7 10 9.9 −0.17 0.51
Cluster 8 4 26.8 7.75 0.00005
Cluster 9 4 5.4 0.42 0.27
Cluster 10 1 1.3 0.19 0.26
Cluster 11 1 0.0 −0.70 0.9
Cluster 12 2 3.2 0.57 0.21
Cluster 13 4 5.7 0.55 0.23
Cluster 14 1 0.9 −0.11 0.36
Cluster 15 2 3.3 0.62 0.20
a The most contributing cluster.
tests, equivalent subspaces of one dimension were used, and better performances were obtained due to the low dimension
in the casewhere therewas no correlation between variables. For the cluster subspaces test, a cutoff (rc = 0.376 for p = 200,
rc = 0.437 for p = 1000) was used. Therefore, in the case of Σ0,0 (no correlation), only about one pair of variables might
be grouped together due to statistical fluctuations. For example, Supplementary Fig. 4 is a sample-pair generated under H0
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Table 5
Results from applying Tcs to gene-sets of chromosome 12 and its clusters.
p Tcs R P-value
Chromosome 12 191 573.7 6.08 0.000009
Cluster 1 2 1.6 −0.21 0.45
Cluster 2 1 0.1 −0.61 0.71
Cluster 3 3 4.1 0.39 0.27
Cluster 4 1 0.6 −0.31 0.45
Cluster 5 42 78.7 1.61 0.07
Cluster 6 79 367.1 6.78 0.000007a
Cluster 7 1 0.1 −0.66 0.75
Cluster 8 3 3.9 0.35 0.28
Cluster 9 1 0.0 −0.72 0.99
Cluster 10 2 2.0 0.00 0.38
Cluster 11 54 115.3 1.95 0.04
Cluster 12 2 0.3 −0.84 0.85
a The most contributing cluster.
(a) Chromosome 1. (b) Chromosome 2. (c) Chromosome 12.
(d) Chromosome 1 cluster 6. (e) Chromosome 2 cluster 3. (f) Chromosome 12 cluster 6.
Fig. 6. Tcs and the null distribution for gene-sets of chromosomes 1, 2, and 12 and the most contributing clusters.
with p = 200, µ1 = µ2 = 0, Σ = Σ0,0 (see Appendix A). Only two pairs of variables were grouped together, and the
remaining 196 variables each formed a subspace of one dimension. As a result, the power of the cluster subspaces test was
similar to the three non-correlation tests and was somewhat higher than the random subspaces test.
In the cases of Σ0.5,0.1 and Σ0.9,0.2, having utilized the correlations between the variables, Thulin’s random subspaces
test became more and more superior to the three non-correlation tests as the correlation increased (see Figs. 3 and 4). For
the cluster subspace test, the variables of each block would at first be clustered together due to the high correlations. The
next step concerned the correlations between the blocks. According to the algorithmof clustering, the correlation coefficient
of two blocks equals the average correlation coefficient between all pairs of variables in the two blocks. So, the statistical
fluctuations of the correlation coefficients between blocks decrease due to the average effect. For example, Supplementary
Fig. 5 is a sample-pair generated under H0 with p = 200, µ1 = µ2 = 0,Σ = Σ0.5,0.1 (see Appendix A). As the correlations
between the blocks were small (the expected values were b = 0.1) and the fluctuations decreased, none of the 8 blocks was
grouped together. Fig. 1 shows a sample-pair generated under H0 withΣ = Σ0.9,0.2. As the correlations between the blocks
were larger (the expected values were b = 0.2), a pair of blocks were clustered together by fluctuation, with size 50, which
was less than n (=98) and kc (=65). So, the clustering method can group the variables successfully. High power would be
obtained due to highly correlated variables being clustered together.
We have also reduced kc by half, while the power of the test is almost unaffected.
The proposed test typically uses fewer subspaces than Thulin’s test, and the hierarchical clustering is performed only
once (for the original sample-pair) in each test. Therefore, it speeds up the computational time considerably (see Table 6).
J. Zhang, M. Pan / Computational Statistics and Data Analysis 97 (2016) 87–97 97
Table 6
Mean execution time (s) for a single test (n1 = n2 = 50, B = 500 permutations).
Random subspaces test (B1 = 100) Clustering subspaces test
p = 200 13.6 0.9 (including 0.1 s for clustering)
p = 1000 14.1 4.8 (including 0.2 s for clustering)
6. Conclusions
This study proposed a test that can make more efficient use of covariance structure at high dimension.
Hierarchical clustering is performed such that highly correlated variables are grouped together; the high dimension data
are also projected to cluster subspaces of lower dimension in which Hotelling’s statistics can be computed.
A cutoff distance was used in calculating clusters, and the effect of statistical fluctuations was restrained.
High performance was demonstrated in simulations and real data analysis.
Appendix A. Supplementary material
Supplementary Figures, the Matlab code for performing the new test and an example of computing the test power with
Monte Carlo samples are included in the supplementary material and can be found online.
Supplementary material related to this article can be found online at http://dx.doi.org/10.1016/j.csda.2015.12.004.
References
Anderson, T.W., 1984. An Introduction to Multivariate Statistical Analysis. Wiley and Sons, New York.
Bai, Z., Saranadasa, H., 1996. Effect of high dimension: by an example of a two sample problem. Statist. Sinica 6, 311–329.
Cai, T., Liu, W.D., Xia, Y., 2014. Two-sample test of high dimensional means under dependence. J. R. Stat. Soc. Ser. B 76, 349–372. http://onlinelibrary.wiley.
com/doi/10.1111/rssb.12034/full.
Chen, S.X., Qin, Y.L., 2010. A two-sample test for high-dimensional data with applications to gene-set testing. Ann. Statist. 38, 808–835. http://dx.doi.org/
10.1214/09-AOS716.
Chung, J.H., Fraser, D.A.S., 1958. Randomization tests for a multivariate two-sample problem. J. Amer. Statist. Assoc. 53, 729–735.
Dempster, A.P., 1958. A high dimensional two sample significance test. Ann. Math. Statist. 29, 995–1010.
Dempster, A.P., 1960. A significance test for the separation of two highly multivariate small samples. Biometrics 16, 41–50.
Eisen, M.B., Spellman, P.T., Brown, P.O., Botstein, D., 1998. Cluster analysis and display of genome-wide expression patterns. Proc. Natl. Acad. Sci. 95,
14863–14868.
Gravier, E., Pierron, G., Vincent-Salomon, A., Gruel, N., Raynal, V., Savignoni, A., De Rycke, Y., Pierga, J.-Y., Luchessi, C., Reyal, F., Fourquet, A., Roman-Roman,
S., Radvanyi, F., Sastre-Garau, X., Asselain, B., Delattre, O., 2010. A prognostic DNA signature for T1T2 node-negative breast cancer patients. Genes
Chromosom. Cancer 49, 1125–1134. http://onlinelibrary.wiley.com/doi/10.1002/gcc.20820/full.
Lopes, M.E., Jacob, L.J., Wainwright, M.J., 2011. A more powerful two-sample test in high dimensions using random projection. In: Conference Paper,
Advances in Neural Information Processing Systems, NIPS.
Lopes, M.E., Jacob, L.J., Wainwright, M.J., 2012. A more powerful two-sample test in high dimensions using random projection, 17 Mar 2012.
arXiv:1108.2401v2 [math.ST] http://arxiv.org/abs/1108.2401v2.
Muirhead, R.J., 2005. Aspects of Multivariate Statistical Theory. Wiley-Interscience.
Norman, G.R., Streiner, D.L., 2008. Biostatistics: The Bare Essentials, third ed. B.C. Decker Inc., Hamilton, Ontario, Canada.
Shen, Y., Lin, Z., 2015. An adaptive test for the mean vector in large-p-small-n problems. Comput. Statist. Data Anal. 89, 25–38. http://dx.doi.org/10.1016/j.
csda.2015.03.004.
Srivastava, M.S., 2007. Multivariate theory for analyzing high dimensional data. J. Japan Statist. Soc. 37, 53–86.
Srivastava, M.S., Du, M., 2008. A test for the mean vector with fewer observations than the dimension. J. Multivariate Anal. 99, 386–402.
Thulin, M., 2014. A high-dimensional two-sample test for the mean using random subspaces. Comput. Statist. Data Anal. 74, 26–38. http://dx.doi.org/10.
1016/j.csda.2013.12.003.
