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Abstract
We are interested in the long-time behavior of a diploid population with sexual re-
production, characterized by its genotype composition at one bi-allelic locus. The
population is modeled by a 3-dimensional birth-and-death process with competition,
cooperation and Mendelian reproduction. This stochastic process is indexed by a scal-
ing parameter K that goes to infinity, following a large population assumption. When
the birth and natural death parameters are of order K, the sequence of stochastic
processes indexed by K converges toward a slow-fast dynamics. We indeed prove
the convergence toward 0 of a fast variable giving the deviation of the population
from Hardy-Weinberg equilibrium, while the sequence of slow variables giving the
respective numbers of occurrences of each allele converges toward a 2-dimensional dif-
fusion process that reaches (0, 0) almost surely in finite time. We obtain that the
population size and the proportion of a given allele converge toward a generalized
Wright-Fisher diffusion with varying population size and diploid selection. Using a
non trivial change of variables, we next study the absorption of this diffusion and
its long time behavior conditioned on non-extinction. In particular we prove that
this diffusion starting from any non-trivial state and conditioned on not hitting (0, 0)
admits a unique quasi-stationary distribution. We finally give numerical approxima-
tions of this quasi-stationary behavior in three biologically relevant cases: neutrality,
overdominance, and separate niches.
Keywords: Diploid populations; Generalized Wright-Fisher diffusion processes; Stochastic slow-fast dy-
namical systems; Quasi-stationary distributions; Allele coexistence.
1 Introduction
We study the diffusion limit and quasi-stationary behavior of a population of diploid individu-
als modeled by a non-linear 3-type birth-and-death process with competition, cooperation and
Mendelian reproduction. Individuals are characterized by their genotype at one locus for which
there exist 2 alleles, A and a. We study the genetic evolution of the population, i.e. the dynamics
of the respective numbers of individuals with genotype AA, Aa, and aa. Following an infinite
∗coron@cmap.polytechnique.fr, corresponding author
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population size approximation (see also Fournier and Méléard (2004) and Champagnat (2006) for
instance) we assume that the initial number of individuals is of order K where K is a scale param-
eter that will go to infinity. The population is then modeled by a 3-type birth-and-death process
denoted by νK = (νKt , t ≥ 0) and we consider the sequence of stochastic processes ZK = νK/K .
At each time t and for all K , we define the deviation Y Kt of the population ZKt from a so-called
Hardy-Weinberg equilibrium. We are interested in the convergence of the sequence of stochastic
processes ZK when the individual birth and natural death rates are assumed to be both equivalent
to γK , with γ > 0 (see Section 3 and Champagnat et al. (2006) for a biological interpretation).
In Section 3 we first establish some conditions on the competition and cooperation parameters so
that the sequence of population sizes satisfies a moment propagation property. Next, we prove
the convergence of the sequence of stochastic processes ZK toward a slow-fast dynamics (see
Méléard and Tran (2012) or Ball et al. (2006) for other examples of such dynamics and Kurtz
(1992) and Berglund and Gentz (2005) for treatments of slow-fast scales in diffusion processes).
More precisely, we prove that for all t > 0, the sequence of random variables (Y Kt )K∈N∗ goes
to 0 when K goes to infinity, while the sequence of processes (NKt ,XKt )t≥0 giving respectively
the population size and the proportion of allele A converges in law toward a "slow" 2-dimensional
diffusion process (Nt,Xt)t≥0. This limiting diffusion (N,X) can be seen as a generalized Wright-
Fisher diffusion with varying population size and diploid selection. In Section 4, we first find an
appropriate change of variables S = (f1(N,X), f2(N,X)) such that S is a Kolmogorov diffusion
process evolving in a subset D of R2. We prove that the stochastic process S is absorbed in the
set A ∪B ∪ 0 almost surely in finite time, where A, B and 0 correspond respectively to the sets
where X = 1 (fixation of allele A), X = 0 (fixation of allele a), and N = 0 (extinction of the
population). Next, following Cattiaux et al. (2009) and Cattiaux and Méléard (2009), we study the
quasi-stationary behavior of the diffusion process (St)t≥0 conditioned on the non extinction of the
population, i.e. on not reaching 0. First, the diffusion process (St)t≥0 conditioned on not reaching
A ∪ B ∪ 0 admits a Yaglom limit. Second, if S0 /∈ A ∪ B ∪ 0 then the law of St conditioned
on {St /∈ 0} converges when t goes to infinity toward a distribution which is independent from
S0. Finally in Section 5, we present numerical applications and study the long-time coexistence
of the two alleles, in three biologically relevant cases: a pure competition neutral case, a case
in which each genotype has its own ecological niche, and an overdominance case. In particular,
we show that a long-term coexistence of alleles is possible even in some full competition cases,
which is not true for haploid clonal reproduction (Cattiaux and Méléard (2009)). Note that for the
sake of simplicity, most proofs of this article are given in the main text for the neutral case where
demographic parameters do not depend on the types of individuals, and the calculations for the
non-neutral case are given in Appendix A.
2 Model and deterministic limit
2.1 Model
We consider a population of diploid hermaphroditic individuals characterized by their genotype at
one bi-allelic locus, whose alleles are denoted by A and a. Individuals can then have one of the
three possible genotypes AA, Aa, and aa, (also called types 1, 2, and 3). The population at any
time t is represented by a 3-dimensional birth-and-death process giving the respective numbers of
individuals with each genotype. As in Fournier and Méléard (2004), Champagnat and Méléard
(2011) or Collet et al. (2013), we consider an infinite population size approximation. To this
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end we introduce a scaling parameter K ∈ N∗ that will go to infinity, and we denote by νK =
((ν1,Kt , ν
2,K
t , ν
3,K
t ), t ≥ 0) the population indexed by K . The initial numbers of individuals of
each type ν1,K0 , ν
2,K
0 and ν
3,K
0 will be of order K and we then consider the sequence of rescaled
stochastic processes
(
ZKt
)
t≥0 =
(
Z1,Kt , Z
2,K
t , Z
3,K
t
)
t≥0
=
(
νKt
K
)
t≥0
that gives at each time t the respective numbers of individuals weighted by 1/K , and with geno-
types AA, Aa, and aa. The rescaled population size at time t is denoted by
NKt = Z
1,K
t + Z
2,K
t + Z
3,K
t ∈
Z+
K
, (2.1)
and the proportion of allele A at time t is denoted by
XKt =
2Z1,Kt + Z
2,K
2(Z1,Kt + Z
2,K
t + Z
3,K
t )
. (2.2)
As in Coron (2013) or Collet et al. (2013), the jump rates of Z model Mendelian panmictic repro-
duction. More precisely, if we set e1 = (1, 0, 0), e2 = (0, 1, 0) and e3 = (0, 0, 1), then for all
i ∈ {1, 2, 3}, the rates λKi (Z) at which the stochastic process ZK jumps from z = (z1, z2, z3) ∈(
Z+
K
)3
to z + ei/K , as long as z1 + z2 + z3 = n 6= 0, are given by:
λK1 (z) =
KbK1
n
(
z1 +
z2
2
)2
,
λK2 (z) =
KbK2
n
2
(
z1 +
z2
2
)(
z3 +
z2
2
)
,
λK3 (z) =
KbK3
n
(
z3 +
z2
2
)2
.
(2.3)
These birth rates are naturally set to 0 if n = 0 and the demographic parameters bKi ∈ R+
are called birth demographic parameters. Now individuals can die naturally and either compete
or cooperate with other individuals, depending on the genotype of each individual. More pre-
cisely, for all i ∈ {1, 2, 3}, the rates µKi (z) at which the stochastic process ZK jumps from
z = (z1, z2, z3) ∈ (Z+)3/K to z − ei/K for i ∈ {1, 2, 3} are given by:
µK1 (z) = Kz1(d
K
1 +K(c
K
11z1 + c
K
21z2 + c
K
31z3))
+,
µK2 (z) = Kz2(d
K
2 +K(c
K
12z1 + c
K
22z2 + c
K
32z3))
+,
µK3 (z) = Kz3(d
K
3 +K(c
K
13z1 + c
K
23z2 + c
K
33z3))
+.
(2.4)
where the interaction (competition or cooperation) demographic parameters cKij are arbitrary real
numbers and (x)+ = max(x, 0) for any x ∈ R. If cKij > 0 (resp. cKij < 0), then individuals
with type i have a negative (resp. positive) influence on individuals of type j. The demographic
parameter dKi ∈ R+ is called the intrinsic death rate of individuals of type i. From now on, we
say that the stochastic process ZK is neutral for a given K ∈ N∗ if its demographic parameters do
not depend on the types of individuals, i.e.
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bKi = b
K , dKi = d
K and cKij = cK ∀i, j ∈ {1, 2, 3}. (2.5)
Note that for any fixed K ∈ N∗, the pure jump process ZK is well defined for all t ∈ R+. Indeed,
NK is stochastically dominated by a rescaled pure birth process NK that jumps from n ∈ Z+/K
to n+ 1/K at rate (max
i
bKi )Kn and, from Theorem 10 in Méléard and Villemonais (2012), N
K
does not explode almost surely. The stochastic process ZK is then a (Z+)
3
K -valued pure jump
Markov process absorbed at (0, 0, 0), defined for all t ≥ 0 by
ZKt = Z
K
0 +
∑
i∈{1,2,3}
[∫ t
0
ei
K
1{θ≤λKi (ZKs− )}
ηi1(ds, dθ)−
∫ t
0
ei
K
1{θ≤µKi (ZKs− )}
ηi2(ds, dθ)
]
where the measures ηij for i ∈ {1, 2, 3} and j ∈ {1, 2} are independent Poisson point measures
on (R+)
2 with intensity dsdθ. For any K , the law of ZK is therefore a probability measure
on the trajectory space D(R+, (Z+)3/K) which is the space of left-limited and right-continuous
functions from R+ to (Z+)3/K , endowed with the Skorohod topology. Finally, the extended
generator LK of ZK satisfies for every bounded measurable function f from (Z+)3/K to R and
for every z ∈ (Z+)3K :
LKf(z) =
∑
i∈{1,2,3}
[
λKi (z)
(
f
(
z +
ei
K
)
− f(z)
)
+ µKi (z)
(
f
(
z − ei
K
)
− f(z)
)]
. (2.6)
To end with the model description, let us introduce for all K ∈ N∗ the stochastic processes Y K
such that for every t ≥ 0, as long as NKt > 0,
Y Kt =
4Z1,Kt Z
3,K
t − (Z2,Kt )2
4NKt
. (2.7)
If NKt = 0, we set Y Kt = 0 as |Y Kt | ≤ NKt for all t ≥ 0. This stochastic process will play a main
role in the article and note first that:
Y Kt = Z
1,K
t −
(2Z1,Kt + Z
2,K
t )
2
4NKt
=
(
pAA,Kt − (pA,Kt )2
)
NKt
if pA,Kt (resp. pAA,Kt ) is the proportion of allele A (resp. genotype AA) in the population at time
t. Similarly,
Y Kt =
(
paa,Kt − (pa,Kt )2
)
NKt =
(
2pA,Kt p
a,K
t − pAa,Kt
)
NKt .
Then if Y Kt = 0, the proportion of each genotype in the population ZKt is equal to the proportion
of pairs of alleles forming this genotype. By an abuse of language, if Y Kt = 0 we say that the
population ZKt is at Hardy-Weinberg equilibrium (Crow and Kimura (1970), p. 34). In the rest
of the article, we will see that the quantities of interest in this model are the population size NK ,
the deviation from Hardy-Weinberg equilibrium Y K and the proportion XK of allele A. More
precisely, the following lemma gives the change of variable:
Lemma 2.1. Let us set for all z = (z1, z2, z3) ∈ (R+)3 \ {(0, 0, 0)},
φ1(z) = z1 + z2 + z3, φ2(z) =
2z1 + z2
2(z1 + z2 + z3)
and φ3(z) =
4z1z3 − (z2)2
4(z1 + z2 + z3)
.
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Then the function
φ : (R+)
3 \ {(0, 0, 0)} → E
z 7→ φ(z) = (φ1(z), φ2(z), φ3(z))
where E = {(n, x, y)|n ∈ R∗+, x ∈ [0, 1],−nmin(x2, (1−x)2) ≤ y ≤ nx(1−x)} is a bijection.
Note that φ(ZK) = (NK ,XK , Y K), where NK , XK , and Y K have been respectively defined in
Equations (2.1), (2.2) and (2.7).
Proof. We easily obtain that (n, x, y) = φ(z1, z2, z3) if and only if
z1 = nx
2 + y, z2 = 2nx(1− x)− 2y and z3 = n(1− x)2 + y, (2.8)
which gives the injectivity. Next, for any (n, x, y) such that n ∈ R∗+, x ∈ [0, 1] and
−nmin(x2, (1 − x)2) ≤ y ≤ nx(1 − x), z = (z1, z2, z3) defined by Equation (2.8) is in
(R+)
3 \ {(0, 0, 0)} which gives the surjectivity.
2.2 Convergence toward a deterministic system
This section aims at understanding the behavior of the population when the birth and natural death
parameters do not depend on K . The results obtained at this scaling will indeed give an intuition
of the behavior of the population when bi,K and di,K are of order K , which is studied in Section
3. In particular, we prove in this section a long-time convergence of the population toward Hardy-
Weinberg equilibrium.
We consider a particular case of the scaling considered in Section 3 of Collet et al. (2013). More
precisely, we set:
bKi = β ∈ R∗+
dKi = δ ∈ R+
KcKij = α ∈ R+
ZK0 −→
K→∞
Z0 in law,
where Z0 is a deterministic vector of (R+)3. Note that the process ZK is neutral for all K ∈ N∗.
For all i ∈ {1, 2, 3} and z = (z1, z2, z3) ∈ (R+)3 we now denote by λ∞i (z) (resp. µ∞i (z)) the
limit of the rescaled birth (resp. death) rate (see Equations (2.3) and (2.4)):
λ∞i (z) = lim
K→∞
λKi (z)
K
and µ∞i (z) = lim
K→∞
µKi (z)
K
.
For instance, if we set (n, x, y) = φ(z) where φ has been defined in Lemma 2.1, we get
λ∞1 (z) = βnx
2 and µ∞1 (z) = (δ + αn)z1.
Here, Proposition 3.2 in Collet et al. (2013) (see also Theorem 5.3 of Fournier and Méléard (2004))
gives that for all T > 0, the sequence of stochastic processes (ZKt , t ∈ [0, T ])K∈Z∗+ converges
in law in D([0, T ], (R+)3) toward a deterministic limit Z = (Z1,Z2,Z3), which is the unique
continuous solution of the differential system:
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

dZ1t
dt = λ
∞
1 (Zt)− µ∞1 (Zt)
dZ2t
dt = λ
∞
2 (Zt)− µ∞2 (Zt)
dZ3t
dt = λ
∞
3 (Zt)− µ∞3 (Zt).
(2.9)
A solution of this system does not appear immediately, but using the change of variables φ intro-
duced in Lemma 2.1, we obtain that φ(Z) = (N ,X ,Y) satisfies the
Proposition 2.2. (i) If β = δ then
Nt = N0
αN0t+ 1 , ∀t ≥ 0. (2.10)
Else
Nt = (β − δ)N0e
(β−δ)t
(β − δ) + αN0(e(β−δ)t − 1)
∀t ≥ 0. (2.11)
(ii) For all t ≥ 0, Xt = X0.
(iii) If α = 0 then Yt = Y0e−δt for all t ≥ 0.
If α 6= 0 and β = δ then Yt = (Y0 − ln (1 + αN0t)) e−δt for all t ≥ 0.
If α 6= 0, β 6= δ and N0 = β−δα , then Yt = Y0e−βt for all t ≥ 0.
Finally if α 6= 0, β 6= δ and N0 6= β−δα then for all t ≥ 0 and if C = Y01−αN0
β−δ
,
Yt = Ce−δt
(
1− αN0e(β−δ)t
(β−δ)+αN0(e(β−δ)t−1)
)
for all t ≥ 0
Proof. N is solution of the logistic equation dNt/dt = (β − δ − αNt)Nt whose unique
solution is given for β 6= δ and α 6= 0 in Verhulst (1844). We then have Equation (2.11)
that remains true if α = 0 and β 6= δ. If β = δ we easily find that the unique solution of
the equation dNt/dt = −αN 2t is given by Equation (2.10). Therefore, Nt > 0 for all t ≥ 0.
Then, using the System of equations (2.9), we find that dXt/dt = 0 for all t ≥ 0 which gives
(ii). Finally for (iii), Y is solution of the differential equation dYt/dt = −(δ + αNt)Yt. If
α = 0 the solution is clear. If α 6= 0 and β = δ we find the result by looking for a solution
of the form C(t)e−δt and from Equation (2.10). If α 6= 0, β 6= δ and N0 = β−δα , then
from Equation (2.11), Nt = N0 for all t and the solution follows. Finally if α 6= 0, β 6= δ
and N0 6= β−δα , looking for a solution of the form Yt = Ce−δt + B(t)e
(β−δ)t
(β−δ)+αN0(e(β−δ)t−1) with
B(t) = De−δt we find the result.
Note that, in this scaling, the population does no get extinct in finite time and the proportion of
allele A remains constant. Besides, Yt goes to 0 when t goes to infinity, which gives a long-
time convergence of the population toward Hardy-Weinberg equilibrium. We therefore observe
biodiversity conservation but can not study the Darwinian evolution of the population, since none
of the two alleles will eventually disappear. These points are due to the fact that the population is
neutral and to the large population size assumption (Crow and Kimura (1970), p. 34).
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3 Convergence toward a slow-fast stochastic dynamics
In this section, we investigate a new scaling under which the population size and proportion
of allele a evolve stochastically with time (in particular the population can get extinct and one
of the two alleles can eventually get fixed), while the population still converges rapidly toward
Hardy-Weinberg equilibrium. The results we obtain then provide a rigorous justification of the as-
sumption of Hardy-Weinberg equilibrium which is often made when studying large populations.
However we will explain that this result does not mean that the genetic composition of a diploid
population can always be reduced to a set of alleles.
We assume that birth and natural death parameters are of order K , while ZK0 converges in law
toward a random vector Z0. More precisely, we set for γ > 0:
bi,K = γK + βi ∈ [0,∞[
di,K = γK + δi ∈ [0,∞[
cKij =
αij
K
∈ R
ZK0 →
K→∞
Z0 in law,
where Z0 is a (R+)3-valued random variable. This means that the birth and natural death events are
now happening faster, which will introduce some stochasticity in the limiting process. The results
presented in Proposition 2.2 suggest that under these conditions, Y K will be a "fast" variable that
converges directly toward the long time equilibrium of Y (equal to 0), while XK and NK will
be "slow" variables, converging toward a non deterministic process. First, we need a moment
propagation property. It is not true for all values of the interaction parameters αij and in particular
when αii ≤ 0 for any i ∈ {1, 2, 3}, i.e. when individuals with a same given genotype cooperate
or do not compete. For any z = (z1, z2, z3) ∈ (R+)3, let g(z) =
∑
i,j∈{1,2,3}
αijzizj . We establish
the following:
Proposition 3.1. If g(z) > 0 for all z ∈ (R+)3 \ {(0, 0, 0)} and if, for any k ∈ Z+, there
exists a constant C0 such that for all K ∈ N∗, E((NK0 )k)) ≤ C0, then
(i) There exists a constant C such that sup
K
sup
t≥0
E((NKt )
k)) ≤ C.
(ii) For all T < +∞, there exists a constant CT such that sup
K
E
(
sup
t≤T
(NKt )
k
)
≤ CT .
Proof. Assume that g(z) > 0 for all z ∈ (R+)3 \ {(0, 0, 0)}. Note that g writes
g(z) = φ1(z)
2
∑
i,j∈{1,2,3}
αijpipj := φ1(z)
2f(p1, p2, p3)
where φ1 has been defined in Lemma 2.1 and pi = zi/φ1(z) for all i ∈ {1, 2, 3}. If g(z) > 0
for all z ∈ (R+)3 \ {(0, 0, 0)}, the function f is then non-negative and continuous on
{(p1, p2, p3) ∈ [0, 1]3|p1+p2+p3 = 1} which is a compact set. Then f reaches its minimum
m ≥ 0. Now if there exists (p1, p2, p3) such that f(p1, p2, p3) = 0 then for any n > 0,
g(np1, np2, np3) = 0 and (np1, np2, np3) ∈ (R+)3 \ {(0, 0, 0)} which is impossible. Then
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m > 0, g(z) ≥ mφ1(z)2, and µK1 (z)+µK2 (z)+µK3 (z) ≥ (γK+inf
i
δi+mφ1(z))Kφ1(z) for all
z ∈ (R+)3. Then, for all K, NK is stochastically dominated by the logistic birth-and-death
process N
K
jumping from n ∈ Z+/K to n+1/K at rate (γK+ sup
i∈{1,2,3}
βi)Kn and from n
to n−1/K at rate (γK+ inf
i∈{1,2,3}
δi+mn)Kn. Finally, the sequence of stochastic processes
N
K
satisfies (i) and (ii), which gives the result (see respectively Lemma 1 of Champagnat
(2006) and the proof of Theorem 5.3 of Fournier and Méléard (2004)).
From now we assume the following hypotheses:
g(z) > 0 for all z ∈ (R+)3 \ {(0, 0, 0)}, (H1)
and a 3-rd-order moments conditions:
there exists C <∞ such that sup
K
E((NK0 )
3)) ≤ C. (H2)
In Section 4 we will consider only the symmetrical case where αij = αji for all i, j and give some
explicit sufficient conditions on the parameters αij so that (H1) is true.
The following proposition gives that (Y Kt , t ≥ 0) is a fast variable that converges toward the
deterministic value 0 when K goes to infinity.
Proposition 3.2. Under (H1) and (H2), for all s, t > 0, sup
t≤u≤t+s
E((Y Ku )
2) → 0 when K
goes to infinity.
Proof. Let us fix z = (z1, z2, z3) ∈ (R+)3 and set (n, x, y) = φ(z) where φ is defined in
Lemma 2.1. The extended generator LK of the jump process ZK applied to a measurable
real-valued function f (see Equation (2.6)) is decomposed as follows in z:
LKf(z) = γK2y
[
f
(
z − e1
K
)
− 2f
(
z − e2
K
)
+ f
(
z − e3
K
)]
+ γK2n (x)2
[
f
(
z +
e1
K
)
+ f
(
z − e1
K
)
− 2f (z)
]
+ γK22nx(1− x)
[
f
(
z +
e2
K
)
+ f
(
z − e2
K
)
− 2f (z)
]
+ γK2n (1− x)2
[
f
(
z +
e3
K
)
+ f
(
z − e3
K
)
− 2f(z)
]
+ β1Kn (x)
2
[
f
(
z +
e1
K
)
− f(z)
]
+ β2K2nx(1− x)
[
f
(
z +
e2
K
)
− f(z)
]
+ β3Kn(1− x)2
[
f
(
z +
e3
K
)
− f(z)
]
+K
∑
i∈{1,2,3}

δi + ∑
j∈{1,2,3}
αjizj

 zi [f (z − ei
K
)
− f(z)
]
+K
∑
i∈{1,2,3}

γK + δi + ∑
j∈{1,2,3}
αjizj


−
zi
[
f
(
z − ei
K
)
− f(z)
]
(3.1)
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where (x)− = max(−x, 0). Now if f = (φ3)2, then there exist functions gK1 , gK2 , and gK3
and a constant C1 such that for all z ∈ (R+)3,
f
(
z +
e1
K
)
− f(z) = −2f(z)
Kn
+
2z3y
Kn
+ gK1 (z)
f
(
z +
e2
K
)
− f(z) = −2f(z)
Kn
− z2y
Kn
+ gK2 (z)
f
(
z +
e3
K
)
− f(z) = −2f(z)
Kn
+
2z1y
Kn
+ gK3 (z)
with |gKi (z)| ≤ C1K2 for all i ∈ {1, 2, 3}. Finally, note that since γ > 0, there exists a positive
constant C2 such that for all i ∈ {1, 2, 3} and all z ∈ (R+)3,
1

(
γK+δi+
∑
j∈{1,2,3}
αjizj
)−
6=0


= 1{ ∑
j∈{1,2,3}
αjizj≤−γK−δi
}
≤ 1{∃j∈{1,2,3} :αji<0 , αjizj≤− γ3K− δi3 } ≤ 1{φ1(z)≥C2K}.
Therefore, there exists a positive constant C3 such that
LK (φ3)
2 (z) ≤ −2γK (φ3)2 (z) + C3
[
(φ1(z))
2(φ1(z) +K1{φ1(z)≥C2K}) + 1
]
.
Now from Proposition 3.1 and Markov inequality, under (H1) and (H2), there exists a
constant C such that sup
K
sup
t≥0
E
(
C3
[
(NKt )
2(NKt +K1{NKt ≥C2K}) + 1
])
≤ C. Therefore
from the Kolmogorov forward equation, since 0 ≤ (Y Kt )2 ≤ (NKt )2 for all t and from
Proposition 3.1,
dE
(
(Y Kt )
2
)
dt
≤ −2γKE ((Y Kt )2)+ C.
This gives for all t ≥ 0, ddt
(
e2γKtE
(
(Y Kt )
2
)) ≤ Ce2γKt. Then by integration,
E
(
(Y Kt )
2
) ≤ E((Y K0 )2) e−2γKt + C2γK − C2γK e−2γKt
≤ E ((NK0 )2) e−2γKt + C2γK − C2γK e−2γKt, which gives the result.
In particular, under (H1) and (H2) and for all t > 0, Y Kt converges in L2 to 0. We say that Y K is
a fast variable compared to the vector (NK ,XK) whose behavior is now studied. Let us introduce
the following notation for all z = (z1, z2, z3) ∈ (R+)3:
ψ1(z) = 2z1 + z2 and ψ2(z) = 2z3 + z2.
Note that ψ1(ZKt ) = 2NKt XKt (resp. ψ2(ZKt ) = 2NKt (1 − XKt )) is the rescaled number of
allele A (resp. a) in the rescaled population ZK at time t. For any K ∈ N∗, (ψ1(ZK), ψ2(ZK))
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is a pure jump Markov process with trajectories in D(R+, (Z+)2/K) and for all i ∈ {1, 2}, the
process ψi(ZK) admits the following semi-martingale decomposition: for all t ≥ 0,
ψi(Z
K
t ) = ψi(Z
K
0 ) +M
i,K
t +
∫ t
0
LKψi(Z
K
s )ds
where MK = (M1,K ,M2,K) is, under (H1) and (H2), a square integrable R2-valued càd-làg
martingale (from Proposition 3.1) and is such that for all i, j ∈ {1, 2}, the predictable quadratic
variation is given for all t ≥ 0 by:
〈M i,K ,M j,K〉t =
∫ t
0
LKψiψj(Z
K
s )− ψi(ZKs )LKψj(ZKs )− ψj(ZKs )LKψi(ZKs )ds.
Using this decomposition we prove the
Theorem 3.3. Under (H1) and (H2), if the sequence {(ψ1(ZK0 ), ψ2(ZK0 ))}K∈N∗ of random
variables converges in law toward a random variable (NA0 , N
a
0 ) when K goes to infinity, then
for all T > 0, the sequence of stochastic processes (ψ1(Z
K), ψ2(Z
K)) converges in law in
D([0, T ], (R+)
2) when K goes to infinity, toward the diffusion process (NA, Na) starting
from (NA0 , N
a
0 ) and satisfying the following diffusion equation, where B = (B
1, B2) is a
2-dimensional Brownian motion:
dNAt =
NAt
NAt +N
a
t
[[
β1 − δ1 − α11(N
A
t )
2 + α212N
A
t N
a
t + α31(N
a
t )
2
2(NAt +N
a
t )
]
NAt
+
[
β2 − δ2 − α12(N
A
t )
2 + α222N
A
t N
a
t + α32(N
a
t )
2
2(NAt +N
a
t )
]
Nat
]
dt
+
√
4γ
NAt +N
a
t
NAt dB
1
t +
√
2γ
NAt N
a
t
NAt +N
a
t
dB2t
dNat =
Nat
NAt +N
a
t
[[
β3 − δ3 − α33(N
a
t )
2 + α232N
A
t N
a
t + α13(N
A
t )
2
2(NAt +N
a
t )
]
Nat
+
[
β2 − δ2 − α32(N
a
t )
2 + α222N
A
t N
a
t + α12(N
A
t )
2
2(NAt +N
a
t )
]
NAt
]
dt
+
√
4γ
NAt +N
a
t
Nat dB
1
t −
√
2γ
NAt N
a
t
NAt +N
a
t
dB2t
(3.2)
Note that the diffusion coefficients of the diffusion process ((NAt , Nat ), t ≥ 0) do not explode
when NAt + Nat goes to 0 since
NAt√
NAt +N
a
t
≤
√
NAt +N
a
t ,
Nat√
NAt +N
a
t
≤
√
NAt +N
a
t and
NAt N
a
t
NAt +N
a
t
≤ NAt + Nat . From this theorem we deduce the convergence of the sequence of pro-
cesses
(NK ,XK) =
(
ψ1(Z
K) + ψ2(Z
K)
2
,
ψ1(Z
K)
ψ1(ZK) + ψ2(ZK)
)
stopped when NK ≤ ǫ for any ǫ > 0:
Corollary 3.4. For any ǫ > 0 and T > 0, let us define TKǫ = inf{t ∈ [0, T ] : NKt ≤ ǫ}. If
the sequence of random variables (NK0 ,X
K
0 ) ∈ [ǫ,+∞[×[0, 1] converges in law toward a ran-
dom variable (N0,X0) ∈]ǫ,+∞[×[0, 1] when K goes to infinity, then the sequence of stopped
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stochastic processes {(NK ,XK).∧TKǫ }K≥1 converges in law in D([0, T ], [ǫ,∞[×[0, 1]) when
K goes to infinity, toward the stopped diffusion process (N,X).∧Tǫ (Tǫ = inf{t ∈ [0, T ] :
Nt = ǫ}), starting from (N0,X0) and satisfying the following diffusion equation:
dNt=
√
2γNtdB
1
t
+Nt
[
X2t
(
β1 − δ1 −
(
α11NtX
2
t + α212NtXt(1−Xt) + α31Nt(1−Xt)2
))
+ 2Xt(1−Xt)
(
β2 − δ2 −
(
α12NtX
2
t + α222NtXt(1−Xt) + α32Nt(1−Xt)2
))
+(1−Xt)2
(
β3 − δ3 −
(
α13NtX
2
t + α232NtXt(1−Xt) + α33Nt(1−Xt)2
))]
dt
dXt =
√
γXt(1−Xt)
Nt
dB2t
+ (1−Xt)X2t [(β1 − δ1)− (β2 − δ2)
−Nt((α11 − α12)X2t + (α21 − α22)2Xt(1−Xt) + (α31 − α32)(1−Xt)2)]dt
+Xt(1−Xt)2[(β2 − δ2)− (β3 − δ3)
−Nt((α12 − α13)X2t + (α22 − α23)2Xt(1−Xt) + (α32 − α33)(1−Xt)2)]dt.
(3.3)
The population size and the proportion of allele A are therefore directed by two independent
Brownian motions. The diffusion equation (3.3) can be simplified in the neutral case:
Corollary 3.5. In the neutral case where βi = β, δi = δ and αij = α for all i, j, the
limiting diffusion (N,X) introduced in Equation (3.3) satisfies:
dNt =
√
2γNtdB
1
t +Nt(β − δ − αNt)dt
dXt =
√
γXt(1−Xt)
Nt
dB2t .
(3.4)
X is then a bounded martingale and this diffusion can be seen as a generalized Wright-
Fisher diffusion (see for instance Ethier and Kurtz (2005) p. 411) with a population size
evolving stochastically with time.
We denote by Ckb (E,R) the set of functions from E to R possessing bounded continuous deriva-
tives of order up to k (resp. with compact support) and Ckc (E,R) the set of functions of Ckb (E,R)
with compact support.
Proof of Theorem 3.3. Using the Rebolledo and Aldous criteria (Joffe and Metivier (1986)),
we prove the tightness of the sequence of processes (ψ1(Z
K), ψ2(Z
K)) and its convergence
toward the unique continuous solution of a martingale problem. The proof is divided in
several steps.
STEP 1. Let us denote by L the generator of the diffusion process defined in Equation
(3.2). We first prove the uniqueness of a solution ((NAt , N
a
t ), t ∈ [0, T ]) to the martingale
problem: for any function f ∈ C2b ((R+)2,R),
Mft = f(N
A
t , N
a
t )− f(NA0 , Na0 )−
∫ t
0
Lf(NAs , N
a
s )ds (3.5)
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is a continuous martingale. From Stroock and Varadhan (1979), for any ǫ > 0, there exists
a unique (in law) solution ((NA,ǫt , N
a,ǫ
t ), t ∈ [0, T ]) such that for all f ∈ C2b (R2) the process
(Mf,ǫt , t ∈ [0, T ]) such that for all t ≥ 0,
Mf,ǫt = f(N
A,ǫ
t , N
a,ǫ
t )− f(NA,ǫ0 , Na,ǫ0 )−
∫ t
0
Lf(NA,ǫs , N
a,ǫ
s )1{ǫ<NA,ǫs +Na,ǫs <1/ǫ}ds
is a continuous martingale. The uniqueness of a solution of (3.5) therefore follows from
Theorem 6.2 of Ethier and Kurtz (2005) about localization of martingale problems.
STEP 2. As in the proof of Proposition 3.2, we obtain easily that there exist two positive
constants C1 and C2 such that for all z ∈ (R+)3, the generator LK of ZK , decomposed in
Equation (3.1), satisfies:
|LKψ1(z)|+ |LKψ2(z)| ≤ C2
[
φ1(z)
2 + 1 +Kφ1(z)1φ1(z)≥C1K
]
,
and similarly
|LKψ21(z)− 2ψ1(z)LKψ1(z) + LKψ22(z) − 2ψ2(z)LKψ2(z)| ≤ C2(φ1(z)2 + 1).
Therefore from Proposition 3.1, under (H1) and (H2), for all sequence of stopping times
τK ≤ T and for all ǫ > 0:
sup
K≥K0
sup
σ≤δ
P
(∣∣∣∣
∫ τK+σ
τK
LKψ1(N
K
s ,X
K
s )ds
∣∣∣∣+
∣∣∣∣
∫ τK+σ
τK
LKψ2(N
K
s ,X
K
s )ds
∣∣∣∣ > η
)
≤ sup
K≥K0
P
(
δ sup
0≤s≤T+δ
C2((N
K
s )
2 + 1) > η
)
+ sup
K≥K0
P
(
sup
0≤s≤T+δ
NKs ≥ C1K
)
≤ ǫ if K0 is large enough and δ is small enough.
(3.6)
Similarly,
sup
K≥K0
sup
σ≤δ
P
(∣∣∣∣
∫ τK+σ
τK
(LKψ21(Z
K
s )− 2ψ1(ZKs )LKψ1(ZKs )
+ LKψ22(Z
K
s )− 2ψ2(ZKs )LKψ2(ZKs ))ds
∣∣∣∣ > η
)
≤ ǫ if K0 is large enough and δ is small enough.
(3.7)
The sequence of processes (ψ1(Z
K), ψ2(Z
K)) is then tight from Rebolledo and Aldous
criteria (Theorem 2.3.2 of Joffe and Metivier (1986)).
STEP 3. Now let us consider a subsequence of (ψ1(Z
K), ψ2(Z
K)) that converges in law
in D([0, T ],R2) toward a process (NA, Na). Since for all K > 0, sup
t∈[0,T ]
‖(NAt , Nat ) −
(NAt− , N
a
t−)‖ ≤ 2/K by construction, almost all trajectories of the limiting process (NA, Na)
belong to C([0, T ],R2).
STEP 4. Finally we prove that the sequence {(ψ1(ZK), ψ2(ZK))}K∈N∗ of stochastic pro-
cesses converges toward the unique continuous solution of the martingale problem given
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by Equation (3.5). Indeed for every function f ∈ C3c (R2), from Equation (3.1) there exists
a constant C4 such that∣∣LKf(ψ1(z), ψ2(z))− Lf(ψ1(z), ψ2(z))∣∣
≤ C4
[
φ1(z)
2
K
+ |φ3(z)|(1 + φ1(z)) +γKφ1(z)1φ1(z)≥C2K +(φ1(z)2 + 1)1φ1(z)≥C2K
]
(3.8)
Note here that the fast-scale property shown in Proposition 3.2, combined to Proposition
3.1, will insure that sup
t≤u≤t+s
E(|φ3(ZKt )|φ1(ZKt )) converges to 0 when K goes to infinity.
Then for all 0 ≤ t1 < t2 < ... < tk ≤ t < t + s, for all bounded continuous measurable
functions h1, ..., hk on (R+)
2 and every f ∈ C3c (R2):
E
[(
f(ψ1(Z
K
t+s), ψ2(Z
K
t+s))− f(ψ1(ZKt ), ψ2(ZKt ))−
∫ t+s
t
Lf(ψ1(Z
K
u ), ψ2(Z
K
u ))du
)
×
k∏
i=1
hi(ψ1(Z
K
ti ), ψ2(Z
K
ti ))
]
=
E
[∫ t+s
t
(
LKf(ψ1(Z
K
u ), ψ2(Z
K
u ))−Lf(ψ1(ZKu ), ψ2(ZKu ))
)
du
×
k∏
i=1
hi(ψ1(Z
K
ti ), ψ2(Z
K
ti ))
]
≤ sup
i
‖hi‖∞ E
[∫ t+s
t
∣∣LKf(ψ1(ZKu ), ψ2(ZKu ))− Lf(ψ1(ZKu ), ψ2(ZKu ))∣∣ du
]
≤ sup
i
‖hi‖∞ s sup
t≤u≤t+s
E
[∣∣LKf(ψ1(ZKu ), ψ2(ZKu ))− Lf(ψ1(ZKu ), ψ2(ZKu ))∣∣]
→
K→∞
0,
under (H1) and (H2), from Equation (3.8) and Propositions 3.1 and 3.2. The extension
of this result to any f ∈ C2b ((R+)2,R) is easy to obtain by approximating uniformly f
by a sequence of functions fn ∈ C3c ((R+)2,R). Then from Theorem 8.10 (p. 234) of
Ethier and Kurtz (2005), (ψ1(Z
K), ψ2(Z
K)) converges in law in D([0, T ],R2) toward the
unique (in law) solution of the martingale problem given in Equation (3.5), which is equal
to the diffusion process (NA, Na) of Equation (3.2).
The proof of Corollary 3.4 relies on the following analytic lemma:
Lemma 3.6. For any x = (x1t , x
2
t )0≤t≤T ∈ D([0, T ], (R+)2) and any ǫ > 0, let us define
ζǫ(x) = inf{t ∈ [0, T ] : x1t + x2t ≤ 2ǫ}.
Let x = (x1t , x
2
t )0≤t≤T ∈ C([0, T ], (R+)2) such that x10 + x20 > 2ǫ and ǫ′ 7→ ζǫ′(x) is con-
tinuous in ǫ. Consider a sequence of functions (xn)n∈Z+ such that for any n ∈ Z+, xn =
(x1,nt , x
2,n
t )0≤t≤T ∈ D([0, T ], (R+)2) and xn converges to x for the Skorohod topology. Then
the sequence ((x1,nt∧ζǫ(xn), x
2,n
t∧ζǫ(xn)), t ∈ [0, T ]) converges to ((x1t∧ζǫ(x), x2t∧ζǫ(x)), t ∈ [0, T ])
when n goes to infinity.
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Proof. We first prove that ζǫ(xn) converges to ζǫ(x) when n goes to infinity. For any
δ > 0, since ǫ′ 7→ ζǫ(x) is continuous in ǫ, there exists n′ ∈ Z∗+ such that ζǫ−1/n′(x) − δ <
ζǫ(x) < ζǫ+1/n′(x) + δ. Now let us assume that ζǫ(xn) does not converge to ζǫ(x) when
n goes to infinity. Then there exists δ such that for all n there exists kn > n such that
|ζǫ(xkn)− ζǫ(x)| > δ. Then there exists m such that
lim
n→+∞ sup0≤t≤ζǫ−1/m(x)
|x1n(t) + x2n(t)− (x1(t) + x2(t))| ≥ 1/m
which is impossible if x is continuous. Now we prove that (xn).∧ζǫ(xn) converges to x.∧ζǫ(x)
when n goes to infinity. Let us denote by r(v,w) the Euclidean distance between two
points v and w of R2. Since xn converges to x in D([0, T ], (R+)
2), there exists a sequence
of strictly increasing functions λn mapping [0,∞) onto [0,∞) such that
γ(λn) −→
n→+∞ 0 and limn→+∞ sup0≤t≤T
r(xn(t), x(λn(t)) = 0 (3.9)
where γ(λ) = sup
0≤t<s
∣∣∣log λ(s)−λ(t)s−t ∣∣∣ (Ethier and Kurtz (2005), p. 117). Now for all t ≥ 0,
r(xn(t ∧ ζǫ(xn)), x(λn(t) ∧ ζǫ(x)) ≤ r(xn(t ∧ ζǫ(xn)), x(λn(t ∧ ζǫ(xn))))
+ r(x(λn(t ∧ ζǫ(xn))), x(λn(t) ∧ ζǫ(x)), and
r(x(λn(t∧ζǫ(xn))), x(λn(t)∧ζǫ(x)))=r(x(λn(ζǫ(xn))), x(ζǫ(x)))1{t>ζǫ(xn),λn(t)>ζǫ(x)}
+r(x(ζǫ(x)), x(λn(t)))1{t≤ζǫ(xn),λn(t)>ζǫ(x)}
+r(x(λn(ζǫ(xn))), x(λn(t)))1{t>ζǫ(xn),λn(t)≤ζǫ(x)}.
Therefore, using that x is continuous, that ζǫ(xn) → ζǫ(x) and that sup
0≤t≤T
|λn(t) − t| → 0
when n goes to infinity, and from Equation (3.9), we obtain that lim
n→+∞ sup0≤t≤T
r(xn(t ∧
ζǫ(xn)), x(λn(t) ∧ ζǫ(x)) = 0 which gives the result.
Proof of Corollary 3.4. Note that the function ζǫ defined in Lemma 3.6 satisfies T
K
ǫ =
ζǫ(ψ1(Z
K), ψ2(Z
K)) = inf{t ∈ [0, T ] : NKt ≤ ǫ}, and Tǫ = ζǫ(NA, Na) = inf{t ∈
[0, T ] : Nt ≤ ǫ}. From the Theorem 3.3 of Pinsky (2008), we know that the func-
tion ǫ′ 7→ ζǫ(NA, Na) is almost surely continuous in ǫ. Therefore from Lemma 3.6,
the function f such that for all x ∈ D([0, T ], (R+)2), f(x) = (xt∧ζǫ(x), t ∈ [0, T ]) is
continuous in almost all trajectories of the diffusion process (NA, Na). Therefore from
Corollary 1.9 p.103 of Ethier and Kurtz (2005) and Theorem 3.3, if the sequence of ran-
dom variables (ψ1(Z
K
0 ), ψ(Z
K
0 )) ∈ (R+)2 converges in law toward a random variable
(NA0 , N
a
0 ) when K goes to infinity, then for all T > 0,the sequence of stochastic processes
(ψ1(Z
K
.∧TKǫ ), ψ(Z
K
.∧TKǫ )) converges in law in D([0, T ], (R+)
2) toward (NA.∧Tǫ , N
a
.∧Tǫ). Since
the function (nA, na) 7→
(
nA+na
2 ,
nA
nA+na
)
is lipschitz continuous on {(nA, na) ∈ (R+)2 :
nA + na ≥ 2ǫ}, we get the result.
Remark 3.7. The diffusion process (Nt,Xt)t≥0 of Corollary 3.5 can be compared to the
haploid neutral population (which corresponds to a stochastic Lotka-Volterra process) stud-
ied in detail in Cattiaux and Méléard (2009) and defined by:
dH1t =
√
2γH1t dB
1,h
t + (β − δ − α(H1t +H2t ))H1t dt
dH2t =
√
2γH2t dB
2,h
t + (β − δ − α(H1t +H2t ))H2t dt
(3.10)
where B1,h and B2,h are independent Brownian motions. Here, H1 is the number of alleles
A while H2 is the number of alleles a. Nh = H1+H2 is then the total number of individuals
while Xh = H1/(H1+H2) is the proportion of alleles A in the haploid population. We easily
see that the total population size satisfies the same diffusion equation in the haploid and
diploid populations. We therefore compare the stochastic processes (N,X) and (Nh,Xh).
Now by Itô’s formula, the stochastic process (Nh,Xh) satisfies a diffusion equation that
can be written using a new 2-dimensional brownian motion (B˜1, B˜2) as:
dNht = (β − δ − αNht )Nht dt+
√
2γNht dB˜
1
t
dXht =
√
2γXht (1−Xht )
Nht
dB˜2t
(3.11)
Then the differences between the haploid and the diploid neutral models only reside in a
variation of the proportion of allele A divided by
√
2 in the diploid population (see Equations
(3.2) and (3.11)). However note from Equations (3.3) and (3.10) that this apparently
insignificant difference induce that the respective numbers of alleles A and a are directed
by correlated Brownian motions in a diploid population which is not the case in a haploid
population.
4 New change of variable and quasi-stationarity
In this section we study the long-time behavior of the diffusion process (NA, Na) introduced in
Theorem 3.3. For any process U , we denote by PUx the distribution law of U starting from a point
x, and EUx the associated expectation. First, the process N = NA +Na defined in Corollary 3.4
reaches 0 almost surely in finite time:
Proposition 4.1. Let T0 = inf{t ≥ 0 : Nt = 0}. Under (H1), PNx (T0 < +∞) = 1 for all
x ∈ R+, and there exists λ > 0 such that sup
x
Ex(e
λT0) < +∞.
Proof. Under (H1), as in the proof of Proposition 3.1, there exists a positive constant
m such that N is stochastically dominated by a diffusion process N satisfying dN t =√
2γN tdB
1
t +N t(sup
i
βi− inf
i
δi−mN t)dt. Theorem 5.2 of Cattiaux et al. (2009) gives the
result for N and therefore for N .
The long-time behavior of the diffusion (Na, NA) is therefore trivial and we now study the long-
time behavior of this diffusion process conditioned on non-extinction, i.e. conditioned on not
reaching the absorbing state (0, 0). In particular, we are interested in studying the possibility of a
long-time coexistence of the two alleles A and a in the population conditioned on non-extinction.
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4.1 New change of variables
To study the quasi-stationary behavior of the diffusion (N,X) conditioned on non-extinction, we
need to change variables in order to obtain a 2-dimensional Kolmogorov diffusion (i.e. a diffusion
process with a diffusion coefficient equal to 1 and a gradient-type drift coefficient) whose quasi-
stationary behavior can be most easily derived. Such ideas have been developed in Cattiaux et al.
(2009) and Cattiaux and Méléard (2009). Let us define, as long as Nt > 0:
S1t =
√
2Nt
γ
cos
(
arccos(2Xt − 1)√
2
)
S2t =
√
2Nt
γ
sin
(
arccos(2Xt − 1)√
2
)
.
(4.1)
If Nt = 0, we obviously set St = (S1t , S2t ) = (0, 0). To begin with, simple calculations give the
following Proposition, illustrated in Figure 1.
Proposition 4.2. For all t ≥ 0, S2t ≥ 0 and S2t ≥ uS1t with u = tan
(
π√
2
)
< 0.
Proof. For all t ≥ 0, 2Xt − 1 ∈ [−1, 1], which gives that arccos(2Xt−1)√2 ∈ [0, π/
√
2] and
sin
(
arccos(2Xt−1)√
2
)
> 0. Then S2t ≥ 0 for all t ≥ 0. Now if arccos(2Xt−1)√2 ∈ [0, π/2], then
S1t ≥ 0 and S2t ≥ 0, so S2t ≥ uS1t . Finally, if arccos(2Xt−1)√2 ∈]π/2, π/
√
2], then S1t < 0,
S2t ≥ 0, and S
2
t
S1t
= tan
(
arccos(2Xt−1)√
2
)
∈]−∞, u]. Then S2t ≥ uS1t .
Remark 4.3. Let us define for all (s1, s2) ∈ R2, the sets A = {s2 = 0, s1 > 0}, a = {s2 =
us1, s2 > 0} and 0 = {s1 = s2 = 0}. The sets {St ∈ A}, {St ∈ a}, and {St ∈ 0} are
respectively equal to the sets {Xt = 1} (fixation of allele A), {Xt = 0} (fixation of allele
a) and {Nt = 0} (extinction of the population).
We denote by D = R ×R+ ∩ {(S1, S2) : S2 ≥ uS1} the set of values taken by St for t ≥ 0,
∂D = A ∪ a ∪ 0 its boundary in R2, and TD the hitting time of D for any D ⊂ D. 0, A ∪ 0
and a ∪ 0 are therefore absorbing sets and from Proposition 4.1, starting from any point s ∈ D, S
reaches any of these sets almost surely in finite time.
Finally,
Proposition 4.4. The transformation
ψ :R∗+×[0, 1]→ D \ 0
(n, x) 7→(s1, s2) =
(√
2n
γ
cos
(
arccos(2x− 1)√
2
)
,
√
2n
γ
sin
(
arccos(2x− 1)√
2
))
introduced in Equation (4.1) is a bijection.
Proof. For any (s1, s2) ∈ D \ 0, we easily get the following inverse transformation:
x =


1+cos
(√
2 arctan
(
s2
s1
))
2 if s1 ≥ 0,
1+cos
(√
2 arctan
(
s2
s1
+π
))
2 if s1 ≤ 0,
and n =
((s1)2+(s2)2)γ
2 ,
for which we obviously have n ∈ R∗+ and x ∈ [0, 1].
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S1
S2
a0 A0
M
a
= {s
2 =
us
1 }
A = {s2 = 0}0 = {s1 = s2 = 0}
b
×
arccos(2X−1)√
2
(s1, s2) = ψ(n, x)
√
γN
2
Figure 1: Set D of the values taken by St, for t ≥ 0.
Now from Itô’s formula, S satisfies the following diffusion equation:
dS1t = dW
1
t − q1(St)dt
dS2t = dW
2
t − q2(St)dt,
(4.2)
where, in the neutral case (Equation (2.5)), q(s) is defined for all s = (s1, s2) ∈ D such that
s1 ≥ 0 by
q(s) =


− s2
(s1)2+(s2)2
1√
2 tan
(√
2 arctan
(
s2
s1
))
−s1
[(
β − δ − αγ2 ((s1)2 + (s2)2)
)
1
2 − 1(s1)2+(s2)2
]
s1
(s1)2+(s2)2
1√
2 tan
(√
2 arctan
(
s2
s1
))
−s2
[(
β − δ − αγ2 ((s1)2 + (s2)2)
)
1
2 − 1(s1)2+(s2)2
]


(4.3)
and when s1 ≤ 0 by
q(s) =


− s2
(s1)2+(s2)2
1√
2 tan
(√
2
(
arctan
(
s2
s1
)
+π
))
−s1
[(
β − δ − αγ2 ((s1)2 + (s2)2)
)
1
2 − 1(s1)2+(s2)2
]
s1
(s1)2+(s2)2
1√
2 tan
(√
2
(
arctan
(
s2
s1
)
+π
))
−s2
[(
β − δ − αγ2 ((s1)2 + (s2)2)
)
1
2 − 1(s1)2+(s2)2
]


.
The formula for q in the general case and if s1 ≥ 0 is given in Appendix A.2.
We now give conditions on the demographic parameters so that S satisfies dSt = dWt−∇Q(St)dt,
i.e. q = (q1, q2) = ∇Q for a real-valued function Q of two variables. This requires at least that
∂q2
∂s1
(s) = ∂q1∂s2 (s) for all s ∈ D. We state the following
Proposition 4.5. (i) ∂q2(s)∂s1 =
∂q2(s)
∂s2
for all s = (s1, s2) ∈ D if and only α is symmetric,
i.e. α12 = α21, α31 = α13, α23 = α32.
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(ii) In this case we have
dSt = dWt −∇Q(St)dt, (4.4)
with, in the neutral case and for all s = (s1, s2) ∈ D,
Q(s) =


ln((s1)2+(s2)2)
2 +
1
2 ln
(
sin
(√
2 arctan
(
s2
s1
)))
− (β − δ − αγ4 ((s1)2 + (s2)2)) (s1)
2+(s2)2
4 if s1 ≥ 0
ln((s1)2+(s2)2)
2 +
1
2 ln
(
sin
(√
2
(
arctan
(
s2
s1
)
+ π
)))
− (β − δ − αγ4 ((s1)2 + (s2)2)) (s1)
2+(s2)2)
4 if s1 ≤ 0.
(4.5)
This function Q in the non-neutral case is given in Appendix A.1.
Proof. For (i), we can decompose the functions q1 and q2 as:
q1(s) =
γ
2n
s1 +
γ√
2n
s2
2x− 1
4
√
x(1− x)
− s1
2
[x2U + 2x(1− x)V + (1− x)2W ]
− s2√
2
√
x(1− x)[x(U − V ) + (1− x)(V −W )]
(4.6)
and
q2(s) =
γ
2n
s2 − γ√
2n
s1
2x− 1
4
√
x(1− x)
− s2
2
[x2U + 2x(1− x)V + (1− x)2W ]
+
s1√
2
√
x(1− x)[x(U − V ) + (1− x)(V −W )]
(4.7)
where
x =


1+cos
(√
2 arctan
(
s2
s1
))
2 if s1 ≥ 0,
1+cos(
√
2 arctan( s2s1+π))
2 if s1 ≤ 0,
n =
((s1)2+(s2)2)γ
2 ,
U = β1 − δ1 − n
(
α11x
2 + α212x(1 − x) + α31(1− x)2
)
V = β2 − δ2 − n
(
α12x
2 + α222x(1 − x) + α32(1− x)2
)
, and
W = β3 − δ3 − n
(
α13x
2 + α232x(1− x) + α33(1− x)2
)
.
(4.8)
From Equation (4.8), we easily obtain that:
∂n(s1, s2)
∂s1
=
s1
s2
∂n(s1, s2)
∂s2
and
∂x(s1, s2)
∂s1
= −s2
s1
∂x(s1, s2)
∂s2
.
Finally, after some calculations and using that
∂n
∂s1
= γs1 and
∂x
∂s1
×
(
(s1)
2 + (s2)
2
s2
)
=
√
2x(1 − x),
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we obtain that ∂q1(s)∂s2 =
∂q2(s)
∂s1
if and only if for all x ∈ [0, 1],
x2[α21− α31− α12+ α13 + α32 − α23] + x[α31− α13+ 2α23− 2α32] + [α32− α23] = 0
which happens if and only if α is symmetric. For (ii), the result comes from straightforward
calculations that are given in the general case in Appendix A.1.
Assuming now that α is symmetric, we can establish some sufficient conditions on the parameters
αij so that the function g introduced in Proposition 3.1 is positive, i.e. Hypothesis (H1) is satisfied.
Proposition 4.6. Let us now assume that αij = αji for all i, j ∈ {1, 2, 3}. If αii > 0 for
all i ∈ {1, 2, 3} and one of the following conditions is satisfied:
(i) αij > 0 for all i, j.
(ii) There exists i ∈ {1, 2, 3} such that αik > 0 for all k, and α2jl < αjjαll if i, j and l are
all distinct.
(iii) There exists i ∈ {1, 2, 3} such that αiiαjl > αijαil, α2ij < αiiαjj, and α2il < αiiαll
where i, j and l are all distinct.
(iv) There exists i ∈ {1, 2, 3} such that α2ij < αiiαjj, α2il < αiiαll, and (αiiαjl−αijαil)2 <
(αiiαll − α2il)(αiiαjj − α2ij) where i, j and l are all distinct.
then Hypothesis (H1) is satisfied.
Proof. Since α is symmetric, we have for all z = (z1, z2, z3) ∈ (R+)3:
g(Z) = α11(z1)
2 + 2α12z1z2 + α22(z2)
2 + 2α23z2z3 + 2α13z1z3 + α33(z3)
2.
Considering g as a polynomial function of z1, we easily obtain that g is positive if (1) :
the discriminant ∆1(z2, z3) = (2α12z2 + 2α13z3)
2 − 4α11(α22(z2)2 + α33(z3)2 + 2α23z2z3)
is negative or if (2) : (2α12z2 + 2α13z3) >
√
∆1(z2, z3). If α12 > 0, α13 > 0, and α23 > 0
or α223 < α22α33 (case (i) or (ii)), then (2) is true for all z ∈ (R+)3. If α11α22 > α212,
α11α33 > α
2
13, and α11α23 > α12α13 or (α11α23−α12α13)2 < (α11α33−α213)(α11α22−α212)
(case (iii) or (iv)), then (1) is true for all z ∈ (R+)3, which gives the result, allowing in
the end for permutations of indices 1, 2, and 3.
Note that these conditions mean that for Hypothesis (H1) to be true, we need that cooperation is
not too strong or is compensated in some way by competition.
4.2 Absorption of the diffusion process S
In this section, we establish more precise results concerning the absorption of the process S in the
absorbing sets 0, A ∪ 0, a ∪ 0 and A ∪ a ∪ 0.
Theorem 4.7. (i) For all s ∈ D \ 0, PSs (TA ∧ Ta < T0) = 1.
(ii) Let M = {(s1, s2) ∈ D : s2 = tan( π2√2} (see Figure 1). For all s ∈M, PSs (Ta < T0) >
0 and PSs (TA < T0) > 0.
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(iii) For all s ∈ D \ ∂D, PSs (TA < T0) > 0, and PSs (Ta < T0) > 0.
Proof. We first consider the neutral case. To prove (i), we start with extending Girsanov
approach as presented in Cattiaux and Méléard (2009) (proof of Proposition 2.3), on two
different subsets of D. Let us indeed define (see Figure 1)
D1 = {(s1, s2) ∈ D, s1 ≥ 0} = (R+)2,
D2 = {(s1, s2) ∈ D, us2 − s1 ≥ 0},
A0 = {(s1, s2) ∈ D, s1 = −us2}, and
a0 = {(s1, s2) ∈ D, s1 = 0}.
Note that ∂D1 = A∪a0∪0 and that ∂D2 = a∪A0∪0). Let us first assume that S starts
in D1. We consider the diffusion process H which is solution of the following stochastic
differential equation:
dH1t = dB
1
t −
1
2H1t
dt
dH2t = dB
2
t .
Then H1 and H2 are independent diffusion processes defined up to their respective hitting
time of origin TH
1
0 and T
H2
0 . Let us define for all x ∈ R∗+, Q1(x) = ln(x)2 . Then from
Girsanov Theorem extension, for i ∈ {1, 2}, for all t > 0, for all bounded Borel function f
on C([0, t],R+) and for all x ∈ R∗+,
E
Hi
x
(
f(w)1t<T0(w)
)
= EWx
(
f(w)1t<T0(w)e
Gi(t)
)
, (4.9)
where W is a 1−dimensional brownian motion and
G1(t) = Q1(x)−Q1(wt)− 1
2
∫ t
0
(
(Q′1(wu))
2 −Q′′1(wu)
)
du,
G2(t) = 0.
Therefore the law of the couple of stopping times (TH
1
0 , T
H2
0 ) is equivalent to the Lebesgue
measure on ]0,∞[⊗]0,∞[. We now consider the diffusion processes S and H starting from
s ∈ D1 and stopped when they reach ∂D1 = A∪ a0 ∪0 and define for all (x1, x2) ∈ (R+)2,
Q2(x1, x2) = Q1(x1)−Q(x1, x2) (where Q is given in the neutral case in Equation (4.5) and
in the general case in Equation (A.1)). Then from the extended Girsanov theory again,
we have for all bounded Borel function f on C([0, t], (R+)
2) and for all s ∈ D1 \ 0,
E
S
s
(
f(w)1t<T∂D1 (w)
)
= EHs
(
f(w)1t<T∂D1 (w)e
Rt
)
where Rt = Q2(s) − Q2(wt) − 12
∫ t
0
(
|∇Q2(wu)|2 −∆Q2(wu)
)
du. Now Rt∧TA∧Ta0 is well
defined, which gives for all s ∈ D1:
E
S
s [f(w)1t<T0(w)] = E
H
s
[
f(ω)1t<T0(ω) exp(Rt∧TA∧Ta0 )
]
Then from Equation (4.9), for any s ∈ D1,
P
S
s (TA ∧ Ta0 < T0) = 1. (4.10)
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Now, in the neutral case, the proportion 1 −X of allele a is a bounded martingale, from
Corollary 3.4, which gives that starting from any s ∈ A0 ⊂ D1,
E
S
s
(
1−XTA∧Ta0
)
= PSs (TA > Ta0)×
1− cos( π√
2
)
2
= ESs (1−X0) =
1 + cos( π√
2
)
2
.
Finally, the same work can be done on D2 by symmetry, which gives that for all s ∈ D2,
P
S
s (Ta ∧ TA0 < T0) = 1, (4.11)
and for all s ∈ a0 ⊂ D2,
P
S
s (Ta > TA0) =
1 + cos( π√
2
)
1− cos( π√
2
)
.
Then the number of back and forths of S between A0 and a0 follows a geometrical law with
parameter
1+cos( π√
2
)
1−cos( π√
2
) and is therefore almost surely finite. What is more, from Equations
(4.10) and (4.11), each time the diffusion S reaches A0 (resp. a0), it goes to a0 or A
(resp. A0 or a) before 0 almost surely, which gives the result for the neutral case. Now
note from Equation (4.1) that St ∈ M if and only Xt = 1/2. Therefore (ii) is obvious in
the neutral case since by symmetry, for all s ∈ M, PSs (Ta < TA) = 1/2 which gives that
P
S
s (Ta < T0) = P
S
s (TA < T0) = 1/2 > 0 from (i). Finally for (iii), using Girsanov theory
as in the proof of (i), for all s ∈ D \ ∂D, PSs (TM < T0) = PSs (TM < ∞) > 0. Now by
Markov’s Property, for all s ∈ D \ ∂D, we get
P
S
s (Ta < T0) ≥ PSs (Ta < T0, TM <∞) =
P
S
s (TM <∞)
2
from (i).
Similarly, for all s ∈ D \ ∂D, PSs (TA < T0) > 0.
In the non-neutral case, by Girsanov theory again, the law of the process (S1, S2) starting
from (s1, s2) ∈ D is equivalent on C([0, t],D) to the law of a process (S˜1, S˜2) starting from
(s1, s2) and that is neutral, which gives all the results.
4.3 Quasi-stationary behavior of S
In Cattiaux and Méléard (2009), the study of quasi-stationary distributions has been developped
for diffusion processes of the form (4.4). In particular, existence and uniqueness is given under
some conditions on the diffusion coefficient Q. Let us prove that these conditions are satisfied in
our case.
Proposition 4.8. (i) There exists a constant C such that for all s = (s1, s2) ∈ D,
|∇Q(s)|2 −∆Q(s) ≥ C.
(ii) inf{|∇Q(s)|2 −∆Q(s), |s| ≥ R, s ∈ D} → +∞ when R→∞.
Proof. Let us define F (s) = |∇Q(s)|2−∆Q(s) for all s ∈ D. In the neutral case, we find:
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F (s) =
1
2((s1)2 + (s2)2) tan2
(√
2 arctan s2s1
)
+ ((s1)
2 + (s2)
2)
[
(β − δ − αγ2 ((s1)2 + (s2)2)2
4
+
1
((s1)2 + (s2)2)2
]
− ((s1)2 + (s2)2)αγ
2
+
1
(s1)2 + (s2)2
1 + tan2
(√
2 arctan s2s1
)
tan2
(√
2 arctan s2s1
)
≥ C clearly.
We also have
F (s) ≥ ((s1)2 + (s2)2)
[
(β − δ − αγ2 ((s1)2 + (s2)2)2
4
+
1
(s1)2 + (s2)2
− αγ
2
]
which gives (ii). The proof of the two points in the non-neutral case is given in Appendix
A.3.
As in Cattiaux and Méléard (2009), the quasi-stationary behavior of S is first studied respectively
to the absorbing set ∂D and then for the absorbing set 0 that corresponds to the extinction of the
population.
Theorem 4.9. (i) There exists a unique distribution ν on D \ ∂D such that for all E ⊂
D \ ∂D and all t ≥ 0,
P
S
ν (St ∈ E|T∂D > t) = ν(E).
What is more, this distribution is a Yaglom limit for S, i.e. for all s ∈ D \ ∂D,
lim
t→∞P
S
s (St ∈ E|T∂D > t) = ν(E).
(ii) There exists a unique probability measure ν0 on D \0 such that for all s ∈ D \ ∂D and
for all E ⊂ D \ 0,
lim
t→∞P
S
s (St ∈ E|T0 > t) = ν0(E). (4.12)
Proof. The set of assumptions (H) of Cattiaux and Méléard (2009) (p. 816 − 818) is
satisfied from Propositions 4.1 and 4.8, which gives (i) from Cattiaux and Méléard (2009)
(Proposition B.12). (ii) is obtained as in Cattiaux and Méléard (2009) by using Theorem
4.7 and decomposing:
Ps(St ∈ E|T0 > t) = Ps(St ∈ E)
Ps(T∂D > t)
Ps(T∂D > t)
Ps(T0 > t)
. (4.13)
Note that the quasi-stationary behavior of the diffusion process ((Nt,Xt), t ≥ 0) conditioned on
non extinction is obtained easily since
P
N,X
(n,x)((Nt,Xt) ∈ F |Nt > 0) = PSs (St ∈ E|T0 > t),
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if s = ψ(n, x) and E = ψ(F ) where ψ is defined in Proposition 4.4. Let us remind that we
are interested in studying the possibility of a long-time coexistence of the two alleles A and a in
the population conditioned on non-extinction. This means that we would like to approximate the
quasi-stationary distribution νX such that
νX(.) := lim
t→∞P
N,X
(n,x)(Xt ∈ .|Nt > 0) (4.14)
and we are interested in knowing whether νX(]0, 1[) = 0 or not. Indeed, if νX(]0, 1[) 6= 0 we can
observe a long-time coexistence of the two alleles in the population conditioned on non-extinction
whereas if νX(]0, 1[) = 0, no such coexistence is possible. Note that νX(]0, 1[) = ν0(D \ ∂D).
For a haploid population with clonal reproduction, Cattiaux and Méléard (2009) proved that in a
pure competition case, i.e. when every individual competes with every other one, no coexistence
of alleles is possible. However, in our diploid population, this result should not be true anymore.
Indeed, from Equation (4.13),
Ps(St ∈ D \ ∂D) = Ps(T∂D > t)
Ps(T0 > t)
,
therefore the possibility of coexistence of the two alleles relies on the fact that the time spent by
the population inD\∂D is not negligible compared to the time spent inD\0. In a diploid popula-
tion, if the heterozygotes are favored compared to homozygous individuals (this situation is called
overdominance), they can make the coexistence period last longer than the remaining lifetime
of the population once one of the alleles has disappeared. Similarly, as in Cattiaux and Méléard
(2009), cooperation can favor the long-time coexistence of alleles in the population conditioned
on non-extinction. These biological and mathematical intuitions are now sustained by numerical
results.
5 Numerical results
Numerical simulations of νX are obtained following the Fleming-Viot algorithm introduced in
Burdzy et al. (1996) and which has been extensively studied in the articles Villemonais (2011b)
and Villemonais (2011a). This approach consists in approximating the conditioned distribution
P
N,X
(n,x)((Nt,Xt) ∈ .|T0 > t)
by the empirical distribution of an interacting particle system. More precisely, we consider a large
number k of particles, that all start from a given (n, x) ∈ R∗+×]0, 1[ and evolve independently from
(n, x) and from each other according to the law of the diffusion process (N,X) defined by the
diffusion equation (3.3), until one of them hits N = 0. At that time, the absorbed particle jumps to
the position of one of the remaining k−1 particles, chosen uniformly at random among them. Then
the particles evolve independently according to the law of the diffusion process (N,X) until one
of them reaches N = 0, and so on. Theorem 1 of Villemonais (2011a) gives the convergence when
k goes to infinity of the empirical distribution of the k particles at time t toward the conditioned
distribution PN,X(n,x)((Nt,Xt) ∈ .|T0 > t). Here we present three biologically relevant examples.
For each case, we set k = 2000 and plot the empirical distribution at a large enough time T of the
2000 proportions of allele A given by the respective positions of the 2000 particles, starting from
(n, x) = (10, 1/2). First, we consider a neutral competitive case, in which each individual is in
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competition with every other one, independently from their genotypes. Here, the quasi-stationary
distribution νX of the proportion X is a sum of two Dirac functions in 0 and 1 (Figure 2), i.e.
alleles A and a do not coexist in a long time limit.
Figure 2: Approximation of the quasi-stationary distribution νX of the proportion X of
allele A (Equation (4.14)), in a neutral competitive case. In this figure, βi = 1, δi = 0, and
αij = 0.1 for all i, j, and T = 40.
Second (Figure 3), we show an overdominance case: every individual competes equally with
every other ones but heterozygous individuals are favored compared to homozygotes, as their
reproduction rate is higher. In this case, the quasi-stationary distribution νX charges only points
of ]0, 1[, i.e. alleles A and a seem to coexist with probability 1. This behavior is specific to the
Mendelian reproduction: in Cattiaux and Méléard (2009), the authors proved that no coexistence
of alleles is possible in a haploid population with clonal reproduction, if every individual is in
competition with every other one.
Figure 3: Approximation of the quasi-stationary distribution νX of the proportion X of
allele A (Equation (4.14)), in an overdominance case. In this figure, βi = 1 for all i 6= 2,
β2 = 5, δi = 0 for all i, αij = 0.1 for all (i, j), and T = 100.
Third (Figure 4), we show a case in which individuals only compete with individuals with same
genotype; this can happen if different genotypes feed differently and have different predators. In
this case, we can observe either a coexistence of the two alleles A and a or an elimination of one
of the alleles, since the distribution νX charges both {0} ∪ {1} and ]0, 1[.
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Figure 4: Approximation of the quasi-stationary distribution νX of the proportion X of
allele A (Equation (4.14)), in a case where individuals with different genotypes do not
compete or cooperate with each other. In this figure, βi = 1, δi = 0, αii = 0.1 for all i,
αij = 0 for all i 6= j, and T = 2500.
A Calculations in the general case
A.1 Form of the function Q
If α is symmetric, we use Equations (4.6), (4.7) and (4.8) and search a function Q such that
∂Q(s)
∂s1
= q1(S) and ∂Q(s)∂s2 = q2(S). After calculating the partial derivatives of functions of the
form:
(s1, s2) 7→


((s1)
2 + (s2)
2)k cosl
(√
2 arctan
(
s2
s1
))
if s1 ≥ 0
((s1)
2 + (s2)
2)k cosl
(√
2 arctan
(
s2
s1
+ π
))
if s1 ≤ 0
for k ∈ {1, 2} and l ∈ {1, 2, 3, 4}, we find that
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Q(s) =


ln((s1)2+(s2)2)
2 +
1
2 ln
(
sin
(√
2 arctan
(
s2
s1
)))
− (s1)2+(s2)24
[
β1−δ1+2(β2−δ2)+β3−δ3
4
− (s1)2+(s2)24 γ α11+4α12+2α13+4α23+4α22+α3316
]
−((s1)2 + (s2)2)
[
h(s)β1−δ1−(β3−δ3)8 + h(s)
2 β1−δ1−2(β2−δ2)+β3−δ3
16
]
+ ((s1)
2+(s2)2)2
16 γh(s)
[
α11+2α12−2α23−α33
4 + h(s)
3α11−2α13−4α22+3α33
8
+h(s)2 α11−2α12+2α23−α334 + h(s)
3 α11−4α12+2α13−4α23+4α22+α33
16
]
if s1 ≥ 0
ln((s1)2+(s2)2)
2 +
1
2 ln
(
sin
(√
2
(
arctan
(
s2
s1
)
+ π
)))
− (s1)2+(s2)24
[
β1−δ1+2(β2−δ2)+β3−δ3
4
− (s1)2+(s2)24 γ α11+4α12+2α13+4α23+4α22+α3316
]
−((s1)2 + (s2)2)
[
h(s)β1−δ1−(β3−δ3)8 + h(s)
2 β1−δ1−2(β2−δ2)+β3−δ3
16
]
+ ((s1)
2+(s2)2)2
16 γh(s)
[
α11+2α12−2α23−α33
4 + h(s)
3α11−2α13−4α22+3α33
8
+h(s)2 α11−2α12+2α23−α334 + h(s)
3 α11−4α12+2α13−4α23+4α22+α33
16
]
if s1 ≤ 0
(A.1)
where
h(s) =


cos
(√
2 arctan
(
s2
s1
))
when s1 ≥ 0
cos
(√
2
(
arctan
(
s2
s1
)
+ π
))
when s1 ≤ 0.
A.2 Form of the function q
Therefore if s1 ≥ 0:
26
q1(s) =
s1
(s1)2 + (s2)2
− s2
(s1)2 + (s2)2
1
√
2 tan
(√
2 arctan
(
s2
s1
))
− s1
[
β1 − δ1 + 2(β2 − δ2) + β3 − δ3
8
−(s1)
2 + (s2)
2
4
γ
α11 + 4α12 + 2α13 + 4α23 + 4α22 + α33
16
]
− 2s1
[
h(s)
β1 − δ1 − (β3 − δ3)
8
+ h(s)2
β1 − δ1 − 2(β2 − δ2) + β3 − δ3
16
]
+ s1
((s1)
2 + (s2)
2)
4
γh(s)
[
α11 + 2α12 − 2α23 − α33
4
+ h(s)
3α11 − 2α13 − 4α22 + 3α33
8
+ h(s)2
α11 − 2α12 + 2α23 − α33
4
+ h(s)3
α11−4α12 +2α13 −4α23 +4α22α33
16
]
−
√
2s2 sin
(√
2 arctan
(
s2
s1
))[
β1 − δ1 − (β3 − δ3)
8
+h(s)
β1 − δ1 − 2(β2 − δ2) + β3 − δ3
8
]
+
(s1)
2 + (s2)
2
16
γ
√
2s2 sin
(√
2 arctan
(
s2
s1
))[
α11 + 2α12 − 2α23 − α33
4
+ h(s)
3α11 − 2α13 − 4α22 + 3α33
4
+ h(s)2
3(α11− 2α12 + α23− α33)
4
+h(s)3
α11 − 4α12 + 2α13 − 4α23 + 4α22 + α33
4
]
.
(A.2)
We have similar formulas for q2 and when s1 ≤ 0.
A.3 Proof of Proposition 4.8
Now F (s) = |∇Q(s)|2−∆Q(s) = (q1(s))2+(q2(s))2− ∂q1∂s1 (s)−
∂q2
∂s2
(s). Besides, note that under
(H1), α11+4α12+2α13+4α23+4α22+α3316 > 0. Therefore using Equations (4.6) and (4.7) we easily
obtain that there exists a positive constant C1 such that (q1(s))2+(q2(s))2 ≥ C1((s1)2+(s2)2)3.
Finally, from Equation (A.2), we obtain after some calculations that there exists a positive constant
C2 such that ∂q1∂s1 (s) +
∂q2
∂s2
(s) ≤ C2((s1)2 + (s2)2)2. Therefore Proposition 4.8 is true if s1 ≥ 0.
If s1 ≤ 0, the result is true as well by symmetry.
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