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Abstract
The scope of this work is the constraint-based synthesis of termination argu-
ments for the restricted class of programs called linear lasso programs. A ter-
mination argument consists of a ranking function as well as a set of supporting
invariants.
We extend existing methods in several ways. First, we use Motzkin’s Trans-
position Theorem instead of Farkas’ Lemma. This allows us to consider linear
lasso programs that can additionally contain strict inequalities. Existing meth-
ods are restricted to non-strict inequalities and equalities.
Second, we consider several kinds of ranking functions: affine-linear, piece-
wise and lexicographic ranking functions. Moreover, we present a novel kind of
ranking function called multiphase ranking function which proceeds through a
fixed number of phases such that for each phase, there is an affine-linear ranking
function. As an abstraction to the synthesis of specific ranking functions, we
introduce the notion ranking function template. This enables us to handle all
ranking functions in a unified way.
Our method relies on non-linear algebraic constraint solving as a subroutine
which is known to scale poorly to large problems. As a mitigation we formalize
an assessment of the difficulty of our constraints and present an argument why
they are of an easier kind than general non-linear constraints.
We prove our method to be complete: if there is a termination argument of
the form specified by the given ranking function template with a fixed number
of affine-linear supporting invariants, then our method will find a termination
argument.
To our knowledge, the approach we propose is the most powerful technique
of synthesis-based discovery of termination arguments for linear lasso programs
and encompasses and enhances several methods having been proposed thus
far [4, 18, 27].
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Chapter 1
Introduction
Software verification as a branch of computer science studies the automatic
derivation of correctness properties of computer programs. Termination is the
property that no infinite program execution is possible. In this work we focus
on the automatic discovery of a termination argument given a program of a
specific form. Whether a given program terminates is undecidable according
to the Halting Problem. Hence there is no algorithm that finds a termination
argument for every terminating program. Because of this, we content ourselves
with considering linear lasso programs. Linear lasso programs consist of a stem
followed by a loop. Stem and loop each are boolean combinations of affine-linear
constraints. For an example, see Figure 1.1.
assume(y > 1 ) ;
while (q ≥ 0 ) :
q := q − y ;
y := y + 1 ;
STEM(q, y) ≡ y > 1
LOOP(q, y, q′, y′) ≡ q ≥ 0 ∧ q′ = q − y
∧ y′ = y + 1
Figure 1.1: A linear lasso program given as program code (left) and its trans-
lation as stem and loop transition in linear arithmetic (right).
Lasso programs usually do not occur as stand-alone programs; rather, they
are encountered when a finite representation of an infinite path in a control
flow graph is needed. For example, in (potentially spurious) counter-examples
in termination analysis [11, 16, 22, 23], non-termination analysis [15], stability
analysis [10, 28], or cost analysis [1, 14].
In this work we build constraints from the given program code, such that
a termination argument for this program can be computed via constraint solv-
ing. The method we propose is more powerful than any other constraint-based
synthesis of termination arguments for linear lasso programs proposed thus far
(see Section 1.1 for an assessment).
First, by using Motzkin’s Transposition Theorem instead of Farkas’ Lemma,
we are able to handle lasso programs that contain both strict and non-strict in-
equalities. (For example, the program in Figure 1.1 contains the strict inequal-
ity y > 1 in the stem and only non-strict inequalities in the loop transition.)
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Existing methods disallowed strict inequalities or sometimes resorted to the
workaround of replacing a strict inequality a > b by a ≥ b+1, which only works
for integer domains.
Second, instead of focusing on one type of ranking function, we use sev-
eral templates for ranking functions (e.g., affine-linear or lexicographic ranking
functions). For this, we introduce the notion of a ranking function template
that enables formalization of ranking functions of various kinds, including the
aforementioned ones. When given a linear lasso program, we can prove its ter-
mination by trying many different kinds of templates available by repeating our
method for each of them.
Furthermore, we present a novel ranking function that we call multiphase
ranking function. This ranking function proceeds through a fixed finite number
of phases, before terminating. Each phase is ranked by an affine-linear function;
when this function becomes non-positive, we transition to the next phase. These
multiphase ranking functions can be seen to be orthogonal to lexicographic
ranking functions: if a program has a lexicographic ranking function, it generally
does not have a multiphase ranking function, or vice versa. We give various
examples of programs that have a multiphase ranking function.
while (q ≥ 0 ) :
q := q − y ;
y := y + 1 ;
f1(q, y) = 1− y
f2(q, y) = q + 1
Figure 1.2: An execution of this linear lasso program can be split into two
phases: first y increases until it is positive, then q decreases until the loop
condition q ≥ 0 is violated. We can discover the affine-linear functions f1 and
f2. Together, they form a multiphase ranking function where f1 corresponds to
phase one and f2 corresponds to phase two.
Our constraint-based synthesis method can be summarized as follows. The
input is a linear lasso program as well as a linear ranking function template. The
template yields a formula, which we augment by adding constraints for affine-
linear inductive supporting invariants. These invariants contain information
from the program stem that may be indispensable to the program’s termination
proof. Next, five equivalence transformations are applied to the constraints,
the last of which is given by Motzkin’s Theorem. The last transformation re-
moves any universal quantifiers. The resulting constraints are then passed to
an SMT solver which checks them for satisfiability; a positive result implies
that the program terminates. Furthermore, a satisfying assignment will yield
the supporting invariants and a ranking function. These form a termination
argument for the given linear lasso program and thus can be used by another
tool [1, 10, 14, 11, 15, 16, 22, 23, 28].
In addition to being sound, our method is complete in the following sense.
If there is a termination argument in form of a fixed number of affine-linear
supporting invariants and a ranking function of the form specified by the given
ranking function template, then our method will discover a termination argu-
ment. In other words, the existence of a solution is never lost in the process of
transforming the constraints.
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Our method applies to linear lasso programs of rational and real variable
domains. While it is feasible to use it for integer domains, it is not complete
for integers. The main reason is that Motzkin’s Theorem does not hold over
the integers. In fact, the discovery of affine-linear ranking functions for lasso
programs without stem is already co-NP-complete [2].
In contrast to some related methods [18, 27], which we extend in this work,
the constraints we generate are not linear, but rather non-linear algebraic con-
straints. Solving these constraints is decidable, but requires exponential time
and space [13]. Much progress on non-linear SMT solvers has been made
and present-day algorithms routinely solve non-linear constraints of various
sizes [21]. Cylindrical algebraic decomposition (CAD) seems to be the most
successful practical method in these endeavors.
We will argue that the constraints we generate generally are not as wicked as
non-linear constraints can possibly be. We assess the number of variables that
need to be assigned to make the constraints linear. For this we introduce the
notion of suitable colorings for ranking function templates. This is a criterion
that states which of the Motzkin coefficients that occur in non-linear opera-
tions we can eliminate from the final constraints. Moreover, we provide several
other optimizations that reduce the number of these variables. Additionally, for
the CAD algorithm we exemplarily discuss why in practical cases, we can find
assignments for invariants in polynomial time.
The contributions of this work can be summarized as follows.
• The use of Motzkin’s Theorem instead of Farkas’ Lemma enables strict
inequalities in linear lasso programs.
• The novel multiphase ranking function is presented.
• We handle synthesis of different types of ranking functions in a unified
way using our notion of ranking function templates.
• The number of variables occurring in non-linear operations in the gener-
ated constraints is assessed for every ranking function template we present.
• We argue why solving our non-linear constraints is not terribly difficult.
1.1 Related Work
Tiwari showed that termination is decidable for deterministic stem-free linear
lasso programs of the form
while(Bx > b) x:=Ax+ c;
where Bx > b is a conjunction of affine-linear constraints and Ax+c is an affine-
linear transition function [33]. This result is based on eigenvector analysis of the
involved matrix A. Braverman extends this result and proves the decidability
of lasso programs of the following form [6]:
while(Bsx > bs ∧Bwx ≥ bw) x:=Ax+ c;
where the matrices and vectors are rational and variables have rational or real
domain. Moreover, this class of lasso programs also admits decidable termina-
tion analysis over integer domain for the homogeneous case where bs, bw, c = 0.
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Ben-Amram et al. show that linear lasso programs with integer domain have
undecidable termination if the loop’s coefficients are from Z ∪ {r} for an arbi-
trary irrational number r [3].
For constraint-based synthesis of termination arguments for various classes
of linear lasso programs, Farkas’ Lemma has been extensively used [4, 5, 9, 18,
27, 29, 30], although always in its affine form.
The first complete method of ranking function synthesis for linear lasso
programs through constraint solving was due Podelski and Rybalchenko [27].
Their approach only considers lasso programs without stem and termination
arguments in form of an affine-linear ranking function and requires only linear
constraint solving.
The idea of generating affine-linear inductive invariants via Farkas’ Lemma-
transformed constraints is first presented by Colo´n et al. [9]. We will take the
same approach when generating inductive supporting invariants. This method
relies on non-linear constraint solving and some of the same authors explore an
under-approximation technique for solving these [30].
Bradley, Manna and Sipma propose a similar approach for linear lasso pro-
grams [4]. They introduce affine-linear inductive supporting invariants to handle
the stem. Their termination argument is a lexicographic ranking function with
each component corresponding to one loop disjunct. This not only requires
non-linear constraint solving, but also an ordering on the loop disjuncts. The
authors extend this approach in [5] by the use of template trees. These trees
allow each lexicographical component to have a ranking function that decreases
not necessarily in every step, but eventually. This bears some resemblance to
multiphase ranking functions.
Heizmann et al. extend the method of Podelski and Rybalchenko [18]. They
are the first to introduce the notion of lasso programs. Utilizing supporting
invariants analogously to Bradley et al., they synthesize affine-linear ranking
functions. Due to their restriction to non-decreasing invariants, the generated
constraints are linear.
A collection of example-based explanations of constraint-based verification
techniques can be found in [29]. This includes the generation of ranking func-
tions, interpolants, invariants, resource bounds and recurrence sets.
In [2] Ben-Amram and Genaim discuss the synthesis of linear ranking func-
tions for integer lasso programs without stem. They prove that this problem is
generally co-NP-complete and continue considering several special cases which
admit a polynomial time complexity.
1.2 Structure
This work is divided into eight chapters. After this introductory chapter, in
Chapter 2 we recapitulate the mathematical foundations for ordinal numbers,
formal logic and linear arithmetic including Motzkin’s Transposition Theorem.
Following this, we formally define linear lasso programs, invariants and notions
related to termination in Chapter 3. This chapter concludes with a proof that
termination of linear lasso programs is undecidable.
In Chapter 4 we introduce the notion of linear ranking function templates
and formalize a way for turning synthesized affine-linear functions into ranking
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functions. We discuss the multiphase ranking function template and three other
relevant templates and their properties.
Given a linear lasso program and a linear ranking function template, we
describe in Chapter 5 how to build the constraints whose solutions are the ter-
mination argument. We analyze the difficulty of the generated constraints—the
non-linear dimension in Chapter 6. We will prove a criterion that enables us
to reduce the number of variables that occur in non-linear operations in the
constraints. In Chapter 7 we discuss some methods for solving the constraints
and their computational complexity. We motivate with help of the cylindrical
algebraic decomposition of parts of the constraints that solving them is not
necessarily difficult in practice, despite the poor worst-case time complexity of
non-linear SMT solvers. Finally, our results are summarized in Chapter 8.
This work is meant to be read in a linear fashion, each chapter building
on the results of the previous ones. Our most important results are stated in
chapters 3, 4, 5 and 6.
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Chapter 2
Preliminaries
In this chapter we introduce the required mathematical concepts from set theory,
formal logic and selected results from linear programming. We also dedicate
Section 2.4 to Motzkin’s Transposition Theorem.
2.1 Well-orderings and Ordinal Numbers
The definitions and results of this section are standard knowledge in the math-
ematical branch of set theory [24].
Definition 2.1 (Well-ordered set). A strict linear ordering < on a set X is a
well-ordering iff every non-empty subset of X has a <-minimal element.
Definition 2.2 (Ordinals). A set α is called ordinal number or ordinal iff
• β ∈ α implies β ⊂ α, and
• ∈ (set membership) is a well-ordering on α.
We denote the collection of all ordinals with On.
Ordinal numbers are a method of counting indefinitely. The first ordinal is
ø and for every ordinal α the successor is {α}∪α. Furthermore, the union of a
collection of ordinals is again an ordinal, therefore we can take the supremum
of a collection of ordinals via set union.
Ordinals that are not successors are called limit ordinals. The first limit
ordinal is ω. We can define addition, multiplication and exponentiation for
ordinals coinciding with these operations on the natural numbers (however, in
general addition and multiplication are not commutative). This yields
ω + ω = ω · 2, sup{ω · k | k ∈ ω} = ω2.
We get the sequence
0, 1, 2, . . . , ω, ω + 1, . . . , ω · 2, ω · 2 + 1, . . . , ω2, ω2 + 1, . . . .
Note that there is such a vast number of ordinals that On cannot be a set1.
Nevertheless, for purposes of computer science, we are content with the set of
1If On was a set, it would be an ordinal according to Definition 2.2 and hence contain
itself. This is a contradiction to the well-foundedness of set theory.
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countable ordinals. This justifies the usage of On like a set, for example as a
codomain of functions.
Every well-ordered set is isomorphic to an ordinal number. In this sense
the ordinals are the ‘mothers of all well-orderings’. This motivates why we may
consider ordinals instead of arbitrary well-ordered sets.
Lemma 2.3 (Well-orderings and ordinals). For every well-ordered set (X,<)
there is a unique ordinal α and a bijection f : X → α such that x < y iff
f(x) ∈ f(y) for every x, y ∈ X.
Proof. See the literature on set theory, e.g. [24].
2.2 First-order Logic
We present a short introduction to first-order logic [12] and the notation we use
in this work. Given a set S containing constants, function and relation symbols,
we define terms and formulae of first order logic for S recursively. Every variable
and constant is an S-term, and so is the application of an n-ary function symbol
to a sequence of n terms. The application of an n-ary relation symbol to n S-
terms constitute atomary S-formulae (atoms). Formulae can be joined together
using boolean connectives ¬,∧,∨,→, and quantified using universal (∀) and
existential (∃) quantifiers followed by the quantified variable. Variables that are
not bound by quantifiers in a formula ϕ are called free variables of ϕ. We use
the convention that quantifiers bind weakly (until the end of the line), and ∧
and ∨ have precedence over →; negation (¬) is the strongest connective.
An S-structure A = (A, (ZA)Z∈S) consists of a set A called the universe of
A, and an interpretation ZA of every symbol Z in S. If an S-formula ϕ holds in
a S-model A, we say A models ϕ and write A |= ϕ. An S-formula ϕ is satisfiable
iff an S-structure exists that models ϕ. If ϕ is modeled by all S-structures, we
call ϕ valid and write |= ϕ. Given a set of S-formulae T , we write T |= ϕ iff
A |= ϕ for every S-structure A that models each ψ ∈ T . If two S-structures A
and B model the same S-formulae, we call A and B elementarily equivalent.
In this work we entertain a special interest in linear arithmetic Slinear =
{0, 1,+,−,≤,=} and non-linear arithmetic Snon−linear = {0, 1,+,−, ·,≤,=},
where 0 and 1 are constants, +, −, · are binary function symbols and ≤, = are
binary relations. The usual axioms concerning ordered rings apply. Structures
we consider are the rationals Q and the reals R together with the usual inter-
pretations of 0, 1, +, −, ·, ≤ and = as well as their elementary equivalents.
Structures elementarily equivalent to the reals are called real closed fields ; an
example of a real closed field are the real algebraic numbers (the field of roots
of rational polynomials).
Given an S-formulae ϕ, an satisfiability modulo theory solver (SMT solver)
is a software tool that determines whether ϕ holds in an specific S-structure
(e.g. Q or R). If it does, the solver outputs a valuation to the free variables of
ϕ. We call the input ϕ the constraint to the solution.
For notational simplicity, and if the structure A is clear from context, we
identify formulae with the sets they generate. A formula ϕ containing n free
variables x1, . . . , xn, is identified with the set
{(x1, . . . , xn) ∈ An | A |= ϕ(x1, . . . , xn)}.
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For later use, we state the Compactness Theorem for first order logic [12].
Theorem 2.4 (Compactness). A set of formulae T is satisfiable if and only if
every finite subset of T is satisfiable.
2.3 Linear Arithmetic
For the remainder of this work, fix K to be the field of rational numbers Q or
any real closed field, such as the real numbers R. We use the vector x to denote
the variables x1, . . . , xn. By convention, all vectors are column vectors. For a
vector v, the transpose will be denoted as vT . A function f : Kn → K is called
affine-linear (or simply affine) iff f(x) = cTx + d for some vector c ∈ Kn and
some number d ∈ K. We call inequalities of the form a < b strict inequalities and
inequalities of the form a ≤ b non-strict inequalities. When either comparison
operator could apply to an equation, we use the symbol ⊳.
Given a matrix A ∈ Km×n and a vector b ∈ Km, the inequality Ax ≤ b
denotes the conjunction of the linear inequalities
m∧
i=1
n∑
j=1
ai,jxj ≤ bi
where ai,j denotes the entry of the matrix A in row i and column j. If we
understand these constraints as the set of vectors {x ∈ Kn | Ax ≤ b}, they form
a convex subset of Kn called a polyhedron.
2.4 Motzkin’s Transposition Theorem
Intuitively, Motzkin’s Transposition Theorem states that a given system of lin-
ear inequalities has no solution if and only if a contradiction can be derived via
a positive linear combination of the equations.
Motzkin’s Theorem will be used in this work to equivalently transform uni-
versally quantified formulae into existential ones. Additionally, as a side effect,
the number of non-linear multiplications (multiplications of two variables) will
be greatly reduced.
Theorem 2.5 (Motzkin’s Transposition Theorem [31]). Let A ∈ Km×n, B ∈
Kℓ×n, b ∈ Km, and d ∈ Kℓ. (M1) and (M2) are equivalent.
∀x ∈ Kn. ¬(Ax ≤ b ∧ Bx < d) (M1)
∃λ ∈ Km ∃µ ∈ Kℓ. λ ≥ 0 ∧ µ ≥ 0
∧ λTA+ µTB = 0 ∧ λT b+ µTd ≤ 0
∧ (λT b < 0 ∨ µ 6= 0)
(M2)
Note that the formula (M2) contains the disjunction (λT b < 0 ∨ µ 6= 0). We
call the case where µ = 0 and λT b < 0 the classical case, because the formula
coincides with the one of the classical version of Farkas’ Lemma (Lemma 2.8).
The other case will be called the non-classical case. Note that the equation
µ 6= 0 can equivalently be written as ∑i µi > 0 since µ is already constraint to
non-negative entries.
10
The remainder of this section is dedicated to the proof of Motzkin’s Theorem.
We motivate this proof with two versions of Farkas’ Lemma which easily follow
from the strong duality theorem of linear programming [31]: an affine version
(Lemma 2.7) and a classical version (Lemma 2.8). However, note that the lit-
erature typically takes the opposite route and uses Farkas’ Lemma to prove the
duality theorem [31].
Theorem 2.6 (Strong duality theorem). Let A ∈ Km×n, b ∈ Km, and c ∈ Kn.
Define the linear programming problem P = {cTx | Ax ≤ b} and its dual D =
{bTy | AT y = c, y ≥ 0}. If either of P or D is non-empty, then supP = inf D.
Proof. See the literature on linear programming, e.g. [31].
The duality theorem holds over the theory of the reals as well as the rationals.
This is because a polyhedron defined by inequalities involving only rational
coefficients has only rational vertices. If a linear programming problem (or its
dual respectively) has an optimal solution, it always has a vertex as an optimal
solution; hence there is a rational optimum [31].
Motzkin’s Theorem states that a given system of linear inequalities has no
solution (M1) if and only if a contradiction can be derived via a positive lin-
ear combination of the equations (M2). The two cases distinguished in the
disjunction (M2) correspond to a contradiction derived using only non-strict
inequalities (classical case) and a contradiction derived using at least one strict
inequality (non-classical case).
The following affine version of Farkas’ Lemma is usually applied instead
of Motzkin’s Theorem in the context of lasso programs [4, 5, 9, 18, 27, 29,
30]. Motzkin’s Theorem can be seen as an adaption of Farkas’ Lemma to allow
for strict inequalities. Conversely, the classic Farkas’ Lemma is a included in
Motzkin’s Theorem as the special case where B = 0 and d = 0.
Lemma 2.7 (Affine Farkas’ Lemma). Let A ∈ Km×n, b ∈ Km, c ∈ Kn, and
δ ∈ K such that Ax ≤ b has a solution. Then the following two formulae are
equivalent.
∀x ∈ Kn. Ax ≤ b→ cTx ≤ δ
∃λ ∈ Km. λ ≥ 0 ∧ λTA = cT ∧ λT b ≤ δ
Proof. We reformulate Lemma 2.7 in terms of linear programming. Let P and
D be as in Theorem 2.6.
Let P 6= ø. Then supP ≤ δ iff inf D ≤ δ.
If P is bounded, then D is feasible and by the strong duality theorem their
solutions are equal. Conversely, if inf D ≤ δ, then D is feasible and the strong
duality theorem asserts that supP ≤ δ.
Lemma 2.8 (Classic Farkas’ Lemma). For all A ∈ Km×n and b ∈ Km the
following two formulae are equivalent.
∀x ∈ Kn. ¬Ax ≤ b
∃λ ∈ Km. λ ≥ 0 ∧ λTA = 0 ∧ λT b < 0
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Proof. We proceed analogously to the proof of Lemma 2.7. Here P is infeasible,
consequently its dual D is unbounded and thus attains some negative value.
The following Lemma is of technical nature. We require it for the proof of
Theorem 2.5.
Lemma 2.9 (Closure of polyhedra). Let X = {x ∈ Kn | Ax ≤ b, Bx < d} 6= ø.
The smallest closed set containing X is Y = {x ∈ Kn | Ax ≤ b, Bx ≤ d}.
Proof. Y contains X and is the finite intersection of closed half-spaces and
therefore closed. We need to show that every point in Y \ X is the limit of a
sequence of points in X . Let y ∈ Y \X and since X is not empty, we can pick
an x ∈ X . For 0 < t ≤ 1,
A(tx+ (1 − t)y) = tAx+ (1− t)Ay ≤ tb+ (1− t)b = b,
B(tx+ (1 − t)y) = tBx+ (1− t)By < td+ (1 − t)d = d.
We conclude that tx+ (1− t)y ∈ X for all 0 < t ≤ 1. But
lim
t→0
(
tx+ (1 − t)y) = y,
therefore y is in the closure of X .
Proof of Theorem 2.5. Either Ax ≤ b is inconsistent, then Lemma 2.8 states
the equivalence of (M1) to the classical case (first disjunct) in (M2). Otherwise
write
Bx ≤ d ≡
ℓ∧
i=1
bTi x ≤ di.
There is a subset S ⊆ {bTi x < di | 1 ≤ i ≤ ℓ} such that S∪{Ax ≤ b} is satisfiable,
but S ∪ {Ax ≤ b} ∪ {bTi0x < d} is not for some i0. Write S as B′x < d′ for a
submatrix B′ of B and a subvector d′ of d. (M1) is then equivalent to
∀x. Ax ≤ b ∧ B′x < d′ → −bTi0x ≤ −di0 . (2.1)
This can be formulated as
X := {x | Ax ≤ b, B′x < d′} ⊆ {x | −bTi0x ≤ −di0} =: Z.
Z is a closed set, henceX is contained in Z iff the closure ofX is. By Lemma 2.9,
the closure of X is {x | Ax ≤ b, B′x ≤ d′}, we can therefore replace B′x < d′
with B′x ≤ d′ in (2.1). Ax ≤ b ∧ B′x ≤ d′ is satisfiable by assumption, hence
by Lemma 2.7, we get equivalently
∃λ, µ ≥ 0. λTA+ µTB′ = −bTi0 ∧ λT b+ µTd′ ≤ −di0 .
This yields an assignment for the non-classical case (second disjunct) in (M2).
Conversely, a contradiction derived from the inequalities makes Ax ≤ b ∧
Bx < d unsatisfiable. Assume the non-classical case of (M2) holds and we have
an x∗ ∈ Kn such that Ax∗ ≤ b and Bx∗ < d. Then
λTAx∗ ≤ λT b, µTBx∗ < µT d
since λ and µ have only non-negative entries. This yields the following contra-
diction.
0 · x∗ = (λTA+ µTB)x∗ = λTAx∗ + µTBx∗ < λT b+ µTd ≤ 0
12
Chapter 3
Lasso Programs
In Section 3.1 we introduce the notion of lasso programs and, more relevant
to this work, linear lasso programs. Invariants and inductive invariants are
presented in Section 3.2, as well as the motivation to stick to the latter when
building the constraints. Finally, in Section 3.3 we define termination and rank-
ing functions and conclude this chapter with a related undecidability result.
3.1 Definition
Definition 3.1 (Lasso program [18]). A lasso program P = (STEM, LOOP) over
the domain Σ consists of a set of initial states STEM ⊆ Σ and a binary relation
LOOP ⊆ Σ× Σ.
Definition 3.2 (Semantics of lasso programs). Let P = (STEM, LOOP) be a lasso
program over the domain Σ. A state of P is an element σ ∈ Σ. An execution
of P is a (possibly infinite) sequence of states σ0σ1 . . . such that σ0 ∈ STEM and
(σi, σi+1) ∈ LOOP for all i ≥ 0.
STEM
LOOP
Figure 3.1: The name ‘lasso program’ is motivated by the shape of their
transition graph.
In this work, we consider the following special case of lasso programs, namely
those that have a linear specification for their stem and loop transitions, as in
the following example.
Example 3.3. Consider the following lasso program Py≥1.
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assume(y = 1 ) ;
while (q ≥ 0 ) :
q := q − y ;
y := y + 1 ;
We can represent the stem and loop transition of Py≥1 with the following for-
mulae.
STEM(q, y) ≡ y = 1
LOOP(q, y, q′, y′) ≡ q ≥ 0 ∧ q′ = q − y ∧ y′ = y + 1
An execution of Py≥1 is σ0σ1σ2 where
σ0 : y 7→ 1, q 7→ 2,
σ1 : y 7→ 2, q 7→ 1, and
σ2 : y 7→ 3, q 7→ −1.
Since q is negative in σ2, there is no possible successor state to σ2.
Definition 3.4 (Linear lasso program). A linear lasso program is a lasso pro-
gram P = (STEM, LOOP) such that STEM and LOOP are defined by quantifier-free
formulae of linear arithmetic. A linear lasso program is called conjunctive, iff
STEM and LOOP contain no disjunctions and negations occur only before atoms.
Lemma 3.5 (Linear lasso program normal form). For all linear lasso programs
P = (STEM, LOOP), the formulae STEM and LOOP can be written in the following
normal form.
STEM(x) ≡
∨
n∈N
(
Bnx ≤ bn ∧ B′nx < b′n
)
LOOP(x, x′) ≡
∨
m∈M
(
Am(
x
x′) ≤ cm ∧ A′m(xx′) < c′m
)
Bn, B
′
n, Am, and A
′
m are matrices, bn, b
′
n, cm, and c
′
m are vectors, and N and
M suitable finite index sets. The program P is conjunctive if and only if it has
a normal form with #N = #M = 1.
Proof. We transform the formulae STEM and LOOP in negation normal form such
that negations occur only before atoms. Then we rewrite negated atoms using
the following identities.
¬a ≤ b ≡ −b < −a ¬a < b ≡ −b ≤ −a a 6= b ≡ a < b ∨ a > b
Additionally, true can be rewritten as 0 ≤ 0 and false as 0 ≤ −1. Finally, we
transform obtained the formulae in disjunctive normal form.
According to Lemma 3.5, STEM and LOOP correspond geometrically to a
union of convex polyhedra (see Figure 3.2).
Example 3.6. The program Py≥1 from Example 3.3 is a conjunctive linear
lasso program. Its normal form is
STEM(q, y) ≡ y ≤ 1 ∧ −y ≤ −1,
LOOP(q, y, q′, y′) ≡ − q ≤ 0 ∧ q′ − q + y ≤ 0 ∧ −q′ + q − y ≤ 0
∧ y′ − y − 1 ≤ 0 ∧ −y′ + y + 1 ≤ 0.
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Rn
Rn
x
x′
LOOP(x, x′)
Figure 3.2: The loop transition of a conjunctive linear lasso program geomet-
rically corresponds to a polyhedron. The n-dimensional state spaces Rn of x
and x′ are shown compactly as either axis. The successor state x′ to a state x
is chosen non-deterministically from the possible pairs (x, x′) ∈ LOOP.
3.2 Invariants
Informally, an invariant is a property that always holds during program exe-
cution. Although our primary goal is to prove termination, the inference of
invariants can uncover information critical to this goal. In Section 5.1 we will
discuss how we involve invariants in the ranking function discovery process.
Definition 3.7 (Invariant). A state σ ∈ Σ of a lasso program P is reachable iff
there is an execution of P containing σ. A formula ψ is called an invariant of
P iff |= ψ(σ) for all reachable states σ of P.
Definition 3.8 (Affine-linear invariant). An invariant ψ(x) is an affine-linear
invariant if it is of the form
ψ(x) ≡ sTx+ t⊲ 0
for some vector s ∈ Kn, some value t ∈ K, and ⊲ ∈ {>,≥}. If ⊲ = >, the
invariant ψ(x) is called strict invariant; if ⊲ = ≥, the invariant ψ(x) is called
non-strict invariant.
Definition 3.9 (Inductive invariant). A formula ψ is called an inductive in-
variant for a linear lasso program P iff the following two formulae hold.
∀σ ∈ Σ. STEM(σ)→ ψ(σ) (II)
∀σ, σ′ ∈ Σ. ψ(σ) ∧ LOOP(σ, σ′)→ ψ(σ′) (IC)
Example 3.10. Py≥1 from Example 3.3 has the affine-linear inductive invari-
ant y ≥ 1, since it is implied by the stem and
K |= ∀q, y, q′, y′. y ≥ 1 ∧ (q ≥ 0 ∧ q′ = q − y ∧ y′ = y + 1)→ y′ ≥ 1.
Remark 3.11. Every inductive invariant is an invariant.
Proof. By induction using (II) and (IC).
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Invariants, that are not inductive invariants are called non-inductive invariants.
Example 3.12. The converse to Remark 3.11 does not hold: non-inductive
invariants exist. Consider the program Pinv:
STEM(y, z) ≡ y ≥ 0 ∧ z ≥ 0
LOOP(y, z, y′, z′) ≡ y′ = z ∧ z′ = y
y ≥ 0 and z ≥ 0 are invariants of Pinv: initially y and z are non-negative and
their values do not decrease in the loop transition. However, neither of the two
invariants is inductive since
y ≥ 0 ∧ y′ = z ∧ z′ = y → y′ ≥ 0
is false for y = z′ = 1, and z = y′ = −1 (and analogously for z ≥ 0). Intuitively,
the conclusion y′ ≥ 0 depends on the information that z ≥ 0 and vice versa, so
neither invariant can be proven inductively on their own.
3.3 Termination and Ranking Functions
Definition 3.14 (Termination). A lasso program terminates iff it has no exe-
cution of infinite length.
Definition 3.15 (Ranking function). Let α be a set with well-ordering relation
<α. A ranking function f for a lasso program P = (STEM, LOOP) on domain Σ
is a function f : Σ→ α such that for all reachable states σ and σ′
LOOP(σ, σ′)→ f(σ′) <α f(σ). (RF)
If Σ is countable, we can always make α countable by choosing the image of
f together with the induced well-ordering on this subset of α. By Lemma 2.3
there is always an ordinal β and an isomorphism h : α→ β such that h ◦ f is a
ranking function on β. Without loss of generality we can therefore assume that
we are ranking over ordinals.
Example 3.16. The linear lasso programPy≥1 from Example 3.3 has the rank-
ing function f(q, y) = q+1 mapping all but the last state of every execution to
a non-negative integer. From Example 3.10 we know that y ≥ 1 is an invariant
of Py≥1, hence we can conclude that f(q, y) is well-defined and decreases for
every loop transition. The ordinal isomorphic to the non-negative integers is ω,
the first infinite ordinal.
The next lemma illuminates the relationship between termination and rank-
ing functions and justifies our search for the latter for the goal of proving ter-
mination.
Lemma 3.17. A lasso program P has a ranking function if and only if it
terminates.
Proof. The image of the states in every execution of P under f is a strictly
decreasing sequence in α with respect to <α by (RF). Because <α is a well-
ordering on α, this sequence cannot be infinite.
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Conversely, for reachable states Σ′ ⊆ Σ, the graph G = (Σ′, LOOP) is acyclic
by assumption. Hence the ranking function f : Σ → On that assigns every
state an ordinal number such that f(σ) = sup{f(σ′) | (σ, σ′) ∈ LOOP} + 1 is
well-defined.
Even though every terminating lasso program has a ranking function, in
general they can be arbitrarily complicated and their existence is undecidable
according to the following theorem. Consequently, in this work we want to
restrict ourselves to the proper subclass of lasso programs which are linear as
well as consider only specific classes of ranking functions.
Theorem 3.18 (Halting problem for lasso programs [33]). Termination of lin-
ear lasso programs is undecidable.
Proof. We reduce the halting problem for Minsky counter machines [25] to lasso
programs. These counter machines have a finite number of registers (each hold-
ing one non-negative integer) and a programming in form of a finite sequence
of statements. Possible statements are
• INC(rk): increment register k by one,
• DEC(rk): decrement register k by one, and
• JZ(rk, sℓ): if register k is zero, jump to instruction sℓ, otherwise continue.
Let M be such an n-counter machine and let its sequence of statements be
s0, . . . , sm. We define a linear lasso program P = (STEM, LOOP) over the vari-
ables s, r1, . . . , rn as follows.
STEM ≡ s = 0 ∧
n∧
j=1
rj = 0
The loop transition LOOP is a large disjunction composed of the following dis-
juncts constructed from the program instructions of M .
si = INC(rk) :
(
s = i ∧ s′ = s+ 1 ∧ r′k = rk + 1 ∧
∧
j 6=k
r′j = rj
)
si = DEC(rk) :
(
s = i ∧ s′ = s+ 1 ∧ rk ≥ 1 ∧ r′k = rk − 1 ∧
∧
j 6=k
r′j = rj
)
∨ (s = i ∧ s′ = s+ 1 ∧ rk < 1 ∧ r′k = 0 ∧ ∧
j 6=k
r′j = rj
)
si = JZ(rk, sℓ) :
(
s = i ∧ s′ = ℓ ∧ rk = 0 ∧
∧
j
r′j = rj
)
∨ (s = i ∧ s′ = s+ 1 ∧ ri 6= 0 ∧ ∧
j
r′j = rj
)
Given a run for the counter machineM starting with empty registers at instruc-
tion 0, we can construct an execution for the lasso program P by assigning the
current program position to s and the register content to r1, . . . , rn. Conversely,
given an execution of P, we conclude inductively that in every state the program
counter s and the registers r1, . . . , rn contain only integers. Hence we can define
a run of M such that every execution step of M is given by a state of P.
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Because of this fundamental undecidability, any method trying to prove ter-
mination of a given lasso program must be incomplete. However, Braverman
showed the decidability of the termination of deterministic linear lasso programs
that have an affine-linear function as loop transition [6], extending the work of
Tiwari [33]. We conjecture that the termination of general, conjunctive linear
lasso programs is also decidable. The critical property here seems to be the
convexity of the loop transition. Like linear functions, polyhedral transitions
tend to move variables into a particular direction (e.g. y′ ≥ y + 1) or rotate
them about (e.g. y′ = −y); see Example 4.16. If one could eliminate the ro-
tating behavior, any terminating linear lasso program should have a multiphase
ranking function (see Section 4.2 for its definition): since it is terminating, there
must be an inequality aTx + b ≥ 0 that is eventually violated. Hence the loop
implies aTx′ ≤ cTx + e for some c, e and we can proceed to argument about
(c− a)Tx+ e ≥ 0 recursively.
Conjecture 3.19. Termination of conjunctive linear lasso programs over ra-
tional and real variable domain is decidable.
Decidability of termination does hold for integer domains if the lasso pro-
gram’s coefficients allow real numbers [3].
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Chapter 4
Ranking Function
Templates
This chapter is centered around the notion of ranking function templates. The
concept is introduced in Section 4.1 together with the auxiliary concept of trans-
forming affine-linear functions to functions with ordinals as image. We then
discuss three important examples of linear ranking function templates, multi-
phase in Section 4.2, piecewise in Section 4.3 and lexicographic in Section 4.4.
An overview over the results on our ranking function templates is given in
Section 6.4.
4.1 Definition
Definition 4.1 (Ranking function template). A quantifier-free formula T(x, x′)
containing function symbols and variables is called a ranking function template
iff for every lasso program P = (STEM, LOOP), the satisfiability of
∀σ, σ′ ∈ Σ. LOOP(σ, σ′)→ T(σ, σ′) (4.1)
implies that P terminates. If (4.1) holds for a program P, we say that P
instantiates the template T.
The ranking function template is our instrument for proving termination. An
assignment to the function symbols and variables gives rise to a ranking function.
Together with a set of supporting invariants, this constitutes a termination
argument. All ranking function templates we consider can be encoded in linear
arithmetic.
We use the term affine-linear function symbol f(x) as a shorthand for sTx+t
for a vector s ∈ Kn and a variable t ∈ K.
Definition 4.2 (Linear ranking function template). Let D be a finite set of
variables and let F be a finite set of affine-linear function symbols. A linear
ranking function template T(x, x′) over F and D is a ranking function template
that can be written as a boolean combination of atoms of the form∑
f∈F
(
αf · f(x) + βf · f(x′)
)
+
∑
d∈D
γd · d⊲ 0,
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where αf , βf , γd ∈ K are constants and ⊲ ∈ {≥, >}. A variable f ∈ F (respec-
tively d ∈ D) occurs in an atom A of T(x, x′) iff it has a non-zero coefficient αf
or βf (respectively γd) in A.
For brevity we will also write template instead of ranking function template
and linear template instead of linear ranking function template. Moreover, we
disallow empty atoms of the form 0⊲ 0 for notational convenience.
In order to establish that a formula conforming to the syntactic requirements
is indeed a ranking function template, (4.1) must entail termination of the linear
lasso program P. According to Lemma 3.17, we can equally well show that the
satisfiability of (4.1) implies the existence of a ranking function for P.
Example 4.3. The formula false is a ranking function template:
∀σ, σ′ ∈ Σ. LOOP(σ, σ′)→ false
is satisfiable iff LOOP ≡ false and hence there can be no execution of length
greater than 1 and therefore P terminates. false is even a linear template; it
can be written as δ > 0 ∧ −δ > 0 with variables D = {δ}.
The following linear template is applied by Podelski and Rybalchenko in
[27].
Definition 4.4. We define the affine ranking function template (affine tem-
plate) over the function symbols F = {f} and variables D = {δ} as
δ > 0 ∧ f(x) > 0 ∧ f(x′) < f(x)− δ. (Taffine)
We will argue in Lemma 4.10 that the affine template is indeed a ranking
function template; let us now check the additional syntactic requirements for
Taffine to be a linear ranking function template.
δ > 0 ≡ (0 · f(x) + 0 · f(x′))+ 1 · δ > 0
f(x) > 0 ≡ (1 · f(x) + 0 · f(x′))+ 0 · δ > 0
f(x′) < f(x)− δ ≡ (1 · f(x) + (−1) · f(x′))+ (−1) · δ > 0
Thus we can write every atom of Taffine in the required form.
Example 4.5. Consider the program Py≥1 from Example 3.3. We check if
Py≥1 instantiates the affine template Taffine:
∀q, y, q′, y′. (q ≥ 0 ∧ q′ = q − y ∧ y′ = y + 1)
→ (δ > 0 ∧ f(q, y) > 0 ∧ f(q′, y′) < f(q, y)− δ)
This formula is not satisfiable; essentially because it cannot be inferred that y
is positive. However, in Example 3.10 we showed that y ≥ 1 is an invariant of
Py≥1 and hence we can regard the semantically equivalent loop transition
LOOP
′(q, y, q′, y′) ≡ y ≥ 1 ∧ LOOP(q, y, q′, y′)
≡ y ≥ 1 ∧ q ≥ 0 ∧ q′ = q − y ∧ y′ = y + 1.
Now Taffine can be instantiated for f(q, y) = q+1 and δ =
1
2 from Example 3.16
yielding the following valid formula.
∀q, y, q′, y′. (y ≥ 1 ∧ q ≥ 0 ∧ q′ = q − y ∧ y′ = y + 1)
→
(
1 > 0 ∧ q + 1 > 0 ∧ q′ + 1 < q + 1− 1
2
)
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Example 4.6. Why do we need the positive variable δ in Taffine? Assume we
use the following template:
f(x) > 0 ∧ f(x′) < f(x) (4.2)
The formula (4.2) does not imply termination as required by Definition 4.1: f
could exhibit zeno behavior by attaining the sequence of positive values
1,
1
2
,
1
4
,
1
8
, . . .
and hence permit infinite executions.
Because our ranking function templates are constructed from affine-linear
function symbols, we define a conversion to functions with the ordinal ω as im-
age. Transforming affine-linear functions in this fashion yields a well ordering on
their image (the well-ordering ∈ on ordinals). From these ‘elementary’ ranking
functions we will construct the ranking functions associated with the templates.
Definition 4.7. Given an affine-linear function f and a number δ > 0 called
the step size of f , we define the ordinal ranking equivalent of f as
f̂(x) =
{
⌈ f(x)
δ
⌉, if f(x) > 0, and
0 otherwise.
(Rk)
⌈·⌉ denotes the ceiling function that assigns to every real number r the
smallest natural number that is larger or equal to r. Since the natural numbers
coincide with the finite ordinals, we can use ⌈·⌉ to convert a real number into
an ordinal. Ordinal ranking equivalents are well-defined; f(x)
δ
is positive for
f(x) > 0 since δ > 0. Although ordinal ranking equivalents depend on the step
size, for notational simplicity we do not explicitly denote it in f̂ .
Example 4.8. Consider the ranking function f(q, y) = q+1 of step size δ = 12
from Example 4.5. Its ordinal ranking equivalent is
f̂(q, y) =
{
⌈2(q + 1)⌉, if q + 1 > 0, and
0 otherwise.
A formula T is a ranking function template if its satisfiability gives rise
to a ranking function. We use ordinal ranking equivalents to transform the
assignment to the function symbols from T to functions over ordinals. From
these we build the ranking function; the image of this ranking function is itself
an ordinal and we call this ordinal the ranking structure of T.
Lemma 4.9. Let f be an affine-linear function of step size δ > 0 and let x
and x′ be two states. If f(x) > 0 and f(x) − f(x′) > δ, then f̂(x) > 0 and
f̂(x) > f̂(x′).
Proof. From f(x) > 0 follows that f̂(x) > 0. Hence f̂(x) > f̂(x′) in the case
f̂(x′) = 0. For f̂(x′) > 0, we use the fact that f(x)− f(x′) > δ to conclude that
f(x)
δ
− f(x′)
δ
> 1 and hence f̂(x′) > f̂(x).
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We can immediately apply this lemma to show that Taffine is indeed a ranking
function template.
Lemma 4.10. Taffine is a linear ranking function template.
Proof. If Taffine is implied by the loop, the assignment to f and δ satisfies the
requirements of Lemma 4.9. Consequently, f̂ is a ranking function for P of step
size δ.
Example 4.11. Consider the simple non-conjunctive program Pdisj.
while (q ≥ 0 ) :
i f (y > 0 ) :
q := q − y − 1 ;
else :
q := q + y − 1 ;
Written as a linear lasso program, the stem and loop transitions are
STEM ≡ true,
LOOP ≡ (q ≥ 0 ∧ y > 0 ∧ y′ = y ∧ q′ = q − y − 1)
∨ (q ≥ 0 ∧ y ≤ 0 ∧ y′ = y ∧ q′ = q + y − 1).
As Taffine is implied by the loop: it has the assignment f(q, y) = q+1 and δ =
1
2 .
This corresponds to the ordinal ranking equivalent
r(q, y) = f̂(q, y) = ⌈q + 1⌉.
4.2 Multiphase Template
The multiphase ranking function template is targeted at programs that go
through different phases in their execution. Each phase is ranked with an affine-
linear ranking function and the phase is considered to be completed once this
ranking function becomes non-positive. This yields a ranking structure of ω · k
as an ω-ranking is performed for each of the k phases.
Example 4.12. Consider the program P2−phase from Figure 1.2.
while (q ≥ 0 ) :
q := q − y ;
y := y + 1 ;
Every execution of P2−phase can be partitioned into two phases; first y increases
until it is positive and then q decreases until the loop condition q ≥ 0 is vio-
lated. Depending on the initial values of y and q, either phase might be skipped
altogether.
Definition 4.13. We define the k-phase ranking function template (k-phase
template) over the functions F = {f1, . . . , fk} and variables D = {δ1, . . . , δk}
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as follows.
k∧
i=1
δi > 0
∧
k∨
i=1
fi(x) > 0
∧
k∧
i=1
(
fi(x
′) < fi(x) − δi ∨
i−1∨
j=1
fj(x) > 0
)
(Tk−phase)
The multiphase ranking function given by an assignment to the template
f1, . . . , fk to Tk−phase is in phase i if fi(x) > 0 and fj(x) ≤ 0 for all j < i.
Line 2 in Tk−phase states that the multiphase ranking function is always in some
phase i. Line 3 states that if we are in a phase ≥ i, then fi has to be decreasing
by at least δi > 0.
Note that the 1-phase template coincides with the affine template.
Lemma 4.14. Tk−phase is a linear ranking function template.
Proof. It is clear that Tk−phase conforms to the syntactic requirements to be a
linear template. Consider the following ranking function on ω · k.
r(x) =
{
ω · (k − i) + f̂i(x) if fj(x) ≤ 0 for all j < i and fi(x) > 0,
0 otherwise.
(4.3)
Let (x, x′) ∈ LOOP. We need to show that r(x′) < r(x). From line 2 in Tk−phase
follows that r(x) > 0 for any x, and there is an i such that fi(x) > 0 and
fj(x) ≤ 0 for all j < i. By line 3, fj(x′) ≤ 0 for all j < i because fj(x′) <
fj(x)− δj ≤ 0− δj ≤ 0 since fℓ(x) ≤ 0 for all ℓ < j.
If fi(x
′) ≤ 0, then r(x′) ≤ ω · (k − i) < ω · (k − i) + f̂i(x) = r(x). Otherwise
fi(x
′) > 0 and from line 3 follows fi(x
′) < fi(x) − δi. By Lemma 4.9, f̂i(x) >
f̂i(x
′) for the ordinal ranking equivalent fi with step size δi. Hence
r(x′) = ω · (k − i) + f̂i(x′) < ω · (k − i) + f̂i(x) = r(x).
Example 4.15. Consider the program P2−phase from Example 4.12. From the
2-phase template we get an assignment f1(q, y) 7→ 1 − y and f2(q, y) 7→ q + 1,
each with step size 1. Thus P2−phase has the ranking function
r(q, y) =

ω + ⌈1− y⌉, if y < 1,
⌈q + 1⌉, if y ≥ 1 ∧ q + 1 > 0, and
0 otherwise.
Example 4.16. There are terminating conjunctive linear lassos that do not
have a multi-phase ranking function:
assume(z ≥ y + 1 ) ;
while (q ≥ 0 ) :
q := q + z − y − 1 ;
y := −y ;
z := −z ;
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Here y and z are both subject to a rotation of 180 degrees. The function
f(q, y, z) = q+1 is eventually decreasing in the sense that after a finite number
of iterations, its value will have decreased. However, during one step its value
might increase. If we consider the loop transition LOOP′ = LOOP ◦ LOOP such
that the loop body is executed twice, then f is indeed a ranking function since
y and z remain constant. However, concatenating the loop does not work in
general since a variables y and z can do a rotation by an arbitrary irrational
angle α (even over the theory of the rationals):
y′ = cos(α) · y − sin(α) · z ∧ z′ = sin(α) · y + cos(α) · y
Consequently, there is not necessarily a finite number of concatenations of LOOP
that make y remain constant.
Example 4.17. Although every phase has a linear ranking function, we cannot
use this to state a complexity result about the program in question. The reason
is the non-determinism of linear lasso programs. Consider the following linear
lasso program.
STEM(q, y) ≡ y = 1
LOOP(q, y, q′, y′) ≡ (q ≥ 0 ∧ y ≥ 1 ∧ y′ = 0) ∨
(q ≥ 0 ∧ y ≤ 0 ∧ y′ = y − 1 ∧ q′ = q − 1)
(Pruntime)
The runtime of Pruntime does not depend on the input at all: after the first
loop execution y is set to 0 and q is set to some arbitrary value. In particular,
this value does not depend on the initial value of q. The remainder of the loop
execution then takes ⌈q⌉+ 1 iterations to terminate.
However,Pruntime instantiates the 2-phase template: it has the 2-phase rank-
ing function f1(q, y) = y and f2(q, y) = q + 1. It provably terminates, there is
just no a priori bound on the execution steps.
4.3 Piecewise Template
The piecewise ranking function template formalizes an affine-linear ranking func-
tion that is defined piecewise using affine-linear predicates to discriminate the
different pieces. This discrimination need not be unambiguous; if two predicates
overlap, their corresponding affine-linear functions are both ranking functions.
Piecewise ranking functions have a ranking structure of ω.
Definition 4.18. We define the k-piece ranking function template (k-piece tem-
plate) over the functions F = {f1, . . . , fk, g1, . . . , gk} and variables D = {δ} as
follows.
δ > 0
∧
k∧
i=1
k∧
j=1
(
gi(x) < 0 ∨ gj(x′) < 0 ∨ fj(x′) < fi(x) − δ
)
∧
k∧
i=1
fi(x) > 0
∧
k∨
i=1
gi(x) ≥ 0
(Tk−piece)
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We call the function symbols {gi | 1 ≤ i ≤ k} discriminating predicates and
the function symbols {fi | 1 ≤ i ≤ k} ranking pieces.
Line 4 of Tk−piece states that the predicates cover all states; in other words,
the piecewise defined ranking function is not just a partial function. Given the
the k different pieces f1, . . . , fk and a state x, we use fi as a ranking function
only if gi(x) ≥ 0. This choice need not be unambiguous—the discriminating
predicates may overlap. If they do, we can use any one of their ranking pieces.
According to line 3 in Tk−piece, all ranking pieces are positive-valued and by
line 2 piece transitions are well-defined: the rank of the new state is always less
than the rank any of the ranking pieces assigned to the old state. We formally
prove this in the following lemma.
Lemma 4.19. Tk−piece is a linear ranking function template.
Proof. It is clear that Tk−piece conforms to the syntactic requirements to be a
linear template. Consider the following ranking function on ω.
r(x) = max{f̂i(x) | gi(x) ≥ 0} (4.4)
The function r is well-defined because according to line 4 in (Tk−piece), the set
{f̂i(x) | gi(x) ≥ 0} is not empty. Let (x, x′) ∈ LOOP and let i and j be indices
such that r(x) = f̂i(x) and r(x
′) = f̂j(x
′). By definition of r, we have that
gi(x) ≥ 0 and gj(x) ≥ 0 and line 2 then implies fj(x′) < fi(x) − δ. According
to Lemma 4.9 and line 3, this entails f̂j(x
′) < f̂i(x) and thus r(x
′) < r(x).
Example 4.20. Consider the following program Pgcd adapted from [4].
assume(y1 ≥ 1 ∧ y2 ≥ 1 ) ;
while (y1 − y2 ≥ 1 ∨ y2 − y1 ≥ 1 ) :
i f (y1 > y2 ) :
y1 := y1 − y2 ;
else :
y2 := y2 − y1 ;
Given two positive integers y1 and y2, the program Pgcd computes the greatest
common denominator. Note that y1 − y2 ≥ 1 ∨ y2 − y1 ≥ 1 is the integer
equivalent of y1 6= y2.
The program Pgcd instantiates the 2-piece template for the ranking pieces
f1(y1, y2) = y1 and f2(y1, y2) = y2 with step size δ = 1 and discriminating
predicates g1(y1, y2) = y1 − y2 and g2(y1, y2) = y2− y1, given the two inductive
invariants y1 ≥ 1 and y2 ≥ 1.
4.4 Lexicographic Template
Lexicographic ranking functions are used frequently and have been adopted to
lasso programs by Bradley, Manna and Sipma [4]. They consist of lexicograph-
ically ordered components of affine-linear functions. Hence they have a ranking
structure of ωk. A state is mapped to a tuple of values such that the loop
transition leads to a decrease with respect to the lexicographic ordering for this
tuple. Therefore no function may increase unless a function of a lower index
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decreases. Additionally, at every step there must be at least one function that
decreases.
Definition 4.21. We define the k-lexicographic ranking function template (k-
lexicographic template) over the functions F = {f1, . . . , fk} and variables D =
{δ1, . . . , δk} as follows.
k∧
i=1
δi > 0
∧
k∧
i=1
fi(x) > 0
∧
k−1∧
i=1
(
fi(x
′) ≤ fi(x) ∨
i−1∨
j=1
fj(x
′) < fj(x)− δj
)
∧
k∨
i=1
fi(x
′) < fi(x)− δi
(Tk−lex)
Consider the formula Tk−lex. Line 2 establishes that all lexicographic entries
f1, . . . , fk are positive-valued. In every step, at least one component must de-
crease according to line 4. All functions corresponding to indexes smaller than
the decreasing function may increase by line 3.
Example 4.22. Consider the program Pgcd from Example 4.20. Pgcd has the
lexicographic ranking function with first index f1(y1, y2) = y2 and second index
f2(y1, y2) = y1 provided the two inductive invariants y1 ≥ 1 and y2 ≥ 1.
Lemma 4.23. Tk−lex is a linear ranking function template.
Proof. It is clear that Tk−lex conforms to the syntactic requirements to be a
linear template. Consider the following ranking function on ωk.
r(x) =
k∑
j=1
ωk−j · f̂j(x) (4.5)
Let (x, x′) ∈ LOOP. From line 2 in Tk−lex follows fj(x) > 0 for all j, so r(x) > 0.
By line 4 and Lemma 4.9, there is a minimal i such that f̂i(x
′) < f̂i(x). Line
3 implies that f̂1(x
′) ≤ f̂1(x) and hence inductively f̂j(x′) ≤ f̂j(x) for all j < i
since i was minimal.
r(x′) =
k∑
j=1
ωk−j · f̂j(x′)
≤
i−1∑
j=1
ωk−j · f̂j(x) +
k∑
j=i
ωk−j · f̂j(x′)
<
i−1∑
j=1
ωk−j · f̂j(x) + ωk−i · f̂i(x)
≤ r(x)
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Chapter 5
Building the Constraints
In this chapter we discuss an automatic procedure for the instantiation of rank-
ing function templates. Given a linear lasso program P and a linear ranking
function template T, we set up constraints whose solution is a termination ar-
gument for P. With the help of Motzkin’s Transposition Theorem, this will be
a purely existentially quantified formula. We first discuss the addition of sup-
porting invariants in Section 5.1. The step-by-step transformations involved in
building the constraints are the subject in Section 5.2. In Section 5.3 we show
that this procedure is sound and complete. We conclude this chapter with a
discussion of lasso programs that contain integer variables in Section 5.4.
5.1 Loop Augmentation with Invariants
Ranking function templates are checked for implication by the loop transition.
As this transition is independent of the lasso program’s stem, information critical
to the program’s termination proof might be missed. We address this issue by
augmenting the loop transition with inductive invariants similar to [9]. The
following lemma formalizes this process.
Lemma 5.1 (Loop augmentation with invariants). Let T be a ranking function
template, P = (STEM, LOOP) be a lasso program, and (ψℓ)ℓ∈L a finite number of
invariants of P. If the formula
∀x, x′. (LOOP(x, x′) ∧ ∧
ℓ∈L
ψℓ(x)
) → T(x, x′) (5.1)
is satisfiable, then P terminates.
Proof. Because every ψℓ holds at all reachable states of P, so does
∧
ℓ∈L ψℓ.
Consider the transition
LOOP
′(x, x′) ≡
( ∧
ℓ∈L
ψℓ(x)
)
∧ LOOP(x, x′).
The two programs P = (STEM, LOOP) and P′ = (STEM, LOOP′) are seman-
tically equivalent: they have the same executions. Therefore P terminates
iff P′ terminates, and the latter is equivalent to the satisfiability of (5.1) by
Definition 4.1.
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In addition to solving the constraints (5.1), we need to encode that all ψℓ
are invariants. We use inductive invariants and add the conditions (II) and (IC)
to our constraint system for every inductive invariant ψℓ.∧
ℓ∈L
∀x. STEM(x)→ ψℓ(x) (II0)∧
ℓ∈L
∀x, x′. ψℓ(x) ∧ LOOP(x, x′)→ ψℓ(x′) (IC0)
∀x, x′. (LOOP(x, x′) ∧ ∧
ℓ∈L
ψℓ(x)
)→ T(x, x′) (TI0)
We call (II0) invariant initiation, (IC0) invariant consecution and (TI0) the
template implication.
The following lemma asserts that a finite number of inductive invariants is
sufficient to entail the ranking function template, if it is entailed by all inductive
invariants.
Lemma 5.2. Let I be the set of all inductive invariants of LOOP and ϕ be
a formula. Then I, LOOP |= ϕ iff there is a finite subset I ′ ⊆ I such that
I ′, LOOP |= ϕ.
Proof. If I, LOOP |= ϕ, then the set T := I ∪{LOOP,¬ϕ} is unsatisfiable. By the
Compactness Theorem, there is a finite subset T ′ ⊆ T that is unsatisfiable, and
hence T ′′ = T ′ ∪ {LOOP,¬ϕ} is also unsatisfiable. Therefore we can conclude
for the finite set I ′ = T ′′ ∩ I that I ′, LOOP |= ϕ.
5.2 The Constraints
In this section we will sequentially apply five equivalence transformations to
the constraints (II0), (IC0) and (TI0) to make them more easily solvable by
an SMT solver. The reason for this is that the result (1) has only existential
quantification instead of universal and (2) has a significantly reduced number
of non-linear operations (multiplications of variables). In Section 5.3 we argue
that each transformation is indeed an equivalence transformation; this method
is sound and complete.
We fix a linear ranking function template over F in conjunctive normal form,
T(x, x′) ≡
∧
i∈I
∨
j∈Ji
Ti,j(x, x
′) ≡
∧
i∈I
∨
j∈Ji
dTi,j(
x
x′)⊲i,j ei,j , (5.2)
where the vectors d and the numbers e are linear combinations of the uninter-
preted function symbols in F and ⊲i,j ∈ {≥, >}. We partition every Ji in J≥i
and J>i such that ⊲i,j =≥ for all j ∈ J≥i and ⊲i,j => for all j ∈ J>i .
Furthermore, we fix a linear lasso program P = (STEM, LOOP). According to
Lemma 3.5, we can write P in normal form:
STEM(x) ≡
∨
n∈N
STEMn(x) ≡
∨
n∈N
(
Bnx ≤ bn ∧ B′nx < b′n
)
(5.3)
LOOP(x, x′) ≡
∨
m∈M
LOOPm(x, x
′)
≡
∨
m∈M
(
Am(
x
x′) ≤ cm ∧ A′m(xx′) < c′m
) (5.4)
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Let {ψℓ | ℓ ∈ L} denote the inductive invariants; every invariant is an inequality
of the form sTx+ t⊲ 0 for a vector s, a number t, and ⊲ ∈ {≥, >}.
Transformation 1: Remove disjunctions in stem and loop. The dis-
junction in the stem and loop formulae are moved outside the quantifiers’ scope
in (II0), (IC0) and (TI0).∧
ℓ∈L
∧
n∈N
∀x. STEMn(x)→ ψℓ(x) (II1)∧
ℓ∈L
∧
m∈M
∀x, x′. ψℓ(x) ∧ LOOPm(x, x′)→ ψℓ(x′) (IC1)∧
m∈M
∀x, x′. LOOPm(x, x′) ∧
∧
ℓ∈L
ψℓ(x)→ T(x, x′) (TI1)
Transformation 2: Remove template conjunctions. The conjunctions
in the ranking function template are moved outside the quantifiers’ scope.∧
ℓ∈L
∧
n∈N
∀x. STEMn(x)→ ψℓ(x) (II2)∧
ℓ∈L
∧
m∈M
∀x, x′. ψℓ(x) ∧ LOOPm(x, x′)→ ψℓ(x′) (IC2)∧
i∈I
∧
m∈M
∀x, x′. LOOPm(x, x′) ∧
∧
ℓ∈L
ψℓ(x)→
∨
j∈Ji
Ti,j(x, x
′) (TI2)
Transformation 3: Replicate supporting invariants. We supply different
supporting invariants to every template implication. This will later enable us to
get rid of a number of non-linear variables. In order to achieve this, we introduce
invariants for every ℓ ∈ L, i ∈ I and m ∈M ; therefore let L′ = L× I ×M .∧
ℓ∈L′
∧
n∈N
∀x. STEMn(x)→ ψℓ(x) (II3)∧
ℓ∈L′
∧
m∈M
∀x, x′. ψℓ(x) ∧ LOOPm(x, x′)→ ψℓ(x′) (IC3)∧
i∈I
∧
m∈M
∀x, x′. LOOPm(x, x′) ∧
∧
ℓ∈L
ψ(ℓ,i,m)(x)→
∨
j∈Ji
Ti,j(x, x
′) (TI3)
Transformation 4: Write as negated conjunctions. In order to make
Motzkin’s Theorem applicable, we write the implications equivalently as negated
conjunctions.∧
ℓ∈L′
∧
n∈N
∀x. ¬(STEMn(x) ∧ ¬ψℓ(x)) (II4)∧
ℓ∈L′
∧
m∈M
∀x, x′. ¬(ψℓ(x) ∧ LOOPm(x, x′) ∧ ¬ψℓ(x′)) (IC4)∧
i∈I
∧
m∈M
∀x, x′. ¬
(
LOOPm(x, x
′) ∧
∧
ℓ∈L
ψ(ℓ,i,m)(x) ∧
∧
j∈Ji
¬Ti,j(x, x′)
)
(TI4)
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Transformation 5: Apply Motzkin’s Transposition Theorem. For sim-
plicity we assume that no involved invariants are non-strict inequalities (strict
inequalities are processed analogously). We rewrite the invariants
ψℓ,i,m(x) ≡ sTℓ,i,mx+ tℓ,i,m ≥ 0
where sℓ,i,m ∈ Kn and tℓ,i,m ∈ K are variables. Similarly, we use (5.2), (5.3),
and (5.4) to rewrite Ti,j , STEMn and LOOPm as linear inequalities. Next, we
apply Motzkin’s Transposition Theorem to every universally quantified subfor-
mula and obtain the following equivalent constraints.∧
ℓ∈L′
∧
n∈N
∃λ, µ, ξ ≥ 0.
λTBn + µ
TB′n + ξ(
sℓ
0 )
T = 0
∧ λT bn + µT b′n + ξtℓ ≤ 0
∧ (λT bn < 0 ∨ ξ +∑µ > 0)
(II5)
∧
ℓ∈L′
∧
m∈M
∃λ, χ1, µ, χ2 ≥ 0.
λTAm + µ
TA′m + χ2(
0
sℓ
)T − χ1(sℓ0 )T = 0
∧ λT cm + µT c′m + (χ2 − χ1)tℓ ≤ 0
∧ (λT cm − χ1tℓ < 0 ∨ χ2 +∑µ > 0)
(IC5)
∧
i∈I
∧
m∈M
∃λ, (ξℓ)ℓ∈L, (ζj)j∈Ji , µ ≥ 0.
λTAm + µ
TA′m +
∑
ℓ∈L
ξℓ(
sℓ,i,m
0 )
T +
∑
j∈Ji
ζjd
T
i,j = 0
∧ λT cm + µT c′m +
∑
ℓ∈L
ξℓtℓ,i,m +
∑
j∈Ji
ζjei,j ≤ 0
∧ (λT cm +∑
ℓ∈L
ξℓtℓ,i,m +
∑
j∈J≥
i
ζjei,j < 0
∨
∑
j∈J>
i
ζj +
∑
µ > 0
)
(TI5)
An explanation to the coefficients introduced by Motzkin’s Transposition Theorem
is in order. For every inequality in (M1), a new existentially quantified variable
is added in (M2). We call these new existentially quantified variables Motzkin
coefficients.
In the invariant initiation (II5), the stem’s non-strict inequalities correspond
to the vector of variables λ, the stem’s strict inequalities correspond to the vec-
tor of variables µ. The invariant has the Motzkin coefficient ξ. In the invariant
consecution (IC5) and the template implication (TI5), the loop’s non-strict in-
equalities correspond to the vector of variables λ and the loop’s strict inequalities
to the vector of variables µ. In (IC5) the Motzkin coefficient χ1 corresponds
to the premise ψℓ(x), while the Motzkin coefficient χ2 corresponds to ψℓ(x
′).
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Lastly, the Motzkin coefficients ξℓ in (TI5) correspond to the invariants ψℓ(x)
in the template implication and the Motzkin coefficients ζj correspond to the
ranking function template’s inequalities.
5.3 Soundness and Completeness
It is clear that step 1, 2 and 4 are equivalence transformations; they are simple
syntactic modifications that preserve semantics. Step 3 introduces a number of
new invariants, hence the constraints potentially gain new solutions, but retain
all old solutions. However, adding more invariants is still sound; by Lemma 5.1
we might just as well have started out with the larger number of invariants. Fi-
nally, transformation 5 also retains equivalence by Motzkin’s Transposition Theorem.
We can now state the soundness and completeness of our method: solving the
constraint (II5) ∧ (IC5) ∧ (TI5) is equivalent to solving the constraint (II0) ∧
(IC0) ∧ (TI0), which according to Lemma 5.1 is satisfiable only if P terminates.
Theorem 5.3 (Soundness). If the constraint (II5) ∧ (IC5) ∧ (TI5) is satisfi-
able, then P terminates.
Theorem 5.4 (Completeness). If the constraint (II0) ∧ (IC0) ∧ (TI0) is sat-
isfiable, then so is the constraint (II5) ∧ (IC5) ∧ (TI5).
We get even more than just termination guarantee the soundness theorem
suggests. The resulting variable assignment gives rise to a termination argument
in form of a ranking function together with a set of supporting invariants. This
serves as a termination proof that can be verified by an independent theorem
prover.
5.4 Integer Lasso Programs
In Section 5.2 we built the constraints for rational or real variable domains. In
this section we want to motivate that the same procedure can be applied to
integer or mixed integer variable domains.
Definition 5.5. A lasso program is said to have mixed integer domain, iff it
contains some variables whose domain is the integers.
The soundness of this method for integers is trivial—the integers are a subset
of the rationals and hence every execution of a program of mixed integer domain
is also an execution of the program with the larger domain. Therefore the mixed
integer program has no infinite execution if the program with larger domain has
none. We are interested in the completeness. Note that even the instantiation
of the affine template for lasso programs without stem is co-NP-complete in the
integer case [2].
We introduce the notion of integral polyhedra. A polyhedron is integral, if it
contains all inequalities that do not follow over the rationals, but are entailed
over the integers. This will enable the use of Motzkin’s Theorem for integer
polyhedra. We give an equivalent definition.
Definition 5.6. A polyhedron Ax ≤ b is integral iff it coincides with the convex
hull of the integer solutions of Ax ≤ b.
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For a given polyhedron, we can compute its integral hull (the corresponding
integral polyhedron) using Hartmann’s algorithm [7]. However, the number of
inequalities needed can grow exponentially [17]. If we fix the dimension n, the
running time is polynomial in the number of inequalities m and their descriptive
size.
Lemma 5.7 (Integral polyhedra). A integral polyhedron contains no integer
points if and only if it is empty.
Proof. If the polyhedron is empty, it cannot contain integer points. Conversely,
assume the integral polyhedron is not empty. Using the terminology of the proof
of Lemma 2.7, we know that the primal problem P is integral and thus has an
integer optimal solution [31]. This integer optimal solution is an integer point
in the polyhedron.
According to Lemma 5.7, if we manage to make the polyhedron in (M1) inte-
gral, we can equivalently transform an integer universally quantified statement
into a rational existentially quantified one using Motzkin’s Theorem. However,
this is not applicable for our method because the polyhedra in (II4), (IC4), and
(TI4) contain free variables. Making just the stem and loop transitions integral
does preserve more solutions; however, we cannot obtain completeness by this
approach, as the following example illustrates.
Example 5.8. Consider the following program Pint.
assume(2y ≥ z ) ;
while (q ≥ 0 ∧ z = 1 ) :
q := q − 2y + 1 ;
Clearly, f(q, y, z) = q + 1 is a ranking function for Pint, hence we use the affine
template. The only inductive invariant is 2y − z ≥ 0 since inductive invariants
have to be implied by the stem. These invariants are not sufficient to prove that
f(q, y, z) is indeed a ranking function:
f(q, y, z)− f(q′, y′, z′)− µ · (2y − z)
= q − (q − 2y + 1)− (2y − z)
= z − 1 = 0, but should be positive.
The invariant 2y ≥ z and the loop condition z = 1 imply over the integers
that y ≥ 1 and hence
∀x, x′ ∈ Zn. LOOP(x, x′) ∧ 2y − z ≥ 0→ f(x)− f(x′) ≥ 1
is valid. Computing the integral hull of LOOP∧2y− z ≥ 0 yields y ≥ 1 and with
this inequality the ranking function can be discovered.
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Chapter 6
Non-linearity in the
Constraints
In this chapter we discuss the constraints generated in Section 5.2. We asses
the number of variables that occur in non-linear operations in these constraints
using formal notions introduced in Section 6.1. Furthermore, we give a theorem
that enables us to eliminate some of the Motzkin coefficients from the constraints
in Section 6.2. We apply this technique to our ranking function templates in
Section 6.3 and give a summarizing overview of the results in Section 6.4.
6.1 Definitions
Definition 6.1 (Dependency graph). Let T be a linear ranking function tem-
plate with variables D and function symbols F . The template’s dependency
graph is a graph GT = (D ∪ F,E) with the set of nodes D ∪ F and the edges
E = {(f1, f2) ∈ (D ∪ F )2 | T has an atom where both, f1 and f2 occur}.
It follows from the definition that the dependency graph GT of a ranking
function template T is reflexive and symmetric (undirected). Given a variable
or function symbol f ∈ D∪F , we denote by [f ] the connected component1 that
contains f .
Example 6.2. The following table lists the set of connected components in the
dependency graph for the ranking function templates introduced in Chapter 4.
See Figure 6.1 for a visualization.
Taffine
{{f, δ}}
Tk−phase
{{fi, δi} | 1 ≤ i ≤ k}
Tk−piece
{{f1, . . . , fk, δ}} ∪ {{gi} | 1 ≤ i ≤ k}
Tk−lex
{{fi, δi} | 1 ≤ i ≤ k}
1A connected component is a maximal subset of nodes such that these nodes are pairwise
connected by paths.
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f δ f1 δ1
f2 δ2
f3 δ3
f4 δ4
δ
f1
f2f3
f4
g1 g2 g3 g4 f1 δ1
f2 δ2
f3 δ3
f4 δ4
Taffine T4−phase T4−piece T4−lex
Figure 6.1: The dependency graph of the affine, 4-phase, 4-piece and 4-
lexicographic template. The number of connected components is 1, 4, 5, and 4
respectively. The graphs’ reflexive edges are not shown.
Next, we define colorings, coloring graphs and suitable colorings for a tem-
plate T. A suitable coloring selects the occurrences of atoms of the template
whose Motzkin coefficient we can eliminate in the constraint (II5) ∧ (IC5) ∧
(TI5) (see Section 6.2).
Definition 6.3 (Coloring). Let T =
∧
i∈I
∨
j∈Ji
Ti,j be a linear ranking function
template in CNF and let D be the variables and F be the function symbols of
T. A coloring η of T is mapping from occurrences of atoms of T to { , , }.
The occurrence of an atom Ti,j is called red iff it is mapped to , blue iff it is
mapped to , and uncolored otherwise.
In Definition 6.3 we consider occurrences of atoms rather than atoms because
an atom may occur multiple times in the same template and we want to be able
to distinguish these occurrences. For simplicity, we will sometimes write that
an atom is red, blue or uncolored respectively, if it is clear from context which
occurrence we mean. Moreover, by stating f occurs in a red atom, we mean f
occurs in an atom which has an occurrence that is colored red.
Definition 6.4 (Coloring graph). Let T =
∧
i∈I
∨
j∈Ji
Ti,j be a linear ranking
function template in CNF with variables D and function symbols F , and let η
be a coloring for T. The coloring graph is a directed graph Gη = (K, E) such
that the following holds.
• The set of nodes K is the set of connected components of GT.
• For all f1, f2 ∈ D ∪ F , there is an edge from the connected component of
f1 to the connected component of f2, i.e., ([f1], [f2]) ∈ E, if and only if
f1 occurs in an red atom Ti1,j1 and f2 occurs in a blue atom Ti2,j2 and
i1 = i2, i.e., Ti1,j1 and Ti2,j2 occur in the same conjunct.
Definition 6.5 (Suitable coloring). Let T be a linear ranking function template
in CNF and let F be the function symbols andD be the variables of T. A coloring
η is suitable for T iff the following holds.
a) Every conjunct of T contains exactly one red atom.
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b) For every f1, f2 ∈ D ∪ F that occur in two different blue atoms, there is no
path between f1 and f2 in the dependency graph GT.
c) The coloring graph Gη is acyclic.
See Figure 6.2 on page 46 for a visualization of some suitable colorings for our
ranking function templates. We also give two detailed examples in the following.
Example 6.6. Consider the linear template Taffine from Definition 4.4. Since
Taffine does not contain any disjunctions in CNF, every conjunct contains exactly
one atom. Therefore the only suitable coloring for Taffine is one that colors
all occurrences of atoms red according to Definition 6.5 (a). As no atoms are
colored blue, conditions of Definition 6.5 (b) and (c) are trivially satisfied.
According to Definition 6.5 (a), occurrences of atoms in a conjunct that
contains only one atom have to be colored red.
Example 6.7. Consider the 3-phase template.
δ1 > 0 ∧ δ2 > 0 ∧ δ3 > 0
∧ (f1(x) > 0 ∨ f2(x) > 0 ∨ f3(x) > 0)
∧ f1(x′) < f1(x) − δ1
∧ (f2(x′) < f2(x) − δ2 ∨ f1(x) > 0)
∧ (f3(x′) < f3(x) − δ3 ∨ f2(x) > 0 ∨ f1(x) > 0)
(T3−phase)
We construct a coloring η for T3−phase, given in CNF. The following atoms have
to be colored red according to Definition 6.5 (a).
δ1 > 0, δ2 > 0, δ3 > 0, f1(x
′) < f1(x)− δ1.
The remaining candidates are the atoms for blue coloring are
f1(x) > 0 ∨ f2(x) > 0 ∨ f3(x) > 0,
f2(x
′) < f2(x)− δ2 ∨ f1(x) > 0,
f3(x
′) < f3(x) − δ3 ∨ f2(x) > 0 ∨ f1(x) > 0.
Recall that although f1(x) > 0 occurs three times in this list, we consider it
as three different occurrences of the atom in T3−phase. By Example 6.2, the
dependency graph GT3−phase has three connected components. We color the
following two atoms blue.
f2(x
′) < f2(x) − δ2 and f3(x′) < f3(x)− δ3.
We complete our coloring by choosing the color red for the three occurrences of
the atoms f1(x) > 0. Note that this choice for η is not the only possibility. We
visualize the coloring η:
δ1 > 0 ∧ δ2 > 0 ∧ δ3 > 0
∧ (f1(x) > 0 ∨ f2(x) > 0 ∨ f3(x) > 0)
∧ f1(x′) < f1(x)− δ1
∧ (f2(x′) < f2(x)− δ2 ∨ f1(x) > 0)
∧ (f3(x′) < f3(x)− δ3 ∨ f2(x) > 0 ∨ f1(x) > 0)
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Let us check the conditions of Definition 6.5:
a) We colored exactly one atom in each conjunct red.
b) The two sets of variables and function symbols {f2, δ2} and {f3, δ3} that
occur in blue colored atoms are different connected components of the de-
pendency graph of T3−phase.
c) The coloring graph Gη is acyclic:
{f1, δ1} {f2, δ2} {f3, δ3}
Hence η is a suitable coloring for the ranking function template T3−phase.
Lemma 6.8. Let T be a ranking function template, let GT be the dependency
graph of T and let η be a suitable coloring for T. If GT has c connected compo-
nents, then the number of occurrences of atoms colored blue is at most c− 1.
Proof. Let M be the function assigning to every blue atom A the connected
component of the variables and function symbols occurring in A. The function
M is injective: if there are two blue atoms A1, A2 such that M(A1) = M(A2),
then from Definition 6.5 (b) follows that A1 = A2.
Assume there are c or more blue atoms, and let K1 be some connected
component in GT. Consider the conjunct of A1 = M
−1(K1). By Definition 6.5
(a), there is a red atom A2 in this conjunct; let K2 = M(A2). We have that
(K2,K1) is an edge in the coloring graph Gη.
Consequently, every node in the finite coloring graph Gη has an incoming
edge, and thus the graph must contain a cycle. This contradicts Definition 6.5
(c).
Definition 6.9 (Degree of a template). Let T be a linear ranking function
template. We define the degree of a coloring η of T as
degT(η) = # η
−1({ }),
the number of occurrences of atoms that are uncolored. The degree of T is the
minimal degree of all suitable colorings of T.
As we will show in Section 6.2, the degree of T is the number of non-linear
Motzkin coefficients of atoms of T that we are not going to eliminate from our
constraints.
Example 6.10. By Example 6.6, the only suitable coloring for Taffine is a col-
oring η such that all atoms are colored red. The template Taffine has a degree
of at most
degTaffine(η) = 0.
The number of connected components in the dependency graph of a template
T gives rise to a lower bound on the degree of T according to Lemma 6.8.
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Lemma 6.11. Let T be a ranking function template, let GT be the dependency
graph of T and let η be a suitable coloring for T. If GT has c connected compo-
nents and c− 1 occurrences of atoms are colored blue by η, then the degree of T
is degT(η).
Proof. By Definition 6.5 (a), in every coloring the same number of occurrences
of atoms is colored red. Moreover, by Lemma 6.8, no more than c − 1 atoms
may be colored blue, therefore there is no coloring that such that less atoms are
uncolored and thus degT(η) is minimal.
Example 6.12. Recall the linear ranking function template T3−phase and its
suitable coloring η from Example 6.7.
degT3−phase(η) = 3.
The dependency graph of T3−phase has three components. By Lemma 6.11 color-
ing two atoms blue implies that degT3−phase(η) is minimal and therefore T3−phase
has degree 3.
Definition 6.13 (Non-linear dimension). Let ϕ be a formula in non-linear
arithmetic containing the free or existentially quantified variables V . The non-
linear dimension of ϕ is the size of the smallest subset of variables V ′ ⊆ V such
that ϕ becomes a formula in linear arithmetic when assigning a value to each
variable in V ′ (removing their quantifiers).
A formula ϕ in non-linear arithmetic is also a formula in linear arithmetic if
it uses no non-linear operations (multiplication of variables).
Example 6.14. Consider the formula in non-linear arithmetic
ϕ(y) ≡ ∃x. x · y = 1.
We have one non-linear operation in ϕ: the multiplication x · y. The formula ϕ
becomes linear after the assignment to the variable x or the variable y.
ϕ1 ≡ ∃x. x · 3 = 1 ≡ ∃x. x+ x+ x = 1
ϕ2(y) ≡ 1
2
· y = 1 ≡ y = 2
Here we used the assignment x 7→ 12 and y 7→ 3 respectively. Consequently, ϕ
has non-linear dimension 1.
6.2 Non-linear dimension of the Constraints
In this section we examine the non-linear dimension of the constraints generated
in Section 5.2. First we show that the constraints (II5) ∧ (IC5) ∧ (TI5) can
be simplified. We eliminate quantifiers by fixing the value of the quantified
variables: a variable v is fixed to a finite set of values {u1, . . . , um} by replacing
∃v. ϕ(v) with ϕ(u1) ∨ . . . ∨ ϕ(um).
Theorem 6.15 (Omitting quantifiers). Let η be a suitable coloring for the
linear ranking function template T according to Definition 6.5. If for every
37
existentially-quantified subformula in (II5), (IC5) and (TI5), we eliminate quan-
tifiers by fixing Motzkin coefficients to a finite set of values as described below,
then we obtain equivalent constraints.
I. The Motzkin coefficient ξ in the invariant initiation (II5) is fixed to {0, 1}.
II. The Motzkin coefficient χ2 in the invariant consecution (IC5) is fixed to
{0, 1}.
III. The Motzkin coefficients ζj in (TI5) of every atom Ti,j(x, x
′) colored red
or blue by η is fixed to {0, 1}.
IV. The Motzkin coefficients ξℓ in (TI5) of strict invariants are fixed to {0, 1},
Motzkin coefficients of non-strict invariants are fixed to {1}.
Applying the quantifier eliminations I, II and IV from Theorem 6.15 to (II5),
(IC5), and (TI5) yields the following constraints (elimination III is omitted for
clarity).
∧
ℓ∈L′
∧
n∈N
∨
ξ∈{0,1}
∃λ, µ ≥ 0.
λTBn + µ
TB′n + ξ(
sℓ
0 )
T = 0
∧ λT bn + µT b′n + ξtℓ ≤ 0
∧ (λT bn < 0 ∨ ξ +∑µ > 0)
(II6)
∧
ℓ∈L′
∧
m∈M
∨
χ2∈{0,1}
∃λ, χ1, µ ≥ 0.
λTAm + µ
TA′m + χ2(
0
sℓ
)T − χ1(sℓ0 )T = 0
∧ λT cm + µT c′m + (χ2 − χ1)tℓ ≤ 0
∧ (λT cm − χ1tℓ < 0 ∨ χ2 +∑µ > 0)
(IC6)
∧
i∈I
∧
m∈M
∨
(ξℓ)ℓ∈L′∈{0,1}
L′
∃λ, (ζj)j∈Ji , µ ≥ 0.
λTAm + µ
TA′m +
∑
ℓ∈L
ξℓ(
sℓ,i,m
0 )
T +
∑
j∈Ji
ζjd
T
i,j = 0
∧ λT cm + µT c′m +
∑
ℓ∈L
ξℓtℓ,i,m +
∑
j∈Ji
ζjei,j ≤ 0
∧ (λT cm +∑
ℓ∈L
ξℓtℓ,i,m +
∑
j∈J
≥
i
ζjei,j < 0
∨
∑
j∈J>
i
ζj +
∑
µ > 0
)
(TI6)
Proof of Theorem 6.15. We need to show that if there is a solution to (II5)
∧ (IC5) ∧ (TI5), then there is also a solution to (II6) ∧ (IC6) ∧ (TI6); the
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converse is clear. The four variables fixed to specific values, I–IV, are discussed
independently in the following.
I. Let λ, µ and ξ be a solution for the invariant initiation (II5):
λTBn + µ
TB′n + ξ(
sℓ
0 )
T = 0
∧ λT bn + µT b′n + ξtℓ ≤ 0
∧ (λT bn < 0 ∨ ξ +∑µ > 0) (6.1)
If ξ = 0, there is nothing to show. Otherwise we can pick an assignment
to the corresponding constraints in (II6),
λ′TBn + µ
′TB′n + (
sℓ
0 )
T = 0
∧ λ′T bn + µ′T b′n + tℓ ≤ 0
∧ (λ′T bn < 0 ∨ 1 +∑µ′ > 0) (6.2)
by setting λ′ = λ
ξ
and µ′ = µ
ξ
, since λ and µ only occur in these three
atoms. Thus (6.1) is satisfiable iff (6.2) is.
II. Analogously to I, if χ2 6= 0, we can divide the solution to the invariant
consecution (IC5) by χ2.
III. Let K denote the set of connected components in the ranking function
template’s dependency graph GT. Furthermore, let Gη = (K, E) be the
coloring graph according to Definition 6.4. This graph is finite and acyclic,
therefore we find a connected component K ∈ K that has no incoming
edges in Gη. We will show that fixing the values of the Motzkin coefficients
of atoms where variables and function symbols from K occur is equivalent,
and then remove K from the coloring graph Gη. We do this iteratively
for all nodes of the coloring graph. Every atom of T contains variables or
function symbols, and thus we cover all described quantifier eliminations.
First, for every red atom Ti,j∗ where variables or function symbols from
K occur, we divide the conjunct’s Motzkin coefficients by the Motzkin
coefficient of Ti,j∗ analogously to I and II.
Second, the variables and function symbols of K occur in at most one
blue colored atom Ti0,j0 according to Definition 6.5 (b). Let ζ be the
Motzkin coefficient of Ti0,j0 in (TI5) as assigned by Motzkin’s Theorem in
transformation step 5. We assume ζ > 0.
Let Ti0,jred be the red atom of the conjunct
∨
j∈Ji0
Ti0,j which contains
Ti0,j0 and let ζred be the Motzkin coefficient of Ti0,jred in (TI5). We know
that we already handled the Ti0,jred in an earlier step, otherwise there
would be an incoming edge to K in the coloring graph Gη. Thus we have
divided the conjunct by ζred if ζred 6= 0.
For every function symbol f ∈ K and every variable d ∈ K, we pick ζ
ζred
·f
as a new assignment to f and ζ
ζred
· d as a new assignment to d (ζ · f for f
and ζ · d for d in case ζred = 0). By Definition 4.2, Ti,j can be written as∑
f∈Fi,j
(αff(x) + βff(x
′)) +
∑
d∈Di,j
γdd⊲ 0,
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and this is equivalent to the following by multiplication with ζ
ζred
> 0.∑
f∈Fi,j
(
αf
( ζ
ζred
· f
)
(x) + βf
( ζ
ζred
· f
)
(x′)
)
+
∑
d∈Di,j
γd
( ζ
ζred
· d
)
⊲ 0
IV. For every inductive invariant ψ ≡ sTx+ t⊲ 0, the multiple
ψ′ ≡ (ξ · sT )x+ ξ · t⊲ 0
is also an inductive invariant for every ξ > 0 if ψ is a strict invariant
(⊲ = >) and for all ξ ≥ 0 if ψ is a non-strict invariant (⊲ = ≥). The
variables of every invariant ψℓ,i,m occur only in its initiation (II5), its
consecution (IC5) and in exactly one template implication in (TI5) (due
to the transformation step 3). Hence for every solution to (II5) ∧ (IC5)
we can pick sℓ
ξℓ
, tℓ
ξℓ
as a solution to (II6) and (IC6).
The proof of Theorem 6.15 motivates why we need the complicated restrictions
to suitable colorings in Definition 6.5. These are the weakest requirements to
a coloring such that we can eliminate the Motzkin coefficients of the colored
atoms. We get the elimination of red atoms ‘for free’—we remove these by
dividing the assignments of all other Motzkin coefficients by this value. We
remove blue atoms by rescaling the assignment to the template’s variables and
function symbols. However, we have to avoid cyclic dependencies, otherwise the
rescaling operation never terminates. That is why we need to define the notion
of a coloring graph in Definition 6.4.
Next, let us assess the non-linear dimension of the constraints (II0) ∧ (IC0)
∧ (TI0) before our transformations in Section 5.2. We want to compare this to
the non-linear dimension of the constraints (II6) ∧ (IC6) ∧ (TI6), the output of
our method.
Theorem 6.16. Let L be the index set of invariants, let F and D be the function
symbols and variables of the ranking function template T respectively. Let n
denote the number of lasso program variables. The constraints (II0) ∧ (IC0) ∧
(TI0) have non-linear dimension
(n+ 1)#L+ (n+ 1)#F +#D.
Proof. Non-linear operations occur only with the invariants ψ(x) and the rank-
ing function template’s atoms Ti,j(x, x
′). Because we cannot choose x or x′
since they are universally quantified, we have to choose as the set of variables
that occur in non-linear operations
V = {sℓ, tℓ | ℓ ∈ L} ∪D ∪ F.
The vectors sℓ and the affine-linear function symbols f ∈ F have a total number
of n and n+ 1 variables respectively.
Theorem 6.17. Let T be a linear ranking function template and let L′ = L ×
I ×M as in Section 5.2: L is the index set of invariants, M is the index set of
the loop transition’s disjunctions in CNF and I is the index set of conjunctions
in the ranking function template’s DNF. Let η be a suitable coloring for T. The
constraint (II6) ∧ (IC6) ∧ (TI6) has non-linear dimension at most
#M · degT(η) + #L′.
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Proof. We first count the number of Motzkin’s Theorem applications in trans-
formation step 5:
• #L ·#M ·#I ·#N from (II4),
• #L · (#M)2 ·#I from (IC4), and
• #I ·#M from (TI4).
Let nSTEM be the total number of inequalities in the stem transition and nLOOP
be the total number of inequalities in the loop transition. Thus the constraint
(II6) ∧ (IC6) ∧ (TI6) has a total number of
#L ·#M ·#I · nSTEM +#L ·#M ·#I · nLOOP +#I · nLOOP
Motzkin coefficients λ and µ, as well as #L′Motzkin coefficients χ1 for invariants
#M · degT(η) Motzkin coefficients ζ for the ranking function template.
In order to eliminate more variables in our constraints, we introduce non-
decreasing invariants [18], as a restricted class of inductive invariants.
Definition 6.18 (Non-decreasing invariant). An affine-linear inductive invari-
ant ψ(x) ≡ sTx+ t ≥ 0 is non-decreasing iff
|= ∀x, x′. LOOP(x, x′)→ sTx′ − sTx ≥ 0.
Restricting the inductive invariants to non-decreasing invariants is equivalent
to fixing their Motzkin coefficients χ1 in the invariant consecution (IC6) to the
value 1. This enables the following corollary to Theorem 6.17.
Corollary 6.19. Let T, M and η as in Theorem 6.17. When using only non-
decreasing invariants, the constraint (II6) ∧ (IC6) ∧ (TI6) has non-linear di-
mension at most #M · degT(η).
Example 6.20. The inductive invariant y ≥ 1 from Example 3.10 is in fact
non-decreasing:
|= ∀q, y, q′, y′. q ≥ 0 ∧ q′ = q − y ∧ y′ = y + 1 → y′ − y ≥ 0
Example 6.21. Consider the program Pdiff42 [18].
q := y + 42 ;
while (q ≥ 0 ) :
y := 2 · y − q ;
q := (y + q)/2 ;
Pdiff42 instantiates the affine template with the ranking function f(q, y) = q+1
and the non-decreasing supporting invariant q − y ≥ 42:
q′ − y′ = y + q
2
− (2y − q) = 3
2
(q − y) ≥ 3
2
· 42 ≥ 42
Non-decreasing inductive invariants are weaker in expressiveness, however
they still cover a wide range of practical cases. An inductive invariant is non-
decreasing if
• the invariant involves only variables that are not modified by the loop
transition, or
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• the invariant is an equality.
Example 6.22. The variable χ1 in the invariant consecution (IC5) cannot be
generally restricted to any finite set of values analogously to Definition 6.18
without losing solutions. Let α > 1 be some fixed constant and consider the
following linear lasso program Pα:
assume(y := α ) ;
while (q ≥ 0 ) :
q := q − y ;
y := 1
α
(y + α− 1) ;
The program Pα terminates, because y ≥ 1 is an invariant of Pα. Furthermore,
the invariant is inductive: the stem y = α implies y ≥ 1, and
y′ =
y + α− 1
α
=
y
α
+
α− 1
α
≥ 1
α
+
α− 1
α
= 1.
However, y ≥ 1 is not a non-decreasing invariant:
y′ − y = y + α− 1
α
− y = α− 1
α
· (1− y). (6.3)
We are stuck, because (6.3) cannot be inferred to be non-negative: there is no
lower bound on −y. We have to choose χ1 = 1α in (IC6) because
y′ − 1
α
· y = y + α− 1
α
− 1
α
· y = α− 1
α
≥ 0.
In fact, every value χ1 >
1
α
will not work for the same reason as in (6.3).
Corollary 6.23. If the linear ranking function template T has degree ≤ 0 and
we consider only non-decreasing invariants, then the constraint (II6) ∧ (IC6) ∧
(TI6) is linear.
Proof. According to Corollary 6.19, the constraints have non-linear dimension
at most #M ·degT(η) for a suitable coloring η of T. Consequently, for degT(η) =
0, we have no non-linear operations. Since there is no universal quantification,
the generated constraint is linear by Definition 6.9.
The constraints generated by Taffine are due Podelski and Rybalchenko [27].
In [18] this template is extended to incorporate non-decreasing inductive in-
variants, and the generated template coincides with the one generated here, if
we restrict ourselves to non-decreasing invariants and conjunctive linear lasso
programs.
6.3 Application to our Templates
In this section we assess the degree of the ranking function templates introduced
in Chapter 4. See Figure 6.2 on page 46 for a visualization.
Lemma 6.24. The ranking function template Tk−phase has degree
1
2k(k − 1).
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Proof. Consider the following coloring η.
k∧
i=1
δi > 0
∧
(
f1(x) > 0 ∨
k∨
i=1
fi(x) > 0
)
∧ f1(x′) < f1(x)− δ1
∧
k∧
i=2
(
fi(x
′) < fi(x)− δi ∨ f1(x) > 0 ∨
i−1∨
j=2
fj(x) > 0
)
We check the requirements of Definition 6.5:
a) Every conjunct contains exactly one red atom.
b) The sets {fi, δi} are the connected components of Tk−phase according to
Example 6.2.
c) The coloring graph Gη has the edges ([f1], [fi]) for i = 2, . . . , k. Hence it is
acyclic.
We conclude that η is a suitable coloring of Tk−phase.
degTk−phase(η) =
k(k + 5)
2
− (k − 1)− (2k + 1) = k(k − 1)
2
.
The number of blue colored atoms is k − 1 and the number of connected com-
ponents is k, therefore, by Lemma 6.11, this degree is minimal.
Example 6.25. Consider the 2-phase template defined in Definition 4.13. It
has degree 12 · 2(2 − 1) = 1. When considering only non-decreasing supporting
invariants, Corollary 6.19 states that the generated constraints have non-linear
dimension at most #M , where #M is number of disjunctions in the normal
form of the linear lasso program’s loop transition. If we build constraints for
the lasso program P2−phase from Example 4.12, we have only one non-linear
variable according to Theorem 6.17 when considering non-decreasing supporting
invariants.
Lemma 6.26. The ranking function template Tk−piece has degree 2k
2 − 1.
Proof. Consider the following coloring η.
δ > 0
∧
k∧
i=1
(
gi(x) < 0 ∨ gi(x′) < 0 ∨ fi(x′) < fi(x) − δ
)
∧
k∧
i=1
∧
j 6=i
(
gi(x) < 0 ∨ gj(x′) < 0 ∨ fj(x′) < fi(x)− δ
)
∧
k∧
i=1
fi(x) > 0
∧
(
g1(x) ≥ 0 ∨
k∨
i=2
gi(x) ≥ 0
)
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We check the requirements of Definition 6.5:
a) Every conjunct contains exactly one red atom.
b) The sets {gi} and {δ, f1, . . . , fk} are the connected components of Tk−piece
according to Example 6.2.
c) The coloring graph Gη has the edges ([δ], [gi]) for all i and ([gi], [g1]) for
i > 1. Hence it is acyclic.
We conclude that η is a suitable coloring of Tk−piece.
degTk−piece(η) = (3k
2 + 2k + 1)− k − (k2 + k + 2) = 2k2 − 1.
The number of blue colored atoms is k and the number of connected components
is k + 1, therefore, by Lemma 6.11, this degree is minimal.
Lemma 6.27. The ranking function template Tk−lex has degree
1
2 (k−1)(k−2).
Proof. This proof is similar to the proof of Lemma 6.24 since the lexicographic
termination has the same dependency graph as the multiphase template. Con-
sider the following coloring η.
k∧
i=1
δi > 0
∧
k∧
i=1
fi(x) > 0
∧ f1(x′) ≤ f1(x)
∧
k−1∧
i=2
(
fi(x
′) ≤ fi(x) ∨ f1(x′) < f1(x) − δ1 ∨
i−1∨
j=2
fj(x
′) < fj(x) − δj
)
∧
(
fk(x
′) < fk(x) − δk ∨ f1(x′) < f1(x) − δ1 ∨
k−1∨
i=2
fi(x
′) < fi(x)− δi
)
We check the requirements of Definition 6.5:
a) Every conjunct contains exactly one red atom.
b) {fi, δi} are the connected components of Tk−lex according to Example 6.2.
c) The coloring graph Gη has the edges ([fi], [f1]) for all i > 1. Hence it is
acyclic.
We conclude that η is a suitable coloring of Tk−lex.
degTk−lex(η) =
k(k + 5)
2
− (k − 1)− 3k = (k − 1)(k − 2)
2
.
The number of blue colored atoms is k − 1 and the number of connected com-
ponents is k, therefore, by Lemma 6.11, this degree is minimal.
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Example 6.28. The programPgcd from Example 4.22 instantiates the 2-lexicographic
template. The two invariants y1 ≥ 1 and y2 ≥ 1 are non-decreasing. The color-
ing η from Lemma 6.27 has degree
degT2−lex(η) =
1
2
· 1 · 0 = 0.
Consequently, by Corollary 6.23, the generated constraints are linear if we are
considering non-decreasing invariants, and otherwise
#L′ = #L ·#I ·#M = 1 · 6 · 2 = 12
by Theorem 6.17.
6.4 Overview
Linear ranking function templates use affine-linear function variables to syn-
thesize a termination argument. When constructing a ranking function from
the assignment to these function variables, the ordinal ranking equivalents
(Definition 4.7) of these linear functions turn out to be central components.
The image of the ranking functions constructed from the ordinal ranking equiv-
alents is an ordinal, namely the ranking structure of T.
The following table gives an overview of the presented ranking function tem-
plates: the affine template, the k-phase template, the k-piece template and
the k-lexicographic template. We state the number of conjuncts and atoms
when written in CNF, the number of connected components in their depen-
dency graph, their ranking structure and degree (as proven in Section 6.3).
Taffine Tk−phase Tk−piece Tk−lex
Conjuncts 3 2k + 1 k2 + k + 2 3k
Atoms 3 12k(k + 5) 3k
2 + 2k + 1 12k(k + 5)
Connected comp. 1 k k + 1 k
Ranking structure ω ω · k ω ωk
Degree 0 12k(k − 1) 2k2 − 1 12 (k − 1)(k − 2)
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[g1] [g2] [δ]
T2−piece
[f ]
[f1] [f2] [f3] [f4] [f1] [f2] [f3] [f4]
Taffine T4−phase T4−lex
Figure 6.2: Visualization of suitable colorings for the 2-piece, affine, 4-phase
and 4-lexicographic ranking function template. Every circle represents an occur-
rence of an atom; its color is determined by η. Two circles are connected with
a solid line if they occur together in one conjunct. Every connected component
of the coloring graph is represented by a dotted line that connects all atoms
where these variable and function symbols occur. We can now easily check the
conditions of Definition 6.5: every solid line connects exactly one red circle (a),
every dotted line connects at most one blue circle (b). We can extract the col-
oring graph by drawing a directed edge between two connected components if
there is a solid line connecting a red circle with a blue one (c). The degree of
the templates is the number of white circles (uncolored atoms).
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Chapter 7
Solving the Constraints
In Chapter 5 we constructed constraints that are satisfiable for a given linear
lasso program only if there exists a ranking function of a specialized form. These
constraints are of the existential fragment of non-linear real arithmetic. In this
chapter we want to discuss strategies available for solving these constraints.
Since Tarski published the first decision procedure for the first order theory of
the reals [32], several other algorithms have been proposed (an overview can be
found in Grant Passmore’s PhD thesis [26]). The Grigor’ev–Vorobjov–Theorem
states that, in theory, the existential fragment of non-linear real arithmetic can
be solved in single exponential time [13]. However, this bound seems to be only
of limited practical relevance [19]. Cylindrical algebraic decomposition (CAD) is
most successful in practice, despite its doubly exponential worst case complexity
bound. This is still an active area of research and recently significant progress
has been achieved in terms of running time [21].
For Farkas’ Lemma based constraints, specialized solving algorithms have
been thought out, e.g. under-approximation using heuristics [9, 30] and bisection
search combined with linear constraint solving [4]. However, we found it is both
feasible and practical to utilize an off-the-shelf SMT solver to find a solution
to small and medium-sized examples. Nonetheless, in this section we want
to examine the CAD algorithm for our case in detail and discuss some possible
runtime mitigation. The goal is to motivate that while the generated constraints
are indeed non-linear, for most practical cases they are still not vastly more
difficult to solve than a linear constraint.
After a brief introduction to cylindrical algebraic decomposition in Section 7.1,
we exemplary solve the constraints corresponding to one invariant consecution
in Section 7.2. We show that invariants that depend only on a constant number
of loop inequalities correspond to solutions of the non-linear system that can be
discovered in polynomial time.
7.1 Introduction to CAD
Cylindrical algebraic decomposition was first presented by Collins [8]. We give
a brief introduction by example based on Jirstrand’s technical report [20].
The goal is to find a partition of Rn such that the given set of polynomials
have constant sign on each component. These components are finitely repre-
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sented by single points; satisfiability of the non-linear constraints can be decided
by checking these representative points.
Example 7.1. Consider the following system of polynomial equations in the
two variables x and y.
x2 + y2 − 2 < 0
x3 − y2 = 0 (7.1)
The two involved polynomials are p1(x, y) = x
2+ y2− 2 and p2(x, y) = x3− y2.
x
y
Figure 7.1: The zero sets of the polynomials in (7.1) and some projections on
the x-axis (solid dots).
The algorithm works in three phases:
1. The projection phase: all points of zero sets corresponding to vertical tan-
gents, singularities and intersections are projected to the lower dimension
eliminating one variable.
2. The base phase: For mono-variant polynomials, all roots can be enumer-
ated and we thus get a sign-invariant decomposition of R1.
3. The extension phase: The technique of the base phase is applied recur-
sively to lift the sign invariant decomposition from Ri to Ri+1.
In Example 7.1, projection to the x-axis yields the solid dots as depicted in
Figure 7.1. These are the two points (−√2, 0) and (√2, 0) corresponding to
vertical tangents of p1, as well as (0, 0), the singularity of p2, and finally (1, 0),
the projection of the intersection points (1, 1) and (1,−1) of p1 and p2. This
gives us the decomposition on the x-axis defined by these four points as well as
the intervals inbetween them. We can evaluate the signs of the polynomials p1
and p2 on these regions:
x (−∞,−
√
2) −
√
2 (−
√
2, 0) 0 (0, 1) 1 (1,
√
2)
√
2 (
√
2,∞)
sign(p1(x)) + 0 − − − − − 0 +
sign(p2(x)) − − − 0 + + + + +
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Over each region, we can calculate recursively the decomposition of R2 and
check for points that satisfy the system of inequalities (7.1); in our example, the
point (0, 0) is a possible solution.
For the precise definition of the projection phase, along with the required
notion of principal subresultant coefficients (psc) used in the proof of Lemma 7.2,
we reference Jirstrand’s report [20] as this would go far beyond the scope of this
work.
7.2 Solving with CAD
As an illustration we discuss the CAD of the invariant consecution. In theory
the arguments offered here also apply to the complete constraints, although
admittedly additional difficulties arise due to the simultaneous presence of more
than one variable that occurs in non-linear operations.
We start with a single invariant consecution (IC4):
∀x, x′. ψℓ(x) ∧ LOOPm(x, x′)→ ψℓ(x′) (7.2)
For clarity, we drop the indices m of LOOP and ℓ of ψ. Recall that we write
LOOP(x, x′) ≡ Ax ≤ b ∧ A′x < b′,
ψ(x) ≡ sTx+ t ≥ 0.
After applying Motzkin’s Theorem in transformation step 5, we get (IC5) and
fixing the value of χ2 according to Theorem 6.15, the constraints (IC6) corre-
sponding to (7.2) are
∃λ, χ, µ ≥ 0. λTA+ µTA′ + (0s)T − χ(s0)T = 0
∧ λT c+ µT c′ + (1− χ)t ≤ 0
∧ (λT c− χt < 0 ∨
∑
µ > 0)
(7.3)
We are solving for the vectors λ, µ, s ∈ Kn, and the variables χ ∈ K and t ∈ K.
The matrices A,A′ and vectors c, c′ are constant. Hence the only non-linear
terms are χ(s0)
T and χt. If we find an assignment for χ, the constraints become
linear and thus can be solved using an SMT solver for linear arithmetic, which
have polynomial runtime complexity [31].
For simplification, we focus on the first disjunct in (7.3) (classical case), since
the other case is structurally very similar. Let A = (ai,j), λ = (λ1 . . . λm)
T , and
s = (s1 . . . sn)
T . We write (7.3) explicitly:
χ ≥ 0 (7.4)
λi ≥ 0, for 1 ≤ i ≤ m (7.5)
m∑
i=1
ai,jλi − χsj = 0, for 1 ≤ j ≤ n (7.6)
m∑
i=1
ai,n+jλi + sj = 0, for 1 ≤ j ≤ n (7.7)
m∑
i=1
ciλi − (1− χ)t < 0 (7.8)
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We solve (7.7) for sj and eliminate sj from (7.6) yielding the following system
of equations.
χ ≥ 0 (7.9)
λi ≥ 0, for 1 ≤ i ≤ m (7.10)
m∑
i=1
(ai,j + ai,n+jχ)λi = 0, for 1 ≤ j ≤ n (7.11)
m∑
i=1
ciλi − (1− χ)t ≤ 0 (7.12)
We ignore the constraint (7.12) because in the case where χ 6= 1, we can
always assign t such that this inequality holds. For the projection we choose
the ordering λ1, . . . , λm, χ. The set of polynomials for the CAD is
P = {χ, λi | 0 ≤ i ≤ m} ∪
{ m∑
i=1
(ai,n+jχ+ ai,j)λi | 0 ≤ j ≤ n
}
. (7.13)
In particular, the coefficient polynomials to λi in (7.13) are linear in χ.
Lemma 7.2. In every projection step k in the CAD of (7.13), the set of poly-
nomials
Pk = {λi | k ≤ i ≤ m} ∪
{ m∑
i=k
pi,j(χ)λi | j ∈ Jk
}
∪ {qℓ(χ) | ℓ ∈ Lk} (7.14)
for suitable index sets J and L. The polynomials pi,j and qℓ only involve the
variable χ.
Proof. We proceed inductively. Clearly (7.13) satisfies this criterion. Consider
the projection of λk.
• For every polynomial p ∈ Pk, we take p(λk = 0). This yields λk+1, . . . , λm,∑m
i=k+1 pi,j(χ)λi and preserves qℓ(χ).
• For every polynomial p ∈ Pk, we calculate pscλk(p, ∂p∂λk ). Since p is linear
in λk, this yields the same results as the previous step.
• For every pair of polynomials pj1 , pj2 ∈ Pk, we calculate
pscλk(p1, p2)
= pscλk
( m∑
i=k
pi,j1(χ)λi,
m∑
i=k
pi,j2(χ)λi
)
=
m∑
i=k+1
( lcm(pk,j1 , pk,j2)
pk,j1
pi,j1(χ)−
lcm(pk,j1 , pk,j2)
pk,j2
pi,j2(χ)
)
λi.
This is again of the form given in (7.14).
According to Lemma 7.2, after m projection steps we are left with a set of
polynomials Pm = {qℓ(χ) | ℓ ∈ Lm} dependent only on the variable χ.
Lemma 7.3. The following holds for Pm.
I. The degree of any qℓ ∈ Pm is at most 2m.
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II. #Pm ≤ n2m.
III. The number of distinct roots of all qℓ ∈ Pm is bounded by 2mn2m .
Proof.
I. Initially, all polynomials are linear. In every projection step, the maximum
degree of polynomials can at most double as the least common multiple’s
degree is less or equal to the degree of the product.
II. Since each polynomial is connected with every other polynomial, the num-
ber of distinct new polynomials is at most squared in every projection
step.
III. Follows directly from I and II.
More importantly, the number of projection steps depend on the number of λ-
variables m. Motzkin’s Theorem introduces one λ-variable for every inequality
in (M1). Therefore the runtime scales with the number of statements relevant
to prove the invariant consecution. We assume that in practice, only a small
(maybe even constant) number of inequalities is required to prove an invariant.
This greatly reduces the bound in Lemma 7.3 III.
Theorem 7.4. Invariants that depend only on a constant number of loop in-
equalities can be discovered in polynomial time.
Proof. Let e be the bound on the required loop inequalities. There are
(
m
e
) ≤ me
possibilities to select e of the m inequalities. We search for a solution to (7.2)
by applying CAD to (7.10) and (7.11). The result is described by Lemma 7.2
and Lemma 7.3 states the bound 2en2
e
for distinct values of χ. Given possible
assignments to χ, we plug every one of these into the constraints (7.3) and
solve using a solver for linear arithmetic. Satisfiability for linear arithmetic is
decidable in polynomial time [31] and we only have polynomially many values
for χ to try since e is constant.
Although Theorem 7.4 gives a polynomial algorithm for solving the con-
straints, it is not practical. It would be a great deal more efficient to follow the
CAD algorithm in constructing the solution, which has been omitted here for
simplicity of presentation. Additionally, there is no good reason not to enlarge
e to take more loop inequalities into consideration until a predefined time limit
runs out.
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Chapter 8
Conclusion
The scope of this work is a new method for synthesizing termination arguments
for linear lasso programs. This method generalizes existing methods and extends
them in various ways. In Section 1.1 we elaborated on how our method relates
to existing research.
We introduced the notion of ranking function templates in Chapter 4 and
discussed the affine, multiphase, piecewise and lexicographic templates in de-
tail. For the affine-linear functions used in the ranking function templates, we
introduced the notion of ordinal ranking equivalent in order to naturally build
ranking functions using ordinal arithmetic from assignments for the template’s
variables and functions symbols.
The multiphase ranking function is a novel type of ranking function and
received some more detailed investigation. We showed that there are con-
junctive linear lasso programs that do not have a multiphase ranking function
(Example 4.16) and we showed that the existence of a multiphase ranking func-
tion does not entail information about the program’s complexity (Example 4.17).
Notable formal results in this work are the undecidability proof for termi-
nation of linear lasso programs (Theorem 3.18) and the theorem regarding the
removal of quantifiers in our constraints (Theorem 6.15).
Other contributions include the soundness and completeness statements for
our method (Theorem 5.3 and Theorem 5.4), the discourse about the treat-
ment of mixed integer variable domains (Section 5.4), the assessment of the
non-linear dimension before and after our transformations to the constraints
(Theorem 6.16, Theorem 6.17, Corollary 6.19 and Corollary 6.23) and the mo-
tivation why solving the resulting constraints is not necessarily very difficult
(Section 7.2). An overview over the ranking function templates we consider and
their properties can be found in Section 6.4, including their non-linear dimension
and their ordinal ranking structure.
8.1 Future Work
For future work, it would be interesting to see new ranking function templates.
There certainly are more types of ranking functions that can be formalized
by ranking function templates. One could investigate the use of affine-linear,
multiphase, piecewise and lexicographic templates as a ‘construction kit’. For
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example, they could be combined to more general templates by replacing single
affine-linear functions in the lexicographic template by a piecewise or multiphase
ranking function.
Furthermore, it seems vital to implement our method and try it on real world
examples. Only experimental evaluation will tell which ranking function tem-
plates are both computationally feasible and practically relevant. Ideally, our
method would be used in conjunction with a tool that is able to combine termi-
nation arguments for lasso programs to a termination argument for a complex
program.
Moreover, the selection of a ranking function template is not part of our
method. A heuristic could be devised that intelligently suggests a template by
looking at the program code. This could reduce required human interaction
and/or speed up the termination argument synthesis.
Our method is not complete on integer lasso programs as discussed in Section 5.4.
Possibly there is a way of making the polyhedra integral even though they con-
tain free variables. Otherwise, a different approach for integers needs to be
developed. As integer variables are extremely common in real life code, this
topic requests further attention.
The complexity of our method is centrally determined by the complexity
of non-linear algebraic constraint solving. Any progress being made in this
field improves the applicability of our method. Non-linear constraint solving
is an active area of research and recent progress [21] suggests that algorithmic
improvements are not yet exhausted.
Another plot line unfinished is the decidability of the termination of con-
junctive linear lasso programs. We conjectured in Conjecture 3.19 that this is
decidable, but a proof remains due.
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Errata
This is an error corrected version of the original thesis, updated last on July 11,
2018. The most important changes are:
• Removed Lemma 3.13 because its statement was false. Thanks go to Amir
Ben-Amram for pointing this out.
• Added missing ξℓ in item TI6.
• Fixed step size in Example 4.8.
• Corrected the coloring of Tk−lex in Lemma 6.27.
• Fixed Typos
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