In our previous work, we have presented the performability manager, a distributed environment component that, using a model-based approach, realises and maintains user-requested qos. Generic modelling and monitoring techniques are inevitable for such a model-based approach. The planning of user-requested qos is done by the evaluation of automatically created models out of a library of model components, while achieved qos is checked using monitoring. In this paper we experiment with the generic modelling and monitoring of a multimedia service in an open distributed processing environment. We both use simulation and numerical techniques to evaluate the models. In this particular case study, end-user requested qos is speci ed by throughput, mean end-to-end delay and delay-jitter.
Introduction to quality of service management
The Performability Manager (pm) is a distributed environment component which maintains the user-requested Quality of Service (qos) by dynamically recon guring services using a model-based optimisation procedure 8] . Using the pm a distributed environment can e ciently and e ectively react on changes in both the requested and o ered qos.
The pm receives qos and con guration information about the running services via a distributed monitoring process based on jewel 16 ] and demon 19] . Using this information in combination with prede ned stochastic Petri net (spn) models for the service components, the pm is able to automatically construct an overall spn model. The model, thus created, can then be used for the evaluation of the qos. Based on the evaluation results, the pm can decide to initiate recon gurations in order to realise and/or maintain the user-requested qos. Clearly, for such an approach generic modelling and monitoring are inevitable. The recon gurations initiated by the pm are e ectuated by a so-called management component (mc), as depicted in Figure 4 .
The relation between performability and qos has been addressed by Meyer 20] . Earlier work on dynamic recon guration has been presented by Kramer 15] . Related work on dynamic recon guration, performability has been presented by Shin 25] and de Meer 6] . Model-based performance management has also been presented by Kheradpir et al. 14] and Friedrich 11] .
In this paper we discuss the above sketched generic modelling and monitoring approach for the evaluation of the end-to-end qos of a multimedia conferencing service in a distributed environment. This service enables two or more parties to communicate in an audio-visual way. The service has been realised using the ansaware computing platform 1, 2] . The generic models are evaluated using a numerical and a simulation based technique with, respectively, the tools spnp 4] and qnap2 3] .
In Section 2 we present the videophone and the monitoring and modelling concepts. We discuss the evaluation in Section 3. Conclusions are drawn in Section 4.
The videophone service
In this section, we discuss the videophone service and the generic monitoring and modelling concepts used for the qos evaluation.
System description
The multimedia service used for the experiments is a videophone 13]. A videophone service is an application operational in a distributed environment 7] that enables two or more parties to communicate in an audio-visual way. The videophone application has been chosen because of the involved continuous-media streams. The continuous data streams represent the audio and video data exchanged by the involved parties that contain, respectively, voice and \talking head" images. In this paper we concentrate on the video stream.
In Figure 1 we identify several videophone objects, i.e., application components, which together constitute a videophone application:
videophone: the videophone object takes care of multimedia data retrieval and presentation, stream: consisting of the stub, binder and protocol objects together realising the multimedia connection, taking care of the transport of the continuous stream, i.e., the multimedia data, audio/video conferencing service: (avcs) the avcs object provides, maintains and releases the multimedia connections. In case of a multi-user connection the avcs object also takes care of the multiplication of the multimedia data. The videophone component in combination with the camera generates and codes the frames according to the standard de ned by the Joint Photographic Experts Group (jpeg) 22]. This standard implies that at regular time intervals an image is coded and transmitted. Note that a video screen and camera are connected to the videophone components, for the creation and representation of the video-frames.
In Figure 1 two videophone objects, A and B, the avcs objects and two streams are depicted. The objects have two types of interfaces, operational interfaces and stream interfaces. The operational interfaces (not depicted in Figure 1 ) can be used by the mc, for control functions, e.g. , start, stop, migration etc., initiated by the pm 8].
The streams, indicated by the dotted rectangles in Figure 1 , take care of the communication between the videophone and avcs components. Stream interfaces attached to the videophone and avcs are used for the exchange of continuous data and indicated by a double bar. A stream itself is composed of three di erent other components at both sides of the communication path: the stub, binder and protocol. The stub and binder perform the packaging and the protocol takes care of the actual exchange of the data using the communication paths. . The users have qos requirements concerning the video quality represented by the size and arrival pattern of the frames. The experiments described in this paper are concentrated on the arrival pattern of the frame, represented by the mean frame rate, the mean end-to-end delay and the jitter (variance of the end-to-end delay) of a frame.
Generic monitoring
The videophone application is monitored for con guration, parameterisation and validation purposes. demon monitors the videophone in order to obtain con guration information and jewel monitors the videophone in order to obtain performability information, i.e., the model and validation parameters 16, 19] . These monitors are depicted in Figure 4 .
The con guration information is used to create the models used for the qos evaluation; we will not discuss this type of monitoring in detail. The model parameters, obtained by jewel, are used in the models that we use for the qos evaluation. In order to be sure that the generic monitoring and modelling concepts are useful, we have to validate them, in other words, we have to compare the measured qos with the evaluated qos. The generic monitoring of application components is based on the events that occur during the exchange of data between components. These interactions form events that can be marked and used for monitoring. In Figure 2 (a) we depicted these events for a simple client-server interaction. Each interaction starts at the client side with a request; when the server receives the request, an indication event occurs. By collecting the marked events in a orderly manner the required qos information can be obtained. Note that the same type of events are used to obtain di erent parameters, i.e., service time and response time.
In the timing diagram of the videophone, as depicted in Figure 3 , the events which In order to obtain information for the model parameterisation the application components are monitored in isolation, i.e., such that no queuing occurs 10]. For the models the measured service times of the application components are of interest. The time between an arrival and a departure is considered the time needed for component i to perform processing on a frame, i.e., it is the service time of component i and de ned as: s i = request i ? indication i ; (1) where request i represents the departure time of a frame from component i and indication i represents the arrival time of that frame at i. This information is used to derive the mean and variance of the service times. In order to obtain reliable model parameters we recorded a ve minute videotape with a conferencing scene. This tape is used to obtain the model parameters in combination with a frame rate of one frame per time unit such that queuing will not occur.
For the validation of the models we monitor the application using di erent frame rates.
The qos parameters as described in the qos contract are used for the validation; these parameters are also obtained using the events depicted in Figure 3 . The end-to-end-delay of frame j is de ned as: d j videophone = request videophoneB;j ? indication videophoneA;j ; (2) where the event request videophoneB;j marks the arrival time of frame j at videophone B and indication videophoneA;j marks the departure time of that frame j at the camera of videophone A. The sample mean end-to-end delay is then de ned as:
where n is the number of received frames. The jitter in the end-to-end delay is de ned similarly as the sample variance of the delay:
The throughput is de ned as: T = n request videophoneB;n ? indication videophoneA;1 :
Note that the throughput T of the videophone is measured over the entire session duration, i.e., the time from the sending of the rst frame, frame number 1, marked by indication videophoneA;1 , until the time of receiving the last frame, frame number n, marked by request videophoneB;n .
During the monitoring activities we noted that the stub and the binder component hardly put any load on the system level resources. Therefore, we decided to aggregate them and obtained an aggregated service time for these two objects.
Generic modelling
The generic modelling is based on the applications components and the operations o ered at their interfaces. Using generic modelling we represent each operation by a Petri net construct. This has been illustrated in Figure 2 (b) . A description of the con guration of the distributed environment in combination with the generic spn constructs are used for the creation of a complete model. A con guration model describes the actual allocation and routing of the components of the videophone service 9]. The con guration model is created using the con guration information obtained by the monitoring tool demon. This model is illustrated in Figure 4 . In this gure we also have included the tasks, i.e., the camera and screen, which are responsible for the generation and presentation of frames. Note that this model might be replaced by the engineering view as presented by odp, a topic for further research 21]. The creation of the performability model is done by combining the con guration model, as depicted in Figure 4 , and the library with parameterised model components. In Figure 5 we depict the resulting model. In this gure each component of the videophone service has been replaced by a generic Petri net construct. Note that the camera and video screen represent the task submission and receipt of the video frames. The system parts s 2 , s 3 and s 4 are the resources, e.g., cpu and video devices.
We had to make a few exceptions with respect to the generic modelling. In the conguration model (Figure 4) we depicted a path between each pair of system parts. In the experimental environment we used Ethernet, although a path is available between each pair of system parts, the medium as such is shared. Therefore, we modelled the used Ethernet instead of communication paths as a shared resource. We depict the generated model in Figure 5 .
Note that in case of a three or multiparty service, the avcs object becomes much more complex due to a required dispatch and copy mechanism necessary for the multiplication of the video streams.
Evaluation
For our modelling study we perform several experiments. First, we created a model of a one-way video stream, from videophone A to B ( 1way ). Then, we created a two-way model, 2way , using the same generic components. The model of con guration 2way is given in Figure 5 .
The thus created models have been evaluated using di erent solution techniques of the tools spnp 4]and qnap2 3]. spnp converts the created spn model to a continuous-time Markov chain (ctmc) and solves it numerically. qnap2, however, requires that the spn model is converted to a queuing network and then uses discrete-event simulation for the evaluation (the conversion has been done manually).
Below, we will rst discuss the ctmc-based evaluation and then the evaluation using discrete-event simulation. Finally, we give some remarks with respect to the evaluations of the videophone service.
Evaluation using an underlying ctmc
The created spn models for the videophone application need to be closed for the evaluation using ctmcs. With 'closed' we mean that the number of tokens (or frames) in the model has to be bounded. In Figure 5 this is illustrated by the dashed lines (at the top). In doing so, the frames (or tokens) which arrive at the screen are directly fed back to the camera. The videophone application has, however, an open character. In order to approach an open model with a closed model we had to initialise the camera with su cient tokens (the higher the frame rate the more tokens were needed in the model representing the frames).
The approach of approximating an open model with a closed model in combination with the large number of model components resulted, even for low frame rates, in a very large state space. We therefore were not able to evaluate the two-way model, as depicted in Figure 5 , with spnp.
In this section we, therefore, discuss the evaluation of the one-way videophone only, however, with two approaches for the interframe time. In the system, the frames are generated by the videophone component and camera, with a constant rate, in other words, with a deterministic interframe time. This deterministic interframe time can be approximated with an Erlang?k distribution as shown by Saito et al. 23 ]. This allows us to remain within the realm of ctmcs. The Erlang?k distribution needs two parameters, i.e., the variance and the mean value for the measured interframe time:
var(Erlang ? k) = 1 k 2 ; E(Erlang ? k) = 1 ; where k is the number of stages and the average arrival rate of the frames. Frame size variations occur due to video compression and encoding techniques, but are very limited because of the jpeg coding and the still image video tape we use for the workload. The compression and coding of the image is performed by the videophone component.
We must be careful with the number of stages, because when increasing k also the state space increases; we experimented with exponentially distributed (Erlang?1) as well as with Erlang?3 distributed frame interarrival times. The model with exponentially distributed interframe times is denoted 1 1way and the model with Erlang?3 distributed interframe times is denoted 3 1way . With these models we want to evaluate the qos parameters as described in the qos contract and compare them with the measured qos for the model validation.
Delay
In Figure 6 we depict the mean end-to-end delay for 1 1way and 3 1way as a function of the required frame rate. For frame rates larger then 12 frames per time unit, both models show an increasing end-to-end delay. This increasing delay can be explained as follows. The service time for the sending videophone is approximately 40.7 ms, as we obtained by the monitoring of the component in isolation. This means that this component can handle (theoretically) 1024=40:7 ms = 25.1 frames per time unit. From the monitored delays we see that indeed the videophone application can handle 24 frames per time unit; 25 can not be reached, probably also because of the small variations in the interarrival times and the videophone service time. This rate can only be reached if the interarrival times and service times of the frames are truly deterministic. In the models, the interarrival times do not have such a deterministic character. A result of this is that the model-based delays start to di er from the measured delays at a frame rate of 12 frames per time unit. Because of these results, we conclude that even the Erlang-3 distribution is not a good approach for the inter arrival time distribution. We should experiment with more then 3 stages for the Erlang distribution, however, this is prohibited by the state space limits.
Throughput
In Figure 6 we also depict the throughput for the di erent interframe time distributions, again as a function of the required frame rate. From this graph we see that the monitored throughput only di ers very little from the required frame rate at high frame rates. Probably frames are lost within the network, which could be caused by the use of the user datagram protocol (udp) instead of the more reliable tcp protocol suite 7] . Note that because we have a closed model, the number of frames in the system remains constant.
With an increasing delay we see that the throughput decreases. Because of the longer delay, the frames spent more time inside the videophone model components, such that for higher frame rates the camera in the spn model is sometimes disabled because the input place is empty. Initialising this place with extra tokens could solve this problem but it would cause again an increase of the model size.
Jitter
The last qos parameter we are interested in is jitter. spnp, however, does not provide the means to obtain the jitter.
Remarks with respect to SPNP
We discussed the evaluation of the spn models of the videophone using underlying ctmcs. spns provide us with a very exible modelling paradigm. However, problems arose because of the limited number of allowed distributions and the ever-growing underlying ctmc. For small con gurations and distributions which do not di er too much from an exponential distribution, this is su cient. However, in the videophone application we have to deal with deterministic distributions and models that result in a large state space. Based on the modelling results we conclude that prediction of throughput is possible with spnp at frame rates below 15 frames per time unit. Delay prediction, however, is very di cult when using only exponential transitions. With respect to jitter: spnp does not provide the means to calculate jitter.
Evaluation using simulation
With simulation we can handle deterministic distributions and larger models, albeit, possibly at the cost of long simulation times. We evaluated, after converting the spns to queuing networks, the one-way, 1way , and two-way, 2way , videophone con gurations.
The simulation model
To perform the simulations we used the tool qnap2 3]. As qnap2 uses queuing networks instead of spns, the spn models had to be converted to a queuing network. With this conversion, the system parts and communication paths are replaced by service centres (queues), together forming the queuing network. The concept of classes and jobs is used to model the allocation of di erent application components to one system part. The tokens of the spn are replaced by the jobs of the simulation model. The model depicted in Figure 5 is then converted into the queueing network model depicted in Figure 7 . We evaluated both 1way and 2way using simulation with deterministically distributed interframe times. The results we obtained using the simulation models are compared with the monitored values.
Delay
In Figure 8 we present the results for con gurations 1way and 2way . The mean endto-end delay results are acceptable and in line with the results obtained from monitoring the videophone application. It was already noted that with a service time at the video device of 40.7 ms we can not handle more then 25.1 frames per time unit. This result is con rmed by the simulations of con guration 1way , the two way video will obviously have lower limit because of the two way tra c. With con guration 2way we found for workloads of 12 or less frames per time unit that the videophone application shows stable behaviour. With 13 frames per time unit (and more) the end-to-end delay is growing to unacceptable levels. Experiments with frame rates of 16 frames per time unit (and more) were not even completed because the system crashed. For the two-way connection the Ethernet and the video devices have their limitations. It appeared that 12 frames per time unit is an upper bound on the frame rate for two-way video tra c. With the two-way con guration the service time for sending a frame using Ethernet is 2 (7:6 + 6:6 ms) (the delay from s 2 to s 3 and from s 3 to s 4 ) which equals 28.4 ms. Note that with the two-way con guration the Ethernet is used twice as much compared to the one-way situation. This gives a maximum capacity of 1024=28:4 = 36 frames per time unit. As with the one-way con guration the monitor is also using the Ethernet, but is not modelled. Although the limit has not been exceeded nor reached, the e ect is noticeable as waiting times start building up, resulting in increasing end-to-end delays. Note that with the two way con guration also the video devices at the videophone are shared by the two streams. 
Throughput
Since we now deal with an open model and, therefore, the ow (rate) in is equal to the ow (rate) out if no frame is lost or new frames are generated in the network. This ow balance allows us to say that the throughput is equal to the frame rate 17]. Note that the monitored results for the one-way model start deviating at 24 frames per time unit,i.e. , they are unequal to the results obtained from the simulation models. This is probably due to losses in the network because of the use of udp. We also depicted these results in Figure 8 .
When we compare the throughput of 2way obtained by simulation with the measured throughput it appears that the model is rather optimistic. This is most probably due to the fact that we did not model frame losses. In reality the throughput equals the required throughput only for frame rates of 12 frames per time unit or less. Note that the experiments for the frame rates of 20 and 24 frames per time unit crashed.
Jitter
The last qos parameter of interest is jitter. In Figure 9 the simulation results of conguration 1way are compared to the monitored jitter. The lines in the graph show the monitored and evaluated jitter for an increasing frame rate. Besides the jitter we also present the maximum and minimum end-to-end delay.
The values found with the simulations for jitter show a slightly increasing jitter with an increasing workload. Remarkable is the unstable behaviour of the monitored videophone application. If there is a trend to be discovered in the monitored results it is a decrease in jitter, instead of an increase as experienced with the simulation. As it is now, we have no good explanation for this. It should be noted though, that the results for jitter are very di cult to obtain and the accuracy is low. Therefore we propose the use of the minimum and maximum delay instead. An advantage of this approach is that these values can be obtained with less e ort using bounding techniques 17]. As the achieved jitter estimates are already very inaccurate for the one-way connection, 1way , jitter has not been computed for the more complex model 2way . Remarks with respect to simulation For the simulation we had to convert the spn models to a qnap2 suitable format (spnp cannot do simulations). There are other tools, e.g., Ultrasan 5, 24] and TimeNET 12] , which can directly simulate the spn models and do not require such a model conversion.
Compared to the spnp evaluations, simulation gives good predictions of the required qos parameters of the videophone application. For throughput and end-to-end delay we found the simulation results to be acceptable. This, combined with the short time it took to run a simulation, makes simulation useful for the prediction of these qos parameters. For jitter the results were less positive. Whether this is due to simulation results or the unreliable monitoring results has not been addressed. At their best, the simulation results give an upper bound for jitter.
To verify the accuracy of the simulation results, the 95% con dence intervals have also been computed. It has been found that the current run-length of the simulation model spans 205 seconds (wall clock time) and gives very accurate results, as the con dence interval width is at most 1.4 ms. The short simulation time was also possible because of the deterministic behaviour of the videophone. More complicated and less stable applications maybe found harder to simulate. For more complex and variable processes, simulation may take too much time to converge to acceptable results.
Conclusions and recommendations
We presented a generic performability modelling strategy based on the structure of the client/server architecture of the ansaware computing platform (see also 7] ). Note that this generic modelling is not restricted to this platform. This structure allows for a generic conversion of the application models into performability models using prede ned spn submodels. The generic modelling, as presented, is based on our common view on distributed systems, i.e., the con guration model. Research is conducted to compare this common view with the odp engineering view 18].
For the evaluation of the automatically generated performability models we used two di erent techniques, a ctmc-based and a simulation-based technique. To model the deterministic interframe time behaviour using spnp, we needed to use Erlang distributions. These distributions resulted in an increase in the number of states in the state space of the ctmc. This deterministic behaviour, as well as the large models, caused problems when analysing the models with spnp. Although evaluation using simulation required a model conversion, the deterministic distributions and large model sizes could be dealt with. The simulation based evaluation of the videophone produced good results. However, the simulation times, about 205 second wall clock time, are not acceptable for real-time evaluation. The evaluation of jitter needs more attention.
The performability monitoring process has been realised using the monitoring tool jewel. The current experience with generic monitoring shows satisfying results which makes it applicable for further use. The use of generic events for the parameterisation and validation of the performability models is very promising, and has already been implemented in other distributed computing environments 11]. We did not investigate the in uence of the monitoring on the performance of the applications. One can imagine, however, that intensive monitoring will in uence the performance and therefore, is not desirable.
