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Abstract. Scatter correction is typically done using a simulation of the single
scatter, which is then scaled to account for multiple scatters and other possible model
mismatches. This scaling factor is determined by fitting the simulated scatter sinogram
to the measured sinogram, using only counts measured along LORs that do not
intersect the patient body, i.e. “scatter-tails”. Extending previous work, we propose to
scale the scatter with a plane dependent factor, which is determined as an additional
unknown in the maximum likelihood (ML) reconstructions, using counts in the entire
sinogram rather than only the “scatter-tails”. The ML-scaled scatter estimates are
validated using a Monte-Carlo simulation of a NEMA-like phantom, a phantom scan
with typical contrast ratios of a 68Ga-PSMA scan, and 23 whole-body 18F-FDG patient
scans. On average, we observe a 12.2% change in the total amount of tracer activity
of the MLEM reconstructions of our whole-body patient database when the proposed
ML scatter scales are used. Furthermore, reconstructions using the ML-scaled scatter
estimates are found to eliminate the typical “halo” artifacts that are often observed in
the vicinity of high focal uptake regions.
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1. Introduction
A quantitative reconstruction of the tracer distribution in positron emission tomography
(PET) requires the correction for the additive background contributions of randoms and
scatter in the measured emission data. The randoms contribution can be estimated with
good accuracy, either from the singles emission rate or by measuring coincidence events
in a delayed time window (Casey et al. 1986; Oliver et al. 2016). Correction for the
additive contribution of scattered events is however more challenging. Methods that
have been used for scatter estimation generally fall into three categories. First, there
are those which approximate the scatter shape from the measured emission data by
applying a heuristic convolution kernel to the measurements (Bailey et al. 1994). Second,
there are the methods which provide an estimate of the expected scatter by analyzing
measurements from an additional energy window typically set below the emission photo-
peak (Bendriem et al. 1993; Grootoonk et al. 1996; Adam et al. 2000). The third
category are the methods which use a scatter model to compute the scatter from the
measured emission and attenuation data (Ollinger 1996; Watson 2000; Watson 2007).
Unfortunately, the accuracy of all the aforementioned scatter estimation methods
is limited by the fact that these methods only provide a biased estimate of the
scatter within the emission measurements. Among other factors limiting a quantitative
estimation of scatter are the presence of multiple scatters in the emission data, presence
of scatter from activity outside the field-of-view (FOV) of the scanner, the energy-
dependency of the detector sensitivity etc. Conventionally, in an attempt to obtain a
quantitative scatter estimate a scaling factor is computed by fitting the scatter estimate
to the emission measurements in LORs which are expected to contain measurements of
only the combined contributions of randoms and scatter. The scatter scaling method
commonly referred to as “tail-fitting”, identifies LORs outside the patient support and,
after accounting for the expected randoms in these LORs, provides an estimate of the
scatter scale. Although ideally this approach could provide an accurate estimate of
the scatter scale, the scale estimate has a limited reliability as the “scatter tails” are
typically corrupted by high levels of noise in these data bins. Furthermore, the number
of data bins containing the “scatter tails” differs between patients, e.g. their number
could be relatively small for scans of bigger patients, and in case of patient motion the
identification of LORs in the “scatter tails” becomes challenging. Finally, the shape of
the available scatter estimate may not be exact, in which case even an exact fit to the tails
could produce a poor fit of the scatter at other places in the sinogram. In an attempt to
more accurately estimate the amount of scatter in the emission measurements, numerous
studies have tried estimating the scatter scale from the entire emission data as opposed
to just from the “scatter tails” (Thielemans et al. 2007; Panin 2012).
In this work, we focus on a scatter estimation method of the third type, i.e. a
method that estimates the scatter using a simulation approach. We extend a recent
work on estimating the scatter scales from the emission data (Defrise et al. 2014) to
introduce a plane-dependent scaling of the model-based simulated single scatter (SSS)
estimate (Watson 2007). This allows us to vary the scatter scale within each bed position
(since the SSS estimate is typically computed independently for each direct 2D sinogram
plane). This is expected to produce a better fit than obtained with a single, global scatter
scale, in particular near the axial boundaries associated with each bed position, where
the scale should account for contributions from outside the field-of-view. In addition,
it allows us to avoid discontinuities between adjacent bed positions, which are often
observed when a single scatter scale is computed for each bed position. The method is
validated using a Monte-Carlo simulation of a NEMA IEC phantom, where the exact
single and multiple scatters in the emission data are known. Furthermore, by applying
the proposed ML scatter scaling technique to a phantom measurement as well as whole-
body patient PET/CT scans, we obtained evidence indicating that the method improves
the scatter correction. In the supplementary material, we also provide a study of the
effect of the scatter scale on the agreement between MLEM and MLAA reconstructions
(Rezaei et al. 2012).
2. Methods
The expectation of the time-of-flight (TOF) emission measurement sinogram y¯it for line
of response (LOR) i and TOF-bin t can be written as:
y¯it = aini
∑
j
citjλj + nisit + ri (1)
where ai and ni are the attenuation and detector-pair sensitivities along LOR i, λ is the
tracer activity distribution, citj is the sensitivity of voxel j to the measurements in data
bin (i, t), sit and ri are the expected scatter and randoms contributions for the same
data bin, respectively.
Due to the computational complexity of model-based scatter estimation methods,
calculation of the expected scatter estimate along all sinogram planes and all possible
LORs becomes impractical and is usually avoided. Instead, the expected scatter is
typically estimated only in a selected number of planes and extrapolated to obtain a
scatter estimate in all possible sinogram planes.
2.1. 3D Extension of 2D Scatter Estimates
Given s†, the 2D scatter estimate of direct planes (sinogram planes with tilt-angle δ = 0),
the expected 3D scatter is typically estimated for all lines of response as:
sit = X T (αds†idt′)
=
∑
d
αd
∑
idt′
xitidt′s
†
idt′ =
∑
d
αdψitd (2)
where X T is the transpose of the rebinning operator X , αd is the scaling factor for the
direct plane d, and id is the LOR index of the direct sinogram‡ passing through plane
d. Furthermore, xitidt′ is the rebinning operator sensitivity of 3D data bin (i, t) to the
rebinned 2D data bin (id, t
′), and ψitd is a 3D sinogram whose values depend only on
data bins of the direct plane d. In this study we analyze the TOF implementation of two
rebinning operators, i.e. the single-slice rebinning operator (SSRB) (Sossi et al. 1994)
and the multi-slice rebinning operator (MSRB) (Lewitt et al. 1994). While the SSRB
algorithm interpolates considering only the mid point of the 3D data bin (i, t) of oblique
sinogram planes (sinogram planes with tilt-angle δ 6= 0), the MSRB algorithm considers
all 2D data bins (id, t
′) which the 3D data bin (i, t) passes through. More detail of the
rebinning operators is given in Appendix C.
‡ For a single bed-position and for the Siemens Biograph mCT scanner the TOF-PET emission data
are stored in a total of 621 sinogram planes which 109 are direct planes (Jakoby et al. 2011). In the
case of multiple bed acquisitions the number of direct planes increases by the total number of direct
planes covered by the acquisitions of all bed positions.
2.2. Iterative Algorithm for Scatter Scale Estimation: ML-FIT
Assuming Poisson statistics on the emission data yit, one can maximize the log-likelihood
for emission tomography by updating the scatter scaling values αd as in (Defrise et al.
2014) and the tracer activity distribution λ as:
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where (n) is the iteration index, O is a 3D sinogram of all ones and cij =
∑
t citj is the
TOF integrated sensitivity of voxel j to LOR i. After obtaining the scale factors αd,
these factors are used to scale the scatter estimate of direct planes s† using (2), yielding
what we will call the ML-SSS estimate in the following. Note that in our implementation
(Algorithm 1) we chose to use the newly updated estimate of the ML scales (3), to
recompute the expected emission measurements y¯ using (1), and to use it in (4). This
alternating update implementation of (3) and (4) resulted in a (moderate) acceleration.
Application of ordered subsets for further accelerating the two-step iterative algorithm
is straightforward. The derivation of (3), the update equation of the ML scales, is given
in Appendix A.
Algorithm 1: Pseudo-code for ML-FIT
1 ML-FIT (yit, s
†
idt′)
Input : Emission measurements yit, scatter estimate of direct planes s
†
idt′
Output: ML scatter scales αd
2 Initialize: αd = 1 ∀d, λj = 1 ∀j ∈ FOV/support
3 Loop: iterations and subsets
5 compute expected emission counts (eqn 1)
7 update the scale factors (eqn 3)
9 compute 3D scatter estimate (eqn 2)
11 compute expected emission counts (eqn 1)
13 update the activity image (eqn 4)
For technical reasons the ML-FIT algorithm is applied below using for s† either
the single-scatter estimate (SSS), or the single-scatter estimate already scaled using
“tail-fitting” (FT-SSS§). It is important to keep in mind that throughout the paper, the
shape of the scatter estimates is (almost) the same for all methods, only the scale varies.
One readily verifies from equations (1)-(4) that multiplying s†id,t′ by some factors βd > 0
leaves the sequence of iterates unchanged provided the initial scales αd at iteration n = 0
§ To avoid confusion with the acronym used for time of flight we use FT for “tail-fitted”.
are divided by the same factors βd. Thus using SSS or FT-SSS only amounts to changing
the initialization and the converged solution is not modified.
2.3. Activity Reconstruction
Even though ML-FIT estimates the activity (eqn (4)), this activity image is disregarded.
Following the estimation of the ML scatter scales, a “standard” (using 3 iteration of
24 subsets) MLEM activity distribution is reconstructed with the ML-SSS estimate.
This allows us to compare MLEM activity images with different scatter estimates, all
produced with the same reconstruction parameters, typically used in clinical setting.
This also ensures that the activity images are not influenced by the data/image mashing
or different number of iterations, the difference between the images is only caused by
using a different scaling of the scatter estimate.
3. Experiment Design
In all the studies, the data were collected in 5D (radial position, azimuth angle, axial
position, polar angle and TOF dimension) sinograms in the native Siemens format,
and the e7tools (a collection of Siemens programs, callable from the command line in
Microsoft Windows, dedicated to reconstruction from Siemens PET data, supporting
CT-based attenuation correction) were applied to compute the expected scatter and
randoms contributions to the TOF emission measurements in each bed position. Since
the scatter contribution is estimated independently for each bed position, the scatter
estimates of all bed positions were combined and, where the bed positions overlap,
averaged (weighted by the axial sensitivity of the scanner) to give the expected scatter
contribution across all direct planes. Furthermore, a virtual scanner was designed which
enabled us to reconstruct the emission data acquired over all measured bed positions
simultaneously.
Figure 1 gives a flow chart of the experimental design. SSS denotes the (unscaled)
single scatter estimate produced with the Siemens e7tools. FT-SSS denotes the (scaled)
scatter estimate produced by “tail-fitting” the SSS to the sinogram data outside the
patient support. ML-SSS denotes the (scaled) scatter estimated by computing the ML
scale factor (simultaneously with estimating the activity).
The experiments include the processing of a Monte-Carlo study, a phantom
measurement and clinical scans. In the Monte-Carlo study, the true scatter contribution
is known, and hence an optimal ground truth scaling can be calculated, yielding GT-
SSS. In the Monte-Carlo study only the FT-SSS was available, therefore the ML-scaling
was applied to rescale the FT-SSS. In the phantom and patient studies, we do not know
the ground truth scale factor, the performance of the algorithm must be deduced from
indirect evidence. In these studies, both the SSS and FT-SSS were available, and the
ML-scaling was applied to rescale the SSS.
(a) Monte-Carlo simulation study. (b) Phantom and patient studies.
Figure 1: Flowcharts of the (FT-)SSS and ML-SSS estimates analyzed in this study.
Note that the GT-SSS estimate is only available in the Monte-Carlo simulation study.
3.1. Monte-Carlo Simulation Study
A Monte-Carlo simulation study was conducted on a NEMA-like phantom with the
Siemens Biograph mCT scanner specifications (Jakoby et al. 2011) to analyze the
proposed ML scatter scaling. The Geant 4 toolkit (Allison et al. 2016) was used to
simulate 511 keV photon transport in the phantom and detectors. In this simulation,
multiple scattering, scatter in scintillator (broadening the point spread function) and
depth of interaction (due to the scintillator attenuation) were simulated. However, the
radionuclide and it’s positron range, acollinearity of the emitted photons, and scintillator
light were not simulated. Energy and time of flight information were known exactly
after the photon transport, however, both are blurred according to the scanner energy
and TOF resolutions, respectively. A typical energy window of 435-650 keV is used
for photons acceptance, inter-block scatter is rejected, and the photon arrival position
is defined by the energy deposit. Furthermore, in this simulation, no random events
were modeled. The obtained scatter fraction was 30.1% with a 6.25:1 ratio of single
to multiple scattered events. The emission data were processed with Siemens’ e7tools,
which provided the “tail-fitted” FT-SSS estimate. Since the simulation provides the
actual single and multiple scatter components within the data, a least squares fit of the
FT-SSS to the total (single plus multiple) simulated scatter estimates is considered as
the ground truth (GT) and was compared to the estimated ML scatter scales. This GT
scatter scale estimate was computed as the solution of the following linear system of
equations: ∑
d
αd
∑
it
ψitdψitd′ =
∑
it
(sSGLit + s
MLT
it )ψitd′ (5)
where sSGL and sMLT are the single and multiple scatter components of the Monte-Carlo
estimated emission data, respectively. Since (5) depends on the rebinning operation, a
GT scatter scale is computed for each of the SSRB and MSRB rebinning operators.
Appendix B gives the derivation of the GT scatter scale expression (5).
The ML scatter scales are computed jointly with an MLEM reconstruction of
the activity using 10 iterations of 24 subsets. Initially, the ML scatter scales were
computed with no radial mashing of the emission data and the activity distribution
was reconstructed in a 2.04 mm × 2.04 mm × 2.03 mm voxel grid. In addition, the
calculations were repeated with radial mashing factors of 2 and 4 (i.e. sub-sampling the
radial sinogram index by a factor of 2 or 4, after summing sets of 2 or 4 adjacent radial
bins). During these calculations, the same mashing factor was also applied to the voxel
grid of the activity image in the transaxial plane. In all cases, the final (“standard”)
MLEM reconstructions were computed with a voxel grid of 2.04 mm × 2.04 mm ×
2.03 mm. Furthermore, the activity reconstruction was initialized with a uniform tracer
distribution either in the support of the phantom or in the entire FOV of the scanner to
study the stability of the ML scatter scales. The reference activity image (to which the
reconstructions were compared) was obtained by applying MLEM to the true prompts
(i.e. non scattered and non random events) in the emission data.
3.2. Phantom Data
A total activity of 74 MBq 18F-FDG was used to fill a custom-made phantom with a
bladder insert. The activity in the bladder insert was 200 times higher than that in the
background, to mimick a typical 68Ga-PSMA scan. The phantom was scanned on the
Siemens Biograph mCT scanner across two bed positions. The ML scatter scales were
subsequently obtained after 25 iterations of 24 subsets, with radial mashing factor of 4,
and using the MSRB as the rebinning operator. Using a voxel grid of 8.14 mm × 8.14
mm × 2.03 mm the tracer distribution was reconstructed in a 100 × 100 × 172 volume.
We report the results on “standard” MLEM activity reconstructions (using 3 iteration
of 24 subsets and a voxel grid of 2.04 mm × 2.04 mm × 2.03 mm) with the SSS and
the ML-SSS estimates used for scatter correction, respectively.
3.3. Patient Data
The ML scatter scaling was applied to 23 whole-body scans of patients (weight: 67.4
kg ± 14.4 kg) injected with 547 MBq ± 19 MBq of the 18F-FDG tracer. The local
institutional review board approved this study and informed consent was obtained from
all subjects. The emission data were acquired by the Siemens Biograph mCT scanner
at New York Medical Center in 5-8 different bed positions, each scanned for 120 s per
bed position. Similar to the phantom study, the ML scatter scales were obtained after
25 iterations of 24 subsets using the MSRB operator, applying a radial mashing factor
of 4 to the TOF-PET emission data and using the virtual scanner to reconstruct the
tracer distribution in a 8.14 mm × 8.14 mm × 2.03 mm voxel grid. The initial activity
reconstruction was a uniform tracer distribution in the support of the patient (obtained
by thresholding the CT attenuation image followed by a dilation operation to ensure that
the body contour was not too narrow). As before, we report the results on “standard”
MLEM activity reconstructions (using 3 iterations of 24 subsets and a voxel grid of 4.07
mm × 4.07 mm × 2.03 mm) with the SSS, FT-SSS and the ML-SSS estimates used for
scatter correction, respectively.
4. Results
4.1. Monte-Carlo Simulation Study
Figure 2a shows the final scatter scales estimated after 240 updates. The ground truth
LS fit and the ML-SSS were computed using the (already scaled) FT-SSS, and hence the
results suggest that the “tail-fitting” of the SSS estimate has overestimated the scatter
(a) ML scatter scales estimated using
the multi-slice rebinning (MSRB) and
single slice rebinning (SSRB) after 240
updates compared to the ground truth
LS scale estimate (black and red curves
for the MSRB and SSRB, respectively)
for the direct planes. The dashed red
line represents the “tail-fitted” scatter
scale of 1 which the ML scatter scales
were computed from.
(b) ML scatter scales computed using
MSRB when no mashings and mash-
ing factors of 2 and 4 were applied to
the data and the activity reconstruction.
The activity reconstruction was initial-
ized with uniform activity in the support
of the phantom (solid lines) and the FOV
of the scanner (dashed lines) for each of
the mashing schemes.
(c) The progression of the ML scatter
scale estimates (the case of using MSRB,
a mashing factor of 4 and a uniform
activity initialization in the phantom
support) with the number of updates for
selected direct planes.
(d) Axial profile (computed as the sum
of all data bins in the scatter sinograms,
for each direct plane) of the FT-SSS and
the ML-SSS (same setting as in figure 2c)
estimates compared to the true scatter
profile (black curve) obtained by summing
the ground truth single and multiple
scatters.
Figure 2: Results of the Monte-Carlo simulation study, (a): scatter scales, (b): effect
of mashing and activity initializations, (c): progression of the scales, (d): axial scatter
profiles.
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Figure 3: Ground truth activity reconstruction (left) obtained by reconstructing the
true prompts and difference images of MLEM activity reconstructions (right) compared
to the ground truth. The difference images were obtained by using the FT-SSS (top)
and the ML-SSS (bottom) estimates for scatter correction. (For comments on the black
arrow in the figure, see the supplementary material.)
in the emission data by roughly a factor of 2. Figure 2d plots the corresponding scatter
profiles (computed as the sum of all data bins in the scatter sinograms, for each direct
plane) of the true total scatter (single and multiple) and of the FT-SSS and ML-SSS
scatter estimates.
Figure 2b shows the ML scatter scales estimated using the different mashing and
activity initialization schemes. The ML-procedure tends to produce a more accurate
estimate of the scatter scale (and hence a better ML-SSS) when the emission data are
mashed and subsequently reconstructed in a coarser (transaxial) voxel grid. In this
study, the initialization of the activity reconstruction seems to have a minimal effect on
the estimated ML scales except for the case where no mashing was applied.
Figure 2c shows the computed ML scale values as a function of the iterations for
5 direct planes. For all planes the ML scatter scale reaches a plateau already after the
first iteration (24 updates) and remains stable when applying more iterations of the
joint ML scatter scale and activity reconstructions algorithm. It should be noted that
in the Monte-Carlo simulation random coincidence events were not modeled.
Figure 3 shows the ground truth (GT) MLEM activity reconstruction (obtained
by reconstructing only the true prompts in the TOF-PET emission data) as well as
the difference of activity reconstructions of MLEM compared to the ground truth when
the FT-SSS and the ML-SSS estimates were used for scatter correction of the TOF-
PET emission data. Because the FT-SSS estimate over-estimates the scatter within the
emission data (as shown in figure 2), using FT-SSS for scatter correction underestimates
the total tracer activity of the MLEM reconstruction by 17.4%. In contrast, when
the ML-SSS estimate was used for scatter correction, the total tracer activity of the
MLEM reconstruction was slightly over-estimated by 0.5%. Furthermore, a different
bias structure is observed when comparing the difference images of MLEM with the
FT-SSS and the ML-SSS estimates. Although the MLEM activity reconstruction with
the ML-SSS estimate has produced a slightly different noise profile compared to the
ground truth, it seems to be free of any systematic bias.
4.2. Phantom Data
Figures 4c shows MLEM reconstructions with the SSS, FT-SSS and the ML-SSS
estimates of the expected scatter in the emission data. The “halo” artifacts are no
longer present in the tracer distribution reconstruction using the ML-SSS estimate. In
order to analyze the tracer distribution reconstructions, a hot to background uptake ratio
was computed from spherical regions of interest (ROIs) of 28.5 mm diameters depicted
in the CT attenuation image (figure 4c-top). Table 1 reports, for the three activity
reconstructions, the ratio between the uptake in the hot region (H) and in different
cold background regions (Ck, k = 1, 2, 3, 4). Note that this ratio is very sensitive to
a possible bias due to inaccurate scatter background. The uptake ratios demonstrate
that correction for scatter using the ML-SSS estimate provide reconstructions that are
quantitatively more accurate compared to the reconstructions using either the SSS or
the FT-SSS estimates.
Figure 4 also shows the total scatter contributions of the direct planes (4a) and the
(a) Axial profiles of the SSS, FT-SSS and
the ML-SSS estimates.
(b) Progression of the ML scatter scale
for selected number of planes.
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(c) Transaxial, coronal and sagittal views through the CT attenuation image (top row) of the
phantom and “standard” MLEM activity reconstructions when the scatter was corrected for
using the SSS (left-center), FT-SSS (right center) and the ML-SSS (bottom row) estimates.
Note that the reconstructions shown in the right column use a compressed color scale
compared to the activity reconstructions of the left column.
Figure 4: Results of the phantom study.
estimated ML scatter scales for a selected number of direct planes (4b), respectively.
Table 1: Tracer uptake ratios computed using the spherical regions of interest (ROIs)
shown in figure 4c. The true uptake ratio is 200.
H/C1 H/C2 H/C3 H/C4
SSS 6.7×107 84.5 2.6×104 265.8
FT-SSS 415.0 84.4 325.4 501.9
ML-SSS 120.4 119.4 159.1 199.5
4.3. Patient Data
When computing the ML scatter scaling values for the patient data, a radial mashing
factor of 4 was used during reconstructions and the activity reconstruction was initialized
with a uniform tracer distribution in the support of the patient. As for the phantom
study, the ML scaling was applied to the SSS estimate (rather than the FT-SSS estimate,
as in the case of the Monte-Carlo study). Although the results vary over the different
planes, FT-SSS tends to produce scale factors larger than 1, whereas ML-SSS typically
produces scale factors less than 1 (0.831, average across all patients and 2D planes).
This agrees with the Monte-Carlo simulation experiment.
Figure 5 shows three MLEM reconstructions, two of which are of the more extreme
cases where the SSS (figure 5a) and the FT-SSS (figure 5b) have over-estimated the
scatter contribution, resulting in a local under-estimation of the tracer distribution
close to the bladder. The “halo” artifacts are no longer present in the tracer distribution
reconstruction using the ML-SSS estimate. For approximately 50% of our patient data-
base visual inspection showed no significant change using the ML-SSS estimate, the
FT-SSS or the SSS. Nevertheless, compared to the activity reconstructions with the
SSS estimate, the FT-SSS and the ML-SSS reconstructions on average changed the
total amount of tracer activities over all our patient database by -2.8% and 12.2%,
respectively.
Figure 6 shows radial profiles through the TOF-PET emission data for planes shown
by the dashed lines for two of the patient reconstructions shown in figure 5. In some cases
the FT-SSS scatter estimate exceeded the measured emission counts (either close to the
bladder as shown in figure 6a or between the head and the arms of the patient as shown
in figure 6c), whereas the ML-SSS estimate was below or equal to the measured counts.
This provides evidence that in these cases FT-SSS overestimated the scatter contribution
and that the ML-SSS estimate was more accurate. Although visual inspection shows
no obvious signs of artifacts in the patient reconstruction shown in figure 5c, close
inspections around the head of the patient reveals signs of the “halo” artifacts which
are more pronounced in the reconstructions of patients 16 and 1. However, the brain
region seems to be less affected by this “halo” effect as reconstructions of high count
regions in the emission data are expected to be less sensitive to these inconsistencies.
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(a) Patient 16 in our patient database.
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(b) Patient 1 in our patient database.
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(c) Patient 6 in our patient database.
Figure 5: “Standard” (using 3 iteration of 24 subsets and a voxel grid of 4.07 mm ×
4.07 mm × 2.03 mm) MLEM activity reconstructions of three different patient datasets.
For each patient the activity reconstruction using the SSS (left), the FT-SSS (center),
and the ML-SSS (right) estimates are shown together with the total scatter in the direct
planes.
Figure 7 shows the ML scatter scales computed as a function of the iteration number
for a selected number of direct planes for two of our patient datasets. It is observed
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(a) A radial profile through the patient 1
emission measurements. The profile is obtained
as the sum of 42 vertical projections and 5
direct planes centered around plane 328 (top
dashed lines in figure 5b).
Support
(b) A radial profile through the patient 1
emission measurements. The profile is obtained
as the sum of all angular projections and
5 direct planes centered around plane 360
(bottom dashed lines in figure 5b).
Right arm Head Left arm
(c) A radial profile through the patient 6
emission measurements. The profile is obtained
as the sum of 42 vertical projections and 5
direct planes centered around plane 40 (dashed
lines in figure 5c).
Figure 6: Radial profiles through the emission measurements and the 3 scatter estimates
(SSS, FT-SSS and ML-SSS).
that for most of the direct planes a larger number of iterations is needed to reach a
plateau than for the Monte-Carlo simulation, which could be the effect of the additional
background contribution of the randoms in the patient emission data. Apart from
the ML scatter scales close to the patient chest which seem to decrease with more
iterations, the ML scales appear to be stable with more iterations of the algorithm.
A possible explanation for this effect could be the respiratory motion which can cause
inconsistencies in the emission data.
5. Discussion
The use of the entire emission sinogram as opposed to using only the “scatter tails”
of the emission sinogram for the estimation of the scatter scale has been previously
investigated by Thielemans et al. (2007) and Panin (2012). In this contribution, we
extended a recently developed ML scatter scale estimation algorithm (Defrise et al.
2014; Salvo et al. 2015) to account for a plane dependent scatter scale. Since the model-
based simulated single scatter (SSS) estimate was only computed for direct planes, a
(a) ML scales for the patient 1 dataset. (b) ML scales for the patient 16 dataset.
Figure 7: Progression of the ML scatter scales with increasing number of updates for
selected direct planes. See figure 5 for the relation between plane numbers and anatomy.
scaling factor was introduced for each of the direct planes and after the application of
the scales a fully 3D scatter estimate was obtained by transpose-rebinning the ML-SSS
estimate.
The algorithm is computationally expensive. Therefore, the TOF-PET emission
data and the reconstruction volume grid were mashed to accelerate the algorithm,
which also helped stabilize the ML scales, in agreement with the findings of Defrise
et al. (2014). Nevertheless, the plane-dependent ML scatter scale computation and the
subsequent update of the 3D scatter estimate increased the reconstruction processing
time by 80% (calculated for the MSRB with a mashing factor of 4 and in one bed
position). We found that the ML scales were also more reliable when the activity
reconstruction was restricted to the phantom/patient support (fig 2b). In this study
the TOF multi-slice rebinning (MSRB) operator was used as the rebinning operator of
choice. However, very similar results were obtained when the TOF single-slice rebinning
(SSRB) operator was used instead.
A relatively fast convergence of the ML scatter scales was observed for the simulated
data. However, when the ML scatter scales were computed for the patient dataset more
updates of the joint ML algorithm were needed. This could in part be explained by
the added background contribution of the randoms, which were not modelled in the
simulation experiment, as well as a lower scatter fraction for the patient emission data.
Direct validation of the estimated ML scatter scales was made possible in the simulation
as the total contributions of multiple and single scatters were known. The estimated ML
scatter scales agreed well with the “best possible scale”, which was computed using a
least squares fit to the known scatter distribution. The elimination of the “halo” artifact
typically observed near high focal uptake regions as well as the analysis of emission and
scatter profiles provided indirect evidence for the accuracy of the ML scatter scales in
the patient studies.
The Monte-Carlo simulation results of the NEMA-like phantom demonstrated how
inaccuracies in scatter scaling can cause both a global and a local bias effect on the
reconstruction of the PET tracer distribution. When the FT-SSS estimate was used
for scatter correction, the total amount of tracer activity was under-estimated by 17%.
When the proposed ML scatter scaling method was used to modify the scales of the
FT-SSS estimate, the global error was reduced to less than 1%. As a result, the
comparison with the gold-standard MLEM reconstruction showed no significant sign
of the locally structured bias observed with the FT-SSS scatter estimate. We believe
that inaccuracies in determining the “scatter-tails” will cause in most cases an over-
estimation of scatter by FT-SSS. Figure 8 shows the true radial profiles of the total,
single and multiple scatters in the simulated emission data. The true single scatter is
seen to be an accurate estimate of the total amount of scatter closer to the phantom
support. However, selection of data bins in the vicinity of the support as “scatter-
tails” are typically avoided in practice to limit the number of true coincidences in the
“scatter-tails” which could occur due to e.g. patient motion. Farther away from the
patient support single scatter becomes a less accurate predictor of the total scatter due
to the more dominating effect of multiple scatters. In both of these cases (“scatter-tails”
selected either too close or too far from the support) and with an accurate estimate of
the single scatter shape, FT-SSS will over-estimate the scatter contribution.
Figure 8: Radial profiles of the true scatter estimates of the Monte-Carlo simulation
study.
In the phantom study, the ML-SSS not only eliminated reconstruction artifacts, it
also improved the quantitative accuracy of the reconstruction. Furthermore, we found
that the typical “halo” artifacts caused by an inaccurate scatter estimate were also
removed from the patient image reconstructions by using the ML-SSS estimates. Similar
to the simulation study, the total amount of reconstructed tracer uptake increased, for
the patient reconstructions by a factor of 12%. As illustrated in figure 5, the differences
between the SSS, FT-SSS and ML-SSS estimates depend on the patient and on the
position in the patient. Therefore, the scatter scaling algorithm is expected to affect
not only the quantification of a single study, but also the evolution of the estimated
activity over time in dynamic studies or in a studies done for patient follow up. Further
studies are warranted to analyze and verify the applicability of the proposed ML scaling
method to the estimation of the scatter scaling factors for other radioactive tracers.
We have previously observed that MLEM and MLAA algorithms (Rezaei et al.
2012) reconstruct similar activity images when the data are consistent, but they tend to
converge to different solutions in the presence of data inconsistencies. Hence, we believe
that the difference between MLEM and MLAA activity reconstructions is an indicator
of data consistency. A study of MLEM and MLAA activity images using the different
scatter estimates is provided in the supplementary material.
6. Conclusion
An extension of the ML scatter scaling is proposed and validated on simulated data
as well as clinical patient scans. The ML scatter estimate provides a more accurate
estimate of the scatter scale in the emission data by using data from the entire emission
measurements as opposed to the “scatter tails” as is often used in practice. The activity
reconstructions using the ML-SSS estimate seem to be free of scatter over-estimation
artifacts.
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Appendix A
Extending the ML scatter scaling of (Defrise et al. 2014) to account for an independent
scatter scale per direct plane, the multiplicative update factor during the iterations
becomes: ∑
it
∑
idt′
xitidt′s
†
idt′ni
yit
y¯it
=
∑
idt′
s†idt′
∑
it
xitidt′ni
yit
y¯it
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The update of each direct plane is then normalized using:∑
it
∑
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∑
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∑
it
xitidt′ni =
∑
idt′
s†idt′ [X (niOit)]idt′ (7)
Combining (6) and (7) gives the update expression (3) for the ML scatter scales.
Appendix B
The ground truth plane-dependent scatter scales are obtained by minimizing the
quadratic differences of the scatter estimate sit computed from (2) and the true estimate
of scatter sˆ. Setting the derivative of this quadratic cost function with respect to the
scatter scales αd to zero we have:
0 =
∂
∂αd
[
1
2
∑
it
(sit − sˆit)2] (8)
=
∑
it
(
∑
d
αdψitd − sˆit)ψitd′ =
∑
d
αd
∑
it
ψitdψitd′ −
∑
it
sˆitψitd′ (9)
re-arranging gives (5).
Equation (5) defines a system of linear equations of the form Aα = b which we
solve to obtain the least squares solution as αˆ = [ATA]−1AT b. E.g. in the case of a
single bed scan on the mCT scanner, A is a matrix of [109, 109], αˆ is the least squares
ground truth scales of size [109] and b is also a vector of length [109] which is computed
from the known scatter estimate.
Appendix C
Although the SSRB algorithm was used only in the Monte-Carlo simulation study for
estimating the plane-dependent ML scatter scales, the MSRB algorithm was used in
all studies. The MSRB rebinning algorithm was proposed by (Lewitt et al. 1994) to
attenuate the artifacts observed with SSRB at increasing distances from the scanner
axis. MSRB estimates a 2D data bin (d, t′) as an average of all 3D data bins (i, t) which
intersect the 2D data bin. This procedure is followed by an axial deconvolution step
to reduce the loss of resolution in the axial direction. Our TOF implementation of the
MSRB omits the axial deblurring since this is not expected to be a limitation in view
of the smoothness of the scatter background.
Figure 9 shows schematic of multiple 2D data bins, from which an oblique data
bin (show in red) is computed, using the SSRB and MSRB algorithms. Given v(d,t′),
the value of the 2D data bin (d, t′), for all direct data bins, the SSRB and the MSRB
algorithms compute the value of the oblique data bin as:
X T (i, t) = v(3,1)D − w
d
D
T − wt
T
+ v(3,2)
D − wd
D
wt
T
+
v(4,1)
wd
D
T − wt
T
+ v(4,2)
wd
D
wt
T
(SSRB)
X T (i, t) =
5∑
ψ=1
v(ψ,1)
wdψ∑
ξ w
d
ξ
δwtψ≤T/2 + v(ψ,2)
wdψ∑
ξ w
d
ξ
δwtψ>T/2 (MSRB)
where D and T are the widths of the data bin in the planar and TOF directions and δ is
the Kronecker delta function. For the SSRB expression, wd and wt denote the distances
between the center of the considered oblique 3D-bin and the direct 2D-bin (3, 1) in the
detector and TOF directions, respectively. For MSRB, the definitions are a bit more
complicated. The centerline of the oblique 3D-bin is computed, and for each detector
index i, the part of that centerline overlapping with crystals i is considered. The vertical
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Figure 9: Schematic of 2D data bins which the value of an oblique data bin (shown in
red) is computed from using SSRB and MSRB algorithms. In this example, the crystals
are numbered from left to right (1-6), the TOF-bins from top to bottom (1-2).
distance of the center of that centerline part to the center of crystal (d, 1) is denoted
as wtd). In addition, a weight w
d
i is computed: this weight equals unity if the 3D-bin
traverses the 2D-bin i, but is less than unity if the 3D-bin overlaps with the 2D-bin
without completely traversing it.
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Supplementary Material:
Plane-dependent ML Scatter Scaling: 3D Extension
of the 2D Simulated Single Scatter (SSS) Estimate
Abstract. When the ML-scaled scatter estimates are used, an improved agreement
is obtained between MLEM reconstructions using CT-based attenuation correction
and MLAA reconstructions, where the attenuation and activity images are jointly
estimated, indicating that the ML-scaled scatter estimate is more accurate than the
SSS and the FT-SSS estimates.
1. Activity Reconstruction
Maximum likelihood activity and attenuation (MLAA) reconstructions were obtained
using the CT-derived SSS, FT-SSS and the ML-SSS estimates for scatter correction.
MLAA produces an attenuation map and an activity image. In the analysis, this
activity image is not used. Instead, “standard” reconstructions are computed, by
computing MLEM reconstructions with 3 iterations and 24 subsets using the attenuation
map produced by MLAA. This allows us to compare MLAA and MLEM activity
images all obtained with the same iteration scheme but with different scatter estimates
(namely SSS, FT-SSS and ML-SSS). In the following, we will refer to these images as
the (“standard”) MLAA activity reconstructions. Recall that the MLAA algorithm
estimates the activity only up to a multiplicative scale factor. In order to eliminate any
confounding effects of this scale factor in the reconstructions, the scale problem in MLAA
was fixed by imposing the total tracer activity of the reference MLEM reconstruction.
2. Monte-Carlo Simulation Study
Figure S.1a shows the MLAA activity reconstructions as well as their difference
compared to the ground truth MLEM activity reconstruction when the FT-SSS and
the ML-SSS estimates were used for scatter correction of the TOF-PET emission data.
A different bias structure is observed when comparing the MLAA difference images
of figure S.1 to the difference images of figure 3 with the FT-SSS and the ML-SSS
estimates. Although the MLEM activity reconstruction with the ML-SSS estimate has
produced a slightly different noise profile compared to the ground truth, it seems to
be free of any systematic bias. A similar behaviour is also observed for the activity
reconstructions of MLAA. Interestingly however, a different bias structure is observed
when comparing the MLEM and MLAA activity reconstructions when the FT-SSS used
for scatter correction. We computed the absolute voxel-by-voxel difference of MLAA and
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(a) MLAA activity reconstructions (left) and their difference images (right) compared to the
ground truth MLEM activity reconstruction obtained by reconstructing the true prompts. The
difference images were obtained by using the FT-SSS (center) and the ML-SSS (bottom) estimates
for scatter correction. The top left MLAA activity reconstruction was obtained by reconstructing
the true prompts only.
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(b) MLAA attenuation reconstructions (left) and their difference images (right) compared to the
ground truth MLAA attenuation reconstruction (top left) (obtained by reconstructing the true
prompts) when the FT-SSS (center) and the ML-SSS (bottom) estimates were used for scatter
correction.
Figure S.1: MLAA activity (a) and attenuation (b) reconstructions of the Monte-Carlo
TOF-PET emission data.
MLEM reconstructions compared and normalized to the ground truth MLEM activity
reconstruction. The results are summarized in table S.1.
Moreover, it is interesting to see that the MLAA activity reconstructions seem to be
more robust to the inconsistencies in the FT-SSS estimate values than MLEM activity
reconstructions. This is best seen in the difference images near plane 14, indicated with
an arrow in figure 3. Close to this plane, the FT-SSS scatter estimate was more over-
estimated than in the neighbouring planes, as revealed by the dip of the GT scale in
figure 2a. This overestimation causes a locally increased bias in the activity image, but
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Table S.1: Absolute voxel-by-voxel difference of MLAA and MLEM reconstructions
when the FT-SSS and the ML-SSS estimates are used for scatter correction compared
to the ground truth (GT) activity reconstruction.
| MLEM - GT | | MLAA - GT | | MLAA - MLEM |
FT-SSS 17.8% 18.3% 8.1%
ML-SSS 3.8% 7.3% 5.9%
this bias is less pronounced in the MLAAFT image than in the MLEMFT image. Since
MLEM and MLAA have different degrees of freedom (i.e. while MLEM estimates a
total of J unknowns, which is the total number of image voxels, MLAA estimates 2J
unknowns from the same TOF measurement) during reconstruction, it could be expected
that they respond differently to possible inconsistencies in the shape and magnitude of
the scatter estimate.
Figure S.1b shows MLAA attenuation reconstructions when the FT-SSS and the
ML-SSS estimates are used for scatter correction as well as the difference images of these
reconstructions compared to the ground truth attenuation (GTatten.) reconstruction
(obtained by applying MLAA to the unscattered simulated emission data). The
simulation demonstrates that when the data are corrected with an inaccurate scatter
estimate signs of “cross-talk” (imprints of the hot spheres in the activity reconstruction)
appear in the attenuation reconstruction. However, when the more accurate ML-SSS
estimate is used for scatter correction the previously observed “cross-talk” artifacts are
markedly reduced from the reconstructions.
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Figure S.2: MLAA activity (left) and attenuation (right) reconstructions when the
SSS (top), FT-SSS (center) and the ML-SSS (bottom) estimates were used for scatter
correction.
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3. Phantom Data
Figure S.2 shows MLAA activity and attenuation reconstructions of the phantom
measurements. When the SSS estimate is used for scatter correction, parts of the data
inconsistency are manifested in the attenuation reconstruction. However, when the ML-
SSS estimate is used, the activity and attenuation reconstructions seem to be affected
by artefacts the least. The absolute voxel-by-voxel difference of MLAA reconstructions
compared and normalized to MLEM activity reconstructions (avoiding the first/last 9
planes at the axial extents of the phantom support) using the SSS, FT-SSS and ML-SSS
estimates were 21.1%, 17.2% and 16.6%, respectively.
4. Patient Data
In addition to MLEM activity reconstructions, “standard” MLAA activity reconstruc-
tions were obtained of all our patient datasets correcting for scatter using the SSS, the
FT-SSS as well as the ML-SSS estimates. We computed the differences between MLEM
and MLAA activity reconstructions in a region near the bladder. Near the bladder,
patient motion during the PET-scan and between the PET-scan and the CT-scan is
expected to be very small in most patients, and in such a case, MLEM and MLAA are
expected to agree well. Figure S.3 shows the relative difference of the tracer activity in
the bladder region of interest (ROI) of the MLAA activity reconstruction compared and
normalized to the MLEM activity reconstruction of the same ROI for all the patients
in our dataset. Overall, MLEM and MLAA reconstructions seemed to agree the most
when the ML-SSS estimate was used for scatter correction, which as before seems to
agree with the Monte-Carlo simulation experiment. On average, the relative difference
between MLEM and MLAA reconstructions in the bladder region using the SSS, FT-
SSS and ML-SSS estimates for scatter correction was 13.8% (±8.2%), 16.0% (±8.5%)
and 9.2% (±7.0%), respectively.
5. Discussion
This work is by no means an attempt to fully validate the simultaneous activity and
attenuation reconstructions of MLAA. A comprehensive quantitative analysis of MLAA
activity reconstructions compared to the clinical gold-standard (MLEM with CT-based
attenuation correction) is beyond the scope of this study and results on the validation
of the method can be found in (Boellaard et al. 2014). Instead, we used the dierence
between MLAA and MLEM activity reconstructions as an indicator of data consistency.
Since the MLAA and MLEM methods estimate a dierent number of parameters from
the TOF-PET emission data, the two algorithms may respond dierently to any possible
inconsistencies in the data. Interestingly, we observed that in case of an inaccurate
scatter estimate (i.e. SSS or FT-SSS estimates) the MLAA activity reconstruction
provided a slightly more accurate result compared to the MLEM activity reconstruction.
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Figure S.3: Relative difference of “standard” MLAA and MLEM activity
reconstructions in the bladder ROI for all the patients in our dataset.
However, visual inspection suggested that parts of the inconsistent scatter estimate were
now absorbed in the MLAA attenuation reconstruction. Furthermore, in some patients
the agreement between MLEM and MLAA improved dramatically for the bladder region.
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