Abstract: Heat metres are used to calculate the consumed energy in central heating systems. The 1 subject of this article is to prepare a method of predicting a failure of a heat meter in the next 2 settlement period. Predicting failures is essential to coordinate the process of exchanging the heat 3 metres and to avoid inaccurate readings, incorrect billing and additional costs. The reliability 4 analysis of heat metres was based on historical data collected over many years. Three independent 5 models of machine learning were proposed, and they were applied to predict failures of metres. The 6 efficiency of the models was confirmed and compared using the selected metrics. The optimisation of 7 hyperparameters characteristics for each of models was successfully applied. The article shows that 8 the diagnostics of devices does not have to rely only on newly collected information, but it is also 9 possible to use the existing big data sets.
Introduction

14
In many climate zones, heating is the largest cost of operating a building, and its reliable settlement 
1 Most often it is water, although in the case when the system is also used for cooling, it can be water with appropriate additives to prevent freezing.
whereQ -instantaneous heat,m -instantaneous mass, c w -specific heat of medium, t 1 -input temperature, t 2 -return temperature. In case of counting with a volumetric module,m is calculated by the following equation:m =V · ρ
whereV is the instantaneous volume and ρ is the specific density of medium. If we deal with the ultrasonic meter, then the formula takes the following form:
where A is the cross-section of the pipe and v is the instantaneous speed. By adding up the instantaneous values of measurements we obtain the values of consumed heat: 
Source data and preprocessing
106
Information on installation, operation and exchange of heat meters was accumulated over the 107 last ten years in a relational database. Operating a meter consists in cyclical reading of its current 108 value necessary to calculate the consumption of energy in a defined settlement period. Potential failure
109
should be detected at the time of meter reading at the latest. The settlement period is usually 12 110 months long (but there are also periods 6-, 18-or 24-month long) and starts at the beginning of the 111 chosen month (often it is January, June or September). Some modern meters also store the monthly 112 values -although they do not affect the final settlement. After the closure of the period, the data 113 regarding the objects being settled (buildings, flats, meters and such) is copied, and a new version of 114 the same object is created. Such solution has certain advantages when it comes to the business logic 115 of the application; however, as regards the preparation of the data for the analysis, it is a substantial 116 difficulty. The moment the data has been copied, we lose direct continuity of information on the meter 117 and have to reconstruct its history in an iterative or recurrent way (which is not a feature of relational 118 databases).
119
The discussed database also includes many other items of information used for the settlement of 250 GB of data) as well as data regarding other types of meters (water meters and heat distributors).
122
However, the authors decided to focus on the heat meters elaborated in the introduction. up-to-date; that's why it was not added to the parameters list either.
179
As we see, despite the availability of big historical data sets, the task to prepare it for the analysis 180
is not trivial and often involves the cooperation of experts in a given area. 
Machine learning
182
Recently applications of machine learning in technology have been proliferating, which is even visible in everyday life, e.g. browsing the Internet, filtering spam, detecting frauds, image recognition, predicting heart diseases or algorithms of artificial intelligence in online games. The problem addressed in this paper is a typical problem of binary classification. Based on the vector of data (16 features) we are trying to answer the question whether a given meter will fail or not in the next settlement period. Formally, this problem can be defined in the following way. For a given set of training data D
we construct an algorithm A (model), which for a given x / ∈ X 'correctly' calculates the value y = A(x)
183
and predicts whether the meter with parameters x will break down (y = 1) or not (y = −1). Before we start to build models we have to know how to estimate their performance. It will also enable us to compare these models both before and after optimisation. The starting point is the so-called confusion matrix, which is calculated on a testing set 2 . In case of a binary classification, the matrix is 2x2 and includes the following fields: TP -the number of expectations that are true positives, FP -the number of expectations that are false positives, TN -the number of expectations that are true negatives and FN -the number of expectations that are false negatives [24] . The easiest metric is accuracy defined as
It gives us a general idea of the model's performance, though sometimes it may be inadequate or misleading. It concerns in particular the unbalanced data, where the number of occurrences of one class is much more frequent than of the second class. Thus, in addition to accuracy, two complementary metrics precision = TP TP + FP
and
-the latter sometimes also referred to as sensitivity [27] , are also defined. We certainly want both these metrics to be as close to unity as possible. However, it turns out that we have to seek a compromise between these two. It is due to the fact that increasing the sensitivity of the model to the positive class (by decreasing FP), we automatically reduce the predictability for the negative class (by increasing FN). The metric which combines accuracy and recall, is the metric
(harmonic mean). Another very popular metric we are going to use is AUC. It is defined as the area under the Receiver Operating Characteristic curve. It takes values between 0 and 1, whereby 0.5 means a random classifier. This metric is crucial as it enables measurement of the ability of the model to distinguish between classes [28]. The metrics described so far focus only on the positive class 3 . If we want to achieve the estimation of the model for both classes at once, we can use the Matthews Correlation Coefficient metric:
which has this additional property that it is insensitive to unbalanced data [28] . MCC takes values provide also accuracy, precision, recall and f 1 for both classes. The same calculation can be done for the negative class, but we we will still have information only on one class As you can see, we can determine quite well (98.58%) whether the heat meter will survive, but it 241 is much more difficult to predict its failure (81.42%). For the overall estimation of the model, we used 242 metrics mentioned in 3.1. (see Fig. 4b )
243
Given that it is a basic model, we obtained a reasonably good result. Further optimisation will 244 undoubtedly improve the results for the class 1, that is predicting a failure.
Neural Networks
246
Neural Networks are currently one of the most popular tools in machine learning. The results are a bit better than in case of SVM, but also here predicting failure is rather poor.
262
Keras provides also information on the learning process of a network in particular epochs. (Fig. 6 ).
263
As we see -metric accuracy does not differ substantially from the result for the testing set (0.9478 vs 264 0.9471), which indicates that we do not deal here with the problem of overfitting. susceptibility to optimisation -which we will show in the next chapter.
275
Scikit-learn shares the standard BaggingClassifier class with the default Decision Tree estimator.
276
The results for ten estimators (each for ten trees) are presented in Fig. 7 . The results are surprisingly good -even failure detectability is at 90%. Fig. 8 shows the comparison 278 of the current results of 3 models -before optimisation. As we see, BDT is the most successful and SVM
(a) Confusion matrix
Metric Result
279
-the least effective. All models are much better at predicting meter's survival in the next settlement period rather than at detecting its failure. Even though we haven't optimised the examined models 281 yet, the results are excellent. This is mainly due to preprocessing and data normalisation as well as the 282 appropriate selection of features. (Tree-structured Parzen Estimator) are used as surrogate models.
324
The selection of subsequent domain points (values of hyperparameters) is calculated in a way to 325 optimise the selection function -here we most frequently use the EI function (Expected Improvement).
326
Such a strategy usually provides the best results and eliminates the element of randomness [44] .
327
To optimise the hyperparameters of models described in this paper the authors decided to use 
Results after optimisation 340
After finding the optimal hyperparameters, we carried out the same tests as in chapter 3. Below
341
we present the results. here such significant progress as in two previous cases. Nevertheless, a small improvement for class 1 361 can be noticed (Fig.16 ). the better it can be optimised. The most significant progress in each metric was recorded by the 370 neural network, the smallest -by the BDT. The considerable progress is also noted in the SVM model.
371
In metrics selected by us (MCC and AUC), there is progress in the range of 3-5% which is a very 372 good outcome, especially taking into account that the performance of the examined models before 373 optimisation was above 92%. We demonstrated the differences in particular metrics for investigated 374 models in Fig. 17 . 
Conclusions
376
All models developed in this paper have a very high degree of predictability of failures of 377 examined heat meters (Fig. 18) . Taking into consideration the NFLT, we chose the models so that they 378 could be as diverse as possible. Hyperparameter optimisation not only improved the general results,
379
but also the failure detection rate for each of the algorithms. In our case, all three models accomplished 380 the given task -though it is not a rule, but rather an exception. This article is one of the few which deal with reliability and predictability of heat meters' failures.
390
It is also, according to our knowledge, the first attempt to build three independent ML models based on 391 a single database. Achieving the result above 95% for the AUC metric by the model, while maintaining 392 overfitting at the minimum level, is a remarkable outcome.
393
It is not certain whether the developed models achieve equally good efficiency for meters and data 394 derived from other sources. Due to the fact that training data supplied by only one meters' operator, 395 the models can be biased. We should be very cautious about attempting to generalise the results of the 396 analysis, e.g. for other types of meters.
397
The presented methodology of constructing a model shall perform well independent of data 398 sources. The methods applied by us are so universal that they can be utilised to study the reliability 399 and predict failures of other types of meters, e.g. water meters or heat cost allocators. We can imagine 
403
The results of the developed models can be successfully used in practical applications. 
