Abstract-In this correspondence, we introduce a method to construct Boolean functions in any number of variables, with optimal algebraic immunity. Remarkably, all functions of this type with an odd number of variables can be obtained in this way. We study some cryptographic properties, such as balancedness, algebraic degree of the constructed functions. Moreover, a lower bound of the number of Boolean functions with optimal algebraic immunity is given.
function with optimal AI was provided. This construction gets only one high dimension function from a low dimension function. Moreover, the constructed functions are not balanced and their nonlinearity are weak. Dalai [14] first explained a generic construction idea of functions with optimal AI that comes from the basic theory, then studied the cryptographic properties of the constructions, such as nonlinearity, algebraic degree, etc. Carlet [7] introduced a general method based on the flat theory to prove that a given Boolean function has a prescribed AI. Using this method, he gave two algorithms for generating balanced functions with optimal AI.
In this correspondence, we give a construction of Boolean functions in an odd number of variables with optimal AI, which can construct all such functions. We also give a construction for an even number of variables. The cryptographic properties, such as balancedness, algebraic degree etc., of those functions are studied. By our constructions, we can give a lower bound of the number of Boolean functions with optimal AI. Although this is not the first result proving that this number goes to infinity as the number of variables goes to infinity (Carlet [5] and Didier [15] have already showed that), it is definitely the best lower bound of this kind.
The organization of the correspondence is as follows. In the following section we give some preliminaries of the correspondence. In Section III, we give two constructions of Boolean functions with optimal AI from one such given function. Their cryptographic properties are studied in Section IV. A lower bound of the number of the Boolean functions with optimal AI is given in Section V. Section VI concludes the correspondence.
II. PRELIMINARIES
Let n 2 be the set of all n-tuples of elements in the finite field 2. To avoid confusion with the usual sum, we denote the sum over 2 by 8. And such form of f is called the algebraic normal form (ANF) of f . The algebraic degree of f , denoted by deg(f ), is the maximal value of the Hamming weight of u such that u 6 = 0. The Boolean function f can also be identified by its truth table which is the binary vector of length 2 n consisting of all values f(X), X 2 n 2 . The set of X 2 n 2 for which f(X) = 1 (respectively, f(X) = 0) is called the on set (respectively, off set) of f , denoted by 1 f (respectively, 0 f ). The cardinality of 1 f is called the Hamming wight of f , denoted by wt(f ). We say that an n-variable Boolean function f is balanced if wt(f ) = 2 n01 .
It is known that a Boolean function should be of high algebraic degree to be cryptographically secure [16] . Further, it has been identified recently, that it should not have a low degree multiple [10] , [20] .
Definition 1 ([20] ): Given f 2 B n , a function g 2 B n is called an annihilator of f if f 3 g = 0. By AN(f) we mean the set of all annihilators of f . The algebraic immunity of f , denoted by AI(f ), is the minimum degree of all nonzero annihilators of f or of f 8 1. It is known from [10] , [20] . Now, let us come to the idea of our constructions. Take some function f with optimal algebraic immunity, then from the above facts, both S 1 (f ) and S 0 (f ) are generating sets of d e ( ) 2 
.
We swap elements between them to obtain two new generating sets of d e ( ) 2 . These two new generating sets can be considered as S1(g) and S0(g) of some function g, then this new function g achieves optimal algebraic immunity.
The following two propositions on vector space provide the foundation for our constructions. Step 1) Select randomly an integer 1 k 2 n01 and k integers
Step 2) By using Gauss elimination on the column vectors of the k 2 2 n01 matrix with row vectors equal to the i 1 th; . . . ; i k th rows of the matrix P = S1(f)S0(f) 01 , find a group of integers by E.
Step 1) Select randomly an integer k (0 < k s), and k vectors v(X i ); v(X i ); . . . ; v(X i ) (1 i 1 < i 2 < 11 1 < i k s).
Step 2) By using Gauss elimination on the vector set Step 4) We also view these two bases as matrices with rows being the elements of the corresponding basis. Let P = AB 01 . Step 5) for any w (0 w t 0 E), select randomly a set of w integers fj E+1 ; . . . ; j E+w g f1; 2; . . . ; tg n fj 1 ; . . . ; j E g. 
Theorem 1:
The function f (i ;...;i ;j ;...;j ) in Construction 1 and f (i ;...;i ;j ;...;j ;j ;...;j ) in Construction 2 both have optimal algebraic immunity. Moreover, any n (n is odd)-variable function with optimal algebraic immunity can be generated by Construction 1.
Proof: By the facts described at the beginning of this section together with Proposition 1, 2, and their proofs, the theorem can be easily proved.
IV. BALANCEDNESS AND ALGEBRAIC DEGREE OF OUR CONSTRUCTIONS
In this section, we discuss the cryptographic properties of the functions constructed in Section III.
A. Balancedness
Because for odd n, an n-variable Boolean function with optimal AI must be balanced, it is sufficient to consider the case of even n. We assume that f is an n (n is even)- 
B. Algebraic Degree
Now we discuss the algebraic degree of the constructed functions. 
3) if n 0 1 0 blog 2 ic deg(f ) n 0 1, then deg(g) n 0 1.
V. A LOWER BOUND OF THE NUMBER OF BOOLEAN FUNCTIONS WITH OPTIMAL AI
In [14] , Dalai showed that for odd n, the n-variable majority function (which takes value 1 at all vectors of weights at least d n 2 e and 0 at all the other vectors) has optimal AI, for even n, the functions which take value 1 at all vectors of weights greater than and whatever values at vectors of weights n 2 have optimal AI. Then, by our constructions, we obtain the following conclusion. In the case that n is even, then 
VI. CONCLUSION
In this correspondence, two constructions of Boolean functions with optimal AI are proposed. Balancedness and algebraic degree of the constructed functions are discussed. Moreover, we give a lower bound of the number of Boolean functions which have optimal AI. However, there are still some other problems worth discussing. For example, how to improve the efficiency of the constructions, and how to construct and count functions with optimal AI keeping in mind of other cryptographic properties such as nonlinearity, resiliency.
found applications in powerline communication: permutations arrays can be used as error correcting codes. For a given length N , a permutation array (of length N ) is a set of permutations of the set FN = f1; 2; . . . ; Ng. The minimum distance D of the permutation array is, as usual, the smallest Hamming distance between the permutations. For the application, there is the usual trade off between minimum distance and size of the code (permutation array).
Because of the application in powerline communication, there has been a renewed interest in permutation arrays, and a substantial number of papers with new and better constructions have appeared during the last 6-7 years, see the list of references. One way to construct permutation arrays, introduced by Ferreira and Vinck [6] is to use the image of codes under a distance preserving mapping (DPM) from binary vectors to permutations. A mapping from the set of all binary vectors of length n to the set of all permutations of f1; 2; . . . ; Ng is called a distance-preserving mapping (DPM) if every two distinct vectors are mapped to permutations with the same or even larger Hamming mutual distance than that of the vectors. A distance-increasing mapping (DIM) is a special DPM such that the distances are strictly increased (except when the two vectors are equal). Since the mapping is distance preserving, the minimum distance of the image (which is a permutation array) is lower bounded by the minimum distance of the code. A DIM will increase the minimum distance. A number of papers have studied various constructions of DPMs and DIMs, with variations: [2] - [15] , [17] . The permutation arrays constructed by this method are the best known for many values of the parameters N and D.
Since the largest ternary codes of length n and minimum distance d are (in most cases) larger (often substantially larger) than the binary codes with the same parameters, it is clear that a DPM from ternary vectors in many cases will give larger permutation arrays than the known constructions. Existence of such DPM has therefore been an interesting and important open question. The main result of this correspondence is the construction of a DPM from ternary vectors of length n 13 to permutations of the same length. We also construct DIM from ternary vectors of length n 3 to permutations of length n + 2. We give a few numerical examples to illustrate that this indeed gives much better permutation arrays. We note that another construction of a DPM from ternary vectors [15] has been submitted after our initial submission of this correspondence. The construction method is quite different and certainly of independent interest.
The correspondence is organized as follows. In the next section, we introduce some notations and state our main results. In Section III, we introduce a general recursive construction of DPMs and DIMs. In Sections IV and V, we introduce mappings that can be used to start the recursion in the three cases we consider. For N n, let P n;N be the set of functions in F n;N such that dH(f(x); f(y)) dH(x; y)
II. NOTATIONS AND MAIN RESULTS

Let
for all x; y 2 Z n 3 . These mappings are called distance-preserving mappings (DPM).
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