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ABSTRACT
Due to the computational complexity of micro-swimmer models with fully resolved hydrodynamics,
parameter estimation has been prohibitively expensive. Here, we describe a Bayesian uncertainty
quantification framework that is highly parallelizable, making parameter estimation for complex for-
ward models tractable. Using noisy in silico data for swimmers, we demonstrate the methodology’s
robustness in estimating the fluid and elastic swimmer parameters. Our proposed methodology al-
lows for analysis of real data and demonstrates potential for parameter estimation for various types
of micro-swimmers. Better understanding the movement of elastic micro-structures in a viscous
fluid could aid in developing artificial micro-swimmers for bio-medical applications as well as gain
a fundamental understanding of the range of parameters that allow for certain motility patterns.
1 Introduction
Mathematical models to investigate the swimming speeds and efficiency of micro-swimmers date back to the foun-
dational work of Taylor [1, 2, 3, 4]. This pioneering work focused on studying a swimmer represented as either a
planar sheet in 2-dimensions (2D) or a waving cylindrical tail in 3-dimensions (3D), both of infinite extent and with a
prescribed beat form. State of the art now involves highly computational 2D or 3D models of swimmers with a finite
length flagellum (tail) and accurate geometries where the beat form is either prescribed or an emergent property of the
coupled system where the fluid dynamics are fully resolved [5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. These models are able to
to incorporate material properties of the actual flagellum and the fluid stress may be linear or nonlinear with respect to
the strain [15, 16, 17, 18].
Currently, there is great interest in understanding the coupling between fluids and the swimming structure. In the case
of sperm motility, understanding motility patterns could lead to the development of treatments to either aid or hinder
sperm progression [19]. In experiments, CASA (computer aided sperm analysis) is a widely used software that is able
to track the head or cell body of sperm to track swimming velocities and can also be used to determine beat frequency
of the flagellum (tail). However, these data are often noisy and one might want to understand the fluid properties or
swimmer properties (geometry or constitutive parameters) that would allow for these types of trajectories. Previous
estimation of constitutive parameters has usually been done without fluid-structure interaction models or without fully
resolved hydrodynamics. Parameter regimes of interest are generally inferred from experimental data and/or solving
a simplified 1-d type model [20, 21, 22]. This of course is very restrictive.
In addition, an active area is in the development of artificial micro-swimmers for applications such as drug delivery
and microsurgery [23, 24, 25, 26]. In the case of artificial micro-swimmers, most are bio- inspired and have flagella.
The swimming is achieved through physical mechanisms, and could be driven by a magnetic field, electric field, or a
chemical reaction. In the context of artificial micro-swimmers, one might want to determine parameters corresponding
to an optimal swimming gate for a particular application. On the other hand, one might want to understand whether
the variation in swimmer geometries and material parameters are optimal in different fluid environments.
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Little prior work has been completed in terms of parameter estimation or uncertainty quantification for micro-
swimmers. Plouraboue et al. [27] used a simplified bead model to represent a swimmer with linear elasticity. In this
simple model, identifiability conditions determined that parameter identification was possible in the presence of noise.
Recently, Tsang et al.[28] explored the idea of self-learning to optimize locomotion of synthetic micro-swimmers in
the different fluid environments that might be encountered in the body for drug delivery applications. These artificial
micro-swimmers were self-learning and adaptive.
In this work, we utilize a Bayesian framework for uncertainty quantification to understand the emergent trajectories
and swimming speeds of micro-swimmers. We assume the micro-swimmers are immersed in a fluid with a sparse
network of fibers, which is captured via a flow dependent term with a resistance parameter, and the hydrodynamics
are fully resolved utilizing the method of regularized fundamental solutions [29, 30, 31]. In the swimmer model, we
include non-linearities in the elasticity portion since the elastic energy depends on curvature– a nonlinear function of
shape. In this context, Bayesian estimation methods allow us to leverage our prior knowledge of micro-swimmers
and the viscous medium to inform the search of the parameter space. We examine the validity of using the parallel
transitional Markov chain Monte Carlo (TMCMC) algorithm for micro-swimmer questions. This is done by using the
high performance computing framework Π4U [32, 33, 34] to estimate parameters for the fluid resistance and material
parameters of the flagella using noisy in silico observations generated from the biological model, which allows us to
garner correlations between parameters and gain insights into the underlying biological mechanisms.
2 Micro-swimmer Model
2.1 Fluid Equations
Micro-swimmers navigate in the regime where viscous forces dominate and acceleration is negligible [2, 8]. A com-
mon approach is to model the fluid that the swimmer is immersed in via the steady Stokes equations. However, many
micro-swimmers encounter non-homogeneous fluids where there is a protein network or other obstacles. For example,
mammalian spermatozoa navigate in vaginal and cervical fluids with a network of mucin fibers [35, 36] and bacteria
navigate through a mucus layer or in biofilms, both consisting of a network of polymeric substances [37, 38]. The
appropriate governing equation for the fluid will depend on several factors relating to the volume fraction, material
properties, and movement of the immersed fibers or proteins.
In the case of a stationary and sparse network of fibers or obstacles in the fluid, the Brinkman equation can be used
[39, 40, 41, 42, 43]. This is a fluid model that does not model the exact architecture and location of the fibers, but
captures the homogenized fluid flow, and has been successfully used to model different types of micro-swimmers
[44, 45, 46, 47, 31]. The incompressible Brinkman equation is
µf∆v
∗ − µf
KD
v∗ = ∇p∗ − F ∗, ∇ · v∗ = 0 (1)
where v∗ is the fluid flow, p∗ is the pressure, µf is the viscosity of the fluid, and the fibers or particles are represented
via the darcy permeability KD (units of length squared). Here, F ∗ is a force density that a micro-swimmer exerts
on the surrounding fluid [48, 31, 30, 49]. We use an immersed boundary approach where the swimmer is assumed
to be a neutrally buoyant structure immersed in the incompressible fluid [50]. We note that for micro-swimmers, this
governing equation is only valid when the fibers are sparse enough such that there is room for the swimmer to navigate
without pushing on any of the fibers. Spielman [43] derived a relationship between the darcy permeability and the
volume fraction of fibers and we have previously shown that a volume fraction of less than 2% fibers is valid and in a
biologically relevant range for micro-swimmers such as sperm [31, 48, 30].
Defining L as the characteristic length scale (length of the micro-swimmer) and α = L/
√
KD as the resistance
parameter, we arrive at the nondimensional Brinkman equation,
∆v − α2v = ∇p− F , ∇ · v = 0. (2)
This equation governs the fluid flow v at any point x in the domain. Since the force density corresponding to the
micro-swimmers will be a singular force layer, we write F (x) = Fδ(x−X) where the micro-swimmer location(s)
are given by X and δ is the delta distribution. Since the Brinkman equation is linear, we can utilize fundamental
solutions to solve for the resulting flow. However, swimmers represented as curves will lead to singular integrals. To
resolve this issue, we can regularize the forces using a mollifier φε(x−X) and then solve for the resulting regularized
fundamental solution for the Brinkman equation, known as the regularized Brinkmanlet [29, 30]. In this case, F in (2)
is replaced with Fφε(x−X), where ε is the regularization parameter corresponding to the region where most of the
force is spread to the fluid. In the case of a micro-swimmer, we can choose this width to correspond to the radius of
the flagellum (tail).
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We will study micro-swimmers such as sperm in a 2-dimensional, infinite fluid. Each swimmer is represented as a
discretized set of points,Xk for k = 1, . . . , N . We choose the following radially symmetric mollifier
φε(r) =
3δ3
2pi(r2 + δ2)5/2
, (3)
that satisfies
∫∞
0
rφδdr =
1
2pi where r = |x −Xi| for a point Xi on the swimmer (utilizing the standard Euclidean
norm). The solution approach involves taking the divergence of the regularized version of (2) to solve for the pressure,
which is then plugged back into (2) to solve for the resulting Brinkman flow. Since the Brinkman equation is linear,
we have a solution that is a superposition of all of the point forces. As described in [30], the resulting fluid flow and
pressure at a point x due to N regularized point forces on the structure of the swimmer is given as
p(x) =
N∑
i=1
F i∇Gε(r), (4a)
v(x) =
N∑
i=1
[
−F iB′′ε (r) + (F i · (x−Xi))(x−Xi)
rB′′δ (r)−B′δ(r)
r3
]
, (4b)
where φε = ∇2Gε and Bε is implicitly defined as (∆ − α2)Bε = Gε. Details of the numerical method are given
in Leiderman et al.[30, 51]. For the swimmer, at each point in time, it will have a given configuration X that will
lead to forces F along the structure (details in the Appendix). Thus, at each moment in time, we are solving for the
instantaneous fluid flow. To march forward in time, we assume that the swimmer is moving with the resulting fluid
flow, i.e. dX/dt = v(X). In the case ofMS swimmers each with NT points, the summation in (4a)–(4b) is then
taken over theMSNT points. This becomes computationally intensive when solving for a large number of time steps
or for a large number of micro-swimmers since there are approximately O(MSNT ) calculations at each time step.
The micro-swimmer we model is a simplified representation of a sperm with a head (cell body) attached to a flagellum
(tail). Since we are at zero-Reynolds number, this will correspond to force and torque-free swimming [2]. (Note that
in the case when the sum of forces in the system is non-zero, extra terms must be accounted for in (4b) [52, 51].)
The active force generation along the elastic flagellum propels the swimmer forward whereas the head is a passive
and fairly rigid structure (containing the genetic material) [1]. The flagellum is discretized into NF points (XjF ) and
the head is discretized into NH points (XjH ), for a total of NT = NF + NH point forces on each micro-swimmer
(j = 1, . . . ,MS). We detail the specifics of the force models in the Appendix. Briefly, using a model similar to Fauci
and McDonald [53], we derive an energy E(Xj) for each swimmer j, where a variational derivative of this energy
results in the forces,
F j = − ∂E
j
∂Xj
= − ∂
∂Xj
(
EjF,bend(X
j
F ) + E
j
F,tens(X
j
F ) + E
j
H,bend(X
j
H) + E
j
H,tens(X
j
H) + E
j
N (X
j
F ,X
j
H)
)
, (5)
and this is the force density that is put into (2) as a regularized force, F = Fφε. The total energyE(X), will be a sum
of different energy components corresponding to a bending and tensile energy in the flagellum (EF,bend and EF,tens)
and head (EH,bend and EH,tens), as well as an energy component corresponding to the connection of the head and
flagellum in the neck region (EN ). The bending energy will drive the dynamics and resulting motion of the flagellum
and is detailed in the Appendix.
3 Bayesian Methods
It is reasonable to assume that observed data for micro-swimmers will not exactly match with any model, as models are
not perfect and observation data are noisy. Bayesian uncertainty quantification (UQ) allows us to approach this prob-
lem by assuming that parameters are random variables with unknown distributions and leverages prior information,
knowledge, and experience to inform searches about distributions of unknown parameters.
3.1 Parameter Estimation
Here, the parameters of interest θ are the inputs for a micro-swimmer model M that predicts quantities of interest
g(θ|M) ∈ Rm, e.g. the velocity of a single micro-swimmer in the fluid or the distance between two micro-swimmers.
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As models cannot exactly represent physical, observed quantities D due to various errors (e.g. modeling, computa-
tional, and measurement), we need an explicit relationship between the model outputs and the noisy observed data.
One possible relationship is that the observed dataD are generated according to the model prediction equation:
D = g(θ|M) + e, (6)
where e is the prediction error and g(θ|M) are the model predictions for a given set of parameters θ ∈ Rn.
The posterior distribution of the parameters given the observations is given by Bayes’ formula as:
p(θ|D,M) = p(D|θ,M)pi(θ|M)
ρ(D|M) , (7)
where p(D|θ,M) is the likelihood that the observations came from our modelM with parameters θ as inputs, pi(θ|M)
is the prior distribution on the parameters, and ρ(D|M) is the evidence of the model class, given by the multi-
dimensional integral
ρ(D|M) =
∫
Rn
p(D|θ,M)pi(θ|M)dθ.
When M is one particular model for a system of interest in a family of parameterized models, ρ(D|M) serves as a
measure of fit for how well the model matches the observed data [34, 33, 54]. For the parameter estimation problem
that we focus on here, we only need to compute the likelihood p(D|θ,M) and the prior pi(θ|M), as ρ(D|M) serves
as a normalization constant since it is independent of θ.
In order to calculate the likelihood p(D|θ,M) in (7), we need to postulate a form for the error term e. Here, we
assume that the error is normally distributed with zero mean and covariance matrix Σ. In addition, we assume that
the errors at different times are uncorrelated, so that the covariance matrix takes on the form Σ = σI where I is the
m×m identity matrix.
Since M is a deterministic model, it follows that D is also normally distributed, and the likelihood takes on the form
[34, 33, 54, 55]
p(D|θ,M) = |Σ(θ)|
−1/2
(2pi)m/2
exp
[
−1
2
J(θ,D|M)
]
, (8)
where
J(θ,D|M) = [D − g(θ|M)]TΣ−1(θ)[D − g(θ|M)] (9)
is the weighted measure of fit between the data and the model predictions, | · | denotes determinant, and the parameter
set θ is augmented to include the parameters involved in the structure of the covariance matrix Σ (here, the noise level
σ).
The main computational bottleneck in parameter estimation is the computation of the complex forward model g(θ|M).
The Π4U framework [32] used has the advantages of using a massively parallelizable sampling algorithm, transitional
Markov chain Monte Carlo [56], and of having an efficient parallel structure for task sharing.
3.2 Transitional Markov Chain Monte Carlo
The TMCMC algorithm slowly transitions from the prior distribution pi(θ|M) to a function fλ(θ) that is propor-
tional to the posterior distribution. This is done through iteratively constructing a series of intermediate probability
distributions:
fj(θ) ∼ [p(D|θ,M)]qj · pi(θ|M), j = 0, . . . , λ
0 = q0 < q1 < . . . < qλ = 1.
(10)
Algorithm 1 begins by taking N0 samples θ0,k from the prior distribution f0(θ) = pi(θ|M). Then, for each stage j,
the current samples are used to compute the plausibility weights w(θj,k), i.e. the likelihood of each sample, as
w(θj,k) =
fj+1(θj,k)
fj(θj,k)
= [p(D|θj,k,M)]qj+1−qj .
The qj+1 are selected iteratively in order to have smooth transitions from the intermediate distributions to the posterior
distribution. Recent literature suggests that it should make the covariance of the plausibility weights at stage j smaller
than a tolerance, often 1.0 [32, 56].
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The algorithm next computes Sj , the average of the plausibility weights, the normalized plausibility weights w(θj,k),
and the scaled covariance Σj of the samples θj,k, which is used to produce the next generation of samples θj+1,k:
Sj =
1
Nj
Nj∑
k=1
w(θj,k)
w(θj,k) = w(θj,k)/
Nj∑
k=1
w(θj,k) = w(θj,k)/(NjSj)
Σj = b
2
Nj∑
k=1
w(θj,k)[θj,k − µj ][θj,k − µj ]T .
(11)
Σj is calculated using the sample mean µj and a scaling factor b, usually 0.2 [32, 56].
Nj+1 samples θˆj+1,k are generated by randomly sampling from the previous generation of samples {θj,k} such that
θˆj+1,` = θj,k with probability w(θj,k). Note that these parameters are sampled uniformly at random, so any given
set can be chosen multiple times – call nj+1,k the number of times θj,k is chosen. Each unique sample is used as
the starting point of an independent Markov chain of length nj+1,k generated using the Metropolis algorithm with
target distribution fj and a Gaussian proposal distribution with covariance Σj centered at the current value. Once the
samples have been generated, the algorithm either moves forward to generation j + 1 or terminates if qj+1 > 1.
Algorithm 1 TMCMC
1: procedure TMCMC Ref. [32]
2: BEGIN, SET j = 0, q0 = 0
3: Generate {θ0,k, k = 1, . . . , N0} from prior f0(θ) = pi(θ|M) and compute likelihood p(D|θ0,k,M) for each
sample.
4: loop:
5: WHILE qj+1 ≤ 1 DO:
6: Analyze samples {θj,k, k = 1, . . . , Nj} to determine qj+1, weights w(θj,k), covariance Σj , and estimator Sj
of E[w(θj,k)].
7: Resample based on samples available in stage j using the plausibility weights and the Metropolis algorithm
in order to generate samples for stage j + 1 and compute likelihood p(D|θj+1,k,M) for each.
8: if qj+1 > 1 then
9: BREAK,
10: else
11: j = j + 1
12: goto loop.
13: end
14: END
4 Results
We now apply the Bayesian framework of the previous section to the cases of a single micro-swimmer and two
interacting micro-swimmers. Previous studies have shown complex relationships between fluid resistance and stiffness
of the flagellum on emergent swimming speeds and trajectories [48, 31, 30, 49]. For both of these examples, we take
2000 samples at each generation of TMCMC. The forward model for the micro-swimmers uses a time-step of 4t
(refer to Table 6) to propagate the solution forward in time up to nondimensional time T = 20 (corresponding to 40
beat cycles of the tail and 2 seconds of real time). Experimental data are generally in terms of images that are taken in
the range of 20 to 60 Hz and resolution often only allows tracking of the center of the head [19]. Our in silico reference
data are either a swimming speed based on the center of the head of the swimmer or the distance between the heads
and tails of swimmers (in the multi-swimmer case). To estimate quantities of interest, we utilize observations at ∼25
Hz. As a proof of concept, we use simulated observation data by perturbing model outputs with Gaussian noise as
Dk = ξk + σk
where Dk is the observation from the kth position of the vector, ξk is the kth model output, k is a zero-mean, unit-
variance Gaussian variable, and σ is the level of the noise. In order to have a meaningful noise-level, we choose σ to
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be a fraction σ = γβ, where γ is the percent of noise considered, and β is the mean of all model outputs. The model
prediction error covariance Σ from Equation 9 is assumed to be diagonal, such that Σ = σI whose non-zero entries
all have the same magnitude σ.
4.1 Single Micro-Swimmer
As illustrated in Fig. 1, even though each simulation has the same initial conditions and beat form parameters (Table 6),
the emergent swimming speed and trajectory of the deterministic swimmer model is a function of both the resistance
parameter α (corresponding to the volume fraction of stationary fibers) as well as the parameters relating to the
stiffness of the flagellum that is actively bending to propel the swimmer forward. Asymptotic analysis of infinite
length swimmers with a prescribed beat form in a Brinkman fluid provides insight into these relationships; increased
swimming speeds can be obtained with increased amplitude and/or increased resistance [45, 48]. However, the work
required to achieve larger amplitude bending at a higher volume fraction of fibers in the fluid (corresponding to a larger
α) becomes too large of a hurdle for micro-swimmers to overcome [48, 31]. That is why in models with emergent
beat forms, there is often an enhancement in swimming speeds for a moderate range of α and then a decreased
swimming speed due to a decreased achieved amplitude at larger α [30, 31]. In addition, the parameters related to
the tail stiffness will lead to a range of emergent beat forms, with different achieved amplitudes, which then results in
different swimming speeds. As can be seen from Fig. 1(A) to (B), halving only the tail curvature stiffness parameter
KC results in a slower swimmer with smaller achieved amplitude (seen in tail traces). From Eq. (12), we can observe
that the magnitude of KC controls how closely the swimmer will try to maintain the preferred beat form. In (C), the
x-location of the center of the head can be seen for different α and KC . At this range of parameter values, we observe
that the higher α results in a small increase in forward progression and that the larger KC results in a larger increase
in forward progression. The small oscillations in the graphs correspond to the beat form where the swimmer may
actually move backwards for a small portion of the beat but in the overall beat, forward progression is made.
For the single micro-swimmer case, the model outputs g are generated from our deterministic model. Using the center
of the head of the micro-swimmer, the x- and y- velocities are estimated, resulting in 50 x-velocity and 50 y-velocity
observations when solving up to T = 20 (data at 25 Hz). To illustrate the feasibility of this approach, we consider two
scenarios for parameter estimation: first, estimating only the fluid resistance α and the noise level σ/β and second,
estimating the fluid resistance α, the tail curvature stiffness parameter KC , and the noise level σ/β. The nominal
parameter values taken are α = 1.0 and KC = 8.0. In both of these cases, we also demonstrate the strength of the
method by perturbing the observation data by 1%, 10%, and 20% noise.
(A) α = 1,KC = 8.0
(C) Head Center Location(B) α = 1,KC = 4.0
Figure 1: Representative computational model results for the micro-swimmer. A swimmer at T = 20 using resistance
parameter α = 1 and tail curvature stiffness KC = 8.0 in (A) and α = 1 and KC = 4.0 in (B). Flow field (arrows)
and pressure (colorbar) in (A)-(B) are normalized by the maximum values in (A). The trace of the end of the tail for
T = 0 − 20 is also shown. A comparison of the x-location of the center of the swimmer head is in (C) for different
values of α and KC .
For the first case, we assume a uniform prior for the parameters (α, σ/β) on the space [0.0, 2.0] × [0.0, 0.5]. The
results are summarized in Table 1, and the 1% noise case is displayed in Fig. 2(A). In this case, the joint marginal
distribution is an ellipsoid, matching intuition as the noise and the resistance of the fluid α should be uncorrelated.
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(A) One Parameter, 1% noise (D) Two Parameters, 1% noise
(B) One Parameter, 10% noise (E) Two Parameters, 10% noise
(C) One Parameter, 20% noise (F) Two Parameters, 20% noise
Figure 2: Parameter estimation results for a single swimmer with fluid resistance α = 1.0 and tail curvature stiffness
KC = 8.0. In each experiment, noisy velocity data from the center of the head were used to track the movement.
For each noise level, the experiment was run until T = 20. Histograms for each parameter are displayed along the
main diagonal of the figure. Subfigures below the diagonal show the marginal joint density functions for each pair
of parameters, while subfigures above the diagonal show the samples used in the final stage of TMCMC. Colors
correspond to probabilities, with yellow likely and blue unlikely.
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Noise Level α uα (%) σ/β uσ/β (%)
1% 1.0035 0.436 0.00987 6.006
10% 1.0297 3.354 0.0968 5.376
20% 1.0421 7.780 0.196 6.006
Table 1: Posterior means and uncertainties for parameter estimation on α for the single swimmer using velocity data
for varying noise levels.
Considering the recovered parameter values in row one of Table 1, the parameters found are 1.0035 for α and 0.00987
for σ/β, matching closely to the nominal values of 1 and 0.01, respectively. To quantify the degree of uncertainty
for each parameter’s posterior distribution, we compute the coefficient of variation, defined as the ratio between a
parameter’s standard deviation to its mean (denoted by uα and uσ/β here). In this case, the coefficient of variation for
α is 0.436%, showing that we are fairly certain in the recovered mean. In addition, the nominal parameter values are
included within two-standard deviations of the recovered means for both parameters.
The same experiment is run using 10% and 20% additive Gaussian noise, displayed in Figs. 2(B) and (C) and Table 1.
For both of these cases, we see that the distributions include the nominal parameter values. However, the distributions
are much more spread out than the 1% noise case. For example, the 1% additive noise joint posterior distribution for
α ranges in value from 0.99 to 1.01, while the 10% additive noise ranges from 0.9 to 1.1 and the 20% noise ranges
from 0.8 to 1.2. This relationship is also seen in the coefficient of variation for the α parameter: uα for 10% additive
noise is about 10 times as large as that for 1% noise and the 20% noise is approximately double that of the 10% noise,
matching very closely to the increase in the noise level. In addition, we can see that the coefficient of variation for
the noise level stays the same between the various levels, matching intuition as the certainty in the noise should not
change as more noise is added to the system.
Noise Level α uα (%) KC uKC (%) σ/β uσ/β (%)
1% 0.9982 0.580 7.9944 0.0647 0.009728 5.47
10% 0.9820 5.47 7.9368 0.58 0.0964 5.34
20% 0.9426 11.93 7.8800 1.35 0.1922 6.11
Table 2: Posterior means and uncertainties for parameter estimation on α and KC for the single swimmer using
velocity data for varying noise levels.
Next, we estimate bothα and tail curvature stiffness parameterKC , assuming a uniform prior on [0, 2]×[0, 16]×[0, 0.5]
Again, we also perturb the data using 1%, 10%, and 20% Gaussian noise. In the results displayed in Table 2 and
Fig. 2(D) for the 1% noise level, we can see that there is a positive correlation between the fluid resistance parameter α
and tail curvature stiffnessKC : as the volume fraction of fibers in the fluid increases (larger α), a stiffer tail is required
to achieve similar swimming speeds. Like the one-parameter case, the joint marginal distributions including the noise
have a single mode and are uncorrelated, i.e. the parameters are independent of the noise.
We repeated these experiments using 10% and 20% additive noise, displayed in Figs. 2(E) and (F) and Table 2. From
the table, we can see that all nominal parameter values are recovered within two-standard deviations of the estimated
means. Similar to the single parameter case, the noise for α and KC also scales with the overall level of additive
noise: the 10% noise case has about 10 times more uncertainty than the 1% case, and the 20% noise case has standard
deviations twice as large as the 10% noise case. In all of the figures, there is also a strong positive correlation between
α and KC , as seen with 1% additive noise.
4.2 Two Micro-Swimmers
Representative results of the deterministic model for the two micro-swimmer case are shown in Fig. 3. Two swimmers
are initialized in the same exact initial condition, separated by a vertical distance of d = 2 in (A) and d = 0.5 in (B).
The flow field and swimmer locations are at T = 20 and the entire tail trajectory from T = 0− 20 is shown for each
swimmer. Each swimmer feels the other swimmer via the fluid and for α = 1, attraction is observed in both cases,
although it is much stronger when initialized at d = 0.5 in (B). As previously observed, the time scale of attraction
will be a function of α as well as the stiffness parameters of the tail [49, 30]. In (C)-(D), the distance between the head
centers and the last points on the tail are shown for initial separations of d = 2 and d = 0.5, respectively.
To investigate parameter estimation and uncertainty quantification in the two micro-swimmer case, the observations
at 25 Hz will correspond to two data points: the distance between the center of the two swimmers’ heads and the
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(A) α = 1 and d = 2
(C) d = 2
(B) α = 1 and d = 0.5 (D) d = 0.5
Figure 3: Representative simulation results for two micro-swimmers that are initially a distance of 2 units apart in (A)
and 0.25 units apart in (B). These are both for the resistance parameter α = 1 at T = 20; the time course of the tail
undulations of each swimmer are highlighted to the left of the swimmer and the normalized flow field is depicted with
arrows and the pressure is visualized with the colorbar. For each of the cases, the distance between the center of the
heads of the swimmers as well as the distance between the last point of each of the swimmers is given in (C) for 2
units apart initially and 0.25 units apart in (D). These are all for tail curvature stiffness KC = 8.0.
distance between the last points on the tail of the swimmers. The swimmers initially start parallel to each other with
the center of their heads d = 2 units apart and we solve up to T = 20. We use the same amount of noise on both sets
of observations.
The 1% noise case using 2000 samples for each generation of TMCMC for estimating α and σ/β is displayed in
Fig. 4(A). The joint marginal distribution for α and σ/β is unimodal and uncorrelated. In addition, it is centered
closely around the nominal parameter value for α and includes the nominal parameter value for the level of the noise.
The distributions for the 10% noise case are displayed in Fig. 4(B) and the results are summarized in Table 3. Similar
to the 1% noise case, the joint marginal distribution for α and σ/β is ellipsoidal, displaying that the two parameters are
uncorrelated. The recovered means include the nominal parameter values within one-standard deviation. Furthermore,
the coefficient of variation for the parameters increases in proportion to the increase in the noise level: for 1% noise,
the coefficient of variation uα = 3.94%, while for the 10% noise case, the coefficient of variation uα = 34.67%. This
shows as the noise in the parameters increase, the certainty in our parameter values correspondingly decreases.
Noise Level α uα (%) σ/β uσ/β (%)
1% 0.9878 3.94 0.00962 5.35
10% 1.0763 34.67 0.09646 5.14
Table 3: Posterior means and uncertainties for parameter estimation on α for two swimmers using distance between
the heads and tails as noisy observation data.
9
A PREPRINT - OCTOBER 29, 2019
(A) One Parameter, 1% noise (C) Two Parameters, 1% noise
(B) One Parameter, 10% noise (D) Two Parameters, 10% noise
Figure 4: Parameter estimation results for two swimmers with fluid resistance α = 1.0 and tail curvature stiffness
KC = 8.0. In each experiment, noisy distance data between the center of the heads and tips of the tails were used as
reference data. For each noise level, the experiment was run until T = 20. Histograms for each parameter are displayed
along the main diagonal of the figure. Subfigures below the diagonal show the marginal joint density functions for
each pair of parameters, while subfigures above the diagonal show the samples used in the final stage of TMCMC.
Colors correspond to probabilities, with yellow likely and blue unlikely.
As with the single swimmer case, we also estimated both the fluid resistance α and the tail curvature stiffness KC
of the micro-swimmers through observing the distance between the head and tails of two swimmers. The results are
summarized in Fig. 4(C)-(D) and Table 4. As in the single swimmer case, there is a positive correlation between the
fluid resistance and the curvature stiffness for the tails of the micro-swimmers. However, we note that the uncertainty
in the parameters are much larger than the single-swimmer case, and grows as the noise in the observations increase.
One reason for this is that the dynamics of attraction may not yet be achieved by time T = 20 because of the distance
apart that the swimmers began (refer to Fig. 3(A) and (C)). Due to this and the large amount of noise in the system, the
resulting distributions are very spread out in the parameter space. In order to better approach the parameter estimation
question in this case, data need to be recorded for a longer amount of time so that the swimmers attract and attain their
beat formation.
4.3 Two Micro-Swimmers, Two Standard Deviations
The swimmers’ tails and the swimmers’ head distances can be on different scales (shown in Fig. 3(C) and (D)), so
using different standard deviations σt and σh for the tail data xt and head data xh can more accurately represent how
noise is added to the system. Here, the covariance matrix is still assumed to be diagonal, but now Σj,j = σt for
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Noise Level α uα (%) KC uKC (%) σ/β uσ/β (%)
1% 0.9533 14.35 7.6632 24.56 0.00980 5.46
10% 0.9768 49.46 8.2374 50.27 0.09616 5.27
Table 4: Posterior means and uncertainties for parameter estimation on α and KC for two swimmers using distance
between the heads and last point on tails as noisy observation data.
(A) 1% noise (B) 10% noise
Figure 5: Parameter estimation results for two swimmers initially 0.5 apart with fluid resistance α = 1.0 and curvature
stiffness of tail KC = 8.0 using two different noise levels for the tails and the heads. In each experiment, noisy
distance data between the center of the heads and tips of the tails were used as reference data. The experiment was
run until T = 20. Histograms for each parameter are displayed along the main diagonal of the figure. Subfigures
below the diagonal show the marginal joint density functions for each pair of parameters, while subfigures above the
diagonal show the samples used in the final stage of TMCMC. Colors correspond to probabilities, with yellow likely
and blue unlikely.
j = 1, 3, . . . ,m− 1 and Σj,j = σh for j = 2, 4, . . . ,m. The data are corrupted according to
Dk =
{
ξk + σtk, k = 1, 3, . . . ,m− 1,
ξk + σhk, k = 2, 4, . . . ,m.
Since the previous case had issues resolving the position of the swimmers in part because the swimmers began too far
apart, we initially set the center of the heads to be d = 0.5 units apart and measure the distance between the heads and
tails at 25 Hz. We take 2000 samples at each generation of TMCMC and again compare the results for two different
noise levels.
For the 1% noise level case, results are shown in Fig. 5(A) and Table 5. In the figure, a clear correlation between the
fluid resistance α and the tail curvature stiffness KC , as seen in the previous experiments. In addition, we see that the
marginal distributions between the parameters and the noise appear to be uncorrelated. Finally, all nominal parameter
values are recovered within two-standard deviations of the recovered means, indicating the ability of the method to
recover parameters from noisy data.
Noise Level α uα (%) KC uKC (%) σt/βt uσt/βt (%) σh/βh uσh/βh (%)
1% 1.0597 27.27 1.0353 7.56 0.00959 11.18 0.0100 10.51
10% 1.2275 40.70 1.1833 14.22 0.09343 7.25 0.1020 7.68
Table 5: Posterior means and uncertainties for parameter estimation on α and KC for two swimmers using distance
between the heads and tails as noisy observation data and looking for two different noise levels.
The 10% noise case in Fig. 5(B) and Table 5 shows similar results to the 1% noise case. Again, a strong positive
correlation is seen between the α and Kc parameters and the joint marginal distributions are unimodal and ellipsoidal,
indicating no correlation between the noise and the parameter values. Furthermore, all nominal parameter values are
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recovered within two-standard deviations of the recovered means. We note that the distributions of the parameters are
more spread out than the 1% noise case, but this is due to the added noise from the observations.
5 Discussion and Conclusions
Overall, the results highlight that the Bayesian framework can estimate both fluid and swimmer material parameters
while quantifying uncertainty in the estimates. Since there are complex dependencies on emergent swimming speeds
and trajectories, it is not surprising that the potential parameter distributions from which the data could come from
grew as the noise in the data increased. Through several test cases we have highlighted that the amount of data used
as well as the type of data (along with noise) must be considered carefully as it will have an effect on the ability to
estimate parameters. In micro-swimmer applications, a long enough time interval must be chosen to capture the full
dynamics in order to estimate the parameter with high certainty. In addition, in the case of multiple swimmers, if data
is of slightly different magnitudes, using two different noise levels led to tighter distributions of parameter values.
The ability to use this Bayesian framework to estimate parameters will aid in further understanding emergent proper-
ties of micro-swimmers since computational resources limit running models throughout the entire parameter space to
understand emergent wave forms and trajectories of swimmers in different fluid environments (when using fully re-
solved fluid-structure interaction models). Experiments show synchronization of bull sperm beat forms [57], alignment
of mouse sperm (head to tail) [58], and sea urchin sperm swimming in vortices [59]. Utilizing the proposed framework
with noisy data of sperm trajectories, there is the potential to identify what parameter ranges or distributions that could
lead to these emergent patterns.
Although we have focused on micro-swimmers in a Brinkman fluid, we emphasize that it is possible to use this
methodology in a variety of contexts. Given noisy data of an elastic micro-swimmer, parameter identification could
be used to identify fluid properties e.g. visocisty in a Stokesian fluid or viscosity and/or relaxation time of elastic
polymers in the fluid if viscoelastic and assuming governed by an Oldroyd B type model. Additionally, we focused
on estimating the tail curvature stiffness parameter but in general, the algorithms have the potential to identify any
parameters, including internal properties of swimmer, e.g. constitutive parameters (e.g. stiffness parameter or elastic
moduli).
In this paper, our chief concern was to offset the computational cost of the micro-swimmer model through minimiz-
ing the number of evaluations needed for the likelihood computation. Our TMCMC-based approach allowed us to
thoroughly explore the parameter space and resulted in reliable estimates for the posterior distributions. We remark
that if observed data are not fully known from the onset or if there is a prohibitively large amount of observations,
filtering-based approaches [60, 61, 62] can aid in re-sampling either to incorporate new data as they become available
or to split the data for computational efficiency.
Although we did not explore model selection, this framework can be utilized to not only estimate parameters but
decide the likelihood that the data is described by a particular model. This has been done previously in the context
of identifying arterial wall abnormalities [63]. In the future, we could test different constitutive laws and models for
micro-swimmers.
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Appendix
Details of the force derivation and numerical algorithm are given here. We assume that the flagellum will beat with a
curvature wave corresponding to a low amplitude tapered sine wave, as observed in experiments with human sperm
[64]. This corresponds to a preferred flagellum configuration
XˆjF (s, t) = [xˆ(s, t), yˆ
j(s, t)] = [s, aj(1− s) sin(ηjs− ωjt)],
where the j-th micro-swimmer has amplitude a, wavelength 2pi/η, and beat frequency ω/2pi. Here, s is a parameter
initialized as arc length where 0 ≤ s ≤ 1 (the nondimensional length of the flagellum is 1). The flagellum will attempt
12
A PREPRINT - OCTOBER 29, 2019
to reach this preferred configuration and we will define the bending energy as
EjF,bend = K
j
C
∫
ΓjF
(
ζj(s, t)− ζˆj(s, t)
)2
ds, (12)
where ΓjF is the centerline curve corresponding to the j-th flagellum and KC is a stiffness coefficient enforcing the
curvature or bending constraint. The preferred curvature ζˆj and actual curvature ζj(s, t) of the flagellum are given as
ζˆj =
∂2yˆj
∂s2
, ζj(s, t) =
∂2yj
∂s2
∂xj
∂s − ∂
2xj
∂s2
∂yj
∂s((
∂xj
∂s
)2
+
(
∂yj
∂s
)2)3/2 , (13)
whereXjF = [x
j , yj ].
In addition to the bending component, we will account for an additional energy component that will tend to maintain
the inextensibility of the flagellum. This results in
EjF,tens =
∫
ΓjF
KjT
(∣∣∣∣∣
∣∣∣∣∣∂2XjF∂s2
∣∣∣∣∣
∣∣∣∣∣− 1
)2
ds, (14)
which in a discretized form, corresponds to Hookean springs between points on the flagellum with stiffness coefficient
KT .
Similar to the flagellum, we assume a preferred shape or curvature of the head. In this simple model, we will assume
a head shape with radius Hr and preferred curvature κˆ = 1/Hr. The corresponding energy is
EjH,bend =
∫
ΓjH
KjH,C
(
κj(s, t)− κˆ(s, t))2 ds,
where ΓjH corresponds to the circular head. Here, the actual curvature κ
j(s, t) is calculated using the same equation
as ζ in (13), but now XjH = [x
j , yj ]. In addition, we also have an energy to maintain inextensibility in the head, the
same as (14) using ΓjH , X
j
H , and H
j
C,tens, where we envision Hookean springs between points on the membrane of
the head as well as springs connecting points on the circular head that are pi apart (we chooseNH to be even to ensure
points and springs exactly pi apart).
The swimmer is initialized (left to right) to have the center of the circular head be placed with a y-coordinate the
same as the rightmost point on the flagellum and an x-coordinate that is shifted to the right of the rightmost point
by Hr and an additional small distance apart, dN . To ensure that the passive head remains attached to the actively
bending flagellum, and to represent the stiff neck region of a sperm, we connect the head and flagellum with 5 springs.
These springs connect the rightmost point (the NF -th point) of the flagellum to the points on the circle with θ =
(pi− dθ), pi, (pi+ dθ) where dθ is the angular spacing between theNH points on the head. Additionally, there are two
springs connecting the second rightmost point on the flagellum (NF − 1) to the points on the circle with θ = pi ± dθ.
These springs will have a stiffness coefficient KN,tens. There is also an energy based on the desired angle between the
flagellum and the head. Let z1 be the vector connecting the NF -th point on the flagellum and the point on the head
with θ = pi and let z2 be the vector connecting the points on the head with θ = pi ± dθ. In general, we wish for these
vectors to be approximately orthogonal, and we can derive an energy and hence forces that penalize this deviation,
tending to maintain z1 · z2 = 0 with stiffness coefficient KN,ang [53].
Given a configuration for each of theMS swimmers at the initial time point, we determine the forces on theMSNT
discretized points using (5), where each of the components are calculated using (12)–(14). Second order finite differ-
ence approximations are utilized in the calculation of all derivatives in the energy components and a trapezoidal rule
is used to calculate the integrals. The forces are then used to calculate the resulting velocity at points along the dis-
cretized swimmer, (4b). The location of the swimmer is updated using the no-slip condition, numerically implemented
with a forward Euler method. The next time step is reached, where this calculation is repeated.
In these simulations, when there is more than one swimmer, we assume that the beat form parameters such as the
amplitude and beat frequency are the same for each swimmer. In addition, we assume that all stiffness parameters are
the same. All parameters are given in Table 6.
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