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Multiple testing procedures involving comparing several treatments with a con-
trol are always applied in clinical studies. However, most existing procedures, 
such as the Dimnett procedure, mainly deal with particular family of inferences 
ill which all hypotheses is either one-sided or two-sided. Recently, a more general 
testing environment in which the families of inferences are composed of a mix-
ture of one- and two-sided hypotheses is examined and a single-step procedure 
has been developed to provide an appropriate testing scheme for such families. 
Although the single-step procedure provides optimal simultaneous confidence 
intervals, but it suffers from its inability to yield a p-value consistent testing 
procedure which refers to the case when a hypothesis with a certain value is 
rejected, all other hypotheses with smaller p-values are also rejected. 
Ill this thesis, we seek to develop a new p-value consistent single-step pro-
cedure. A step-down version of the testing procedure is also derived. The pro-
posed step-down procedure, which is also p-value consistent, provides a more 
powerful tool than the existing method and its superiority is substantiated by a 
simulation study of average power. Selected critical values are tabulated for the 
implementation of two proposed procedures. Finally, we provide an illustrative 
example with sample data extracted from a medical experiment. 
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1.1 Multiple Comparisons with a Control 
1.1.1 Multiple Comparison Procedures 
Comparative studies are commonly employed in empirical research, such as 
clinical trials which compare different drug with their therapeutic values and side 
effects. Usually, we analyze data from such studies by testing the homogeneity 
of the groups or treatments under investigation. Traditionally, inferences on the 
treatment means themselves are considered for comparisons. 
One possible approach for multiple comparisons is to assess each comparison 
separately by a suitable procedure, which is referred to as per-comparison or 
separate inferences approach. Such tests do not account for the multiplicity 
IH-obloiii, which iiifiatos the overall Type I cn.oi, rate a lot higher than the 
predetermined a level. 
In contrast, many multiple comparison procedures (MCP) are designed to 
tackle the problem of multiplicity and to control the overall error rate. 
A set of comparisons can be considered as a family, which can be either finite 
or infinite. Familywiso error rate (FWE) can be defined as the probability of 
making any error in the given family of inferences. 
According to Cox (1965)，there are two important criteria for selecting a 
family: 
1. To take into account the selection effect due to data-snooping. 
2. To ensure the simultaneous correctness of a set of inferences so as to 
guarantee a correct overall decision. 
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MCPs are developed to tackle the multiplicity effect. The control of the 
familywise error rate (FWE) is a popular objective. Hochberg and Tamhane 
(1987) stated that, an MCP is said to control the FWE in the weak sense if 
it protects the FWE under the complete null configuration, but not under all 
other configurations. On the other hand, a method that controls the FWE in 
the strong sense will result in the control of overall Type I error rate for any 
configuration of the parameters in the hypothesis. 
1.1.2 Multiple Comparisons with a Control 
There are various types of multiple comparisons. Most common multiple com-
parison procedures include: all-contrast comparisons, all-pair wise comparisons, 
multiple comparisons with the best and multiple comparisons with the control. 
For multiple comparisons with a control, all treatment means are tested for 
the homogeneity with the control group. Assume m treatments are available 
and the treatment means are denoted by //i, /i2,. • •, Hm, while the treatment 
mean of the control group is denoted by //q. For multiple comparisons with the 
control, we are interested to obtain the inferences of 
m - i = l , 2 , . . . , m . 
For instance, a control group may be composed of patients treated with a 
standard drug or a placebo, and the rn treatment groups are patients treated 
with rri new drugs. 
1.1.3 Single-step and Stepwise Procedures 
Multiple comparison procedures can be divided into two important classes, 
single-step procedures and stepwise procedures. 
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Single-step procedures test all hypotheses in a family simultaneously and 
each hypothesis is accepted or rejected based on the comparison between its 
testing statistics and a critical value. Stepwise procedures can be divided into 
step-down and step-up procedures. The observed p-values or test statistics 
are ordered and the hypotheses are tested sequentially either in ascending or 
descending order of the p-values or t-values. In each step, one hypothesis with 
its observed value or test statistics is compared with a critical p-value or 
critical value. There is a pre-defined stopping rule that terminates the testing 
procedure. When the testing process terminates, the remaining hypotheses will 
be accepted (or rejected) without further testing. 
Generally, the stepwise procedures are more powerful than its single-step 
counterparts. However, simultaneous confidence intervals can hardly be derived 
by stepwise procedures. And stepwise procedures can only be used for finite 
families. 
The Dunnett (1955) procedure discussed in the next section is the most 
well-knowii single-step procedure for multiple comparisons with a control. Sev-
eral stepwise versions of the Dunnett procedure have been developed, such as 
Dunnett and Tamharie (1991, 1992) and Tamhane, Liu and Dunnett (1998). 
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1.2 The Dunnett Procedure 
1.2.1 One-way Fixed Effect Model 
Dunnett procedure is the most popular multiple comparison procedure used for 
comparing treatments with a control. Consider a one-way fixed effect model 
with rri + 1 treatments, 
Yij = /M + Cij, i = 0 ,1 , . . . , 772, j = 1 ,2 , . . . , Ui 
where Yij represents the j-th observation on the z-th treatment, /m is the z-th 
treatment mean, arid Cij is a random error component. The sample sizes of 
the rri treatments are rii (for i = 1 , . . . , rn). Further, i = 0 denotes the control 
group. Thus, //o and no are the mean and the sample size of the control group 
m 
respectively. And, the total sample size, denoted by N, is ^ rii. 
i=0 
Assume that the random error component e^ ~ N{0, cr^ ) where is the 
luikiiown common variance, Yij ~ N{iii, cr )^. Let Yi be the sample mean of 
the 2-tli treatment and (j^ be the pooled sample variance, which is an unbiased 
estimator of a^ and also independent of Yi. 
Therefore to compare the rn treatments with the control, the inference prob-
lem under consideration is the rn simultaneous inferences of mean differences 
di = iM - fich = 1,2, . . . ,m 
which are the efficacy differences between the treatments and the control. 
1.2.2 Testing Procedure 
For one-sided inferences, the simultaneous testing of the m null hypotheses are 
Hi : fii = ".0’ i = 1’ 2 ’ . . . ’ rn 
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versus the one-sided alternatives 
H'i: m > "0 (1.2.1) 
or 
H[ ： /li < Mo (1.2.2) 
for i = 1 , 2 , . . . , rri. 
Under the null hypotheses, the test statistics are: 
Ti = —. ； —0 = , i = 1 ,2 , . . . , m (1.2.3) 
a ^ l / m + 1/no 
where 斤2，which is independent of Yi, is an unbiased estimator of cr^ . Thus we 
have 
/V 0 — 2 1/——�y 
where v is the degrees of freedom. Thus {1\,了2,... ,Tm} has a multivariate-亡 
distribution with “ degrees of freedom and covariance matrix S = {Pij}, for 
i = 1 , 2 , . . . , m. Here, pij is defined as 
^ 二 f，， … 
I 1> « = J 
where 
V ly + no 
It is required to compute the critical values for the testing procedure. Here, 
to control FWE strongly, we have 
P { m f x T i < f/i,爪,J = 1 一 a 
where c / i .m’� is the one-sided critical value. Note that this is for one-sided 
alternatives (1.2.1). For alternatives (1.2.2), —di^ rn,a is used instead. Under a 
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given Q, each null hypothesis is rejected if and only if > d i ,零 in favor of 
(1.2.1). And similarly, each null hypothesis is rejected if and only if T^  < 
ill favor of (1.2.2). 
We can also construct the following one-sided 100(1-a)% confidence interval 
for ".i — fio (2 = 1 , 2 , . . . , m): 
(—00，Fi - ?0 + + 1/no) 
and 
(^i - - c?i,m,a(3-\/lM + 1/no, 00) . 
Similarly, for two-sided inferences, the simultaneous testing of the m null 
hypotheses are 
Hi ： IM = " 0 
versus the two-sided alternatives 
H'i ： /i,： — /io 
for i = 1 , 2 , . . . , m. 
Under the null hypotheses, the test statistics is |Tj| where Tj is same as 
(1.2.3). To control FWE strongly, we have 
P{mfx\Ti\<d2,m,a} = l-CX 
where d2，m’a is the two-sided critical value. Under a given a, each null hypothesis 
is rejected if and only if > c?2，m,a. 
And the corresponding two-sided 100(1 - « ) % confidence interval for y n - i^q 
(z = 1’ 2 , . . . ’'m) is: 
iXi - - + 1/几0’ % - Yq + (-k^m^a^ 11Ui + 1/几0) • 
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1.3 Directional-mixed Families 
1.3.1 Definition of Directional-mixed Families 
Dunriett procedure is used to test a family in which all the hypotheses are 
either one-sided or two-sided. But in practice, both one-sided and two-sided 
inferences might be found in the same inferential family. We hereafter call them 
directional-mixed families. 
For example, in a clinical study, we want to compare rri new treatments 
(including a placebo treatment) with an existing treatment. Assume that pre-
vious research confirmed that the placebo treatment was inferior to the control 
treatment, then one-sided inference should be used. For other new treatments, 
we are not sure whether they are inferior or superior to the control group, thus 
two-sided inferences are needed. In such cases, we have a directional-mixed 
family which contains both one-sided and two-sided hypotheses. 
1.3.2 Selection between One- and Two-sided Inferences 
As agreed by many researchers (Overall (1991), Peace (1991) and Koch (1991)), 
the selection between one- and two-sided inferences should not be post hoc. 
Rather, one-sided inferential posture should be clearly stated in the design pro-
tocol and the decision should be determined by various possible factors such as 
the prior knowledge of the efficacy of the treatment and the intended objective 
of the drug sponsor. 
Given the requirements of the regulatory agencies, Koch (1991) suggested 
that one-sided tests might be adequate for the following possible circumstances: 
1. a study to demonstrate that a test drug has better efficacy than a placebo; 
2. a study to demonstrate that a combination drug has better efficacy than 
7 
any of its components; 
3. a study to demonstrate that a tolerance is an upper bound for the extent 
to which a test drug has poorer efficacy than an active reference control 
drug; or 
4. a study to demonstrate that a tolerance is an upper bound for the extent 
to which a test drug has poorer safety than a reference control drug. 
1.4 Objectives 
For directional-mixed families, a single-step procedure which will be denoted by 
SSI was developed by Cheung et al (2004). This method calculates the optimal 
critical values that yield the uniformly most accurate confidence intervals and 
will be discussed in details in the section 2.1. However, the major shortcoming of 
551 is that it is p-value inconsistent. However, value consistency is a desirable 
property in multiple comparison procedures. Thus, the major task of this thesis 
is to derive MCPs which tackle this problem. The first objective of this thesis 
is to develop another single-step procedure for multiple comparisons with a 
control in directional-mixed family. Our single-step procedure guarantees p-
value consistency. And this procedure is denoted by SS2. Though stepwise 
procedures cannot provide simultaneous confidoncc intervals, they are usually 
more powerful than their single step counterparts. So the second objective of 
this thesis is to extend the new single-step procedure to a step-down version, 
denoted as SD. 
In Section 2, we will discuss two single-step procedures, SSI and SS2. The 
552 method, which is based on the SSI method, is a p-value consistent proce-
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dure. The step-down version of SS2 method is developed in Section 3. Detailed 
derivation of critical ；values for the step-down procedure is also provided. In 
Section 4, wc will give the findings of a simulation study of average power of SS2 
and SD as compared to the original SSI method. Finally, a practical example 
will be given in Section 5 for illustration. 
9 
2. Single-Step Procedure 
2.1 SSI Procedure 
2.1.1 The Testing Procedure 
Given rn active treatments and a control, we assume that there are r among 
these rn active treatments are used for one-sided inferences and the rest m - r 
comparisons are two-sided inferences. We now state the null hypotheses: 
Hi : iM = /io， i = 1,2,... ,m 
against r one-sided hypotheses 
H'i : IM > "0， = l , 2 , . . . , r 
and rn - r two-sided hypotheses 
Hj : yUj ^ iio, j = r + l,...,m. 
Test statistics are for r one-sided hypotheses and |Tj| for m — r two-sided 
hypotheses respectively, where 
Yi - Fo • 1 o 
丄 i = ~ 1 = , 1 = 1 , 2 , . . . , r n . 
I M + l /no 
To control FWE at a given a in directional-mixed families, two positive crit-
ical constants ci,a’m’r and C2,a,m,r are computed for one- and two-sided inferences 
respectively, such that 
G^ (Cl，n’m’r，C2’tt’m,,.) = I - a (2.1.1) 
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where 
G^ (Cl，a,m，r, 2^,Q,m,r) 
= < C l ’ a ’ m ’ r ’ � = 1 ’ . . . ’ T; |7}丨 < C2’a’m’r’ j = ？“" + 1，• . •，m| 
= bi'bf, i',j' = 1，... ’ m}). 
Here, = bi'bj' represents the correlation structure and the superscript {rn) 
indicates the dimension of the correlation matrix. Therefore, for a given a, each 
null hypothesis Hi is rejected if and only if the corresponding T] > ci，a,m’r for 
z = 1 , . . . , r. And for j = r+1,...，m，each null hypothesis is rejected if and only 
if the corresponding |Tj| > C2’a’m,r. Similarly, the corresponding 100(1 - a )% 
joint confidence intervals for — ,/,o’ i = 1 , . . . , r are 
(^i - - Ci,c,,n,r<3-\/l/nj + 1/no, 00) 
and for — /io, j = r + 1,…，m are 
(Pj. - Fo - C2,a,m,r^\/l/ni + l/fio, ？j 一 K + C2,a,m,r^\/lM + I/tIq). 
This single-step procedure is developed by Cheung, Kworig, Chan and Leung 
(2004) and is denoted by SSI. 
2.1.2 Computation of Optimal Critical Values 
For a given a and r = 1 ,2 , . . . , m— 1, there are infinite pairy of possible solutions 
of {ci’a.m’r，Qz.a.m’，,} that satisfy (2.1.1). Hence, a criterion is needed for selection 
of optimal critical value pairs in the directional-mixed families. 
The idea of uniformly most accurate (UMA) interval is used (see Casella 
and Gerger (1990), chapter 9). Basically, the two-sided intervals are 
ft - F o 士 
where 
A2j = C2.a,m,r<7\/l/nj + I/Mq, j = T + 1, • • • , m 
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and minimum value of A2j is desired. In essence, a smaller value of A2j yields a 
shorter interval and hence an increase in precision. Spurrier and Nizam (1990) 
used the UMA idea for the derivation of optimal allocation of sample sizes 
by minimizing the expected average allowance (EAA), which was defined as 
E{2 ZJLi for the case r = 0. 
Similarly for one-sided intervals, the confidence intervals are 
where 
Aii = ci^a.m.rO-y^l/nj + 1/no, i = 1,... ,m. 
Here, a minimum value of A ^ is desired. Therefore, EAA is now A^) 
for the case r = m. 
According to the above concept, Cheung et al (2004) modified EAA with 
the following definition: 
EAA 二 丑 ： ^ � n d 1/no + 
f! 1/ • 1 1=1 
2 丑 � : ’ 一 E v W l / n o (2.1.2) fit . 1 
Let cT，ck’m, and be the optimal critical values that minimize EAA subject 
to (2.1.1). For a given a, can be written as a decreasing function of 
C2，tt，m，r，say H(c2,a,m,r)- Bouiids of the two critical values are derived as follows. 
1. Upper bounds 
Dunnett (1955) derived critical values D2’m，a for two-sided test, which will 
be the upper bound for Ci^ a,m,r and C2’a’Tn’r，as the critical values are used 
for a procedure that dominates Dunnett’s procedure. 
2. Lower bounds 
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Minimum value of Ci,a,m,r is H(D2,Tn,a) as 丑 is a decreasing function of 
C2,a,rn,v Similarly, the minimum value of is 
Under the above bounds, optimal critical values c^ ^^  and C2^ a,Tn,r are derived. 
For (2.1.1), we have 
= P { T i < i = 1, . . .，n S C2’《，,u’r, ：/.=‘厂 + 1,...，爪} 
— p f 只 - 化 < '. 
— - ‘ \ / — 2 =丄 , .• .，‘厂； 
+ 1/no 
< C2,a,m,r, J = T + 1, . . . , m} 
+ l / n � 
— \ / S 一 ^ ——丄’ ..• ’ 厂， 
(Jsjl/rii + 1/no “ 
ly. _ ；Pol 
I 3 < — C2’a’m’r，J = T + 1, . . . , m}. (2.1.3) 
o-^l/n,- + 1/no ^ 
Let u = (j/cr. Conditioning on u, (2.1.3) becomes 
r P f z 
I i I~； ； — "^Ci’ck’m’r’ I —丄’ • • •，, ’ 
cr^l/ni + l/no 
ly. _ ;po| 
I : , < uc2,a,7n,r： j = + 1’...，rn}g(u)du (2.1.4) 
(Tyjl/nj + 1/no 
where g(.) is the p.d.f. of a yjx}/f random variable. Following the arguments of 
Hochberg and Tamhane (1987’ p.374), conditioning on y = � iV(0，1), 
(2.1.4) becomes 
r ° r ° f r ^ { ^ ^ f bjy + UC2,a,rnA f bjV — 
人 [ V x/i-^? ； J iiil [ V \/l-�2 ； V ). 
^(t>{y)g{y)dydu 
where $(•) and 0(-) are the standard normal c.d.f. and p.d.f., respectively. 
By slightly modifying the algorithm of Dunnett (1989) or Cheung and Holland 
(1991, 1992), the two critical values can be founded. The subroutine is available 
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in the STATLIB electronic bulletin board (Internet address: http://lib.stat.cmu. 
edu/apstat/251). Based on the values obtained above, one can compute EAA 
according to (2.1.2), and simply let E{a) be 1. Finally, using IMSL subroutine 
UVMIF, one can search for optimal critical values that minimize EAA within 
the range. 
Table 2.1 provides some optimal critical values that are extracted from Che-
ung et al (2004) for illustrative purpose. 
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Table 2.1. Optimal values of c^,�and 终’。for m = 2 - 5 
一 
m r f p = 0.1 0.3 0.5 0.7 0.9 0.1 0.3 0.5 0.7 0.9 
i M 2.2659 2 . 2 5 2 9 2 . 2 3 1 3 2 . 1 9 3 8 2 . 1 3 0 4 2 ； 2 7 ^ ~ Z 2 7 M ~ ~ ~ 2 ： 2 4 3 1 ~ ~ 2 . 1 9 6 7 
1 40 2.1860 2.1792 2.1587 2.1228 2.0615 2.2018 2.1960 2.1863 2.1680 2.1261 
1 60 2.1649 2.1547 2.1338 2.0994 2.0417 2.1747 2.1710 2.1622 2.1443 2.1024 
1 100 2.1462 2.1362 2.1157 2.0814 2.0243 2.1546 2.1512 2.1428 2.1256 2.0848 
1 oo 2.1176 2.1064 2.0880 2.0566 2.0004 2.1255 2.1230 2.1144 2.0971 2.0578 
3 1 20 2.5026 2.4867 2.4504 2.3846 2.2714 2.5114 2.4982 2.4697 2.4178 2.3062 
1 40 2.4042 2.3887 2.3587 2.3026 2.1963 2.4131 2.4022 2.3769 2.3296 2.2275 
1 60 2.4078 2.3617 2.3310 2.2758 2.1712 2.3733 2.3705 2.3469 2.3016 2.2026 
1 100 2.3483 2.3369 2.3076 2.2529 2.1515 2.3571 2.3466 2.3238 2.2802 2.1832 
1 oo 2.3165 2.3007 2.2755 2.2245 2.1226 2.3197 2.3112 2.2892 2.2473 2.1544 
2 20 2.3976 2.3744 2.3345 2.2712 2.1636 2.4126 2.4066 2.3895 2.3557 2.2819 
2 40 2.3098 2.2903 2.2537 2.1956 2.0944 2.3234 2.3177 2.3036 2.2732 2.2056 
2 60 2.2816 2.2639 2.2280 2.1713 2.0721 2.2949 2.2886 2.2759 2.2470 2.1814 
2 100 2.2603 2.2423 2.2098 2.1523 2.0549 2.2719 2.2670 2.2525 2.2265 2.1621 
2 oo 2.2287 2.2112 2.1792 2.1238 2.0289 2.2380 2.2341 2.2215 2.1965 2.1343 
4 1 20 2.6383 2.6301 2.5840 2.4968 2.3514 2.6633 2.6420 2.6011 2.5280 2.3751 
1 40 2.5401 2.5234 2.4828 2.4125 2.2716 2.5484 2.5322 2.4971 2.4308 2.2920 
1 60 2.5124 2.4877 2.4493 2.3805 2.2425 2.5111 2.4974 2.4641 2.4007 2.2660 
1 100 2.4565 2.4647 2.4240 2.3591 2.2235 2.4877 2.4695 2.4382 2.3765 2.2451 
1 oo 2.4360 2.4226 2.3854 2.3229 2.1938 2.4426 2.4295 2.4003 2.3417 2.2145 
2 20 2.5843 2.5545 2.5070 2.4272 2.2852 2.5925 2.5793 2.5452 2.4831 2.3524 
2 40 2.4773 2.4561 2.4144 2.3405 2.2086 2.4879 2.4747 2.4451 2.3906 2.2710 
2 60 2.4460 2.4233 2.3819 2.3118 2.1843 2.4530 2.4420 2.4147 2.3616 2.2448 
2 100 2.4181 2.3988 2.3584 2.2907 2.1643 2.4274 2.4158 2.3899 2.3383 2.2250 
2 oo 2.3800 2.3612 2.3241 2.2590 2.1363 2.3881 2.3780 2.3532 2.3041 2.1947 
3 20 2.4982 2.4663 2.4141 2.3310 2.1886 2.5135 2.5072 2.4852 2.4433 2.3536 
3 40 2.4023 2.3755 2.3292 2.2514 2.1181 2.4153 2.4096 2.3904 2.3557 2.2732 
3 60 2.3721 2.3457 2.3017 2.2267 2.0955 2.3831 2.3794 2.3607 2.3264 2.2474 
3 100 2.3473 2.3234 2.2802 2.2063 2.0777 2.3597 2.3544 2.3374 2.3053 2.2276 
3 oo 2.3126 2.2898 2.2456 2.1777 2.0519 2.3223 2.3183 2.3073 2.2717 2.1973 
5 1 20 2.7747 2.7352 2.6837 2.5915 2.4078 2.7690 2.7468 2.6959 2.6051 2.4241 
1 40 2.6242 2.6197 2.5705 2.4906 2.3209 2.6489 2.6271 2.5842 2.5036 2.3383 
1 60 2.6027 2.5826 2.5350 2.4584 2.2939 2.6071 2.5889 2.5486 2.4713 2.3107 
1 100 2.5684 2.5539 2.5074 2.4300 2.2735 2.5767 2.5590 2.5207 2.4464 2.2892 
1 oo 2.4728 2.5143 2.4636 2.3954 2.2416 2.5380 2.5147 2.4800 2.4088 2.2575 
2 20 2.7132 2.6803 2.6206 2.5318 2.3593 2.7187 2.6990 2.6551 2.5719 2.4059 
2 40 2.5954 2.5687 2.5154 2.4359 2.2797 2.6007 2.5841 2.5469 2.4731 2.3203 
2 60 2.5726 2.5337 2.4857 2.4051 2.2519 2.5581 2.5472 2.5112 2.4417 2.2937 
2 100 2.5278 2.5058 2.4591 2.3822 2.2318 2.5336 2.5185 2.4844 2.4167 2.2725 
2 oo 2.4631 2.4634 2.4213 2.3500 2.2012 2.4975 2.4767 2.4444 2.3794 2.2413 
3 20 2.6454 2.6168 2.5562 2.4624 2.2985 2.6651 2.6450 2.6089 2.5393 2.3934 
3 40 2.5340 2.5106 2.4584 2.3728 2.2202 2.5534 2.5363 2.5045 2.4432 2.3101 
3 60 2.5045 2.4772 2.4277 2.3441 2.1961 2.5131 2.5011 2.4709 2.4126 2.2827 
3 100 2.4802 2.4511 2.4033 2.3219 2.1762 2.4825 2.4736 2.4448 2.3886 2.2622 
3 oo 2.4354 2.4131 2.3662 2.2889 2.1473 2.4440 2.4328 2.4073 2.3532 2.2313 
4 20 2.5795 2.5409 2.4779 2.3793 2.2085 2.5939 2.5873 2.5629 2.5152 2.4168 
4 40 2.4754 2.4440 2.3884 2.2974 2.1375 2.4905 2.4831 2.4624 2.4216 2.3317 
4 60 2.4412 2.4130 2.3595 2.2712 2.1147 2.4591 2.4499 2.4308 2.3918 2.3047 
4 100 2.4175 2.3885 2.3372 2.2511 2.0969 2.4284 2.4244 2.4054 2.3678 2.2836 
4 oo 2.3789 2.3530 2.3039 2.2208 2.0704 2.3904 2.3853 2.3688 2.3334 2.2526 
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Table 2.1 (Cont'd). Optimal values of c]；，。and for m = 6, 7 
m r f p = 0.1 0.3 0.5 0.7 0.9 0.1 0.3 0.5 0.7 0.9 
~ i ^ 2 . 8 2 6 5 2 . 8 1 7 9 2 . 7 5 4 4 2 . 6 5 1 2 2 ^ 4 4 6 2 ： ^ ~ 2 ： ^ Z T W 2 ： 6 ^ 2 . 4 6 2 5 
1 40 2.7357 2.6974 2.6452 2.5430 2.3607 2.7225 2.7011 2.6514 2.5608 2.3735 
1 60 2.6982 2.6519 2.5987 2.5164 2.3330 2.6797 2.6610 2.6146 2.5263 2.3452 
1 100 2.6222 2.6242 2.5762 2.4921 2.3109 2.6508 2.6288 2.5844 2.4996 2.3231 
1 00 2.5740 2.5774 2.5311 2.4545 2.2758 2.6020 2.5821 2.5412 2.4605 2.2907 
2 20 2.8136 2.7757 2.7120 2.6071 2.4152 2.8147 2.7905 2.7366 2.6400 2.4461 
2 40 2.6701 2.6539 2.5996 2.5056 2.3270 2.6907 2.6671 2.6211 2.5358 2.3593 
2 60 2.6399 2.6174 2.5635 2.4735 2.3003 2.6470 2.6271 2.5843 2.5026 2.3312 
2 100 2.5911 2.5881 2.5354 2.4486 2.2773 2.6194 2.5960 2.5556 2.4765 2.3098 
2 00 2.6407 2.5406 2.4953 2.4111 2.2473 2.5501 2.5513 2.5130 2.4383 2.2771 
3 20 2.7667 2.7245 2.6593 2.5566 2.3685 2.7681 2.7490 2.7007 2.6120 2.4337 
3 40 2.6421 2.6088 2.5515 2.4580 2.2861 2.6461 2.6296 2.5888 2.5109 2.3471 
3 60 2.6051 2.5722 2.5176 2.4270 2.2587 2.6057 2.5913 2.5529 2.4785 2.3200 
3 100 2.5690 2.5439 2.4904 2.4027 2.2391 2.5776 2.5612 2.5252 2.4532 2.2980 
3 00 2.5112 2.5021 2.4522 2.3672 2.2082 2.5388 2.5169 2.4834 2.4157 2.2662 
4 20 2.7081 2.6668 2.5996 2.4927 2.3086 2.7197 2.7040 2.6633 2.5888 2.4321 
4 40 2.5927 2.5573 2.4983 2.4015 2.2307 2.6012 2.5895 2.5549 2.4889 2.3456 
4 60 2.5556 2.5238 2.4664 2.3730 2.2061 2.5636 2.5515 2.5199 2.4566 2.3177 
4 100 2.5290 2.4959 2.4415 2.3499 2.1864 2.5317 2.5234 2.4925 2.4320 2.2963 
4 00 2.4824 2.4554 2.4043 2.3160 2.1564 2.4918 2.4814 2.4526 2.3956 2.2656 
5 20 2.6448 2.6020 2.5313 2.4197 2.2258 2.6669 2.6564 2.6280 2.5761 2.4722 
5 40 2.5365 2.5008 2.4382 2.3358 2.1538 2.5529 2.5451 2.5217 2.4774 2.3844 
5 60 2.5019 2.4683 2.4083 2.3090 2.1307 2.5163 2.5098 2.4881 2.4458 2.3562 
5 100 2.4744 2.4426 2.3846 2.2880 2.1130 2.4885 2.4826 2.4626 2.4212 2.3336 
5 00 2.4342 2.4053 2.3504 2.2567 2.0862 2.4468 2.4414 2.4230 2.3856 2.3015 
7 1 20 2.8979 2.8799 2.8291 2.7113 2.4801 2.9300 2.8972 2.8303 2.7160 2.4929 
1 40 2.8160 2.7506 2.7008 2.5931 2.3936 2.7850 2.7627 2.7068 2.6065 2.4019 
1 60 2.7439 2.7240 2.6590 2.5596 2.3637 2.7424 2.7186 2.6676 2.5712 2.3731 
1 100 2.7389 2.6809 2.6293 2.5386 2.3413 2.7049 2.6859 2.6366 2.5433 2.3505 
1 00 2.6806 2.6342 2.5786 2.4912 2.3077 2.6537 2.6364 2.5917 2.5034 2.3171 
2 20 2.8859 2.8546 2.7807 2.6657 2.4535 2.8943 2.8640 2.8033 2.6946 2.4796 
2 40 2.7529 2.7225 2.6649 2.5636 2.3642 2.7573 2.7337 2.6813 2.5853 2.3902 
2 60 2.7130 2.6812 2.6265 2.5283 2.3360 2.7130 2.6920 2.6427 2.5510 2.3615 
2 100 2.6624 2.6540 2.5984 2.5007 2.3148 2.6822 2.6583 2.6122 2.5243 2.3390 
2 00 2.7238 2.5988 2.5532 2.4661 2.2837 2.6123 2.6118 2.5680 2.4836 2.3056 
3 20 2.8563 2.8071 2.7377 2.6240 2.4181 2.8542 2.8314 2.7739 2.6719 2.4681 
3 40 2.7187 2.6852 2.6237 2.5211 2.3314 2.7242 2.7032 2.6551 2.5655 2.3795 
3 60 2.6796 2.6457 2.5894 2.4909 2.3053 2.6808 2.6624 2.6165 2.5306 2.3507 
3 100 2.6369 2.6147 2.5598 2.4648 2.2845 2.6514 2.6307 2.5873 2.5043 2.3283 
3 00 2.5574 2.5687 2.5182 2.4253 2.2523 2.6153 2.5840 2.5437 2.4659 2.2957 
4 20 2.8004 2.7636 2.6908 2.5752 2.3753 2.8200 2.7936 2.7428 2.6506 2.4604 
4 40 2.6773 2.6437 2.5811 2.4781 2.2923 2.6900 2.6707 2.6272 2.5452 2.3724 
4 60 2.6369 2.6066 2.5469 2.4469 2.2659 2.6491 2.6307 2.5898 2.5118 2.3442 
4 100 2.6028 2.5769 2.5198 2.4219 2.2450 2.6188 2.5999 2.5608 2.4861 2.3223 
4 00 2.5625 2.5333 2.4798 2.3862 2.2149 2.5675 2.5543 2.5182 2.4474 2.2895 
5 20 2.7559 2.7114 2.6357 2.5200 2.3185 2.7739 2.7554 2.7135 2.6324 2.4670 
5 40 2.6368 2.5994 2.5335 2.4272 2.2392 2.6489 2.6349 2.5991 2.5293 2.3794 
5 60 2.5981 2.5631 2.5003 2.3980 2.2147 2.6097 2.5970 2.5633 2.4959 2.3504 
5 100 2.5676 2.5354 2.4749 2.3744 2.1951 2.5793 2.5665 2.5346 2.4707 2.3283 
5 00 2.5239 2.4936 2.4370 2.3398 2.1659 2.5328 2.5227 2.4929 2.4334 2.2958 
6 20 2.7031 2.6551 2.5772 2.4541 2.2396 2.7244 2.7143 2.6833 2.6295 2.5256 
6 40 2.5884 2.5495 2.4807 2.3687 2.1679 2.6074 2.5978 2.5730 2.5254 2.4318 
6 60 2.5528 2.5155 2.4497 2.3412 2.1447 2.5665 2.5612 2.5381 2.4927 2.4026 
6 100 2.5245 2.4892 2.4255 2.3197 2.1267 2.5358 2.5314 2.5109 2.4671 2.3796 
6 00 2.4817 2.4500 2.3899 2.2879 2.1001 2.4936 2.4890 2.4699 2.4295 2.3448 
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2.2 p-value Consistency 
With respect to the SSI procedure described in Section 2.1，the critical values 
used for statistical inferences are determined such that the expected average 
width of the confidence intervals are minimized. This is the concept of uniformly 
most accurate (UMA) interval. However, when applying the SSI procedure in 
directional-rnixed families, there is a chance that the testing conclusion is not 
p-value consistent. Here, wc define p-value consistency as the condition when a 
particular hypothesis in the inferential family with p-value, say p*, is rejected, 
all the other hypotheses with p-value less than p* are also rejected. 
Intuitively, a smaller jy-value indicates a stronger evidence against the null 
hypothesis and therefore should be rejected when another hypothesis with a 
larger p-value has been rejected. Therefore, p-value consistency should be re-
garded as a desirable property under multiple hypothesis testing situations. 
Many common multiple comparison procedures such as Dimnett (1955)，Holm 
(1979), Hoinmel (1988), Dimnett and Tanihane (1991, 1992), and Kwong (2001) 
are p-value consistent. 
We stated that the SSI procedure provides optimal simultaneous confidonco 
intervals under the criterion of niiiiiinuiii modified EAA, but it does not guar-
antee p-value consistency. Here we state two examples to illustrate this situa-
tion. Firstly, consider when m = 2, r = l ’ a = 0.05, / = oo and p = 0.1, the 
optimal critical values {ci 0.05,2,15 <^2,0.05,2,1} " {2.1176,2.1255} under the SSI 
procedure. If the test statistics we obtained from the sample data for one-sided 
and two-sided tests are 2.10 and 2.20 respectively, the SSI procedure would 
only reject the two-sided hypothesis because the observed test statistics 2.20 
is larger than the critical value 2.1255, while the one-sided null hypothesis is 
retained as 2.10 < 2.1176. However, if we consider the p-value, the p-value of 
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the one- and two-sided hypothesis are 0.0179 and 0.0278 respectively. By the 
definition of p-value consistency, we should also reject the one-sided hypothesis 
as its corresponding p-value is less than that of the two-sided hypothesis. How-
ever, the SSI procedure fails to reject the one-sided hypothesis. This is not the 
only exception. Consider another case when m = = 2, a = 0.05, / = 60 
and p = 0.7, the optimal critical values {c*_o.o5,4,2»<^ 2,0.05,4,2} = {2.3118,2.3616}, 
and the observed test statistics are {2.30,2.40}. The SSI procedure rejects the 
two-sided hypothesis, even though the p-value of the one-sided hypothesis is 
0.0125 which is smaller than 0.0195，the value of the two-sided hypothesis. 
With a positive likelihood to yield p-value inconsistency, we seek to provide 
other alternatives. 
2.3 The SS2 Procedure 
To overcome the problem of the SSI procedure under the multiple hypothesis 
testing environment, another single-step procedure, denoted by SS2, is derived 
such that p-value consistency is guaranteed. Similar to SSI, the SS2 procedure 
also involves the computation of two positive critical values cf a,m,r^  c j 一 ” in the 




P(Ti > = P m > …爪 J = Pm,a,r (2.3.6) 
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for any i and j. As the marginal distributions of Ti and Tj for any i,j have 
an identical t- distribution, the above relationship between cf a,m,r and C2^a,m,r 
obviously guarantees that the critical cutoff points arc identical in terms of the 
p-value, Pm’a’r，for any one-sided and two-sided inferences. Although the critical 
values and cj^ ^ ^ , ’ or the critical p-value Pm,a,r under the SS2 procedure 
do not produce a minimum EAA in the construction of confidence intervals, 
it guarantees p-value consistency which is the property SSI procedure lacks, as 
any hypothesis with corresponding p-value less than Pa.m.,r is rejected, regardless 
of whether the hypothesis is one-sided or two-sided. 
We regard (2.3.6) as a constraint for the calculation of the critical values 
needed fov, the SS2 procedure. With this constraint, the calculation of the two 
unknown critical values is simpler. We used the concept of UMA confidence 
interval and the method of EAA in searching the critical values for SSI method. 
It is not necessary for SS2. Refer to (2.3.6), we can treat the two-sided critical 
value C2,«.ni,r as a function of the one-sided critical value cj^ t^.m.r? thus simplify the 
computational procedure. Several available algorithms can be used to solve the 
unknown critical values in (2.3.5). These algorithms can be found in Dunnett 
(1989), or Cheung and Holland (1991, 1992). Computational details are similar 
to those described in Section 1.3.4. 
For the SS2 method, as we only need a single critical p-value, Pm’a’r’ instead 
of two critical values, and c《…川广 Thus, only the corresponding critical 
p-values are tabulated for establishing the decision rules of the procedures. Se-
lected critical p-values Pm,a,r (xlOO) are presented in Table 2.2 for a 二 0.05 and 
various values of m, r, / and p. A constant p implies that the correlation matrix 
of the test statistics is equi-correlated, and when uq = rii = • • • = n爪’ p = 0.5. 
For the values of f and p not tabulated, linear interpolation as suggested in 
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Cheung et al (2004) can be adopted. Furthermore, the p-values are going to 
be used to implement the step-down procedure which will be introduced in the 
next section. 
Selected critical p-values (x 100) are tabulated in Table 2.2. 
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Table 2.2. Critical p-values for SS2 at a = 0.05. 
Critical p-value x 100 
m,r f p = 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
2, 1 W 2 . 5 6 1 3 2 . 5 7 5 2 2.5990 2.6340 2.6819 2.7458 2.8314 2.9486 3.1189 
2, 1 40 2.5480 2.5615 2.5850 2.6195 2.6668 2.7305 2.8163 2.9350 3.1093 
2, 1 60 2.5440 2.5575 2.5808 2.6150 2.6620 2.7255 2.8113 2.9305 3.1061 
2, 1 100 2.5403 2.5536 2.5768 2.6108 2.6576 2.7209 2.8067 2.9262 3.1029 
2, 1 oo 2.5365 2.5496 2.5725 2.6061 2.6524 2.7156 2.8013 2.9213 3.0997 
3, 1 20 1.7345 1.7534 1.7859 1.8341 1.9017 1.9952 2.1265 2.3194 2.6333 
3，1 40 1.7160 1.7339 1.7649 1.8111 1.8767 1.9683 2.0983 2.2917 2.6104 
3, 1 60 1.7106 1.7280 1.7584 1.8039 1.8686 1.9594 2.0890 2.2824 2.6027 
3, 1 100 1.7061 1.7231 1.7530 1.7977 1.8617 1.9519 2.0810 2.2744 2.5959 
3, 1 oo 1.7008 1.7172 1.7461 1.7897 1.8526 1.9417 2.0702 2.2637 2.5871 
3, 2 20 1.7365 1.7609 1.7975 1.8484 1.9168 2.0081 2.1316 2.3057 2.5755 
3, 2 40 1.7202 1.7430 1.7780 1.8274 1.8944 1.9848 2.1083 2.2839 2.5584 
3，2 60 1.7153 1.7375 1.7719 1.8207 1.8871 1.9771 2.1005 2.2766 2.5527 
3, 2 100 1.7111 1.7329 1.7668 1.8149 1.8808 1.9704 2.0938 2.2702 2.5475 
3, 2 oo 1.7061 1.7271 1.7602 1.8074 1.8725 1.9617 2.0849 2.2619 2.5411 
4，1 20 1.3167 1.3373 1.3726 1.4251 1.4995 1.6039 1.7534 1.9793 2.3637 
4, 1 40 1.2962 1.3152 1.3483 1.3981 1.4694 1.5709 1.7181 1.9437 2.3328 
4, 1 60 1.2903 1.3087 1.3408 1.3895 1.4597 1.5600 1.7064 1.9317 2.3224 
4，1 100 1.2855 1.3034 1.3347 1.3824 1.4516 1.5509 1.6965 1.9216 2.3135 
4, 1 oo 1.2798 1.2967 1.3268 1.3729 1.4404 1.5383 1.6827 1.9075 2.3013 
4, 2 20 1.3157 1.3378 1.3731 1.4241 1.4945 1.5913 1.7271 1.9280 2.2613 
4, 2 40 1.2972 1.3177 1.3511 1.3998 1.4679 1.5627 1.6973 1.8985 2.2363 
4, 2 60 1.2918 1.3117 1.3443 1.3920 1.4592 1.5532 1.6873 1.8886 2.2280 
4, 2 100 1.2874 1.3067 1.3386 1.3856 1.4520 1.5453 1.6789 1.8802 2.2206 
4, 2 oo 1.2820 1.3005 1.3312 1.3769 1.4421 1.5344 1.6673 1.8686 2.2109 
4，3 20 1.3194 1.3480 1.3895 1.4464 1.5228 1.6253 1.7657 1.9671 2.2896 
4，3 40 1.3020 1.3283 1.3674 1.4220 1.4964 1.5975 1.7375 1.9403 2.2677 
4, 3 60 1.2968 1.3222 1.3603 1.4141 1.4878 1.5883 1.7281 1.9313 2.2605 
4, 3 100 1.2925 1.3171 1.3545 1.4075 1.4805 1.5805 1.7201 1.9236 2.2540 
4, 3 oo 1.2872 1.3106 1.3468 1.3986 1.4706 1.5698 1.7091 1.9132 2.2456 
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Table 2.2. (Cont'd) 
Critical p-value x 100 
m,r f ~P= 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
5’ 1 ^ 1 . 0 6 4 1 1 . 0 8 5 1 1 . 1 2 1 1 1 . 1 7 4 8 1 . 2 5 1 2 1 . 3 5 9 4 1 . 5 1 6 4 1 . 7 5 8 3 2.1826 
5，1 40 1.0428 1.0619 1.0951 1.1455 1.2183 1.3229 1.4769 1.7177 2.1464 
5, 1 60 1.0367 1.0550 1.0872 1.1362 1.2076 1.3108 1.4638 1.7040 2.1341 
5, 1 100 1.0319 1.0496 1.0808 1.1287 1.1989 1.3009 1.4528 1.6926 2.1237 
5, 1 00 1.0261 1.0427 1.0724 1.1184 1.1866 1.2869 1.4373 1.6765 2.1092 
5, 2 20 1.0623 1.0836 1.1186 1.1697 1.2415 1.3419 1.4855 1.7033 2.0776 
5，2 40 1.0428 1.0623 1.0948 1.1432 1.2120 1.3096 1.4511 1.6685 2.0472 
5, 2 60 1.0372 1.0559 1.0875 1.1348 1.2024 1.2989 1.4396 1.6568 2.0369 
5, 2 100 1.0327 1.0508 1.0816 1.1278 1.1945 1.2900 1.4300 1.6470 2.0282 
5，2 00 1.0272 1.0443 1.0737 1.1184 1.1835 1.2776 1.4164 1.6332 2.0161 
5, 3 20 1.0633 1.0875 1.1246 1.1771 1.2492 1.3482 1.4875 1.6951 2.0461 
5，3 40 1.0450 1.0670 1.1017 1.1517 1.2213 1.3181 1.4560 1.6639 2.0190 
5, 3 60 1.0396 1.0608 1.0946 1.1435 1.2122 1.3082 1.4455 1.6534 2.0099 
5，3 100 1.0353 1.0558 1.0888 1.1368 1.2046 1.2999 1.4367 1.6445 2.0021 
5，3 00 1.0299 1.0494 1.0810 1.1277 1.1941 1.2883 1.4244 1.6321 1.9915 
5，4 20 1.0670 1.0972 1.1405 1.1995 1.2789 1.3862 1.5346 1.7509 2.1051 
5, 4 40 1.0492 1.0766 1.1168 1.1731 1.2502 1.3557 1.5033 1.7207 2.0800 
5, 4 60 1.0439 1.0701 1.1093 1.1646 1.2407 1.3455 1.4929 1.7106 2.0716 
5, 4 100 1.0396 1.0649 1.1032 1.1575 1.2329 1.3371 1.4841 1.7020 2.0643 
5, 4 00 1.0342 1.0581 1.0948 1.1478 1.2219 1.3252 1.4718 1.6901 2.0545 
6, 1 20 0.8946 0.9155 0.9513 1.0048 1.0813 1.1902 1.3500 1.6000 2.0489 
6，1 40 0.8730 0.8918 0.9246 0.9744 1.0468 1.1517 1.3079 1.5560 2.0088 
6，1 60 0.8669 0.8849 0.9165 0.9648 1.0356 1.1390 1.2939 1.5413 1.9953 
6, 1 100 0.8623 0.8795 0.9100 0.9570 1.0265 1.1286 1.2823 1.5290 1.9838 
6, 1 00 0.8564 0.8725 0.9012 0.9464 1.0137 1.1137 1.2657 1.5115 1.9677 
6, 2 20 0.8928 0.9135 0.9480 0.9989 1.0709 1.1727 1.3203 1.5481 1.9495 
6, 2 40 0.8727 0.8915 0.9233 0.9709 1.0395 1.1379 1.2828 1.5096 1.9151 
6, 2 60 0.8670 0.8850 0.9157 0.9621 1.0293 1.1264 1.2702 1.4966 1.9035 
6，2 100 0.8626 0.8798 0.9096 0.9549 1.0210 1.1170 1.2599 1.4858 1.8936 
6, 2 00 0.8571 0.8732 0.9015 0.9450 1.0092 1.1036 1.2451 1.4704 1.8798 
6, 3 20 0.8926 0.9147 0.9499 1.0005 1.0710 1.1696 1.3108 1.5261 1.9014 
6，3 40 0.8737 0.8937 0.9263 0.9740 1.0416 1.1373 1.2763 1.4912 1.8703 
6, 3 60 0.8682 0.8875 0.9190 0.9655 1.0320 1.1266 1.2648 1.4794 1.8599 
6，3 100 0.8640 0.8825 0.9131 0.9586 1.0241 1.1178 1.2553 1.4696 1.8509 
6, 3 00 0.8587 0.8760 0.9052 0.9491 1.0130 1.1053 1.2417 1.4557 1.8386 
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Table 2.2. (Cont'd) 
Critical p-value x 100 
m,r f = 0-1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
6, 4 ^ 0 . 8 9 4 2 0 . 9 1 9 5 0 . 9 5 7 5 1 . 0 1 0 5 1 . 0 8 3 3 1 . 1 8 3 2 L S ^ 1 . 9 0 0 8 
6, 4 40 0.8760 0.8989 0.9341 0.9844 1.0544 1.1520 1.2917 1.5039 1.8720 
6, 4 60 0.8707 0.8926 0.9267 0.9760 1.0449 1.1417 1.2807 1.4929 1.8623 
6, 4 100 0.8665 0.8876 0.9208 0.9691 1.0372 1.1331 1.2716 1.4836 1.8540 
6, 4 00 0.8612 0.8810 0.9127 0.9596 1.0262 1.1210 1.2587 1.4706 1.8426 
6，5 20 0.8975 0.9283 0.9718 1.0313 1.1116 1.2207 1.3729 1.5977 1.9728 
6，5 40 0.8797 0.9071 0.9474 1.0038 1.0813 1.1883 1.3395 1.5652 1.9452 
6，5 60 0.8744 0.9006 0.9396 0.9949 1.0714 1.1776 1.3284 1.5543 1.9360 
6, 5 100 0.8701 0.8953 0.9333 0.9875 1.0632 1.1686 1.3191 1.5450 1.9280 
6, 5 00 0.8647 0.8882 0.9246 0.9773 1.0516 1.1560 1.3058 1.5321 1.9172 
7, 1 20 0.7729 0.7935 0.8288 0.8815 0.9570 1.0653 1.2256 1.4794 1.9444 
7, 1 40 0.7513 0.7697 0.8017 0.8505 0.9217 1.0256 1.1818 1.4332 1.9014 
7, 1 60 0.7453 0.7628 0.7935 0.8407 0.9102 1.0125 1.1672 1.4176 1.8869 
7, 1 100 0.7407 0.7574 0.7870 0.8329 0.9010 1.0018 1.1552 1.4048 1.8746 
7, 1 00 0.7351 0.7505 0.7782 0.8219 0.8878 0.9864 1.1379 1.3863 1.8573 
7, 2 20 0.7711 0.7914 0.8253 0.8756 0.9472 1.0491 1.1984 1.4321 1.8522 
7, 2 40 0.7509 0.7690 0.8000 0.8468 0.9146 1.0126 1.1587 1.3908 1.8147 
7, 2 60 0.7452 0.7625 0.7923 0.8377 0.9040 1.0006 1.1454 1.3769 1.8020 
7, 2 100 0.7408 0.7574 0.7861 0.8303 0.8954 0.9908 1.1345 1.3654 1.7913 
7, 2 00 0.7355 0.7508 0.7778 0.8201 0.8832 0.9767 1.1189 1.3488 1.7761 
7, 3 20 0.7705 0.7914 0.8253 0.8747 0.9442 1.0423 1.1849 1.4058 1.7992 
7, 3 40 0.7514 0.7701 0.8012 0.8474 0.9135 1.0084 1.1482 1.3680 1.7650 
7，3 60 0.7459 0.7638 0.7938 0.8387 0.9036 0.9971 1.1359 1.3553 1.7534 
7, 3 100 0.7417 0.7588 0.7879 0.8317 0.8954 0.9879 1.1258 1.3447 1.7437 
7, 3 00 0.7364 0.7524 0.7799 0.8220 0.8839 0.9748 1.1113 1.3296 1.7300 
7, 4 20 0.7710 0.7938 0.8290 0.8791 0.9488 1.0460 1.1857 1.4001 1.7784 
7, 4 40 0.7527 0.7730 0.8055 0.8526 0.9192 1.0136 1.1511 1.3648 1.7465 
7, 4 60 0.7474 0.7668 0.7981 0.8441 0.9096 1.0029 1.1395 1.3528 1.7358 
7, 4 100 0.7432 0.7619 0.7923 0.8373 0.9017 0.9940 1.1299 1.3429 1.7266 
7, 4 00 0.7381 0.7554 0.7843 0.8277 0.8906 0.9814 1.1162 1.3288 1.7139 
7, 5 20 0.7728 0.7987 0.8368 0.8899 0.9626 1.0626 1.2047 1.4197 1.7937 
7, 5 40 0.7549 0.7780 0.8131 0.8632 0.9331 1.0306 1.1709 1.3858 1.7634 
7, 5 60 0.7496 0.7716 0.8057 0.8546 0.9234 1.0200 1.1597 1.3744 1.7533 
7，5 100 0.7455 0.7666 0.7997 0.8476 0.9154 1.0112 1.1503 1.3649 1.7446 
7, 5 00 0.7403 0.7600 0.7915 0.8379 0.9042 0.9988 1.1369 1.3513 1.7326 
7, 6 20 0.7758 0.8064 0.8497 0.9088 0.9888 1.0982 1.2521 1.4819 1.8716 
7, 6 40 0.7580 0.7851 0.8248 0.8806 0.9576 1.0646 1.2173 1.4476 1.8421 
7, 6 60 0.7527 0.7785 0.8169 0.8714 0.9474 1.0535 1.2056 1.4361 1.8322 
7, 6 100 0.7486 0.7732 0.8105 0.8640 0.9389 1.0443 1.1959 1.4265 1.8238 
7, 6 00 0.7432 0.7661 0.8016 0.8534 0.9270 1.0311 1.1820 1.4128 1.8121 
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3. Step-down Procedure 
3.1 The Testing Procedure 
If the primary objective of the statistical inference of a clinic study is to test the 
differences between treatment efficacy and determine whether these differences 
arc statistically significant instead of constructing simultaneous confidencc inter-
vals of these differences, stepwise multiple comparison procedures are often more 
appropriate. This is because that they are more powerful than their single-step 
counterparts. This has been already stated in Section 1.4. In general, stepwise 
procedures can be classified into step-down and step-up procedures. Detail dis-
cussion can be found in Hochberg and Tanihane (1987) and Hsu (1996). In this 
thesis, we extend our SS2 method to a step-down procedure, denoted by SD, 
which is also p-value consistent. The step-up version is likely to be far more 
complicated and is left to future research. 
To implement the SD procedure, we need to order the observed test statistics. 
Thus let ti and \tj\ be the observed test statistics, with Ti for i = 1 , . . . , r and 
\Tj\ for j = 7. + 1，...，m be tlic corresponding raiidoiii variables defined as in 
the single-step method. As in Section 2.2, we have stated that it would be more 
convenient to use critical p-values than critical values. We now convert the U 
and \tj\ to p-values, pi = P(J\ > U) for i = l , . . . ’ r and pj = P{\Tj\ > 
for j = r + 1’...，m, respectively. Then we could order them as p � < • • • < 
P(^) and formed our observed p-value set. The SD procedure also requires the 
determination of m sets of critical p-values for comparisons with the m ordered 
p-values: 
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1st set: {Pm,a,r} for coiTiparison with p � 
2nd set： {Pm-l,a,r-l,Pm-l,a,r} for COlTiparisOn with p(2) 
A;-tll set： {Pm-A;+l’a，max(r-fc+l’0)，Pm-fc+l’a’max(r-fc+l’0)+l，. • . j Pm-k+l,a,mm{m-k+l,r)} 
for comparison with p � 
m-tli set: {pi’a’o’Pi，《’i} for comparison with p(爪.）. 
The derivation and evaluation of these m sets of critical p-values will be pre-
sented in the next section. And the Fortran program for calculating the critical 
p-value sets with input of sample sizes is presented in Appendix. Noted that 
for the SD procedure, only one of the critical p-values in each set is needed to 
compare with the corresponding observed p-value. The selection of the very-
appropriate critical p-value at each step depends on which hypotheses have 
been rejected in the previous step. This could be seen in the following detailed 
algorithm to conduct the step-down procedure. 
1. Obtain the set of ordered observed p-values, p � < • • < p(^) with corre-
sponding hypotheses 丑 � ’ … ， H — � , respectively. 
2. Compare p � with Pm，a，r. If P(i) > Pm,a,r, then accept all hypotheses and 
terminate the procedure; otherwise reject H � and proceed to the next 
step. 
3. In case the rejected H � is one-sided (two-sided), p(2) is compared with 
Pm-l,a,r-l (Pm-l，a’r). If P(2)�Pm-l’a，r-1 (Pm.-l,a,r), aCCept liypotlieses 
1/(2),…，and terminate the testing procedure; otherwise reject 丑⑵ 
and proceed to the next step. 
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4. In general, compare p(k) with Pm-k+i,a,s where s G {max(r- /c + 1 ,0) , . . . , 
iriiri(m — /c + l , r ) } is the number of remaining one-sided hypotheses. If 
P{k) > Pm-k+i,a,s, accept hypotheses 丑(fc), • •. ’ if(爪)and terminate the test-
ing procedure; otherwise reject 丑 � and proceed to the next step or ter-
minate the testing procedure if A; = rn. 
3.2 Derivation of Critical p-values for the SD 
Procedure 
111 this section, we discuss the derivation of the m sets of critical p-values in order 
to implement the SD procedure. Let 6 =(没i, •.. ,Gm) and C 0 be a set 
of vectors that have elements = 0 for / G T = {z i , . . . , ia, ji? • • •, im-fe-a+i}, 
where { i i , . . . , ia} C { 1 , . . . , r } and { j i , . •. Jm-k-a+i} Q + 1, •.., m}, and 
> 0 for / 0 T. To control the FWE at a, we must determine the critical 
values of the SD procedure such that 
Pe,,^ Accept H i ” . . ” H ‘ , I I j i , . . . ’ 丑j„ 卜 fc—> l - a - (3.2.1) 
for k = 1,... ,m and a 二 max(7". - k + 1,0),..., min(m - k + l ,r ) . Note that 
each possible combination of k and a in (3.2.1) yields one of the critical values 
ill the k-th. critical p-value set discussed in section 3.1. Let the left-hand-side of 
inequality (3.2.1) be Q. For any given combination of k and a, the value of Q 
depends on 
(a) the values of parameters in dk^ a, and 
(b) the correlation structure among the test statistics corresponding to those 
accepted true null hypotheses. 
26 
Under (3.2.1), we need to obtain the largest possible critical p-values, such that 
the probability of accept the null hypotheses would be smallest. Thus it is 
necessary to determine the minimum value of Q over all possible configurations 
under (a) and (b). Based on the arguments given by Liu (1996) for establishing 
a step-down procedure, the least favorable parameter vector of dk,a is 0l’a which 
has elements Oi = 0 for I e T and Oi oo for I 0 T . 
Therefore, by setting the minimum value of Q under the parameter vector 
61 a to 1 - ck, we obtain and solve the following equation for the critical p-value, 
Pm-k+l,a,a'-
mill 尸 a . . . , P � , Pji,…,Pjm-k-a+i) > Pm-k+i,a,a = 1 - a (3.2.2) 
where Pi” . . . , a n d P j ” . . . , Pj„,_k-a+i are the p-values corresponding to the 
true one-sided hypotheses Hi^,. . . , Hi^  and true two-sided hypotheses Hj^,…， 
^j„x-k-a+i，respectively. The first minimum of (3.2.2) is taken over all the subsets 
{'ii, • • • ,2a} ^ {1 ’ . •.，/•} and { j i , . . . ’ jm-k-a+i} g {'/". + 1，••• ’rn} with cardinal-
ities a and m —/J —a+1, respectively. To apply the constraint (2.3.6), we should 
convert the p-values to the corresponding test statistics, thus the left-hand side 
of (3.2.2) is equivalent to 
mill 尸 � T i < dij = i i , . . . ,Za； \Ti\ <d2,l = ji,...,im-fc-a+l； I 
{p 仏 ⑷ ) = = 1，... ’ m - /c + 1}] (3.2.3) 
where 
P(Ti > di) = P{\Tj\ > Ch) = p„r-k+i,a,a. (3.2.4) 
is the same as constraint (2.3.6). And the term also represents the 
correlation structure with the dimension of the correlation matrix as the super-
script. 
27 
Due to Equation (3.2.2) and Condition (3.2.4)，it is straightforward to show 
that PLa.l = Pl，a’0 = Ck. 
For any given sets {z i , . . . ,Za} and { j i , . . .Jrn-k-a+i}, it is quite similar to 
evaluate the probability in (3.2.3) according to the evaluation of probability in 
(2.3.5) for the SS2 procedure. Note that if the correlation structure of {p-J '^^ } is 
equi-correlated, the marginal distributions of any subsets of Pi with the same 
cardinalities are identical. As a result, the search of the minimum configuration 
over all the subsets { i i , . . . , z^} and { j i , . . . Jrn-k-a+i} in (3.2.2) is not necessary 
and the left-hand-side of (3.2.2) is reduced to 
Therefore, Table 2.2 presented in section 2.3 under the SS2 procedure can be 
used to obtain the critical p-values for the SD procedure in this special case. 
For any step-down procedure, there is one necessary property that the crit-
ical p-values should be monotonic nondecreasing. With this property, we can 
compare the ordered observed p-values from the smallest to the largest with 
the nondecreasing critical p-values. However, unlike most existing step-down 
procedures which use one predetermined critical p-value in each step, the SD 
procedure requires the users to select one of critical p-values from a set of prede-
tennined critical p-values to compare with the corresponding observed ordered 
p-value. This can be seen in the testing procedures stated in Section 3.1 that, 
a critical p-value is chosen from each set according to the hypothesis rejected in 
the previous step. Thus, it is not obvious that the sequence of critical p-values 
used in the SD procedure would be monotonic nondecreasing. We now state and 
prove the following theorem involving the monotonic nondecreasing property of 
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the critical p-values in the SD procedure. 
Theorem 1. Assume that the critical jo-values (gi, g2，...，Qm) are used to com-
pare with (p(i),... ,p(m)), respectively in the SD procedure. Then, these critical 
p-values satisfy the rnonotonic nondecreasing property, i.e. qi < . . . < Qm-
Proof. Without loss of generality, assume that q^ = Pm-k+i,a,s is used to com-
pare with p � 二 pi in the A;-tli step for k = 1 , . . . , m — 1 while the remain-
ing hypotheses are one-sided hypotheses Hi^,..., “ and two-sided hypotheses 
H j � … ， 丑 j „ 卜 T h e n , in the {k + l)-th step, q^+i must be equal to either 
Pm-k,a,s if Z G {jl，. • • , jm-fc-s+l} 01 Pm-it,a,s-l if I ^ • . .， i s } -
First, consider the case that I G { j i , . . . , jrn-fc-s+i}, say I = j i . Since 
iniii(Pii,.. • ’ Pji,..., Pjm-k-n+i) — mii.i(Pii’... ’ Pj,, Pj2, •.. ’ Pjm-k-s+i)i 
PTn-k+i,a,s < Pm-k,ct,s cliie to coiiditioii (3.2.2). Similarly, for the case that 
Z e {'“，…，is}，Pm-fc+i’�”s < Pm-Aw-i. Tlic proof is complete. 
Due to this rnonotonic nondecreasing property of critical p-values used in 
the SD procedure, it is straightforward to show that the SD procedure is more 
powerful than the SS2 procedure in general. A simulation study of the average 
powers under the two procedures will be presented in the next section. 
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4. Simulation Study of Power 
After we introduced the SSI, SS2 and SD procedures in the directional-mixed 
families in the previous sections, it is desired that we compare the average 
powers of the three tests. Thus, a simulation study is conducted. Here, we 
refer the average power as the proportion of false hypotheses that are correctly 
rejected, which is 
Power = P{Reject the hypothesis | The hypothesis is false}. 
In the study, the average power of each procedure in every selected case is 
calculated based on the simulation results of 100000 replications. We count the 
iiiiiriber of trials in which a false hypothesis is correctly rejected. Figure 4.1 to 
4.4 presents the percentage increase in the simulated average powers when the 
SS2 and SD procedures are compared to the SSI procedure with rri 二 3 and 
m = 10 ( / = 60 and p = 0.5). Other choices of f and p have been studied and 
similar patterns obtained, and hence are not reported here. 
Here in the simulation study, the iion-centrality parameter of Yi for i = 
1 , . . . , rri under alternative hypotheses is defined as 5<j/y/n. The zero mean is 
used to generate Fq- The percentage gain in power is then plotted against <5 = 0 
to S = 10. According to the 片s and Fo's generated, we add a ^ to each Yi and 
then subtract Fq- Tlie differciicc is then divided by the factor ^ l /n j + 1/no, 
which yields the corresponding test statistics. In each simulation, we record the 
number of hypotheses rejected out of m hypotheses. After 100000 replications, 
the average power is then calculated as the ratio between this number and the 
product of the total number of replications and number of hypotheses in the 
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family (i.e. m). 
With reference to Figure 4.1 to 4.4, the solid line represents the percentage 
increase for the SD procedure as compared to the SSI procedure, and the dashed 
line represents the percentage increase for the SS2 procedure as compared to 
the SSI procedure. 
Figure 4.1. 
Increase in average power as compared to SSI when m = 3, r = 1. 
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Increase in average power as compared to SSI when m = 3, r = 2. 
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Increase in average power as compared to SSI when m = 10，r = 5. 
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Increase in average power as compared to SSI when rn = 10,r = 9. 
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The four figures display some important findings. First, the SD procedure has 
substantially increased the average power of the test when compared to the 
SSI procedure. Prom all the 4 graphs, the gain in power ranges from 10% to 
25% in most considered cases with ^ < 4. In addition, the power of the SSI 
procedure and the power of the SS2 procedure are quite similar even though 
the SS2 procedure has higher power than the SSI procedure in general. The 
gain in power of the SS2 procedure compared to SSI is well below 10% in all 
the considered cases and reaches the maximum level of about 9% for m = 10 
and r = 5. 
Second, when 5 > 6, all three procedures are able to reject most of the 
hypotheses and yield similar average power. This is a general property for 
multiple comparison procedures. Therefore, the increase in power of the SS2 
and SD procedures as compared with the SSI procedure are negligible for large 
S. Also, we have found an interesting fact that the value of r has very small 
influence on the increase in power curves for (5 > 4 in all the considered cases. 
Finally, it is worth to mention that the SSI procedure has considerable higher 
power when compared to the Dunnett two-sided procedure according to Cheung 
et a/(2004). Therefore, if the SD procedure is compared to the Dunnett two-
sided procedure, rather than the SSI procedure, the advantage of the proposed 
SD procedure over the Dunnett procedure is even more drastic. 
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5. Practical Example 
In this section, we will apply the SSI, SS2 and SD methods to a practical 
example to demonstrate the application of our procedures. 
Schwartz et al (2002) has conducted a study comparing the renal effects of 
rofecoxib and celecoxib to naproxen in healthy elderly subjects on a normal-
salt diet. Each subject randomly received one of the four different treatments: 
refecoxib, celecoxib, naproxen, and placebo. One of response variables is the 
change from baseline for daily urinary sodium excretion during the first 72 hours 
of treatment. As explained in Cheung et al (2005), it is more appropriate to 
conduct the multiple hypothesis testing with the directional-mixed family of 
inferences: naproxen (the active control) compared to placebo with an one-
sided test while refecoxib and celecoxib compared to naproxen with two-sided 
tests. 
To analyze this example, we let A^O' M2, be the true mean changes 
from baseline for daily urinary sodium excretion of the four groups: naproxen, 
placebo, rofecoxib and celecoxib respectively. Thus we state the null hypotheses 
as following: 
Hi ： I2 i = 
for i = 1,2,3 versus 
H'i : IM > l^-Q 
for i 二 1 and 
H'j ： fij + fio 
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for j = 2,3. In this example, the sample sizes (no,ni,n2,ns) = (15，14,17，16)， 
and the degrees of freedom / = 15 + 14 + 17 + 16 — 4 = 58. In addition, m = 3 
and 7•二 1. The correlation matrix can be calculated using the sample sizes. 
Table 5.1 presents the results of this example under the three procedures: SSI, 
SS2 and SD. 
Table 5.1. Multiple comparisons of change from baseline for average daily 
urinary sodium excretion in elderly subjects treated with rofecoxib, celecoxib, 
naproxen, or placebo with the SSI, SS2, and SD procedures (a = 0.05). 
SSI SS2 SD 
Observed Critical Critical p-value Critical 
Comparison p-value p-value p-value Set value 
/io vs. fM 0.001 0.0120 0.0188 {0.0188} 0.0188 
/io vs. ”‘3 0.138 0.0222 0.0188 {0.0267, 0.0274} 0.0274 
/io vs. 112 0.903 0.0222 0.0188 {0.05} 0.05 
According to Table 5.1, the observed test statistics for the three hypotheses 
are converted into observed jo-values and then sorted in increasing order. This 
is necessary when applying the SD procedure. Also, the two different critical 
p-values for one-sided and two-sided hypotheses testing are 0.0120 and 0.0222, 
respectively for the SSI procedure while there is one critical p-value, 0.0188 
for all hypotheses for the SS2 procedures. These values are evaluated by our 
subroutine. As a result, the SSI procedure is less powerful in the one-sided test 
and more powerful in the two-sided test when compared with the SS2 procedure 
ill this example. This can be seen from the fact that the one-sided critical p-
value for SSI method is less than that of SS2 method, while the two-sided critical 
p-value for SSI method is larger than that of SS2 method. After comparing the 
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observed p-values to the critical p-values, both procedures only reject the one-
sided hypothesis. Further, if the program of evaluating the exact critical p-value 
of the SS2 procedure is not available, Table 2.2 can provide the approximate 
critical p-value, 0.018686 under the parameters of rri = r = — 0.5 and 
f = 60. The difference between the exact and approximate values is really 
insignificant in this case. 
On the other hand, let us consider the SD procedure. We have three sets 
of critical p-values. The second set contains two critical p-values and we need 
to select one from it when we proceed to the second step. Since the small-
est observed p-value (0.001) is less than P3’0.05，i = 0.0188 in the first step 
of the SD procedure, the one-sided hypothesis is rejected. As the two re-
iriaiiiing hypotheses are both two-sided, in the second set of critical p-value 
{P2,0.05,0 = 0.0274,^2,0.05,1 = 0.0267} under the SD procedure, the critical p-
value 0.05,0 = 0.0274 is selected for comparing with the next large observed 
p-value 0.138. Since the observed p-value is larger than p2，o.o5’o，the SD proce-
dure does not reject the corresponding two-sided hypotheses. Thus, the testing 
procedure is terminated and the remaining two two-sided hypotheses are all 
retained. 
Although the statistical conclusion of this example under the three discussed 
procedures are the same, we expect the SD procedure rejects more hypotheses 
in general. The major reason is that the critical p-values of the SD procedure 
increase rapidly as we follow the steps in the stepwise procedure, yielding a 
much larger probability to reject the corresponding hypotheses compared to 
two single-step procedures. 
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Appendix 
Program for Calculating Critical p-value for SD Procedures 
C THIS PROGRAM IS TO CALCULATE THE CRITICAL P-VALUE FOR SD 
C CRITERIA: SAME P-VALUE FOR 1-SIDED AND 2-SIDED CRITICAL VALUES 
C DEFINE VARIABLES USED IN THE PROGRAM 
INTEGER NR, NC, CI, C2, NSIZE(100,100), NCOMTT, M, R, MO, RO 
INTEGER NSET(100,100), JJ(100,100) 
INTEGER C0MB1(100,100), C0MB2(100,100) 
REAL ALPHA, DF, GUESS, EPl, EP2, BIJ(IOOO), PVSD(100, 100) 
external f, uvmif, BINOM 
common nr, nc, cl, c2, bij, clfactor, c2factor 
common alpha, df， guess, epl, ep2 
C NR = NUMBER OF ROW (= 1 IN THIS CASE) 
C NC = NUMBER OF COLUMN (M) 
C Cl = NUMBER OF ONE-SIDED UPPER CASE (R) 
C C2 = NUMBER OF ONE-SIDED LOWER CASE (= 0 IN THIS CASE) 
C NCOMTT = NUMBER OF POSSIBLE COMBINATIONS 
C ASK FOR USER INPUT 
READ (5,*) NR, NC, Cl, C2, ALPHA, GUESS, EPl, EP2 
C READ IN SAMPLE SIZES 
C WITH SAMPLE SIZE OF CONTROL GROUP AT THE LAST POSITION 
DO 120 I = 1, NR 
DO 121 J = 1, NC+1 
READ (5，*) NSIZE(I,J) 
121 CONTINUE 
120 CONTINUE 
C SET THE P-VALUE MATRIX 
C VALUE NOT NEEDED OR NOT EXISTS ARE SET TO BE 0 
C VALUE THAT SHOULD BE CALCULATED LATER ARE SET TO BE 1 
DO 124 M = NC, 1, -1 
DO 125 R = Cl+1, 1， -1 
IF (M .LT. R-1) THEN 
PVSD(M, R) = 0.0 
ELSE IF (R .LE. (Cl-NC+M)) THEN 
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PVSD(M, R) = 0.0 
ELSE 




C BEGIN CALCULATE THE P-VALUE 
DO 127 M = NC, 1, -1 
DO 128 R = Cl+1, 1， -1 
IF (PVSDCM, R) .NE. 0.0) THEN 
C CALCULATE THE P-VALUE FOR CELLS NOT EQUAL TO 0 
B1 = BIN0M(C1, R-1) 
C NUMBER OF POSSIBLE COMBINATIONS FOR ONE-SIDED HYPOTHESES 
B2 = BIN0M(NC-C1, M-R+1) 
C NUMBER OF POSSIBLE COMBINATIONS FOR TWO-SIDED HYPOTHESES 
NCOMTT = B1*B2 
C TOTAL NUMBER OF POSSIBLE COMBINATIONS 
C PRESENT POSSIBLE COMBINATIONS USING INDEXES 
C OUTPUT IN MATRIXES COMBl (FOR ONE-SIDED) 
C AND C0MB2 (FOR TWO-SIDED) RESPECTIVELY 
N1 = R-1 
N2 = M-R+1 
CALL ALLNRCCl, Nl, JJ, IFAULT, COMBl) 
CALL ALLNR(NC-C1, N2, JJ, IFAULT, C0MB2) 
C GET THE SET OF SAMPLE SIZES NEEDED AND STORED IN NSET 
DO 215 I = 1, NR 
NSET(I, M+1) = NSIZECI, NC+1) 
C GET THE SAMPLE SIZE FOR CONTROL GROUP 
215 CONTINUE 
DO 211 U = 1, B1 
DO 212 V = 1, B2 
DO 213 I = 1, NR 
DO 250 J = 1， R-1 
N S E T d , J) = NSIZECI, COMBl(U,J)) 
250 CONTINUE 
DO 260 J = R, M 




C COMPUTE DEGREES OF FREEDOM 
DF = 0.0 
DO 216 I = 1, NR 
DO 214 J = 1, M+1 
DF = DF + FLOAT(NSET(I, J)) - 1.0 
214 CONTINUE 
216 CONTINUE 
C COMPUTE BIJ 
DO 118 1 = 1 , NR 
DO 119 J = 1, M 
BIJ(J+(I-1)*M) = SQRT(FLOAT(NSET(I,J)) 
* /(FLOAT(NSET(I,J)) + FLOAT(NSET(I， M+1)))) 
119 CONTINUE 
118 CONTINUE 
MO = M 
RO = R-1 
CALL MCCD (NR, MO, ALPHA, RO, C2, BIJ, DF, GUESS, 
* EPl, EP2, CV, ERROR) 
C CV IS THE 2-SIDED CRITICAL VALUES THAT NEED TO FIT THE CRITERIA 
C CALCULATE THE 1-SIDED CRITICAL VALUES USING THE RELATIONSHIP 
C PI IS THE ONE-SIDED P-VALUE AND P2 IS THE TWO-SIDED P-VALUE 
C EXPRESS PI AS A FUNCTION OF P2 
P2 = TDF(CV,DF) 
PI = 2.0*P2 - 1.0 
D1 = TINCPl, DF) 
PV = 1.0 - PI 
C UPDATE THE CRITICAL P-VALUE 
IF (PV .LE. PVSD(M,R)) then 








C OUTPUT THE P-VALUE USED FOR SD PROCEDURE 
DO 300 M = NC, 1, -1 
WRITE(6,*) (PVSD(M,R), R = CI + 1, 1， -1) 
300 CONTINUE 
END 
c = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
subroutine allnr(n, r, j, ifault, comb) 
c 
c Algorithm AS 88 Appl. Statist. (1975) Vol.24, No. 3 
c 
c When called once, generates all possible combinations 
c from a group of N items. Each combination (represented in j as 




c n integer input: The size of the group from which 
c the combinations are selected, 
c 
c r integer input: The size of each comination. 
c 
c j integer array(r) workspace: Used by allnr to store 
c combinations. 
c 
c ifault integer output: Fault indicator, equal to: 
c 0 if 1 le R le N; 
c 1 otherwise. 
c 
integer r , j(r), ncom, comb(100,100) 
external binom 
ncom = binom(n，r) 
c 
P = 1 
ifault = 1 
if (r .It.1 .or. r .gt. n) return 
ifault = 0 
kount = 0 
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nmr = n - r 
c 
c Initialize J(l) to lower limit separately, since lower limit for 
c each index depends on lower limit for previous index 
c 
i = 1 
1 = 1 
j(l) = 1 
c 
c Initialize indices for loops i=l，...，！• to lower limits 
c 
1 if (i .eq. r) goto 3 
ipl = i + 1 
do 2 1 = ipl, r 
2 j(l) = j(l - 1) + 1 
c Update the count (kount) of combinations and process the current 
c combination. The call to Subroutine job may be replaced by 
c statements to process the current combination. 
3 kount = kount + 1 
call job(n, r, j, kount) 
do 6 q = 1, r 
comb(p,q) = j(q) 
6 continue 
p = p + 1 
c 
c Increment the first possible index (of loop i) among indices of 
c loops R, R-1,...,1 
c 
i = r 
4 if (j (i) .It. nmr + i) goto 5 
i = i - 1 
c 
c Return after all indices have achieved their upper limits 
c 
if (i .le. 0) return 
goto 4 





subroutine job (n, r, j, kount) 




SUBROUTINE MCCD (NR, NC, ALPHA, CI, C2, bij, DF, guess, 
* EPl, EP2, CV, ERROR) 
C THIS PROGRAM IS MODIFIED FROM TMCC 
C GIVEN RELATIONSHIP OF D1 AND D2, SEARCH D1 AND D2 
C LET D1 BE A FUNCTION OF D2, SEARCH D2 USING TMCC 
INTEGER NR, NC, CI, C2, ERROR 
REAL BIJ(IOOOO), ALPHA, DF, GUESS, EPl, 
* EP2, CV, GNEXT, SMALL 
EXTERNAL DPRO 
ERROR = 0 
GNEXT = 0.0 
20 XO = GUESS + 1.0 
IT = 0 
GNEXT = GNEXT + 1.0 
P2 = TDF(XO,DF) 
PI = 2.0*P2 - 1.0 
D1 = TIN(PI, DF) 
CALL DPROCNR, NC, CI, C2, BIJ, DF, Dl, XO, EP2, PRO) 
VALXO = PRO - (1.0 - ALPHA) 
XI = GUESS - 0.1 
P2 = TDF(X1,DF) 
PI = 2.0*P2 - 1.0 
Dl = TINCPl, DF) 
CALL DPROCNR, NC, CI, C2, BIJ, DF, Dl, XI, EP2, PRO) 
VALXl = PRO - (1.0 - ALPHA) 
C IF ABS(VALXl - VALXO) IS TOO SMALL, USE ANOTHER GUESS AND 
C START THE ITERATION FROM STATEMENT 20 IN ORDER TO AVOID 
C OVERFLOW OF CV 
30 SMALL = ABS(VALXl - VALXO) 
IF (SMALL .LT. l.OE-30) THEN 
44 
GUESS = GUESS + 0.1*GNEXT 
GOTO 20 
ENDIF 
CV = XI - VALXl*(Xl-XO)/(VALXl-VALXO) 
VALXO = VALXl 
XO = XI 
P2 = TDF(CV，DF) 
PI = 2.0+P2 - 1.0 
D1 = TINCPl, DF) 
CALL DPROCNR, NC, CI, C2, BIJ, DF, Dl, CV, EP2, PRO) 
VALXl = PRO - (1.0 - ALPHA) 
C write(6,*) ，cv, p2, pi, dl，， cv, p2, pi, dl 
C write(6,*) 'pro, valxl‘, pro, valxl 
XI = CV 
XABS = ABSCXl - XO) 
IF (XABS .GT. EPl) THEN 
IT = IT + 1 
IF (IT .GT. 50) THEN 
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