Fixed points and stability of neutral stochastic delay differential equations  by Luo, Jiaowan
J. Math. Anal. Appl. 334 (2007) 431–440
www.elsevier.com/locate/jmaa
Fixed points and stability of neutral stochastic delay
differential equations ✩
Jiaowan Luo
Department of Probability and Statistics, School of Mathematics and Information Science, Guangzhou University,
Guangzhou, Guangdong 510006, PR China
Received 5 November 2006
Available online 4 January 2007
Submitted by M. Peligrad
Abstract
In this paper we consider a linear scalar neutral stochastic differential equation with variable delays and
give conditions to ensure that the zero solution is asymptotically mean square stable by means of fixed
point theory. These conditions do not require the boundedness of delays, nor do they ask for a fixed sign
on the coefficient functions. An asymptotic mean square stability theorem with a necessary and sufficient
condition is proved. Some well-known results are improved and generalized.
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1. Introduction
Lyapunov functions and functionals have been successfully used to obtain boundedness,
stability and the existence of periodic solutions of (deterministic and stochastic) differential
equations, differential equations with functional delays and functional differential equations.
However, there exist a number of difficulties encountered in the study of stability by means
of Lyapunov’s direct method. Recently, Burton and his co-authors have applied fixed point the-
ory to investigate the stability, which shows that some of these difficulties vanish when applying
fixed point theory [2–18,25,26]. Lyapunov theory is now more than one hundred years old and
it has been a very fruitful area. The fixed point theory used in stability seems in its very early
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them.
Up to now, to the best of author’s knowledge, the fixed point theory is only used to deal with
the stability for deterministic differential equations, not for stochastic differential equations. In
the present paper, we make a first attempt to study the stability of neutral stochastic differential
equations to fill this gap.
Neutral delay differential equations are often used to describe the dynamical systems which
not only depend on present and past states but also involve derivatives with delays. Practical
examples of neutral delay differential systems include the distributed networks containing loss-
less transmission lines [1], population ecology [22], processes including steam or water pipes,
heat exchanges [20], and other engineering systems [20]. For neutral stochastic delay differential
equations, we refer to [21,23,24].
In this paper we address the mean square asymptotic stability for a linear scalar neutral sto-
chastic differential equation with variable delays. An asymptotic mean square stability theorem
with a necessary and sufficient condition is proved. Some well-known results are improved and
generalized.
The rest of this paper is organized as follows. In Section 2, we introduce the basic notations,
state the result about mean square asymptotic stability, and give the proof of our result. In Sec-
tion 3 some remarks and three examples are given to illustrate our theory and our method, also
to compare our result by using the fixed point theory with the known results by using Lyapunov
method.
2. Main result
Let {Ω,F,P } be a complete probability space equipped with some filtration {Ft }t0 satis-
fying the usual conditions, i.e., the filtration is right continuous and F0 contains all P -null sets.
Let {w(t), t  0} denote a standard one-dimensional Wiener process defined on {Ω,F ,P }. The
mappings a(t), b(t), c(t), e(t), q(t) ∈ C(R+,R), τ(t), δ(t) ∈ C(R+,R+) satisfy t − τ(t) → ∞,
t − δ(t) → ∞ as t → ∞.
Consider the following neutral stochastic differential equations with variable delays of the
form
d
[
x(t) − q(t)x(t − τ(t))]= [a(t)x(t) + b(t)x(t − τ(t))]dt
+ [c(t)x(t) + e(t)x(t − δ(t))]dw(t), t  0, (2.1)
with the initial condition
x0 = φ(t) ∈ C
([
m(0),0
]
,R
)
,
where x(t) ∈ R,
m(0) = max{inf(s − τ(s), s  0), inf(s − δ(s), s  0)}. (2.2)
Theorem 2.1. Let τ(t) be derivable. Assume that there exist a constant α ∈ (0,1) and a contin-
uous function h(t) : [0,∞) → R such that for t  0,
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∫ t
0 h(s) ds > −∞;
(ii)
∣∣q(t)∣∣+
t∫
t−τ(t)
∣∣a(s) + h(s)∣∣ds +
t∫
0
e−
∫ t
s h(u)du
∣∣h(s)∣∣
( s∫
s−τ(s)
∣∣a(u) + h(u)∣∣du
)
ds
+
t∫
0
e−
∫ t
s h(u)du
∣∣(a(s − τ(s))+ h(s − τ(s)))(1 − τ ′(s))+ b(s) − q(s)h(s)∣∣ds
+
( t∫
0
e−2
∫ t
s h(u)du
(∣∣c(s)∣∣+ ∣∣e(s)∣∣)2 ds
) 1
2
 α < 1.
Then the zero solution of (2.1) is mean square asymptotic stable if and only if
(iii) ∫ t0 h(s) ds → ∞ as t → ∞.
Proof. Denote by S the Banach space of all F -adapted processes ψ(t,ω) : [m(0),∞)×Ω → R,
which is almost surely continuous in t for fixed ω ∈ Ω . Moreover, ψ(t,ω) = φ(s) for s ∈
[m(0),0] and for t → ∞,
‖ψ‖[0,t] :=
{
E
(
sup
s∈[0,t]
∣∣ψ(s,ω)∣∣2)}1/2 → 0.
Define an operator π :S → S by (πx)(t) = φ(t) for t ∈ [m(0),0] and for t  0,
(πx)(t) =
(
φ(0) − q(0)φ(−τ(0))−
0∫
−τ(0)
(
a(s) + h(s))φ(s) ds
)
e−
∫ t
0 h(u)du
+
[
q(t)x
(
t − τ(t))+
t∫
t−τ(t)
[
a(s) + h(s)]x(s) ds
]
+
t∫
0
e−
∫ t
s h(u)du
[(
a
(
s − τ(s))+ h(s − τ(s)))(1 − τ ′(s))+ b(s) − q(s)h(s)]
× x(s − τ(s))ds
−
t∫
0
e−
∫ t
s h(u)duh(s)
( s∫
s−τ(s)
(
a(u) + h(u))x(u)du
)
ds
+
t∫
0
e−
∫ t
s h(u)du
[
c(s)x(s) + e(s)x(s − δ(s))]dw(s)
:=
5∑
Ii(t). (2.3)
i=1
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sufficiently small, then
E
∣∣(πx)(t1 + r) − (πx)(t1)∣∣2  5 5∑
i=1
E
∣∣Ii(t1 + r) − Ii(t1)∣∣2.
It is easy to know that
E
∣∣Ii(t1 + r) − Ii(t1)∣∣2 → 0, i = 1,2,3,4, (2.4)
as r → 0. Further, by using Burkhölder–Davis–Gundy inequality, we get
E
∣∣I5(t1 + r) − I5(t1)∣∣2
 2E
∣∣∣∣∣
t1∫
0
(
e
− ∫ t1+rt1 − 1)e− ∫ t10 h(u)du[c(s)x(s) + e(s)x(s − δ(s))]dw(s)
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
t1+r∫
t1
e−
∫ t1+r
s h(u)du
[
c(s)x(s) + e(s)x(s − δ(s))]dw(s)
∣∣∣∣∣
2
 2E
t1∫
0
(
e
− ∫ t1+rt1 − 1)2e−2∫ t10 h(u)du[c(s)x(s) + e(s)x(s − δ(s))]2 ds
+ 2E
t1+r∫
t1
e−2
∫ t1+r
s h(u)du
[
c(s)x(s) + e(s)x(s − δ(s))]2 ds → 0 (2.5)
as r → 0. Thus, π is indeed mean square continuous on [0,∞).
Next, we show that π(S) ⊂ S. As t → ∞, t − δ(t) → ∞ and ‖x(t)‖[0,t] → 0, then for any

 > 0, there exists T1 > 0 such that s  T1 implies E|x(s)|2 < 
 and E|x(s − δ(s))|2 < 
. Hence
E sup
s∈[0,t]
∣∣I5(s)∣∣2 E
t∫
0
e−2
∫ t
s h(u)du
[
c(s)x(s) + e(s)x(s − δ(s))]2 ds
= E
T1∫
0
e−2
∫ t
s h(u)du
[
c(s)x(s) + e(s)x(s − δ(s))]2 ds
+
t∫
T1
e−2
∫ t
s h(u)du
[
c(s)x(s) + e(s)x(s − δ(s))]2 ds
E
(
sup
sm(0)
∣∣x(s)∣∣2)
T1∫
0
e−2
∫ t
s h(u)du
(∣∣c(s)∣∣+ ∣∣e(s)∣∣)2 ds
+ 

t∫
e−2
∫ t
s h(u)du
(∣∣c(s)∣∣+ ∣∣e(s)∣∣)2 ds. (2.6)
T1
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E
(
sup
sm(0)
∣∣x(s)∣∣2)
T1∫
0
e−2
∫ t
s h(u)du
[
c2(s) + e2(s)]ds < 
.
By the condition (ii) we have E(sups∈[0,t] |I5(s)|2)<
+α
 <2
. Thus E(sups∈[0,t] |I5(s)|2)→0
as t → ∞.
Similarly, we may prove that E(sups∈[0,t] |Ii(s)|2) → 0, i = 1,2,3,4, as t → ∞. We con-
clude that π(S) ⊂ S.
Thirdly, we will show that π is contractive. From the condition (ii) we can find some constant
L> 0 such that
(1 + 1/L)
{∣∣q(t)∣∣+
t∫
t−τ(t)
∣∣a(s) + h(s)∣∣ds
+
t∫
0
e−
∫ t
s h(u)du
∣∣h(s)∣∣
( s∫
s−τ(s)
∣∣a(u) + h(u)∣∣du
)
ds
+
t∫
0
e−
∫ t
s h(u)du
∣∣(a(s − τ(s))+ h(s − τ(s)))(1 − τ ′(s))+ b(s) − q(s)h(s)∣∣ds
}2
+ (1 +L)
{ t∫
0
e−2
∫ t
s h(u)du
(∣∣c(s)∣∣+ ∣∣e(s)∣∣)2 ds
}
 α2 < 1. (2.7)
For x, y ∈ S, we have
E sup
s∈[0,t]
∣∣(πx)(s) − (πy)(s)∣∣2
= E sup
s∈[0,t]
∣∣∣∣∣q(s)(x(s − τ(s))− y(s − τ(s)))+
s∫
s−τ(s)
[
a(v)+ h(v)][x(v) − y(v)]dv
+
s∫
0
e−
∫ s
v h(u)du
[(
a
(
v − τ(v))+ h(v − τ(v)))(1 − τ ′(v))+ b(v) − q(v)h(v)]
× [x(v − τ(v))− x(v − τ(v))]dv
−
s∫
0
e−
∫ s
v h(u)duh(v)
( v∫
v−τ(v)
(
a(u) + h(u))(x(u) − y(u))du
)
dv
+
s∫
e−
∫ s
v h(u)du
[
c(v)
(
x(v) − y(v))+ e(v)(x(v − δ(v))− x(v − δ(v)))]dw(v)
∣∣∣∣∣
20
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s∈[0,t]
∣∣x(s) − y(s)∣∣2 sup
s∈[0,t]
{
(1 + 1/L)
(∣∣q(s)∣∣+
s∫
s−τ(s)
∣∣a(v) + h(v)∣∣dv
+
s∫
0
e−
∫ s
v h(u)du
[∣∣(a(v − τ(v))+ h(v − τ(v)))(1 − τ ′(v))+ b(v) − q(v)h(v)∣∣
+ ∣∣h(v)∣∣
v∫
v−τ(v)
∣∣a(u) + h(u)∣∣du
]
dv
)2
+ (1 +L)
( s∫
0
e−2
∫ s
v h(u)du
(∣∣c(v)∣∣+ ∣∣e(v)∣∣)2 dv
)}
. (2.8)
Thus by (2.7) we know that π is a contraction mapping.
Hence by the contraction mapping principle, π has a unique fixed point x(t) in S, which is a
solution of (2.1) with x(s) = φ(s) on [m(0),0] and E‖x(t)‖2 → 0 as t → ∞.
To obtain the mean square asymptotic stability, we need to show that the zero solution of (2.1)
is mean square stable. Let ε > 0 be given and choose δ > 0 (δ < ε) satisfying
(1 +L)δ
(
1 +
0∫
−τ(0)
∣∣a(s) + h(s)∣∣ds
)2
e−2
∫ t∗
0 h(u)du + αε < ε,
where L is defined in (2.7). If x(t) = x(t,0, φ) is a solution of (2.1) with ‖φ‖2 < δ, then x(t) =
(πx)(t) defined in (2.3). We claim that E|x(t)|2 < ε for all t  0. Notice that E|x(t)|2 < ε on
t ∈ [m(0),0]. If there exists t∗ > 0 such that E|x(t∗)|2 = ε and E|x(s)|2 < ε for m(0) s < t∗,
then it follows from (2.3) and (2.7) that
E
∣∣x(t∗)∣∣2
 (1 + L)‖φ‖2
(
1 +
0∫
−τ(0)
∣∣a(s) + h(s)∣∣ds
)2
e−2
∫ t∗
0 h(u)du
+ ε
(
1 + 1
L
){∣∣q(t∗)∣∣∣∣x(t∗ − τ(t∗))∣∣+
t∗∫
t∗−τ(t∗)
∣∣a(s) + h(s)∣∣ds
+
t∗∫
0
e−
∫ t∗
s h(u)du
∣∣(a(s − τ(s))+ h(s − τ(s)))(1 − τ ′(s))+ b(s) − q(s)h(s)∣∣ds
+
t∗∫
0
e−
∫ t∗
s h(u)duh(s)
( s∫
s−τ(s)
∣∣a(u) + h(u)∣∣du
)
ds
}2
+ ε
t∗∫
e−
∫ t∗
s h(u)du
∣∣c(s) + e(s)∣∣ds
0
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(
1 +
0∫
−τ(0)
∣∣a(s) + h(s)∣∣ds
)2
e−2
∫ t∗
0 h(u)du + αε < ε, (2.9)
which contradicts the definition of t∗. This shows that the zero solution of (2.1) is mean square
asymptotic stable if condition (iii) holds.
Conversely, suppose the condition (iii) fails. Then by the condition (i) there exists a sequence
{tn}, tn → ∞ as n → ∞ such that limn→∞
∫ tn
0 h(s) ds =  for some  ∈ R. We may also choose
a positive constant J satisfying
−J 
tn∫
0
h(s) ds  J
for all n 1. To simplify expression, we define
F(s) := ∣∣h(s)∣∣
( s∫
s−τ(s)
∣∣a(u) + h(u)∣∣du
)
+ ∣∣(a(s − τ(s))+ h(s − τ(s)))(1 − τ ′(s))+ b(s) − q(s)h(s)∣∣
for all s  0. By the condition (ii), we have
tn∫
0
e−
∫ tn
s h(u)duF (s) ds  α.
This yields
tn∫
0
e
∫ s
0 h(u)duF (s) ds  αe
∫ tn
0 h(u)du  eJ .
The sequence {∫ tn0 e∫ s0 h(u)duF (s) ds} is bounded, so there exists a convergent subsequence. For
brevity in notation, we may assume
lim
n→∞
tn∫
0
e
∫ s
0 h(u)duF (s) ds = λ
for some λ ∈ R+ and choose a positive integer k so large that
lim
n→∞
tn∫
tk
e
∫ s
0 h(u)duF (s) ds  δ0
8K
for all n k, where K = supt0 e−
∫ t
0 h(u)du, δ0 > 0 satisfies 8δ0KeJ + α < 1.
We now consider the solution x(t) = x(t, tk, φ), of ( 2.1) with |φ(tk)|2 = δ0 and |φ(s)|2 < δ0
for s  tk . An argument similar to that in (2.9) shows E|x(t)|2 < 1 for t  tk . We may choose φ
so that
G(tk) :=
(
φ(tk) − q(tk)φ
(
tk − τ(tk)
)−
tk∫ (
a(s) + h(s))φ(s) ds
)
 1
2
δ0.tk−τ(tk)
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E
∣∣∣∣∣x(tn) − q(tn)x(tn − τ(tn))−
tn∫
tn−τ(tn)
[
a(s) + h(s)]x(s) ds
∣∣∣∣∣
2
G(tk)e−
∫ tn
tk
h(u)du
{
G(tk)e
− ∫ tntk h(u)du − 2
tn∫
tk
e−
∫ tn
s h(u)duF (s) ds
}
 1
2
δ0e
− ∫ tntk h(u)du
{
1
2
δ0e
− ∫ tntk h(u)du − 2
tn∫
tk
e−
∫ tn
s h(u)duF (s) ds
}
= 1
2
δ0e
− ∫ tntk h(u)du
{
1
2
δ0e
− ∫ tntk h(u)du − 2e− ∫ tn0 h(u)du
tn∫
tk
e
∫ s
0 h(u)duF (s) ds
}
= 1
2
δ0e
−2∫ tntk h(u)du
{
1
2
δ0 − 2e−
∫ tk
0 h(u)du
tn∫
tk
e
∫ s
0 h(u)duF (s) ds
}
 1
2
δ0e
−2∫ tntk h(u)du
{
1
2
δ0 − 2K
tn∫
tk
e
∫ s
0 h(u)duF (s) ds
}
 1
8
δ0e
−2∫ tntk h(u)du
 1
8
δ0e
−2J > 0. (2.10)
On the other hand, if the zero solution of (2.1) is mean square asymptotic stable, then E|x(t)|2 =
E|x(t, tk, φ)|2 → 0 as t → 0. Since tn − τ(tn) → ∞ as n → ∞ and the condition (ii) holds, we
have
E
∣∣∣∣∣x(tn) − q(tn)x(tn − τ(tn))−
tn∫
tn−τ(tn)
[
a(s) + h(s)]x(s) ds
∣∣∣∣∣
2
→ 0 as n → ∞,
which contradicts (2.10). Hence the condition (iii) is necessary for the mean square asymptotic
stability of the zero solution of (2.1). The proof is complete. 
3. Remarks and examples
Remark 3.1. It follows from the first part of the proof of Theorem 2.1 that the zero solution
of (2.1) is mean square stable under conditions (i) and (ii). Moreover, Theorem 2.1 still holds if
the condition (ii) is satisfied for t  t0 for some t0 ∈ R+.
Remark 3.2. In Lyapunov theory one must find a Lyapunov function; in fixed point theory one
must find an appropriate fixed point theorem. This is a balance. In addition, we are the first to
introduce a new function in the study of stability by using fixed point theory, which makes the
stability conditions be more feasible.
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result we offer asks conditions of an averaging nature.
Remark 3.4. The result in the present paper can be extended to nonlinear neutral stochastic
functional differential equations on Rn.
Example 3.1. Consider the following linear neutral stochastic delay differential equation
d
[
x(t) − c1x
(
t − t
2
)]
= −2x(t) dt + [c2x(t) + c3x(t − δ(t))]dw(t), (3.1)
where δ(t) 0, t−δ(t) → ∞ as t → ∞. c1, c2, c3 are constants satisfying 4|c1|+|c2|+|c3| < 2.
If we choose h(t) ≡ 2 in Theorem 2.1, then by Theorem 2.1, the zero solution of (3.1) is mean
square asymptotic stable.
The following two examples show that the fixed point result is better than that of Lyapunov
method in some cases.
Example 3.2. Consider the following linear stochastic delay differential equation
dy(t) = [ay(t) + by(t − τ(t))]dt + cy(t − δ(t))dw(t), t  0, (3.2)
where τ(t)  0, δ(t)  0, t − τ(t) → ∞ and t − δ(t) → ∞ as t → ∞. a, b, c are constants.
If we choose h(t) ≡ −a > 0 in Theorem 2.1, then by Theorem 2.1, the zero solution of (3.2) is
mean square asymptotic stable provided that τ(t) is derivable and
a + |b| +
(−ac2
2
) 1
2
< 0. (3.3)
However, for the mean square asymptotic stability of the zero solution of (3.2), the corre-
sponding conditions used by the fixed point theory in [19] are
dτ(t)
dt
< 0,
dδ(t)
dt
< 0, a + |b| + 1
2
c2 < 0. (3.4)
Example 3.3. Consider the following linear stochastic delay differential equation
dy(t) = −a(t)y(t) dt + by(t − r) dw(t), t  0, (3.5)
where r  0 and a(t) is continuous for all t  0. If we choose h(t) = a(t) > 0 in Theorem 2.1,
then by Theorem 2.1, the zero solution of (3.5) is mean square asymptotic stable provided that∫∞
0 a(s) ds = ∞ and
sup
t0
(
b2
t∫
0
e−2
∫ t
s a(u) du ds
)
< 1. (3.6)
However, for the mean square asymptotic stability of the zero solution of (3.5), the corre-
sponding conditions by the fixed point theory in [19] are
2a(t) > b2, t  0. (3.7)
440 J. Luo / J. Math. Anal. Appl. 334 (2007) 431–440References
[1] R.K. Brayton, Bifurcation of periodic solutions in a nonlinear difference-differential equation of neutral type, Quart.
Appl. Math. 24 (1966) 215–224.
[2] T.A. Burton, Lyapunov functionals, fixed points, and stability by Krasnoselskii’s theorem, Nonlinear Stud. 9 (2001)
181–190.
[3] T.A. Burton, Perron-type stability theorems for neutral equations, Nonlinear Anal. 55 (2003) 285–297.
[4] T.A. Burton, Stability by fixed point theory or Lyapunov theory: A comparison, Fixed Point Theory 4 (2003) 15–32.
[5] T.A. Burton, Fixed points and stability of a nonconvolution equation, Proc. Amer. Math. Soc. 132 (2004) 3679–
3687.
[6] T.A. Burton, Stability and fixed points: Addition of terms, Dynam. Systems Appl. 13 (2004) 459–478.
[7] T.A. Burton, Stability by fixed point methods for highly nonlinear delay equations, Fixed Point Theory 5 (2004)
3–20.
[8] T.A. Burton, Fixed points, stability, and exact linearization, Nonlinear Anal. 61 (2005) 857–870.
[9] T.A. Burton, Fixed points, stability, and harmless perturbations, Fixed Point Theory Appl. 1 (2005) 35–46.
[10] T.A. Burton, Fixed points, Volterra equations, and Becker’s resolvent, Acta Math. Hungar. 108 (2005) 261–281.
[11] T.A. Burton, Tetsuo Furumochi, A note on stability by Schauder’s theorem, Funkcial. Ekvac. 44 (2001) 73–82.
[12] T.A. Burton, Tetsuo Furumochi, Fixed points and problems in stability theory, Dynam. Systems Appl. 10 (2001)
89–116.
[13] T.A. Burton, Tetsuo Furumochi, Asymptotic behavior of solutions of functional differential equations by fixed point
theorems, Dynam. Systems Appl. 11 (2002) 499–521.
[14] T.A. Burton, Tetsuo Furumochi, Krasnoselskii’s fixed point theorem and stability, Nonlinear Anal. 49 (2002) 445–
454.
[15] T.A. Burton, Tetsuo Furumochi, Asymptotic behavior of nonlinear functional differential equations by Schauder’s
theorem, Nonlinear Stud. 12 (2005) 73–84.
[16] T.A. Burton, B. Zhang, Fixed points and stability of an integral equation: Nonuniqueness, Appl. Math. Lett. 17
(2004) 839–846.
[17] Tetsuo Furumochi, Asymptotic behavior of solutions of some functional differential equations by Schauder’s theo-
rem, Electron. J. Qual. Theory Differ. Equ. 10 (2004) 1–11.
[18] Tetsuo Furumochi, Stabilities in FDEs by Schauder’s theorem, Nonlinear Anal. 63 (2005) e217–e224.
[19] V.B. Kolmanovskii, L.E. Shaikhet, Matrix Riccati equations and stability of stochastic linear systems with non-
increasing delay, Funct. Differ. Equ. 4 (1997) 279–293.
[20] V.B. Kolmanovskii, A.D. Myshkis, Applied Theory of Functional Differential Equations, Kluwer Academic, Dor-
drecht, 1992.
[21] V.B. Kolmanovskii, V.R. Nosov, Stability of Functional Differential Equations, Academic Press, London, 1986.
[22] Y. Kuang, Delay Differential Equations with Applications in Population Dynamics, Academic Press, San Diego,
1993.
[23] K. Liu, X. Xia, On the exponential stability in mean square of neutral stochastic functional differential equations,
Systems Control Lett. 37 (1999) 207–215.
[24] X.R. Mao, Stochastic Differential Equations and Applications, Horwood Publ., Chichester, 1997.
[25] Y.N. Raffoul, Stability in neutral nonlinear differential equations with functional delays using fixed-point theory,
Math. Comput. Modelling 40 (2004) 691–700.
[26] B. Zhang, Fixed points and stability in differential equations with variable delays, Nonlinear Anal. 63 (2005) e233–
e242.
