INTRODUCTION
Many automatic target recognition (ATR) algorithms are intimately tied to the particular sensor they are designed for, and are not readily adapted to other kinds of sensors. Grenander's pattern theory 1-3 seeks a conceptual separation between the underlying representation of a scene, the sensors used to observe that scene, and the algorithm used to perform inference using the underlying representation and the sensor model. In this paradigm, a hypothesized scene, simulated from the characteristics of the hypothesized scene elements, is compared to the collected data by a likelihood function based on sensor statistics. The likelihood is combined with prior knowledge to form a Bayesian posterior distribution. One can explore different algorithms which exploit the same underlying representation and sensor model to determine which algorithm is the most efficient. Similarly, by employing a common representation, a particular algorithm designed for one sensor may be readily modified to employ another sensor (either instead of or in addition to the original sensor) by just inserting the new sensor model.
In Ref. 4 , we presented an algorithm for pattern-theoretic inference of forward-looking IR (FLIR) scenes. The logical and computational engine of the algorithm is built around a jump-diffusion process which provides the dynamic flexibility to accommodate scenes of differing complexity. [5] [6] [7] An ATR algorithm must have continuous and discrete aspects, since discovering the number of objects in a scene and recognizing their types is fundamentally different than deducing their orientations and positions. The "jump" and "diffusion" components respectively handle the discrete and continuous aspects of this search. The implemented jump-diffusion process may be thought of as a Markov chain Monte Carlo 8 algorithm which samples the posterior distribution.
To illustrate the generality of this framework, this communication presents results using a modification of the FLIR jump-diffusion algorithm in which a laser radar (LADAR) sensor model is substituted in place of the FLIR model. Figure 1 illustrates a top-down representation of a particular configuration of ground-based targets. We assume the targets lie on a flat plane, so that each target can be represented by a two-dimensional position, a single-axis rotation, and a label indicating target type. The parameter space for an Ntarget scene can be written as
PROBLEM FORMULATION

Representation of the Underlying Scene
where A is a set of target types, for instance, A = {M2, M60, T62}. Since the number of targets present in the scene is not known in advance, the complete parameter space X = ∪ ∞ N =0 X N is a union of the various N-target subspaces.
Likelihood Model for LADAR Range Data
This section describes a model for LADAR range data. Intensity and Doppler information, if available, can be incorporated similarly. The application of this model to pattern-theoretic ATR was first suggested in Refs. 9 and 10. Several performance-analysis studies for a single-object scenario, where the position of the object is assumed known, have been conducted by Kostakis and co-workers.
11,12 Our notation is chosen to be analogous with the notation in Sec. 3.1 of Ref. 4 .
The LADAR will observe the scene through the effects of obscuration and perspective projection, in which a point (x, y, z) in 3-D space is projected onto the 2-D detector according to (x, y, z) → (x/z, y/z), as shown in Fig. 2 . This creates the vanishing point effect in which objects which are further away from the sensor appear closer to the center of the detector. Objects will appear skewed in different ways depending on where they appear in the image plane.
Let λ(y) be the true distance from the sensor to the scene at pixel y. We will employ the model for laser radar range data formulated by Shapiro and colleagues, [13] [14] [15] with a few changes to suit our purposes. In particular, we will explicitly incorporate the ambiguity inherent in LADAR range measurements, so the measurements are more accurately characterized as taking values on the torus rather than the real line. Although a wrapped Gaussian or Von Mises density would be more appropriate for toroidal data, we will employ Shapiro's original Gaussian density as a reasonable approximation. The loglikelihood of collecting range data D given the true range image λ is for R min < D, λ < R max , where ∆R = R max − R min is the extent of the entire range uncertainty interval and δ(y) and Pr A (y) are the local range accuracy and probability of anomalous measurement for pixel y given by δ(y) = R res / CNR(y) and P r A (y) = [ln(N) − 1/N + 0.577] /CNR(y), where N = ∆R/R res , R res is the range resolution, and CNR is the carrier-to-noise ratio taken to be
where α is the atmospheric extinction coefficient and Ξ is a constant derived from the properties of the laser radar.
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Notice that the probability of anomaly P r A (y) and the local range accuracy δ(y) increase with hypothesized distance λ(y). Fig. 4 . The parameters have been chosen to illustrate overall effects and are not intended to be correspond to any particular real LADAR system or tactical scenario.
Given an estimated configuration x and a collected image D, we can write the loglikelihood parameterized by the hypothesized underlying scene as
where render(x) represents the operation of rendering, via perspective projection and obscuration, the range to elements of the scene. Note that sensor fusion is naturally achieved in this framework by adding the loglikelihoods for different sensors. Similarly, if several images are collected over time, one can add the loglikelihoods for the different frames. The render(x) function will be different for each frame due to the motion of the sensor platform.
Here, we assume a uniform prior on target types, positions, and orientations, so the posterior is proportional to the likelihood.
Implementation using Z-Buffer Algorithms
Many computer graphics engines, including Silicon Graphics hardware, account for obscuration with a z-buffer algorithm. As object pixels are rendered, their distance is stored in a pixel-registered zbuffer. New pixels are only written to the rendered image if their distance is less than what is currently stored in the z-buffer. After the scene is fully rendered, the final contents of the z-buffer provide ranges as a by-product of the rendering algorithm. This facilitates the rapid simulation of LADAR scenes. 
EXAMPLE
We have modified our Silicon Graphics implementation of the jump-diffusion algorithm for FLIR 4 to employ LADAR data instead. To create our LADAR ATR algorithm, we simply substituted the LADAR loglikelihood calculation in place of the FLIR loglikelihood calculation. The majority of the jump-diffusion code remained unchanged.
We refer the reader to Ref. 4 for extensive details of the original FLIR ATR algorithm. Here we merely present a block diagram (Fig. 5) to provide an intuitive feel for how it operates. The algorithm produces a series of estimates x(i). Here, the time i refers to "algorithmic time" or "process time" which should not be confused with the real time over which the data is gathered. We initialize the algorithm by setting x(0) to be an empty configuration. At each iteration, a number of alternative hypotheses, denoted x 1 , x 2 , . . . x M , are generated from the current hypothesis x(i) according to a chosen "move type." The loglikelihood of each alternative hypothesis is computed.
The most common move type is a diffusion; in this case, the alternative hypotheses represent small perturbations in continuous parameters. These are used to compute numerical derivatives of the loglikelihood. A new estimate x(i + 1) is computed by following the gradient of the loglikelihood along the continuous parameters. A small random noise term is added to the result of the gradient update.
At exponentially distributed times, a jump move is performed instead. One of three species of jump moves is selected: a birth, a death, or a "metamorph." For a birth move, the alternative hypotheses represent the addition of a single new target, with the remaining targets left unchanged. This allows the algorithm to discover new targets. For a death move, the alternative hypotheses each have a single target removed. This permits the algorithm to remove unlikely hypothesized targets. A metamorph move consists of trying different target types (M2, T62, M60, etc.) for a particular target (including large-scale changes in orientation), allowing the algorithm to "change its mind" about the type of a target. For each kind of jump move, one of the alternatives is chosen (or the original hypothesis x(i) is kept) probabilistically based on the loglikelihood. Hypotheses with greater loglikelihood have a greater chance of being chosen. Between jumps, the diffusions refine estimates of position and orientation.
Interesting snapshots of a sample path analyzing the data in Fig. 4 are shown in Fig. 6 . The current hypothesis is shown as a white outline. The algorithm first finds the M2 on the right. Since it is closer to the detector, it takes up more pixels, and the algorithm chooses it since it can "explain" a large portion of the data. In the third iteration, a birth move discovers the M2 on the left, although it gets the orientation wrong. By iteration 11, the diffusions have pulled the M2 on the right to the correct position. In iteration 12, a "metamorph" move makes a large-scale orientation change to correct the orientation of the M2 on the left. In iteration 24, a birth move finds the M2; also note that the diffusions have refined the position of the leftmost M2. Iteration 32 shows the algorithm birthing an M2 (facing the wrong direction) over the T62. The algorithm changes its mind and switches this incorrect M2 to a T62 (now facing the correct direction) via a metamorph move in iteration 38. By iteration 130, the diffusions have refined the pose of the T62. Notice that, in this preliminary experiment, the algorithm incorrectly estimates the orientation of the M2. 
