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Wediscuss a Krylov–Schur-like restarting technique appliedwithin
the symplectic Lanczos algorithm for the Hamiltonian eigenvalue
problem. This allows us to easily implement a purging and lock-
ing strategy in order to improve the convergence properties of the
symplectic Lanczos algorithm. The Krylov–Schur-like restarting is
based on the SR algorithm. Some ingredients of the latter need
to be adapted to the structure of the symplectic Lanczos recur-
sion. We demonstrate the efﬁciency of the new method for several
Hamiltonian eigenproblems.
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1. Introduction
Hamiltonian matrices H ∈ R2n×2n have the explicit block structure
H =
[
A G
Q −AT
]
, G = GT , Q = QT , (1)
where A, G, Q are real n × n matrices. Hamiltonian matrices and eigenproblems arise in a variety of
applications. They are ubiquitous in control theory, where they play an important role in various
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control design procedures (linear-quadratic optimal control, Kalman ﬁltering, H2- and H∞-control,
etc., see, e.g., [4,38,44,45,58] and most textbooks on control theory), system analysis problems like
stability radius, pseudo-spectra, and H∞-norm computations [14,18,19], and model reduction [2,8,
31,49,57]. Another source of eigenproblems exhibiting Hamiltonian structure is the linearization of
certainquadraticeigenvalueproblems [9,39,42,53]. Furtherapplicationscanbe found incomputational
physics andchemistry, e.g., symplectic integrators formoleculardynamics [21,36],methods for random
phase approximation (RPA) [37,43,54] and many more.
Many of the abovementioned applications involve large and sparse Hamiltonian matrices and
mostly, a few extremal or interior eigenvalues are required. An appropriate tool to solve these
kind of problems is the (shift-and-invert) symplectic Lanczos method [6,24]. It projects the large,
sparse 2n × 2n Hamiltonian matrix H onto a small 2k × 2k Hamiltonian J-Hessenberg matrix H˜, k 
n. Hamiltonian J-Hessenberg (also called Hamiltonian J-triangular) matrices can be depicted
as
That is, due to the Hamiltonian structure, it can be represented by 4k − 1 parameters instead of the
usual k2 matrix entries. As observed in [16], the SR algorithm preserves the Hamiltonian J-Hessenberg
form and can be implemented working only with the 4k − 1 parameters [23].
An ubiquitous matrix when dealing with Hamiltonian eigenvalue problems is the skew-symmetric
matrix
J = Jn =
[
0 In−In 0
]
, (2)
where In denotes the n × n identity matrix. By straightforward algebraic manipulation one can show
that a Hamiltonian matrix H is equivalently deﬁned by the property
HJ = (HJ)T . (3)
In other words, Hamiltonian matrices are skew-adjoint with respect to the bilinear form induced by J,
i.e., 〈x, y〉J :=yT Jx for x, y ∈ R2n. Any matrix S ∈ R2n×2n satisfying
ST JS = SJST = J (4)
is called symplectic, i.e., symplectic matrices are orthogonal with respect to 〈. , .〉J and are therefore
also called J-orthogonal. Symplectic similarity transformations preserve the Hamiltonian structure:
(S−1HS)J = S−1HJS−T = S−1JTHTS−T = [(S−1HS)J]T .
One of the most remarkable properties of a Hamiltonian matrix is that its eigenvalues always occur in
pairs {λ,−λ} if λ is real or purely imaginary, or in quadruples {λ,−λ, λ¯,−λ¯} otherwise. Hence, the
spectrumof anyHamiltonianmatrix is symmetricwith respect to both the real and imaginary axis.We
call this property Hamiltonian symmetry. Numerical methods that take this structure into account are
capable of preserving the eigenvalue pairings despite the presence of roundoff errors and thus return
physically meaningful results. Moreover, employing the structure usually leads to more efﬁcient and
sometimes more accurate algorithms.
In [6], the ideas of implicitly restarted Lanczos methods [20,29,46] together with ideas to reﬂect
the Hamiltonian structure are used to derive the implicitly restarted symplectic Lanczos algorithm
for Hamiltonian eigenproblems. There are several variants of symplectic Lanczos processes for Hamil-
tonian matrices available which create a Hamiltonian J-Hessenberg matrix [6,24,55], as well as other
attempts tocreate structure-preservingmethodsusingasymplectic Lanczosmethod([40]whichworks
with the squared Hamiltonian matrix and suffers from stability problems as well as from breakdown
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or a symplectic look-ahead Lanczos algorithm [27]which overcomes breakdown by giving up the strict
Hamiltonian J-Hessenberg form).
A different approach for solving large scale Hamiltonian eigenproblemsmakes use of the following
observation: for any Hamiltonian matrix H the matrices H2, (H − σ I)−1(H + σ I)−1 with σ ∈ R, ıR
and (H − σ I)−1(H + σ I)−1(H − σ I)−1(H + σ¯ I)−1 with σ ∈ C are skew-Hamiltonianmatrices. The
standard (implicitly restarted) Arnoldi method [46] automatically preserves this structure. This led
to the development of the SHIRA method [3,39] as a structure-preserving (shift-and-invert) Arnoldi
method for Hamiltonian matrices.
Herewe consider the structure-preserving Lanczosmethodwhich generates a sequence ofmatrices
S2n,2k = [v1, v2, . . . , vk, w1, w2, . . . , wk] ∈ R2n×2k
satisfying the symplectic Lanczos recursion
HS2n,2k = S2n,2kH˜2k,2k + ζk+1vk+1eT2k, (5)
where H˜2k,2k is a 2k × 2kHamiltonian J-Hessenbergmatrix and the columns of S2n,2k are J-orthogonal.
In the following, we call (5) a symplectic Lanczos decomposition. An implicit Lanczos restart computes
the Lanczos decomposition
HS˘2n,2k = S˘2n,2kH˘2k,2k + r˘k+1eT2k (6)
which corresponds to the starting vector
s˘1 = p(H)s1
(where p(H) ∈ R2n×2n is a polynomial) without having to explicitly restart the Lanczos process with
the vector s˘1. This process is iterated until the residual vector rk+1 is tiny. J-orthogonality of the
k Lanczos vectors is secured by re-J-orthogonalizing these vectors when necessary. This idea was
investigated in [7]. As the iteration progresses, some of the Ritz values may converge to eigenvalues of
H long before the entire set of wanted eigenvalues have. These converged Ritz values may be part of
the wanted or unwanted portion of the spectrum. In either case it is desirable to deﬂate the converged
Ritz values and corresponding Ritz vectors from the unconverged portion of the factorization. If the
converged Ritz value is wanted then it is necessary to keep it in the subsequent factorizations; if it
is unwanted then it must be removed from the current and the subsequent factorizations. Locking
and purging techniques to accomplish this in the context of implicitly restarted Arnoldi/Lanczos
methods were ﬁrst introduced by Sorensen [46,34,47,48]. These techniques are fairly involved and
do not easily carry over to the symplectic Lanczos method. Most of the complications in the purg-
ing and deﬂating algorithms come from the need to preserve the structure of the decomposition,
in particular, to preserve the J-Hessenberg form and the zero structure of the vector eT2k . In [50],
Stewart shows how to relax the deﬁnition of an Arnoldi decomposition such that the purging/locking
and deﬂation problems can be solved in a natural and efﬁcient way. Since the method is centered
about the Schur decomposition of the Hessenberg matrix, the method is called the Krylov–Schur
method.
In this paper we will discuss how to adapt the Krylov–Schur restarting to the symplectic Lanc-
zos method for Hamiltonian matrices. First, the symplectic Lanczos method and the Hamiltonian SR
method are brieﬂy reviewed in Sections 2 and 3. Next the Krylov–Schur-like restarted symplectic
Lanczos method is developed in Section 4 while locking and purging techniques are considered in
Section 5. Before numerical experiments are reported in Section 8, stopping criteria and shift-and-
invert techniques are brieﬂy discussed in Sections 6 and 7. At the end, some conclusions are given in
Section 9.
Throughout this paper, ‖ . ‖will denote the Euclidian norm of a vector and the corresponding spec-
tral norm for matrices. Im stands for the identity matrix of sizem × mwith columns ek (k = 1, . . .m),
H will in general denote Hamiltonian matrices and S matrices with J-orthogonal columns. When
appropriate, we use MATLAB® notation for certain matrix structures, i.e., diag( • ), tridiag( •, •, • ),
and blkdiag( •, . . . , • ) denote diagonal, tridiagonal, and block-diagonal matrices, where • stands for
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a vector of appropriate length deﬁning the entries of the (sup-, super-, block-)diagonals of these
matrices.
2. The symplectic Lanczos method
The usual nonsymmetric Lanczos algorithm generates two sequences of vectors, see, e.g., [28]. Due
to the Hamiltonian structure of H it is easily seen that one of the two sequences can be eliminated
here and thus work and storage can essentially be halved. (This property is valid for a broader class of
matrices, see [26].)
The structure-preserving symplectic Lanczos method [6,24] generates a sequence of matrices that
satisfy the Lanczos recursion
HS2n,2k = S2n,2kH˜2k,2k + ζk+1vk+1eT2k. (7)
Here, H˜2k,2k is a Hamiltonian J-Hessenberg matrix
H˜2k,2k =
⎡⎣diag ([δj]kj=1) tridiag ([ζj]kj=2, [βj]kj=1, [ζj]kj=2)
diag
(
[νj]kj=1
)
diag
(
[−δj]kj=1
) ⎤⎦ . (8)
The space spanned by the columns of S2n,2k is symplectic since
S2n,2k
T
JnS2n,2k = Jk
where Jj is a 2j × 2j matrix of the form (2). The vector rk+1 :=ζk+1vk+1 is the residual vector and
is J-orthogonal to the columns of S2n,2k , the Lanczos vectors. The matrix H˜2k,2k is the J-orthogonal
projection of H onto the range of S2n,2k ,
H˜2k,2k = (Jk)T (S2n,2k)T JnHS2n,2k.
Eq. (7) deﬁnes a length 2k Lanczos factorization of H. If the residual vector rk+1 is the zero vec-
tor, then Eq. (7) is called a truncated Lanczos factorization when k < n. Note that rn+1 must vanish
since (S2n,2n)T Jrn+1 = 0 and the columns of S2n,2n form a J-orthogonal basis for R2n. In this case the
symplectic Lanczos method computes a reduction to permuted J-Hessenberg form.
A symplectic Lanczos factorization exists for almost all starting vectors Se1 = v1. Moreover,
the symplectic Lanczos factorization is, up to multiplication by a trivial matrix, speciﬁed by the
starting vector v1, see, e.g., [6,22]. Hence, as this reduction is strongly dependent on the ﬁrst col-
umn of the transformation matrix that carries out the reduction, we must expect breakdown or
near-breakdown in the Lanczos process. Assume that no such breakdowns occur, and let S2n,2n =
[v1, v2, . . . , vn, w1, w2, . . . , wn]. For a given v1, a Lanczos method constructs the matrix S columnwise
from the equations
HSej = SH˜2n,2nej, j = 1, n + 1, 2, n + 2, 3, . . . 2n − 1.
This yields Algorithm 1, where the freedom in the choice of the parameters δm (which are set to 1 in
[6] and to 0 in [55]) is used to retain a local orthogonality condition, i.e., wm ⊥ vm, in addition to the
global J-orthogonality of the basis vectors. This choice of δm is ﬁrst suggested in [24] and is proved in
[5] to minimize the condition number of the symplectic Lanczos basis when the other parameters are
chosen as in Algorithm 1. Eigenvalues and eigenvectors of Hamiltonian J-Hessenberg matrices can be
computed efﬁciently by the SR algorithm. This has been discussed to some extent in [6,16,22,23,57],
see Section 3. A general discussion of Lanczos processes for Hamiltonian matrices can be found in [56,
Sections 9.7–9.9].
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Algorithm 1. Symplectic Lanczos method
INPUT: H ∈ R2n,2n andm ∈ N
OUTPUT: S ∈ R2n,2m, δ1, . . . , δm,β1, . . . ,βm, ν1, . . . , νm, ζ2, . . . , ζm+1 and vm+1 deﬁning a
Hamiltonian J-Hessenberg matrix as in (8).
1: Choose start vector v˜1 /= 0 ∈ R2n.
2: v0 = 0 ∈ R2n
3: ζ1 = ‖v˜1‖2
4: v1 = 1ζ1 v˜1
5: form = 1, 2, . . . do
6: % Computation of matrix-vector products
7: v = Hvm
8: w = Hwm
9: % Computation of δm
10: δm = vTmv
11: % Computation of wm
12: w˜m = v − δmvm
13: νm = 〈vm, v〉J
14: wm = 1νm w˜m
15: % Computation of βm
16: βm = −〈wm, w〉J
17: % Computation of vm+1
18: v˜m+1 = w − ζmvm−1 − βmvm + δmwm
19: ζm+1 = ‖v˜m+1‖2
20: vm+1 = 1ζm+1 v˜m+1
21: end for
The symplectic Lanczos method described above inherits all numerical difﬁculties of Lanczos-like
methods for nonsymmetric matrices, in particular serious breakdown is possible. One approach to
deal with the numerical difﬁculties of Lanczos-like algorithms is to implicitly restart the Lanczos
factorization. This approachwas introduced by Sorensen [46] in the context of nonsymmetricmatrices
and the Arnoldi process and adapted to the symplectic Lanczos process in [6]. The latter paper lacks a
discussion of locking and purging converged and unwanted eigenvalues from the restarted iteration as
such techniques are quite difﬁcult to accomplish for the symplectic Lanczosmethod. Note that purging
is in principle achieved by using the unwanted eigenvalues as exact shifts in the polynomial ﬁlter used
for restarting, but due to numerical roundoff, they will often reappear. Thus, it is necessary to ensure
that the next Krylov subspace built will remain J-orthogonal to the unwanted eigenspace.
Beforewediscuss thenewrestarting technique for the symplectic LanczosmethodbasedonKrylov–
Schur-like decompositions, we brieﬂy recall some facts about the Hamiltonian SR algorithm.
3. The Hamiltonian SR algorithm
Eigenvalues andeigenvectors ofHamiltonian J-Hessenbergmatrices (8) canbe computedefﬁciently
by the SR algorithm. This has already been discussed to some extent in [16,6,22,23,57]. If H is the
current iterate, then a spectral transformation function q is chosen (such that q(H) ∈ R2n×2n) and the
SR decomposition of q(H) is formed, if possible:
q(H) = SR.
Then the symplectic factor S is used to perform a similarity transformation on H to yield the next
iterate:
Ĥ = S−1HS. (9)
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An algorithm for computing S and R explicitly is presented in [16]. As with explicit QR steps, the
expense of explicit SR steps comes from the fact that q(H) has to be computed explicitly. A preferred
alternative is the implicit SR step, an analogue to the Francis QR step [25], yielding the same iterate
as the explicit SR step due to the implicit S-theorem [16,22]. The ﬁrst implicit transformation S1 is
selected in order to introduce a bulge into the J-Hessenberg matrix H. That is, a symplectic matrix S1
is determined such that
S
−1
1 q(H)e1 = αe1, α ∈ R,
where q(H) is an appropriately chosen spectral transformation function. Applying this ﬁrst transfor-
mation to the J-Hessenberg matrix yields a Hamiltonian matrix S
−1
1 HS1 with almost J-Hessenberg
form having a small bulge. The remaining implicit transformations perform a bulge-chasing sweep
down the subdiagonals to restore the J-Hessenberg form. That is, a symplectic matrix S2 is determined
such that S
−1
2 S
−1
1 HS1S2 is of J-Hessenberg form again. If H is an unreduced J-Hessenberg matrix
and rank (q(H)) = 2n, then H˜ = S−12 S−11 HS1S2 is also an unreduced J-Hessenberg matrix. Hence, by
the implicit S-theorem [16,22], there will be parameters δ˜1, . . . , δ˜n, β˜1, . . . , β˜n, ζ˜1, . . . , ζ˜n, ν˜2, . . . , ν˜n
which determine H˜. An efﬁcient implementation of the SR step for Hamiltonian J-Hessenberg ma-
trices involves O(n) arithmetic operations (O(n2) if the symplectic similarity transformation is to
be accumulated), see [16,22,23]. Note that the SR algorithm can suffer from numerical instability as
discussed in [16]. However, we never encountered such instabilities during our computations (see
numerical results in Section 8).
Due to the special Hamiltonian eigenstructure, the spectral transformation function will be chosen
either as
q2(H) = (H − μI)(H + μI), μ ∈ R or μ = iω,ω ∈ R,
or
q4(H) = (H − μI)(H + μI)(H − μ¯I)(H + μ¯I), μ ∈ C, Re(μ) /= 0.
If the chosen shifts are good approximate eigenvalues, we expect deﬂation. As proposed in [16], a shift
strategy similar to that used in the standard QR algorithm should be used. By applying a sequence of
quadruple shift SR steps to aHamiltonian J-HessenbergmatrixH it is possible to reduce the tridiagonal
block in H to quasi-diagonal form with 1 × 1 and 2 × 2 blocks on the diagonal. The eigenproblem
decouples into a number of simple Hamiltonian 2 × 2 or 4 × 4 eigenproblems[
blkdiag(H11, . . . , Hkk, 0, . . . , 0) blkdiag(H1,m+1, . . . , Hk
, Hk+1,
+1, . . . , Hm,2m)
blkdiag(0, . . . , 0, H
+1,k+1, . . . , H2m,m) blkdiag(−HT11, . . . ,−HTkk, 0, . . . , 0)
]
,
(10)
where
 = m + k andtheblocksH11 toHkk represent the real (sizeof theblock1 × 1)andcomplex (size
of the block 2 × 2) eigenvalues with negative real part. The other blocks represent purely imaginary
eigenvalues and are of size 1 × 1. Any ordering of the small blocks on the diagonal of the (1,1) block
are possible (the other diagonals have to be reordered accordingly). An efﬁcient implementation of
the SR algorithm for Hamiltonian J-Hessenberg matrices involves O(n) arithmetic operations (O(n2)
if the symplectic similarity transformation is to be accumulated) [16,22,23].
4. Krylov–Schur-like restarted symplectic Lanczos method
To implement an efﬁcient implicitly restarted Lanczos process it is necessary to introduce deﬂation
techniques. The basic ideas were developed by Sorensen and Lehoucq in [46,34,47,48]. The focus is on
purging and locking eigenvalues during the iterationprocess,where lockingmeans toﬁx the converged
andwanted eigenvalues and purgingmeans to purge the unwanted but converged eigenvalues. Unfor-
tunately, these techniques are hard to implement, especially when the eigenblock is of size (2 × 2).
Moreover, this strategy appears to be difﬁcult to adopt to the symplectic Lanczos process and so far has
deﬁed its realization. In [50], Stewart shows how to relax the deﬁnition of an Arnoldi decomposition
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such that the purging and deﬂating problems can be solved in a natural and efﬁcient way. Since the
method is centered about the Schur decomposition of the Hessenberg matrix, the method is called
the Krylov–Schur method. In this section we develop a Krylov–Schur-like variant of the symplectic
Lanczos method for Hamiltonian matrices. An initial version of this method was developed in [52].
This and the following sections make use of the results derived there without further notice.
So far, we have considered symplectic Lanczos factorizations of order 2k of the form (7):
HS2n,2k = S2n,2kH˜2k,2k + ζk+1vk+1eT2k.
More generally, wewill speak of a Hamiltonian Krylov–Schur-type decomposition of order 2k if 2k + 1
linearly independent vectors u1, u2, . . . , u2k+1 ∈ R2n are given such that
HU2n,2k = U2n,2kB2k,2k + u2k+1bT2k+1, (11)
where U2n,2k = [u1, u2, . . . , u2k]. Equivalently, we can write
HU2n,2k = U2n,2k+1B̂2k+1,2k,
where U2n,2k+1 = [U2n,2k u2k+1] and
B̂2k+1,2k =
[
B2k,2k
bT2k+1
]
.
This deﬁnition removespractically all the restrictions imposedona symplectic Lanczosdecomposition.
The vectors of the decomposition are not required to be J-orthogonal and the vector b2k+1 and the
matrix B2k,2k are allowed to be arbitrary.
If the columns ofU2n,2k+1 are J-orthogonal, we say that theHamiltonian Krylov–Schur-type decom-
position is J-orthogonal. Please note, that no particular form of B̂2k+1,2k is assumed here. It is uniquely
determined by the basisU2n,2k+1. For if [V2n,2k v]T is any left inverse forU2n,2k+1, then it follows from
(11) that
B2k,2k = (V2n,2k)THU2n,2k
and
bT2k+1 = vTHU2n,2k.
In particular, B2k,2k is a Rayleigh quotient of H with respect to the J-orthogonal Lanczos basis
span U2n,2k and is thus Hamiltonian.
We say that the Hamiltonian Krylov–Schur-type decomposition spans the space spanned by the
columns of U2n,2k+1. Two Hamiltonian Krylov–Schur-type decompositions spanning the same space
are said to be equivalent.
For any nonsingular matrix Q ∈ R2k,2k we obtain from (11) an equivalent Hamiltonian Krylov–
Schur-type decomposition
H(U2n,2kQ) = (U2n,2kQ)(Q−1B2k,2kQ) + u2k+1(bT2k+1Q).
In this case, the two Hamiltonian Krylov–Schur-type decompositions are said to be similar to each
other. Note that similar Hamiltonian Krylov–Schur-type decompositions are also equivalent.
If, in (11) the vector u2k+1 can be written as u2k+1 = γ uˆ2k+1 + U2n,2ka, γ /= 0, then we have that
the Hamiltonian Krylov–Schur-type decomposition
HU2n,2k = U2n,2k(B + abT2k+1) + γ uˆ2k+1bT2k+1
is equivalent to the original one, as the space spanned by the columns of [U2n,2k u2k+1] is the same
as the space spanned by the columns of [U2n,2k uˆ2k+1].
Any symplectic Lanczos factorization (7) is at the same time a Hamiltonian Krylov–Schur-type
decomposition; multiplying (7) from the right by a symplectic matrix S yields an equivalent and
similar Hamiltonian Krylov–Schur-type decomposition
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H(S2n,2kS) = (S2n,2kS)(S−1H˜2k,2kS) + ζk+1vk+1eT2kS.
Moreover, we have the following result.
Theorem 4.1. Almost every Hamiltonian Krylov–Schur-type decomposition is equivalent to a symplectic
Lanczos factorization.
Note: the symplectic Lanczos factorizationmay be reduced in the sense that the corresponding Hamil-
tonian J-Hessenberg matrix is reduced. Moreover, for our purposes, we can drop “almost any” in the
theorem above as the Hamiltonian Krylov–Schur-type decompositions that we will use are always
J-orthogonal. As will be seen in the proof below, the “almost any” comes from the need of an SR
decomposition in the general case which is not necessary in the J-orthogonal case.
For the proof Theorem 4.1, we need the following two observations.
Theorem 4.2. Suppose H ∈ R2n×2n is an unreduced J-Hessenberg matrix. If Hs = λs with s ∈ K2n\{0}
and HTu = λu with u ∈ K2n\{0}, then eTns /= 0 and eT1u /= 0.
Proof. Performing a perfect shufﬂe of the rows and columns of H yields an unreduced upper Hessen-
bergmatrix. Hence, the theorem follows immediately from the corresponding theorem forHessenberg
matrices [28]. 
The algorithm for reducing a (general) matrix to J-Hessenberg form as given in [16] reduces the
matrix columnwise. In the proof of Theorem 4.1, we will need to reduce a matrix rowwise to J-
Hessenberg form. This can be done as given in Algorithm 2. This algorithmmakes use of the following
elementary symplectic transformations.
• Symplectic Givens transformations Gk = G(k, c, s)
Gk =
⎡⎢⎢⎢⎢⎢⎢⎣
Ik−1
c s
In−k
Ik−1−s c
In−k
⎤⎥⎥⎥⎥⎥⎥⎦ , c
2 + s2 = 1, c, s ∈ R.
• Symplectic Householder transformations Hk = H(k, v)
Hk =
⎡⎢⎢⎣
Ik−1
P
Ik−1
P
⎤⎥⎥⎦ , P = In−k+1 − 2
vTv
vvT , v ∈ Rn−k+1.
• Symplectic Gauss transformations Lk = L(k, c, d)
Lk =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ik−2
c d
c d
In−k
Ik−2
c−1
c−1
In−k
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, c, d ∈ R.
The symplectic Givens and Householder transformations are orthogonal, while the symplectic Gauss
transformations are nonorthogonal. See, e.g, [41,17,16] on how to compute these matrices.
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Algorithm 2. Rowwise JHESS algorithm
INPUT : A ∈ R2n,2n
OUTPUT : S ∈ R2n,2n and A ∈ R2n,2n such that A = S−1AS is in J-Hessenberg form.
for j = 1 to n − 1 do
for k = 1 to n − j do
Compute Gk such that (AGk)2n−j+1,k = 0;
A = GTkAGk;
S = SGk;
end for
if j < n − 1 then
Compute Hj such that (AHj)2n−j+1,n+1:2n−j+1 = 0;
A = HTj AHj;
S = SHj;
end if
if A2n−j+1,2n−j /= 0 and A2n−j+1,n−j+1 = 0 then
Decomposition does not exist; STOP.
end if
Compute Lj+1 such that (ALj+1)2n−j+1,2n−j = 0;
A = L−1j+1ALj+1;
S = SLj+1;
for k = 1 to n − j do
Compute Gk such that (AGk)n−j+1,k = 0;
A = GTkAGk;
S = SGk;
end for
if j < n − 1 then
Compute Hj such that (AHj)n−j+1,n+1:2n−j−1 = 0;
A = HTj AHj;
S = SHj;
end if
end for
Now we can provide the proof for Theorem 4.1.
Proof of Theorem 4.1. We begin with the Hamiltonian Krylov–Schur-type decomposition
HU = UB + ubT ,
where for conveniencewehave dropped all sub- and superscripts. LetU = SR be the SR decomposition
ofU. Note that almost anyU has suchadecompositionas the setofmatriceshavingan SRdecomposition
is dense in R2n×2k [15, Theorem 3.8]. Then
HS = H(UR−1) = (UR−1)(RBR−1) + u(bTR−1) =: SB˜ + ub˜T
is an equivalent decomposition, in which the matrix S is J-orthogonal. Next let
u˜:=γ −1(u − Sa)
beavector of normone such that u˜ is J-orthogonal to the spanofU, that is,UT Ju˜ = 0. (Thevector u˜ is ob-
tained by J-orthogonalizing uw.r.t. the range of S, i.e., a is the vector containing the J-orthogonalization
coefﬁcients.) Then the decomposition
HS = S(˜B + ab˜T ) + u˜(γ b˜T ) =: SB˜ + u˜ ˜˜bT
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is an equivalent J-orthogonal Hamiltonian Krylov–Schur-type decomposition. Finally, let S˜ be a J-
orthogonal matrix such that
˜˜
b
T
S˜ = ‖b‖2eT2k and S˜−1 B˜˜S = H˜ is in Hamiltonian J-Hessenberg form (this
reduction has to be performed rowwise from bottom to top in order to achieve
˜˜
b
T
S˜ = ‖b‖2eT2k , see
Algorithm 2 for an algorithm which constructs such an S˜). Then the equivalent decomposition
HS˜ = H(S˜S) = (SS˜)(˜S−1 B˜˜S) + u˜( ˜˜bT S˜) = S˜H˜ + ˜˜ueT2k
is a possibly reduced symplectic Lanczos factorization. 
Employing Algorithm 2, the proof of Theorem 4.1 describes in a constructive way how to pass from
a Hamiltonian Krylov–Schur-type recursion to a symplectic Lanczos recursion.
Next, we will describe how to construct a Hamiltonian Krylov–Schur-type factorization which
enables us to efﬁciently perform locking and purging. For this, let us assume we have constructed
a symplectic Lanczos factorization of order 2(k + p) = 2m of the form (7)
HS2n,2m = S2n,2mH˜2m,2m + ζm+1vm+1eT2m. (12)
Applying the SR algorithm to H˜2m,2m yields a symplectic matrix S˘ such that
S˘−1H˜2m,2mS˘ =
[
A˜ G˜
Q˜ −A˜T
]
= H˘2m,2m
decouples into 1 × 1 or 2 × 2 blocks on the diagonals of each of the four subblocks A˜, G˜ and Q˜ :[
blkdiag(˜A11, . . . , A˜mm) blkdiag(G˜11, . . . , G˜mm)
blkdiag(Q˜11, . . . , Q˜mm) blkdiag(−A˜11, . . . ,−A˜mm)T
]
. (13)
Assume furthermore, that S˘ has been constructed such that the desired eigenvalues of H˜2m,2m have
been moved to the leading parts of the four submatrices such that
H˘2m,2m =
⎡⎢⎢⎢⎢⎣
A˜1 G˜1
A˜2 G˜2
Q˜1 −A˜T1
Q˜2 −A˜T2
⎤⎥⎥⎥⎥⎦
and
Hˇ =
[
A˜1 G˜1
Q˜1 −A˜T1
]
contains the desired eigenvalues. This can easily be achieved by J-orthogonal permutation matrices P˜
of the form
P˜ = diag(P, P), P =
⎡⎢⎢⎢⎢⎣
Ij
Ik
Ii
Ip
Iq
⎤⎥⎥⎥⎥⎦
for appropriate i, j, k, p, q as[
PT
PT
] [
A G
Q −AT
] [
P
P
]
=
[
PTAP PTGP
PTQP −PTATP
]
and [
0 I2
I1 0
] [
B1 0
0 B2
] [
0 I1
I2 0
]
=
[
B2 0
0 B1
]
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interchanges the diagonal blocks B1 and B2. Here, the size of the identity matrices I1, I2 is the same as
that of B1 and B2.
Then postmultiplying (12) by S˘,
HS2n,2mS˘ = S2n,2mS˘S˘−1H˜2m,2mS˘ + ζm+1vm+1eT2mS˘,
yields a Hamiltonian Krylov–Schur-type decomposition
HS˘2n,2m = S˘2n,2mH˘2m,2m + ζm+1vm+1s˘T2m
similar to the symplectic Lanczos factorization (12). Due to the special formof H˘2m,2m, the Hamiltonian
Krylov–Schur-type decomposition can be partitioned in the form
H[S˘1 S˘2 S˘3 S˘4] = [S˘1 S˘2 S˘3 S˘4]
⎡⎢⎢⎢⎢⎣
A˜1 G˜1
A˜2 G˜2
Q˜1 −A˜T1
Q˜2 −A˜T2
⎤⎥⎥⎥⎥⎦+ ζm+1vm+1s˘T2m, (14)
where
S˘1 = [v1, . . . , v
], S˘2 = [v
+1, . . . , vm], S˘3 = [w1, . . . , w
], S˘4 = [w
+1, . . . , wm]
if A˜1, G˜1, Q˜1 ∈ R
,
. Then with s˘T2m = [s˘2m,1, . . . , s˘2m,2m]T and
sˇT2l = [s˘2m,1, . . . , s˘2m,
, s˘2m,m+1, . . . , s˘2m,m+
]T
we see that
HS˘2n,2
 = S˘2n,2
H˘ + ζm+1vm+1sˇT2
 (15)
is also a Hamiltonian Krylov–Schur-type decomposition, where
S˘2n,2
 = [S˘1 S˘3] and H˘ =
⎡⎣A˜1 G˜1
Q˜1 −A˜T1
⎤⎦ .
In other words, a Hamiltonian Krylov–Schur-type decomposition splits at any point where its Rayleigh
quotient is block diagonal. By Theorem 4.1 there is an equivalent symplectic Lanczos factorization
HSˇ2n,2
 = Sˇ2n,2
Hˇ2
,2
 + vˇ2
+1eT2

where Hˇ2
,2
 is in Hamiltonian J-Hessenberg form and the columns of Sˇ2n,2
 are J-orthogonal. Thus,
the purging problem can be solved by applying the SR algorithm to H˜2k,2k , moving the unwanted Ritz
values to the Hamiltonian submatrix⎡⎣A˜2 G˜2
Q˜2 −A˜T2
⎤⎦ ,
truncating the decomposition and returning to a symplectic Lanczos factorization. Restarting then
becomes
1. expanding this symplectic Lanczos factorization,
2. computing the Hamiltonian Krylov–Schur-type decomposition,
3. moving the desired Ritz values to the top,
4. purging the rest of the decomposition, and
5. transforming the Hamiltonian Krylov–Schur-type decomposition back to a symplectic Lanczos
one.
The symplectic Lanczos factorization achieved in this way is equivalent to the one the implicitly
restarted symplectic Lanczos algorithm will achieve if the same Ritz values are discarded in both
(and those Ritz values are distinct from the other Ritz values). The proof follows the lines of the proof
of Theorem 3.1 in [50] or Theorem 2.4 of Chapter 5 in [51].
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Remark 4.1. From standard techniques of rounding error analysis it can be shown that as the Krylov–
Schur-like restarted symplectic Lanczos algorithm proceeds, the computed J-orthogonal Hamiltonian
Krylov–Schur-type decomposition satisﬁes
HS = SB + sbT + F,
where the columns of S are J-orthogonal. Due to theGauss transformations needed for the SR algorithm
aswell as for the rowwise reduction to J-Hessenberg form the normof F is theoretically not of the order
of the rounding error. In practice, of course, the condition number of the Gaussian transformations
needed can be controlled. With F = −ES and E = FJnST Jk this can be rewritten as
(H + E)S = SB + sbT ,
where
‖F‖
‖S‖  ‖E‖ ‖F‖‖S‖,
and ‖ . ‖ denotes the spectral norm of a matrix. The upper bound follows from taking norms in
the deﬁnition of E = FJnST Jk and the lower bound from taking norms in F = −ES. Due to the use
of Gaussian transformations there is no a priori guarantee that the norms of F or S are small, but
their growth can be monitored with signiﬁcant computational overhead (see, e.g., [16,6]) such that in
practice, if small norms cannot be achieved (which is rarely the case), a warning can be issued.
5. Locking and purging
As a Krylov-type iteration progresses, the Ritz estimates will converge at different rates. When a
Ritz estimate is small enough, the corresponding Ritz value is said to have converged. The converged
Ritz value may be wanted or unwanted. Unwanted ones can be deﬂated from the current factorization
using the above procedure (in order to make sure that these eigenvalues do not creep back into our
computations the corresponding columns of Smust be kept and used in the J-orthogonalization step).
Wanted ones should be deﬂated in the following sense in order to speed up convergence.
Assume that we have achieved a Hamiltonian Krylov–Schur-type decomposition as in (14),
H[S˘1 S˘2 S˘3 S˘4] = [S˘1 S˘2 S˘3 S˘4]
⎡⎢⎢⎢⎢⎣
A˜1 G˜1
A˜2 G˜2
Q˜1 −A˜T1
Q˜2 −A˜T2
⎤⎥⎥⎥⎥⎦+ ζm+1vm+1[0 sT2 0 sT4], (16)
where we assume that the Ritz values contained in the Hamiltonian submatrix deﬁned by A˜1, G˜1, Q˜1
(with the same partitioning as in (14)) have converged. Hence, zeroes appear in the vector s˘2m at the
corresponding positions so that
s˘T2m = [0, . . . , 0︸ ︷︷ ︸


, s˘2m,
+1, . . . , s˘2m,m, 0, . . . , 0︸ ︷︷ ︸


, s˘2m,m+
+1, . . . , s˘2m,2m]
=:[ 0, s2, 0, s4 ] with s2, s4 ∈ Rm−
.
That is, with
S˘2n,2
 = [S˘1 S˘3] and H˘1 =
⎡⎣A˜1 G˜1
Q˜1 −A˜1
⎤⎦
wehaveHS˘2n,2
 = S˘2n,2
H˘, so that the columns of S˘2n,2
 span an eigenspace ofH.We say aHamiltonian
Krylov–Schur-typedecompositionhasbeendeﬂated if it canbepartitioned in this form.After deﬂation,
equating the last (m − 
) columns of each of the two column blocks in (16) results in
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HS˘ = S˘H˘2 + v˘m+1[sT2 sT4],
where
S˘ = [S˘2 S˘4] and H˘2 =
⎡⎣A˜2 G˜2
Q˜2 −A˜2
⎤⎦ .
As Stewart [51,50] points out, there are two advantages to deﬂating converged eigenspaces. First, by
freezing it at the beginning of the Hamiltonian Krylov–Schur-type decomposition, we insure that the
remaining space of the decomposition remains J-orthogonal to it. In particular, this gives algorithms
the opportunity to compute more than one independent eigenvector corresponding to a multiple
eigenvalue.
The second advantage of the deﬂated decomposition is that we can save operations in the contrac-
tion phase of the Krylov–Schur-type cycle. Only the rightmost part of the Hamiltonian Krylov–Schur-
type decomposition will be transformed back to a symplectic Lanczos factorization, yielding
H[S˘1 S˜2 S˘3 S˜4] = [S˘1 S˜2 S˘3 S˜4]
⎡⎢⎢⎢⎢⎢⎣
A˜1 G˜1
A˜2 G˜2
Q˜1 −A˜T1
Q˜2 −A˜T2
⎤⎥⎥⎥⎥⎥⎦+ ˜˜vm+1eT2m.
The expansion phase does not change, and we end up with a decomposition of the form
H[S˘1 S˜2 S˜2n S˘3 S˜4 S˜4n] =
[S˘1 S˜2 S˜2n S˘3 S˜4 S˜4n]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A˜1 G˜1
A˜2 G˜2
A˜3 G˜3
Q˜1 −A˜T1
Q˜2 −A˜T2
Q˜3 −A˜T3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ v˘m+p+1eT2(m+p).
Since H˘1 is uncoupled from the rest of the Rayleigh quotient, we can apply all subsequent transforma-
tions exclusively to the eastern part of the Rayleigh quotient and to [˜S2 S˜4]. If the order of H˘1 is small,
Fig. 1. Eigenvalue corresponding to the red block is converged. Structure before swapping the red block. (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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Fig. 2. Structure after the red block is moved into the left upper corner. (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article.)
the savings will be marginal; but as its size increases during the course of the algorithm, the savings
become signiﬁcant.
Figs. 1 and 2 illustrate the process of locking an eigenvalue block. The red blocks are the ones to be
locked. Once they are moved to the left upper corner we can work with the rest of the matrix (blue
parts).
While the implicitly restarted symplectic Lanczos factorization (6) can restart with an arbitrary
ﬁlter polynomial, the Krylov–Schur-type method discussed here cannot do that. When it comes to
exact shifts the Krylov–Schur-type method is to be preferred because exchanging eigenvalues in a
Schur-type form is a more reliable process than using implicit SR steps to deﬂate as swapping blocks
can be obtained by permutations only.
6. Stopping criteria
Now assume that we have performed k steps of the symplectic Lanczos method and thus obtained
the identity
HS2n,2k = S2n,2kH2k,2k + ζk+1vk+1eT2k.
If the norm of the residual vector is small, the 2k eigenvalues of H2k,2k are approximations to the
eigenvalues of H. Numerical experiments indicate that the norm of the residual rarely becomes small
by itself. Nevertheless, some eigenvalues of H2k,2k may be good approximations to eigenvalues of H.
Let θ be an eigenvalue of H2k,2k with the corresponding eigenvector y. Then the vector x = S2n,2ky
satisﬁes
‖Hx − θx‖ = ‖(HS2n,2k − S2n,2kH2k,2k)y‖ = |ζk+1| |eT2ky| ‖vk+1‖. (17)
The vector x is referred to as Ritz vector and θ as Ritz value ofH. If the last component of the eigenvector
y is sufﬁciently small, the right-hand side of (17) is small and the pair {θ , x} is a good approximation
to an eigenvalue–eigenvector pair of H. Thus, a small y2k indicates a possible deﬂation. Note that by
Lemma 4.2 |eT2ky| > 0 if H2k,2k is unreduced. The pair (θ , x) is exact for the nearby problem
(H + E)x = θx where E = −ζk+1vk+1eTk (S2n,2k)T J2,2n,
as
(H + E)x=(H + E)S2n,2ky
=S2n,2kH2k,2ky + ζk+1vk+1eT2ky + ES2n,2ky
=θx + ζk+1vk+1eT2ky + ES2n,2ky.
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Note that a small ‖E‖ is not sufﬁcient for the Ritz pair {θ , x} being a good approximation to an
eigenvalue–eigenvector pair of H. Thus we develop a more appropriate stopping criterion below. Also
observe that the explicit formation of the residual (HS2n,2k − S2n,2kH2k,2k)y can be avoided when
deciding about the numerical accuracy of an approximate eigenpair, one can use the Ritz estimate
|ζk+1| |eT2ky| ‖vk+1‖ instead due to (17).
It iswell-known that for non-normalmatrices the normof the residual of an approximate eigenvec-
tor isnotby itself sufﬁcient information tobound theerror in theapproximateeigenvalue. It is sufﬁcient
however to give a bound on the distance to the nearest matrix to which the given approximation is
exact. In the following, we will give a computable expression for the error. Assume that H2k,2k is
diagonalizable
Y−1H2k,2kY = diag(−θ1, . . . ,−θk, θ1, . . . , θk) =: ;
Y can be chosen symplectic [33,35]. Let X = S2n,2kY = [x1. . . . , x2k] and denote the residual term
ζk+1vk+1 by rk+1. Since HS2n,2k = S2n,2kH2k,2k + rk+1eT2k , it follows that
HS2n,2kY = S2n,2kYY−1H2k,2kY + rk+1eT2kY
or HX = X + rk+1eT2kY . Thus
Hxi = −θixi + y2k,irk+1 and Hxk+i = θixk+i + y2k,k+irk+1
for i = 1, . . . , k. From this, we can conclude a relation for the left eigenvectors corresponding to ±θ .
Premultiplying
Hxi = −θixi + y2k,irk+1
by J yields
JHxi = −θiJxi + y2k,iJrk+1.
As H is Hamiltonian
(HJ)T xi = −θiJxi + y2k,iJrk+1,
and
HT (Jxi) = θi(Jxi) − y2k,iJrk+1.
From this, we conclude
(Jxi)
TH = θi(Jxi)T − y2k,irTk+1J.
Similarly, we obtain
(Jxk+i)TH = −θi(Jxk+i)T + y2k,k+irTk+1J.
Using Theorem 2′ of [32] we obtain that (−θi, xi, (Jxk+i)T ) is an eigen-triplet of H − F−θi where
‖F−θi‖2 = max
{‖rk+1‖|y2k,i|
‖xi‖2 ,
‖rTk+1J‖|y2k,k+i|
‖Jxk+i‖2
}
= ‖rk+1‖max
{ |y2k,i|
‖xi‖2 ,
|y2k,k+i|
‖xk+i‖2
}
. (18)
Furthermore, when ‖F−θi‖ is small enough, then
|λi + θj| cond(−θj)‖F−θi‖ + O(‖F−θi‖2),
where λi is an eigenvalue of H and cond(−θj) is the condition number of the Ritz value −θj
cond(−θj) = ‖xi‖‖Jxk+i‖|xTk+iJxi|
= ‖xi‖‖xk+i‖|xTk+iJxi|
.
Similarly, we obtain that {θi, xk+i, (Jxi)T } is an eigen-triplet of H − Fθi where
‖Fθi‖2 = max
i
{‖rk+1‖|y2k,k+i|
‖xk+i‖2 ,
‖rTk+1J‖|y2k,i|
‖Jxi‖2
}
= ‖rk+1‖max
i
{ |y2k,k+i|
‖xk+i‖2 ,
|y2k,i|
‖xi‖2
}
. (19)
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Consequently, as θi and −θi are treated alike,
‖F−θi‖2 = ‖Fθi‖2.
The symplectic Lanczos algorithm should be continued until ‖F−θi‖2 is small, and until
cond(−θj)‖F−θi‖2 is below a given threshold for accuracy. Note that as in the Ritz estimate, in the
criteria derived here the essential quantities are |ζk+1| and the last component of the desired eigen-
vectors |y2k,i| and |y2k,k+i|.
7. Shift-and-invert techniques for the symplectic Lanczos method
As noted before, eigenvalues of real Hamiltonian matrices occur in pairs {λ,−λ} or in quadruples
{λ,−λ, λ¯,−λ¯}. A structure-preserving algorithm will extract entire pairs and quadruples intact. The
symplectic Lanczos algorithm described above will, in general, compute approximations to a few of
the largest eigenvalues of a HamiltonianmatrixH. Sometimes only a fewof its smallest eigenvalues are
needed. Since these are also the largest eigenvalues of H−1, a Krylov subspace method can be applied
toH−1 to ﬁnd them. SinceH−1 inherits theHamiltonian structure ofH, the symplectic Lanczosmethod
is an appropriate method in the interest of efﬁciency, stability and accuracy. In situations where some
prior information is given, onemight prefer to use a shift before inverting. Speciﬁcally, if we know that
the eigenvalues of interest lie near τ , we might prefer to work with (H − τ I)−1. Unfortunately, the
shift destroys the Hamiltonian structure. In light of the symmetry of the spectrum, one might think
of working with (H − τ I)−1(H + τ I)−1, in case τ is real or purely imaginary. All eigenvalues near
to ±τ are mapped simultaneously to values of large modulus. But this matrix is not Hamiltonian as
well, it is skew-Hamiltonian. (This approach led to the development of SHIRA, a structure-preserving
Arnoldi algorithm for Hamiltonian matrices [39]). The Cayley transform (H − τ I)−1(H + τ I) might
cometomindnext, but thismatrix is symplectic (andwould require theappropriate symplectic Lanczos
process described in [7]). In order to apply the Hamiltonian Krylov–Schur-like method developed in
the previous sections, we need to stay within the Hamiltonian structure. This is accomplished when
working with the Hamiltonian matrices
H1 = H−1(H − τ I)−1(H + τ I)−1 = (H3 − τ 2H)−1,
or
H2 = H(H − τ I)−1(H + τ I)−1 = (H − τ 2H−1)−1, (20)
for example (see also [39,55]). Although these expressions look fairly complicated, the action of the
encoded operators on a vector can often be implemented in a very efﬁcient way in most interesting
applications: frequently, only one sparse LU decomposition of size n × n is necessary to apply the
operators, see [39,9] and Section 8 for some examples.
In order to obtain the eigenvalues λ of H from the eigenvalues  of these shifted Hamiltonian
matrices, a cubic polynomial equation
λ3 − τ 2λ − 1

= 0
has to be solved in case H1 is used, while a quadratic polynomial equation
λ2 − 1

λ − τ 2 = 0 (21)
has to be solved in caseH2 is used. In case a complex shift σ is used, we canworkwith the Hamiltonian
matrix
H3 = H−1(H − σ I)−1(H + σ I)−1(H − σ I)−1(H + σ I)−1 = (H5 − (σ 2 + σ 2)H3 + |σ |4H)−1
or
H4 = H(H − σ I)−1(H + σ I)−1(H − σ I)−1(H + σ I)−1
= (H3 − (σ 2 + σ 2)H + |σ |4H−1)−1. (22)
In a similar way to before, the eigenvalues λ of H can be obtained from the eigenvalues of the shifted
matrices, polynomial equations of order ﬁve or four have to be solved: in case H3 is used, this is
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λ5 − (σ 2 + σ 2)λ3 + |σ |4λ − 1

= 0
while for H4, we need to solve
λ4 − (σ 2 + σ 2)λ2 − 1

λ + |σ |4 = 0.
Let us consider the case H2 more closely. The eigenvalues λ of H are mapped to
 = λ
λ2 − τ 2 .
No matter whether τ ∈ R or τ ∈ iR, τ 2 is always real. Hence, a real λ is mapped onto a real  , a
purely imaginary λ onto a purely imaginary  and a complex λ onto a complex  . Eigenvectors stay
invariant, Hx = λx implies H−1x = 1
λ
x and therefore H2x =  x as
H
−1
2 x = (H − τ 2H−1)x =
(
λ − τ
2
λ
)
x = 1

x.
Unfortunately, two distinct eigenvalues λ1 and λ2 of H can be mapped to the same eigenvalue  of
H2 by an unlucky choice of τ . Whenever τ
2 = −λ1λ2 is chosen, this is the case (Please note, that τ
can be real or purely imaginary, hence τ 2 can be a negative real. Moreover, λ1 and λ2 might both be
real or purely imaginary, hence the above equation can be fulﬁlled.)
Applying the symplectic Lanczos process to H2 yields eigenvalues of the matrix H2, but we actually
want to compute eigenvalues ofH. A straightforward approach to compute the eigenvaluesλ ofH from
the eigenvalues  of H2 is to solve the quadratic equation (21). It has the solution
λ1,2 = 1
2
±
√
1
4 2
+ τ 2. (23)
Unfortunately, only one of these solutions corresponds to an eigenvalue of H. In order to decide which
one is correct, let us assume that the symplectic Lanczos process is run to achieve a negligible ζk+1,
H2S
2n,2k ≈ S2n,2kH˜2k,2k (24)
(and, that H is nonderogatory). The space spanned by the vectors
{v1, w1, . . . , vk, wk}
is, up to rounding errors, an invariant subspace of H2. Normally it is also invariant under H as H2 is a
rational function ofH. The space spanned by {v1, w1, . . . , vk, wk} can fail to be invariant underH only if
two distinct eigenvalues of H are mapped to the same eigenvalue of H2. Let us assume for themoment
that the shift τ is chosen such that this does not happen; that is τ 2 /= −λ1λ2 for all eigenvalues λ1, λ2
of H. If the SR algorithm is used to compute the eigenvalues and eigenvectors of H˜2k,2k so that
H˜2k,2kS˜ = S˜Ĥ,
then the eigenvalues λj of H can be obtained via (23). In order to decide, which of the two possible
solutions to choose, we can now check the residual
‖Ĥsj − ŝjλj‖F
where ŝj denotes the jth column of Ŝ = S2n,2kS˜ and λj has been obtained using the eigenvalue  of Ĥ
corresponding to the jth column of S˜. In case the residual is small, λj can be accepted as an eigenvalue
of H.
A different approach circumventing the difﬁculties with the above approach in order to determine
the eigenvalues of H from the Lanczos recursion (24) is to calculate the Ritz values of H with respect
to the space spanned by the vectors {v1, w1, . . . , vk, wk}[39]; that is, we calculate the eigenvalues λi of
X = Jk(S2n,2k)T JnHS2n,2k.
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As X is Hamiltonian, but not of J-Hessenberg form, it is suggested to compute its eigenvalues by the
numerically backward stable structure-preserving Hapack routine haeig [11]. Moreover, the residual
‖HS2n,2k − S2n,2kX‖F
can be used to check whether or not the space spanned by the vectors {v1, w1, . . . , vk, wk} really is
invariant under H. Hence, this approach can be used in order to detect if an unlucky shift τ has been
chosen.
8. Numerical examples
In this section, we report the results of numerical experiments obtained with the Krylov–Schur-
typemethod for Hamiltonian eigenproblems. All experiments are performed inMATLAB R2006a using
double precision on a Pentium M notebook with 512 MB main memory.
The accuracy of computed eigenvalues and eigenvectors is compared using relative residuals
‖Q(θ˜)x˜‖
‖Q(θ˜)‖ , (25)
where (θ˜ , x˜) is a computed Ritz pair and Q(θ) = H − θ I (unless stated otherwise).
It should be noted that theHamiltonian Krylov–Schur-typemethod exhibits advantageous (as com-
pared to non-structured eigensolvers) numerical properties for certain quadratic eigenproblems with
Hamiltonian symmetry, particularly for stable gyroscopic systems where the imaginary eigenvalues
are preserved. As this case is extensively studied already in [9] (where the theory from a preliminary
version of this paper has been employed), we refrain here from showing examples for quadratic
eigenproblems and concentrate on eigenproblems from other application areas.
8.1. Heat transfer equation (HEAT)
The data of this example come from the autonomous linear-quadratic optimal control problem of
one dimensional heat ﬂow and is taken from [12, Example 18] (see also [1]). Using the special form
of H as given in [1] and the Sherman–Morrison–Woodbury formula [28, Section 2.1.3] the operators
for computing Hx, H−1x, H2x (20) or H4x (22) for an arbitrary vector x can be set up very efﬁciently,
see [10] for details. Here we will report on numerical experiments in which we asked for a few of the
smallest eigenvalues.
For the reported example we choose N = 2000, that is H ∈ R4000×4000. We compare the Hamilto-
nian Krylov–Schur-like symplectic Lanczos method (called KRSCHUR) and eigs provided byMATLAB.
Both algorithms use the same starting vector and a tolerance of 10−10. We are looking for 6 eigenpairs
(that is 12 eigenvalues) in a search space of size 24. In Tables 1 and 2 the computed eigenvalues and
the associated residual (25) are given for the computed eigenvalues with negative real part and the
computed eigenvectors. The KRSCHUR algorithm was slightly faster than eigs in terms of numbers of
iterations needed to converge. The residuals for KRSCHUR are slightly larger than those for eigs, in
both cases one step of inverse iteration reduces the residual to machine precision (last column in the
tables). For other choices of the number of eigenvalues to be computed and size of the search space
similar results are obtained.
Table 1
KRSCHUR results for HEAT after 2 iterations with a maximal condition number of 212.22.
Eigenvalue Residual Residual with reﬁned eigenvector
−0.53742837879709 2.2 · 10−12 2.9 · 10−16
−1.99375748667056 6.3 · 10−12 5.0 · 10−17
−4.44183939202748 1.5 · 10−11 2.7 · 10−16
−7.89595335914986 2.3 · 10−11 5.4 · 10−17
−12.33706885545842 1.2 · 10−11 1.2 · 10−16
−17.76547171343604 2.1 · 10−11 4.1 · 10−17
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Table 2
eigs results for HEAT after 3 iterations.
Eigenvalue Residual Residual with reﬁned eigenvector
−0.53742837811615 1.3 · 10−14 9.1 · 10−17
−1.99375748661981 4.8 · 10−14 1.4 · 10−16
−4.44183939138648 1.0 · 10−13 2.3 · 10−16
−7.89595335914068 1.8 · 10−13 5.3 · 10−17
−12.33706885551394 1.7 · 10−13 5.4 · 10−17
−17.76547171346281 3.2 · 10−13 4.4 · 10−17
8.2. A semi-discretized heat transfer problem for optimal cooling of steel proﬁles (STEEL)
The problem of optimal cooling of steel proﬁles arises in a rolling mill when different steps in the
production process require different temperatures of the raw material. To achieve a high production
rate, economical interests suggest to reduce the temperature as fast as possible to the required level
before entering the next production phase. At the same time, the cooling process, which is realized by
spraying coolingﬂuidson the surface, has tobe controlled so thatmaterial properties, suchasdurability
or porosity, achieve given quality standards. Large gradients in the temperature distributions of the
steel proﬁle may lead to unwanted deformations, brittleness, loss of rigidity, and other undesirable
material properties, see [13] for more details and further references on the mathematical model and
its discretization.
For the reported example we choose n = 20, 209, that is H ∈ R40,418×40,418. Again we compare
KRSCHUR and eigs inMATLAB. Both algorithms use the same starting vector and a tolerance of 10−10.
Weaskagain for6eigenpairs (that is12eigenvalues) ina search spaceof size24. InTable3 thecomputed
eigenvalues and the associated residual (25) is given for the computed eigenvalues with negative real
part and the computed eigenvectors. As we do not have H at hand in order to compute its 1-norm, we
use a 1-norm-condition estimator as explained in [30, Algorithm 14.3]. Both algorithms need the same
number of iterations in order to converge. The residuals for KRSCHUR are slightly larger than those for
eigs, in both cases one step of inverse iteration reduces the residual to machine precision. For other
choices of the number of eigenvalues to be computed and size of the search space similar results are
obtained.
8.3. Random phase approximation (RPA)
Randomphase approximation (RPA) is a popular technique in computational (quantum) chemistry.
It can be considered as part of time-dependent Hartree-Fock (or density functional) theory and is used
for calculating excitation energies. For determining the excitation spectra, RPA requires the solution
of the Hamiltonian eigenproblem
Hx :=
[
A B
−B −A
]
x = λx, A = AT , B = BT ,
where the eigenvalues of smallest magnitude of H are required [37,43,54].
Table 3
Comparison of eigs and KRSCHUR for the STEEL example.
eigs results for STEEL after 3 iterations KRSCHUR results for STEEL after 3 iterations
with a maximal condition number of 572.65
Eigenvalue ·10−3 Residual Eigenvalue ·10−3 Residual
−0.01807591600154 8.1 · 10−17 −0.01807591600155 1.1 · 10−13
−0.03087837032049 1.5 · 10−16 −0.03087837032047 4.3 · 10−13
−0.08814494716419 1.4 · 10−16 −0.08814494716421 5.5 · 10−14
−0.19258460926304 2.5 · 10−16 −0.19258460926318 9.5 · 10−13
−0.26388595299811 3.8 · 10−16 −0.26388595299809 8.1 · 10−13
−0.33668742939988 2.1 · 10−15 −0.33668742939977 1.2 · 10−11
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For the results reported in this section, we use matrices A, B related to direct RPA for the ﬂuorine
dimer F2 provided by Tom Henderson (Department of Chemistry, Rice University, Houston). In direct
RPA, B is positive deﬁnite and the eigenvalues ofH are all real. For this data set, we have n = 2484, that
is H ∈ R4968×4968. As before, we compare KRSCHUR and eigs. Both algorithms use the same starting
vector. For applying the operator H−1, we use a sparse LU decomposition of H. We are looking for 6
eigenpairs (that is 12 eigenvalues) in a search space of size 24. As before the computed eigenvalues
and the associated residual (25) is given for the computed eigenvalues with negative real part and the
computed eigenvectors. Note that the residuals reported in Tables 4 and 6b are sometimes slightly
larger than the prescribed convergence tolerance. The reason for this lies in the fact that in KRSCHUR,
residuals are evaluated on the basis of the Ritz estimates while the reported residuals are computed
using H and the computed Ritz pair.
In the ﬁrst set of experiments, we set the convergence tolerance for the residuals of the Ritz pairs
to 10−10. With this convergence tolerance, KRSCHUR needs 3 iterations less than eigs in order to
converge. The KRSCHUR residuals shown in Table 4 are slightly larger than those for eigs reported
in Table 5, in both cases one step of inverse iteration reduces the residual to machine precision. Note
that eigs computes a complex conjugate pair of Ritz values. Though the imaginary parts are small in
magnitude, this contradicts the theoretically known fact that all eigenvalues of H are real.
If we decrease the tolerance to 10−12, no complex eigenvalues show up any longer in the eigs
computations, but now it needs about twice as many iterations as KRSCHUR to converge! The results
are shown in Table 6, respectively.
Table 4
KRSCHUR results for RPA with tol = 10−10 after 10 iterations
with a maximal condition number of 9.28.
Eigenvalue Residual
−0.781645350746793 4.9 · 10−12
−0.781645350746791 6.1 · 10−12
−0.811136520635671 1.6 · 10−10
−0.811136520635672 2.5 · 10−11
−0.874712875414053 9.7 · 10−13
−0.881337321551920 6.6 · 10−12
Table 5
eigs results for RPA with tol=10−10 after 13 iterations.
Eigenvalue Residual
−0.781645350746785 3.1 · 10−14
−0.781645350746800 2.0 · 10−14
−0.811136520635689 − 0.000000000000015i 1.1 · 10−10
−0.811136520635689 + 0.000000000000015i 1.1 · 10−10
−0.874712875414049 5.1 · 10−14
−0.881337321551929 7.2 · 10−13
Table 6
Comparison of eigs and KRSCHUR for the RPA example.
eigs results for RPA with tol = 10−12 after 30 iterations KRSCHUR results for RPA with tol = 10−12 after 16
iterations with a maximal condition number of 15.83
Eigenvalue Residual Eigenvalue Residual
−0.781645350746783 6.0 · 10−14 −0.781645350746794 1.1 · 10−12
−0.781645350746784 1.4 · 10−12 −0.781645350746797 1.6 · 10−14
−0.781645350746796 4.1 · 10−13 −0.781645350746803 6.7 · 10−14
−0.781645350746797 2.7 · 10−14 −0.811136520635681 8.2 · 10−14
−0.811136520635683 3.2 · 10−16 −0.811136520635665 9.7 · 10−14
−0.811136520635672 6.8 · 10−16 −0.874712875414078 9.4 · 10−14
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9. Conclusions
We have derived a Krylov–Schur-type method for the Hamiltonian eigenproblem. The main in-
gredients are the symplectic Lanczos process for extending the Krylov space and the SR algorithm
for obtaining a Schur-like form for the Hamiltonian Rayleigh quotient. The Krylov–Schur technique
allows a simpler restarting mechanism for exact shifts as compared to the previously employed im-
plicit restarting using polynomial ﬁlters. In particular, locking, purging, and deﬂation can easily be
incorporated in the Krylov–Schur variant while these techniques turn out to be prohibitively difﬁcult
to realize in the implicit restarting variant of the symplectic Lanczos process. Though nonorthogonal
transformations are employed in the method, the resulting method turns out to be fairly robust in
practice. A signiﬁcant advantage over general purpose eigensolvers for nonsymmetric eigenproblems
is obtained from the fact the Hamiltonian symmetry of the eigenvalues is exploited and preserved.
Thus, physical meaningfully paired Ritz values are computed in contrast to, e.g., the standard (shift-
and-invert) Arnoldi method. Numerical examples demonstrate that the accuracy of the eigenvalue
approximations obtained by the Krylov–Schur-like method is comparable to the Arnoldi process.
Besides the advantage of a correct pairing of the eigenvalue approximations, also the number of
restarts needed to converge is often lower (sometimes signiﬁcantly) than for implicitly restarted
Arnoldi method.
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