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Abstract—In this paper, we introduce an uplink optical wireless
positioning system for indoor applications. This technique uses
fingerprints based on the indoor optical wireless channel impulse
response for localization. Exploiting the line of sight peak power
(LOS), the second power peak (SPP) of the impulse response, and
the delay between the LOS and SPP, we present a proof of concept
design and theoretical analysis for localization employing a single
fixed reference point, i.e., a photodetector (PD) on the ceiling.
Adding more PDs leads to more accurate transmitter position
estimation. As a benchmark, we present analytical expressions
of the Cramer-Rao lower bound (CRLB) for different numbers
of PDs and features. We further present closed form analytical
approximations for the chosen features of the channel impulse
response. Simulation results show a root mean square (RMS)
positioning accuracy of 25 cm and 5 cm for one and four PDs,
respectively, for a typical indoor room at high SNR. Numerical
results verify that the derived analytic approximations closely
match the simulations.
Keywords—Visible light communication (VLC), Cramer-Rao
lower bound (CRLB), indoor localization, visible light positioning,
multipath reflections.
I. INTRODUCTION
There is a high demand nowadays for localization services
in many applications like robotics, unmanned aerial vehicles,
internet of things applications and self-driving cars. While GPS
provides a robust localization service for outdoor applications,
its poor coverage for indoor environments, as well as its poor
accuracy indoors, leads to a strong need for a robust indoor
localization system. In this paper, we address this problem
by introducing a new optical wireless technique that uses the
features of an infrared (IR) uplink channel impulse response
for positioning.
The exponential growth of light-emitting diode (LED) illu-
mination infrastructures alongside the high network throughput
capacity possible with visible light communication systems
(VLC) has led to a growing interest in VLC as the next
generation of network access points [1]. On the other hand,
optical wireless techniques can also provide centimeter accu-
racy for indoor localization services and have been considered
as one of the most promising indoor localization approaches
[2]–[4]. Using the same VLC infrastructure paves the way
for introducing visible light positioning systems for either
localization purposes or simply to assist communication ser-
vices, such as handover and resource allocation [5]. Previous
research has shown that enhanced handover decisions based
on the knowledge of user locations and motion tracking can
improve the overall quality of service (QoS), when compared
to techniques that monitor signal strength alone, by reducing
the number of unnecessary channel transfers [6], [7].
Visible light positioning methods can generally be classified
into three groups: proximity, triangulation, and fingerprinting.
Proximity techniques give an estimation of the approximate
location of users, i.e., the closest access point [8]. Triangula-
tion methods rely on one of three features of the received
signals: time of arrival (TOA), angle of arrival (AOA), or
received signal strength (RSS). RSS-based techniques, which
use the intensity of the signal for localization, can achieve a
high accuracy in visible light positioning systems due to the
strong line of sight (LOS) signal in wireless optical systems.
However, the accuracy of these techniques is limited due to its
poor performance in shadowing and multi-path environments,
which make the relationship between the distance and RSS
unpredictable [2], [9], [10]. TOA-based techniques rely on
the arrival time of the signal from different transmitters for
estimation and, hence, require perfect synchronization between
the transmitters, which can add complexity and limit the
application of these systems. Theoretical limits have been pre-
sented on the accuracy of TOA-based [4] and RSS-based [11]
positioning techniques. AOA localization techniques use the
angle of arrival of the LOS signal from different transmitters
for localization. They can estimate the user’s location using
one imaging receiver when the height of the user is known
and two imaging receivers when it is not [2]. AOA has been
used to locate users with an accuracy of 5 cm in practice
[12], by measuring the angle at which the line-of-sight (LOS)
signal from the transmitter is received. Fingerprinting methods
estimate the relative location of the user by matching real-time
measurements with a previously-collected fingerprint map.
Pattern recognition techniques such as probabilistic methods,
k-nearest-neighbors (k-NN), and correlation have been studied
for fingerprinting methods based on the downlink signal [13],
[14]. However, the computational complexity is a challenging
aspect of fingerprinting algorithms, especially for implemen-
tation on portable devices.
In this paper, an uplink fingerprint-based indoor optical
localization algorithm is proposed. While other VLC tech-
niques consider the multipath signal as noise, our localization
technique, which was first introduced in [15], uses the charac-
teristics of the optical channel impulse response to locate users.
In this paper, we expand on [15] by presenting an expression
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2of the Cramer Rao lower bound (CRLB) for the proposed
fingerprinting approach. We also examine the performance
of the proposed techniques for a finite transmitter bandwidth
(BW). This technique can estimate the user location using a
single reference point, i.e., one PD, which not only reduces
the complexity of the system by employing a lower number of
sensors on the ceiling, but also makes the localization possible
in severe shadowing. To the authors’ knowledge, ours is the
only technique in the published literature that can estimate the
user location using a single measurement. However, adding
more reference points in our algorithm enhances the posi-
tioning accuracy. The algorithm performance is first evaluated
for infinite system BW to show the best possible accuracy
for a perfect channel impulse response. We then look at the
usefulness of impulse response features when taking the finite
LED BW into account.
In contrast to most research on VLC indoor positioning that
applies a user-side localization technique [4], the proposed al-
gorithm is developed for the infrared (IR) uplink of a VLC sys-
tem. Using uplink fingerprinting localization not only reduces
the processing load and hardware complexity on the user-
side, but also provides a more secure approach, in the sense
that the physical infrastructure information need not be shared
with users. Although network-side localization can be seen
as violating users’ privacy by monitoring them, the security-
privacy trade-off is advantageous for specific applications such
as robot-navigation, network multiple access (MAC) layer
optimization, and fire-hazard monitoring, in which system
monitoring of the number and the location of users is required.
The rest of the paper is organized as follows. In Section
II, the system model and measurement scenario are discussed.
The positioning algorithm is presented in Section III. CRLB
calculations are derived in Section IV. Numerical results are
presented and discussed in Section V. Finally, the paper is
concluded in Section VI.
II. SYSTEM DESCRIPTION
In this section, we first describe an overview of the proposed
system. We then discuss the channel model, fingerprinting, and
coding aspects of our system design.
A. System Overview
The proposed indoor localization system is considered part
of a visible light communication system in which there are
white LED fixtures on the ceiling that transmit downlink data
and infrared photo-detectors (PDs) that capture uplink signals,
as shown in Fig. 1. In this model, the qth PD is assumed
to be installed on the ceiling at position (x(q), y(q), z(q)), q ∈
{1, · · · , Q} , facing vertically downwards, and the user located
at coordinates (x, y, z) is assumed to be at a known height z
and have an infrared LED transmitter that is facing vertically
upwards.
The key idea in this work is to use the channel impulse
responses of the uplink channels to locate the user by mapping
characteristics to the location of the user. Our work assumes a
single user in the room (with generalization to multiple users
discussed below). The transmitter is required to transmit a
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Fig. 1. System configuration for visible light communication uplink system
and the impulse responses based on it.
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Fig. 2. Block diagram of system. a) transmitter and b) receiver structures,
including the optical wireless channel between transmitter and each of
receivers.
series of narrow time pulses. On the network-side, the receivers
capture the channel impulse responses and, for each pulse,
extract the significant features of the received signal.
B. Channel Model
Fig. 2 illustrates the block diagram of the system. Given
that the pulse generator sends an ideal delta function δ(t),
the optical signal emitted by the LED has a bandwidth (BW)
limited by hLED(t). Then, receiver q’th output, v(q)(θ, t), can
be written as
v(q)(θ, t) = hLED(t) ∗ h(q)ch (θ, t) ∗ h(q)PD(t) + n(q)(t), (1)
where θ = (x, y) ∈ R2 is the two-dimensional coordinate
vector of the user’s position to be estimated, h(q)ch (θ, t) is the
impulse response of the channel between the transmitter and
the qth PD, h(q)PD(t) is the impulse response of the qth PD
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Fig. 3. Impulse response of the channel for different locations of the
transmitter when the receiver is located at (150 cm, 150 cm, 300 cm) and
the simulation parameters are as in Table I.
and n(q)(t) is additive white Gaussian noise (AWGN). The
system BW is defined as the bandwidth resulting from both
hLED(t) and h
(q)
PD(t). In order to model h
(q)
ch (θ, t), we employ
the wireless optical channel model described in [16]. Fig. 3
illustrates h(q)ch (θ, t) for 3 different user locations inside the
room.
TABLE I. SIMULATION PARAMETERS OF RAY TRACING CHANNEL
MODEL [17].
Transmitter Parameters Value
Height 0.85 m
Uplink wavelength 950 nm
Lambertian mode (m) 1
LED transmit power, PT 10 mW
Receiver Parameters Value
Surface area of the PD, APD 1 cm2
Height 3 m
Filed of view (Half Angle) 70◦
PD1 location (150 cm, 150 cm, 300 cm)
PD2 location (350 cm, 150 cm, 300 cm)
PD3 location (150 cm, 350 cm, 300 cm)
PD4 location (350 cm, 350 cm, 300 cm)
Room Parameters Value
Room size (width × length × height) 5× 5× 3 m3
Wall reflectance coefficient, ρ 0.8
Reflecting element area, Aref 2× 2 cm2
C. Fingerprinting
To develop the proposed positioning algorithm, we first
divide the indoor horizontal area into an N × M grid and
then create a database of the channel impulse responses
for different positions of the user on this grid, i.e. Ck =
(xk, yk), k ∈ {1, 2, . . . ,MN}, for a known height z. In
order to develop this fingerprinting map, we focus on strong
features of the impulse response: the LOS peak power, PLOS ,
the second power peak (SPP) term, PSPP (the height of
the first peak of the diffuse term), and the time difference
of arrival between these two components, ∆τ . The vector
S
(q)
k = [P
(q)
k,LOS , P
(q)
k,SPP ,∆τ
(q)
k ], k ∈ {1, 2, . . . ,MN}, rep-
resents receiver qth fingerprinting vector corresponding to the
kth point on the measurement grid. All this data is assumed to
be collected manually during an offline procedure, and crowd-
sourcing methods can be developed to learn the fingerprint
map automatically, as in [18], [19].
D. Encoder Design
In order to estimate the location of one user, the user’s
transmitter has to send one narrow time pulse. However, to
increase the SNR, a stationary transmitter could send a train
of pulses with a large enough time period to avoid inter-symbol
interference (ISI) at the receivers.
In a multiuser scenario, users have to send nearly orthogonal
codes to make them distinguishable at the receivers. In this
case, optical orthogonal codes (OOC) could be employed [20].
The length and weight of the OOC must be chosen in a way to
minimize the ISI and inter-chip interference (ICI). Multi-pulse
and multiuser performance is relegated to future studies.
III. POSITIONING ALGORITHM
The first step of our localization algorithm is to combine
features extracted from the different receivers. As we discuss
above, in this work we consider at most three feature to
be extracted from each receiver. Based on the number of
features used from each receiver, we refer to the algorithm
as a one-feature algorithm (only extract the LOS feature from
receivers), a two-feature algorithm (uses the LOS and SPP),
and a three-feature algorithm (uses all three features, i.e., the
LOS, SPP, and delay between the LOS and SPP). Applying
a peak detector as a feature extractor on receiver qth output,
v(q)(θ, t) in (1), the components of the observation vector for
receiver q, q = 1, · · · , Q (see Fig. 2) can be expressed as
v
(q)
1 (θ) = P
(q)
LOS(θ) + n
(q)
1 ,
v
(q)
2 (θ) = P
(q)
SPP(θ) + n
(q)
2 ,
v
(q)
3 (θ) = ∆τ
(q)(θ) + n
(q)
3 , (2)
where Q is the number of receivers. n(q)1 and n
(q)
2 are zero
mean independent Gaussian noises with variance σ2. n3 is
the time delay noise between LOS and SPP, which is mod-
eled as a zero mean Gaussian noise with variance σ2τ and
assumed independent from n(q)1 and n
(q)
2 . Let V
(q)(θ) =
[v
(q)
1 (θ), v
(q)
2 (θ), v
(q)
3 (θ)] and n
(q) = [n
(q)
1 , n
(q)
2 , n
(q)
3 ] be the
observation vector and noise vector at receiver q, respectively.
Then, the observation and noise vectors are concatenated into
supervectors as V (θ) = [V (1)(θ),V (2)(θ), · · · ,V (Q)(θ)]T
and n = [n(1),n(2), · · · ,n(Q)], respectively. The over-
all measurement covariance matrix is Σ = COV (n) =
diag(σ2, σ2, σ2τ , · · · , σ2, σ2, σ2τ ).
In order to locate the user, we employ the nearest neighbor
algorithm to find the grid point Ck = (xk, yk) corresponding to
the fingerprinting supervector nearest the received features in
4the Euclidean sense, defined as Skˆ = [S
(1)
kˆ
, S
(2)
kˆ
, · · · , S(Q)
kˆ
]T .
The index of the selected grid point, kˆ, can be obtained as
kˆ = arg min
k
(V (θ)− Sk) Σ−1 (V (θ)− Sk)T ,
k ∈ {1, 2, . . . , NM} (3)
Fig. 4-(a), and (b) illustrate an example of grid points Ck =
(xk, yk) in the room plane and the corresponding constellation
points Sk in the observation plane, based on two observations
components, PLOS and PSPP , for one PD. Considering no
AWGN noise, the distribution of observation features related
to each grid cell is illustrated in 4-(b). In addition, the nearest
neighbor decision regions corresponding to grid cells within
the room given in Fig. 4-(a) are shown in Fig. 4-(b).
There exist three different sources of localization error for
the proposed algorithm. One error source is the AWGN noise
that is introduced in (2). The second error source arises when
the user is not located exactly on the grid points. No matter
how accurately the algorithm can find the closest grid point,
there is always an offset error between the real location and the
closest grid point in the room, which is known as quantization
error. If the transmitter is randomly positioned in a grid cell
of size ∆2 according to a uniform distribution, the RMS
quantization error is equal to ∆/
√
6, where ∆ is the grid
step size. We refer to this as the quantization lower bound
(QLB). The third error source is due to the fact that the
impulse response features observed within the entire grid cell
corresponding to grid point Ck = (xk, yk) are not equal to
those of the corresponding detection constellation points Sk
(see Fig. 4-b).
The root mean square (RMS) positioning error can be
calculated as [15]
dRMS(θ) =
√√√√Eθ{N×M∑
i=1
|θ −Ci|2 i(θ)
}
(4)
where i(θ) is the probability the positioning algorithm
chooses the grid point Ci, given the user is located at position
θ. Eθ denotes the expectation conditioned on θ.
Due to the complexity of the decision regions shapes, a
derivation of the exact value of i(θ) is nontrivial. Hence, a
practical approach is to calculate a lower bound (LB) on the
estimation error that is tight in high SNR scenarios. In this
regard, we consider only i’s in (4) that correspond to the two
closest center points to the observation point, V (θ). Then,
i(θ) evaluated at these center points can be written as
i(θ) =1−Q(
√
LT (i) ·Σ−1 · L(i)
2
), (5)
and i′(θ) = 1 − i(θ), where L(i) is the distance vector
between V (θ) and the boundary between the two closest
center points, named i and i′ (see Fig. 5).
IV. CRAMER RAO LOWER BOUND (CRLB) OF THE
POSITIONING ERROR
In this section, we develop the CRLB for any unbiased
estimator of a user’s position based on the observation vector
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V (θ), in additive Gaussian noise, for a multiple PDs scenario.
As described above, our algorithm considers a quantized
5fingerprinting map. However, in order to calculate the ultimate
estimation accuracy for the proposed localization algorithm, in
this section, we consider the fingerprint map as a continuous
surface in the calculation of the CRLB. The quantization effect
can simply be added to the CRLB as the two sources of errors
are independent.
Given the fact that all the noise terms in (2) are assumed
to be Gaussian distributed, the joint probability density func-
tion of the observation vector, V (θ), conditioned on θ is a
multivariate Gaussian distribution,
f(V (θ)|θ) = exp(−
1
2V (θ)Σ
−1V T (θ))
(
√
2pi)3Q |Σ| (6)
The Fisher information matrix (FIM), J(θ), is defined as [21]
J(θ) = −Eθ ∂
∂θ
(
∂
∂θ
ln [f(V (θ)|θ)]
)T
= H J(V) HT
(7)
where J(V) = −EV ∂∂V
(
∂
∂V ln [f(V (θ)|θ)]
)T
. Based on (6),
J(V) can be expressed as J(V) = Σ−1. The matrix H is
defined as
H = E
∂v(1)1∂θ1 ∂v(1)2∂θ1 ∂v(1)3∂θ1 . . . ∂v(Q)1∂θ1 ∂v(Q)2∂θ1 ∂v(Q)3∂θ1
∂v
(1)
1
∂θ2
∂v
(1)
2
∂θ2
∂v
(1)
3
∂θ2
. . .
∂v
(Q)
1
∂θ2
∂v
(Q)
2
∂θ2
∂v
(Q)
3
∂θ2

(8)
We derive the components of H based on the channel model
described in [16]. Given the Lambertian equations for the LOS
component, E{v(q)1 } = P (q)LOS(θ) can be written as
E{v(q)1 } = P (q)LOS(θ1, θ2) =
m+ 1
2pid2q
A
(q)
R cos
m
(
Φ(q)
)
cos
(
Ψ(q)
)
=
(m+ 1)A
(q)
R z
m+1
2pi
(√
z2 + (θ1 − xr,q)2 + (θ2 − yr,q)2
)m+3 , (9)
where A(q)R is the surface area of the qth PD, Φ
(q) is the
irradiance angle, Ψ(q) is the angle of incidence with respect to
the qth receiver axis. (xr,q, yr,q) is the qth receiver coordinates,
and dq is the distance between the user and receiver q. m is
the order of Lambertian emission of the transmitter LED.
The first partial derivative of the LOS component can be
obtained as
E
{
∂v
(q)
1
∂θ1
}
=
∂
∂θ1
P
(q)
LOS(θ) = −G0
(θ1 − xr,q)
dm+4q
,
E
{
∂v
(q)
1
∂θ2
}
=
∂
∂θ2
P
(q)
LOS(θ) = −G0
(θ2 − yr,q)
dm+4q
, (10)
where G0 is defined as G0 =
(m+1)(m+3)zm+1AR
2pi .
The derivatives of the E{v(q)2 } = P (q)SPP (θ1, θ2) and
E{v(q)3 } = ∆τ (q)(θ1, θ2) components can be approximated
using quadratic regression
E{v(q)2 } = P (q)SPP (θ) = A(θ1)TU(q)A(θ2),
E{v(q)3 } = ∆τ (q)(θ) = A(θ1)TT(q)A(θ2), (11)
where A(x) =
[
1 x x2 x3 x4
]T
. U(q) and T(q) depend on
the geometry of the room, as explained in the Appendix. The
first partial derivative of the SPP and ∆τ components can be
written as
E
{
∂v
(q)
2
∂θ1
}
=
∂
∂θ1
P
(q)
SPP (θ) = A˙(θ1)
TU(q)A(θ2),
E
{
∂v
(q)
2
∂θ2
}
=
∂
∂θ2
P
(q)
SPP (θ) = A(θ1)
TU(q)A˙(θ2), (12)
where A˙(x) =
[
0 1 2x 3x2 4x3
]T
. Similarly,
E
{
∂v
(q)
3
∂θ1
}
=
∂
∂θ1
∆τ (q)(θ) = A˙(θ1)
TT(q)A(θ2),
E
{
∂v
(q)
3
∂θ2
}
=
∂
∂θ2
∆τ (q)(θ) = A(θ1)
TT(q)A˙(θ2). (13)
Substituting (13), (12), and (10) in (8), H is obtained, and
based on (7), the components of the 2× 2 matrix J(θ) can be
found as
J11(θ) =
Q∑
q=1
G20
(m+ 3)
2
(θ1 − xr,q)2
σ2dm+4q
+
(A˙(θ1)
T ·U(q) ·A(θ2))2
σ2
+
(A˙(θ1)
T ·T(q) ·A(θ2))2
σ2T
J12(θ) = J21(θ) =
Q∑
q=1
G20
(m+ 3)
2
(θ1 − xr,q) (θ2 − yr,q)
σ2dm+4q
+
(A˙(θ1)
T ·U(q) ·A(θ2))(A(θ1)T ·U(q) · A˙(θ2))
σ2
+
(A˙(θ1)
T ·T(q) ·A(θ2))(A(θ1)T ·T(q) · A˙(θ2))
σ2T
J22(θ) =
Q∑
q=1
G20
(m+ 3)
2
(θ2 − yr,q)2
σ2dm+4q
+
(A(θ1)
T ·U(q) · A˙(θ2))2
σ2
+
(A(θ1)
T ·T(q) · A˙(θ2))2
σ2T
V. NUMERICAL RESULTS AND DISCUSSION
In this section, we present numerical results of the perfor-
mance of the proposed localization algorithm. The channel
modeling based on ray tracing and the system configuration
are discussed first, followed by a description of the Monte-
Carlo simulation. We then explain the behavior of the system
measured by the RMS estimation error as a function of SNR,
6grid step size, and transmitter BW, for a different number of
PDs. We compare the LB and Monte-Carlo results for the first
two parameters, i.e., SNR and grid step size. Finally, the CRLB
results are discussed, as a function of SNR.
The ray tracing channel model parameters are listed in Table
I. We consider the system configuration illustrated in Fig. 1
with at most Q = 4 PDs on the ceiling. The transmitter is
assumed to be at a fixed known height from the floor facing
vertically upwards.
A. Estimation Performance for Infinite BW Assumption
In order to determine the estimation error, we run a Monte
Carlo (MC) simulation by randomly choosing the location of
the user and estimating the closest grid point on the room plane
using the proposed algorithm. The RMS positioning error is
a result of choosing a constellation point by the algorithm
and the mapping cost of that decision. However, given that the
algorithm tries to find the closest grid point, the larger the grid
step size, the worse the absolute positioning accuracy becomes.
And yet increasing the grid step size lowers the probability of
mapping to some far bin in the room. Therefore, there is a
trade-off between the room plane absolute grid accuracy and
the cost of wrong mapping.
Figs. 6-(a), (b) show the RMS positioning errors for the
two and three features algorithms, respectively. For all cases
considering different numbers of PDs, the simulated error
converges to the LB results (calculated in Section III) at
high SNR, which verifies the analytical results. For the one
PD case, we need 3 features to attain a 25 cm accuracy.
Deploying more PDs leads to a higher accuracy: for 4 PDs
we reach the minimum error of QLB= 5.7 cm (defined in
Section III) at an SNR of 30 dB. This error is inevitable due
to quantization based on the grid. As expected, the 3 features
algorithm outperforms the 2 features algorithm for the same
SNR and number of PDs, especially for a smaller number of
PDs. However, both algorithms reach the best accuracy, the
QLB, at high SNR and a sufficient number of PDs.
Fig. 7 shows the RMS positioning error as a function of
grid step size for a high SNR scenario. There is a nearly linear
relation between accuracy and the grid step size for all multiple
PDs scenarios. In addition, for a larger number of PDs and in
the high SNR case, the RMS error gets closer to the RMS
QLB, where the estimated location is mapped to the closest
grid point in the room.
B. CRLB as a Function of SNR
Fig. 8-a illustrates the CRLB for different numbers of
PDs. The estimation accuracy as measured by the RMS error
increases by one order of magnitude per 20 dB of SNR
increment. For the same number of features, our algorithm
with 2 PDs, and 2 features (LOS and SPP) outperforms the
basic RSS method (explained in [22]) with 4 PDs, one-feature
component (just the LOS). For the same number of PDs,
increasing the number of features employed leads to more
accurate estimation.
Given the fact that the additive noise and quantization error
are independent, the quantization effect on the CRLB can be
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scenarios: a) two features, and b) three features.
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obtained by adding CRLB and QLB variances; we name this
the quantized Cramer-Rao lower bound (QCRLB). Fig. 8-b
shows MC results compared with the corresponding QCRLB
for a three features scenario and grid step size equal to 14 cm.
The MC results get close to the QCRLB at SNR higher than
30 dB, for the 3 and 4 PDs scenarios. For other cases, the
positioning error is dominated by the probability of choosing
the wrong cell as the nearest-neighbor in the observation plane.
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C. RMS Error as a Function of Bandwidth
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Fig. 9. The frequency response of the channel Hch(θ, f) between the
transmitter located at different locations in the room and the receiver located
at PD1 position (see Table I).
In practice, the system BW is limited by the LED BW.
In this regard, we investigate the optical channel frequency
response to see to what extent this lowpass filtering eliminates
fingerprinting information and consequently degrades the lo-
calization performance. Fig. 9 illustrates the channel frequency
response amplitude corresponding to different locations of the
user in the room. The DC bias in the frequency domain is due
to the LOS received optical power strength. By removing the
Fig. 10. Contours of 3 dB channel BW for different locations of the
transmitter in the room and the receiver located at the orange dot, which
is the PD1 position in Table I.
LOS and calculating the 3 dB BW of the channel frequency
response, we can see in Fig. 9 that the channel BW is less than
200 MHz for points far from the walls of the room. Fig. 10
shows the optical channel 3 dB BW for the whole room. The
channel BW is less than 150 MHz in all regions except for the
edges. Hence, a significant part of the fingerprint information
of the optical channel, the SPP and the ∆τ , is included in the
lower frequencies. Fig. 11 illustrates the RMS positioning error
for different system BWs. The results show promising accuracy
for a typical IR LED bandwidth of 100 MHz. The accuracy
is an almost monotonically increasing function of BW since
the higher frequency resolution leads to more distinguishable
constellation points in the observation space. The fluctuations
in the low-frequency part of the plots are due to the fact that
we miss some important parts of the channel information by
LED low-pass filtering.
VI. CONCLUSION AND FUTURE WORKS
In this paper, an uplink infrared positioning algorithm is
introduced, exploiting the diffuse part of the optical channel for
localization rather than considering it as a noise. Extracting the
most informative components of the channel impulse response,
a feature map of the room is created. This technique requires
only one receiver-transmitter pair for localization, yet using
additional PDs helps reduce the localization error. An expres-
sion of the CRLB for the proposed algorithm is presented that
shows high potential for the proposed fingerprinting scheme.
The numerical results show that the LED bandwidth limitation
would not affect the algorithm, as the informative part of
the optical channel characteristics is embedded in frequencies
lower than 100 MHz, which is in the range of expected BWs
for off-the-shelf IR LEDs.
The performance of the nearest neighbor estimation algo-
rithm is evaluated for several different grid step sizes and
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Fig. 11. RMS distance error vs. the transmitter BW, for grid step size of 14
cm and multiple PDs scenarios for a) two features algorithm, b) three features
algorithm.
multiple PDs scenarios. The results show an RMS positioning
error of 5 cm using 4 PDs, an SNR of 50 dB, and a grid step
size of 14 cm, which is close to the quantization error lower
bound. The theoretical analysis matches numerical results.
As future work, this algorithm can be extended for practical
scenarios that consider transmitter tilt, shadowing effects and
more realistic channel models. Given that the fingerprints are
room specific, learning the fingerprints map of the different lo-
cations is one of the practical challenges that can be addressed
in future work. Adding a motion tracking algorithm can further
improve the performance of our localization algorithm [5],
[14].
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APPENDIX: PARAMETRIC MODEL OF CHANNEL FEATURES
In this section we explain the details of the regression-based
closed-form approximations for two important parameters in
the proposed positioning algorithm: the SPP, and the delay
interval between LOS and SPP components. Fig. 12 illustrates
the surface plot of extracted feature components of the channel
impulse response for the room configuration described in
Table I using PD1.
Considering the smoothness of the PSPP and ∆τ surfaces,
these can be approximated by using a polynomial regression. In
order to reduce the order of the polynomial approximation, we
divide each surface into 4 sections that can be approximated
by using a polynomial surface of degree 4 in each variable
using A(x) =
[
1 x x2 x3 x4
]T
, as in (11). These sections are
defined considering the symmetry and edges of the surfaces.
In this particular example both of the SPP and the ∆τ
surfaces have the same edge, hence, the same sections. Fig.
13 illustrates a birds-eye view of the room for the SPP and
the ∆τ surfaces. Using numerical simulation, U(1) and T(1)
corresponding to the one receiver are obtained as
U(1) =
{
U
(1)
1 , x < y, y > 5− 0.43x
U
(1)
2 , x < y < 5− 0.43x
U
(1)
1 = 10
−9

60.6 108 −58 8.25 −0.3
−251 −47.3 41 −4.5 0
254 −41 −0.8 0 0
−71 8.8 0 0 0
5.5 0 0 0 0

U
(1)
2 = 10
−9

9.08e3 1.64e3 80 −18.4 1.83
−1.03e4 −1.3e3 10 −2 0
4.3e3 300 −1.4 0 0
−788 −24.4 0 0 0
53 0 0 0 0

(A.1)
T(1) =
{
T
(1)
1 , x < y, y > 5− 0.43x
T
(1)
2 , x < y < 5− 0.43x
T
(1)
1 = 10
−11

−2.2 6.5 −4.7 1.43 −0.14
329 101 41 4.17 0
−13.1 0.08 1.36 0 0
19.9 1.24 0 0 0
20.7 0 0 0 0

T
(1)
2 = 10
−9

−20.7 13.8 −11.4 1.97 −0.05
26.8 9.5 10 −0.24 0
−14.9 −2.03 0.3 0 0
2.78 −0.01 0 0 0
−0.15 0 0 0 0

(A.2)
The argument in A(·) is in meters and U(1) and T(1) are in
the appropriate units so that P (1)SPP (θ) is in mW and ∆τ
(1)(θ)
is in ns. For the region where x > y, these matrices can
be defined based on Fig. 13. The regressions approximating
PLOS(θ) and ∆τ(θ) for other receiver locations in Table I
are omitted for the sake of brevity.
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