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a b s t r a c t
We consider the problem of solving a linear system Ax = b over a
cyclotomic field. Cyclotomic fields are special in that we can easily
find a prime p for which the minimal polynomial m(z) for the
field factors into a product of distinct linear factors. This makes it
possible to develop fast modular algorithms.
We give two output sensitive modular algorithms, one using
multiple primes and Chinese remaindering, the other using
linear p-adic lifting. Both use rational reconstruction to recover
the rational coefficients in the solution vector. We also give a
third algorithm which computes the solutions as ratios of two
determinants modulo m(z) using Chinese remaindering only.
Because this representation is d = degm(z) times more compact
in general, we can compute it the fastest.
We have implemented the algorithms in Maple. Our bench-
marks show that the third method is fastest on random inputs, but
on real inputs arising from problems in computational group the-
ory, the first two methods are faster because the solutions have
small rational coefficients.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider the problem of how to efficiently solve a linear system Ax = b over
an algebraic number field Q(ζ ) where ζ is a primitive kth root of unity. These number fields, which
include the complex rationalsQ(i), are called the cyclotomic fields. The minimal polynomialm(z) for
ζ is Φk(z), the kth cyclotomic polynomial. Φk(z) is a monic irreducible polynomial in Z[z] of degree
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φ(k)where φ is Euler’s function. The first six cyclotomic polynomials are
z − 1, z + 1, z2 + z + 1, z2 + 1, z4 + z3 + z2 + z + 1, and z2 − z + 1.
Our motivation for considering linear systems over cyclotomic fields arose from problems given
to us by Vahid Dabbaghian from computational group theory — from the search for a matrix
representation over C for a finite group. What is special about these linear systems is that the size
of the rationals in their solution vectors are much smaller than they would be if the input coefficients
were randomly generated of the same size. This means that our modular algorithms need to be
designed so that they are sensitive to the size of the rational numbers in the output x.
Finding efficient algorithms for solving a linear system Ax = b over Q is a classical problem in
computer algebra. One approach is to solve Ax = b modulo a sequence of primes p1, p2, p3, . . . and
recover the rational solutions in x using Chinese remaindering. See Cabay (1971) for a description and
bibliography of this approach.
For a linear system of dimension n with Ai,j, bi ∈ Z where |Ai,j|, |bi| < 10c, that is, the size of
the integers in the input are bounded by c digits in length, in general, the integers in the numerators
and denominators of the solution vector x ∈ Qn are n times longer than those in A and b. This means
that if we use machine primes, primes of constant bit-length, this method will need O(cn) primes in
general. If ordinary Gaussian elimination is used to solve the O(cn) linear systemsmodulo the primes,
the complexity of this multiple prime approach is dominated by a term of order n4. By using linear
p-adic lifting and rational reconstruction, one can reduce this to n3. The p-adic approach was first
applied to linear systems byDixon (1982) andMoenck and Carter (1979). The recent paper of Chen and
Storjohann (2005) describes an implementation of this approach which reduces the matrix inversion
modulo p to floating point matrix multiplications so that level 3 BLAS can be used. We also cite the
work of Storjohann (2005) which looks at the complexity of solving Ax = b over Q and contains
an extensive bibliography on the problem. Progress has also been made on the complexity of sparse
linear systems. In Eberly et al. (2007), show that if one can multiply a matrix A of dimension n by a
vector in O(n) field operations, then one can compute the dense solution of Ax = b in O(n2.27) field
operations.
In principle, the same two basic approaches, Chinese remaindering and linear p-adic lifting, with
rational number reconstruction, can be applied to solve linear systems over a number field Q(α). Let
p be a prime and d = φ(k) be the degree of Φk(z). What makes the cyclotomic fields special here is
that the minimal polynomial Φk(z) splits into a product of distinct linear factors over Zp whenever
k|p − 1. This means that there are many primes that split Φk(z) available. In general, if Q(α) is an
algebraic number field with minimal polynomial f (z) of degree d, the probability that f (z) splits into
linear factors over Zp is 1/d!which is too low to try to split f (z).
Because we can easily compute all roots ofΦk(z) in Zp,we can solve Ax = bmod p at each root of
Φk(z), potentially in parallel, then interpolate the n polynomials xi ∈ Zp[z]. Moreover, if we choose
p appropriately so that arithmetic in Zp can be done directly by the hardware of the computer, then
the overall algorithm will be efficient in practice.
Our paper is organized as follows. In Section 2 we present some technical results on heights
of polynomials, some facts about cyclotomic polynomials, and consider the problem of computing
the roots of Φk(z) in Zp. In Section 3 we present and analyze the running time of three modular
algorithms for solving Ax = b over a cyclotomic field. The first uses Chinese remaindering and
rational reconstruction. The second uses linear p-adic lifting and rational reconstruction. The third
uses Chinese remaindering only.
We have implemented the algorithms in Char et al. (1986). In Section 4 we present timings
comparing the algorithms on different problem sets including random inputs and real systems given
to us by Vahid Dabbaghian. Unlike the case of solving linear systems over the rationals, where the
linear p-adic method is clearly superior, when solving Ax = b over a cyclotomic field, computation of
the ‘‘error’’ makes the linear p-adic method more expensive. We find that the Chinese remaindering
approach is competitive and our third algorithm is the fastest in general. We conclude with some
details about which algorithms we integrated into Maple 13.
We assume the reader is familiar with rational reconstruction. Rational reconstruction was
invented by Wang (1981). A more accessible description of the rational reconstruction problem and
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the solution based on Euclid’s algorithm can be found in Collins and Encarnacion (1995). We use our
algorithm from Monagan (2004) because it allows us to control the failure probability.
2. Technical preliminaries and cyclotomic polynomials
2.1. Division by m(z)
We use the following notation and lemmas for the presentation and the analysis of our algorithms
in Section 3. Let f (z) =∑li=0 aiz i with ai ∈ Z. Let
‖f ‖∞ = max
i
|ai| and ‖f ‖1 =
∑
i
|ai|
denote the height of f (z) and the one-norm of f (z) respectively. For the matrix A and vector b of
polynomials in Z[z] let
‖A‖ = max
i,j
‖Ai,j‖∞ and ‖b‖ = max
i
‖bi‖∞.
Thus ‖[A|b]‖ is the magnitude of the largest integer appearing in the coefficients of the polynomials
in A and b.
Lemma 1. Let m(z) = zd +∑d−1i=0 aiz i with ai ∈ Z. Let f (z) = ∑li=0 biz i with bi ∈ Z. Let r be the
remainder of f divided by m. Then r ∈ Z[z] (because m is monic) and
‖r‖∞ ≤ (1+ ‖m‖∞)δ‖f ‖∞ where δ = l− d+ 1.
Proof. The quotient of f divided by m has degree l − d, hence, there are at most l − d + 1 = δ
subtractions in the division algorithm. The first subtraction is f1 := f − blz l−dm.We have ‖blm‖∞ ≤
‖f ‖∞‖m‖∞, hence,
‖f1‖∞ ≤ ‖f ‖∞ + ‖m‖∞‖f ‖∞ = (1+ ‖m‖∞)‖f ‖∞.
For the purpose of bounding ‖r‖∞ we assume deg f1 = l − 1. The next subtraction is f2 := f1 −
lc(f1)z l−1−dm. Bounding |lc(f1)| ≤ ‖f1‖∞ we have
‖f2‖∞ ≤ ‖f1‖∞ + ‖f1‖∞‖m‖∞ = (1+ ‖m‖∞)2‖f ‖∞.
Repeating this argument the result is obtained. 
Let m(z) be a monic polynomial in Z[z] of degree d and A be an n by n matrix of polynomials in
Z[z] of degree< d. To bound the height of det(A) mod m(z)we use the following lemma.
Lemma 2 (Goldstein and Graham, 1974). Let A be an n by n matrix of polynomials in Z[z]. Let A′ be the
matrix of integers with A′i,j = ‖Ai,j‖1 that is, A′i,j is the one norm of Ai,j. Let H be Hadamard’s bound for
det A′. Then ‖ det(A)‖∞ ≤ H.
For degz Ai,j < d we have A′i,j ≤ d‖A‖. Applying Hadamard’s bound to bound |det A′| we obtain the
following bound for the height of det(A).
‖det A‖∞ ≤
n∏
i=1
√√√√ n∑
j=1
A′2i,j ≤ dnnn/2‖A‖n.
Now we apply Lemma 1 to bound the height of det(A) mod m(z). We have degz det A ≤ n(d − 1)
hence δ ≤ n(d− 1)− d+ 1 = (n− 1)(d− 1) and hence
Lemma 3. ‖det (A) mod m(z)‖∞ ≤ (1+ ‖m‖∞)(n−1)(d−1)dnnn/2‖A‖n.
2.2. The height of the cyclotomic polynomials
Letm(z) = Φk(z) and letHk =‖ Φk(z) ‖∞ . ThusHk is height of the cyclotomic polynomial of order
k. In Section 3, because powers of (1+ ‖ m(z) ‖∞) appear in bounds which determine the complexity
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of our algorithms, we are interested in the size of Hk. It is well known that for 1 ≤ k < 105, Hk = 1
and that the first cyclotomic polynomial with height Hk > 1 is Φ105(z) which has height 2. The first
with height Hk > 2 is Φ385(z) which has height 3. There are no cyclotomic polynomials of order less
than 1000 with height greater than 3. But the situation for k < 1000 is misleading. Erdos and Vaughn
(1946) showed that for any constant c > 0, Hk > kc for infinitely many k and Maier (1996) showed
that this holds for a set of positive density. In Koshiba (1998), Koshiba computed Hk = 669, 606 for
k = (3)(7)(11)(13)(17)(19), the product of the first 7 odd primes. In Table 1we have listed the values
of k < 106 and Hk for which Hk > Hj for 0 < j < k, that is, the orders k with increasing height Hk.
Note, in constructing this table, it is not hard to show that if Hk > 1 then kmust be a product of three
or more primes, and secondly, if Hk > Hj for 0 < j < k then kmust be odd and square-free.
Table 1
Increasing heights of cyclotomic polynomials of order k < 106 .
k Hk k Hk
105= (3)(5)(7) 2 26,565= (3)(5)(7)(11)(23) 59
385= (5)(7)(11) 3 40,755= (3)(5)(11)(13)(19) 359
1,365= (3)(5)(7)(13) 4 106,743= (3)(7)(13)(17)(23) 397
1,785= (3)(5)(7)(17) 5 171,717= (3)(7)(13)(17)(37) 434
2,805= (3)(5)(11)(17) 6 255,255= (3)(5)(7)(11)(13)(17) 532
3,135= (3)(5)(11)(19) 7 279,565= (5)(11)(13)(17)(23) 585
6,545= (5)(7)(11)(17) 9 285,285= (3)(5)(7)(11)(13)(19) 1,182
10,465= (5)(7)(13)(23) 14 327,845= (5)(7)(17)(19)(29) 31,010
11,305= (5)(7)(17)(19) 23 707,455= (5)(7)(17)(29)(41) 35,111
17,255= (5)(7)(17)(29) 25 886,445= (5)(7)(19)(31)(43) 44,125
20,615= (5)(7)(19)(31) 27 983,535= (3)(5)(7)(17)(19)(29) 59,518
The data for k < 106 suggests that the growth of Hk is accelerating. There is a jump in the
height at k = 327,845. What got us interested in this problem was the discovery of a large jump
at k = 1181,895 where Hk = 14,102,773. This is first k where the height Hk > k. This motivated us
to develop and implement an asymptotically fast algorithm (described below) for computing Φk(z)
of large order so we could search for Φk(z) with large height. We have computed the following data
for 106 < k < 108 (see Table 2) where the third column shows the bit-length of Hk. Note the height
Hk = 862,550,638,890,874,931 for k = 43,730,115 = (3)(5)(11)(13)(19)(29)(37). This is the first k
for which Hk > k2.
Table 2
Increasing heights of cyclotomic polynomials of order 106 < k < 108 .
k Hk log2 Hk k Hk log2 Hk
983,535 59,518 15.86 13,441,645 1475,674,234,751 40.42
1181,895 14,102,773 23.75 15,069,565 1666,495,909,761 40.60
1752,465 14,703,509 23.81 30,489,585 2201,904,353,336 41.00
3949,491 56,938,657 25.76 37,495,115 2286,541,988,726 41.06
8070,699 74,989,473 26.16 40,324,935 2699,208,408,726 41.30
10,163,195 1376,877,780,831 40.32 43,730,115 862,550,638,890,874,931 59.58
2.3. Computing the cyclotomic polynomials
To compute Hk we first computeΦk(z) explicitly using the following (see Gallian (2001)).
Lemma 4. For k square free let k = p1 × p2 × · · · pm be the prime factorization of k.
If m = 1 thenΦk(z) = 1+ z + · · · + zk−1. If m > 1 then for any p|k,
Φk(z) = Φk/p(z
p)
Φk/p(z)
.
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These two facts give us an algorithm for computingΦk(z)which does a sequence of exact divisions of
increasing degree. We give an example.
Example 1. To computeΦ15(z)we first computeΦ3(z) = 1+ z + z2 recursively. Then
Φ15(z) = Φ3(z
5)
Φ3(z)
= z
10 + z5 + 1
z2 + z + 1 = z
8 − z7 + z5 + z3 − z + 1.
This algorithm is well known. It is used, for example, by Maple 13. Noting that the divisor Φk/p(z) is
dense of degree φ(k/p), and that the quotient Φk(z) is dense, even though the dividend Φk/p(zp) is p
sparse, using classical division, this last division, which dominates the cost, does O(φ(k) φ(k/p)) =
O(φ(k)2/p) arithmetic operations in Z.
To speed up the algorithm,we apply the Fast Fourier Transform to do the polynomial exact division
modulo primes and hence to reduce the complexity to O(φ(k) logφ(k)).We pick the largest primes
of the form q = 227r + 1 and q = 226s + 1 satisfying q2 < 263 so that multiplications in Zq can be
done using signed 64 bit machine arithmetic. The largest is q = 227 × 17 + 1. Let p be the largest
prime dividing k and let n be the first integer of the form n = 2j greater than pφ(k/p), the degree of
the dividend in the last division. Let ω be a primitive nth root of unity in Zq. We compute
A = [Φk/p(ωip) for i = 0, 1, . . . , n− 1] ∈ Znq and
B = [Φk/p(ωi) for i = 0, 1, . . . , n− 1] ∈ Znq
using the Discrete Fast Fourier Transform (DFFT) (see Geddes et al. (1992, Ch. 4)) then we compute
C =
[
Ai
Bi
for i = 0, 1, . . . , n− 1
]
∈ Znq.
Note that because ω has order 2j, that is, even order, and because Φk/p(z)|(zk/p − 1) and k/p is odd,
that is, the roots ofΦk/p(z) in Zq have odd order, it cannot happen that Bi = 0 for any i.
Observe that Ci = Φk(ωi). Thus interpolating (ωi, Ci) using the inverse DFFT gives Φk(z) ∈ Zq[z].
We do this for two primes q1 = 227 × 17 + 1 and q2 = 227 × 15 + 1 and obtain the integer
coefficients of Φk(z) using Chinese remaindering. This assumes that Hk < bq1q2/2c < 261. To check
that we have computed Φk(z) correctly, that is, that Hk is not greater than bq1q2/2c, we check
Φk/p(zp) = Φk(z)× Φk/p(z)modulo one additional prime using the DFFT for the multiplication.
2.4. Splitting m(z) into linear factors
The following characterizes those primes which splitm(z) into distinct linear factors.
Lemma 5 (Huang, 1984). Let p be a prime and let m(z) = Φk(z) be the kth cyclotomic polynomial. If
p - k then m(z) has distinct roots in Zp if and only if p ≡ 1 (mod k).
For algorithms which use Chinese remaindering, we will need a sequence of machine primes of the
form p = qk + 1. In our Maple implementations we use 31.5 bit primes on a 64 bit machine.
We start with the largest 31.5 bit integer of the form qk + 1 and test the integers in the sequence
S = (qk+ 1, (q− 1)k+ 1, (q− 2)k+ 1, . . .) for primality.
Now suppose we have found a prime p of the form p = kq+ 1. Thenm(z) has d = φ(k) roots in Zp
which we want to determine. Let α be a primitive element in Zp. Then β = αq is a primitive kth root
of unity and {β i for 0 < i ≤ k such that gcd(i, k = 1)} are all primitive kth roots of unity and hence
these are the desired roots ofm(z). To find a primitive element inZp we pick 1 < α < p−1 at random
until we get a primitive element. To test if α is a primitive element we will need the factorization of
p− 1. This factorization is easy for p a machine prime, and since the density of primitive elements is
φ(p−1)/(p−1), this approach is efficient. Better, however, is the followingmethodwhich eliminates
the need for integer factorization and has a higher probability of success.
Step 1: Pick 0 < a < p− 1 at random and compute β = aq.
Now β is necessarily a kth root of unity but it may not be primitive.
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Step 2: Compute S = {β i for 0 < i < k} and check if the elements of S are distinct. If they are
then β = aq is a primitive kth root of unity and the roots ofm(z) can be selected from S.
Steps 1 and 2 can be done in O(k + log2 q) multiplications and O(k log2 k) comparisons of integers
modulo p. The following lemma tells us the probability that β is primitive.
Lemma 6. Let p = kq + 1 be a prime. Let a be chosen at random such that 0 < a < p and let β = aq.
Then β is a primitive kth root of unity with probability φ(k)/k.
Proof. β = aq is a primitive kth root of unity implies βm 6≡ 1 mod p for all 0 < m < k. We will count
N the number of integers 0 < m < p satisfying βm 6≡ 1 mod p. Let α be a primitive element. Then
a = αi for some 0 ≤ i < p− 1 and βm = aqm = αiqm. Thus
βm 6≡ 1 mod p =⇒ αiqm 6≡ 1 mod p.
But α is a primitive element so
αiqm 6≡ 1 mod p =⇒ p− 1 - iqm =⇒ qk - iqm =⇒ k - im.
Let g = gcd(k, i). If g = 1 then k - im for all 0 < m < k sincem < k. If g > 1 then we have kg | igm for
0 < m = kg < k. The number of integers 0 < i < k satisfying gcd(i, k) = 1 is simply φ(k) and since
p = kq, N = p−1k φ(k) = qφ(k). Thus the desired probability N/(p− 1) = qφ(k)/(p− 1) = φ(k)/k as
required. 
The probability φ(k)/k is high. If k is prime it is (k− 1)/k. The lowest value of φ(k)/k for k < 2000
is 0.23 for k = 210.
3. Three algorithms for solving systems involving roots of unity
Let m(z) = Φk(z) be the cyclotomic polynomial of degree d = φ(k). We present three modular
algorithms for solving a linear system Ax = bmodulom(z) for the case A is non-singular. We assume
fractions in the input system Ax = b have been cleared and powers of z have been reduced modulo
m(z) so that Ai,j, bi are polynomials in Z[z] of degree less than d. For our first two algorithms we will
compute the solutions inQ[z]/m(z), that is, polynomials in z of degree< dwith rational coefficients.
For the purpose of determining the complexity of our algorithms we use n = dim A, d = degm(z),
and suppose that largest integer appearing in the input [A|b] is bounded by 10c and the largest integer
appearing in the numerators and denominators of the rational coefficients in the solution vector x is
bounded by 10e. Wewill also assume that the length of the largest integer inm(z) = Φk(z) is bounded
by a constant to simplify our analysis. To be precise, assume ‖m‖∞ < 106. By Table 1, this is satisfied
for all orders k < 106. Thus the size of the input [A|b] and m(z) is O(n2dc) and the size of the output
x is O(nde).
3.1. Chinese remaindering
3.1.1. The algorithm
Algorithm 1 assumes the input matrix A is invertible over Q. However, A may not be invertible
modulo a prime chosen in step 3. In order to prove that Algorithm 1 is correct, we need to show that
all images of the solutions used in the reconstruction of the solution x overQ are correct. Consider the
1 by 1 linear system
[10z + 15] x = [1]
wherem(z) = z2 + z + 1. The solution is
x = [−2/35z + 1/35].
Looking at x we see that our algorithm cannot work if it uses primes 5 or 7. It is clear that the matrix
A = [10z + 15] is singular mod 5 and Algorithm 1 detects this in step 8. But what about the prime 7?
The determinant D = det A = 10z + 15 is not 0 modulo 7 but D−1 does not exist mod 7 so A is not
invertible mod 7. Lemma 7 proves that Algorithm 1 eliminates the prime 7 in step 8. First a definition.
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Algorithm 1. CRT Approach
Input: A ∈ Zn×n[z], b ∈ Zn[z],m ∈ Z[z] a cyclotomic polynomial of degree d satisfying A is non-singular modm(z).
Output: x ∈ Qn[z]which satisfies Ax ≡ b (modm(z)).
1: Set P = 1, x(0) = 0 ∈ Zn and U = 1.
2: for k = 1, 2, 3, . . . do
3: Find a new prime pk such thatm(z) has d distinct roots αk1, . . . , αkd in Zpk and compute them (see Section 2.3).
4: Let Ak = Amod pk and bk = bmod pk
5: for i = 1 to d do
6: Evaluate Ak and bk at z = αki mod pk .
7: Solve Ak(αki) xki ≡ bk(αki)mod pk for xki ∈ Znpk .
8: If Ak(αki) is not invertible modulo pk, set U = pk × U and goto step 3.
9: end for
10: Interpolate xk(z) ∈ Znpk [z] using (αk1, xk1), . . . , (αkd, xkd).
11: Apply Chinese remaindering to recover x(k) from x(k−1) mod P and xk mod pk and set P = pk × P .
12: if k ∈ {1, 2, 4, 8, 16, . . .} then
13: Let x be the output of applying rational reconstruction to x(k) mod P.
14: If rational reconstruction succeeded andm(z)|(Ax− b) then output x.
15: end if
16: end for
Definition 3.1. Let D = det(A) ∈ Z[z]. A prime p chosen by Algorithm 1 is said to be unlucky if D is
invertible modulom(z) but D is not invertible modulom(z)modulo p.
Lemma 7. Let p be a prime chosen in Algorithm 1 so that m(z) = Πdi=1(z − αi) for distinct αi ∈ Zp. Then
p is unlucky⇒ A(αi) is not invertible modulo p for some i.
Proof. Let D = det A ∈ Z[z]. Then p is unlucky ⇒ D is not invertible modulo (m(z), p) ⇒
degz gcd(D mod p,m mod p) > 0⇒ z − αi|D mod p for some i⇒ D(αi) = 0 mod p⇒ A(αi) is
not invertible mod p (for some i). 
From the proof we see that the unlucky primes are precisely the primes that divide the resultant
R = resz(D(z),m(z)). It follows that for given inputs A, b andm(z)with A invertible in characteristic
0, there are finitely many unlucky primes, and therefore, if the primes chosen by Algorithm 1 are
chosen from a sufficiently large set, Algorithm 1 will rarely encounter an unlucky prime. Lemma 12
in Section 3.4 bounds the size of the integer R. This bound can be used to bound the probability that
Algorithm 1 chooses an unlucky prime. It can also be used to modify Algorithm 1 to detect whether
A is singular in characteristic 0 – A is proven singular over Q when the integer U in the algorithm
satisfies U ≥ 2|R|.
3.1.2. Analysis of Algorithm 1
We state the running time of Algorithm 1 in terms of n, d, c which quantify the size of the input
and L, the number of primes needed by Algorithm 1 to reconstruct x. Because we use machine
primes, primes of constant bit-length that fit into a machine word, L is normally linear in e, the
length of the largest integer appearing in the rational coefficients in x. But, rational reconstruction
is not attempted at each step, because, unlike Chinese remaindering, it cannot be done efficiently
incrementally. Thus our description of the algorithm implies that Algorithm 1 can use up to twice
as many primes necessary to reconstruct the rationals in x. Note also, depending on how the trial
divisions in step 14 are implemented, we may need additional primes (see Section 3.3).
In general, the length of the rationals appearing in the output can be slightly more then nd times
longer than those in the input (see Lemma 12). But in Section 4 our linear systems arising in practice
illustrate that they can be much smaller. For this reason we state the running time in terms of L and
also for L ∈ O(cnd).
Theorem 8. The running time for Algorithm 1, assuming (i) no unlucky primes are encountered,
(ii) ‖m(z)‖∞ < 106, and (iii) not counting the cost of the trial divisions m(z)|(Ax − b) (in the next
section we will show that the trial divisions can be eliminated from Algorithm 1), is
O(n3dL+ n2d2L+ n2dLc + ndL2).
The n3dL term is the cost of the linear solves modulo p, the n2d2L term is for evaluating A at the d
roots modulo p, the n2dLc term is for reducing the input matrix A modulo p, and the ndL2 term is the
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cost of the Chinese remaindering and the rational reconstruction. For L ∈ O(cnd) the cost simplifies to
O(n4d2c + n3d3c2).
Proof. In step 3 the cost of finding a prime p, reducing m(z) modulo p, and computing the roots of
m(z) in Zp using our algorithm from Section 2.4 is dominated by other steps in the algorithm.
In step 4, reduction of the integer coefficients in A and b modulo p takes O(n2dLc) arithmetic
operations in Zp since there are n2 entries in A and n in b to reduce and each entry is a polynomial
with at most d non-zero terms. This needs to be done for each of the L primes that we choose.
Step 6 evaluates Ai,j(z) and bi(z) at each root αk1, . . . , αkd modulo p. This costs O(n2d2L) because
there are n2 + n polynomials to be evaluated. Each requires O(d) arithmetic operations in Zp using
Horner’s rule. This needs to be done for all L primes.
For step 7, solving the system Ak(αki).xki ≡ bk(αki) mod pk for xki takes O(n3) operations using
Gaussian Elimination. Since this is done for each root and each prime, the total cost of step 7 is of
O(n3dL) arithmetic operations in Zp.
Interpolation in step 10 takes O(nd2L) arithmetic operations since we only need to interpolate the
solution vector which has n elements over the d roots. Notice that interpolation is dominated by the
evaluations in step 6.
In step 11 Chinese remaindering is applied to integer coefficients of x(k−1) mod P and xk mod pk.
There are at most nd integers to reconstruct. The incremental cost at step k is O(k) per coefficient since
P is a product of k− 1 primes. Summing ndO(k) for k = 1..O(L), the total cost is O(ndL2).
In step 13, if classical Euclid’s algorithm is used, rational reconstruction from an integer modulo
P, a product of k machine primes, primes of size O(1), costs O(k2). Since we attempt rational
reconstruction after k = 1, 2, 4, 8, 16, . . . primes, the final attempt will dominate total rational
reconstruction cost. Since the solution vector x has at most nd rational coefficients, the cost of the
final successful rational reconstruction is O(ndL2).
Adding the above contributions gives the running time as stated. 
3.1.3. The reconstruction cost
In our implementation of Algorithm 1, we found, consistent with Chen and Storjohann (2005), that
for dense inputs with integer coefficients in A and b chosen uniformly at random, the rationals in the
solution vector x are much longer than the integers in A and b. For such inputs rational reconstruction
and Chinese remaindering can dominate the cost.
Obviously, one may employ asymptotically fast algorithms for Chinese remaindering and rational
reconstruction to reduce the theoretical complexity of Algorithm 1. However, this is not necessary as
onemay essentially reduce the cost of Chinese remaindering to that of integer multiplication without
using asymptotically fast Chinese remaindering as follows. At step k = 2j+1 supposewe have obtained
u satisfying Au ≡ b mod m(z)mod P where P = p1 × p2 × · · · × p2j from step k = 2j. Suppose we
next compute v satisfying Av ≡ bmodm(z) mod Q where Q = p2j+1 × p2j+2 × · · · × p2j+1 . We
then need to solve for xk satisfying Axk ≡ bmodm(z)mod PQ . If we write xk = u + wP we have
w = (v − u)P−1modQ . This requires inverting the integer P modulo Q which costs O((2j)2) using
the classical Euclidean algorithm. But this is done once and then the scalarmultiplication of the vector
of (v−u) by P−1modQ and the vectorw by P costs O(ndM(2j))whereM(k) is the cost of multiplying
and dividing integers of length k. If a fast algorithm is used here the total cost of Chinese remaindering
can be reduced from O(ndL2) to O(L2 + nd log LM(L)).
The cost of the successful rational reconstruction of the≤nd rational coefficients in x can similarly
be reduced to roughly one rational reconstruction and O(nd) long multiplications and divisions by
using a clever trick. Suppose we are reconstructing a rational from an image umod P and b is the LCM
of the denominators of all rationals reconstructed so far. The idea is to apply rational reconstruction
to b × u mod P instead. We refer the reader to Chen and Storjohann (2005) for details. Assuming
fast integer multiplication and division are available, these improvements effectively reduce the
cost of Chinese remaindering and rational reconstruction to that of fast multiplication, that is, from
O(ndL2) to O(L2 + ndM(L)) where M(L) is the cost of multiplying integers of length L digits and the
L2 term is the cost of the computing inverses and rational reconstruction using the classical Euclidean
algorithm.
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3.2. Linear p-adic lifting
3.2.1. The algorithm
Algorithm 2. Linear p-adic Lifting Approach
Input: A ∈ Zn×n[z], b ∈ Zn[z],m ∈ Z[z] a cyclotomic polynomial of degree d satisfying A is non-singular modm(z).
Output: x ∈ Qn[z]which satisfies Ax ≡ b (modm(z)).
1: Find a prime p such thatm(z) has d distinct roots α1, . . . , αd in Zpk and compute them (see Section 2.3).
2: Let e0 = b, x(0) = 0 ∈ Zn.
3: Invert A(αi)mod p for all roots.
If any A(αi) is not invertible mod p then goto step 1 and pick a new prime.
4: for k = 0, 1, 2, . . . do
5: Reduce ek mod p.
6: for i = 1 to d do
7: Evaluate the error ek at z = αi mod p.
8: Compute xki = A(αi)−1 · ek(αi)mod p.
9: end for
10: Interpolate xk(z) from (α1, xk1), . . . , (αd, xkd).
11: Set ek+1 = (ek − A · xk mod m(z))/p.
12: Set x(k+1) = x(k) + xk × pk .
13: if k+ 1 ∈ {1, 2, 4, 8, 16, . . . , } then
14: Let x be the output of applying rational reconstruction to x(k+1) mod pk+1.
15: If rational reconstruction succeeded andm(z)|(Ax− b) then output x.
16: end if
17: end for
3.2.2. Analysis of Algorithm 2
We state the running time of Algorithm 2 in terms of n, d, c and L, the number of lifting steps
that Algorithm 2 takes. Assuming the primes used by Algorithms 1 and 2 are of the same length, L
the number of lifting steps in Algorithm 2 is approximately equal to the number of primes used by
Algorithm 1.
Theorem 9. The running time for Algorithm 2, assuming (i) the prime p chosen in step 1 is not unlucky,
(ii) ‖m(z)‖∞ < 106, and (iii) not counting the cost of the trial divisions m(z)|(Ax− b), is
O(n3d+ n2d2Lc + ndL2).
The n3d term is the cost of computing the dmatrix inverses and the n2d2Lc term is the cost of computing the
error ek in step 11. The ndL2 term is the cost of step 12which is a conversion from the p-adic representation
of the solution to an integer representation. It is also the cost of rational reconstruction. For L ∈ O(cnd) the
cost is O(n3d+ n3d3c2 + n3d3c2) = O(n3d3c2).
Before we give the proof we bound ‖Axkmodm(z)‖ that appears in step 11 and thus prove that
and the size of the integers in the error ek is bounded. Notice that the bound necessarily depends on
‖m‖∞.
Lemma 10. Bounds on the error ek.
(i) ‖Axk mod m(z)‖ ≤ (p− 1)nd‖A‖(1+ ‖m‖∞)d−1
(ii) ‖ek‖ ≤ nd‖[A|b]‖(1+ ‖m‖∞)d−1.
Proof. Since xk ∈ Znp[z]we have ‖xk‖ < p and so ‖Axk‖ ≤ (p− 1)nd‖A‖where the factor of n comes
from the matrix vector multiplication and the factor d comes frommultiplying polynomials of degree
< d. Applying Lemma 1 to divide the polynomials in Axk bym(z) gives (i).
We prove (ii) by induction on k. Since e0 = b, (ii) holds at step k = 0. In step 11 the algorithm
computes ek+1 := (ek − Axk mod m(z))/p. Assuming (ii) is true for k, then
‖pek+1‖ = ‖ek − Axk mod m(z)‖ ≤ ‖ek‖ + ‖Axk mod m(z)‖.
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Substituting for ‖ek‖ (induction assumption) and for ‖Axk mod m(z)‖ from (i) we have
‖pek+1‖ ≤ nd‖[A|b]‖(1+ ‖m‖∞)d−1 + (p− 1)nd ‖ [A|b] ‖ (1+ ‖m‖∞)d−1
= pnd ‖ [A|b] ‖ (1+ ‖m‖∞).
Dividing both sides by pwe obtain (ii) is true by induction for all k. 
Proof of Theorem 9. In Algorithm 2 we only need one prime p that splitsm(z) over Zp. The time for
computing this may be ignored. In step 3 we pre-compute the inverse of the input matrix A at each
root dmodulo p using Gaussian elimination. This costs O(dn3) arithmetic operations in Zp. To reduce
the error ek modulo p in step 5 costs O(ndcL) operations since ek is a vector of n polynomials of degree
< dwith coefficients of length c digits and this is done O(L) times.
Evaluation of ek at the d roots costs O(nd2L) arithmetic operations. Computing the solution vector
xki is just a matrix vector multiplication modulo p which costs O(n2dL) in total. Interpolation costs
O(nd2L)— the same as in Algorithm 1. To compute the error ek in step 11we need to do amatrix vector
multiplication of polynomials over Z then divide by m(z). Under our assumption that ‖m‖∞ < 106,
this is dominated by the matrix vector multiplication (and not division by m(z)) which requires n2
multiplications of polynomials of degree less than d. Now the integer coefficients of the polynomials
in A are of size O(c) but the integers in xk are modulo p, that is, of size O(1). Consequently fast
integer multiplication is not applicable here. This costs O(n2d2Lc) in total using classical polynomial
multiplication. In step 12, adding xkpk to xk costs O(ndk) operations for each lifting step. In total this is
O(ndL2) which note is the same as the cost of the incremental Chinese remaindering in Algorithm 1.
The rational reconstruction cost is the same as for Algorithm 1, namely O(ndL2). Adding the above
contributions gives the running time as stated in Theorem 9. 
3.2.3. Computing the error
One of the most expensive parts of Algorithm 2 is the computation of the error in step 11, in
particular, the computation A · xk mod m(z) which needs to be computed over Z. This requires n2
polynomial multiplications and n divisions by m(z). It has complexity O(n2d2c) assuming classical
multiplication. Since the size of A is O(n2dc), we cannot reduce the complexity of computing the
error by more than a factor of d.We have attempted to reduce it by a factor of d by choosing primes
p1, p2, . . . such that m(z) has d roots αij in Zpi (as we do for Algorithm 1) evaluating A(αij) mod pi,
caching these primes, the αij and the matrices A(αij) mod pi for re-use in the next lifting step,
multiplying A(αij) × xk(αij) mod pi, interpolating, and then Chinese remaindering to recover ek+1 ∈
Z[z]. We use Lemma 10(i) to bound ‖ek+1‖ to determine how many primes are needed. In Section 4
we find that the improvement obtained is very good for randomly generated problems which have
large rationals in the solution vector but not so good on our real data setswhere L the number of lifting
steps is small. Also, since ‖ek+1‖ > ‖A‖ < 10c , we also need at least O(c)dn2 space for the matrices
A(αi,j) mod pi, that is, more than the size of the input matrix A.
3.2.4. The reconstruction cost
Another expensive component of Algorithm2 is the reconstruction costO(ndL2)when L is large.We
have already mentioned how the rational reconstruction cost can be reduced to O(L2 + ndM(L) log L)
where M(L) is the cost of multiplying integers of size L. The cost of step 12 can similarly be reduced
fromO(ndL2) toO(L2+ndM(L) log L), as follows. First observe that the algorithmonly attempts rational
reconstruction for k ∈ {1, 2, 4, 8, . . . , 2j, . . .}, that is, we only need to compute x(k) for these values
of k. Now
x(2k) = x0 + x1p+ · · · + x2k−1p2k−1 = x(k) + pk∆k
where x(k) = x0+ x1p+ · · · + xk−1pk−1 and∆k = xk+ xk+1p+ · · · + x2k−1pk−1. The cost of the scalar
multiplication of∆k by pk is O(ndM(k)). If one computes∆k and x(k) in the same way recursively, the
cost of computing x(2k) is the cost of computing x0, x1, . . . , x2k−1 plus
T (2k) = 2T (k)+ ndO(M(k)).
Solving for T (L)we obtain a total cost of O(ndM(L) log L).
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3.3. Trial division
Algorithms 1 and 2 terminate when rational reconstruction of the rationals in the solution vector x
succeeds andm(z)|b−Ax overQ. We use the rational reconstruction inMonagan (2004) which builds
in some redundancy so that if it succeeds, the output x is correct with high probability. Therefore, the
division checks are normally done once. Oneway to speed up the division checks is to avoid arithmetic
with the fractions that appear in x. If we compute D the least common multiple of the denominators
of all fractions appearing in the coefficients of the polynomials in x, Dx clears the fractions in x.We
test if m(z)|Db − A(Dx). Here all arithmetic is over Z since m(z) is monic over Z. This improvement
works very well in practice. However, we show that the trial divisions can be omitted entirely if the
modulus M = p1 × p2 × · · · × pk in Algorithm 1 (M = pk+1 in Algorithm 2) is sufficiently large.
That is, by using additional primes (if necessary) in Algorithm 1, or by doing additional lifting steps (if
necessary) in Algorithm 2, we can omit the test. The idea is to bound the size of the integer coefficients
in the remainders ofDb−A(Dx) divided bym(z) and require that themodulusM be greater than twice
(allowing for positive and negative integers) the bound. The idea was first used by Cabay (1971) for
solving Ax = b over Q using Chinese remaindering.
Let N = ‖Dx‖. First ‖A(Dx)‖ ≤ ndN‖A‖ since each entry in the vector A(Dx) is obtained by adding
n products of polynomials of degree at most d− 1. Hence
‖Db− A(Dx)‖ ≤ D‖b‖ + ndN‖A‖.
Now we reduce the polynomials in the vector A(Dx) modulo m(z). Applying Lemma 1 with δ =
(2d− 2)− d+ 1 = d− 1 we have
‖A(Dx)modm(z)‖ ≤ ndN‖A‖ (1+ ‖m(z)‖∞)d−1.
Hence we can state the following result.
Theorem 11. If rational reconstruction succeeds in Algorithms 1 and 2 and the modulus M >
2
[
D‖b‖ + ndN‖A‖(1+ ‖m(z)‖∞)d−1
]
then m(z)|b− Ax over Q.
Consider x = [1/p+ z/q+ z2/r + · · · ]with p, q, r, . . . distinct primes. Here D = LCM(p, q, r, . . .)
could be much longer than the size of the rationals in x and hence, we would need additional primes
in order for Theorem 11 to be satisfied. In our experience, D is normally not much longer than the
denominators in x. If also ‖m(z)‖∞ = 1 and because of the redundancy of the rational reconstruction
from Monagan (2004), Theorem 11 may hold immediately – without needing any additional primes.
In fact, for the real problems in Section 4, after rational reconstruction succeeded, the value of M in
Algorithms 1 and 2 always satisfied Theorem 11with no additional primes (lifting steps resp.) needed.
Even for those problems in data set 2 for which one prime is sufficient to reconstruct the solution
vector x — Theorem 11 was satisfied.
3.4. A bound for D
Recall that D is the LCM of the denominators of the fractions appearing in the solution vector x
where x = A−1b mod m(z). Thus D divides the LCM of the denominators of the fractions appearing in
det(A)−1 modulom(z), that is, D|resz(det(A),m(z)). Becausem(z) is monic we have
resz(det(A),m(z)) = ± res(det(A) mod m(z),m(z)).
From Lemma 3 we have
‖det (A) mod m(z)‖∞ ≤ (1+ ‖m‖∞)(n−1)(d−1)dnnn/2‖A‖n.
Let r(z) = det(A) mod m(z) and R = resz(r(z),m(z)). Note that R is an integer. To bound |R| recall
that R = det S where S is Sylvester’s matrix for the polynomials r(z) and m(z). Now degz r < d
but for the purpose of bounding |R| we assume degz r = d − 1. Then S is a 2d − 1 by 2d − 1
matrix of integers where the d coefficients of r(z) are repeated in the first d rows of S and the d + 1
coefficients ofm(z) are repeated in the last d−1 rows. ApplyingHadamard’s bound to the rows of Swe
L. Chen, M. Monagan / Journal of Symbolic Computation 45 (2010) 902–917 913
obtain
|det S| ≤
√
d‖r‖2∞
d
×
√
(d+ 1)‖m‖2∞
d−1
from which we obtain the following result where we have used
√
d+ 1d−1 < √dd for d > 1 to
simplify the result.
Lemma 12. Let R = resz(det A,m(z)) where d = degm(z) > 1. Then
|R| < dnd+d‖m‖d−1∞ (1+ ‖m‖∞)(n−1)(d−1)dndn/2‖A‖nd.
The bound says the size of the denominators in x = A−1b could be more than nd times longer than
‖A‖. Indeed if one constructs A and bwith polynomial entries of degree d−1 with coefficients chosen
randomly from [0, 10c), so that ‖A‖ < 10c, ‖b‖ < 10c and the length of the input is O(cn2d) digits,
then one readily finds examples with D > 10cnd.
3.5. Cramer’s rule
Cramer’s rule expresses the solutions of the linear system Ax = b mod m(z) as ratios of two
determinants, namely
xj = det(A
(j))
det(A)
mod m(z)
where A(j) is the matrix A with the jth column replaced by b. The analysis in the previous section
showed that the rationals in the solution vector x may be nd times longer than the integers in the
input A, b. The factor of d comes from inverting det(A) modulo m(z). We can avoid this factor of d if
we instead write the solutions in the form
xj = det(A
(j)) mod m(z)
det(A) mod m(z)
∈ Z(z).
Comparing the powers of ‖A‖ in the following lemmawith those in Lemma12, shows that the integers
in the determinants modm(z) are in general d times shorter.
Lemma 13. (i) ‖det A mod m(z)‖∞ ≤ dnnn/2‖A‖n(1+ ‖m‖∞)(n−1)(d−1) and
(ii) ‖det A(j) mod m(z)‖∞ ≤ dnnn/2‖A‖n−1‖b‖∞(1+ ‖m‖∞)(n−1)(d−1).
Proof. The first result is Lemma 3. The second result follows by noting that Lemma 2, which is stated
in terms of the rows of A, also applies to the columns of A. 
Moreoverwe can easily compute images of det(A(j)) mod m(z) and det(A) mod m(z) bymodifying
Algorithm 1 as follows. After solving A(αi)x(αi) = b(αi) mod pk for x(αi), compute also the
determinant dk = det(A(αi)) mod pk (at negligible additional cost) to obtain images of det(A) mod
m(z) and then multiply the scalars xj(αi) by dk mod pk (at negligible additional cost) to obtain images
of det(A(j)) mod m(z).
To reconstruct the integer coefficients in det(A)modm(z) and the det(A(j)) mod m(z) we use
Chinese remaindering.We could apply Lemma3 as follows; computeB themaximumof bounds (i) and
(ii) in Lemma13. Compute images of det(A)modm(z) and det(A(j))modm(z) for primes p1, p2, p3, . . .
until their product is greater than 2B. Finally, Chinese remainder the images together using divide and
conquer. We found that while this works very well for the random data sets in Section 4, it does not
work well for the real data sets because B is often more than four times as long as the actual integers
in det(A) mod m(z) and det(A(j) mod m(z). A partial explanation for this is that some of the linear
systems in our data sets are sparse and the bounds in Lemma 13 do not account for this. Therefore we
have made Algorithm 3 output sensitive.
In Algorithms 1 and 2, we waited until rational reconstruction succeeded before testing if
m(z)|(Ax − b). In Algorithm 3 we wait until the vector of determinants y and determinant D does
not change from one prime to the next so that the trial divisions in step 16 are also done once with
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Algorithm 3. Determinant Ratio.
Input: A ∈ Z[z]n×n , b ∈ Z[z]n ,m ∈ Z[z] a cyclotomic polynomial of degree d.
Output: D = det(A) mod m(z) and y ∈ Z[z]n satisfying yj = det(A(j)) mod m(z).
1: Set P = 1, D = 0, y = 0 ∈ Zn .
2: for k = 1, 2, 3, . . . do
3: Find a new prime pk such thatm(z) has d distinct roots αk1, . . . , αkd in Zpk and compute them (see Section 2.3).
4: Let Ak = Amod pk and bk = bmod pk
5: for i = 1 to d do
6: Evaluate Ak and bk at z = αki mod pk .
7: Solve Ak(αki) xki ≡ bk(αki)mod pk for xki ∈ Znpk and compute the determinant dki = det(Ak(αki)) ∈ Zpk .
8: If dki = 0 then goto step 3.
9: Set yki = dki × xkimod pk .
10: end for
11: Interpolate yk(z) ∈ Znpk [z] using (αk1, yk1), . . . , (αkd, ykd).
12: Interpolate dk(z) ∈ Zpk [z] using (αk1, dk1), . . . , (αkd, dkd).
13: Compute i = P−1 mod pk .
14: Set∆D = i(dk − D) mod pk and∆y = i(yk − y) mod pk using the symmetric range for the integers modulo pk .
15: if ∆D = 0 and∆y = 0 andm(z)|(Db− Ay) then output (D, y) endif
16: Set D = D+ P∆D ∈ Z[z] and y = y+ P∆y ∈ Z[z]n.
17: Set P = P × pk .
18: end for
high probability. Again, the trial divisions can be omitted if P the product of the primes is sufficiently
large. We have the following theorem.
Theorem 14. In Algorithm 3, after step 20, if the product of the primes P satisfies P > 2 (1+‖m(z)‖∞)d−1
(d‖D‖∞‖b‖ + nd‖A‖ ‖y‖) then m(z)|(Db− Ay).
Proof. The argument is the same as that given for Theorem 11. The only difference is that here D is
not an integer; it is a polynomial in Z[z] of degree at most d − 1. Therefore ‖Db‖ ≤ d‖D‖∞‖b‖ and
‖Dbmodm(z)‖ ≤ (1+ ‖m‖∞)d−1d‖D‖∞‖A‖. 
In comparing Algorithms 1 and 3, since Algorithm 3 needs to reconstruct integers (not rationals) of
length d times smaller than Algorithm 1 in general, it needs a factor of approximately 2d fewer primes
and hence will be 2d times faster than Algorithm 1. However, the size of the rationals in the solution
vectors of real applications may be much smaller than the bound in Lemma 12. So Algorithm 3 may
not be faster.
4. Implementation and timings
We have implemented Algorithms 1–3 in Maple. Our implementation of Algorithms 1 and 2
includes the optimizations described in Sections 3.1.3 and 3.2.4, for reducing the reconstruction cost,
Section 3.2.3 for speeding up the computation of the error, and application of Theorem 11 to avoid
trial division. Also, instead of trying rational reconstruction after k = 1, 2, 4, 8, 16, . . . primes, which
may use twice as many primes as necessary, we instead increase the number of primes by 50%, that
is, try after k = 1, 2, 3, 5, 8, 12, 18, . . . primes.
We compare our algorithms on three data sets described below. All timings were obtained using
Maple 13 on an Intel r© Core i7 processor running at 2.67 GHz with 6 GB of RAM. This is a 64 bit
quad-core processor. On 64 bit machines we use 31.5 bit primes so that we can use the C library in
Maple’s LinearAlgebra:-Modular package which provide fast BLAS based routines for solving
dense linear systems over Zp.
Data set 1: randomly generated inputs
For the first data set we use m(z) = Φ7(z) = 1 + z + z2 + z3 + z4 + z5 + z6. The data
consists of dense systems of dimension n = 20, 40, 80, 160, 320 where the entries of A and b were
generated using the Maple command randpoly(z,dense,degree=5,coeffs=rand(2^c));
This command outputs a polynomial in z of degree 5 with coefficients uniformly chosen at random
from [0, 2c). Table 3 shows the running time of Algorithm 1 (CRT), Algorithm 2 (Padic), Algorithm 2
with the optimization for computing the error (Lift2), and Algorithm 3 (Cramer) for dense random
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Table 3
Data set 1. Timings in CPU seconds. NA means not attempted.
n Coefficient length c in binary digits
4 8 16 32 64 128 256 512 1024
20 0.194 0.277 0.495 1.460 3.586 5.960 14.92 39.98 121.1 CRT
0.170 0.255 0.400 1.190 3.598 8.18 30.27 130.6 540.7 Lift2
0.541 0.851 1.312 3.051 13.17 21.48 54.51 169.3 584.6 Padic
0.018 0.025 0.037 0.109 0.222 0.447 0.874 1.993 4.749 Cramer
40 0.676 1.514 2.363 9.141 15.53 38.25 96.25 264.1 568.3 CRT
0.482 1.010 1.571 4.984 10.15 35.10 132.2 550.9 2088. Lift2
2.834 6.671 10.39 24.83 73.66 182.4 475.2 1486. 2933. Padic
0.065 0.097 0.179 0.589 1.293 2.672 5.559 12.13 30.16 Cramer
80 5.019 11.08 16.64 74.95 131.6 321.1 801.9 1479. 4867. CRT
2.100 4.597 9.477 24.08 52.29 183.6 700.1 1787.8 8334. Lift2
22.60 53.47 86.26 204.6 592.1 1429. 3706. 7495. NA Padic
0.408 0.635 1.172 4.099 9.073 19.44 40.42 90.65 238.0 Cramer
160 45.26 66.03 149.3 459.6 1213. 2967. 4695. >104 NA CRT
9.233 13.89 41.39 69.97 216.8 808.6 2223. 8514. NA Lift2
204.8 341.1 873.0 1376. 6517. 9916. >104 NA NA Padic
3.360 5.333 9.345 34.86 78.90 171.6 369.2 853.5 2264. Cramer
320 503.8 757.8 1710. 6057. >104 NA NA NA NA CRT
57.17 80.41 241.1 397.5 1214. 2817. 9943. >104 NA Lift2
2129. 3510. 8926. >104 NA NA NA NA NA Padic
35.9 56.14 97.56 396.7 926.5 2041. 4324. 9015. NA Cramer
inputs. We clearly see the advantage of Algorithm 3 here. Also, the Padic lifting algorithms gain on
Algorithm 1 as the dimension n increases but they lose to Algorithm 1 as c increases.
Data sets 2 & 3: real problems
The problems in these data sets were given to us by Vahid Dabbaghian. They include systems with
various dimensions, coefficient lengths, andΦk(z). The systems are available at http://www.cecm.sfu.
ca/CAG/code/CycloSolve in the file VahidSystems.zip.
Tables 4 and 5 show running times for systems given to us by Vahid Dabbaghian. The dimension n
of the system is indicated in the filename and d = degz(m(z)) = φ(k). The input systems in data set
2 are moderately sparse. The solution vectors have small rationals, some very small. The problems in
data set 3 are dense systems with larger integers in the input and solution vector x. To indicate this
row c and row e show the maximum length in binary digits of the integer coefficients in the input
[A|b] and the output x, respectively, and L, the number of machine primes needed by Algorithm 1.
The data shows that Algorithm 3 performs poorly on many of these inputs. It also shows that the
optimization for computing the error inAlgorithm2 is not always helpful and that, overall, Algorithm1
is competitive with both versions of Algorithm 2. Lift 2 ran out of space when solving sys484Huge.
The input matrix A has integer coefficients 13 words long. Maple uses 17 words to store one term of a
polynomial, hence, about 17n2dwords= 2.8 GB to store A. To compute the error it needs 32 31.5 bit
primes and hence the 32dmatrices A(αi,j) mod pi (see Section 3.2.3) need 32dn2 words= 5.3 GB.
5. Conclusion
We presented threemodular algorithms for solving linear systems over cyclotomic fields. All three
algorithms exploit the fact that the cyclotomic polynomials Φk(z) split into linear factors modulo p
when k|p− 1 to reduce solving Ax = b over Q(ζ ) to solving linear systems over Zp.
In theory, because the solutions can be represented d = deg(Φk(z)) times more compactly as a
ratio of determinants, i.e., as rational functions in Z(z) rather than in the standard representation as
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Table 4
Data set 2. Timings in CPU seconds.
File sys49 sys100 sys100b sys144 sys196 sys225 sys256 sys576 sys900
k 5 24 8 4 3 5 12 7 24
d 4 8 4 2 2 4 4 6 8
c 10 5 2 4 11 2 3 3 2
e 45 14 1 1 229 875 2 1 2
L 4 1 1 1 9 36 1 1 1
CRT 0.034 0.089 0.019 0.035 0.509 2.139 0.148 0.998 3.365
Padic 0.075 0.205 0.063 0.102 0.914 1.173 0.418 1.686 4.282
Lift 2 0.093 0.274 0.046 0.050 3.129 2.510 0.239 1.002 2.666
Cramer 0.075 0.684 0.048 0.076 1.908 0.609 0.816 5.343 37.03
Table 5
Data set 3. Timings in CPU seconds. NA means not attempted.
File 144Huge 196Huge 256Huge 256Huge2 324Huge 400Huge 484Huge
k 55 13 12 39 17 171 276
d 40 12 4 24 16 108 88
c 83 57 596 129 196 707 808
e 159 108 90010 255 573 2202 2504
L 8 5 3596 12 27 93 93
CRT 12.17 2.320 1369. 23.55 54.90 3324. 3688.
Lift 2 13.18 2.188 814.7 19.88 31.33 3083. >10 GB
Padic 126.5 21.41 4007. 294.8 645.1 NA NA
Cramer 411.6 149.7 1780. 5079. 1462. >5 · 104 >5 · 104
polynomials in Q[z]/m(z), the third algorithm has an advantage. However, the data from Section 4
shows that no single algorithm is the best on all inputs. On real inputs where the solution vector
had relatively small rational coefficients in the standard representation, Algorithms 1 and 2 were
much faster than Algorithm 3. This poses a dilemma: which algorithm should we use in practice? For
Maple 13,we chose to runAlgorithms 1 and 3 simultaneously and stopwhen the first succeeds. That is,
we use Chinese remaindering and rational reconstruction to reconstruct the solutions in Q[z]/m(z)
and Chinese remaindering to reconstruct the solutions in Z(t) simultaneously. Our presentation of
Algorithms 1 and 3 is sufficiently close that we assume the reader can see how to combine the two
algorithms. Maple code for our combined solver may be found in the file CycloSolve.txt from
http://www.cecm.sfu.ca/CAG/code/CycloSolve/ along with sample linear systems.
Our Maple 13 package SolveTools:-LinearSolvers:-Cyclotomic implements this
combined strategy. It is automatically called by Maple’s top level solve command when the input
system has two or more linear equations involving one root of unity ζ where ζ is input using Maple’s
RootOf notation.We illustrate how the user can call our software inMaple 13with an example. Lines
beginning with > are input commands. All other lines are Maple output.
> m := z^2+z+1;
m := z2 + z + 1
> alias( zeta=RootOf(m,z) ): # zeta is a cube root of unity
> sys := { zeta*x+(2-zeta)*y=1, (1-zeta)*x+zeta*y=zeta };
sys := {ζ x+ (2− ζ ) y = 1, (1− ζ ) x+ ζ y = ζ }
> infolevel[solve] := 2: # a higher value produces more info on the algorithm
> solve( sys, {x,y} );
Linear: # equations 2
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Cyclotomic: Solving a linear system over the cyclotomic field
Cyclotomic: of order 3 with 2 equations in 2 unknowns.{
x = 7
19
ζ − 1
19
, y = 6
19
ζ + 10
19
}
.
Our cyclotomic solver may also be called directly in Maple 13 with the input system given as
polynomials in z and the unknowns and with the minimal polynomial m(z) = Φk(z) passed as an
explicit parameter. For example
> sys := { z*x+(2-z)*y-1, (1-z)*x+z*y-z };
sys := {zx+ (2− z)y− 1, (1− z)x+ zy− z}
> SolveTools:-LinearSolvers:-Cyclotomic( sys, {x,y}, m, z );
Cyclotomic: Solving a linear system over the cyclotomic field
Cyclotomic: of order 3 with 2 equations in 2 unknowns.{
x = 7
19
z − 1
19
, y = 6
19
z + 10
19
}
.
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