We consider the ground state magnetic phase diagram of the two-dimensional Hubbard model with nearest and next-nearest neighbor hopping in terms of electronic density and interaction.
I. INTRODUCTION
Investigation of two-dimensional (2D) strongly correlated electronic systems attracts substantial interest, which has been stimulated by the discovery of high-temperature superconducting cuprates 1 . It is generally accepted that superconducting and magnetic properties of cuprates are closely related. While at half-filling cuprates are antiferromagnetically ordered, evolution of their magnetic properties with doping is an interesting challenge 2 . Neutron scattering in La 2−p Sr p CuO 4 reveals the coexistence of both commensurate and incommensurate magnetic structures in the vicinity of half-filling (hole doping p < 0.02) 3 . At p ∼ 0.02 the system goes to an incommensurate (spin glass) state with the magnetic structure wave vector Q = (π − δ, π − δ) (the corresponding long-range order is denoted in the following as diagonal); the incommensurability parameter δ increases with increasing hole doping p.
For p > 0.06 a magnetic structure with wave vector Q = (π − δ, π) (the corresponding magnetic phase is referred as parallel below) replaces the diagonal incommensurate structure with diagonal wave vector Q = (0.3π, 0.3π) 11 . The compound Sr 2 RuO 4 , when doped by La, acquires a strong tendency to ferromagnetic ordering (Ref. 12) , which is manifested itself by an enhancement of uniform susceptibility. However, no long-range ferromagnetic order is observed even for the Fermi level lying in the vicinity of the van Hove singularity. At the same time, the isostructural compound Ca 2 RuO 4 exhibits ferromagnetism under pressure 13 . Thus the magnetic phase structure of the ruthenates is very sensitive to experimental conditions.
The properties of layered and three-dimensional interacting electronic systems are typ- calculations. Section IV is devoted to the discussion of the results.
II. FORMALISM
We consider the Hamiltonian of the Hubbard model on the square lattice
where t ij = −t for the nearest-neighbor sites i, j and t ij = t ′ for the next-nearest neighbors,
is a creation (annihilation) electronic operator on site i with the spin projection σ, U is the electronic (Hubbard) on-site interaction. Fourier transformation of the hopping term yields the electronic spectrum
where k = (k x , k y ), the lattice constant is taken equal to unity. The interacting part of the Hamiltonian (1) can be represented in the form
where u i is the (arbitrary chosen) i-dependent unit vector and we introduce the site density
To demonstrate the peculiarities of competition between different magnetic states we first consider the limit of large U. In this limit spatial separation into antiferromagnetically ordered regions with one electron per site and ferromagnetically ordered hole-rich regions is most preferable. To obtain the boundary of the PS region we modify Visscher's arguments 17 for the case of square lattice with nonzero next-nearest neighbor hopping (in the derivation below we consider the case of electronic density n < 1). The saturated ferromagnetic phase has the energy
where n h is the hole density in the ferromagnetic region, and N h is the total number of holes,
is the Fermi function at zero temperature (µ is the chemical potential, θ is the Heaviside step function. Note that n h actually depends on the number of antiferromagnetically ordered sites N AF : n h = N h /(N − N AF ), N being the number of sites. The energy of the AF region is E AF = −4t 2 N AF /U. Minimizing the total energy E FM + E AF with respect to N AF , we obtain the equation for the PS region boundary (determined from the condition N AF = 0, so that n h = 1 − n, where n is the electronic density)
where we include the generalization to the case of n > 1. Therefore, for a given density n and U < U PS (n) the homogeneous magnetic state is unstable with respect to PS of ferromagnetic and antiferromagnetic states. However, for moderate values of U incommensurate spiral magnetic states are expected to be important, and we have to account also for them.
To discuss the possibility of incommensurate order we apply the MF treatment of the interaction term (3) as follows
where ξ = −Un/2. We choose u i directed along m i and assume that n i = n. The first term in Eq. (6) corresponds to the uniform charge mean field ξ (which can be interpreted as a shift of the chemical potential), the second term is the correction due to the site dependent mean magnetic field h i = 2U m i , and the other terms correspond to the shift of the total energy.
We consider the spiral type of incommensurate magnetic order, which is a superposition of the rotation of order parameter in the xy-plane, modulated with some wave vector Q, and the ferromagnetic component perpendicular to the xy-plane
This generalizes the Khomskii's idea 16 (1), N is the particle number operator,
T is the temperature) can be expressed through the TP of non-interacting electrons in the self-consistently determined charge and magnetic fields. It is convenient to write down the parameter dependence of TP explicitly
where Ω 0 is the TP of non-interacting electrons in external charge and magnetic fields, calculated in the Appendix.
We find the preferable magnetic phase (i.e. ψ, Q, m, n) by minimizing Ω MF (8) with respect to these variables for a given chemical potential µ. We denote the values which provide this minimum as ψ min (µ), Q min (µ), m min (µ), n min (µ). For a given magnetic structure specified by Q, ψ, µ, the density n and magnetization m satisfy the MF equations
where h = 2Um, θ k (h) and E ± kQ (ξ, h) are determined in the Appendix; the preferred values of Q, ψ can be then obtained from the minimization of TP.
In practice we determine the functions Q min (µ), ψ min (µ), n min (µ) by using a rather dense Since the magnetization m of the spiral phase can be expressed through µ and Q, excluding m we obtain the TP as a function of Q, so that the wave vector Q serves as an order parameter specifying the type of magnetic ordering, except for the transition to the PM phase, where the magnetic phase wave vector cannot be specified. We classify spiral phases by the symmetry of the wave vector Q : Q = (0, 0) for the ferromagnetic phase, (π, π) for the antiferromagnetic (Neel) phase, (0, π), (Q, π) for the parallel spiral phases, (Q, Q) for the diagonal spiral phase; we also consider the spiral magnetic phase with the wave vector Q = (0, Q) (we assume due to the symmetry x ↔ y that Q x ≤ Q y ), where Q takes an arbitrary value in the range 0 < Q < π. For the PM phase m = 0 and Q is not fixed.
We have a first-order phase transition, when the minimum of TP (8) and n(µ, Q 2 , m 2 ), the system consists of two spatially separated phases with densities n(µ, Q 1 , m 1 ) and n(µ, Q 2 , m 2 ) in a volume proportion, which provides an average density equal to n. If n is used as a basic variable, this result can also be obtained through the Maxwell construction, since Ω MF as a function of n is not convex and dµ/dn is not positively defined in this case. Using µ as a basic variable is technically much simpler and reproduces the Maxwell rule results.
III. PHASE DIAGRAM
We have performed numerical calculations comparing TP of different magnetic phases and varying µ and U for several ratios of t ′ /t = 0, 0.2, 0.45, solving the equations (9),(10).
The results for different t ′ /t are presented below.
A. t ′ = 0
For t ′ = 0 we have the particle-hole symmetry (n ↔ 2 − n) and we restrict ourselves to the region 0 ≤ n ≤ 1.
The magnetic phase diagram using n as a basic variable (without restricting TP Ω MF to be convex) is presented in Fig. 1a state only at half-filling (n = 1), in the vicinity of half-filling we observe only the spiral (Q, Q) (diagonal) phase, far away from half-filling we have a FM phase for large U/t and the parallel spiral phase ((0, π) or (Q, π)) for moderate U/t. However, detailed consideration of the dependence of the chemical potential on density (see, e.g., Fig. 1b for U = 15t) reveals the insufficiency of this approach. The dependence µ(n) obtained using n as a basic variable (dashed line) has a negative slope in the vicinity of half-filling, hence the diagonal phase is unstable with respect to PS and the FM→ AF transition occurs through PS region. The use of µ as a basic variable (solid lines) treats correctly this instability: the plateau of µ(n) determines the position of of PS region 0.78 < n < 1.
In Fig. 2 we present the magnetic phase diagram constructed using µ as a basic variable.
As discussed above, the states in the vicinity of half-filling are phase separated: there is a separation of AF and (Q, π) phases for U/t 8.5, AF and (Q, Q) phases for 8.5 U/t 11, and AF and FM phases for U/t 11, the boundary lines between these regions are actually For t ′ = 0, the particle-hole symmetry is not preserved. The magnetic phase diagram for t ′ /t = 0.2 is presented in Fig. 3a . Comparing Figs. 2 and 3a , we conclude that already for this value of t ′ /t strong asymmetry of the hole-doped (n < 1) and electron-doped (n > 1) in the vicinity of half-filling sides is observed. In contrast to the t ′ = 0 case we have a finite critical U/t for the AF state at half-filling 33, 42, 43 . At the same time, with increasing t ′ /t the FM and diagonal (Q, Q)
phase regions force out those of parallel phase for n < 1. On the electron-doped side a rather wide region of pure AF state is observed for U/t < 7 near half-filling. For larger U/t we have a PS region of AF and parallel incommensurate phases ((Q, π) for U/t ∈ [3; 8] and (0, π) for U/t > 8). These regions are more extended along the U-axis as compared to the t ′ = 0 case (see Fig.2a ). We find a ferromagnetic region on the electron-doped side only at very large U/t ∼ 16.
The hole doped side of the phase diagram was considered in Ref. 25 for small t ′ /t using n as a basic variable and the existence of (Q, π) phase at small U and (Q, Q) phase for larger U was found in the vicinity of half-filling. Contrary to the present results, the (Q, π) phase was found to be stable with respect to PS in Ref. 25 . However, the doping dependence of the order parameter m was not taken into account in that study assuming that the top of the lower AF band ε b = −Um, considered as a reference point for µ, is fixed with doping. Our numerical calculations using n as a basic variable (see Fig. 3b , the plot for m(n)) reveal a strong dependence m(n), such that ε b has a negative slope for n < 1. Therefore the chemical potential µ acquires the correction decreasing with increasing n, which makes the parallel phase near half-filling also unstable with respect to PS.
The obtained results agree with the experimental data on doping dependence of the magnetic structure in the hole doped compound La 2−p Sr p CuO 4 which has a similar value of t ′ /t. The PS near half-filling may explain the fact that chemical potential almost does not depend on doping for 0 < p < 0.1 44 . Apart from that, the experimentally observed sequence of magnetic transitions AF→ (Q, Q) → (Q, π) with increasing doping p 3,4,5 is the same as calculated for U/t ∼ 4 (see details in Fig. 3b) . Note that the calculated phase transitions pass through the PS regions. In the inset of Fig. 3b we also plot the dependence Q x (n) to The contribution of the γ sheet of Fermi surface, which is responsible for the tendency to diagonal incommensurate magnetic ordering, can be described by the one-band Hubbard model assuming t ′ /t = −0.405 and n ∼ 4/3 (Ref. 48 ). This value of t ′ /t is close to that considered above, the difference in sign being absorbed by the wave function transformation For all considered values of t ′ /t a common feature of the phase diagrams is the strong influence of PS on the magnetic structure in the vicinity of half-filling. We find a good agreement between the large-U result (5) and our result for the PS of FM and AF phases in the vicinity of half-filling at U/t > 12 and n < 1. Note that the result of Eq. (5) for the hole-doped side of the phase diagram for large t ′ /t is much lower than that for the electron-doped side (not plotted), which qualitatively agrees with the absence of FM on the electron-doped side.
IV. DISCUSSION AND CONCLUSIONS
We have considered the ground-state magnetic phase diagram of the 2D Hubbard model with nearest (t) and next-nearest neighbor hopping (t ′ ) in the framework of the MF approximation (see Figs. 2, 3a, 4a) . We have taken into account the possibility of both the incommensurate (spiral) order and the phase separation (PS). We compared the thermodynamical potentials of different magnetic phases to determine the most preferable phase. The resulting phase diagram is rich due to the presence of spiral magnetic phases and PS, which has a dramatic effect on the phase diagram in the vicinity of the half-filling. In general, the diagonal incommensurate phase, which in some previous studies 23, 26, 27 was found to be stable in the vicinity of half-filling for n < 1, is replaced to a great extent by PS regions of different other magnetic phases. In contrast to previous approaches 35, 36 and in accordance with the exact results 41 it was found that the PM phase does not take part in the PS (but the magnetically ordered phases do, contrary to the results of Refs. 23, 26, 27) . Therefore, the interplay of spiral magnetic states and PS phenomena is of crucial importance.
The breaking of the particle-hole symmetry due to the finite next-nearest neighbor hopping term (t ′ ) makes the phase diagram strongly asymmetric with respect to half-filling (n ↔ 2 − n). At large U we have PS of collinear ferro-(FM) and antiferromagnetic (AF) states which agrees with the analytical large-U result for the PS boundary line U PS (n). For n > 1 the boundary curve U PS (n) is much higher than for n < 1, and the FM region is replaced by regions of spiral phase for moderately large U/t. With increasing t ′ /t we observe the tendency to ferromagnetic and diagonal spiral magnetic ordering for n < 1 and the tendency to parallel spiral ordering for n > 1. The phases in the vicinity of half-filling are fully unstable with respect to PS for n < 1, but the AF region is found to be stable for n > 1, provided that t ′ = 0. 
