INTRODUCTION
In [2] , we proved an error bound for a fully practical finite element approximation of the following "deep quench" Cahn-Hilliard model: (P) Find {u(;t),w(;t),£(;t)} GK xY x L 2 (Q) such that u(.,0) =u°(-) and for a.e. te (0, T) In (l.la,b) 7 is a positive constant and A and L are symmetrie constant N x N matrices. It is further assumed that L has a one dimensional kernel such that LI -0 and (1.4a) L is positive semi-deflnite.
(1.4b)
From physical considérations A must have at least one positive eigenvalue, and the analysis simplifies if this were not the case. Let A^m ax be the largest positive eigenvalue of A. We defme 1 G R N by {l} n := 1 for n = 1 -• i\T. Here and throughout we write ( n for the n th component of CGl^ and set
n-l
For later purposes, we introducé for any /iGË ri-(1-5)
Finally, we introducé
The system (P) models the isothermal phase séparation of a multi-component idéal mixture with N ^ 2 components in the deep quench limit, see [2] and the références cited therein. The well-posedness of (P), see Theorem 2.2 in [2] , is proved under the following assumptions on the initial data u°: (Dl) u° G H 1^) such that (1.3) holds and ƒ• u° > S 1 for some 6 E (0, l/N).
We note that the intégral constraint above only excludes the degenerate case when one or more components of u are not present, in which case the system can be modelled with a smaller value of N.
The finite element approximation of (P) was studied in [2] under the following assumptions:
(Al) Let fi be convex polyhedral and T h be a regular partitioning of ü into disjoint open simplices K with h K := diam(/v) and h :~ max^G T h h Ky so that Q = In this paper we strengthen these assumptions to (A2) In addition to (Al) let T h be a quasi-uniform partitioning of fi.
Associated with T h is the continuous piecewise linear finite element space
We extend these définitions to vector functions, i. 7 which is extended to vector functions in the standard way. We now introducé the corresponding approximations of (1.2a,b):
A discrete semi-inner product on C(fi) is then defined by
where /3 m > 0. Once again, this is naturally extended to vector and matrix functions as in (1.6). Given K, a positive integer, let At := T/K dénote the time step and tk '= fcAt, k = 1 -> K\ Barrett and Blowey [2] considered the following fully practical piecewise linear finite element approximation, based on a backward Euler time discretization, of (P):
where U° ^ Q i u° for i = 1 or 2. Here
Let the assumptions (Dl) and (Al) hold. Let U° = Q^vP. Then for all ft > 0 and all At < 47/(A^m ax ||L||), Barrett and Blowey [2] proved the well-posedness of (p^' At ) on assuming that ||C/°||i ^ C. Moreover, they proved that
Here we have adopted the notation: for k > 1 It is the purpose of this paper to improve on the error bound (1.12) using the approach developed by Rulla [5] for proving an optimal time discretization error for the backward Euler method applied to "subgradient flows" without requiring bounds on the second order time derivatives, which do not exist for the variational inequality system (P). This approach does require the following stronger assumptions on the initial data: 
With (Dl, Al) replaced by (D2, A2), U° = Q^vP and the restriction h ^ HQ\ we prove in this paper that the term "At + /i 4 /At" on the right-hand side of (1.12) can be replaced by "(Ai) 2 ", yielding an optimal error bound. Hence the bound (1.14) can be achieved by choosing larger time steps; At = G^h < 47/(A^m ax ||Z,j|) . . This is the Cahn-Hilliard équation with an obstacle free energy. The corresponding finite element approximation of this problem has been studied by Blowey and Elliott [4] . Obviously the results in this paper are easily adapted to improve on the error bound derived there in an analogous way.
Notation and auxiliary results
We adopt the standard notation for Sobolev spaces, denoting the norm of VK 
is defined by {e^^jn := gSn, where
) n = l4 TV, and £> h = 0}cV.
where 
On noting the Poincaré inequality where A£ m i n is the smallest positive eigenvalue of L; yields the well-posedness of GL, Q\ and Q\. Noting (1.25) one can then define a norm on T by 
Veer, ( 
It is easily deduced from (1.18), e.g. see [4] , that The first inequality on the left is just an inverse inequality, recalling that the partitioning is quasi-uniform. The second follows from the first and (1.39a). The third follows from noting that \L^2Ç^v h \i ^ ^^QLV^ The final inequality follows from noting (1.41) with m = 0 and the second inequality above. Finally, we have an analogue of (1.44)
The first inequahty on the left is just an inverse inequality on noting (1.17). The second follows from the first and (1.39b). The third and fourth follow from (1.43) and noting the first two inequahties in (1.44) and (1.45), respectively.
THE CONTINUOUS PROBLEM
It is easily established, see [2] for details, that (P) can be rewritten as: 
. Then there exists a unique solution {«(-,£), A(t), £(-,£)} (= {U(-,£),IÜ(-, £),£(•,£)}) to (P) such that the following stabüity bounds hold:
f 1^) ) + \\ W \\L 2 (0,T;H 2 (Q)) + llCl|L oo (0 ) T;I, 2 (n)) ^ C. (2.4)
In addition we have for a.e. t a , % with O < t a < 4 < T that l|2

+C(t b -t a ). (2.5)
1-1
Proof. Existence, uniqueness and the bounds (2.4) are proved in Theorem 2.1 of [3] for a concentration dependent mobility matrix L. We note that the bounds (2.4) hold for any T > 0 for the present case of a constant mobility matrix L. 
For a.e. t G (Öt } T) and for all Öt > 0, on choosing r) = u{-,t -öt) G Km in (2.1) and r/ = u{-,t) G in (2.1) at H -t -Öf\ adding, using (1.25), a Young's inequality and (1.34) it follows that \u(;t) -U(;t-5t)\\ + i ~\H;t) -u(;t-(A(u(;t) -u(;t-ôt)),u(;t) -u(;t-öt)) +C(rf,
A
is a Lyapunov functional for (P). To see this, we fix St > O then it follows for a.e. t e (öt, T), on choosing 77 = «(•, i -<5t) e üfm in (2.1), that
Noting the identity
Va,èeE, it follows from (2.9) and (2.8) that for a.e. t e (St, T) and for all 5t > O (2.9) (2.10)
,t)) -J(u(-,t -öt)) + öt [y L -^(-,t), U(;t)-U(;t-St)\ (öt) u(-,t) -u(-,t-öt)
(2.11) Dividing (2.11) by öt, integrating from t = öt to tk> taking the limit öt \ 0 and noting (2.4), (1.34) and (D2) yields for k = 1 -» K that We now consider the finite element approximation (P' 1^* ), see (1.9a, b), to (P). Let Similarly to (2.1), on noting (3.1a), it is easily established, see [2] for details, that (p h > At ) can be rewritten as: where U and Û are defined as in (1.13a, b) withW, A and H being similarly defined. Furthermore we have that
Proof. Existence, uniqueness and the bounds (3.7) are proved in Theorem 3.1 of [2] with the assumption (D2) replaced by (Dl) and the projection Q\ replaced by Q x under no constraint on h. It is a simple matter to adapt these proofs to the projection Q\ with the mesh constraint on noting (3.1a, b) and (3.3a, b). Therefore we need only prove (3.8). For the purposes of the analysis, it is convenient to introducé U~ such that U° -U' 1 Hence combining (3.11, 3.12) and noting (1.32, 1.44, 1.45, 3.7) yields the first two bounds in (3.8).
The final bound in (3.8) follows from the second and recalling from (3.28-3.29) of [2] that
In Theorem 3.3 below we adapt the technique in Rulla [5] to improve on the temporal discretization error bound in [2] for the scheme (P h ' At ). In the next lemma we bound a key term required in the proof of this theorem. 
Summing (3.18) and noting (3.12), then yields for
The desired result (3.14) then follows from (3.19) on noting ( We now bound the second intégral on the right-hand side of (3.37). Combining (2.12, 3.14) we have for Combining (3.37-3.41) for a sufficiently small yields for k = 1 -> K that We note that the eigenvalues of L and A are respectively 0, 1, 1 and -2, 1, 1. As no exact time dependent solution to (P) is known with a free boundary, a comparison between the solutions of (p^' At ) on a coarse mesh, £/, with that on a fine mesh, it, was made. The data used in the experiment on the coarse meshes were ft = (0,1), 7 = 0.005, T = 0.15, At = O.I6/1 and h = 1/(M -1) where M = 2 P + 1 (p = 5,6, 7, 8). The data were the same for the fine mesh except that M = 2 11 + 1. As ÀAmax = 1 and ||L|| = 1 the condition in Theorem 3.3 on At is that At < 4j = 0.02. The initial data u° was taken to be the clamped (complete) cubic spline with u\ taking the values {s, s, 5, s/2, s/128, s/4, s/2, s/2, s/2} at the equally spaced points i/8, z = 0 -> 8; ^(x) = uj(l -x) and ^(x) = 1 -ifc?(aï) -u^{x). In the above we chose s = 1024/1779, so that ƒ u° « 1/3, n = 1 -> 3; see Figure 1 , where we plot w(-,0) and «(-,0.15). Note that u° e iï 3 (n) \ iï 4 (fi), du 0 /du = 0 and w° > 51 for J = 1.04 x 10" 3 . Hence u° satisfies the assumptions (D2). This choice of initial data also ensured that there was a free boundary for U l on all of the coarse meshes. In addition for all choices of ft, the discrete initial data Q^u° satisfied (3.3b).
We used the itérative method discussed in [2] to solve for U k at each time level in (P h ' Ai ) with the same stopping criterion: maximum différence of the successive itérâtes was less than 10~7.
