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a b s t r a c t
Let T be an integer with T ≥ 5 and let T2 = {2, 3, . . . , T }. We show the existence and
multiplicity of positive solutions of the boundary value problem of nonlinear fourth-order
difference equation
∆4u(t − 2)− λf (t, u(t)) = 0, t ∈ T2,
u(1) = u(T + 1) = ∆2u(0) = ∆2u(T ) = 0,
where λ is a parameter, f : T2 × [0,∞)→ [0,∞) is continuous.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
An elastic beam in an equilibrium state whose both ends are simply supported can be described by the fourth-order
boundary value problem of the form
y′′′′ = f (x, y, y′′), x ∈ (0, 1), (1.1)
y(0) = y(1) = y′′(0) = y′′(1) = 0, (1.2)
see Gupta [1,2]. The existence of solutions of (1.1), (1.2) has been extensively studied; see Gupta [1,2], Aftabizadeh [3],
Yang [4], Del Pino and Manásevich [5] and the references therein.
The existence and multiplicity of positive solutions of the boundary value problem of ordinary differential equations
y′′′′(x)− λf (x, y(x)) = 0, x ∈ (0, 1), (1.3)
y(0) = y(1) = y′′(0) = y′′(1) = 0, (1.4)
have also been studied by many authors; see Ma and Wang [6,7], Bai and Wang [8], Chai [9], Yao and Bai [10] and Li [11].
However, very little is known about the existence of positive solutions of the discrete analogue of (1.3), (1.4) of the form
∆4u(t − 2)− λf (t, u(t)) = 0, t ∈ T2, (1.5)
u(1) = u(T + 1) = ∆2u(0) = ∆2u(T ) = 0, (1.6)
where T is an integer with T ≥ 5, T2 := {2, 3, . . . , T }, λ > 0 is a parameter, f : T2 × [0,∞)→ [0,∞) is continuous.
It is worth remarking that the existence of positive solutions of nonlinear fourth-order discrete boundary value problems
∆4u(t − 2)− ra(t)f (u(t)) = 0, t ∈ T2, (1.7)
u(0) = u(T + 2) = ∆2u(0) = ∆2u(T ) = 0, (1.8)
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(where r is a parameter, a : T2 → [0,∞)) was studied by Zhang et al. [12] and He and Yu [13]. It has been pointed out
in [12,13] that (1.7), (1.8) is equivalent to the integral equation of the form
u(t) = r
T+1∑
s=1
G(t, s)
T∑
j=2
G1(s, j)a(j)f (u(j)) =: A0u(t), t ∈ {0, 1, . . . , T + 2}, (1.9)
where
G(t, s) = 1
T + 2
{
s(T + 2− t), 1 ≤ s ≤ t ≤ T + 2,
t(T + 2− s), 0 ≤ t ≤ s ≤ T + 1,
and
G1(t, i) = 1T
{
(T + 1− t)(i− 1), 2 ≤ i ≤ t ≤ T + 1,
(T + 1− i)(t − 1), 1 ≤ t ≤ i ≤ T .
It is the purpose of this paper to assume the fourth-order difference equation (1.5) subject to a new boundary condition
(1.6). This will make our approaches much more simple and natural, and only one Green’s function is needed. However, the
classical definition of positive solutions are useless for (1.5), (1.6) any more. We have to adopt the following new definition
of positive solutions:
Denote
T1 := {1, 2, . . . , T + 1}, T0 := {0, 1, . . . , T + 1, T + 2}, T2 := {2, 3, . . . , T }.
Definition 1.1. A function y : T0 → R+ is called a generalized positive solution of (1.5), (1.6), if y satisfies (1.5), (1.6), and
y(t) ≥ 0 on T2 and y(t) 6≡ 0 on T2. 
Remark 1.1. Notice that the fact y : T0 → R+ is a generalized positive solution of (1.5), (1.6) does not mean that y(t) ≥ 0
on T0. In fact, y satisfies
(1) y(t) ≥ 0 for t ∈ T2;
(2) y(1) = y(T + 1) = 0;
(3) y(0) = −y(2), y(T + 2) = −y(T ). 
Remark 1.2. In [14], Eleo and Henderson defined a kind of positive solutions which actually are sign-changing solutions. In
our Definition 1.1, a positive solution may allow to take non-positive value at t = 0 and t = T + 2. We think it is useful in
this case that T is large enough.
In the rest of the paper, we will use the theory of fixed-point index in cones to deal with (1.5), (1.6).
Lemma A ([15,16]). Let P is a cone of Banach space X, For r > 0, define Pr = {x ∈ P | ‖x‖ < r}. Assume that T : Pr → P is a
compact operator such that for any x ∈ ∂Pr = {x ∈ P | ‖x‖ = r}, there is Tx 6= x. Then
(1) If for any x ∈ ∂Pr , there is ‖x‖ ≤ ‖Tx‖, then i(T , Pr , P) = 0;
(2) If for any x ∈ ∂Pr , there is ‖x‖ ≥ ‖Tx‖, then i(T , Pr , P) = 1.
We will need the following notations.
Let
X := {u|u : T0 → R, u satisfies (1.6)}.
Then X is a Banach space with the norm
‖u‖ = max{|u(j)| | j ∈ T0}.
Set
f
0
:= lim inf
u→0+
min
t∈T2
f (t, u)
u
, f 0 := lim sup
u→0+
max
t∈T2
f (t, u)
u
,
f∞ := lim infu→∞ mint∈T2
f (t, u)
u
, f∞ := lim sup
u→∞
max
t∈T2
f (t, u)
u
.
2. Preliminaries and lemmas
Lemma 2.1. For each h = (h(2), . . . , h(T )), the linear problem
∆4u(t − 2) = h(t), t ∈ T2, (2.1)
u(1) = u(T + 1) = ∆2u(0) = ∆2u(T ) = 0 (2.2)
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has an unique solution
u(t) =
T∑
s=2
H(t, s)
T∑
j=2
H(s, j)h(j), t ∈ T1, (2.3)
where
H(t, s) = 1
T
{
(t − 1)(T + 1− s), 1 ≤ t ≤ s ≤ T ,
(s− 1)(T + 1− t), 2 ≤ s ≤ t ≤ T + 1. (2.4)
Proof. Let∆2u(t − 2) = w(t − 1) for t ∈ T2. Then (2.1), (2.2) is equivalent to the system
∆2w(t − 1) = h(t), t ∈ T2,
∆2u(t − 1) = w(t), t ∈ T2,
w(1) = w(T + 1) = 0,
u(1) = u(T + 1) = 0.
From Kelly and Peterson [17, Theorem 6.8 and Example 6.12], it follows that
w(t) = −
T∑
s=2
H(t, s)h(s), t ∈ T1 (2.5)
and
u(t) = −
T∑
s=2
H(t, s)w(s), t ∈ T1. (2.6)
Therefore, (2.3) holds. 
By (1.6), it follows that if u(t) ∈ X is one solution of (1.5), (1.6), then u(t) satisfies
u(0) = −u(2), u(T + 2) = −u(T ).
So,
(
u(0), 0, u(2), . . . , u(T ), 0, u(T + 2)) is a solution of (1.5), (1.6), if and only if, (0, u(2), . . . , u(T ), 0) solves the operator
equation
u(t) = λ
T∑
s=2
H(t, s)
T∑
j=2
H(s, j)f (j, u(u(j))) =: T0u(t), t ∈ T1. (2.7)
From (2.4),
H(t, s) > 0, for (t, s) ∈ T2 × T2, (2.8)
and
H(t, s) ≤ H(s, s) = 1
T
(s− 1)(T + 1− s), for s ∈ T1, t ∈ T2. (2.9)
We define Y by
Y =
{
t ∈ Z : T + 1
4
≤ t ≤ 3(T + 1)
4
}
,
and
σ = min
{
min Y
T + 1 ,
T + 2−max Y
T + 1
}
,
then
H(t, s) ≥ σH(s, s) = σ
T
(s− 1)(T + 1− s).
Define a cone P , by
P = {u ∈ X : u(t) ≥ 0 for t ∈ T1, and min
t∈Y u(t) ≥ σ‖u‖}. (2.10)
For some r > 0,
Pr = {u ∈ P : ‖u‖ < r}.
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Denote
A = max
t∈T1
T∑
s=2
H(t, s)
T∑
j=2
H(s, j),
B = min
t∈Y
T∑
s=2
H(t, s)
∑
j∈Y
H(s, j),
where, H(t, s) is defined as (2.4).
Lemma 2.2. Suppose f : [0,∞)→ [0,∞) is continuous, λ > 0 is a constant, and F is given by
(Fu)(t) = λ
T∑
s=2
H(t, s)
T∑
j=2
H(s, j)f (u(j)).
If
lim
s→0
f (s)
s
= lim
s→∞
f (s)
s
= ∞,
then there exist 0 < r0 < R0 <∞ such that i(F , Pr , P) = 0 for 0 < r ≤ r0, and i(F , Pr , P) = 0 for r ≥ R0.
Lemma 2.3. Let l be a positive constant. Then
(1) maxt∈T2, 0≤u≤l f (t, u(t)) <
l
λA implies i(T0, Pl, P) = 1;
(2) mint∈Y , σ l≤u≤l f (t, u(t)) > lλB implies i(T0, Pl, P) = 0.
Proof. (1) Give u ∈ ∂Pl, there is f (t, u(t)) ≤ l/(λA), for t ∈ T2. Therefore,
(T0u)(t) = λ
T∑
s=2
H(t, s)
T∑
j=2
H(s, j)f (j, u(j))
≤ λ
[
T∑
s=2
H(t, s)
T∑
j=2
H(s, j)
]
· l
λA
≤ l = ‖u‖.
That is, ‖T0u‖ ≤ ‖u‖, for u ∈ ∂Pl. By Lemma A, i(T0, Pl, P) = 1.
(2) Give u ∈ ∂Pl, for t ∈ Y and σ l ≤ u(t) ≤ l, f (t, u(t)) ≥ l/(λB). Therefore,
(T0u)(t) = λ
T∑
s=2
H(t, s)
T∑
j=2
H(s, j)f (j, u(j))
≥ λ
[
T∑
s=2
H(t, s)
T∑
j=2
H(s, j)
]
· l
λB
≥ l = ‖u‖.
That is, ‖T0u‖ ≥ ‖u‖, for u ∈ ∂Pl. By Lemma A, i(T0, Pl, P) = 0. 
3. Existence and multiplicity
In this section, we define
λ1 = 1A infr>0
r
max
t∈T2,0≤u≤r
f (t, u(t))
, λ2 = 1A supr>0
r
max
t∈T2, 0≤u≤r
f (t, u(t))
,
λ∗1 =
1
B
inf
r>0
r
min
t∈Y ,σ r≤u≤r f (t, u(t))
, λ∗2 =
1
B
sup
r>0
r
min
t∈Y ,σ r≤u≤r f (t, u(t))
.
Theorem 3.1. Suppose f
0
, f∞ > 16 sin
4 pi
2T . Then (1.5), (1.6) has at least two positive solutions if λ ∈ ((λ1, λ2) ∩ (1,∞)).
Proof. For r > 0, let
q(r) = r
A max
t∈T2,0≤u≤r
f (t, u(t))
.
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Then q : (0,∞)→ (0,∞) is continuous. This together with the fact that f
0
, f∞ > 16 sin
4 pi
2T , we get
lim sup
r→0
q(r) <
1
16A sin4 pi2T
, lim sup
r→∞
q(r) <
1
16A sin4 pi2T
.
Therefore, 0 ≤ λ1 = infr>0 q(r) < λ2 = supr>0 q(r) < +∞. Thus, for λ1 < λ < λ2, there exists 0 < r0 < +∞ such that
q(r0) = λ. This implies
f (t, u) ≤ r0
λA
t ∈ T2, u ∈ [0, r0].
By Lemma 2.3, we get
i(T0, Pr0 , P) = 1. (3.1)
Fix 0 < m < 1 < n, and for u ≥ 0, let f1(u) = um + un. Then f1(u) satisfies
lim
s→0
f (s)
s
= lim
s→∞
f (s)
s
= ∞.
Define F1 : P → P by
(F1u)(t) = λ
T∑
s=2
H(t, s)
T∑
j=2
H(s, j)f1(u(j)).
By Lemma 2.2, we have that there exist r1, r2 with 0 < r1 < r0 < r2 <∞ such that for 0 < r < r1,
i(F1, Pr , P) = 0, (3.2)
and for r ≥ r2,
i(F1, Pr , P) = 0. (3.3)
Define K : [0, 1]× P → P by K(s, u) = (1− s)T0u+ sF1u, then K is a completely continuous operator. From f 0 > 16 sin4 pi2T
and the definition of f1, there are ε > 0 and 0 < r¯1 ≤ r1 such that
f (t, u) ≥
(
16 sin4
pi
2T
+ ε
)
u, ∀t ∈ T2, 0 ≤ u ≤ r¯1, (3.4)
f1(u) ≥
(
16 sin4
pi
2T
+ ε
)
u, ∀0 ≤ u ≤ r¯1. (3.5)
We now prove that K(s, u) 6= u for all s ∈ [0, 1] and u ∈ ∂Pr¯1 . In fact, if there exist s0 ∈ [0, 1] and u0 ∈ ∂Pr¯1 such that
K(s0, u0) = u0, then u0 satisfies the equation
∆4u0(t − 2) = (1− s0)λf (t, u0)+ s0λf1(u0), (3.6)
and the boundary condition
u0(1) = u0(T + 1) = ∆2u0(0) = ∆2u0(T ) = 0.
Multiplying (3.6) by sin pi(t−1)T , and sum from 2 to T , we have
16 sin4
pi
2T
T∑
s=2
u0(s) sin
pi(s− 1)
T
≥ λ
(
16 sin4
pi
2T
+ ε
) T∑
s=2
u0(s) sin
pi(s− 1)
T
.
Since
∑T
s=2 u0(t) sin
pi(t−1)
T > 0 and λ > 1, we have 16 sin
4 pi
2T ≥ 16 sin4 pi2T + ε, which is a contradiction. By (3.2) and the
homotopy invariance of the fixed-point index, we get
i(T0, Pr¯1 , P) = i(K(0, ·), Pr¯1 , P) = i(K(1, ·), Pr¯1 , P) = i(F1, Pr¯1 , P) = 0. (3.7)
On the other hand, from f∞ > 16 sin4 pi2T and the definition of f1, there exist ε > 0 andM > 0 such that
f (t, u) ≥
(
16 sin4
pi
2T
+ ε
)
u, ∀t ∈ T2, u > M, (3.8)
f1(u) ≥
(
16 sin4
pi
2T
+ ε
)
u, ∀u > M. (3.9)
Setting
C = max
t∈T2, 0≤u≤M
∣∣∣f (t, u)− (16 sin4 pi
2T
+ ε
)
u
∣∣∣+ max
0≤u≤M
∣∣∣f1(u)− (16 sin4 pi2T + ε) u∣∣∣+ 1,
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then
f (t, u) ≥
(
16 sin4
pi
2T
+ ε
)
u− C, ∀t ∈ T2, u ≥ 0, (3.10)
f1(u) ≥
(
16 sin4
pi
2T
+ ε
)
u− C, ∀u ≥ 0. (3.11)
We now prove that there exists r¯2 > r2 such that K(s, u) 6= u for any s ∈ [0, 1] and u ∈ P , ‖u‖ ≥ r¯2. In fact, if there exist
s0 ∈ [0, 1] and u0 ∈ P satisfies K(s0, u0) = u0, by (3.10), (3.11) and the boundary conditions (1.6),
16 sin4
pi
2T
T∑
s=2
u0(s) sin
pi(s− 1)
T
≥ λ
[(
16 sin4
pi
2T
+ ε
) T∑
s=2
u0(s) sin
pi(s− 1)
T
− C
T∑
s=2
sin
pi(s− 1)
T
]
.
Since λ > 1,
T∑
s=2
u0(t) sin
pi(s− 1)
T
≤ C
ε
·
T∑
s=2
sin
pi(s− 1)
T
.
Since u0 ∈ P , mint∈Y u0(t) ≥ σ‖u0‖, it follows that
σ‖u0‖
∑
s∈Y
sin
pi(s− 1)
T
≤
∑
s∈Y
u0(t) sin
pi(s− 1)
T
≤ C
ε
·
T∑
s=2
sin
pi(s− 1)
T
.
Therefore,
‖u0‖ ≤
C
T∑
s=2
sin pi(s−1)T
σε
∑
s∈Y
sin pi(s−1)T
:= r¯.
Let r¯2 = max{r2, r¯}, then K(s, u) 6= u for any s ∈ [0, 1] and u ∈ P , ‖u‖ ≥ r¯2. By (3.3) and the homotopy invariance of the
fixed-point index, we have that
i(T0, Pr¯2 , P) = i(K(0, ·), Pr¯2 , P) = i(K(1, ·), Pr¯2 , P) = i(F1, Pr¯2 , P) = 0. (3.12)
Combining (3.1), (3.7) and (3.12) yields
i(T0, Pr¯2 \ P¯r0 , P) = −1, i(T0, Pr0 \ P¯r¯1 , P) = 1.
Hence, T0 has two fixed points u1 and u2 in Pr¯2 \ P¯r0 and Pr0 \ P¯r¯1 , respectively. This means that u1(t) and u2(t) are positive
solutions of problems (1.5), (1.6) and 0 < ‖u1‖ < r0 < ‖u2‖. This complete the proof. 
Theorem 3.2. Suppose that f¯0 < 16 sin4 pi2T and f¯∞ < 16 sin
4 pi
2T . Then (1.5), (1.6) has at least two positive solutions if
λ ∈ ((λ∗1, λ∗2) ∩ (1,∞)).
Proof. For r > 0, let
p(r) = r
B min
t∈Y ,σ r≤u≤r f (t, u)
.
Then p : (0,∞)→ (0,∞) is continuous. This together with f¯0 < 16 sin4 pi2T , f¯∞ < 16 sin4 pi2T , we get
lim inf
r→0 p(r) >
1
16B sin4 pi2T
, lim inf
r→∞ p(r) >
1
16B sin4 pi2T
.
Then, 0 < λ∗1 = infr>0 p(r) < λ∗2 = supr>0 p(r) ≤ +∞. For λ ∈ (λ∗1, λ∗2), there exist 0 < R0 < +∞ such that
p(R0) = λ.
This implies
f (t, u) ≥ R0
λB
, for t ∈ Y , u ∈ [σR0, R0].
Therefore, with the use of Lemma 2.3, we have that
i(T0, PR0 , P) = 0.
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Define H1 : [0, 1] × P → P by H1(s, u) = sTu. Then H1 is completely continuous operator. Noting that
i(H1(0, ·), Pr , P) = i(0, Pr , P) = 1,
the rest of the proof is similar to that of Theorem 3.1. 
4. Infinitely many positive solutions
Theorem 4.1. Suppose that f (t, u) is strictly increasing in u. Then (1.5), (1.6) has a sequence of positive solutions {u∗n} ⊂ P with‖u∗n‖ → ∞ provided λ > 0 and
lim inf
u→∞
max
t∈T2
f (t, u)
u
<
1
λA
, lim sup
u→∞
min
t∈Y f (t, u)
u
>
1
σλB
.
Proof. Since
lim inf
u→∞
max
t∈T2
f (t, u)
u
<
1
λA
,
and the fact that f (t, u) is monotone increasing about u, there exist {an}, an →∞, such that
max
t∈T2, 0≤x≤an
f (t, x) = max
t∈T2
f (t, an) <
1
λA
.
On the other hand,
lim sup
u→∞
min
t∈Y f (t, u)
u
>
1
σλB
implies that there exist {bn}, bn →∞, such that
min
t∈Y ,σbn≤x≤bn
f (t, x) = min
t∈Y f (t, σbn) >
1
σλB
.
Without loss of generality, we can suppose that
a1 < b1 < a2 < b2 < · · · < an < bn < · · · .
By Lemma 2.3 and the theory of the fixed-point index, we know there exists a sequence of positive solutions u∗n ∈ Pbn \ P¯an ⊂
P satisfying an ≤ ‖u∗n‖ ≤ bn and ‖u∗n‖ → +∞. 
Similarly, we get the following
Theorem 4.2. Suppose that f (t, u) is strictly increasing in u. Then (1.5), (1.6) has a sequence of positive solutions {u∗n} ⊂ P with‖u∗n‖ → 0 provided λ > 0 and
lim inf
u→0
max
t∈T2
f (t, u)
u
<
1
λB
, lim sup
u→0
min
t∈Y f (t, u)
u
>
1
σλB
.
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