We introduce and study the problem of planning a trajectory for an agent to carry out a scouting mission while avoiding being detected by an adversarial guard. This introduces an adversarial version of classical visibility-based planning problems such as the Watchman Route Problem. The agent receives a positive reward for increasing its visibility and a negative penalty when it is detected by the guard. The objective is to find a finite-horizon path for the agent that balances the trade-off maximizing visibility and minimizing detectability. We model this problem as a sequential two-player zero-sum discrete game. A minimax tree search can give the optimal policy for the agent but requires an exponential-time computation and space. We propose several pruning techniques to reduce the computational cost while still preserving optimality guarantees. Simulation results show that the proposed strategy prunes approximately three orders of magnitude nodes as compared to the brute-force strategy. DISTRIBUTION STATEMENT A. Approved for public release; distribution unlimited.
Introduction
Planning for visually covering an environment is a widely studied problem in robots with many real-world applications, such as environmental monitoring [25, 26] , infrastructure inspection [5, 18, 23] , precision farming [13, 19] , and ship hull inspection [14] . The goal is typically to find a path for an agent to maximize the area covered within a certain time budget or to minimize the time required to visually cover the entire environment. The latter is known as the Watchman Route Problem (WRP) [2, 3, 6] and is closely related to the Art Gallery Problem (AGP) [17] . The goal in AGP is to find the minimum number of cameras required to see all points in a polygonal environment.
AGP is a classical NP-complete optimization problem [17] . WRP, on the other hand, can be solved optimally for a single agent covering a known 2D polygonal environment which does not contain any holes (i.e., obstacles) [6] . However, WRP is also NP-complete when the environment contains holes [15] . In this paper, we extend this class of visibility-based coverage problems to adversarial settings.
We consider scenarios where the environment also contains a guard that is actively (and adversarially) searching for the agent. The agent, on the other hand, is tasked with covering the environment while avoiding detection by the guard. This models stealth reconnaissance missions. We consider the version where there is a finite time within which the agent must complete its mission. The objective of the agent is to maximize the total area covered within the given planning horizon while at the same time minimize the number of times it is detected by the guard.
We adopt a game-theoretic approach for this problem where the agent maximizes the total reward collected and the guard minimizes the total reward. The total reward is a weighted combination of a positive and negative reward. The positive reward depends on the specific task at hand. For example, when the task is to scout an environment (Figure 1(a) ), the positive reward can be the total area that is scanned by the agent along its path. When the task is to reach a goal position (Figure 1(b) ), the positive reward can be the function of the distance to the goal. The agent receives a negative reward whenever it is detected by the guard. The negative reward can also be defined based on the specific application. In this paper, we consider the case where the agent receives a fixed negative reward every time it is detected by the agent. The total reward is a combination of the two reward functions.
Game theory is widely applied in robotics, in particular, for solving pursuitevasion problems [7, 27] . Pursuit-evasion can largely be classified into two noncooperative games, i.e., the differential game [8] and combinatorial game [12] . The former considers differential equations to represent the motion of the pursuers/evaders and can be solved using the Hamilton-Jacobi-Isaacs equations. The latter takes a computational geometry approach to represent the given environment and is closer to the approach in this paper. Specifically, ours approach is closer to the visibility-based [10, 22, 24] pursuit-evasion games. However, the main distinction is that in classical pursuit-evasion games, the evader (i.e., the agent in our setting) always evades the pursuer (i.e., the guard) whereas in our setting, the agent can potentially approach the guard in an effort to maximize visibility.
Minimax tree search [9] is a well-known algorithm in game-theory to find an optimal policy in two-player zero-sum discrete games. The optimality is guaranteed by enumerating all possible discrete actions for the the two players. Pruning techniques, such as alpha-beta pruning [21] , are employed in order to prune away branches from the fully enumeration tree that are guaranteed to not be part of the optimal policy. In addition to employing alpha-beta pruning, we propose four other pruning techniques (Theorems 1-4) using the structural properties of the underlying problem to further reduce the computational expense.
The contributions of this work are as follows: (1) We introduce a new problem of minimizing detectability and maximizing visibility as a sequential two-player zero-sum game between the agent and the guard, (2) We develop four pruning strategies that exploit the characteristics of the proposed problem, (3) We demonstrate the performance of the proposed algorithm through simulations.
The rest of the paper is organized as follows. We begin by describing the problem setup in Section 2. We present a brief introduction to minimax tree search and our proposed pruning strategies in Section 3. The simulation results are presented in Section 4. Section 5 summarizes the paper and outlines future work.
(a) Explore an environment.
(b) Reach a target point. 
Problem Formulation
We consider a grid-based environment where each cell within the environments is associated with a positive reward. Our key idea is to formulate the proposed problem by appropriately designing the reward function -the agent obtains positive rewards for maximizing visibility (depending on the type of missions) and receives negative rewards when detected by the guard. The reward is used to measure both the detectability of a guard and the visibility of an agent.
In an exploration mission, the positive reward can be a function of the number of previously unseen cells visible from the current agent position ( Figure 1-(a) ). In a mission where the objective is to reach a goal position, the positive reward can be defined as a function of the (inverse of the) distance to the guard (Figure 1 -(b)). The agent receives a negative reward when it is detected by the guard (i.e., when it moves to the same cell as the guard or to a cell that lies with the guard's visibility region). At every turn (i.e., the time step), both the agent and the guard can move to one of their neighboring cells (i.e., the action).
(a) The case when the agent is detected by the guard.
(b) The case when the agent is not detected by the guard.
(c) The agent and the guard move in a gridbased environment.
Fig. 2.
We use the visibility polygon to determine whether or not the agent is detected by the guard. A negative penalty will be added if the agent is inside the guard's visibility (i.e., the blue area) polygon. In a reconnaissance mission, the area of the agent's visibility polygon (i.e., the red area) is considered as a positive reward. Both the agent and the guard move in the same grid-based environment, as in (c) where the environment is represented by an 8 × 8 grid map.
We make the following assumptions:
-The agent and the guard move in the same grid-based map and can move one edge in one time step. -Both the agent and the guard know the full grid-based map a priori.
-We assume that the agent and the guard have known sensing ranges (not necessarily the same). In this paper, we assume that both sensing ranges are unlimited for ease of illustration, however, the case of limited sensing range can easily be incorporated. -The guard has a sensor that can detect the agent when the agent is within its visibility region. -There is no motion uncertainty associated with the agent or guard actions.
-Although the agent is not aware of which action the guard chooses, the agent can still observe the guard position exactly after each action (even when it is not in the visibility polygon of the agent).
While the last assumption may seem restrictive, there are practical scenarios where it is justified. For example, Bhadauria and Isler [1] describe a visibilitybased pursuit-evasion game where police helicopters can always provide the global positions of the evader to the pursuer that is moving on the ground and may not be able to directly see the pursuer.
The agent's objective can be written as:
On the other hand, the objective of the guard is:
where,
π a (t) denotes an agent's path from time step 0 to t.
π g (t) denotes a guard's path from time step 0 to t.
-R(π a (t)) denotes the positive reward collected by the agent along the path from time step 0 to t -P is a constant which gives the negative reward for the agent whenever it is detected by the guard η(π a (t), π g (t)) indicates the total number of times that the agent is detected from time step 0 to t.
For the rest of the paper, we model R(π a (t)) to be the total area that is visible from the agent's path π a (t).
We model this as a sequential two-player zero-sum discrete game between the guard and the agent. In the next section, we demonstrate how to find the optimal strategy for this game and explain our proposed pruning methods.
-MAX level : The MAX (i.e., agent) level expands the tree by creating a new branch for each neighbor of the agent's position in its parent node from the previous level (which can either the root node or a MIN level node). The agent's position and its visibility region are updated at each level. The guard's position and the number of times the agent is detected are not updated at this level.
-MIN level : The MIN (i.e., guard) level expands the tree by creating a new branch for each neighbor of the guard's position in its parent node (which is always a MAX level node). The guard's position is updated at each level. The total reward is recalculated at this level based on the agent's and guard's current visibility polygons and the total number of times the agent is detected up to the current level.
-Terminal node: The terminal node is always a MIN level node. When the minimax tree is fully generated (i.e., the agent reaches a finite planning horizon), the reward value of the terminal node can be computed.
The reward values are backpropagated from the terminal node to the root node. The minimax policy chooses an action which maximizes and minimizes the backpropagated reward at the MAX and the MIN nodes, respectively. Figure 3 illustrates the steps to build a minimax tree that yields an optimal strategy by enumerating all possible actions for both the agent and the guard.
Minimax Tree Search with Pruning
Enumerating a full minimax tree requires a large amount of computation. To reduce the time needed to generate the full tree, we apply a classical pruning strategy called alpha-beta pruning and propose four new conditions to further prune some part of the tree. With the help of the pruning algorithms, the size of the tree is significantly reduced while still preserving optimality.
Alpha-Beta Pruning As a first step in reducing the size of the tree, we use the alpha-beta pruning [20] . The main idea is that if we have explored a part of the tree (i.e., reached a terminal node), we have an upper bound on the optimal minimax value. Consider when exploring a new node, n i . If the minimax value of the subtree rooted at the new node (n i ) is greater than the upper bound found so far, that subtree does not need to be explored further. This is because an optimal strategy will never prefer a strategy that passes through the new node (n i ) since there exists a better action in another part of the tree. Figure 4 illustrates an example of alpha-beta pruning. Fig. 4 . Example of a minimax tree with the alpha-beta pruning. and nodes represent the agent and guard nodes, respectively. Each node has a number that indicates an available reward. The filled (colored in red) are pruned after applying the alpha-beta pruning.
Pruning Strategies Alpha-beta pruning allows to prune insignificant nodes only after reaching the terminal level. This is preferable when the tree is built in a depth first fashion. However, we can exploit structural properties of this problem to further prune away nodes without needed to explore a subtree fully. We propose four strategies that find and prune redundant nodes before the terminal level is reached.
The first type of pruning (i.e., Theorems 1 and 2) is based on the properties of the given map. Consider the MIN level and the MAX level separately. The main idea of these pruning strategies is to compare two nodes A and B at the same level of the tree, say the MAX level. In the worst case, the node A would obtain no future positive reward while always being detected at each time step of the rest of the horizon. Likewise, in the best case, the node B would collect all the remaining positive reward and never be detected in the future. If the worst-case outcome for node A is still better than the best-case outcome for node B, then node B will never be a part of the optimal path. It can thus be pruned away from the minimax tree. Consequently, we can save time that would be otherwise spent computing all of its successors.
Note that these conditions can be checked even before reaching the terminal node of the subtrees at A or B.
Given a node in the minimax tree, we denote the remaining positive reward (unscanned region) for this node by F (·). Note that we do not need to know F (·) exactly. Instead, we just need an upper bound on F (·). This can be easily computed since we know the entire map information a priori. The total reward collected by the node A and by the node B from time step 0 to t are denoted by R A (t) and R B (t), respectively. Theorem 1. Given a time length T , let A and B be two nodes in the same MAX level of the minimax tree at time step t.
then the node B can be pruned without loss of optimality.
Proof. In the case of the node A, the worst case occurs when in the following T − t steps the agent is always detected at every remaining step and collects zero additional positive rewards. After reaching the terminal tree level, the reward backpropagated to node A will be R A (t)−(T −t)η. For the node B, the best case occurs in the following T − t steps when the agent is never detected but obtains all remaining positive reward. In the terminal tree level, the node B collects the reward of R B (t) + F (B).
Since R A (t) − (T − t)η ≥ R B (t) + F (B) and both nodes are at the MAX level, it implies that the reward returned to the node A is always greater than that returned to the node B. Therefore, the node B will not be a part of the optimal policy and can be pruned without affecting the optimality.
Similarly, consider that the node A and the node B are located in the MIN level. The same idea of Theorem 1 holds as follows. The proof of Theorem 2 is similar to that of Theorem 1.
The main idea of the second type of pruning strategy (i.e., Theorem 3) comes from the past path (or history). If two different nodes have the same agent and guard position but one node has a better history than the other, then the other node can be pruned away.
Here, we denote by S A (π(t)) and S B (π(t)) the total scanned region in the node A and the node B from time step 0 to t, respectively. Theorem 3. Given a time length T and 0 < t 1 < t 2 < T , let the node A be at the level t 1 and the node B be at the level t 2 , respectively such that both nodes are at a MAX level. If (1) the guard's position stored in the nodes A and B are the same, (2) S A (π(t 1 )) ⊃ S B (π(t 2 )), and (3) R A (t) > R B (t) + (t 2 − t 1 )η, then node B can be pruned without loss of optimality.
Proof. With 0 < t 1 < t 2 < T , we have the node B appear further down the tree as compared to node A. S A (π(t 1 )) ⊆ S B (π(t 2 )) indicates that the node A's scanned area is a subset of the node B's scanned area.
Since the nodes A and B contain the same guard and agent positions, one of the successors of node A contains the same guard and agent positions as node B. Since R A (t) ≥ R B (t) + (t 2 − t 1 )η and S A (π(t 1 )) ⊃ S B (π(t 2 )), the value backpropagated from the successor of node A will always be greater than the value backpropagated from the path of node B. Furthermore, more reward can possibly be collected by node A since S A (π(t 1 )) ⊆ S B (π(t 2 )). Thus, the node B will never be a part of the optimal path and can then be pruned away.
In most cases, it is undesirable to send the agent to explore an environment where it may collect very little reward. The third type of pruning strategy (Theorem 3) is to consider a scenario where the agent is required to collect at least some desired positive reward R d from time step 0 to T . We define a constraint function for R d such that R(π a (T )) > R d . We show that the agent will keep moving rather than stay in one place to hide from the guard if it does not collect enough positive reward in the minimax optimal path. Theorem 4. Given a desired positive reward R d , if the agent in the node A of the minimax tree satisfies R A (π a (T )) < R d , then its successor nodes of staying in the same position can be pruned without loss of optimality.
Proof. Theorem 4 can be proved by contradiction. Consider node A that satisfies R A (π a (T )) < R d . Without loss of generality, we assume that its successor nodes that stays in the same position is a part of the optimal path. Since it is a minimax tree, the MIN level will return the best actions for the guard. Consider the case that the guard also decides not to move. Then, the successor nodes that stay at the same position at the MAX level will never make for a better scenario. As a result, the agent will always fail to achieve the desired positive reward R d .
Therefore, the successor nodes of staying in the same position must not be a part of the optimal minimax path. Theorem 4 implies the case when we want the agent to at least receive R d positive reward, then before the agent reaches the desired positive reward R d it will keep moving regardless of the guard's position.
Online Execution of the Tree
Even though the pruning techniques can prune a large amount of the nodes, it is still difficult to find a solution online for large T since the complexity grows exponentially with T . Instead, a suboptimal solution can be obtained by creating a minimax tree over a smaller horizon. The agent can then execute one step of this tree and observe the new position of the agent. This corresponds to a new root node in the tree (at level 3). We extend the tree by two levels to be over a horizon T (as well as expanding nodes at other levels that were pruned but may now possibly be on the optimal path). Figure 5 illustrates the steps of the online path planning with a smaller minimax tree.
Simulation
In this section, we evaluate the minimax search technique with the proposed pruning methods in the context of a reconnaissance mission. We assume the visibility range of the agent and the guard are both unlimited (only restricted by the obstacles in the environment) in this simulation. We use the VisiLibity library [16] to compute the visibility polygon for the agent and the guard. First, we evaluate the computational savings due to the proposed pruning techniques by comparing it with the brute force algorithm. Then, we present some online path planning execution results in various settings. The simulation is executed in MATLAB and the code is available on Github. 3 We create a 20 × 20 environment as shown in Figure 1 . We assume both the agent and the guard are in one of the available grid cells. At every step, they can choose to move to one of the neighboring grid nodes.
We begin by showing the effectiveness of the pruning algorithm by comparing the number of nodes generated by the brute force method and the pruning method. We generate the initial position of the agent and the guard randomly. We find the optimal path for various horizons ranging from T = 2 to T = 6. Therefore, the minimax tree depth ranges from 5 to 13.
The efficiency of the proposed pruning algorithm is presented in Figure 6 . Since the effectiveness of our proposed pruning algorithm is highly dependent on the order in which the neighboring nodes are added to the tree first, different results can be achieved by changing the moving order of the minimax tree. Figure 6 shows the median, maximum and minimum of the number of nodes generated. If we enumerate all these nodes by brute force, in the worst case, it takes 3.05 × 10 8 nodes to find the optimal path for a horizon of T = 13. By applying the pruning algorithm, the best case only generates 2.45 × 10 5 . Even the worst case, it only needs approximately 1% nodes of the brute force to find the same optimal route.
We use a 13 level minimax (T = 6) tree to compute an optimal solution. Two results are presented in Figure 7 and Figure 8 . With higher negative reward, the agent will tend to avoid the detection from the guard, with a lower negative reward, the agent will choose to explore more area. For instance, in Figure 7 , the agent moves behind the obstacle after time step 2, while in Figure 8 , the agent continues to explore the new environment after time step 2. Both of the simulations reach an equilibrium after a few steps.
For the suboptimal online path planner, we use a 7 level minimax (T = 3) tree to compute the actions of the agent with higher negative reward, the agent tends to avoid the detection from the guard. With lower negative reward, the agent Fig. 6 . Comparison of the number of total nodes generated for the minimax tree. Note that the y axis is in log scale. The red line gives the maximum, median and the minimum number of nodes generated (by randomly choosing one of the neighbors to expand the search tree). The results are for 30 random trials. Fig. 7 . High negative penalty: A 6 steps minimax agent path planning with a higher negative penalty and with an adversarial guard. The negative penalty P = 25. The environment scale is an 8 × 8 square. The agent starts at (2, 1) and the guards starts at (6, 5) . The agent and guard quickly reach an equilibrium after 5 steps, where both the agent and guard continuously move up and down to hide and track each other. . Compare with the scenario where the negative penalty is higher, the agent was detected twice at T = 4, 5, but get a larger scanned area. It can be shown that the agent and guard reach an equilibrium after 6 steps by continually moving up and down.
chooses to explore more area to get higher positive feedback. For instance, in Figure 10 , the left figure (lower negative penalty) shows the agent keeps exploring the environment, while the right figure (higher negative penalty) shows the agent tries to hide behind the obstacles in the initial steps. Figures 9 and 10 show simulation results of the online path planner. The agent moves based on the minimax policy. The guard moves based on two predefined policies that are not known to the agent. Higher negative penalty P = 50 and lower negative penalty P = 5 are used to compare the results. Figure 9 gives one preset path for the guard and Figure 10 gives a different guard route path.
In Figure 11 , we compare the proposed online minimax path planning with a greedy algorithm. We compute the difference between the reward collected by the minimax and the greedy. We consider 159 instances, one corresponding to each possible starting location for the agent. The guard always starts at (6, 1) and follows the path shown in Figure 10 . The difference between reward collected by minimax and the reward collected by greedy are sorted from low to high. In most cases, the performance of minimax is better than the greedy algorithm. The reason sometimes the greedy performs better is because the guard is not adversarial. The minimax policy is a conservative one and always assumes the worst-case guard path. Since the guard path in this example is not adversarial, the minimax can lead to a lower reward than a greedy strategy. Fig. 9 . Online path planning experiment 2. At each time step, the agent executes the first control action given by the tree and obtains a measurement of the guard. The guard is not adversarial in this experiment, instead, the guard moves as a preset path which is not known to the agent. The two pictures above is an experiment with a low negative penalty (negative penalty is 5) and the pictures below is the experiment with a high negative penalty (negative penalty is 50). The left side maps show the given agent and guard path from the minimax tree, the right side figures show the accumulated total reward obtained by the agent. Fig. 10 . Online path planning experiment 2. The preset guard path is different from experiment 1. The left side is an experiment with low negative penalty (negative penalty is 5) and the right side is the experiment with high negative penalty (negative penalty is 50). The left side shows the given agent and guard path from the minimax tree, the right side shows the accumulated total reward obtained by the agent. Fig. 11 . The total reward collected by online minmax vs. greedy algorithm.
Conclusion and Discussion
We introduce a new problem of maximizing visibility and minimizing detectability in an environment with an adversarial guard. We formulate the problem as a zero-sum game between the agent and the guard. The problem can be solved using a minimax tree to obtain an optimal strategy for the agent (assuming worst-case behavior of the guard). Our main contribution is a set of pruning techniques that reduce the size of the minimax tree while still guaranteeing optimality. Our simulation shows a large number of nodes can be pruned away using the proposed pruning techniques.
The minimax approach is a conservative planner since it assumes the worstcase behavior of the guard. It still outperforms the greedy algorithm, in most instances where the guard moves non-adversarially.
Despite the promising reduction in the game tree, the method can still be time consuming when the planning horizon increases or if the environment becomes large and/or complex. Our immediate work is to further reduce the computational effort using Monte Carlo Tree Search [4] , using macro-actions [11] , and by exploiting the underlying geometry of the environment.
