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This section gives further details on the contributions to the random error ∆α R , as described in section 3.7.1 of the paper.
Uncertainty of α R due to scattering by aerosols and clouds
This section describes the RT model simulations to determine the uncertainty of α R due to scattering by aerosols and clouds (section 3.7.1, ∆α R , paragraph (a)). For the cloud cover, the following is assumed ( Figure 3 ): (a) A deck of marine strato-cumulus with a cloud base at 0.6 km and a cloud top at 1.2 km, a scattering coefficient of 20/km, an asymmetry factor (g) of g = 0.85, (b) Cb clouds with a cloud base at 0.6 km and a cloud top at 12.5 km, a scattering coefficient of 40/km and a g = 0.85 (in the lower part) and g = 0.7 in upper part, and (c) cirrus clouds (Ci) with a cloud base at 12 km and a cloud top at 12.5 km, a scattering coefficient of 1/km and a g = 0.7. For all cloud types a single scattering albedo of ω 0 = 0.999 is taken (for further details see Knecht (2015) , section 4) and the clouds are assumed to be internally homogenous. This is justified to due the radiative smoothing within the cloud and our interest in modelling the disturbance of the radiative field and its effects on the ratio of the measured absorption for the scaling gas and target gas, in particular for the cloud free part of the atmosphere (Marshak and Davis, 2005) . Further for the simulations the ground albedo of Pinker (1982) Figure 4 ) and 50 • (given in red in Figure 4 ). The frequency distributions show calculations based on the cloud scenario described above, and additionally the same calculations are carried out assuming clear skies (blue and red lines in Figure 4 ). This section gives further details on the calculations to estimate potential systematic errors of the calculated α R due to erronous predictions of the trace gas profile shapes by the employed CTMs, as described in section 3.7.2 of the paper. As mentioned there, the trace gas curtains are altered in such a way that (a) the concentration of O 3 at flight altitude changed to match the in situ measured concentration, and (b) an altitude offset is calculated by comparing in situ measured and predicted N 2 O, and the curtains of O 3 and NO 2 are both shifted accordingly. (green dots in panels d and e) mostly falls into the uncertainty range given by the random error (the gray shaded area in panel e). Evidently the largest discrepancy as compared to the standard run in the simulated α R and inferred [NO 2 ] occurs when the trace gas profiles are altitude shifted (the purple dots in panel d and e). This uncertainty becomes in particular large for flight sections where O 3 has strong vertical gradients (e.g. 8:30 -9:30 UTC and 12:00 -13:00 UTC). Hence, vertical transport processes which are not covered by EMAC may change the profile shapes in such a way that systematic errors in the scaling method retrieval arise. However, since trace gases such as NO 2 and O 3 are chemically reactive, the altitude shift carried out here may not reflect the change in trace gas profile shape experienced by NO 2 and O 3 . This is indicated by the fact that the modifications mentioned previously (green dots) do not give rise to large uncertainties in these flight sections, i.e. measured [O 3 ] and [NO 2 ] do not differ strongly from predictions at flight altitude. 
