The present study investigated whether lexical codes contribute to retention of verbal information in working memory. We used event-related brain potentials (ERPs) recorded while participants were performing a serial recall task to show differences in brain activity during retention of words or pseudowords. The effects of lexical status and memory load (task difficulty) upon ERP activity during retention also differed, with memory load affecting ERP indices of phonological processing. The timing of the ERPs suggested that the influence of lexical status upon retention began during encoding. The contrast between ERPs in the serial recall task and in a control task with negligible memory demand indicated that the effect of lexical status in the retention interval of the memory task was specific to consciously controlled memory operations. These results support the view that lexical codes actively contribute to retention of words in working memory. © 1999 Academic Press Key Words: working memory; verbal; lexical; semantic; phonological; retention; serial recall task; event-related potentials.
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Within the domain of verbal working memory, there is extensive evidence from behavioral and lesion studies that phonological representations are involved in the maintenance of verbal information (Baddeley, 1986) . There is also both behavioral and neurophysiological evidence of modality-specific representations for holding verbal material that is read or heard (Penney, 1989; Ruchkin et al., 1997) . Whether other representations of verbal information, such as lexical and semantic codes, contribute to the maintenance process has not been definitively established.
The dominant view is that verbal information is maintained in working memory in phonological form and refreshed by articulatory rehearsal-the phonological loop (Baddeley, 1992b; Hulme, Roodenrys, Brown, & Mercer, 1995; Logie, 1996) . The phonological loop has provided a parsimonious explanation for the results of a variety of tests of verbal memory span in both normal and brain-lesioned subjects (Vallar & Baddeley, 1984; Shallice & Vallar, 1990; Logie, 1996) and has proven useful in understanding the acquisition of vocabulary (Gathercole & Baddeley, 1989 Papagno & Vallar, 1992) . Alternative views posit that although phonological rehearsal is a possible contributor to the maintenance of information in verbal working memory, it is neither necessary nor sufficient for all of the retention operations required of verbal working memory. These views stress that language processing automatically activates a variety of different types of codes (lexical, semantic, syntactic) and that these codes are maintained over time (Monsell, 1984; Saffran, 1990; Saffran & Martin, 1990; Martin & Romani, 1994; Martin & Saffran, 1997) . For example, the phonological loop does not appear to be necessary for sentence comprehension, although maintenance of lexicalsemantic codes is necessary (Martin, Shelton, & Yafee, 1994; Martin & Romani, 1994; Martin & Romani, 1995) . and Martin and Romani (1994) studied brain-damaged patients who showed reductions in verbal working memory span and found that some patients displayed greater impairments for semantic than phonological information while others displayed a reverse pattern of impairments. Furthermore, the patients' patterns of impairment in sentence processing tasks were consistent with their deficits in the tests of span. Patients whose performance on span tests indicated a phonological retention deficit but normal semantic capacities performed better on sentence processing tasks requiring semantic retention (e.g. category probe) than on tasks requiring phonological retention (e.g. rhyme probe) and vice versa.
The influence of lexical-semantic factors on retention of verbal information in working memory is supported by behavioral studies of normal subjects. For example, studies have demonstrated that, in serial recall, memory span was greater for words than for nonwords (Hulme, Maughan, & Brown, 1991; Schweickert, 1993 ) and there were fewer errors for highfrequency words (Watkins & Watkins, 1977) . Moreover, fewer errors occurred when subjects retained words whose semantic similarity is relatively low (Baddeley, 1966; Baddeley & Levy, 1971; Kintsch & Buschke, 1969; Shulman, 1972) and when imageability of the retained words is relatively high (Bourassa & Besner, 1994) . Taken together, these results indicate that lexical-semantic codes can play an important role in working memory performance.
Different theories have been proposed to account for these results. The prevailing view holds that phonological and lexical-semantic codes are automatically activated as words are encoded, whether they are retained in working memory or not. Then, during the subsequent retention interval, the phonological codes are thought to be actively maintained in a shortterm store by an articulatory rehearsal process (the phonological loop), while the lexical-semantic codes are posited to automatically remain at an elevated level of activation, without interacting with the retention process. The activated lexical-semantic codes are thought to contribute to performance primarily at the time of retrieval, when they support the reconstruc-tion of partially degraded information in the phonological store (Baddeley, 1972; Baddeley, 1990; Butterworth, Shallice, & Watson, 1990; Hulme, Maughan, & Brown, 1991; Logie, 1996; Hulme et al., 1997 ).
An alternative view hypothesizes that lexical-semantic codes play a more active role in maintaining words in working memory (Saffran, 1990; Saffran & Martin, 1990) . Cowan (1988 Cowan ( , 1995 suggested that the attention given to retaining words in working memory results in an enhanced activation of the words' representations in long-term memory beyond that which automatically occurs whenever words are processed. This enhanced activation of lexical-semantic codes in turn contributes to performance by providing a basis for counteracting the degradation of surface feature information while it is maintained in working memory.
It is difficult to decide between these different conceptualizations of verbal working memory on the basis of behavioral data alone, since behavioral data reflect a combination of encoding, retention, and retrieval operations. Although lexical and semantic effects are widely reported in behavioral tests of memory, it is difficult to argue that these variables affected the actual maintenance of information in working memory rather than simply enhancing retrieval. What is needed is evidence that lexical and semantic effects are sustained throughout stimulus presentation, maintenance, and retrieval. One possible way of obtaining such evidence is to employ neurophysiological techniques that provide indices of brain activity during these separate processing steps. Fiez, Raife, Balota, Schwarz, Raichle, and Petersen (1996) used positron emission tomography (PET) to isolate brain activity during retention. Their subjects were visually presented with a list of either five words or five pseudowords, followed by a 55-s delay interval during which the PET scans were acquired. There was significantly greater PET activation in the left frontal opercular region during retention of pseudowords in comparison with words. However, the authors were not able to attribute definitively the difference in PET activation to the lexical status of the material to be remembered, due to a confound between the word/pseudoword manipulation and task difficulty: pseudowords were harder to retain than words. All subjects had perfect recall for the word lists, while six of their 12 subjects made errors on the pseudoword lists. Comparison of the pseudoword PET scans for the subjects who did and did not make errors on the pseudoword list indicated PET activation differences in the left frontal opercular region, with more activation for subjects who made no errors. Thus, while the Fiez et al. (1996) study indicated that lexical status of the items to be maintained affected the pattern of brain activation during retention, it was not clear whether this effect was due to lexical status per se or due to differences in the difficulty of retaining words and pseudowords.
The present study used event-related brain potentials (ERPs) recorded from scalp to examine how lexical status contributes to verbal working memory while attempting to deal with imbalances in the difficulty of retaining words and pseudowords. Event-related potentials provide a record of brain activity with millisecond resolution, which is more than sufficient for dealing with the temporal dynamics of sensory and cognitive processes. Encoding, retention, and retrieval processes can be readily isolated by suitable temporal separation, and the scalp topographies specific to each process reflect the spatial configuration of the activated brain areas. Differences in ERP scalp topographies across experimental conditions will occur only when the patterns of underlying brain activation differ. For example, ERP studies of human working memory have found long-duration slow waves that specifically index sustained mnemonic operations during retention of information. The timing and topography of the retention-related ERP activity were specific to (1) the type of material held in working memory (e.g., verbal vs visuospatial; Ruchkin et al., 1994; Ruchkin, Johnson, Jr., Grafman, Canoune, & Ritter, 1992) , (2) its modality of input (e.g., verbal information that was heard or read; Ruchkin et al., 1997) and (3) the amount of material retained (i.e., memory load; Ruchkin, Johnson, Jr., Canoune, & Ritter, 1990; Ruchkin, Johnson, Jr., Grafman, Canoune, & Ritter, 1992; Ruchkin et al., 1994) .
In the current study, we used ERPs to track brain activity over a 9000-ms time course during presentation and retention of words and pseudowords in a serial recall task, and in a control task with a negligible memory retention requirement. Encoding and processing requirements during stimulus presentation in the memory and control tasks were similar, and memory load was adjusted so that recall accuracy was approximately matched for words and pseudowords. Comparing ERPs elicited during retention of words and pseudowords provided an indication of how brain activation associated with verbal working memory varied as a function of lexical status. Comparing ERPs in the memory and control tasks revealed brain activity related specifically to memory load (i.e., task difficulty), thereby providing the means for a clear delineation of lexicality effects in the retention interval from the effects of task difficulty.
At issue was whether there are differences between the patterns of brain activation associated with the short-term retention of words and pseudowords. A significant difference in patterns would support the view that the availability of lexical information activates, in addition to phonological processes, lexical brain processes for maintaining verbal information in working memory. Hence, the key statistical tests involved comparisons of the shapes of ERP topographies, since such tests can reveal differences in patterns of underlying brain activity. Statistical tests of ERP amplitudes alone were of more limited interest in this study. There can be distinct, statistically significant differences between topographic shapes, while the overall amplitudes of the topographies, pooled across electrode sites, may not differ significantly. Conversely, a significant betweencondition difference in ERP amplitudes alone does not necessarily mean that the patterns of underlying brain activity are different in the two conditions. If the topographies do not differ, then the same underlying pattern of brain processes may be present in both conditions, with only the overall degree of activation of the brain processes differing in the two conditions. It should be noted that although differences in scalp topography allow unequivocal conclusions with respect to whether there are differences in the pattern of activation across brain regions, scalp topography provides only rough indications of the specific locations within the brain of the activated brain regions.
METHODS

Participants
Eleven volunteers (four female) with English as their first language served as participants. The average age was 34.5 years (range, 22-46) . The average level of education was 18.2 years (range, 15-21). All participants were right handed [average laterality quotient on the Edinburgh handedness inventory (Oldfield, 1971) was 0.72]. Participants were paid $18.00/hour.
Experimental Design and Procedure
Participants were presented with spoken sequences of five words or three pseudowords presented at the rate of one item per second.
1
There were two types of tasks: memorize the sequence or detect a repeated item in the sequence. Prior to each trial, a display indicated the task to be performed. A trial began with the presentation of the sequence of items (S1), followed by a 3600-ms delay interval, after which there was a visual probe stimulus (S2) which tested performance accuracy (see Fig. 1 ). Participants initiated each trial, which began with the presentation of S1 after a 1-s delay. Participants responded vocally to the probe (S2), at which time the S2 display terminated. Their reaction time (RT) from onset of the S2 display was measured by a voice onset time switch connected to a microphone. Across participants, the average of the median intertrial interval (start of trial to start of next trial) was 23.2 s.
In the memory task, participants attempted to 1 The length of the word and pseudoword sequences were determined from pilot studies that indicated an extreme imbalance in error rates when the word and pseudoword sequences both consisted of four items. The error rates were 0.033 for words and 0.43 for pseudowords (F 1,9 ϭ 178.8, p Ͻ .00001).
retain the S1 sequence in working memory over the delay interval. Memory retention was tested with a visual S2 probe consisting of one of the items from S1; the participant's task was to respond verbally with the next item in the sequence. If the S2 probe was the last item in the sequence, then the response was the first item in the sequence. There were no repeated items in the memory task sequences.
In the detect task, 10% of the S1 sequences had a pair of repeated items, and, after the delay interval, participants reported whether S1 contained a repetition. Repetitions could occur at any point in the sequence, so repeated items were not necessarily adjacent. Only detect trials without repetitions were used in the ERP analyses, so that comparisons between ERPs elicited in the two tasks were based upon S1 sequences with identical properties.
To make S2 probe processing effortful in the detect task, participants were required to give a yes/no response in a coded format. To produce the coded response, a portion of the alphabet had to be recalled and scanned. The S2 probe display consisted of the words "yes" and "no," with each word followed by a letter. Participants responded either yes (there had been a repetition) or no (there had not been a repetition) by speaking the letter whose position in the alphabet followed the letter associated with "yes" or "no" by two locations. For example, if there were a repetition and the display consisted of "yes:i no:r," then the correct response was "k."
The contributions of memory load, of automatically activated codes, and of anticipationpreparation for S2 to the ERPs in the delay interval were evaluated by contrasting the results of the memory and detect tasks. The primary difference between the memory and detect tasks involved the memory requirements during the delay interval. The memory task required the maintenance of specific items (words or pseudowords) and the order in which they were presented. The detect task required only that participants remember whether a repetition had occurred. All other aspects of the two tasks were identical or very similar: during presentation of S1 the sequence of items that had to be retained in working memory was the same in both tasks. Processing the S2 probe was also similar for the two tasks in the sense that substantial effort, involving scanning of working memory, was required for both tasks.
Stimulus Materials
A list of 720 two-syllable words of medium imageability was obtained from the Toronto Word Pool (Friendly, Franklin, Hoffman, & Rubin, 1982) . On the Toronto Word Pool scale of subjective ratings of imageability (1-least imageable; 7-most imageable), the mean imageability rating for the list was 3.8, range: 2.3-5.4). The words, spoken by a male voice with the first syllable stressed on 66% of the words, were digitized at a 20-kHz sampling rate. A subset of 260 words was used to generate 52 memory trials and 52 detect trials for the experiment, subject to the constraint that each word was used once in the memory task and once in the detect task.
A list of 720 pseudowords was constructed by randomly combining first and second syllables from the list of words. Thus the pseudowords were maximally similar to words, containing actual word syllables. The pseudowords were spoken with the first syllable stressed on 66% of the pseudowords to further assure comparability to word stimuli. A subset of 156 pseudowords was used to generate 52 memory and 52 detect trials for the experiment, subject to the constraint that each pseudoword was used once in a memory trial and once in a detect trial. The remaining words and pseudowords were used in practice sessions.
The four types of trials (word/pseudoword ϫ memory/detect) were presented in a random sequence, with 52 trials of each type in the sequence. The same sequence was used for each participant.
General Procedure
Participants were seated in a dimly lit, electrically shielded sound-attenuating chamber. The auditory stimuli (50-dB SL) were presented by a loudspeaker located directly above the participant's head. The visual stimuli were presented on a computer monitor located 140 cm in front of the participant.
For terminological convenience, the time corresponding to the onset of the first of the five words will be referred to as the start of the S1 interval. The onset of the first of the three pseudowords was delayed until 2 s after the start of the S1 interval so that the sequences of words and pseudowords both terminated at the end of the S1 interval (see Fig. 1 ).
Participants were instructed that performance accuracy was more important than response speed, and they were told to rehearse the items using silent articulation, with no overt vocalization movements. To ensure that there were no overt movements, a closed-circuit TV system was used to observe the participant.
Debriefing Questionnaire
After completing the experiment, participants responded to a debriefing questionnaire in which they described their performance strategies. They also rated the difficulty of each combination of task and lexical status (on a scale of 1-7) and indicated when in a trial they initiated rehearsal operations.
Recording Procedures
Silver/silver chloride electrodes were placed on occipital-cerebellar scalp (Cb1, O1, O2, Cb2), parietal scalp (T5, P3, Pz, P4, T6), central scalp (T3, C3, Cz, C4, T4), frontal scalp (F7, F3, Fz, F4, F8), prefrontal scalp (Fp1, Fp2), 2 cm below the outer canthi of the eyes (E1, E2), and on the temporal-central midline 1 cm below the tragus (A1, A2).
2 (See Fig. 2 for a schematic layout of the electrodes). The A1 electrode was the reference for the other 24 electrodes.
3 The amplifiers were set to a gain of 10,000, an upper cutoff frequency (Ϫ3dB) of 30 Hz and an AC coupling time constant of 5.3 s (Ϫ3-dB attenuation frequency: .03 Hz).
The electroencephalogram was digitized for 9000 ms (sampling interval ϭ 10 ms) beginning 400 ms prior to the beginning of S1 (see Fig. 1 ). A calibrated amplifier ground was used for the conversion of the ERPs obtained with the 5.3-s time constant to wave forms approximating those that would have been obtained by DC recording (Ruchkin, 1993) . The ERPs were digitally converted to linked A1 and A2 reference wave forms, smoothed with a zero-phase-shift low-pass digital filter (Ϫ3-dB frequency: 4.4 Hz), and decimated to a sampling interval of 45 ms.
Participants were not required to make special efforts to suppress blinks and eye movements. Eye movement artifacts were removed via a spatial-temporal modeling procedure (Berg & Scherg, 1994; Lins, Picton, Berg, & Scherg, 1993a; Lins, Picton, Berg, & Scherg, 1993b) . A detailed description of our implementation of the removal of eye artifacts and DC drift artifact has been previously presented (Ruchkin et al., 1997) .
Data Analysis Procedures
For each participant, average ERPs for correct response trials were computed at all electrode sites for each combination of task and lexical status. The average amplitude over the 400 ms pre-S1 epoch was used as the baseline for the amplitude measurements.
To quantify the slow-wave brain processes during the S1 interval, average amplitudes were computed over two 495 ms latency windows starting approximately 500 ms after the onset of the second and last items, respectively. For the pseudowords, the latency window for the second item extended from approximately 3500 to 3995 ms with respect to the time origin, indicated by the vertical line labeled S1w in Fig. 1 and in Figs. 3-5. For words, the latency window for the second item extended from approximately 1500 to 1995 ms with respect to the time origin. The latency window for the last item extended from 4500 to 4995 ms with respect to the time origin for both pseudowords and words.
To quantify the slow-wave brain activity during the delay interval, the average amplitude was computed over a 2610-ms window that started 985 ms after the cessation of S1 and terminated at the end of the delay interval (5985-8595 ms with respect to the time origin). This window indexed brain activity over most of the delay interval, starting after stimulus reception and encoding operations had abated.
Profile Analyses
Topographic profile analyses were used to determine whether amplitude measurements obtained in different experimental conditions reflected different patterns of brain activation. If the relative strengths of activation in various brain regions are the same in different experimental conditions, then the corresponding shapes of scalp topographies will be the same. Conversely, if the shapes of the scalp topographies are different in different experimental conditions, then the relative strengths of activa- tion in the various brain regions contributing to the scalp ERP activity must be different.
If the differences in the scalp topographic profiles are systematic, then an analysis of variance (ANOVA) of the ERP amplitudes will show a significant interaction between scalp location and experimental manipulation. However, in some instances it is possible for a difference in amplitude alone, with no change in topographic shape, to also produce a significant interaction between scalp location and experimental manipulation. Thus, to ensure that the topographic profile comparisons were confined to shapes alone, the data were first scaled to remove the effects of amplitude differences (McCarthy & Wood, 1985) . Corrected degrees of freedom for the ANOVA were obtained by multiplying the original degrees of freedom by the Greenhouse-Geisser epsilon.
Identification of Sites Where There Are Significant Experimental Effects
While it is advantageous to record from enough sites so that brain electrical activity over the entire scalp is sampled, recording from numerous sites complicates the statistical analyses when the regions of significant effects are not known or hypothesized a priori. In such situations, an initial global statistical test, involving all sites, followed by post hoc tests at the sites where clear responses to the experimental manipulations occur, is desirable. However, in general there is no reason to expect that most electrode sites will be significantly affected by an experimental manipulation. It may well be that the activity of the brain systems significantly affected by the experimental manipulation is indexed by ERPs at relatively few sites.
FIG. 3.
Across participants average ERPs at all electrode sites for word and pseudoword trials in the memory task. In this and subsequent figures, the vertical lines indicate the onset of the five-word S1 (S1w), the onset of the three-pseudoword S1 (S1p), and the termination of S1. The vertical level of the time axis for each recording site corresponds to the average amplitude in the 400 ms pre-S1 interval, and the wave forms are plotted with negative amplitude up with respect to a (digitally) linked A1 and A2 reference. The time base extends from 360 ms prior to S1 onset to 8595 ms after S1 onset. The tick marks are spaced at 1000-ms intervals. The boxes on the time line indicate the latency windows for the amplitude measurements presented in Figs. 6 -8. The wave form layout is in rough correspondence with the layout of the electrodes on the head. The top of the figure corresponds to the front of the head and the columns to the right of midline correspond to the right hemisphere.
In such cases, there is the possibility that significance will be lost in the global test due to the lack of effects at most other sites.
In some instances it may be possible to counter the dilution of statistical power that can occur when ERPs at most electrode sites are not affected by the experimental manipulation. This is because the recordings from various scalp sites are usually correlated with each other, and thus, by means of a suitable linear transformation, the between-and within-subject variance of the original set of amplitudes can be represented by a smaller set of measures. When there are fewer measures, there may be less dilution of power.
We utilize principal components analysis (PCA) applied to the cross-products matrix of the original data set to produce a set of reduced measures. The eigenvectors of the cross-products matrix provide the linear transform that is applied to the original data set to produce the reduced set of measures. The number of nonzero eigenvalues of the cross-products matrix specifies the number of PCA components (measures) used to represent the reduced data set.
The amount of variance represented by each PCA component is specified by the eigenvalue corresponding to the component. A one-sample Hotelling-t test is used to determine whether the experimental manipulation significantly affected the reduced measures, since the Hotelling-t is not altered by a linear transformation of the data (Morrison, 1976) and is computationally simple to implement. For global profile tests, the data are first scaled to remove amplitude differences between the topographies of the two conditions to be compared. Then, for each participant, at each site, the betweencondition difference of the scaled amplitudes is computed. The set of difference amplitudes is operated upon by the PCA to produce the reduced set of measures.
In the current study, there were 11 participants and amplitude measures from 23 sites. Thus, at most, the number of nonzero eigenvalues and corresponding PCA components for the data set could be 11. In general, the number of nonzero eigenvalues in a PCA of ERP data such as ours will equal the maximum possible, but several of the eigenvalues will be relatively small and, hence, their corresponding PCA components will account for relatively little variance. Since the power of a Hotelling-t test depends critically upon the number of degrees of freedom in its numerator, which equals the difference between the number of participants and the number of measures, the PCA components that account for little variance are not used in the reduced data set. Consequently, the set of reduced measures that we utilized was an approximate representation of the original data set. We endeavored to use enough PCA components so that most of the variance in the original data set was in the reduced set, but few enough PCA components so that there were sufficient degrees of freedom in the denominator of the Hotelling-t for a test of significance with adequate power. Our criterion was that the amount of variance in the reduced data set be as close as possible to 95% of the total variance in the original data set, but not greater than 95%. This resulted in reduced sets consisting of four to five measures spanning 92-94% of the original variance from the 23 electrodes.
RESULTS
Behavioral Performance, Ratings of Difficulty, and Performance Strategies
Error rates in the memory task (Table 1) were comparable for the five words and three pseudowords (F 1,10 ϭ 1.07, p ϭ .33), while RTs (Table  1) were longer for the words (F 1,10 ϭ 5.14, p ϭ .047). Reaction times in the detect task were markedly longer than in the memory task (F 1,10 ϭ 16.65, p ϭ .0022). Difficulty ratings (on a 1-7 scale) indicated that participants found the word memory task more difficult than the pseudoword memory task (5.1 and 3.1, respectively; F 1,10 ϭ 27.50, p ϭ .00038). The ratings further indicated that participants found the detect task (1.6 for words and 1.5 for pseudowords) easier than the memory task (F 1,10 ϭ 41.34, p ϭ .00008), despite the longer RTs in the detect task.
The debriefing questionnaires indicated that participants usually used inner-speech to rehearse the items in the memory task (87% of word trials and 94% of pseudoword trials). Participants also indicated that they made some use of the words' meanings, usually by either bearing in mind the meaning and/or making connections between some of the words in a trial. Participants reported occasional imaging of the referents for some of the words in a trial (ϳ25% of word memory trials). Participants said they seldom attached meaning to the pseudowords (ϳ5% of pseudoword memory trials).
Temporal Dynamics of the Effects of Lexical Status and Task
The ERPs elicited in the memory and the detect tasks are illustrated by the across-participant averages presented in Figs. 3 and 4 , respectively. During the S1 interval, the ERPs in both conditions displayed a series of phasic deflections, synchronized with the presentation of the stimulus items, that indexed initial processing of the stimuli. These phasic deflections were superimposed upon a large negative slow wave that was present in both memory and detect tasks and that built up during the S1 interval and continued in the delay interval.
In the memory task, the ERP activity throughout the delay interval was clearly affected by lexical status, with words eliciting substantially more negativity than pseudowords at Cz and neighboring sites. In contrast, in the detect task, lexical status had negligible influence upon ERP activity in the delay interval, i.e., the ERP activity in the delay interval was nearly identical for words and pseudowords at most recording sites. The temporal dynamics of the ERPs were also different in the two tasks. In the memory task, the slow negativity in the delay interval was either at a plateau (e.g., F3) or increased over time (e.g., Pz). In the detect task, the slow negativity peaked immediately prior to the beginning of the delay interval, gradually decreased in the delay interval at central and frontal sites, and abruptly decreased immediately prior to the delay interval at posterior sites. Thus, it appears that the peak negativity in the detect task occurred at about the point in time at which there was sufficient information to make the decision that no repetition had occurred.
Dynamics of Task and Memory Load Effects
The ERP wave forms at left-hemisphere sites (Fig. 5 ) illustrate the effect of task type (memory vs detect) upon the temporal dynamics of brain activity. The memory vs detect contrasts reveal effects of memory load in the delay interval, since in the memory task either five words or three pseudowords were maintained in memory, while in the detect task only the yes/no decision (one item) was maintained. It can be seen that, during the S1 interval, the slow negativity was larger for the detect task at central and posterior sites (e.g., C3 and P3), possibly reflecting the additional comparison and decision operations during stimulus presentation required by the detect task. In contrast, during the delay interval, the slow negativity was significantly larger for the memory task at left anterior sites (e.g., F3), reflecting the greater memory load imposed in the delay interval by the memory task. Note that the memory load effect appeared to be parametric in the sense that the memory vs detect difference at Fz was larger in word trials (five items) than in pseudowords trials (three items). 
Effects of Lexical Status during the Delay Interval
The effects of lexical status upon ERP topographies in the 5985-to 8595-ms latency window that started 985 ms after stimulus offset and extended to the end of the delay interval are displayed in Fig. 6 for the memory (top panel) and detect (second panel from top) tasks. These data indicate that ERP amplitudes in the delay interval of the memory task were more negative for words at some, but not all, electrode sites, while in the detect task ERP amplitudes in the delay interval were essentially the same for words and pseudowords. The increased negativity for words in the memory task was largest at Cz. The ANOVAs on the amplitudes at Cz (Table 2) affected ERP amplitude at Cz due to larger negative amplitude for words in the memory task (an analysis ruling out a possible confound with memory load is presented below), (b) lexical status had no discernible effect upon ERP amplitude in the detect task, and (c) the difference between the effects of lexical status on Cz amplitudes in the two tasks was significant.
The fact that ERP amplitudes for words and pseudowords in the memory task differed at some, but not all, electrode sites in the delay interval suggests that there was a difference between the word and pseudoword topographies during retention. Global profile comparisons of word and pseudoword topographies in the 5985-to 8595-ms interval indicated a significant overall difference for the memory task (F 5,6 ϭ 5.23, p ϭ .033, 94% of variance spanned by five measures) but no significant difference for the detect task (F 5,6 ϭ 0.49, 92% of variance spanned by five measures). The topographic differences indicate that the patterns of brain activation during retention of verbal material were different for words and pseudowords.
The top panel of Fig. 6 indicates that, for the memory task, the most salient difference between word and pseudoword topographies in the delay interval was at central sites (C3, Cz, C4). For words, the ERPs displayed a monotonically increasing negativity from C3 to Cz to C4. In contrast, for pseudowords the negativity decreased from C3 to Cz and increased from Cz to C4. Restricted profile comparisons in the delay interval indicated that the difference between word and pseudoword lateral topographic shapes over C3, Cz, and C4 was highly significant in the memory task (F ϭ 8.66, ⑀ ϭ .879, p ϭ .0032; Fig. 6 , top panel), while there was no discernible difference between word and pseudoword topographies over C3 to C4 in the detect task (F ϭ .04; Fig. 6 , second panel from the top).
The word vs pseudoword differences found in the ERP topographies indicate that these various measures of brain activity indexed processes that were sensitive to the availability of lexical information and that the underlying patterns of brain activation were different for words and pseudowords. The brain activity associated with the word vs pseudoword differences was maintained until long after stimulus presentation terminated, further indicating that the underlying processes activated by the two stimulus types were involved in some form of memory for the information delivered by S1.
Encoding, Lexical Status, and Memory Processes during S1
To determine when the lexical status effect first appeared, the ERP activity elicited during the encoding phase was analyzed. Comparison of the ERP amplitudes in the S1 interval (Fig. 6 , lower panel) with the amplitudes in the delay interval (Fig. 6, upper panel) suggests that the mnemonic processes indexed by the ERPs in the delay interval of the memory task began during encoding, since the effects of lexical status on the topography of ERP activity during encoding of the last item in the S1 sequence resembled the effects in the delay interval. In both intervals, there was an enhanced negativity for words over the scalp region extending from frontal to parietal scalp, with the word-pseudoword difference being largest at Cz, and the left-to-right negative voltage gradient over the central and parietal left hemisphere was larger for words. Also, in both intervals, there was a marked word vs pseudoword difference in the shape of the lateral topography over central electrodes (C3, Cz, C4). While not identical, the word vs pseudoword topographic differences during encoding of the last item and in the delay interval were similar in that the most salient topographic difference was in the voltage gradient between the C3 and Cz sites. In both intervals, the gradient from C3 to Cz was clearly more negative for words. This voltage gradient difference due to lexical status could be traced back to the second item of the S1 sequences. Word vs pseudoword profile comparisons over C3, Cz, and C4 in the memory task indicated that the differences in central lateral topographic shapes due to lexical status were significant during encoding of both the second and last items of the S1 sequences (second item: F 2,20 ϭ 5.61, ⑀ ϭ .892, p ϭ .015; last item: F 2,20 ϭ 4.27, ⑀ ϭ .83, p ϭ .038). There was no such word vs pseudoword topographic difference during encoding of the first items of the S1 sequences. These findings suggest that aspects of the lexically dependent retention process indexed by the ERPs in the delay interval began with the build-up of memory load (i.e., after the first item of the stimulus sequence had been encoded) and operated in parallel with the encoding of the later items in the stimulus sequence.
Word/Pseudoword and Memory Load Confound
A number of steps were taken to determine whether the word-pseudoword differences in the memory task could be attributed to lexicality rather than task difficulty. First, the difference between recall error rates for words and pseudowords were minimized by employing five words and three pseudowords. However, the participants rated the retention of five words as more difficult than the retention of three pseudowords. Thus, to delineate ERP indices of lexical status from indices of memory load, ERPs in the delay interval of the memory task (high load) and the detect task (negligible load) were compared. The objective was to show that the ERP patterns of memory vs detect (load) contrasts differed from the patterns of word vs pseudoword (lexicality) contrasts. For both words and pseudowords, the memory vs detect contrasts (Fig. 7) show that the effect of memory load was largest over left anterior scalp and relatively small over central scalp, the region where the word vs pseudoword difference was largest (Fig. 6) . Thus, comparison of Figs. 6 and 7 suggests that the ERP indices of memory load and word-pseudoword manipulations were dissimilar and consequently unlikely to arise from the same factor. Hence the differences between ERP activity elicited by words and pseudowords in the delay interval of the memory task can be attributed to lexical status rather than task difficulty.
To evaluate the significance of the differences between ERP indices of memory load and lexical status, a series of between-conditions subtractions of ERP amplitudes was computed, and their topographic shapes were compared. These subtractions "isolated" the effects of lexical status and memory load upon ERP activity in the delay interval (Fig. 8) . The rationale for the subtractions is based upon the two following assumptions: (1) the level of lexical activation in the delay interval was largest for the memory task when the stimuli were words and (2) memory load related activations were present in all conditions, with the activation being largest when retaining words in the memory task (five items), intermediate when retaining pseudowords in the memory task (three items), and minimal in the detect task (retention of one of two items-yes or no).
Applying this reasoning to the subtractions in Fig. 8: (1) the top panel, memory task (words minus pseudowords), shows the effect of lexicality, albeit mixed with the effect of memory load (five minus three items); (2) the middle panel of Fig. 8 , words only (memory minus detect), shows the effect of memory load (five minus one item), albeit mixed with the effect of lexicality, since it is based upon words; and (3) the bottom panel of Fig. 8 , pseudowords only (memory minus detect), shows a relatively unmixed estimate of the effect of memory load (three minus one item), since it is based upon pseudowords. Conceivably lexicality may have made some contribution to the subtraction in the bottom panel, since participants retained the outcome of the detect decision (yes/no) during the delay interval. However, the topography in the bottom panel closely resembles the topography of the high minus low memory load subtraction for nonwords in the retention interval of a working memory task (Ruchkin et al., 1997) . Since the contribution of lexicality was negligible during retention of the nonwords, we assume that its contribution to the subtraction in the bottom panel of Fig. 8 is relatively small.
If the brain activation indexed in each of the subtractions was associated only with memory load differences, then the topographies in the three panels of Fig. 8 should have been similar, since the ERP differences in the delay interval attributed to manipulation of lexical status would have actually been due to load imbalances alone. However, profile comparisons indicated that there were significant differences between the shapes of the topographies of the subtractions over central and left anterior sites, the regions where lexicality and memory load effects were largest. A global profile comparison between the subtractions in the top panel (predominantly lexical effects) and the middle panel (predominantly memory load effects) indicated a reliable difference between the overall topographies of these subtractions (F 4,7 ϭ 4.22, p ϭ .047, 93% of variance spanned). A profile comparison restricted to the sites where topographic differences were most distinct, central and left anterior sites (Cz, F7, F3, Fp1) , indicated that the topographies of these subtractions were significantly different over these sites (F 3,30 ϭ 5.39, ⑀ ϭ .680, p ϭ .013). A global profile comparison between the subtractions in the top panel (predominantly lexical effects) and the bottom panel (relatively unmixed load effects) indicated a reliable difference between the overall topographies of these subtractions (F 4,7 ϭ 5.00, p ϭ .032, 92% of variance spanned). A profile comparison restricted to C3, Cz, C4, where the lexical status effect was most pronounced, indicated a highly significant difference between the topographies of these subtractions over these sites (F 2,20 ϭ 12.45, ⑀ ϭ .808, p ϭ .00092).
These topographic differences indicate that load imbalances alone did not account for the word vs pseudoword differences in the ERP activity during the delay interval of the memory task. Thus, lexical status factors were responsible, at least in part, for the variation in ERP activity with the word-pseudoword manipulation.
DISCUSSION
Lexical Status
The finding that participants were able to retain five words at approximately the same level of accuracy as three pseudowords was consistent with prior studies of verbal working memory (Hulme, Maughan, & Brown, 1991; Roodenrys & Hulme, 1993) . Hulme et al. (1991) argued that the advantage of words over pseudowords was due to restoration during retrieval of partially degraded information in the phonological buffer, with the restoration process utilizing lexical information from longterm memory. While such processing during retrieval may have contributed to the word advantage, it probably was not the only contributor.
The current finding that lexical status influenced patterns of brain activation during the delay interval, well after termination of stimulus presentation and well before retrieval commences, supports the view that the availability of lexical-semantic information directly influences the retention process. Words elicited more ERP negativity than pseudowords. This difference was sustained throughout the delay interval, with no indication of a significant increase with the approach of the time of retrieval. Thus, the timing of the lexicality effect found here reflected a process that was specialized to retention, rather than a retrieval-oriented process that developed during the delay interval. In the current study, the effect of lexical status in the delay interval of the memory task was specific to consciously controlled memory operations, since lexical status had a negligible influence upon ERP activity in the delay interval of the detect task. Hence, the ERP data support the idea that lexical processes contribute to brain operations related to retention when participants consciously hold verbal material in working memory.
Processing during Stimulus Presentation
The fact that the ERP lexicality effects were similar during encoding and retention in the memory task suggests that the processing due to the availability of lexical information initiated during encoding was actively maintained during the delay interval. These early effects were indicated by the finding that the ERP topographies for words and pseudowords, which differed over central scalp in the memory task, started with presentation of the second item and continued into the delay interval. Since these topographic differences occurred only in the memory task, and only after presentation of the first item, they were not likely to have been indices of the automatic activation of lexical codes postulated to occur as words are processed. Nor were the word-pseudoword topographic differences likely to be only the remnants of lexical processing that occurred during intentional encoding for memory, since there was no such word-pseudoword difference for the first item and the difference was most pronounced and systematic during the retention interval. Rather, this pattern of results suggests that the ERPs indexed the intentional maintenance of lexical codes subsequent to their activation and that the maintenance process operated in parallel with encoding of later items in the stimulus series.
Memory Load and Lexical Status Confound
Since memory load (five vs three items) varied with lexical status, it was possible that the differences between word and pseudoword ERP activity in the delay interval were due to differences in memory load alone. However, contrasts in which lexical status was fixed and memory load in the delay interval was varied (memory vs detect task comparisons) indicated that, for both words and pseudowords, manipulation of memory load primarily affected ERP activity over left anterior scalp. In contrast, the lexicality effect was largest over central scalp. The isolation of lexicality and load effects by subtractions (Fig. 8) indicated that the topographic differences between lexicality and load effects were systematic. Thus, the word vs pseudoword ERP differences over central scalp in the delay interval of the memory task were, at least in part, reflections of differences in the availability of lexical information during retention.
Phonological Loop
There are functional, anatomical, and behavioral grounds for a phonological loop contribution to the left anterior negativity. With respect to function, we have previously found that the response of left anterior negative ERP activity to manipulation of memory load correlated with both memory performance accuracy and speech rate (Ruchkin et al., 1994) . In that study, the number of items held in memory was varied within the memory task, and thus the ERP measure of the load effect did not depend upon between-task comparisons. Moreover, since only nonwords were employed, lexical-semantic contributions to the data were minimal. Furthermore, the left anterior location of the ERP negativity is in the vicinity of brain regions that appear to be involved in phonological loop operations on the basis of both neuropsychological studies (Waters, Rochon, & Caplan, 1992; Val-lar, De Betta, & Silveri, 1997) and hemodynamic studies (Awh et al., 1996; Grasby et al., 1993; Paulesu, Frith, & Frackowiak, 1993; Petrides, Alivisatos, Meyer, & Evans, 1993; . With respect to behavior, the participants stated that they usually employed articulatory rehearsal. Thus, the convergence of results from the preceding and current studies suggests that the left anterior negativity relates, at least in part, to the articulatory rehearsal component of the phonological loop. The current data further indicate that the maintenance of words in working memory during the delay interval involved the parallel operation of both the phonological loop and a process that utilized lexical information.
Familiarity
While a plausible explanation of our findings is that lexical codes contributed to the maintenance of the words during the delay interval, it might be argued that greater familiarity with the phonological structures of the words in comparison with the pseudowords also contributed to the results (Hulme, Roodenrys, Brown, & Mercer, 1995) . We designed our pseudoword stimuli to be maximally similar to words in their sound structure, so it is unlikely that familiarity alone could account for the robust differences found. Nonetheless, because the words consisted of familiar combinations of familiar syllables, while the pseudowords consisted of unfamiliar combinations of familiar syllables, it is possible that familiarity may have affected ease of rehearsal. The ERP indices of such rehearsal effects, however, would most likely be manifested in the amplitude of the left anterior negativity and not in the topography at the central sites where the lexicality effect was most pronounced. The ERP data make clear that whatever the relative contributions of lexical and familiarity (phonological) factors to the apparent lexicality effect at central sites were, these factors were operative only in the memory task, during retention, and activated brain systems other than those comprising the phonological loop. This suggests that the contribution of phonological familiarity to retention, beyond that indexed by the left anterior negativity, would be relatively small compared to the contribution of lexical factors.
Conclusion
The current study indicates that the availability of lexical information influences processing associated with the retention of words in working memory as opposed to contributing only to the retrieval process. The timing of the ERPs suggests that the influence of lexical information upon retention occurs within a few hundred milliseconds after completing presentation of the first word in the series to be remembered, when memory load starts to build and word meaning has become available. These findings are consistent with interactive models of verbal working memory, such as advocated by Martin and Romani (1994) and Martin and Saffran (1997) . These investigators envisage interactions between phonological codes and lexicalsemantic codes throughout retention, as opposed to only during retrieval, with the activated lexical-semantic codes continuously counteracting degradation of the material in the phonological buffer and vice versa. Articulatory rehearsal can be part of this process, although articulatory rehearsal may not be operative in all situations. A critical factor is the attention given to maintaining the words in working memory (Cowan, 1988 (Cowan, , 1995 . Lexical-semantic codes are initially activated automatically by the language processor as words are encoded. Focusing attention upon retaining the words in working memory maintains the elevated level of activation of their lexical-semantic codes, so that lexical-semantic information is available to support the maintenance process.
The combination of the results of the current study and an earlier ERP study (Ruchkin et al., 1997) that found evidence for sensory-specific processing streams during retention of verbal material in working memory supports a view that verbal information can be retained in working memory by multiple, simultaneously active processes (Cowan, 1988 (Cowan, , 1995 Cowan & Kail, 1996) . In this view (1) phonological information is maintained by an articulatory rehearsal process; (2) memory traces based upon sensory codes are automatically sustained for a few to several seconds, maintaining a partial record of recent sights and sounds; and (3) information about words' meanings are maintained by the attention given to holding the words in working memory.
