Analytical phantoms are used to generate projection data for testing reconstruction accuracy in computed axial tomography. A circular source locus (equivalent to rotating specimen with a fixed source) provides insufficient data for 'exact' reconstruction in cone-beam transmission tomography, thus phantom data are useful for studying the consequent errors and also for investigating alternative scanning loci and reconstruction techniques. We present an algorithm that can compute phantom cone-beam projection data from a phantom comprising geometrically defined polyhedra. Each polyhedron is defined as a set of polygons enclosing a volume of fixed linear attenuation coefficient. The algorithm works by projecting each polygon in turn onto the modelled detector array, which accumulates the product of source to polygon intersection distance (for the rays intersecting each detector element), linear attenuation coefficient and sign of projected polygon area (indicating whether rays enter or exit the polyhedron at this face). The phantom data are rotated according to the projection angle, whilst the source location and detector plane remain fixed.
Introduction
Analytical phantoms are used in computed axial tomography to check the accuracy of reconstruction software and of reconstruction algorithms in general [1] . They are also useful for determining the ability of a tomography system to resolve particular features. These include distinguishing between volumes with small differences in attenuation coefficient, and/or detecting features at the limit of spatial resolution, such as cracks, voids and small particles. A set of cone-beam projection data collected with a circular source locus contains insufficient information to allow an 'exact' reconstruction [2, 3] . However, such cone-beam systems are in common use and it is therefore useful to employ mathematical phantoms in order to quantify the errors associated with reconstructions derived from data which are incomplete in this way. When a spiral source locus is used, sufficient data are available for exact reconstruction, though because of high computational demands and errors introduced by interpolation, an approximate reconstruction method is normally employed. The magnitude of the errors in these approximate reconstructions depends not only on the geometry of the scanning system, but also on the nature of the specimen being scanned. Thus error estimates for Figure 1 . X-ray path length through a polyhedron is the sum of source-to-exit intersection distances minus the sum of source to entry distances. real specimens cannot be made from phantom-derived data, unless the phantom is representative of the specimen being studied [3, 4] . An understanding of these errors is essential to determine if an approximate cone-beam solution is suitable for a particular application and to determine the maximum conebeam angle (minimum source to specimen distance) for errors to be within acceptable limits. Such studies could be made using physical phantoms made of homogeneous components of the required composition. Physical phantoms can also be used to measure other aspects of the scanning system (such as scatter, reflection and refraction) but their use with x-ray microtomography (XMT) is very limited due to the difficulty in fabricating the microscopic components with sufficient dimensional tolerances for accurate quantitative error analysis.
Theoretical phantoms are generally defined by a threedimensional regular grid of x-ray attenuation (one value for each voxel), or a set of surfaces bounding volumes of uniform attenuation coefficient. The algorithm presented here uses the latter definition (with all surfaces defined as polyhedra), as this has the advantage of being computationally faster and is more suitable for modelling small features (with respect to voxel size). It was developed as part of the design process for a high performance XMT scanner. Its purpose was to provide test data for the development of reconstruction software and to determine the optimal scanning geometry for different types of specimen.
Simple polyhedra, such as cubes and tetrahedra, can be created with a text editor, specifying each vertex and polygon. More complex polyhedra can be created using mathematical software packages. Alternatively, iso-surfaces can be generated from 3D images of real specimens, a method which has been used to illustrate the use of this algorithm, described later.
Algorithm

Basic principles
The described algorithm computes the attenuation of x-rays along a set of straight paths from a point source, through the phantom, to a rectangular detector array, with no consideration of scatter, diffraction or refraction. The phantom comprises a set of polyhedra (possibly interpenetrating), each having a uniform linear x-ray attenuation coefficient. If a volume is enclosed by more than one polyhedron, the linear attenuation coefficients are cumulative. This enables, for example, the modelling of voids, where inner polyhedra have negative attenuation coefficients such that the cumulative value is zero. Each polyhedron is defined as a set of polygons listed such that their vertices are ordered in an anticlockwise direction when viewed from the outside. A single ray passing from the source to detector may enter and exit the same polyhedron a number of times, the number of entries being equal to the number of exits (figure 1). The total length of the ray path within the polyhedron is the sum of the distances from the source to the exit points minus the sum of distances from source to entry points. Rather than compute the contributions to the projection single ray by single ray, a computation is done for all the rays that intersect a single polygon, which is repeated polygon by polygon. In order to distinguish if these rays are entering or exiting through the polygon, the area of the projected polygon at the detector is computed in such a way that it yields a positive result if the ray is exiting the polyhedron (projected vertices will be in a clockwise sequence) and negative if it is entering (equation (5)). Within the projected polygon image, the ray sum contribution (product of source to intersection point, appropriate linear attenuation coefficient and sign of projected area) are added into a cumulative pixel array, see figure 2.
For increased computational speed, we used a fill algorithm that only works with convex polygons (all internal angles <180
• ). It is possible to convert any non-convex polyhedron faces to convex ones in the original polyhedron definition. For each face, a set of triangles can be created from one common vertex and every pair of adjacent vertices from the remainder. Although this may result in overlapping triangles, positive and negative computed areas will 'cancel' such that the summed projection is correct.
In order to simulate rays of finite width, a higher-density cumulative pixel array can be used and the pixels then binned together to form the final projection. We use simple nonoverlapping binning, typically 2 × 2, but it is possible to use 2D convolution to model the point spread function of an x-ray generation/detection system.
As stated above, for every ray, the number of polyhedron entries and exits must be equal. In order to check for this, a second array accumulates the sign (+1 for positive and −1 for negative) of the areas of the projected polygons. This array has the same dimensions as the cumulative pixel array. At the completion of each projection, it should contain all zeros. Any non-zero values indicate an error in the corresponding pixel.
These are generally due to incorrectly or imprecisely defined polyhedra: for example (i) Missing polygons. If a polyhedron surface is incomplete (has 'gaps') then no volume is defined and the projection cannot be computed. We have found evidence of small gaps in iso-surfaces derived from 3D images with a proprietary software package, see later.
(ii) Vertices defined in wrong order. Each polygon must be defined in an anticlockwise direction when viewing the external face or, again, no volume will be defined. (iii) Non-coplanar vertices in polygons. The significance of such errors will depend on the magnitude of the deviation. It can be avoided by dividing all polygons with more than three sides into triangles prior to computation, which we routinely do with iso-surface data. Use of this algorithm indicates that there appears to be a very small chance that entry/exit disparity errors will occur at polygon boundaries due to rounding errors within the algorithm itself, creating an apparent gap or overlap in the adjacent polygons.
We observed such errors occasionally when using single-precision arithmetic for geometric calculations, but have not been able to produce them when using double-precision arithmetic, even with phantoms containing nearly one million vertices, tested with spherical iso-surface generated using IDL (© Research systems, Boulder, CO). Since such an error would occur at a single pixel (or sub-pixel if binning is used), it can be corrected by interpolating from neighbouring pixels. The use of an interpolated value is entirely appropriate since the pixel is on the border line of taking its value from one of the two polygons anyway (if anything, the interpolated value is more appropriate). Interpolation from neighbouring error-free pixels can also be used to correct for errors arising from the other conditions (above) when they only affect small numbers of adjacent pixels, but this may have more impact on the projection, and it is obviously preferable to remove the source of error in the polyhedron definition. When errors are detected, the error checking array can be displayed as an image to help identify the source.
At the completion of each projection, the data from the cumulative pixel array is stored, then this array and the error checking array are reset to zero and the polyhedra are rotated for the next projection.
Data input and output
Data is input into the phantom generator through two ASCII files, the first describing the phantom and the second the scanning geometry. The phantom is divided into a number of objects, each having a uniform linear attenuation coefficient (generally speaking, each 'object' will consist of only one polyhedron, but this is not a necessity). In the phantom file, each polyhedron is described in terms of its attenuation coefficient, a vertex list, then a polygon list (referencing vertices by their position in the vertex list).
The 'geometry' file contains information on the detector array, source-to-specimen distance, number of projections, number of pixels to bin and an optional value for the number of incident x-ray photons per pixel (noise is computed for each ray sum, assuming a Poisson distribution and monochromatic radiation).
Projection theory
In the following analysis, a 3D Cartesian coordinate system (x, y, z) is used, with the phantom rotating about the z-axis and the detector in the plane y = 0 (in reality, the detector would be at some distance from the rotation axis, but this is simply a matter of scaling the pixel size according to the geometric magnification). The source is at the point (0, −r, 0), where r is the source to rotation axis distance.
The equation of a plane can be written as
Given any three non-collinear vertices from a polygon, (x 1 , y 1 , z 1 ), (x 2 , y 2 , z 2 ) and (x 3 , y 3 , z 3 ), it is possible to determine the values of A, B, C and D for the plane of the polygon from x y z 1
For a given projection angle θ (with respect to the original phantom orientation), modified parameters A and B are derived using the rotation matrix
The x and y coordinates of all polygon vertices are also multiplied by the same rotation matrix. For simulation of spiral CT, the z coordinates of the vertices can be shifted and the D parameters of the planes adjusted accordingly. After rotation, each polygon in turn is projected onto the cumulative pixel array. First, the coordinates of the projected vertices in the xz plane (y = 0) are calculated: 
where n is the number of vertices in the polygon, x i z i are the ith projected vertices on the xz plane. The sign of a indicates whether the external or internal polygon face is towards the source (rays entering or exiting the polyhedron). An alternative (valid for convex polygons only) is to use the sign of the vector product of any two adjacent sides.
Finally, the area within the projected polygon in the cumulative pixel array is 'filled': that is, the product of attenuation coefficient, source to polygon plane intersection distance and sign of the projected area is added to each pixel. The intersection distance (s) is given by
where x d and z d are the pixel coordinates, s is the source to polygon intercept distance. A fill algorithm is used to determine the boundaries of the projected polygon, given the coordinates of the projected vertices. The algorithm used is a basic 2D convex polygon fill algorithm, with the exception that instead of filling the polygon pixels with a number representing a colour, the ray sum is added to those pixels and the polygon area sign is added to the corresponding pixels in the error checking array. The basic steps are as follows (all coordinates are in grid units rather than absolute distances): by interpolating the ray sum from adjacent pixels. All such errors are logged, but computation will continue provided the number of adjacent erroneous pixels does not exceed a set value, in which case the program will terminate with an error message.
Example of use
To illustrate the use of this algorithm for complex phantoms, we derived an iso-surface from a reconstructed microtomographic image of a cut piece of walrus tusk. The structure of cancellous bone is an important application of XMT and a phantom representing this type of specimen is useful for such studies. The phantom was derived from a real trabecular structure because this was the simplest method of creating one with the appropriate form (simple mathematically derived structures tend to be repetitive in nature, increasing the likelihood and magnitude of errors resulting from alignment of identical structural components along the x-ray paths). The sample was rectangular in cross section and extended outside the scanning volume along the rotation axis. The surface was generated using IDL. The resultant polyhedron contained 494 026 vertices and 989 238 polygons and the absorption coefficient was set to 5 cm −1 . For the phantom data sets, the detector was set to 700 × 700 pixels (each 25 µm 2 ) with 2 × 2 binning (cumulative pixel array was 1400 × 1400). The number of projections was 801. Two data sets were created, one with a source to rotation axis distance of 3 cm and one of 100 m (virtually parallel rays). The computation time was only 1.6 s per projection (over 600 000 polygons s −1 ) using a PC with a 1400 MHz AMD Athlon processor and 266 MHz DDR memory, showing that computation time is not an issue with a phantom of this degree of complexity. There were indications of relatively small polygons missing from the isosurface requiring interpolation in some of the projections. This concurs with occasional black spots seen when visualizing the original iso-surface with IDL. The resultant data sets were reconstructed using our own cone-beam reconstruction algorithm, based on the Feldkamp algorithm [2] , but with similar enhancements to our fast fan-beam algorithm [5] . Figure 3 shows a single projection from the 3 cm distance data set. In this figure, grey levels have been scaled between the maximum ray sum (white) and zero (black). Figure 4 shows a single complete slice from the reconstructed volume (perpendicular to the rotation axis and 7.25 mm above the central plane) of the 3 cm and 10 m distance data sets. The darkened regions within the 'trabeculae' in figure 4(a) represent reconstruction errors due to the approximate nature of the cone-beam and circular locus data acquisition and reconstruction. These correspond with voids in adjacent slices, the errors appearing as blurring in the direction of the rotation axis. The contrast has been increased in these images in order to enhance visualization of these errors. The maximum error, appearing as the darkened area in the lower left of figure 4(a), is around 40% of the phantom's defined x-ray linear attenuation coefficient of 5 cm −1 . Notice also the variation in the magnitude of these errors across the phantom. This highlights the need for appropriate selection of phantom in order to ascertain likely error magnitudes in reconstructions of real specimens.
Conclusion
The algorithm described provides a fast and efficient means of generating test data for cone-beam tomography reconstruction which can be used to test reconstruction software or to quantify errors associated with approximate solutions. This makes it possible to determine how such errors vary with different scanning parameters, specimen types and positions within the specimen.
Given that it is relatively simple to convert any polygon to a set of triangles, a simpler implementation would handle only polyhedrons defined as sets of triangles. This approach would also avoid errors arising from 'polygons' whose vertices are not coplanar, at the expense of increased computation time in some cases.
