ABSTRACT. We present gluing formulas for zeta regularized determinants of Dolbeault laplacians on Riemann surfaces. These are expressed in terms of determinants of associated operators on surfaces with boundary satisfying local elliptic boundary conditions. The conditions are defined using the additional structure of a framing, or trivialization of the bundle near the boundary. An application to the computation of bosonization constants follows directly from these formulas.
INTRODUCTION
Given a conformal metric ρ on a closed Riemann surface M of genus g and a hermitian metric h on a holomorphic line bundle L → M , let L = 2∂ * L∂ L be the Dolbeault laplacian acting on sections of L. Determinants Det L are defined as the zeta regularized product of eigenvalues and are functions of ρ, h, and the moduli of M and L (see Section 2.4; in the case of a kernel the notation Det * L is used to emphasize that the zeta function is defined using only nonzero eigenvalues). In this paper, we derive gluing formulas for Det * L when M is cut along closed curves, generalizing analogous identities obtained in [17, 11] . The main difference with the scalar case is an appropriate choice of boundary conditions for L on a surface with boundary. Local complex linear boundary conditions for the∂-complex do not exist, and it is common instead to impose spectral boundary conditions (for gluing formulas in this case, see for example [23] and the references therein). By contrast, in this paper we introduce local elliptic boundary conditions for sections of holomorphic bundles equipped with a framing, by which we mean a choice of trivialization near the boundary. These Alvarez boundary conditions are of mixed Dirichlet-Robin type and come from the splitting of sections Φ near the boundary into real and imaginary parts (denoted Φ ′ and Φ ′′ ) made possible by the framing. The conditions are similar to those studied by Alvarez in [1] for the case of traceless symmetric tensors -hence, the name -where there is a canonical choice of framing (see also [5, 10] ). Because of the asymmetry, the boundary conditions are manifestly not complex linear. In particular, the∂-operator and the Dolbeault laplacian must be regarded as real operators P L and D L , respectively (see Section 2.1). The Alvarez conditions on a section Φ are then (Φ ′′ , (P L Φ) ′′ ) ∂M = 0. The advantage, however, is that the boundary value problem is compatible with a similar BVP on the adjoint bundle. This leads to an index theorem for P L and a generalization of the Polyakov-Alvarez formula for Det * D L , which measures the variation under conformal changes of (ρ, h) (see Theorems 2.27 and 2.32). Moreover, on a closed surface, Det * D L = (Det * L ) 2 , so a gluing formula for D L provides one for L as well.
To state the main result, let Γ ⊂ M be a collection of disjoint embedded oriented closed curves, and let M Γ denote the manifold with boundary obtained by cutting M along Γ. Then a line bundle L → M pulls back to M Γ (we use the same notation L). There is a difference map δ Γ on sections over M Γ which measures the difference of boundary values on each of the two components of ∂M Γ covering a component Γ. With this notation, we have the following. 
where c Q = 2 −ζ Q (0) and N Γ is a Neumann jump operator acting on sections over Γ associated to the boundary value problem on M Γ . See Section 3 for more details.
An important point is that because of the mixed boundary conditions, N Γ is here an operator of order zero, rather than of order one as in the scalar case [17, 11] . Following Friedlander-Guillemin [18] , we define its determinant by choosing a regularizer Q (see the definition (3.20) ). Actually, in this case the dependence on the choice Q is simply an overall constant c Q .
In Section 4.1, we study the asymptotics of the determinant of the Neumann jump operator as Γ shrinks to a point. For the scalar case, this was a key step in [34] . In a similar manner we find that the Neumann jump operator takes a standard form in the limit and that the asymptotic behavior of its determinant may be determined explicitly. As an application, the gluing formula can be used to cut and paste determinants for line bundles of different degrees. In particular, we give a new proof of a result on the behavior of determinants on exact sequences 
where ·, · denotes the (hermitian) L 2 -inner products on sections of L and L(p).
The equality above was proven in [12] , and also in [9] (up to an overall constant) using the families index theorem. A higher dimensional version is proven in [6] . This formula is a key step in the proof of the bosonization formulas on Riemann surfaces which relate zeta-regularized determinants of Laplace operators acting on sections of line bundles to determinants of scalar laplacians (see [2, 8, 32, 9, 7, 12, 29, 14, 16] , and for their role in string theory [13] ). They are tantamount to a relationship between the metrics defined by Quillen and Faltings on the determinant of cohomology [24, 15] . For the definition of an admissible hermitian metric and of the Arakelov metric and Green's function G(z, w) used below, see Section 4.2. Then in the notation of [16, Thms. 5.9 and 5.11], the result states that for d ≥ g − 1 and M equipped with the Arakelov metric and associated Laplace-Beltrami operator ∆ M , there are constants c g and δ g depending only on the genus, and ε g,d depending only on the genus and degree (normalized so that ε g,g−1 = 1), such that for any holomorphic line bundle L of degree d with admissible metric h and associated divisor
is any basis for H 0 (M, L), and the pointwise and L 2 -metrics are taken with respect to h. Here, Ω is the period matrix for a choice of homology basis, ϑ(Z, Ω) the theta function, and δ the Riemann divisor. We refer to [16] for the origin of these constants, and in particular the distinction between c g and δ g . The unknown constants appearing in (1.3) have been determined by Gillet-Soulé [20, 30] and, using different methods, by J. Jorgenson [21] and in [34] . For example, the result of [34, Theorem 1.3] is 2. THE MIXED BOUNDARY VALUE PROBLEM 2.1. Real structures. We begin with a construction that is completely elementary but will nevertheless serve to make precise the notions of a real operator and a real structure used in this paper. Let V be a complex Hilbert space with hermitian inner product ·, · and dual space V * . Let R : V * → V be the complex antilinear isomorphism given by the Riesz representation: f (a) = a, R(f ) , for all a ∈ V, f ∈ V * . Note that the complex antilinear involution
is then an R-linear isomorphism. The real vector space V R inherits a complete inner product (·, ·) from V ⊕ V * , and
Let T : V → W be a (possibly unbounded) linear operator between complex Hilbert spaces. Then R −1 T R : V * → W * is also linear (with domain R −1 (Dom T )). The associated operator (T, R −1 T R) : V ⊕ V * → W ⊕ W * commutes with the involution ı and hence induces a real linear map P T : V R → W R that makes the following diagram commute.
We call P T the real operator associated to T . Note that in the case W = V , it follows that the spectrum of P T : V R → V R coincides with the real spectrum of T : V → V with twice the multiplicity: if a ∈ V is nonzero with T a = λa and λ ∈ R, then a and (ia) are independent eigenvectors of P T , both with eigenvalue λ. Finally, suppose that V has a real structure. By this we mean a complex antilinear involution σ :
gives an involution of V R which, by (2.2) and (2.3), is an isometry. Let V ′ R , V ′′ R denote the +1, −1 eigenspaces of σ R , respectively. Then we have an orthogonal decomposition
. We refer to A ′ and A ′′ as the real and imaginary parts of A. There is a natural almost complex structure J on V R given by JA = (i −1 (A)). A calculation shows that (JA 1 , JA 2 ) = (A 1 , A 2 ), and
As a consequence, if we define a symplectic structure on V R by the pairing (A 1 , JA 2 ), then V ′ R and V ′′ R are lagrangian subspaces (i.e. maximal isotropic).
2.2.
Framed boundary conditions. We apply the construction of Section 2.1 to sections of hermitian holomorphic line bundles on M . Let M be a compact Riemann surface of genus g with a (non-empty) boundary ∂M and inclusion ı : ∂M ֒→ M . Without loss of generality, we may assume that M is obtained from a closed Riemann surface by deleting finitely many disjoint coordinate disks. Each component of ∂M has an open neighborhood in M biholomorphic to an annulus {r 1 ≤ |z| < r 2 }. We will refer to such a z as an annular coordinate.
Let L → M be a holomorphic line bundle. A holomorphic structure on L is equivalent to a Dolbeault
satisfying the Leibniz rule. Equip M with a conformal metric ρ and L with a hermitian metric h. The holomorphic and hermitian structures on L give a unique unitary Chern connection D = (∂ L , h), as well as an adjoint operator∂ * L , and similarly on L * . We will use the standard
There is a natural hermitian inner product on the space Ω 0 (M, L) of smooth sections of L given by
where dA ρ is the area form on M coming from the metric ρ. The dual space is given by integration on M :
is the real vector space constructed as in (2.1). Strictly speaking, here we should work with the L 2 and Sobolev completions. These are defined using the Chern connection D. Since this is standard, for notational simplicity we omit this from the notation. We can also carry out this construction on (0, 1)-forms:
Denote the isomorphisms of real vector spaces
or simply by  when the meaning is clear. As in Section 2.1, define a (real, unbounded) linear operator
In terms of the decompositions (2.4) and (2.5), it follows that
Now consider the boundary. There is an hermitian inner product on Ω 0 (∂M, ı * L) given by
where ds ρ is the induced measure on ∂M . Note that ∂M inherits an orientation from M and the outward normal. Hence, integration gives an identification Ω 0 (∂M, ı * L) * with Ω 1 (∂M, ı * (L * )). With this understood, let
be the real vector space constructed as in the previous section. The trace map
is induced by restriction. Using the Hodge star on M to identify
, there is a similar restriction map
The restriction maps combine to give a trace map
We carry out the same construction with Ω 0,1 (M, L). Here, we define
In this case, again using the Hodge star on ∂M the trace map Ω 0,1
pulls-back the forms and restricts the section.
be the space of boundary data. The trace map is the (real) linear map:
In order to define elliptic boundary conditions we will need real structures. These come from a choice of trivialization of L near ∂M . Given a framing and a section ϕ of L defined in a neighborhood of ∂M , write
This defines a real structure on Ω 0 (∂M, ı * L). As in Section 2.1, the boundary values of Φ ∈ Ω 0 R (M, L) therefore have real and imaginary parts Φ ′ , Φ ′′ . The framing also gives a real structure on boundary values of elements of Ω 0,1 (M, L). Indeed, there is natural isomorphism T 0,1 M ∂M ≃ T (∂M ) ⊗ C. Equivalently, the Hodge star gives a C-linear isomorphism * :
• Note that there is a natural pairing of Ω 0
• The real structure defines an almost complex structure on Ω 0
as in Section 2.1. We extend this to an almost complex structure on the space of boundary values B(∂M, ı * L) by defining
(for simplicity, we will denote this operator simply by J as well). This almost complex structure and the pairing (2.12) give a symplectic structure on B(∂M, ı * L) defined by (f, Jg). As in Section 2.1, the subspaces B ′ (∂M, ı * L) and B ′′ (∂M, ı * L) are then lagrangian. Note that b ′ ∂M and b ′′ ∂M take values in lagrangian subspaces of B(∂M, ı * L). We will use the same notation for the boundary map on Ω
where P † L is the formal adjoint of P L . Then b ′ ∂M and b ′′ ∂M are defined similarly. Since we here assume that ∂M = ∅, by a theorem of Grauert L admits a global holomorphic trivialization ½ on M . Then τ L /½ is a nowhere vanishing holomorphic function in a neighborhood of ∂M . We define the degree deg(τ L ) of a framed line bundle to be the winding number of τ L /½ (with the outward normal, summed over all components of ∂M ). Clearly, the definition of degree is independent of the choice of trivialization ½. Note the following two important examples. Example 2.14.
(1) Let s be a meromorphic section of L satisfying imaginary Alvarez boundary conditions and with divisor (s) compactly supported in the interior of
One can check that the real structure is independent of the choice of annular coordinate.
The Alvarez boundary conditions are of mixed Dirichlet-Robin type. Indeed, fix a framing τ L of L, and
where n is the outward normal. Also, let Π ± = 1 2 (I ± σ R ) be the orthogonal projections to the real and imaginary parts. Then it is easy to see that b ′′ ∂M (Φ) = 0 is equivalent to the conditions
where n is the outward normal, ∇ is the induced connection on the bundle of real sections, and S = ν L,h . Indeed, write ϕ = (ϕ ′ + iϕ ′′ )τ L . The Alvarez boundary conditions are ϕ ′′ = 0 and ∂ n ϕ ′ = 0 on ∂M . A local unitary frame is given by e L = h −1/2 τ L . Since the connection form in the frame e L is purely imaginary, e L is parallel with respect to ∇, and the result follows from the expression
Heat kernels and an index theorem. A straightforward calculation gives the following important integration by parts formula. For smooth sections
where the pairing (2.12) appears on the right hand side. Define the laplacian
Notice that the right hand sides of (2.18) and (2.19) vanish identically for Alvarez boundary conditions. This gives positivity and formal self-adjointness of D L . For the following result, see for example [19, Lemma 1.11.1] .
Proposition 2.20. Assuming either real or imaginary Alvarez boundary conditions, the formal adjoint
We now make a choice: henceforth, unless otherwise indicated, by Alvarez boundary conditions we will mean the condition b ′′ ∂M (Φ) = 0. We write D A L when we wish to emphasize that the laplacian D L is acting on the space of sections satisfying Alvarez boundary conditions.
Remark 2.22. If Φ is an eigensection of D L satisfying Alvarez boundary conditions with eigenvalue
L with the same eigenvalue λ, also satisfying Alvarez boundary conditions. This simple observation is the raison d'être of the mixed boundary conditions we have chosen. By contrast, if ϕ is an eigensection of L satisfying Dirichlet conditions, then∂ L ϕ is a formal eigensection of∂ L∂ * L , but does not necessarily satisfy an elliptic boundary condition.
We also note the following
Then with respect to the duality
by that on L and −idz/z, where z is an annular coordinate near ∂M . In particular, with these Alvarez boundary conditions, coker
Proof. The usual proof of Serre duality applies, modulo the boundary conditions. To understand these, choose a local annular coordinate z near ∂M . Then with respect to the trivialization τ L , a smooth section
, and so the Alvarez conditions are Im(izψh) = 0 and Im(∂z(izψh)dz) = 0 on ∂M . But on ∂M , Im(iψe −iθ ) = 0 is equivalent to Im(izψh) = 0. In a similar way one shows Im(∂z(izψh)dz) = −h Im(∂ * L (ψdz)). This proves the Proposition.
In order to state a result for the small time expansion of the trace of the heat kernel, we will need the following quantities. Let Ω L,h denote the Hermitian-Einstein tensor (cf. [22, IV.1.2]). In a local holomorphic frame we have
where
) is the curvature of the Chern connection. Note the following special case. 
For the short time expansion of heat kernels, we refer to [10] and [19] . In particular, we use the result in [31, Sec. 5.3] and the expression for S in (2.16). 
for Alvarez boundary conditions,
Proof. From Proposition 2.26, Lemma 2.25, Remark 2.22, and Proposition 2.23
By the Gauss-Bonnet Theorem, the last two terms give the Euler characteristic
The result follows. 
be the spectrum of L and form the zeta function ζ L (s) = λ j >0 λ −s j . Then ζ L (s) converges for Re(s) sufficiently large, and by a theorem of Seeley [26] it is known that ζ L (s) is regular at s = 0. Then log Det *
L when M has boundary, L has a framing, and we use Alvarez boundary conditions. When it is understood that the spectrum is strictly positive, we will omit the asterisk and write Det L , etc.
When
is the same as L acting on Ω(M, L), regarded as a real operator (see Section 2.1), and hence it has the same spectrum but with twice the multiplicity. Taking into account also the factor of 2 in the definition of the real inner product (see (2.2)), we have the following
Lemma 2.30. If M is a closed Riemann surface with line bundle
is the associated basis (over R) of ker D L given by
The main result of this section is the following
be bases for ker P L and ker P † L , respectively, with Alvarez boundary conditions. Suppose the following relation for hermitian metrics:
Proof. The argument follows [1] ; here we only sketch the ideas. Let {Φ j } be an orthonormal basis of eigensections of D A L with eigenvalues λ j . Then by Remark 2.22, if Ψ j = (1/ λ j )P L Φ j , then {Ψ j } is an orthonormal basis of the subspace of eigensections of 2P L P † L with nonzero eigenvalues and Alvarez boundary conditions. Let σ = σ(t), f = f (t) be one parameter families of conformal deformations;σ anḋ f , their derivatives. One computes the variation of eigenvalues.
Then as in [1, pp. 148-9] , the corresponding variation of the determinant is given by
Applying Proposition 2.26 to the heat kernel expansions for the laplacians on D
We have the following variations with respect to conformal changes.
Plugging these into the above, the first term on the right hand side of (2.34) becomes
whereas the second term on the right hand side of (2.34) becomes
The last terms on the right hand sides of (2.35) and (2.36) cancel. The remaining terms can be integrated as in [1] , giving the desired result.
Remark 2.37. Consider the following special cases: 
The generalized Dirichlet-to-Neumann operator. In this section we assume M has non-empty boundary. Let L → M be a hermitian holomorphic bundle with framing τ L . The following is clear. 
where Φ satisfies (D L + λ)Φ = 0, and b ′′ ∂M (Φ) = (f, g). The boundary operator is defined by
Hence, A M (λ) is the analog of the Dirichlet-to-Neumann operator. Like the DN operator, A M (λ) is elliptic and, by (2.18) it is self-adjoint. In this case, however, it is a zero-th order pseudo-differential operator instead of first order. In case λ = 0, the Poisson, and hence also boundary operators are not necessarily everywhere defined nor are they a priori well-defined. This can be seen from the integration by parts formula (2.18). The Poisson operator is defined at (f, g) only if (f, g) is orthogonal to the image by J of boundary values of sections Φ ∈ ker D L satisfying imaginary Alvarez boundary conditions. Similarly, given any such (f, g), the extension by the Poisson operator is only well-defined up to addition of such Φ. With this in mind, set
, and λ i = 0 if and only if i ≤ n. Choose a smooth extension map E :
) we need to solve the boundary value problem
on M . From the definition of the extension, it suffices to solve
By (2.18), the first sum on the right hand side reduces to (since
This clearly extends continuously as λ → 0, the second term giving the orthogonal projection to (A alv M ) ⊥ .
Example 3.5. Consider the disk B ε of radius ε with the euclidean metric and trivial line bundle, metric, and framing. Then A alv Bε = {0} ⊕ R. By direct computation one shows that
(n)e inθ and σ(n) is the sign of n.
3.2.
The generalized Neumann jump operator. Now suppose M is closed. Let Γ ⊂ M be a union of simple closed disjoint curves in M , and define M Γ to be the surface with boundary obtained from M \ Γ by adjoining a double cover of Γ. We denote the connected components of M Γ by R (i) , and by g i we mean the genus of R (i) . Note that a conformal metric ρ on M induces one on M Γ , and a holomorphic hermitian line bundle L on determines one on M Γ . In both cases, we use the same notation for the objects on M and M Γ .
Suppose that τ L is a framing of L → M Γ . We will always assume such framings arise from local trivializations of L in a neighborhood of Γ ⊂ M . We have the following
The additivity of the Euler characteristic and Theorem 2.27 imply 
Choose an orientation for Γ. We define maps
The maps ı ∆ and δ Γ depend on the choice of orientation of Γ. We assume that such an orientation has been fixed once and for all.
We now come the following crucial Definition 3.11. The Neumann jump operator N Γ (λ) :
Then N Γ (λ) is a self-adjoint elliptic pseudo-differential operator of order zero. Note that N Γ (λ) is invertible for all λ > 0, since the kernel would be the boundary value of a global section in the kernel of D L + λ. A calculation similar to the one in [11, Prop. 4.4] 
where a λ (ξ) is block diagonal with respect to the components of Γ, with blocks equal to
and r λ (x, ξ) is a matrix symbol with parameter (cf. [27, Def. 9.1]) satisfying
Corollary 3.14. For λ > 0 we have N Γ (λ) = 2(I + R(λ))A(λ), where (1) A(λ) is an invertible elliptic pseudo-differential operator of order zero satisfying
is a pseudo-differential operator with parameter of order −2 with uniform bound O(λ −1 ).
Proof. Define
A(λ) = ( Γ + λ)
acting on B ′′ (Γ, ı * L), where the covariant derivatives and laplacian are with respect to the metric on ∂M induced by ρ and the Chern connection. Then (1) is clear from the definition, and (2) follows from Proposition 3.12 and [27, Cor. 9.1].
As with the boundary operator, the jump operator is not everywhere defined for λ = 0. In order to rectify this, let A Γ = A ker Γ ⊕ A alv Γ , where We also record the following
Then since any holomorphic section vanishing on Γ must vanish identically, we have by the assumption on cokernels Corollary 3.9, 
and the result follows.
3.3.
Determinants of zero-th order operators. Let T be a positive self-adjoint elliptic pseudo-differential operator of order zero on the real Hilbert space L 2 (S 1 ) ⊕ L 2 (S 1 ) (where the L 2 functions are real valued). The usual zeta regularization procedure does not apply to T . In order to define its determinant, we need to choose a regularizer. By this we mean a positive self-adjoint elliptic pseudo-differential operator Q of order 1 on L 2 (S 1 ). Given Q, we extend it diagonally on L 2 (S 1 ) ⊕ L 2 (S 1 ) and denote this extended operator also by Q.
Next, define Log T as follows. Let γ ⊂ C \ {Re z ≤ 0} be a closed curve containing the spectrum of T . Then define
where log is the branch of the logarithm on C \ {Re z ≤ 0} with −π < arg log z < π. Then following [18] , we set
While this definition of the determinant depends on Q, it is nevertheless very suitable for our purposes. The main properties we will need are summarized below. In this section and the next we will repeatedly use the fact that if bounded operators A and B are such that both AB and BA are trace class, then Tr(AB) = Tr(BA) (cf. [28, Cor. 3.8]).
Proposition 3.21.
(1) Let B be a bounded operator satisfying BT = T −1 B. Then
B(Log T ) = −(Log T )B
(2) Suppose in addition that B is an involution that commutes with Q. Then Det Q T = 1.
(3) Suppose T (ε) is a differentiable family of positive elliptic self-adjoint pseudo-differential operators of order zero. If dT (ε)/dε is trace class, then
Proof. For (1) note that
Because of the choice of contour, the second term vanishes. Now
Hence,
Next make a change of variables w = z −1 . Without loss of generality, we may assume γ is invariant under this change. Then by (3.22) .
For (2), it follows from (1) that
To prove (3) we have
The Burghelea-Friedlander-Kappeler formula.
Continue to assume M is closed with a collection of disjoint simple closed embedded curves Γ. We apply the definition of determinant in the previous section to the Neumann jump operator. Let Q be a positive self-adjoint elliptic pseudo-differential operator Q of order 1 on Ω 0 R (Γ, ı * L) ′′ . We use the Hodge star to extend it as diag(Q, * Q * ) on B ′′ (Γ, ı * L), which we continue to denote by Q. The self-adjoint operator N Γ (λ) has non-zero real eigenvalues for λ = 0, but is not positive. Hence, we define the logarithm and determinant by
In what follows, let ζ Q (s) = Tr Q −s , and recall that s = 0 is a regular value of (the analytic continuation of) ζ Q (s).
With this understood, we state the key factorization theorem (cf. [11, Thm. A]).
Theorem 3.23 (BFK formula). For all
The rest of this section is devoted to the proof of this result. First, note the following Tr
Proof. By Proposition 3.12,Ṙ(λ) has order at most −2 on the circle, so the operator on the right hand side of (3.25) is indeed trace class. In terms of the expression from Corollary 3.14,
It therefore suffices to prove that the operators π i A(λ) −1Ȧ (λ)π i , i = 1, 2, are trace class with opposite traces. But from (3.15) we have
The diagonal terms have order −2 on the circle and so are trace class with opposite traces, and the result follows.
The next result shows that in the special case of the Neumann jump operator the dependence of the determinant on the regularizer Q is mild. 
Proof. From Corollary 3.14 and the definition (3.20), (3.29) log Det Q N Γ (λ) = ζ Q (0) log 2 + log Det Q ((I + R(λ))A(λ))
On the other hand, R(λ)A(λ) has order −2 and so is trace class. Notice also that from Corollary 3.14 (2), R(λ) = O(λ −1 ), so I + εR(λ) is uniformly invertible for 0 ≤ ε ≤ 1 and λ sufficiently large. Now applying Proposition 3.21 (3) to the family
and integrating the derivative in ε, we have
Hence, (3.27) follows from (3.29) and (3.30) if we can show log Det Q A(λ) = 0. Using Corollary 3.14 and Proposition 3.21 (1), ⋆ Log A(λ) = −(Log A(λ)) ⋆ , where ⋆ is given by (3.13). Since Q is a diagonal operator, ⋆ Q = Q ⋆ , and the claim follows from Proposition 3.21 (2) . To prove (3.28), differentiate (3.27) to find 
where we have omitted the spectral parameter from the notation. For simplicity, set P = P M Γ ı ∆ and
L . According to [11, Lemma 3.9] , P B is trace class. Let
, which is holomorphic for Re s > 0. We claim that f admits an analytic continuation for Re s > −1/2. Indeed, for Re s > 0,
But the operators π i BD −s L P π i are manifestly of order −2 − 2s on L 2 (S 1 ); hence, the claim. Moreover, by (3.25) and (3.28) we have f (0) = (d/dλ) log Det Q N Γ (λ) for λ sufficiently large. On the other hand, since P B is trace class it is also true that f (0) = Tr(P B), and we conclude from (3.32) that
for λ large. Since the determinants are analytic in λ, this proves the existence of the constant c Q (alternatively, notice that (3.28) holds for all λ > 0 by choosing an appropriate contour for the integral in (3.27)).
The constant c Q may now be determined by the asymptotics as λ → ∞. By [11, Thm. 3.12 (2) ] the claimed value for c Q holds if we show that the second term on the right hand side of (3.27) vanishes as λ → ∞. To see this is indeed the case, set S(λ) = Γ + λ acting on B ′′ (Γ, ı * L). It then follows from Proposition 3.12 that S(λ)R(λ) is of order zero, and so it is bounded uniformly in λ (cf. [27, Cor.
for a positive constant a and n sufficiently large, and so by an explicit estimate Tr S(λ) −1 is O(λ −1/2 ). By the remark in the proof of Lemma 3.26, I + εR(λ) is uniformly invertible for 0 ≤ ε ≤ 1 and λ sufficiently large. Hence,
uniformly for 0 ≤ ε ≤ 1, and the result follows.
3.5. The case of zero modes. The goal of this section is to extend the formula in Theorem 3.23 as λ → 0. We will need a preliminary
Note that an equivalent condition to the one above is that the difference map
(Φ A ) = 0 automatically, it extends to a global section on M .
Theorem 3.34. For a given framing
is the operator defined on the orthogonal complement of A Γ in Proposition 3.17.
Proof. We apply Theorem 3.23 as λ ↓ 0. By the definition of zeta regularization,
on M and M Γ with Alvarez boundary conditions. Let
Hence, it suffices to compute lim λ→0 {log Det Q N Γ (λ) + (n − m) log λ}. The key point is that there are small eigenvalues of N Γ (λ), µ j (λ) → 0, j = 1, . . . , m, corresponding to global holomorphic sections of L, and large eigenvalues ν j (λ) → +∞, j = 1, . . . , n, corresponding to ker D A L . Moreover, it follows easily from the definition that
We need therefore to compute the contribution from both the {µ i } and {ν i }. Let µ 1 (λ), . . . , µ m (λ) be the small eigenvalues of N Γ (λ), and let {β j (λ)} m j=1 be orthonormal with eigen-
and computing b ′′ Γ (Φ) gives the result. We wish to relate the eigenvalues of A 1 to the µ j (λ). Since
, and so (after passing to a sequence λ k ↓ 0) there exist limits {β j (0)} which give a basis for A ker Γ . If we let v j be an orthonormal basis for A ker Γ such that A 1 v j = σ j v j , and write
C jk (λ)v k then the (subsequential) limit C jk (0) exists and is nonsingular. From (3.37) we have
In terms of the basis {v j },
Again using the fact that (C jk ) is non-singular, we have
Finally, note that by choosing b ′′ Γ (Φ j ), j = 1, . . . , m, as a basis in (3.36), we have det
Let ν 1 (λ), . . . , ν n (λ) be the divergent eigenvalues of N Γ (λ), and let {β
, and λ i = 0 if and only if i ≤ n. Let π :
We also choose a smooth extension map E :
Then as above we compute
To see this, note that to compute N Γ (λ)(f, g) we need to solve the boundary value problem
From the definition of the extension, it suffices to solve
for then Φ = E(f, g) + Φ, and by the assumption on E the jump in b ′
By (2.18), the first term on the right hand side is (since b ′′
We again relate the eigenvalues of
, and so the (sequential) limits {β A j (0)} give a basis for A alv Γ . If we let v j be an orthonormal basis for A alv Γ such that A 2 (0)v j = σ j v j , and write
then C jk (0) exists and is nonsingular. From (3.41) we have
so by (3.42), C jk (λ)(σ k − λν j (λ)) → 0 for all j, k. As before, lim λ↓0 λν j (λ) =ν j exists for each j, and C jk σ k =ν j C jk for all j, k. Hence, log det A 2 (0) = log( ν j (λ)) + m log λ + o(1). Finally, note that by
Putting together (3.35), (3.39) and (3.43) gives the result.
We will later use the following special case of Theorem 3.34: let Γ be a simple closed connected curve separating M into components R (1) and R (2) . Then for any choice of bases
extended by zero to the whole surface M Γ .
Actually, for the purpose of degeneration it will be useful to also have a slightly modified version of (3.44) in the case where the trivialization τ L is in fact the restriction of a global holomorphic section. This is not a generic situation in the sense of Definition 3.33, since the global section τ L also satisfies Alvarez boundary conditions, and hence det(Φ ′′ i , Φ ′′ j ) Γ = 0 for any basis. Similarly, since the jump of τ L is trivial, 
For adapted bases the notation det * (Φ i , Φ j ) Γ will by definition denote the determinant of the (11)-minor of 
and so by Lemma 2.30 and Remark 2.37 (3), we obtain the well-known formula 
By direct computation, as in [34] one proves
for functions f, g in (3.7).
We also note the following estimates. (1) (A ε − S ε ) is trace class with norm bounded by 8ε 2 .
(2) U ε is trace class with uniformly bounded norm. Proof. It suffices to show that
Proof of Proposition 4.1. By Lemma 4.2 we have on the orthogonal complement of A Γε :
More precisely, assume the orientation of Γ is chosen to agree with ∂R ε , and let f, g be functions as in (3.7). Let Σ be the involution that sendsf (n) →f (−n) andĝ(n) →ĝ(−n). Now using (3.6),
Now by Lemma 3.18,
Since C(ε) → 0 in trace, the result follows from Proposition 3.21 (3).
Next we assume L has a framing given by a global meromorphic section with simple pole at p. It is easy to see that for an appropriate annular coordinate on the disk L is isomorphic as a framed bundle to the canonical bundle with canonical framing. In this case we have the following asymptotics. 
Proof. The computation is nearly identical to the one above, except now dim R A Γε = 4h 0 (L) + 1, and the constant mode (1, 0) ∈ A ker Γε . By assumption, A Rε (1, 0) = (0, 0), and by direct computation for the canonical bundle on the disk, A Bε (1, 0) = (2/ε, 0). Factoring this out from the determinant, the result follows.
Admissible metrics and asymptotics of S(σ, f ).
Recall the definition of the Arakelov metric (cf. [3, 15, 33, 16] ). Given a compact Riemann surface M of genus g ≥ 1, let {A i , B i } g i=1 be a symplectic set of generators of H 1 (M ) and choose {ω i } g i=1 to be a basis of abelian differentials normalized such that A i ω j = δ ij . Let Ω ij = B i ω j be the associated period matrix with theta function ϑ. Set
(Im Ω)
is symmetric with a zero of order one along the diagonal satisfying ∂∂ log G(z, w) = (πi)µ, for z = w, normalized by
The Arakelov metric ρ Ar = ρ Ar (z)|dz| 2 is defined by
The Arakelov metric on M , considered as a hermitian metric on the anti-canonical bundle K * , is admissible:
In terms of the Hermitian-Einstein tensor and the scalar curvature, (4.8) and (4.9) become
For more details we refer to the papers cited above.
We now return to the situation in the previous section. Let R ε = M \ B ε , where B ε is the coordinate neighborhood |z| < ε centered at a point p. Let L → M be a holomorphic line bundle with admissible metric h, and let L(p) = L ⊗ O(p). Choosing an admissible metric on O(p) gives an admissible metric on L(p). Letω 0 be a global holomorphic section of L(p) that is nonvanishing at p, and let ½ p be a global holomorphic section of O(p) vanishing at p. Using the framings given byω 0 ⊗½ −1 p andω 0 , respectively, then on R ε , L and L(p) are naturally isomorphic as framed bundles, and their hermitian metrics are conformal with factor f (z) = − log G(z, p). With this understood, we have the following simple computation. Proof. Note that the local expression for the metric in the framing on L(p) is continuous as ε → 0. Hence, if we letĥ denote the metric on L(p) and h that on L, then by (2.33),
Using (4.6), (4.10), and the remark above,
which vanishes as ε → 0. We will need the following asymptotics for the sections chosen as above.
Lemma 4.14. Assume without loss of generality that the metric on M is locally euclidean on a neighborhood of p. Then as k → ∞, n,ε k | → 0, for n = ν i . Hence,
The second estimate in the lemma follows from this. The proof of the first estimate is similar.
We now turn to the proof of Theorem 1.2. On the one hand, for L we may apply (3.44) to get
On the other hand, from Theorem 3.46 applied to L(p), we obtain Hence,
Combining this with Lemma 4.14 and letting k → ∞, we have
The result now follows from Lemma 2.30.
