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A cochlear implant (CI) is an electronic device that can provide a sense 
of sound by directly delivering electrical stimulations to auditory nerves 
in the cochlea. CIs provide significant benefits to people with severe-to-
profound hearing loss, especially in quiet environment. 
This thesis is focused on Cantonese tone and speech perception by 
cochlear implantees. Cantonese is a major Chinese dialect spoken by 
tens of millions of people in Southern China. There are six basic tones 
in Cantonese, which are characterized by distinctive pitch patterns. For 
normal-hearing (NH) listeners, pitch could be detected with both spec-
tral and temporal cues. For cochlear implantees, temporal cue is the 
i 
primary element for pitch perception. In existing CI strategies, period-
icity cues are acquired from the sub-band temporal envelopes. 
In realistic hearing environments, temporal periodicity cues are eas-
ily degraded by background noise. To improve tone perception in noisy 
environment, a signal processing strategy that enhances temporal peri-
odicity of speech is developed and implemented on real CI systems. The 
tone-enhanced Advanced Combinational Encoder (ToneACE) strategy 
is modified based on standard ACE strategy. The original temporal 
envelope and periodicity cues (TEPCs) are low-pass filtered to extract 
temporal envelope components (TECs) and then amplitude-modulated 
with a sinusoidal wave, whose frequency follows that of speech. 
Postlingually deafened CI users participated into listening tests to 
evaluate the performance of ToneACE. Cantonese disyllabic words are 
selected as the speech materials of the listening test. The electrical stim-
uli are generated by software-implemented signal processing algorithms. 
They are presented to the subject's internal implant via a research-used 
streaming device. When ground-truth FO contour is used, the results 
ii 
show ToneACE led to better tone recognition performance, while the 
perception of segmental structure was not affected by the enhancement. 
Thus, the overall word identification by ToneACE improved due to bet-
ter tone recognition performance. 
This thesis also examined the effect of tone enhancement when the 
extracted FO contour contains errors. The FO contours are generated 
automatically from noisy speech signals using a conventional pitch esti-
mation method. When the tone-enhanced strategy uses this FO contour 
for enhancement, it could provide a limited degree of improvement for 
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1.1 Hearing impairment 
According to the World Health Organisation (2010), approximately 278 
million people had moderate to profound hearing impairment in 2005. 
Hearing aids (HAs) and cochlear implants (CIs) are among the most pop-
ular hearing devices for partially restoring auditory functions in hearing-
impaired (HI) individuals. For those who are profoundly deaf or severely 
hard of hearing, they may benefit from cochlear implant devices. A 
cochlear implant is an electronic device that can provide a sense of 
sound by directly delivering electrical stimulations to auditory nerves 
1 
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in the cochlea. 
A CI system includes an external speech processor and an internal im-
plant, which is surgically placed under the skin. A microphone picks up 
sound from the environment, and the speech processor generates stim-
uli that are sent to the implant. The internal implant stimulates the 
auditory nerves through an array intracohlear electrodes. 
According to the Food and Drug Administration (FDA), as of April 
2009, approximately 188,000 people worldwide have received implants 
(NIDCD, 2009). Cochlear implants clearly provide significant improve-
ment of hearing, especially in quiet environment. 
1.2 Limitations of existing CI 
For tone languages, pitch contour plays a vital role in speech perception. 
Pitch could be perceived from temporal or spectral cues by normal-
hearing listeners. In conventional cochlear implant devices, the fre-
quency resolution in spectral domain is very low, and hence CI users 
could not effectively make use of spectral cues. They rely on the time-
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domain periodicity from the amplitude fluctuation of electrical stimuli 
(Geurts and Wouters, 2001; Vandali et al, 2005). In realistic hearing 
environments, the ability of most implant users to understand speech is 
limited due to background noise. In general, implant users fail to under-
stand speech when the signal-to-noise ratio (SNR) is below 5 dB (Laneau, 
2005). Improving speech recognition performance in noisy environment 
is an important research topic. Some new CI processing strategies have 
been proposed to tackle this problem, but still no reliable solution has 
been found (Vandali et al., 2005; Wong et al, 2008). 
1.3 Objectives 
The main objectives of this thesis are to develop and implement tone-
enhanced strategies for CI in noisy environment, and to evaluate the 
performance of the strategies for Cantonese tone recognition by CI users. 
More precisely, the goals are 
(a) to develop signal processing strategy that enhances temporal peri-
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odicity of speech. 
(b) to implement the strategy on real CI systems 
(c) to develop the test procedures for CI patients, including stimuli gen-
eration and training. 
1.4 Thesis Outline 
Chapter 2 provides the background knowledge about CI processing strat-
egy. It covers two popular strategies, namely Continuous Interleaved 
Sampler (CIS) and Advanced Combination Encoder (ACE). The imple-
mentations of these strategies are described. Moreover, pitch and tone 
perception by CI users are discussed. 
Chapter 3 describes the design and implementation of a tone-enhanced 
ACE strategy. 
Chapter 4 discusses about robust generation of FO contour for the 
tone-enhanced strategy. The pitch estimation algorithm and post-processing 
of the contour are described. 
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Chapter 5 describes the design of listening tests with Cantonese speech. 
It covers speech materials, testing methods, and the hardware platform 
used for the test. 
Chapter 6 studies word, segmental structure and tone identification 
by CI users when they wear daily-used speech processor to listen to 
acoustical signals. 
Chapter 7 and 8 investigate the performance of the tone-enhanced 
strategy with true FO contours and coarsely estimated FO contours, re-
spectively. 
Chapter 9 provides overall conclusions of the thesis as well as some 
suggestions for further research. 
• End of chapter. 
Chapter 2 
Background 
2.1 Signal Processing in CI 
Processing strategy plays a vital role in a CI system. With increased 
understanding about human perception, scientists proposed different 
strategies in the 80s. However, the system performances were not good 
enough for conversation. In the early 90s, Wilson et al (1991) proposed 
a new strategy - Continuous Interleaved Sampler (CIS), which lead to 
dramatic improvement on speech recognition. Since then, cochlear im-
plants become widely used by severe-to-profoundly deaf patients. 
6 
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2.1.1 Continuous Interleaved Sampler (CIS) 
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Figure 2.1: The standard implementation of Continuous Interleaved Sampler (CIS) 
strategy with 8 active electrodes 
Continuous Interleaved Sampler (CIS) is an interleaved pulse strategy 
with a fixed-filter system.The input speech signal is processed in short-
time frames. For each speech frame, fast Fourier transform (FFT) is ap-
plied. The spectral components at different frequency bins are combined 
to form separate stimulation channels. Subsequently the amplitudes are 
compressed to fit the dynamic range of the subject, i.e. mapped between 
the specified Threshold and Comfort levels of the respective channels. 
The Threshold Level (TL) specifies the lowest amount of stimulation 
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Figure 2.2: Loudness growth function 
that elicits a very soft but consistent auditory sensation. The Comfort 
Level (CL) is defined as the maximum level of stimulation that does not 
produce uncomfortably loud sounds (Cochlear Limited, 2009). Figure 
2.2 illustrates the loudness growth function. For input amplitudes lower 
than the base level, the output is discarded. The compressed magnitudes 
are logarithmically increased with the input amplitudes. For input am-
plitudes above the saturated level, the output magnitude is fixed at CL, 
preventing extremely loud sound to the user. The resulting compressed 
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amplitudes with the corresponding channels were finally presented to 
electrodes non-simultaneously as interleaved pulses. 
Channel Number No. of Bins Range of Bins Centre Freq. (Hz) Bandwidth (Hz) 
1 2 312.5 250" 
2 2 4 - 5 562.5 250 
3 3 6 - 8 875 375 
4 4 9 - 12 1312.5 500 
5 6 13 - 18 1937.5 750 
6 9 19 - 27 2875 1125 
7 14 28 - 41 4312.5 1750 
8 ^ 42 - 63 6562.5 2750 
Table 2.1: The assignment of frequency bins to the 8 channels for CIS strategy 
Figure 2.1 depicts the standard implementation of CIS strategy (Swan-
son and Mauch, 2006; Laneau, 2005). The number of stimulation chan-
nels, N, is equal to 8 in this example. Typically, the input speech signal 
undergoes spectral analysis in short-time frames of 128 samples (8 ms at 
sampling frequency of 16,000 Hz) with the analysis advancing in inter-
vals of 0.5 - 2 ms. The spectral magnitudes of different frequency bins, 
denoted as Si, thus have a sampling rate of 500 - 2000 Hz. They are 
combined to form 8 separate channels. The assignment of the frequency 
bins to the 8 channels is shown as in Table 2.1. The bandwidths of these 
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channels are uniformly allocated below 1000 Hz, and logarithmically al-
located above 1000 Hz. Afterwards, the amplitude in each channel is 
compressed to fit the dynamic range of the respective channel. The 
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Figure 2.3: Electrodogram of Cantonese disyllable /daai6 baanl/ (大班）simulated by 
CIS strategy. The active electrodes are circled. 
A typical implant has 22 intracochlear electrodes. Each stimulation 
channel has one corresponding electrode. Taking the CIS strategy in 
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Figure 2.1 as an example, it has 8 stimulation channels, a total of 8 
electrodes are used for stimulation. These electrodes are called active 
electrodes. The remaining 14 electrodes are inactive, and are shut down 
during the stimulation process. The active electrodes are selected to be 
spatially separated from each other. Figure 2.3 shows the electrodogram 
of Cantonese disyllable /daai6 baanl/ generated by the CIS strategy 
shown in Figure 2.1. It has 22 intracochlear electrodes, which are or-
dered from base (electrode 22) to apex (electrode 1). To present high 
frequency components, the electrodes close to the base are used. On 
the other hand, the electrodes far from the base are used to present low 
frequency components. The circled electrodes in the figure are the active 
electrodes. As speech signals have major energy concentration in low-
freqeuncy region, the stimulation involves the active electrodes which 
are close to apex, namely electrode 1 and 4. 
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2.1.2 Advanced Combination Encoder (ACE) 
Advanced Combination Encoder (ACE) is an interleaved pulse strat-
egy with Formant and Spectral Cues Extraction. Skinner et al (2002) 
has shown that ACE strategy provides better speech recognition perfor-
mances than CIS strategy. Compared with CIS strategy, ACE strategy-
uses more stimulation channels. The maximum number of channels is 
equal to the number of intracochlear electrodes. More stimulation chan-
nels provides better spectral selectivity. To keep the high stimulation 
rate, not all the channels are used in each processed frame. Only the 
largest M maxima are used for stimulation. This maxima selection pro-
cess aims to make formant and spectral cues more prominent. 
Figure 2.4 illustrates the standard implementation of Advanced Com-
binational Encoder (ACE) strategy (Swanson and Mauch, 2006; Laneau, 
2005). The input speech was firstly windowed and then processed with 
128-pomt FFT with the analysis advancing in intervals of 0.5 - 2 ms. 
The spectral magnitudes,�are in the rate of 500 - 2000 Hz. They were 
combined to form 22 separate channels. The assignment of frequency 
CHAPTER 2. BACKGROUND 13 
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Figure 2.4: The implementation of Advanced Combination Encoder (ACE) strategy 
with 22 stimulation channels and 8 maxima selection. 
bins to each channel is as shown in Table 2.2. The combined amplitudes 
are denoted by pi. 
The following process was firstly to retain 8 channels with the largest 
amplitudes and to discard the others. This is done per processed frame. 
The amplitudes were then logarithmically compressed to fit the dynamic 
range of the CI users and mapped between the TL and CL of the chan-
nels. The compressed amplitudes are used to stimulate the respective 
channels. 
For the ACE strategy, each stimulation channel has one correspond-
CHAPTER 2. BACKGROUND 14 
Channel Number No. of Bins Range of Bins Centre Freq. (Hz) Bandwidth (Hz) 
1 i 250 12^ 
2 1 3 - 3 375 125 
3 1 4 - 4 500 125 
4 1 5 - 5 625 125 
5 1 6 - 6 750 125 
6 1 7 - 7 875 125 
7 1 8 - 8 1000 125 
8 1 9 - 9 1125 125 
9 1 10 - 10 1250 125 
10 2 11 - 12 1437.5 250 
11 2 13 - 14 1687.5 250 
12 2 15 - 16 1937.5 250 
13 2 17 - 18 2187.5 250 
14 3 19 - 21 2500 375 
15 3 22 - 24 2875 375 
16 4 25 - 28 3312.5 500 
17 4 29 - 32 3812.5 500 
18 5 33 - 37 4375 625 
19 5 38 - 42 5000 625 
20 6 43 - 48 5687.5 750 
21 7 49 - 55 6500 875 
2 2 8 56 - 63 7437.5 1000 
Table 2.2: The assignment of frequency bins to the 22 channels for ACE strategy 
ing electrode. The strategy in Figure 2.4 has 22 stimulation channels 
and thus a total of 22 electrodes are usable. Figure 2.5 depicts the 
electrodogram of Cantonese disyllable /daai6 baanl/ generated by that 
strategy. With the maxima selection process, the largest eight pi are re-
tained and the others are discarded.The electrodes of the retained chan-
nels are active and used for stimulation. Compared with CIS strategy, 
the ACE strategy could provide better representation of spectral cues 
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Figure 2.5: Electrodogram of Cantonese disyllable /daai6 baanl/ (大班）simulated by 
ACE strategy 
such as formant. 
2.2 Tone perception by cochlear implantees 
2.2.1 Pitch and Tone 
Pitch was defined as ” that attribute of auditory sensation in terms of 
which sounds may be ordered on a scale extending from low to high. Pitch 
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depends primarily on the frequency content of the sound stimulus, but it 
ako depends on the sound pressure and the waveform of the stimulus” 
(American National Standards Institute, 1994). The term "sensation" 
implies that pitch is a subjective attribute of sound by listeners, but 
not referring to physical attribute of sound (Plack and Oxenham, 2005). 
It depends primarily on the repetition rate of the acoustic sound. The 
voiced part of speech is associated with pitch. The perceived pitch is 
related to the fundamental frequency (FO) of speech signal. 
f ^ 
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. _ — — — 、 
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、麵一 •••;‘•」",•"丨II, “ \ / 
r Onset ) I Nucleus j [ Coda J 
Figure 2.6: Structure of Cantonese syllable 
Pitch is crucial to speech communication in Chinese languages. Chi-
nese laneriiaeres are tone laneriiaeres. in which nitch of voice carries lexical 
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Figure 2.7: Schematic description of Cantonese tones 
information. Each Chinese character corresponds to a tonal syllable, 
which could be decomposed into a base syllable and a specific pitch pat-
tern known as lexical tone. If the tone changes, the syllable will refer to 
another character. Different tones are characterized by distinctive pitch 
contours, which are measured in terms of the FO trajectory of the speech 
signal. 
This thesis focuses on Cantonese, a major Chinese dialect spoken by 
tens of millions of people in Southern China. It is a de facto official 
spoken form of Chinese in Hong Kong and Macau. LSHK (1997) is a 
romanization scheme for spoken Cantonese. The structure of a Can-
tonese syllable is depicted in Figure 2.6. If we ignore the tone identity, 
the Cantonese syllable will remain a base syllable. In the base syllable, 
in general, the initial part contains a consonant (onset) and the final 
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part contains a vowel (nucleus) and a consonant (coda). Cantonese has 
20 initials and 53 finals, which are listed as in Appendix. The LSHK 
scheme defines six basic tones in Cantonese, which are characterized by 
distinctive pitch contours. Figure A.3 depicts the illustrative pitch pat-
terns of the six basic tones of Cantonese. Four of them (Tone 1, 3，4 
and 6) have flat or slightly falling pitch contours and the other two tones 
(Tone 2 and 5) have rising pitch contours (Xu, 1997). For example, by 
associating with different tones, the base syllable / j i / can represent six 
different characters:，，衣” (clothes),，，椅，，(chair),，，意” (meaning), ”兒” 
(child),，，耳，，(ear), or ”二，’ (two). 
The FO trajectory of acoustic speech signals may be different to the 
phonological tone pattern, as the physical limitations of human articu-
lators restrict the rate of FO variation (Xu and Sun, 2002). Figure 2.8 
illustrates the FO trajectory of a Cantonese utterance aligning with the 
speech waveform. It can be observed that the FO contour is very different 
from the canonical tone patterns. For example, the first syllable /ngo5/ 
is in Tone 5, which is a rising tone. Its FO contour is firstly falling and 
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我 們 愛 讓 世 界 不 一 樣 
/ngoS/ /mun4/ /oi3/ /joengS/ /sai3/ /gaaiS/ /bat1/ /jat1//joeng6/ 
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Figure 2.8: FO trajectory of a Cantonese sentence utterance 
then rising instead. From viewpoint of perception, the FO contour does 
not need to match the canonical contour exactly for correct tone identi-
fication. Tone perception is a categorical perception, in which listeners 
try match the perceived pitch contour with one of the phonological tone 
patterns (Yuan, 2009). Cantonese-speaking listeners make use of both 
the relative pitch height and the pitch movement, since some of the 
Tones share the same shape of contour (e.g. Tone 1, 3 and 6 are all level 
tones.) and differ only in the relative pitch height. 
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2.2.2 Mechanisms of pitch perception by cochlear implantees 
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Figure 2.9: Signal amplitude (top), narrowband spectrogram (middle) and wideband 
spectrogram (bottom) for the utterance in Figure 2.8 
This research focuses on enhancing pitch-related cues to improve Can-
tonese tone recognition by cochlear implantees. It is essential to under-
stand the mechanisms of pitch perception by cochlear implantees. A 
speech signal is a slowly time varying signal with fairly stationary short-
time spectrum. Its fundamental frequency could be characterized via a 
spectral representation. Figure 2.9 illustrates the spectral and temporal 
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representation of speech signal via a spectrogram. The top panel shows 
the signal amplitude of the same utterance in Figure 2.8. The middle 
panel shows its narrowband spectrogram, obtained by spectral analysis 
with 100 msec Hanning windows in the analysis intervals of 2 msec. The 
spectral intensity is indicated by the intensity (darkness) of the plot at 
the corresponding frequency. In voiced regions, the FO and the harmon-
ics are seen as nearly-horizontal lines along the time axis, and thus the 
FO could be acquired. The bottom panel shows the wideband spectro-
gram of the speech signal. It is obtained by spectral analysis with 8 msec 
Hanning windows in the analysis intervals of 2 msec. The FO at voiced 
region could be acquired from the inverse of the duration between two 
vertical striations in spectrogram. 
For normal-hearing (NH) listeners, pitch could be detected with both 
spectral and temporal cues. In spectral domain, FO and its harmon-
ics manifest the periodicity. They could be resolved along the basilar 
membrane in cochlea (von Bekesy, 1963). It is based on the fact that 
the harmonics excite neurons at different places along basilar membrane 
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(Moore, 2007). In temporal domain, the periodicity is encoded via repe-
tition of stimulus amplitude and by phase locking to individual harmon-
ics (Moore, 2007). 
For cochlear implantees, temporal cue is the primary element for pitch 
perception (Geurts and Wouters, 2001; Vandali et al., 2005). Different 
from NH listeners, cochlear implantees have low frequency selectivity 
due to the limited number of implanted electrodes, thus it is difficult 
in resolving harmonics (Moore and Peters, 1992). In the existing CI 
strategy, the periodicity could be acquired from the sub-band temporal 
envelopes. For voiced speech, the temporal envelopes are quasi-periodic 
and the period is equal to the inverse of fundamental frequency, and 
hence cochlear implantees could perceive pitch. 
• End of chapter. 
Chapter 3 
Tone-enhanced ACE Strategy for 
CI 
3.1 Basic principles 
Cochlear implantees use primarily temporal cues for pitch perception. 
Temporal cues in speech are categorized into two types, namely, tem-
poral envelope and periodicity component (TEPC), and temporal fine 
structure component (TFSC) (Kong and Zeng, 2006; Yuen et a/., 2007). 
TEPC refers to relatively slow amplitude fluctuation (2 - 500 Hz), while 
TFSC is the amplitude fluctuation at higher rates (500 - 10,000 Hz). 
23 
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Smith et al (2002) studied the importance of TEPC and TFSC in speech 
perception. They constructed a set of artificial stimuli, which is made 
of the envelope of one sound and the fine structure of another. They 
showed that TEPC is more important than TFSC in speech recognition. 
In commercial CI signal processing strategy, the analysis rate is about 
1000 Hz, and hence the amplitude envelope has the sampling frequency 
of 1000 Hz with the cutoff frequency at 500 Hz. The TFSC of speech 
signal is removed during the process, and only TEPC is retained. This 
work focuses on modifying TEPC for signal enhancement. 
TEPC could be further divided into two parts, namely, temporal en-
velope (2 - 50 Hz) component (TEC) and temporal periodicity (50 - 500 
Hz) component (TPC) (Rosen, 1992; Kong and Zeng, 2006). Shannon 
(2002) reviewed the relative importance of different temporal envelope 
cues in English speech recognition. They found that TEC is important 
in English speech recognition, while TPC contributes little. However, 
for tonal languages such as Mandarin Chinese, both TEC and TPC are 
important in speech recognition (Fu, 1998; Xu and Sun, 2002). 
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In realistic hearing environments, TPC is easily degraded by back-
ground noise. Yuan et al. (2009) used the method of acoustic simulation 
of the CIS strategy and examined Cantonese tone recognition by NH 
listeners. They found that the tone recognition performance dropped 
significantly when noise is added. To improve tone perception in noise, 
they replaced the original TPC by a sine wave, with the frequency fol-
lowing exactly the FO contour of input speech signal. The results showed 
that this method effectively improve Cantonese tone recognition in noise. 
There are similar studies in English both on acoustic simulations and 
with implant users (Green et al,, 2004, 2005). The results showed that 
the method improves the perception of intonation. 
This chapter explains the implementation of noise-excited vocoder for 
simulating standard CIS strategy and the tone-enhanced CIS version as 
described in (Yuan et al., 2009). Lastly, the implementation of tone-
enhanced ACE strategy is presented. 
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Figure 3.1: Signal processing of standard noise-excited vocoder. BPF and LPF indicate 
band-pass filter and low-pass filter, respectively. 
3.2 Acoustical simulation with noise excited vocoder 
Figure 3.1 depicts the implementation of a noise-excited vocoder (Green 
et a/., 2004, 2005; Yuan et a/., 2009). The input signal is divided into N 
channels by passing through a set of band-pass filter. To extract TEPCs 
from the respective bands, the band-passed signals are full-wave rectified 
and low-pass filtered at 500 Hz. Let the TEPC of band i be denoted as 
P“ where i = 1, ...，N. In the CIS strategy, the TEPCs are compressed 
to comfortable intensity level, and used to stimulate the electrodes along 
the basilar membrane. To simulate this process, the extracted TEPCs 
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are used to amplitude-modulate with a noise carrier. The modulated 
noise signals are then band-passed again to restrict the signals within the 
respective frequency bands. Before combining the sub-band modulated 
signals, we adjust their intensities to the same intensity values as those 
in the input signals. Finally, acoustic stimuli are generated by combining 
the sub-band signals. 
I Input I • 參 / . • A 」 A c o u s t i c 
I s p e e c h I ~ ” ： ： / ： ： y n Stimulus 
|BPF i | |BPFN 
FO Trajectory of Sine-wave _ T T 
clean speech Generation 
Noise 
Carrier 
Figure 3.2: Signal processing of modified noise-excited vocoder with periodicity-
enhancement 
To improve pitch perception, it was proposed to replace the original 
TPC by a qusai-periodic waveform. The fundamental frequency of this 
waveform follows that of the speech signal. Green et al. (2004，2005) 
studied this method for prosody perception in English sentence. The 
CHAPTER 3. TONE-ENHANCED ACE STRATEGY FOR CI 28 
perception test was on Question/Statement identification of English sen-
tences. They used a sawsharp waveform to substitute the original TPC. 
The results showed the method improved the prosody perception. For 
male voice, the sawsharp processing improved the percent correctness 
of Question/Statement identification from 78.2 % to 81.8 %. For fe-
male voice, the percent correctness of Question/Statement identification 
increased from 81.8 % to 87.3 %. 
Yuan et al. (2009) studied Cantonese recognition in noisy environment 
using the acoustic simulation method. It was found that tone recognition 
was heavily deteriorated in noise. The study proposed that the original 
TPC could be replaced by an FO-controlled sinusoidal wave. Figure 
3.2 depicts their implementation of a noise-excited vocoder with TPC 
enhancement. Being different from the standard CIS strategy, the signal 
passes through a low-pass filter with the cutoff frequency of 20 Hz to 
extract only the TEC and remove the TPC. The TECs are denoted as 
Ei, where i = 1 ,…，N. To restore the periodicity, the TEC is amplitude 
modulating the FO-controlled sinusoidal and a modified TEPC, denoted 
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as P“ is obtained. The remaining process is to synthesize the acoustic 
stimuli by the same method in the standard noise excited vocoder. The 
results showed that Cantonese tone recognition is improved. Note that 
the FO trajectories used in the algorithm are pre-computed from clean 
speech signal. 
J 
3.3 Implementation in a real CI system 
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Figure 3.3: The implementation of tone-enhanced ACE strategy 
Figure 3.3 depicts the implementation of the tone-enhanced ACE 
strategy. Being different from the standard ACE strategy, the TEPC, 
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denoted by is low-pass filtered to retain the TEC e^ . The TEC is 
used to amplitude-modulate a FO-controlled sinusoidal wave. Compared 
to Pi, the periodicity of modulated envelope p[ is reinforced. 
3.3.1 Technical details 
Typically, neighboring frames overlap in time by 8 - 32 msec. Hence the 
temporal envelopes are represented by 500 - 2000 samples per second. 
If we consider the TEPC {pi) in temporal domain more precisely, it can 
be expressed as pi[n], where n = 1, 2, 3, ... The interval between two 
sampling points is the sampling interval, denoted by At in second. 
The TEPC pi[n] for the channel is low-passed filtered with a cutoff 
frequency of 20Hz to retain e^  [n]. The filter is an seventh order elliptic 
filter with 0.3 dB of ripple in the passband, and a stopband 80 dB down 
from the peak value in the passband. To ensure that the entire processing 
has zero-phase distortion, re-filtering was applied in the reverse direction 
in time. 
To restore the periodicity of the speech signal, ei[n] is used to amplitude-
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modulate a FO-controlled sinusoidal wave, which is mathematically rep-
resented as 
c(n) = 1 + sin X： [27rFo(fc)At] (3.1) 
k=l 
p'iin) = ei{n) x c(n) (3.2) 
where Fo(fc) is the fundamental frequency of the speech signal at the fc亡" 
sample. 
3.3.2 Visual comparison 
Figure 3.4 gives the visual comparison on original TEPC pi[n] and the 
enhanced TEPC p[ [n] at one of the stimulation channels. They are 
extracted from a Cantonese disyllable /gingl lik6/ with additive noise 
at 0 dB SNR. The top panel shows the original TEPC. Because of the 
noise, the periodicity of original TEPC is distorted. The middle panel 
shows the sinusoidal wave used in the enhancement. Its FO value was 
found from the clean speech. The bottom panel shows the enhanced 
TEPC. It is obtained by amplitude-modulating TEC and FO-controlled 
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Figure 3.4: Visual comparison of the original TEPC Pi[ii] and enhanced TEPC 
at one of the stimulation channels. The speech segment contains a Cantonese syllable 
/gingl lik6/ with additive noise at 0 dB SNR. The thick line in the top and bottom 
panel is the TEC (e^) of the speech signal. 
sinusoidal wave. The periodicity of the enhanced TEPC is recovered 
from background noise. Note that the TEPC keeps unmodified over 
unvoiced speech segments and silence periods. 
• End of chapter. 
Chapter 4 
Robust Generation of FO Trajectory 
4.1 Requirement on the FO contour 
The tone-enhanced strategy described in Chapter 3 requires an FO con-
tour for enhancement. In practical applications, it is not feasible to 
compute the FO contours beforehand. A robust pitch estimation algo-
rithm is required in order to implement the tone-enhanced strategy for 
real-time operation. A variety of pitch detection algorithms were devel-
oped in the past (Hess, 1983; Rabiner et al., 1976; Huang and Lee, 2010). 
However, their performances on noisy speech are not satisfactory, and the 
extracted FO contours often contain errors. In this research, we do not 
33 
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attempt to develop a pitch detection algorithm for producing precise FO 
contour from noise-corrupted speech. Instead we investigate Cantonese 
tone recognition performance of tone-enhanced ACE strategy when the 
FO contours are not perfect, which reflects the realistic situations. 
This chapter describes the procedures to automatically generate an 
FO trajectory for tone-enhanced strategy. The algorithm has two parts. 
The first part is to determine whether the signal segment contains voiced 
speech or unvoiced speech. The second part is to determine the FO value 
for a voiced speech segment. 
4.2 Extraction of FO contour 
Autocorrelation is used as the basis of pitch extraction. Note that the 
estimated FO values of the speech signal are within 75 - 500 Hz. For the 
FO values outside this range, pitch estimation would be erroneous. 
The noisy speech signal is segmented in short-time frames of 1024 
samples (64 ms at sampling frequency of 16,000 Hz) with the shift of 8 
ms intervals. For each segment, the autocorrelation function is computed 
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and smoothed with a moving-average filter. The result is denoted as 
If the signal segment is periodic, the FO could be found from the 
time lag of the peaks on As the algorithm restricts the FO values 
between 75 Hz and 500 Hz, the peak in the lag domain is between 1/500 
s and 1/75 s. Peaks outside this range are ignored. The algorithm sorts 
Ht) in descending order. Starting from the largest the algorithm 
examines the slope at that position to determine whether it is a peak. If 
a peak is found, the loop stops and FO is obtained by taking the inverse 
of the time lag of the peak. 
The noisy speech used in this study is obtained by adding speech-
like noise to clean speech at different SNRs. The periodicity property 
of speech-like noise is similar to that of speech. If applying the pitch 
estimation algorithm to the noise, the algorithm would wrongly estimate 
a FO value. Hence, distinguishing voiced speech from unvoiced speech is 
critical step. 
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4.3 Post-processing of FO contour 
4.3.1 Removal of octave-jump 
If the FO value of a speech segment is taken as the multiple of its correct 
value, this phenomenon is called octave-jump. In noisy speech, it occurs 
quite frequently, but the occurrences are random and sudden. Hence, 
by observing the trend of preceding FO values, the octave-jump could be 
detected and corrected. 
4.3.2 Interpolation 
Some of the FO values are missed during the pitch estimation process. It 
may be due to that no significant peak is present in the autocorrelation 
function 0(r). If there are several FOs missed in a contour, interpolation 
is performed to assign FO values to the points. 
4.3.3 Prediction 
This process is for determining whether a frame is voiced and find its FO 
if it is voiced. Figure 4.1 depicts the decision rules for FO prediction. If 
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Signal energy at point n 
i > 51 161-52 1<52 
Voiced. Take Unknown. (Voiced, Unvoiced or 




According to preceding 
J.…….FCVs, estimate a value 
FO(n) FO'(n) for FO'(n). Compare FO FO(n)本 FO'(n) 
(n) and FO (^n) 
FO: imported FO 
FO': predicted FO 
Figure 4.1: Decision rules of FO predicition 
the energy of speech segment is smaller than (^ 2，the segment is treated 
as unvoiced or silence. 52 is found empirically according to the noise 
level. As it is treated as unvoiced or silence, the FO is undefined at that 
segment. If the energy of the speech segment is larger than 51，the speech 
segment is strongly believed that it is voiced. As most of the energy is 
contributed by speech signal, the accuracy of estimated FO is high. Thus, 
the estimated FO is taken as the correct FO. For a speech frame with 
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energy between 61 an S2, the reliability of the estimated FO is low. The 
estimated FO can be confirmed from the FO values of preceding frames. 
The pitch changed in speech is slow and steady due to the limitation 
of human speech production. Besides, if FO shows a declining trend at 
the preceding frames, the FO of current frame could be projected by the 
slope. If the projected FO is close to the estimated FO, the speech signal 
is treated as voiced and the estimated FO is used. If they are far from 
each other, FO is undefined for that segment. 
4.3.4 Smoothing 
To avoid the sudden pitch variation of speech signal, the FO contour is 
finally smoothed by a median filter and a moving-average filter. 
4.4 Performance evaluation 
Table 4.1 gives the performance of pitch estimation by comparing the 
automatic generated FO (AGFO) with the ground-truth FO (GTFO). The 
speech materials used for evaluation contain 120 Cantonese disyllable 
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OdB SNR 5dB SNR 
Both GTFO and AGFO do not exist 3 2 2 ^ 32071 
GTFO does not exist, but AGFO exists 645 §13 
Both GTFO and AGFO exist and their values match 17730 21783 
(FPE = 2.38Hz) (FPE = 2.03Hz) 
Both GTFO and AGFO exist and their values unmatch 1 1 9 4 1 2 8 6 
GTFO is exist but AGFO does not exist 7 1 ^ 2956 
‘ “ Total:丨 58909丨 58909 
Table 4.1: Performance of pitch estimation process in noisy environment. 
words recorded by two speakers. To obtain the noisy speech signals, 
speech-like noise is added to clean speech signals at different SNRs. For 
each words , the noise is extended 0.5 seconds before and after the clean 
speech signals. 
If the speech segment is voiced, FO exists. For the segments with 
unvoiced speech and in silence period, FO does not exist. For both 
the noisy conditions, only a small number of the unvoiced and silence 
segments are treated as voiced, while the majority is identified correctly. 
For voiced speech, 27.3% and 11.3% of computed FOs are treated as 
invalid at SNRs of 0 dB and 5 dB, respectively. For the voiced portion 
with valid FO, the pitch estimation accuracy is evaluated in terms of 
gross pitch error (GPE) and fine pitch error (FPE) (Rabiner et al., 1976). 
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GPE is the percentage error when the computed FO is not in the range 
of [GTFO - GTFO + s], where s is taken as 10 Hz in this study. For the 
computed FO within the range, FPE are computed, which is the value 
of the root mean square of the FO deviation. For the SNR at 0 dB, the 
GPE is 6.3% and FPE is 2.38 Hz. For the 5 dB SNR, GPE is 5.6% and 
FPE is 2.03 Hz. 
• End of chapter. 
Chapter 5 
Design of Listening Tests 
5.1 Speech Materials 
Cantonese disyllabic words are selected as the speech materials of the 
listening test. It is appropriate for tone recognition tests with a linguistic 
context. Ideally, the test needs many sets of disyllabic words that cover 
all of the six tones with the same segmental structures. However, given 
the lexical constraints of Cantonese, it is difficult to find even one set of 
such words. Therefore, each set of words used in this study are designed 
to include a pair of disyllabic words that cover two contrasting tone with 
the same segmental structures (Yuan et al., 2009). There are totally 30 
41 
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sets of words as listed in Table 5.1. Each set consists of four candidate 
words. The left two columns, denoted by MC_A and MC_B, carry the 
intended contrasting tones with the same segmental compositions. For 
example, in Set 1, /gingl lik6/ (經歷）and /ging2 lik6/ (警力）differ in 
the tones carried by the first syllables. Th right two columns, denoted by 
QC_A and QC_B, are used as distractors. They have same tone contrast 
as that between MC_A and MC_B, but have slightly different segmental 
compositions. For example, the distractors in Set 1 are /gungl lik6/ (功 
力）and /geng2 lik6/ (頸力）.As each set includes only one pair of tones, 
15 sets of words are required to include all combinations of the six basic 
tones. In the Table 5.1, the first 15 sets of words have contrasting tones 
on the first syllables, while the following 15 sets have contrasting tones 
on the second syllables. The 120 disyllabic words in Table 5.1 cover 90% 
of the Cantonese phonemes. 
The speech materials were recorded from native speakers of Hong 
Kong Cantonese. They were recorded in a sound-treated booth, and were 
digitized with a sampling frequency of 44.1 KHz and 16-bit resolution. 
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A set of four candidate words constitute an test item with 4-alternative 
forced choice (4AFC) format. Each of candidate words is tested once, 
and hence there are a total of 120 word stimuli in each test condition. 
Besides investigating tone recognition, the test results also facilitate to 
examine the correctness of perceived segmental information. Table 5.2 
shows all possible outcomes of the test. T-Seg and F-Seg denote correct 
and wrong identification of segmental structures, respectively. T-Torie 
and F-Tone denote correct and wrong identification of tone, respec-
tively. For instance, (T-Seg, F-Tone) means that segmental structure 
is correctly identified but the tone is wrong. The chance level for tone 
identification is 50%. The segmental structure score was based on the 
responses with correct segmental structure, which has the chance level 
of 37.5%. 
5.2 Testing modes 
In this study, all subjects are CI recipients. They are presented with 
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Recognized Candidate 
MC—A MC_B QC_A QC_B 
MC_A T-Seg,T-Tone T-Seg,F-Tone F-Seg,T-Tone F-Seg,F-Tone 
Presented MC—B T-Seg,F-Tone T-SegJ-Tone F-Seg,F-Tone F-SegJ-Tone 
Candidate QC_A F-SegJ-Tone F-Seg,F-Tone T-Seg,T-Tone F-Seg,F-Tone 
QC—B F-Seq,F-Tone F-SeqJ-Tone F-Seg,F-Tone T-Seg,T-Tone 
Table 5.2: Possible outcomes of word identification tests. T-Seg and F-Seg denote 
correct and wrong identification of segmental structures, respectively. T-Tone and 
F-Tone denote correct and wrong identification of tone, respectively. 
There are two different modes of stimuli generation and presentation as 
described below. 
5.2.1 Sound field mode 
In this mode, the subjects wear their own CI speech processors to listen 
to acoustical signals played from a loudspeaker. The acoustical signals 
are picked up by the microphone in external sound processor and con-
verted to electrical stimuli. The electrical stimuli are sent to the im-
planted electrodes via the coils. The tests take place in a quiet room. 
The subject is seated one meter away in front of the loudspeaker. At the 
beginning, a speech-like noise with the same RMS level as the speech 
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Stimuli was used to calibrate at a sound level of 65 dB SPL (normal con-
versation) at the subject's location. A computer software with graphical 
user interface is used to control the presentation of acoustical stimuli and 
collect responses from subjects. The details of the software was given in 
Section 5.3. 
5.2.2 Direct stimulation mode 
In this mode, the electrical stimuli are generated by software-implemented 
signal processing algorithms. They are presented via a streaming device 
to the subjects' internal implants. The streaming device was developed 
and manufactured by Cochlear Limited. The software for stimuli gen-
eration is the Nucleus MATLAB Toolbox (NMT). NMT is a collection 
of MATLAB software implementing the CI processing algorithms. It in-
cludes standard implementation of ACE strategy and used for the gener-
ation of CI stimuli from computer audio files. For the enhancing strategy, 
the standard algorithm is modified to incorporate periodicity-enhanced 
cues. In this mode, all electric stimuli are pre-computed and streamed 
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to the subjects' implants via the streaming device. The same computer 
software as in the sound field mode is used to control the presentation 
of electric stimuli and collect responses from subjects. 
5.3 Test Interface 
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Figure 5.1: Presentation and response interface for listening test. 
The listening tests are conducted in the 4-alternative forced choice 
(4AFC) format, and administrated and controlled by a computer soft-
ware with graphical user interface. The software runs on a window-based 
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touchscreen tablet. It is designed to present acoustical or electrical stim-
uli to the subject and collect subject's response to each stimulus. 
Each set of stimuli contain 120 disyllabic words as listed in Table 5.1. 
The presenatation order of stimuli is randomized without repetition. In 
each trial, subjects should click “播放” (PLAY) to activate the system 
presenting the acoustical stimulus or electric stimulus. The stimulus 
is presented only once, and no replay is allowed. After presenting the 
stimulus item, the four candidate words are displayed on the screen with 
randomized positions. Figure 5.1 gives an example of the display. The 
subject is asked to select the word that has been heard. The subjects are 
encouraged to make a guess if they are not sure about the correct answer. 
After getting a response, the system proceeds to the next stimulus. 
• End of chapter. 
Chapter 6 
Sound-field Tests 
In this chapter, the process and results of sound-field listening tests are 
presented. Ten postlingually deafened CI users took part in the tests. 
The subjects wore their own CI system to listen to the acoustical sig-
nals presented via a loudspeaker. The performances on word, segmental 
structure and tone identification are reported. 
49 
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6.1 Materials and Methods 
6.1.1 Subjects 
Ten postlingually deafened CI users participated in this study. Their 
brief demographic data are given in Table 6.1. All subjects are native 
speakers of Cantonese and over 18 years of age. They have at least 3 
months of experience in listening with CI. All of the subjects use the 
Nucleus CI systems by Cochlear Limited. The processing strategy in 
their speech processors is the ACE strategy. The subjects should have 
adequate speech recognition ability to perform the word recognition tasks 
in this study. 
With the assistance of ENT doctors and experienced audiologists, 
twelve subjects were invited to participate initially. Two of them were 
excluded after a pilot test session because of inappropriate demographic 
background. One of the excluded subjects is not a native speaker of 
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6.1.2 Signal processing and test stimuli 
The speech materials consist of the full set of disyllabic words as shown 
in Section 5.1. The stimuli were presented in the sound-field mode. 
Subjects wore their own CI systems to listen to the acoustical signals 
presented via a loudspeaker. 
6.1.3 Procedures 
Optional Mandatory Optional 
Training break (2 min) Training break (5 min) Jest break (2 min) jest 
Session 1 Session 2 Session 1 Session 2 
Figure 6.1: Procedure of listening test 
The flow of each test trial is shown as in Figure 6.1. Each test took 
about 2 hours including preparation and breaks. 
Test sessions 
There are two test sessions, each involving a stimuli set of 120 disyllable 
words. Sessions 1 uses the speech materials recorded from the male 
speaker, while session 2 uses the speech from the female speaker. The 
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presentation order of stimuli was randomized. The detailed procedures 
and test interface can be found in Section 5.3. 
Training session 
There are two training sessions, each having 30 stimuli. Sessions 1 uses 
the 30 disyllabic words (MC_A in set 1-15 and MC_B in set 16-30) 
as listed in Table 5.1. Sessions 2 involves another 30 disyllabic words 
(MC_A in set 16 - 30 and MC_B in set 1 - 1 5 ) . To minimize the learn-
ing effect, the speech for training was recorded from another male and 
female speakers. 
The procedures for training are similar to those in the test sessions, 
except that feedback is provided to the subjects. If the subject recognizes 
the word correctly, he/she would be informed that his/her answer is 
correct. However, if he/she chooses the wrong word, he/she would be 
notified and the interface would show him/her the correct word. The 
program then presents the recognized word and the presented word twice 
in order to help him/her distinguish the words. 
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6-2 Results 
• Male Voice H Female Voice 
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90.0% - J 
S 85.0% _ | B _ T 
g 80.0% • 丁 
75.0% - : 
70.0% • m m • ； 〜 
65.0% . 達 • • • ' 气 
• v.. •、:::;;,： • ： 
50.0% - I ~ ^ _ , _ ^ _ , _ ^ • — j _ , 
Word Segmental Structure Tone 
Figure 6.2: Percent correct word, segmental structure and tone identification in listen-
ing to clean speech in sound field mode. The results for female and male voices are 
shown in different color. 
The performances of speech recognition with male voice and female 
voice are examined. Figure 6.2 shows the percent correctness of word, 
segmental structure and tone identification. The performances on male 
voice are illustrated by dark-grey bars, and those on female voice are il-
lustrated by light-grey bars. Generally, the recognition accuracies are at 
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Figure 6.3: Percent correct word, segmental structure and tone identification in listen-
ing to clean speech in sound field mode. The results for target tone in first syllable 
and in second syllable are shown in different color. 
a fairly high level, i.e. above 70%. The chance levels for word, segmental 
structure and tone identification are 25%, 37.5% and 50% respectively. 
For segmental structure recognition, the performances on male and fe-
male voice are very close. Tone identification for female voice is less 
accurate than that for male voice, with a difference of 5,6%. The word 
identification is worse for female voice due to the poorer tone identifica-
tion. 
\ 
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Recognized Tone 
罢 1 [ 2 . 3 % 2 . 8 % 2.30/0 
p g g f e a w i.b%B;fiWaM 6.so/n 3.30/0 7.0% “ i .8% 
"S R 3 3 I 4.5% 0.5%i;hW.-t!ll 4.50/0 4 . 5 % " 5.5% 
c u p g a t u 1.3% 2.3% 1-^o/n 3.5% 
S l i F S H 1.5% 2.8�/O 4.3% 4.«o/n 
i l i i M I 3.5%| 1.8%I 5.3%| 3.0%! 2 .5%l :g i t l i l l 
Table 6.2: Tone confusion matrix in listening to clean speech in sound field mode. 
Figure 6.3 gives performances separately for the target tone on the 
first syllable (set 1 - 15) and on second syllable (set 16 - 30). The 
accuracies of tone identification are almost the same in these two cases. 
The segmental structure and word identifications for the target tone on 
the first syllable are better than those for the target tone in the second 
syllable. 
Table 6.2 shows the tone confusion matrix in the sound-field mode. 
The results for male and female voices are averaged. In general, the cor-
rectness of tone identification was over 80%. Among six basic tones, the 
accuracy for Tone 4 was the highest (90.5%). By contrast, the accuracies 
for Tone 2 and Tone 3 were the worst. Both of them were around 80% 
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• The confusion matrix is asymmetric. For example, if the presented 
tone is Tone 2, the tone error is very likely on Tone 3 and Tone 5. How-
ever, if the presented tone is Tone 3, the errors are distributed evenly on 
different tones. 
6.3 Discussion 
On the whole, the percentages of correct word, segmental structure and 
tone identification are well above the chance level. There is a tendency 
that tone identification for male voice is better than the female voice. 
This is consistent to the findings in Yuan et al. (2009). This phenomenon 
was probably due to the larger modulation depth for male voice than that 
for female voice. The TEPC include two to three harmonics for male 
voice, but only one harmonic for female voice. More harmonics provide 
deeper modulation, and thus tone information could be delivered more 
effectively. 
It is observed that a rising tone was frequently confused as a level 
tone with the same starting pitch level. For example, Tone 2 was taken 
CHAPTER 6, SOUND-FIELD TESTS 58 
as Tone 3. In the realization of Tone 2, the pitch of the utterance kept 
constant at the beginning and increased towards the end. The listeners 
probably missed the pitch rising for Tone 2 and took the Tone 3 as the 
recognized tone. This phenomena occurs also between the pair of Tone 
5 and Tone 6. 
• End of chapter. 
Chapter 7 
Evaluation of Tone-enhanced 
Strategy 
This chapter describes the listening tests in the direct-stimulation mode 
to evaluate the performance of the tone-enhanced strategy. Seven postlin-
gually deafened CI users took part in the tests. The pre-computed elec-
trical stimuli are presented to the internal implant via a research proces-
sor. Cantonese disyllable words identification with the standard strategy 
and the tone-enhanced strategy are compared. 
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7.1 Materials and Methods 
7.1.1 Subjects 
All the subjects who took part in the tests of Chapter 6 were invited. 
However, three of them (S03, SOS and S12) could not be tested in the 
direct-stimulation mode because of the incompatibility between their 
devices and the test platform. Thus, there were 7 subjects (4 male, 3 
female) in this study. 
7.1.2 Signal processing and test stimuli 
The clean speech signals are the same as those used in Chapter 6. The 
signals were resampled at 16 KHz. For each speaker, a speaker-specific 
speech-shaped noise signal was generated by shaping the spectrum of 
white noise to follow the average spectrum of all test words spoken by 
that speaker. By adding the noise to clean speech at different signal-to-
noise ratios (SNRs), several sets of noisy speech materials were gener-
ated. The SNR was controlled by fixing the root-mean-square intensity 
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level of speech signals and varying the noise level. 
The performance of tone-enhanced strategy was evaluated. The stim-
uli were presented in the direct-stimulation mode, as described in Section 
5.2.2. The electrical stimuli were pre-computed by software-implemented 
signal processing algorithms and streamed to the subjects' implants dur-
ing the tests. 
The electric stimuli from clean speech signals and noisy speech sig-
nals were pre-computed by the standard signal processing algorithm. 
All the subjects used the ACE strategy as their daily CI processing 
strategy. For the enhanced strategy, the FO trajectories of test stimuli 
were pre-computed from clean speech signals. This was done with the 
pitch estimation algorithm in PRAAT software (Boersma and Weenink, 
2009). The estimated FO values were manually checked and errors were 
corrected if appropriate. These FO trajectories were used in the en-
hanced strategy. The detailed implementation of the enhanced strategy 
was described in Section 3.3. 
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7.1.3 Procedures 
Each subject was required to attend three listening tests on different 
days. The first test uses clean speech materials with the standard ACE 
strategy. The second one uses noisy speech materials processed by the 
standard strategy. The third test uses noisy speech materials with the 
tone-enhanced strategy. The noise level depends on individuals and 
keeps unchanged for the same subjects over the last two sessions. Based 
on pilot tests on noisy speech at several SNRs, the noise level of five 
subjects was fixed at 0 dB SNR and that of the other two subjects was 
5 dB SNR. 
Each listening test involves four sessions, which took about 2 hours. 
The procedures are the same as in the sound-field mode as described in 
Section 6.1.3. 
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Figure 7.1: Correct word identification in listening to clean speech in sound field mode 
and in the direct-stimulation mode. The results of different subjects are shown sepa-
rately. 
7.2 Results 
Figure 7.1 compares the percentage correctness of word identification in 
the sound-field mode and the direct-stimulation mode. The results of 
different subjects are shown separately. The word identification rates of 
sound-field mode are illustrated by dark-grey bars, while those of direct-
stimulation mode are illustrated by light-grey bars. The data shows that 
the word correctness in two different modes are close to each other. 
Figure 7.2 depicts the percentage error distributions of clean speech 
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with standard strategy, noisy speech with standard ACE (StdACE) and 
noisy speech with tone-enhanced ACE (ToneACE). The results for male 
and female voices are shown in the upper and the lower panels respec-
tively. Each bar includes three types of errors. The grey label (F-Seg, 
T-Tone) represents the recognized word is wrong in segmental structure, 
but correct in tone. The white label (F-Seg, F-Tone) represents the case 
that the recognized word is wrong in both segmental structure and tone. 
The black label (T-Seg, F-Tone) represents the case that the recognized 
word is correct in segmental structure, but wrong in tone. The percent-
age error in tone identification is given by the sum of the percentage 
error of (F-Seg, F-Tone) and (T-Seg, F-Tone). The percentage error 
in segmental structure recognition is obtained by summing (F-Seg, T-
Tone) and (F-Seg, F-Tone). The percentage error in word identification 
is given by the sum of the percentage error of (T-Seg, F-Tone), (F-Seg, 
F-Tone) and (F-Seg, T-Tone). Across all conditions, the identification 
performance on female voice was worse than that on male voice. For 
male voice, the enhanced strategy in noisy condition reduced the tone 
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error from 17.4% to 14.4%. The percentage error of tone in clean speech 
condition is 11.3%. For female voice, the enhanced strategy improved the 
percentage error of tone from 29.7% to 21.8%, while the performance for 
clean speech material was 19.1%. For both voices, the enhanced strategy 
did not provide improvement for segmental structure identification. 
Figure 7.3 depicts the percentage error of tone identification. The 
results of different subjects are shown separately. The percentage error in 
tone identification by StdACE is illustrated by black bars, while that by 
Tone ACE is illustrated by white bars. The results shows that Tone ACE 
made 5 out of 7 subjects received improvement in tone identification 
on male voice. For female voice, the tone identification by Tone ACE 
was improved by 6 out of 7 subjects. Figure 7.4 depicts the percentage 
error of word identification by different subjects. The results shows 
that ToneACE provided improvement in word identification to 4 out 
of 7 subjects and 6 out of 7 subjects on male voice and female voice, 
respectively. 
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7.3 Discussion 
Figure 7.1 compares the percentage correctness of word identification 
in the sound-field mode and the direct-stimulation mode. The word 
correctness were close between two cases. It reflects that the subjects 
could adapt well to listen to electric stimuli via the streaming device. 
It confirms that the standard ACE strategy in the direct-stimulation 
mode functions properly and led to similar perceptual performance to 
the subjects' commercial processors. 
When the speech was masked by noise, the tone-enhanced strategy 
effectively reduced the tone errors. The enhanced strategy replaced the 
distorted TPC with a simple sinusoidal whose frequency followed the FO 
trajectory of the speech signal. This sinusoidal was amplitude-modulated 
with TEC with 100% modulation depth. The increased modulation 
depth and denoised periodicity in tone-enhanced strategy improved the 
tone perception of CI subjects. Note that the perception of segmen-
tal structure was not affected by the enhancement. Thus, the overall 
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word identification in enhanced strategy improved due to better tone 
recognition performance. 
In realistic acoustic environments, it is difficult to obtain accurate FO 
trajectory. One major practical problem is real-time FO estimation in re-
alistic acoustic environments. Although there have been many attempts 
to address the problem of robust FO estimation, most existing algorithms 
can handle only a limited range of noise conditions (Vandali et al, 2005; 
Wong et al., 2008). In this study, the FO trajectory of the speech signal 
was extracted from the original clean speech. Therefore the modified 
TEPCs optimally represent the FO information in the original speech. 
In practice, it is difficult to perform accurate real-time estimation of FO 
with the available computational power in CI processors, especially for 
noisy speech. However, it is noted that very precise FO contours may not 
be needed for tone perception. In Li and Lee (2007, 2008), it was shown 
that Cantonese tone contours could be approximated by simple linear 
movements without producing noticeable perceptual difference, Thus the 
FO estimation problem may be alleviated by using coarsely predicted 
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tone contours. In the coming chapter, the tone-enhanced strategy with 
coarsely predicted FO contour is evaluated. 
• End of chapter. 
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Figure 7.2: Comparison of percentage error distributions on standard strategy at quiet 
condition, standard strategy in noisy condition and tone-enhanced strategy in noisy 
condition. The results for female and male voices are shown in separate panels. The 
color grey represents the recognized word is wrong in segmental structure, but right 
in tone. The color white represents the recognized word is wrong in segmental struc-
ture and tone. The color black represents the recognized word is right in segmental 
structure, but wrong in tone. 
CHAPTER 7. EVALUATION OF TONE-ENHANCED STRATEGY 70 




0 35.0% ^ g 
； 3 0 . 0 % 1 I 
1 I n I - g — — I 
g 20.0% • • — — • ^ 
qJ 15.0% H ——H • — — H ~ 
E U i t I 押 
SOI S02 S04 SOS S06 SOS SIO 
50.0% 
45.0% 
40.0% n yn 
I 3S��/o - I I • t 
I 30.0% B n • ~ • ^ 
m 25.0% • ~ — — • • • — £ 
_ _ _ 
0.0% 4—™I • ~ I • ~ I • I 圓~~ I • ~ I •“1—1 
SOI S02 S04 SOS S06 508 SIO 
Subjects 
Figure 7.3: Percentage error in tone identification. The results of different subjects are 
shown separately. 
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Figure 7.4: Percentage correctness of word identification. The results of different sub-
jects are shown separately. 
Chapter 8 
Use of Automatically Generated FO 
Contour 
This chapter evaluates the effects of pitch estimation error on the tone-
enhanced strategy. The FO contours used in Chapter 7 are extracted 
from clean speech materials and assumed to have no error. However, for 
real-time applications, the FO contours are acquired from noisy speech 
signal and estimation errors are inevitable. This chapter is to evaluate 
the effect of imperfect FO on the performance of tone-enhanced strategy. 
The FO contours used for the test are extracted from noisy speech signal 
with the method described in Chapter 4. 
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8.1 Materials and Methods 
All the subjects who took part in the tests of Chapter 7 participated 
in the test. This test is performed in the direct-stimulation mode. The 
electric stimuli from noisy speech signal were pre-computed by the tone-
enhanced ACE strategy with coarsely estimated FO contours. 
The test involves four sessions, which totally took about 2 hours. The 
procedures are identical to Section 6.1.3. However, the electric stimuli 
used in training sessions are generated by the tone-enhanced strategy 
with ground truth FO contour. It is because the imperfections of FO 
contours may make the subjects feel difficult to recognize the words, 
and hence not suitable for training. In order to help subjects adapt to 
the test procedures, training sessions are still provided and ground truth 
FO contour is used as a substitute for coarsely FO contour in the training 
session. 
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8.1 Materials and Methods 
Figure 8.1 shows the percentage error distributions given by the standard 
ACE strategy, denoted as StdACE, tone-enhanced ACE with ground 
truth FO contours, denoted as ToneACE 1，and tone-enhanced ACE 
strategy with coarse FO contours, denoted as ToneACE 2. The tests for 
different strategies were performed under the same noisy condition. For 
male voice, ToneACE 2 reduces the percentage error of tone identifica-
tion from 17.3% to 15.4%, while that of ToneACE 1 is 14.4%. However, 
the percentage error rate of segmental structure identification is worse 
in ToneACE 2 than in StdACE. The accuracies of word identification 
by ToneACE 2 has only a little improvement compared to StdACE. 
The percentage error rate of word identification drops by 0.7%. For fe-
male voice, the percentage error of tone identification by ToneACE 2 
is improved from 29.7% to 26.5%, while that of ToneACE 1 is 21.8%. 
Compared with StdACE, ToneACE 2 does not provide improvement on 
segmental structure identification. The percentage error rate of word 
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identification in ToneACE2 is reduced from 42.9% to 41.0%, while that 
of ToneACE 1 is 36.9%. 
Figure 8.2 shows the percentage correctness of tone identification. 
The results of different subjects are shown separately. The percent-
age correctness of tone identification by StdACE is illustrated by black 
bars. The accuracies by ToneACE 1 and ToneACE 2 are illustrated by 
white bars and dark-grey bars, respectively. The results show that the 
performances of the tone-enhanced strategies vary greatly among sub-
jects. Compared with StdACE, ToneACE 1 made most of the subjects 
receive better scores in tone identification both on male voice and on 
female voice. With the ToneACE 2, the majority of these subjects also 
attained better tone identification than with StdACE. However, the de-
gree of improvement is reduced when the enhanced strategy uses coarse 
FO contour instead of ground truth FO contour. 
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8.1 Materials and Methods 
Compared with StdACE, both ToneACE 1 and ToneACE 2 give improve-
ment on Cantonese word recognition both on male voice and on female 
voice. However, ToneACE 2 gives less improvement than ToneACE 1. 
The performance of ToneACE 2 is close to that of StdACE rather than 
that of ToneACE 1. It reflects that the FO contours used in ToneACE 2 
indeed play a role. There are two possible reasons. The first reason may 
be that the FO errors of voiced segments lead wrong identification on 
tone though the GPE of the contours is very low ( � 6 % ) in both noisy 
condition. The other reason may be that 27.3% and 11.3% of voiced 
segments at 0 dB and 5 dB SNRs are treated as unvoiced or silence. For 
these speech segments, ToneACE 2 keeps the electric stimuli unmodified. 
It is observed that not all the subjects benefit tone recognition from 
the enhanced strategies, even if the ground-truth FO contour is used. 
By using coarse FO contours, fewer subjects attained improvement in 
tone identification. However, for those who receive better scores in tone 
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identification by ToneACE 2, they are consistently receive better scores 
by ToneACE 1. 
• End of chapter. 
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Figure 8.1: Comparison of percentage error distributions on standard ACE strategy, 
tone-enhanced ACE with ground truth FO contour, denoted as ToneACE 1, and tone-
enhanced ACE strategy with coarse FO contour, denoted as ToneACE 2. All tests 
are in the same noisy condition. The results for female and male voices are shown in 
separate panels. 
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Chapter 9 
Conclusions 
I. This thesis is focused on Cantonese, which has a complicated tone 
system. Research on Cantonese tone perception by Cochlear im-
plantees has been quite limited. In this study, postlingually deaf-
ened CI users participated into the listening tests. In the sould-field 
mode, the subjects wore their own CI systems to listen to acousti-
cal signal via a loudspeaker. The results show that the accuracies 
of word, segmental structure and tone identification on both male 
voice and female voice are high. All are above 70%, which are much 
higher than the chance levels. The performances on female voice 
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are generally worse than that on male voice, which is consistent to 
the findings in Yuan et al. (2009). Tone confusion matrix has been 
investigated. All the tones have high accuracies, all above 80%. It 
is found that the confusion is asymmetric. It has a tendency that 
a rising tone is easily confused as a level tone. For example, Tone 
2 is easily recognized as Tone 3. This occurs also between the pair 
of Tone 5 and Tone 6. 
II. This is the first study on evaluating the effect of enhancing tem-
poral periodicity cues on Cantonese speech recognition by cochlear 
implantees in noisy environment. The tests have been done in direct 
stimulation mode. In this mode, the electric stimuli are generated 
by software-implemented algorithms. They are presented via a re-
search processor to the subjects' implants. As the subjects have 
different settings in their daily strategies, the algorithm should be 
tuned and verified to match these settings. By using the electric 
stimuli generated from clean speech materials, listening tests were 
performed. The results shows the performances of word identifi-
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cation in sound-field mode and direct stimulation mode are close 
to each other. It reflects that the subjects adapt well to listen to 
electric stimuli through the research processor. 
When noisy speech materials are used, the percentage correctness 
of word recognition on male voice drops from 78.7% to 69.3%, and 
that on female voice drops from 72.3% to 57.1%. The perception of 
periodicity and spectral cues such as formant by cochlear implantees 
are degraded by background noise. 
To improve tone perception in noisy environment, a signal process-
ing strategy that enhances temporal periodicity of speech was devel-
oped and implemented on real CI systems. The tone-enhanced ACE 
strategy is modified based on ACE strategy. The original TEPCs 
are low-pass filtered at 20Hz to extract TEC and then amplitude-
modulated with a sinusoidal wave, whose frequency follows that 
of speech. The modulation index is 100%. When ground-truth FO 
contour is used, the tone-enhanced strategy provides better percent 
correctness in tone identification and keeps the accuracy of segmen-
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tal structure identification unchanged. Hence, the tone-enhanced 
strategy leads to better word recognition performance. It reflects 
that by providing a clearer and simplified TEPC to the listeners, 
the tone perception performance could be improved. 
III. In realistic hearing environment, it is difficult to obtain FO contours 
precisely. This thesis examined the effect of tone enhancement when 
the FO contour is not perfect. The FO contours are generated au-
tomatically from noisy speech signals. It is done by a conventional 
pitch estimation method. When the tone-enhanced strategy uses 
this FO contour for enhancement, it could provide a limited de-
gree of improvement for Cantonese speech recognition. It may be 
caused by the errors of FO contours existing in the voiced segments. 
The other reason may be that about 20% of voiced segments of the 
speech signal are unmodified because they are treated as unvoiced 
or silence in the process for the generation of FO contour. 
The results show that coarse FO contours used in the experiment are 
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not adequate to provide improvement on tone recognition with the 
tone-enhanced CI strategy. It is suggested to develop tailor-made 
pitch estimation algorithms to deal with different noisy scenarios. 
The performance of speech recognition under these noisy condition 
should be further studied. 
• End of chapter. 
Appendix A 
LSHK Cantonese Romanization 
Scheme 
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Initals (Onsets) “ 
b p m f 
d t n I 
g k ng h 
gw kw w 
Z c s j 
* Null initial is not represented. 
Figure A.l : The Cantonese Initials, labeled in the Jyut-Ping scheme. (LSHK, 1997) 
Finals (Nucleus + Coda) “ 
‘ iP it ik im In ing iu 
yu yut yun 
u up ut uk urn un ung ui 
e ep et ek em en eng ei eu 
eot eon eoi 
oe oet oek oeng 
o ot ok on ong oi ou 
ap at ak am an ang ai 3u 
^ aap aat aak aam aan aang aai aau 
Figure A.2: The Cantonese Finals, labeled in the Jyut-Ping scheme. (LSHK, 1997) 
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Figure A.3: Schematic description of Cantonese tones 
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