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中文摘要
一般時間序列分析方法是建立於線性模式之假設上；然而一般水文序列雖經
過複雜之轉換仍無法得到良好的模擬及預測之效果。過去曾有多位學者提出如高
階頻譜分析等方法研究非線性時序之特徵，藉以與線性模式區別。本研究主要目
的在於運用「序列分離理論」探討線性與非線性模式結構之差異。根據「序列分
離理論」，時間序列可視為「邊際分布」與「級值序列」兩資料所組成。本研究
利用「序列分離理論」產生線性模式與非線性模式之合成資料並探討其 ACF 與
序列邊際分布偏態係數(Cs)之關係。
關鍵字：非線性時序；序列分離法；自相關函數
Abstract
Most of time series analysis methods are based on an assumption of linear 
models. However, most observed time series are very complicated or non-linear. In 
the past, higher-order spectral methods have been developed to distinguish the 
non-linear time series from linear time series. The objective of this study is to use the 
time series decomposition method to examine the difference between the linear and 
non-linear time series. According to the results of synthetic data of linear and 
non-linear models generated in this study, the autocorrelation function is more 
attenuated as the time series is more skewed.
Key words：Non-linear  time ser ies；Time ser ies decomposition method；
Autocorrelation function
緣起與目的
前言
    水文時間序列之序率模式對於水資源
系統的規劃、設計與操作有重要的影響。
一般時間序列分析方法是建立於線性模式
之假設上；然而一般水文序列雖經過複雜
之轉換仍無法得到良好的模擬及預測之效
果。過去曾有多位學者提出如高階頻譜分
析等方法研究非線性時序之特徵，藉以與
線性模式區別。另根據虞及莊(2000)提出
「序列分離理論」，時間序列可視為由「邊
際分布」與「級值序列」兩種資料所組成。
楊(2001)進一步驗證其理論，證實級值序
列控制資料之模式架構特性。為進一步了
解「序列分離理論」應用於非線性模式之
可行性，本研究嘗試應用「序列分離理論」
探討線性及非線性模式結構之差異。
文獻回顧
   過去對非線性時間序列模式之探討，較
顯著者有 Subba Rao(1981)與 Granger 及
Andersen(1978)討論一參數具隨機之自迴
歸模式稱為雙線性模式(Bilinear Model)；
Garbade(1977) 之隨機係數自迴歸模式
(Random Coefficient Autoregressive Model)
簡稱 RCA 模式；虞及林(1996，1997)曾探
討此二模式於水文資料之運用。亦曾有多
位學者提出各種方法研究非線性時序之特
徵，藉以與線性模式區別，例如：Priestley 
(1978)和 Subba Rao(1981)發展出非線性
時間序列結構的推估理論；Hinich(1979) 
提出一高階頻譜分析方法判別非線性模
式。本研究根據虞及莊(2000)所提序列分
離理論為基礎，對於線性模式與非線性模
式，做進一步探討。
研究目的
    本研究主要目的在於運用「序列分離
理論」探討線性與非線性模式結構之差
異。根據「序列分離理論」，時間序列可視
為「邊際分布」與「級值序列」兩資料所
組成。並且由楊(2001)之結果可得，非常
態時間序列之自相關係數(ACF)絕對值較
常態時間序列為小。因此，本研究利用「序
列分離理論」產生線性模式與非線性模式
之合成資料探討其 ACF 與序列邊際分布
偏態係數(Cs)之關係，並根據其 ACF 與邊
際分布 Cs 之關係，提出一種偵測線性與
非線性模式的方法。
研究方法
本研究選用線性與非線性模式，以探
討線性與非線性模式特性差異。其中，線
性模式部份包含 AR(1)、AR(2)、MA(1)、
MA(2)、ARMA(1,1)模式，而非線性模式
部份則選取了雙線性模式以及 RCA 模式
作為研究對象。
研究中以傳統方法產生之原始資料大
致可分為四個部份，即按線性及非線性模
式，模式噪音項之常態噪音項(Cs=0)及非
常態噪音項(Cs=2；Cs=-2)等分類。
為探討線性模式與非線性模式間之差
異，因此分別利用線性模式與非線性模式
共 11 組產生合成資料，以進行下列分析：
1. 針對各模式繁衍合成資料，其中噪
音 項 之 產 生 利 用 近 似 分 布 予 平均
值 0，變異數 1 及特定偏態係數
Cs(Cs=0，+2，-2)，以代入模式產生
原始資料 100 組。以下近似分布以
A(μ,σ2, Cs)表示。本步驟所使用之
噪音項分布特性分別為 A(0,1,0)，
A(0,1,2)，A(0,1,-2)。
2. 應用「序列分離理論」之合成資料
繁衍法，每一組原始資料各產生 100
組邊際分布 A(0,1,Cs)，其中 Cs= -3, 
-2, -1, 0, 1, 2, 3 之合成資料。
3. 步驟 2 每一模式有 100 組原始資
料，而每一組原始資料進一步繁衍
100 組合成資料，因此每一模式根據-1-
「序列分離理論」共產生一特定 Cs
值下之 10000 組合成資料，其邊際
分布為 A(0,1,Cs)。
4. 求得此 10000 組合成資料之自相關
函數(ACF)平均值，稽延 k 取至資料
樣本數之 1/3，藉以觀察合成資料之
ACF 與其邊際分布 Cs 值之變化關
係。
5. 因合成資料間彼此 ACF 差距微
小，為進一步突顯其差距，本研究
取各稽延 ACF 之平方和以進行比
較。
6. 比較線性模式與非線性模式於合成
資料邊際分布 Cs 值與 ACF 平方和
之關係，以此結果做為本研究分析
線性與非線性模式之依據。
結果與討論
    本研究主要目的在於利用序列分離理
論以探討線性模式與非線性模式合成資料
邊際分布 Cs 與 ACF 的關係。以下就合成
資料 ACF 特性之歸納結果加以說明。
線性與非線性模式於 ACF 特性之歸納
    根據本研究所選取出之線性模式與非
線性模式，經由本研究方法進行分析，可
得線性模式與非線性模式於不同 Cs 值下
ACF 之關係。附表 1~附表 2 為各模式合成
資料於不同 Cs 值下之 ACF 平方和數值大
小，分別說明線性模式結果(列於附表 1)；
非線性模式結果(列於附表 2)。且線性及非
線性模式於不同 Cs 值下 ACF 平方和數值
順序趨勢，可見附圖 1~附圖 3，其圖中之
ACF 平方和值皆減去邊際分布 Cs=0 之
ACF 平方和之值，即以 Cs=0 時之 ACF 平
方和為 0。因此，可歸納出線性模式與非
線性模式於合成資料之 ACF 平方和的差
異特性。
1.線性模式
依附圖1所列ACF之大小順序與
Cs 值之關係可得，線性模式不論加上
常態噪音項亦或非常態噪音項，於合
成資料上可得一規律表現，即合成資
料隨著偏態的增加，其 ACF 平方和愈
小，不論正偏態如此，負偏態亦然。
2.非線性模式
    非線性模式依附圖 2~附圖 3 所
列，於不同偏態合成資料便無同線性
模式般那樣具有規律。
依據此線性模式與非線性模式於合
成資料上的差異特性，便可做為本研
究鑑別線性與非線性模式時之依據。
綜合上述線性及非線性模式於 ACF
特性趨勢，得 ACF 僅於模式之線性與非線
性上與邊際分布 Cs 值有變化關係，然而
於常態與非常態噪音項上，則無法直接判
斷。
結論
傳統上，線性及非線性模式之判定須
借助於高階頻譜分析。本研究根據「序列
分離理論」產生合成資料，歸納線性模式
與非線性模式間，其合成資料 ACF 與邊際
分布 Cs 值之關係，線性模式隨著 Cs 絕對
值的增加，其 ACF 平方和愈小，不論正偏
態或負偏態皆呈現同一趨勢；至於非線性
模式則無此規律。本研究未來將利用合成
資料進一步驗證前述所歸納之 ACF 特性
為線性及非線性模式判定方法，研擬出合
適之判定準則，以求能進一步應用於實測
資料之研究。
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附表 1  線性模式之合成資料於不同邊際分布A(0,1,Cs=-3,-2,-1,0,1,2,3)之ACF平
方和
Cs=-3 Cs=-2 Cs=-1 Cs=0 Cs=1 Cs=2 Cs=3
AR(1) 1.2638 1.2948 1.3203 1.3304 1.3185 1.2992 1.2689
AR(2) 2.2042 2.3099 2.3829 2.4093 2.3790 2.3216 2.2233
MA(1) 1.1482 1.1826 1.2215 1.2451 1.2296 1.2065 1.1766
MA(2) 1.0738 1.0888 1.1052 1.1151 1.1086 1.0986 1.0850
常態噪音項
μ=0
σ2=1
Cs=0
ARMA(1,1) 1.5596 1.6136 1.6534 1.6681 1.6518 1.6214 1.5694
AR(1) 1.3018 1.3339 1.3565 1.3587 1.3308 1.2949 1.2496
AR(2) 2.2277 2.3289 2.3980 2.4219 2.3906 2.3313 2.2307
MA(1) 1.1495 1.1842 1.2231 1.2450 1.2284 1.2054 1.1767
MA(2) 1.0642 1.0782 1.0969 1.1152 1.1179 1.1130 1.1027
非常態噪音項
μ=0
σ2=1
Cs=2
ARMA(1,1) 1.5758 1.6285 1.6665 1.6800 1.6614 1.6280 1.5744
AR(1) 1.2464 1.2947 1.3430 1.3767 1.3763 1.3584 1.3246
AR(2) 2.2099 2.3190 2.3979 2.4320 2.4081 2.3548 2.2585
MA(1) 1.1434 1.1772 1.2173 1.2434 1.2297 1.2087 1.1813
MA(2) 1.0989 1.1118 1.1204 1.1163 1.1009 1.0885 1.0754
非常態噪音項
μ=0
σ2=1
Cs=-2
ARMA(1,1) 1.5669 1.6257 1.6709 1.6903 1.6780 1.6501 1.5973
附表 2  非線性模式之合成資料於不同邊際分布 A(0,1,Cs=-3,-2,-1,0,1,2,3)之 ACF
模
式
Noise
Cs
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平方和
Cs=-3 Cs=-2 Cs=-1 Cs=0 Cs=1 Cs=2 Cs=3
BL(1,0,1,1)_1 1.1523 1.1941 1.2558 1.3496 1.4134 1.4334 1.4328
BL(1,0,1,1)_2 1.0783 1.1141 1.1780 1.2957 1.4048 1.4535 1.4707
BL(1,0,1,1)_3 1.0592 1.0835 1.1254 1.2002 1.2824 1.3264 1.3468
RCA(1)_1 1.0160 1.0156 1.0143 1.0131 1.0133 1.0136 1.0140
RCA(1)_2 1.0189 1.0171 1.0142 1.0121 1.0130 1.0142 1.0156
常態噪音項
μ=0
σ2=1
Cs=0
RCA(1)_3 1.0462 1.0450 1.0415 1.0382 1.0391 1.0406 1.0419
BL(1,0,1,1)_1 1.1436 1.1826 1.2393 1.3217 1.3689 1.3754 1.3661
BL(1,0,1,1)_2 1.0338 1.0568 1.1028 1.1920 1.2757 1.3135 1.3241
BL(1,0,1,1)_3 1.0110 1.0183 1.0365 1.0806 1.1391 1.1711 1.1792
RCA(1)_1 1.0115 1.0113 1.0107 1.0104 1.0104 1.0108 1.0111
RCA(1)_2 1.0100 1.0091 1.0078 1.0073 1.0077 1.0086 1.0096
非常態噪音項
μ=0
σ2=1
Cs=2
RCA(1)_3 1.0305 1.0303 1.0288 1.0279 1.0280 1.0287 1.0291
BL(1,0,1,1)_1 1.1025 1.1449 1.2124 1.3173 1.3953 1.4236 1.4252
BL(1,0,1,1)_2 1.0715 1.1086 1.1775 1.3136 1.4437 1.5025 1.5307
BL(1,0,1,1)_3 1.1983 1.2293 1.2746 1.3501 1.4464 1.5072 1.5456
RCA(1)_1 1.0194 1.0208 1.0204 1.0185 1.0208 1.0225 1.0231
RCA(1)_2 1.0270 1.0273 1.0252 1.0223 1.0260 1.0295 1.0318
非常態噪音項
μ=0
σ2=1
Cs=-2
RCA(1)_3 1.0602 1.0626 1.0610 1.0572 1.0628 1.0675 1.0697
模
式
Noise
Cs
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附圖 1 線性模式之合成資料於不同邊際分布 A(0,1,Cs=-3,-2,-1,0,1,2,3)下之平均
ACF 平方和之關係圖，以邊際分布 Cs=0 之平均 ACF 平方和為 0
at ~ N(0,1)
at ~ A(0,1,Cs=2)
at ~ A(0,1,Cs=-2)
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附圖 2 非線性模式— Bilinear Model 之合成資料於不同邊際分布
A(0,1,Cs=-3,-2,-1,0,1,2,3)下之平均 ACF 平方和之關係圖，以邊際分布
Cs=0 之平均 ACF 平方和為 0
at ~ N(0,1)
at ~ A(0,1,Cs=2)
at ~ A(0,1,Cs=-2)
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附圖 3 非線性模式— RCA Model 之合成資料於不同邊際分布
A(0,1,Cs=-3,-2,-1,0,1,2,3)下之平 均 ACF 平方和之關係圖，以邊際分布
Cs=0 之平均 ACF 平方和為 0
at ~ N(0,1)
at ~ A(0,1,Cs=2)
at ~ A(0,1,Cs=-2)
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