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ABSTRACT
This paper studies the asymptotic performance of maximum-
a-posteriori estimation in the presence of prior information.
The problem arises in several applications such as recovery
of signals with non-uniform sparsity pattern from underdeter-
mined measurements. With prior information, the maximum-
a-posteriori estimator might have asymmetric penalty. We
consider a generic form of this estimator and study its per-
formance via the replica method. Our analyses demonstrate
an asymmetric form of the decoupling property in the large-
system limit. Employing our results, we further investigate
the performance of weighted zero-norm minimization for re-
covery of a non-uniform sparse signal. Our investigations il-
lustrate that for a given distortion, the minimumnumber of re-
quired measurements can be significantly reduced by choos-
ing weighting coefficients optimally.
Index Terms— Maximum-a-posteriori estimation, com-
pressive sensing, weighted norm minimization, decoupling
property, replica method
1. INTRODUCTION
The problem of estimating x ∈ XN , for some X ⊂ R, from
y = Ax+ z, (1)
with A ∈ RK×N and z ∼ N (0, λ0IK), arises in various ap-
plications. In presence of prior information, the Maximum-
A-Posteriori (MAP) estimation approach might deal with an
asymmetric penalty term appearing due to the non-identical
prior distributions. In this paper, we intend to investigate the
asymptotic performance of this class of estimators which en-
closes several reconstruction schemes in signal processing.
Particular examples of these estimators are the weighted
norm minimization schemes [1] in compressive sensing [2,3]
which are employed for recovery of signals with non-uniform
sparsity patterns. In this problem, the signal consists of mul-
tiple sparse blocks whose sparsity factors are different. A
restricted class of such non-uniform sparse settings, in which
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the signal support is partially known, was addressed in [4],
and the modified-CS scheme was proposed for signal recov-
ery. Weighted ℓ1-norm minimization was further invoked in
[5] for non-uniform sparse recovery in which different blocks
of signal samples have different sparsity factors. More gen-
eral settings were investigated in recent studies; see [6–11]
and the references therein.
Due to the nonlinear nature of the MAP estimator, ba-
sic tools fail to investigate its large-system performance. Sev-
eral studies thus invoked the replica method for investigation.
This method was developed for analysis of spin glasses [12]
in the physics literature and accepted as an efficient mathe-
matical tool in information theory; e.g., [13]. Themethod was
moreover employed to investigate the performance of vari-
ous recovery schemes in large compressive sensing systems
[14–17]. For non-uniform sparse models, the method was
employed in [18] to study the performance of weighted ℓ1-
norm minimization recovery considering noise-free measure-
ments. In this paper, we consider a generic class of estimators
which includes formerly studied schemes such as weighted
ℓ1-normminimization and also encloses several other settings
whose performances have not yet been addressed in the liter-
ature. Invoking our results we derive an asymmetric version
of the MAP decoupling principle which extends the results
of [19, 20] to a larger class of estimators.
2. PROBLEM FORMULATION
Consider (1) with K/N = α < ∞ as N ↑ ∞. Let [N ] :=
{1, . . . , N} be partitioned into disjoint subsetsNj for j ∈ [J ].
J is assumed to be fixed and bounded meaning that J/N ↓ 0
as N grows large. The signal xN×1 is divided into J blocks.
The block j is denoted by Bj(x) and contains entries whose
indices are in Nj , i.e., Bj(x) := {xn : n ∈ Nj}. We use the
notation j(n) to denote the index of the block to which xn
belongs, i.e., xn ∈ Bj(n)(x). The entries of x are indepen-
dent, and xn ∼ pj(n)(xn; ρn) where {ρn} is a deterministic
sequence over [N ]. The signal is reconstructed from y as
xˆ = argmin
v∈Xn
1
2λ
‖y −Av‖2 + u(v; c) (2)
where λ is the estimation parameter, cN×1 contains weight-
ing coefficients {cn}, and u(v; c) is a penalty function with
decoupling property, i.e., there exist {uj(vn; cn)} such that
u(v; c) =
N∑
n=1
uj(n)(vn; cn). (3)
A is assumed to be random, such that J = ATA = UDUT
with U being Haar distributed and D denoting the diagonal
matrix of eigenvalues. A trivial example is a matrix with in-
dependent and identically distributed (i.i.d.) entries. The em-
pirical distribution of eigenvalues whenN ↑ ∞ is denoted by
pJ(λ). For this distribution, the Stieltjes transform is given by
GJ(s) = E
{
(λ− s)−1} where λ ∼ pJ(λ), and the R-trans-
form is defined as RJ(ω) := G
−1
J
(−ω) − ω−1 with G−1
J
(·)
being the inverse with respect to (w.r.t.) composition.
The setting recovers several problems in signal processing.
An example is recovery of non-uniform sparse signals from
noisy measurements in compressive sensing: Let J = 1 and
p1(xn; ρn) = ρnq(xn) + (1− ρn)δ(xn) (4)
for some distribution q(xn). Then, x models a sparse signal
with non-uniform sparsity pattern whose non-zero entries are
distributed with q(xn). Consequently, by setting u(vn; cn) =
cn|vn|, the estimator reduces to the weighted ℓ1-norm mini-
mization recovery scheme. For λ0 = 0, the setup recovers the
formerly studied noise-free case, e.g., [5, 8, 18], when λ ↓ 0.
In order to quantify the large-system performance of this
setting, we define the weighted distortion as follows.
Definition 1 (Weighted Distortion): Let wN×1 enclose the
coefficients {wn}. The weighted distortion w.r.t. the distor-
tion function d(·; ·) for a givenw reads
D(x; xˆ|w) := 1
N
N∑
n=1
wnE {d(xn; xˆn)}. (5)
Moreover, the asymptotic weighted distortion is given by tak-
ing the limit N ↑ ∞, i.e., Dw := limN↑∞D(x; xˆ|w).
The weighted distortion recovers various forms of recov-
ery distortions. For instance, settingwn = 1 and d(xn; xˆn) =
|xn − xˆn|2, Dw determines the asymptotic Mean Square Er-
ror (MSE). Moreover, it evaluates the average error probabil-
ity by setting d(xn; xˆn) = 1 {xn = xˆn} with 1 {·} being the
indicator function. The main goal of this study is to derive the
weighted distortion in its generic form when N grows large.
3. ASYMPTOTIC PERFORMANCE
Invoking the replica method, Dw is derived in a closed form.
The derivations are briefly sketched in Section 5. For the sake
of compactness, we state the basic form of the result known
as the “Replica Symmetry (RS) solution”. Our derivations
are however in a general form enclosing “Replica Symmetry
Breaking (RSB) solutions”.
3.1. Asymptotic Weighted Distortion
Dw in the large-system limit can be expressed in terms of an
equivalent scalar system. For j ∈ [J ], we define the scalar
estimator gdecj (·; c) which for given c and θ reads
gdecj (y; c) = argmin
v∈X
1
2θ
(y − v)2 + uj(v; c) (6)
gdecj (y; c) represents a estimator which recovers a scalar from
the single measurement y using the one-dimensional form of
MAP formulation in (2) with the weighting coefficient c and
estimation parameter θ. In order to state the result, we more-
over define the effective noise variance θ0 and the equivalent
estimation parameter θ for some scalars χ and p as
θ =
[
RJ(−χ
λ
)
]−1
λ (7a)
θ0 =
[
RJ(−χ
λ
)
]−2 ∂
∂χ
[
(λ0χ− λp)RJ(−χ
λ
)
]
(7b)
where RJ(·) denotes the R-transform of pJ(t) defined in the
previous section. One should note that θ and θ0 are controlled
by χ and p and are functions of the true estimation parameter
λ, statistics ofA and the true noise variance λ0.
Proposition 1: Let zdec ∼ N (0, θ0), and for each n ∈ [N ],
define the decoupled estimation gn as
gn := g
dec
j(n)(xn + z
dec; cn). (8)
Then, under some assumptions1, Dw is given by
Dw = 〈wn E {d (xn; gn)}〉[N ] (9)
where we define 〈f(an)〉N := |N|−1
∑
n∈N f(an). The vari-
ables p and χ which determine θ and θ0 are moreover calcu-
lated from the fixed-point equations
p =
〈
E
{
(gn − xn)2
}〉
[N ]
, (10a)
θ0
θ
χ =
〈
E
{
(gn − xn) zdec
}〉
[N ]
. (10b)
Proof: The proof is briefly sketched in Section 5. The details
of the proof, however, are skipped due to the page limitation.
3.2. Asymmetric Decoupling Property
Proposition 1 determines the asymptotic weighted distor-
tion by averaging the scalar systems shown in Fig. 1 over n
w.r.t. w. In fact by setting xn = xn and xˆn = gn in this
diagram, one observes that Dw is the weighted average of
input-output distortions. These scalar systems can be further
shown to describe input-output marginal distributions. This
1These assumptions are mainly replica continuity and the replica symme-
try which are later introduced in Section 5.
+ gj(n)(·; cn)
xn yn xˆn
zdec
Fig. 1: Asymmetric Decoupling Property: The decoupled systems
are dependent on the index n in general.
observation states that the estimator exhibits the decoupling
property in the large-system limit. To illustrate this property,
let us denote the marginal joint distribution of (xˆn, xn) with
qN (xˆn, xn) where the subscript indicates the dependency of
the distribution on N . The asymptotic decoupling property
mainly claims that as N grows, qN (xˆn, xn) converge to a
deterministic distribution described by the input-output dis-
tribution of the scalar system in Fig. 1. The previously studied
forms of the property, e.g., [19, 20], have considered iden-
tically distributed source entries, i.e., pj(n)(·; ρn) = p(·; ρ)
and uj(n)(·; cn) = u(·; c) for some constants ρ and c. For
this case, the limiting distribution is shown to be independent
of n, and thus, the equivalent scalar systems are the same.
The decoupled system derived in this paper, however, can
vary from one index to another. We therefore refer to this
form of decoupling as the “asymmetric decoupling property”
which recovers the previous “symmetric” forms. The prop-
erty is stated in the following. The proof follows the moment
method and takes a similar path as in [16] with some modifi-
cations. It is however omitted for the sake of compactness.
Asymmetric Decoupling: For n ∈ [N ], (xˆn, xn) converges
in distribution to the pair (xˆn, xn) in Fig. 1 with gdecj (·; cn)
and zdec being given in Proposition 1.
4. APPLICATIONS OF THE MAIN RESULTS
The asymptotic results presented in Section 3 can be em-
ployed to investigate various estimation problems. In the se-
quel, we give some examples in compressive sensing.
4.1. Recovery of Non-uniform Sparse Signals
Stochastic signals with non-uniform sparsity patterns are de-
scribed by our setting when J = 1 and the signal entries xn
are distributed as in (4). Several recovery schemes, some of
which have not been addressed in the literature, can then be
investigated by choosing corresponding utility functions. A
trivial approach is to let the utility function be
u(v; c) =
N∑
n=1
cn|vn|p. (11)
Using Proposition 1, the large-system performance of these
recovery schemes can be studied w.r.t. various forms of dis-
tortions. Moreover, the optimal choices for {cn} can be found
in terms of the priors {ρn}, such that the average distortion
is minimized. This investigation widens the scope of analy-
ses in [18] to noisy scenarios and various recovery schemes.
Moreover, it enables us to extend the recent study in [21] to
cases with prior information on the sparsity pattern. To dis-
cuss further the application of the results in recovery of non-
uniform sparse signals, we consider the following example.
Example 1: Assume that x is a sparse-Gaussian signal with
a non-uniform sparsity pattern, i.e., J = 1 and the distribu-
tion of xn for n ∈ [N ] are given by p1(xn; ρn) in (4) with
q(xn) being the zero-mean and unit-variance Gaussian distri-
bution. To recover the signal, we employ the weighted zero-
norm recovery scheme which is given by setting u(vn; cn) =
cn1 {vn 6= 0} in (2). Proposition 1 enables us to investi-
gate the recovery performance in this case and also evaluate
the optimal choice of {cn} in terms of {ρn}. For the sake
of simplicity, consider the scenario in which A is an i.i.d.
matrix whose entries are zero-mean with variance 1/K . In
this case, pJ follows the Marcenko-Pastur law [22], and thus,
RJ(ω) = α(α − ω)−1 which implies θ = λ + α−1χ and
θ0 = λ+ α
−1p. Moreover,
gdec(yn; cn) =
{
yn |yn| > tn
0 |yn| ≤ tn
(12)
where tn :=
√
2θcn. Consequently, the asymptotic distor-
tion w.r.t. some given distortion function andw is determined
by Proposition 1. As (12) shows, weighted zero-norm recov-
ery decouples asymptotically into a set of hard thresholding
operators whose threshold levels depend on weights cn. By
setting cn = 1 and ρn = ρ for all n ∈ [N ], the decoupled
setups reduce to the symmetric setups reported in [19, 20].
To investigate the performance of weighted zero-norm re-
covery numerically, we consider the configuration in which
ρn =
{
ρ0 n ∈ [N/B],
ρ1 n ∈ [N/B + 1 : N ],
(13)
for some ρ0, ρ1 ∈ [0, 1] and some integer B being a divisor
ofN . Here, [M : N ] denotes {M, . . . , N}. Moreover, we set
cn =
{
1 n ∈ [N/B],
c n ∈ [N/B + 1 : N ], (14)
for some c. We denote the asymptotic average MSE by
mse := limN↑∞ E
{‖x− xˆ‖2} /N . Moreover, for a given
mse0, we define the threshold compression rate Rt(mse0) to
be the maximum possible inverse load factor α−1 = N/K
which results in mse ≤ mse0. Fig. 2 shows the threshold
compression rate as a function of c for mse0 = −25 dB. The
curves have been plotted for ρ0 = 0.1 considering various
choices of ρ1 and B. The noise power is set to be λ0 = 0.01
and λ is tuned such that the MSE is minimized at each load
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Fig. 2: Rt(mse0) at mse0 = −25 dB versus the norm-weight of
the more sparse block in Example 1. As the figure shows, either the
growth in the size of the block or reduction in its sparsity increases
the degradation caused by uniform recovery, i.e., c = 1.
factor. As the figure shows, the optimal choice of c can signif-
icantly increase the threshold compression rate. The curves
moreover indicate that as B grows or ρ1 reduces the gap
between the optimal Rt(mse0), maximized over c, and the
threshold compression rate at c = 1 increases. This observa-
tion is due to the fact that the growth in B or the reduction in
ρ1 imposes more asymmetry into the setting, and therefore,
increases the loss caused by uniform recovery, i.e., c = 1.
4.2. Non-uniform Sparsity with Multiple Prior States
The non-uniform sparsity model can be extended to signals
with multiple prior states by considering J > 1. In this case,
pj(n)(xn; ρn) = ρnqj(n)(xn) + (1− ρn)δ(xn) (15)
represents a signal with non-uniform sparsity pattern whose
non-zero entries are taken from multiple possible prior distri-
butions. This model describes a scenario in which multiple
uncorrelated non-uniform sparse signals are simultaneously
measured, e.g., a network of independent sensors with dif-
ferent prior distributions. An efficient approach for signal
recovery in this case is to set uj(n)(vn; cn) = fj(n)(vn) +
cn1 {vn 6= 0} for some fj(v). Similar to the case with sin-
gle state sources, the optimal choice of {cn} as well as the
asymptotic distortion is determined using Proposition 1.
5. LARGE-SYSTEM ANALYSIS
In this section, we briefly sketch the derivations based on the
replica method. Consider E(v) = ‖y −Av‖2/2λ+ u(v; c),
and define Z(β, h) = ∑
v
exp{−βE(v) + hND(x;v|w)}.
One can then employ large deviation arguments and write
Dw = lim
N↑∞
lim
β↑∞
∂
∂h
F(β, h)|h=0. (16)
where F(β, h) = E {logZ(β, h)} /N . As evaluating a loga-
rithmic expectation is not a trivial task, we invoke the replica
method. The main idea comes from the Riesz equality [23]
which states E {log x} = limm↓0 logE {xm} /m. Using this
equality, Dw is determined in terms of the mth moment of
Z(β, h). Nevertheless, the moments need to be determined
for real values ofm which is still challenging. This challenge
is addressed by assuming “replica continuity” which means
that E {Zm(β, h)} analytically continues from m ∈ Z+ to
m ∈ R+. After calculating the moments, Dw is given by
Dw = lim
β↑∞
lim
m↓0
∑
v
〈
E
{
wnd(v;xn)p
β
n(v|xn)
}〉
[N ]
, (17)
for v ∈ Xm, where xn is anm× 1 vector with all the entries
being xn and d(v;xn) :=
∑m
a=1 d(va;xn); moreover,
pβn(v|xn) =
e−β[(v−xn)
H
R(v−xn)+uj(n)(v;cn)]∑
v
e−β[(v−xn)
HR(v−xn)+uj(n)(v;cn)]
. (18)
with uj(v; cn) :=
∑m
a=1 uj(va; cn), andR := TRJ(−βTQ)
for T=
1
2λ
(Im−βλ0
λ
1m) and someQm×m which satisfies
Q =
∑
v
〈
E
{
pβn(v|xn)(v − xn)(v − xn)H
}〉
[N ]
. (19)
In (17), the general replica solution is given. The explicit de-
termination of Dw, however, needs Q to be found such that
(19) is fulfilled. To do so, we need to suppose a structure for
Q. The basic structure is given by RS asQ = χβ−1Im+p1m
for some χ and p. By substitutingQ in (17), Proposition 1 is
concluded after some lines of derivations. The RSB solutions
are further derived by extending the RS structure to
Q =
χ
β
Im +
b∑
κ=1
cκ Imβ
µκ
⊗ 1µκ
β
+ p1m, (20)
for some integer b. The derivations under RSB follow [16,
Appendix D] and are omitted due to the page limitation.
6. CONCLUSION
In this paper, we have studied the asymptotic performance of
a class of MAP-based signal recovery schemes when prior
information is available for reconstruction. Our analysis has
demonstrated an asymmetric version of the decoupling princi-
ple for these estimators which generalizes the formerly stud-
ied forms of MAP decoupling [19, 20]. Invoking the results,
we have investigated the performance of weighted zero-norm
minimization for recovery of a signal with non-uniform spar-
sity pattern. The results of this paper can be further employed
to study various problems. A particular example in compres-
sive sensing is to extend the scope of investigations in [21] to
signals with non-uniform sparsity patterns and study the im-
pact of replacing the ℓ1-normwith an ℓp-norm in the weighted
norm minimization scheme for 0 ≤ p ≤ 1. Currently, the
work in this direction has been started.
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