Speech captured by an in-ear microphone placed inside an occluded ear has a high signal-to-noise ratio; however, it has different sound characteristics compared to normal speech captured through air conduction. In this study, a method for blind speech quality enhancement is proposed that can convert speech captured by an in-ear microphone to one that resembles normal speech. The proposed method estimates an inputdependent enhancement function by using a neural network in the feature domain and enhances the captured speech via time-domain filtering. Subjective and objective evaluations confirm that the speech enhanced using our proposed method sounds more similar to normal speech than that enhanced using conventional equalizer-based methods. key words: in-ear microphone, neural network, noise-free speech, speech quality enhancement
Introduction
Many studies on capturing noise-free speech in noisy environments have been carried out. A noise cancellation approach captures both speech and noise signals and then cancels noise based on the difference between the two signals [1] . However, this technique has limitations because speech and noise signals inevitably share many common components. A noise blocking approach, which is used to prevent noise from entering the microphone by capturing speech through bone and tissue conduction, is a more effective method for capturing noise-free speech [2] - [6] . The most convenient way of blocking noise is to capture speech from inside an occluded ear by using an in-ear microphone (IEM) [2] - [4] .
Because of the different sound-transmitting pathways, speech captured from inside an occluded ear has different sound characteristics from normal speech captured in front of the mouth through air conduction. Accordingly, the speech captured using an IEM is considered degraded and sounds different from normal speech. Hence, to use an IEM successfully, a speech enhancement module as a post processor is required for the captured speech.
The goal of speech enhancement is to recover the signal modification caused by an IEM. A typical form of this modification is the spectral envelope change in all bands, with obvious reduction in high-band level; the harmonic structure is not changed [2] - [4] . Accordingly, a bandwidth extension (BWE) was proposed as an enhancement solution that focuses on recovering the high band [4] . However, the BWE may not be an appropriate enhancement strategy for IEMs, because it recovers the high band without using the correct high-band harmonic structure that remains unchanged in the captured speech. Moreover, the BWE cannot enhance the degraded low-band spectral envelope, which is often the main reason for the low quality of the captured speech. An equalizer (EQ) can enhance speech quality by adjusting the spectral envelope of the degraded speech close to that of the target speech [2] , [3] . It was confirmed from our investigation that the nature of speech modification by the IEM depends on the speech phoneme. However, the conventional EQs proposed in [2] , [3] cannot perform the spectral adjustment in a phoneme-dependent manner and therefore cannot enhance the degraded speech to the desired level. Hence, an input-dependent method based on learning or modeling is required, such as a neural network [5] or a Gaussian mixture model [6] .
Many methods of speech enhancement based on a neural network have been developed [7] - [12] . They generally have a long processing delay, especially when using a cost function that directly measures speech quality, such as shorttime objective intelligibility (STOI) [9] - [12] . In addition, most methods aim to enhance noisy speech by implementing complex functions with a large network. In contrast, speech enhancement for the IEM, which works while capturing speech on a tiny in-ear device, requires a short-delay and low-complexity method that is specialized for the IEMinduced distortion. Therefore, the conventional enhancement methods may not be directly applicable to speech enhancement for the IEM.
In this study, a new speech enhancement method for an IEM is proposed. The IEM has only one microphone inside the ear canal, and a blind method that utilizes only a single-channel input is designed. The proposed method determines an input-dependent enhancement function on a short frame basis by using a neural network in the form of feature mapping. Subsequently, the enhancement is implemented by applying the estimated target features to the input through time-domain filtering. Moreover, a preliminary high-band booster is included to recover roughly the highband reduction due to the IEM, thus relieving the burden on the neural network. Subjective and objective evaluations confirm the effectiveness of the input-dependent operation of the proposed method in enhancing the speech quality, in 
Proposed Speech Quality Enhancement Method

Methodology of Speech Quality Enhancement
To analyze the characteristics of the signal modified in the IEM, speech signals were captured simultaneously using the IEM [13] and a normal microphone held in front of the mouth; the signals are denoted by x(t) and y(t), respectively. x(t) corresponds to the raw captured speech to be used as an input for enhancement, and y(t) corresponds to normal speech to be used as a target for enhancement. Figure 1 shows the spectra of x(t) and y(t) and the difference in the spectral envelope between x(t) and y(t) for different phonemes corresponding to two different speakers. The correct harmonic structure of speech is maintained in x(t). In contrast, a change in the spectral envelope occurs in all bands of x(t), with obvious high-band reduction, because of the occluded ear effect. Moreover, the shape of the spectral envelope mismatch varies with respect to x(t) with different phonemes, because different phonemes resulting from the unique shapes of the mouth and jaw lead to different shapes of the transmitting pathways. Hence, for enhancing the speech quality, a spectral envelope correction function that depends on the input x(t) should be obtained, which is denoted by S ( f ; x) in the form of frequency response.
In the proposed method, S ( f ; x) is estimated using a neural network. Because the neural network aims to correct the spectral envelope mismatch, the loss in the neural network should be the spectral envelope error between the neural network output and its target. In this case, the contribution of each band to the loss depends on the band energy, if loss weighting is not used. Therefore, the straightforward learning of the neural network tends to be biased in the direction in which it focuses on reducing the errors in the highenergy bands, making it difficult to recover the significant level reduction in the high bands with low energy.
To solve this problem in training the neural network, in the proposed method, a strategy of pre-boosting the high band is employed, instead of using loss weighting. In other words, by using prior information that the energy in the high bands of x(t) has been reduced significantly, x(t) is first in- putted to a high-band booster and its output is then applied to the neural network. A fixed high-band booster is designed empirically after analyzing the average high-band envelope difference between x(t) and y(t) by using the given training dataset. It is implemented via a second-order infinite impulse response (IIR) shelving filter; the IIR filter is selected because low complexity and short processing delay are required. Accordingly, in this two-stage procedure, the high-band boosting plays the role of preliminary rough level matching of the high bands, and the neural network focuses on fine spectral shaping in all the bands.
The neural network for estimating S ( f ; x) operates in the feature domain. The spectral coefficients or signal samples are not qualified as features, because they show too many details of the signal, while overlooking the overall relationship between x(t) and y(t), leading to a poor learning performance of the neural network. Instead, a lowdimensional feature that effectively expresses the spectral envelope is preferred, such as the linear predictive coefficient, Mel-frequency cepstral coefficient (MFCC), or band energy. No significant differences were found between these candidates in terms of the performance, after conducting many experiments on them, and a method with lower complexity, i.e., the band energy, was finally selected for the proposed method.
The speech enhancement is conducted on a short frame basis to ensure short processing delay, in which the sampling rate of the signal is 8 kHz and the frame size is set to 20 ms. To obtain the band energy, a 20 ms-frame-based spectrum is computed using a 256-point discrete Fourier transform (DFT) with overlap. The spectrum is then divided into 18 Bark-scale bands, and the band energy in the log scale is computed, resulting in an 18-dimensional feature vector.
Based on the above investigation, the overall structure of the proposed enhancement method is designed, as shown in Fig. 2 . For each frame, the raw captured speech x(t) is converted into the enhanced speech y o (t) as follows. The high-band booster output x H (t) is computed, and the feature vector X of x H (t), consisting of its band energy, is computed and inputted to the trained neural network. The neural network then outputs the estimate of the target feature vector Y o , corresponding to the band energy of y o (t). The band energy conversion from X to Y o is conducted by time-domain filtering, rather than by spectral-domain filtering that requires inverse DFT and an overlap-and-add operation to compute y o (t), in order to achieve low complexity and short processing delay, which is a strict design constraint in this study. In particular, a set of IIR biquad peaking filters for each band b, denoted by a transfer function H b (z), is de- Fig. 2 Overall structure of the proposed speech enhancement method.
signed [14] , where the gain of the peaking filters is set as the difference between X and Y o and the gain interpolation from the previous frame is applied to ensure a smooth spectral change. The Q value that controls the bandwidth is set to 4.0 in all bands [14] . Then, the resulting peaking filters H b (z) are applied to x H (t) with the band energy X to obtain the final output y o (t) with the band energy Y o .
In summary, the proposed method enables the design of the time-varying IIR filters using neural network such that they can correct the spectral envelope modification in a phoneme-dependent way. Then, it applies the filters to the input to implement the speech enhancement.
Neural Network
The neural network was designed to be as simple as possible while providing acceptable performance, in order to reduce the computational complexity. Accordingly, a basic multilayer neural network with two hidden layers, each with 180 and 60 neurons, was selected. A sigmoid activation function is used in all the layers. Then, the developed enhancement module can run successfully on our target in-ear device.
For training the neural network, the feature vectors X and Y are computed from the training dataset, after applying the high-band booster to x(t). The neural network is trained such that it searches for the best mapping function from X to Y by using the stochastic gradient descent (SGD) method with a cross-entropy cost function. The training is run by 500 epochs with a mini-batch size of one and learning rate of 0.005.
Performance Evaluation
As different IEMs have different characteristics depending on their physical structure and shape, the speech database (DB) for training the neural network as well as the performance evaluation should be generated using the target IEM. Therefore, the speech DB was generated locally in our laboratory by recording a set of speech signals by using both the target IEM [13] and a normal microphone. The DB contains speech signals obtained from 10 speakers, and its size is approximately 12 min. The training dataset contains speech signals obtained from eight speakers, and the testing dataset contains speech signals obtained from two speakers, one male and one female, who are not included in the training dataset. Thus, the training is done in a speaker-independent manner. Figure 3 shows the spectra of the enhanced speech y o (t) obtained using the proposed method and its target y(t), along with the spectral envelope difference between the two for the same signals shown in Fig. 1 . The mismatch in the spectral envelope is significantly reduced, though not completely eliminated. The spectrograms shown in Fig. 4 also confirm that the enhanced speech y o (t) gets closer to its target y(t) than the raw captured speech x(t).
To confirm the superiority of the proposed method, its performance was compared to that of EQ, because the pro- posed method is similar to EQ in terms of operation. As in [2] , [3] , the reference EQ for performance comparison was designed after computing the average spectral envelope difference between x(t) and y(t) by using the training dataset.
Subjective evaluation is conducted based on the comparison category rating (CCR), where the quality difference between the two speech signals is measured [15] . Seven subjects participated in the evaluation. Figure 5 shows the CCR results with a 95% confidence interval. For "A vs. target," where A is one to be evaluated, the scores −1, −2, and −3 indicate that the target is slightly better, better, and much better than A, respectively [15] . The scores of "raw vs. target" and "EQ vs. target" show that the perceptual speech quality cannot be enhanced by simply adjusting the spectral envelope via a fixed EQ, despite the less muffled sound owing to the high-band boosting by the EQ. In contrast, from the "proposed vs. target" score, the speech processed using the proposed method is found to be significantly closer to normal speech in terms of perceptual speech quality than the raw captured speech, even though a slight sound difference is still perceived.
The objective performance of the enhancement methods is measured via the average log-spectral distortion (ALSD) that analyzes the degree of spectral matching be- Table 1 Results of objective evaluation in terms of the average logspectral distortion (ALSD) and the PESQ.
tween the two signals [16] . In the low bands below 2 kHz, the spectral envelope difference between x(t) and y(t) has positive and negative values arbitrarily depending on the phoneme, which makes the average spectral envelope difference converge to zero. Therefore, the reference EQ, determined from the average spectral envelope difference, has an approximately zero gain in the low bands and cannot reduce the ALSD in these bands, as shown in Table 1 . The poor performance in the low bands is the main reason why the reference EQ cannot improve the perceptual speech quality. The proposed method reduces the ALSD in both the low and high bands by virtue of its time-varying operation depending on the input x(t). As another objective evaluation, the perceptual evaluation of speech quality (PESQ) score is measured [17] . Table 1 shows that the proposed method provides a higher PESQ score than the reference EQ.
Conclusion
An IEM placed inside an occluded ear can be used to capture noise-free speech via a noise blocking approach. However, the sound characteristics of the captured speech are different from those of normal speech. Therefore, an enhancement method for the IEM is required. To consider the phonemedependent nature of speech degradation, a learning method based on a neural network is proposed. This method corrects the mismatch in the spectral envelope by time-domain filtering whose function is estimated in a phoneme-dependent way using the neural network. From subjective and objective evaluations, it is confirmed that the speech enhanced using the proposed method sounds more like normal speech than that enhanced using conventional EQs.
