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Abstract: We consider the most general two-loop massless correlator I(n1, n2, n3, n4, n5;
x, y;D) of two composite vertices with the Bjorken fractions x and y for arbitrary indices
{ni} and space-time dimension D; this correlator is represented by a “kite” diagram. The
correlator I({ni};x, y;D) is the generating function for any scalar Feynman integrals re-
lated to this kind of diagrams. We calculate I({ni};x, y;D) and its Mellin moments in a
direct way by evaluating hypergeometric integrals in the α representation. The result for
I({ni};x, y;D) is given in terms of a double hypergeometric series—the Kampé de Férriet
function. In some particular but still quite general cases it reduces to a sum of generalized
hypergeometric functions 3F2. The Mellin moments can be expressed through generalized
Lauricella functions, which reduce to the Kampé de Férriet functions in several physically
interesting situations. A number of Feynman integrals involved and relations for them are
obtained.
Keywords: NLO computations, QCD phenomenology, Feynman integrals, hypergeometric
functions
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1 Introduction
The correlators of composite vertices appear naturally as the result of “factorization” of
scales in hard processes, more precisely in the technical sense—due to contractions of the
so called “hard subgraphs” of the corresponding diagrams. In particular, such a two-point
correlator with one composite vertex appears at the contraction of V-V subgraphs of the
〈V (q1)V (q2)A(p)〉 triangle diagram for the kinematics with hard momentum transfer −q
2
1,
−q22 ≫ p
2 = (q1+ q2)
2, where V = ψ¯γµψ and A = ψ¯γργ5ψ are the vector and axial fermion
currents, respectively. These contractions of the triangle constitute a theoretical basis of
the factorization approach for the perturbative QCD calculations of the transition form
factors for the processes γ∗(q1)γ
∗(q2) → π
0(p), where π0 is a neutral pion and γ∗’s are
virtual photons.
Here we consider the calculation of a more general object than the one just mentioned—
the two-point massless correlator I of two composite vertices, which is the normalized
Fourier transform of the correlator 〈Jµ(0)Jν(z)〉 of two composite fermion currents Jµ and
Jν , see [1]. As it happens, a more general quantity can be evaluated technically easier than
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I(p; {ni};x, y;D) = n5
n3
n1
n4
n2
x y
Figure 1. Two-loop kite master integral for a correlator of two composite vertices ⊗ with fractions
x and y. The indices ni, i = 1, . . . , 5 and the space-time dimension D are arbitrary; p is the external
momentum. The slash on a line connected to a composite vertex with fraction u = x, y designates
a Dirac delta δ(u− n˜q) in the integrand, where q is the momentum (outgoing w.r.t. the composite
vertex) of a line, n˜ is a light-cone vector normalized so that (n˜p) = 1.
its superficially simpler counterpart with only one single composite vertex Jν . Our goal is
the calculation of the two-loop massless “kite” scalar diagram I(p; {ni};x, y;D) in figure 1,
taken at any values of indices ni of the lines, {ni} = n1, n2, n3, n4, n5, and any space-
time dimension D. The “kite” diagram is one of the master integrals for the two-current
correlator at two and three loops, see eq. (3.1). The function I is the generating function
for any Feynman integral related to this kind of diagrams. The integrals can be obtained by
convolving the function I with appropriate weights ϕ and φ, ϕ(x)⊗I(p; {ni};x, y;D)⊗φ(y),
where symbol ⊗ means integration over the longitudinal momentum fractions x or y. In the
coordinate representation the weight function ϕ (or φ) becomes an operator ϕ(n˜ · ~∂z/(n˜ ·p))
that acts at the vertex point z (n˜2 = 0). To return to the correlator with one composite
vertex, e.g. the one with the fraction x, we should integrate I(p; {ni};x, y;D) over the
fraction y. Besides, the original two-argument correlator I(. . . ;x, y;D) was used to analyse
the properties of the conformal composite vertices under renormalization in [2].
The zeroth Mellin moments of I(. . . ;x, y;D) in both x and y, I(. . . ; 0, 0;D),1 give the
ordinary master integral of kite topology. It has been known for relatively long time that
this integral can be evaluated in closed form involving hypergeometric functions. In ref. [3],
Chetyrkin et al. showed for the first time that the integral I(. . . ; 0, 0;D) can be expressed
as a double hypergeometric series for n1 = n2 = 1. To come up with this result, they
expanded the integrand (in coordinate space) over a basis of the Gegenbauer polynomials
and successfully solved the remaining integrals. A special case n1 = n2 = n3 = n4 = 1 was
considered by Kazakov [4] and Broadhurst [5] a few years later. They applied the methods
of uniqueness and integration by parts (IBP) to derive functional equations for the integral
under consideration and then solved them in terms of the function 3F2(−1)
2. Another
result in terms of 3F2(1) was obtained by Kotikov who refined the technique of ref. [3]
and found a transformation from the double series to a single one even in a more general
1Throughout this paper, the Mellin transform of a function f(x) is indicated by underscoring its argu-
ment, i.e. f(a) =
∫
1
0
xaf(x) dx.
2We use sometimes the designation pFq(x) with omitted parameters implying that the values of the
parameters are irrelevant in the particular context or left generic.
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case [6]. Recently, the equivalence of the representations through 3F2(±1) was proved in
ref. [7]. In refs. [8] and [9], several different representations in terms of 4F3(1) and 3F2(1)
were obtained by cleverly using the symmetries of the integral [8, 10, 11]. For more details
and complete lists of references we suggest reading reviews [12, 13] and the book by Grozin
[14]. In this work, we rely on a different approach to derive the general results—a direct
calculation of hypergeometric integrals occurring in the α representation as suggested in [1]
for the special case D = 4 (see especially the preprint [15] for technical details).
The most general case of I(. . . ; 0, 0;D) with arbitrary indices was studied in [16]. There,
the corresponding Feynman integral was calculated in the Mellin–Barnes representation and
expressed in terms of double hypergeometric series (for earlier less general results obtained
in the same fashion for D = 4 see [17, 18]). Acting essentially in the same way, we obtain
the twofold Mellin moment I(. . . ; a,N ;D) with N and a being a natural number and a
real one, respectively. The result is a sum of the Kampé de Férriet (KdF) functions. Even
more general case of the twofold Mellin moment I(. . . ; a, b;D) with an arbitrary real a and
b is worked out in terms of the generalized Lauricella functions of three variables (more
precisely, the series F (3)(z1, z2, z3) introduced by Srivastava [19]; see also section 1.5 in
[20]).
Evaluating master integrals in hypergeometric series is of value for at least two reasons.
First of all, it opens up one of the avenues to expose analytic properties of the integrals using
the machinery that has been developed in the theory of special functions. Secondly, in many
physically relevant cases we can almost immediately expand these multivariate functions in
dimensional regularization parameter. To this end, one can employ the method developed
by Moch, Uwer, and Weinzierl some time ago [21] and suitable for expansions of KdF,
Lauricella, and generalized hypergeometric functions in the vicinity of an even number
of space-time dimensions (C++ and FORM implementations of the method are described in
[22, 23]). For univariate functions pFq there are a variety of algorithms and general theorems
about the Laurent expansion of these functions near even and odd D, e.g. [24–28] (see also
references therein).
The rest of the paper is organized as follows. In section 2, we introduce our notation and
illustrate it on the simplest one-loop example of the two-current correlator. In section 3.1,
we discuss in detail our method of evaluating the integral I(. . . ;x, y;D) that results in a
representation for I in terms of the KdF functions of two variables in section 3.2. Section 3.3
is devoted to some important cases of reduction of these KdF functions to hypergeometric
series 3F2. In section 3.4, the calculation of various moments of I is discussed. We consider
the case of the indices {1, 1, 1, 1, n5 = n}, which is important for QCD applications, in
section 4. There we also derive Mellin moments of I(p; 1, 1, 1, 1, n;x, y;D) and compare
them with the results obtained in the literature previously. Our conclusions are given in
section 5, while the definitions of the hypergeometric functions used in this paper and some
technical issues are treated in three appendices.
– 3 –
2 Simple example: one-loop integral
First, we introduce a generalization of the G function for the one-loop integral with com-
posite vertices ⊗:
I(p;n1, n2;x, y;D) =
n1
n2
x y = δ (x− y)
∫
dDk δ (x− n˜k)
[k2]n1 [(k − p)2]n2
= (−)n1+n2iπD/2
(
−p2
)D/2−n1−n2 δ (x− y)G(n1, n2;x;D), (2.1)
where a slash (beside the composite vertex) on the line with momentum k means factor
δ(x − n˜k); n˜µ is a light-cone vector, n˜
2 = 0, normalized so that (n˜p) = 1. The function
G(n1, n2;x;D) is dimensionless and reduces to the usual one-loop G function (see appendix
B of ref. [3], section 1.5 in [14] or section 3.1 in [29]) if it is integrated over x:∫ 1
0
dxG(n1, n2;x;D) = G(n1, n2) =
(−)−n1−n2
iπD/2
(
−p2
)n1+n2−D/2 ∫ dDk
[k2]n1 [(k − p)2]n2
.
(2.2)
The function G(n1, n2;x;D) has obvious symmetry:
G(n1, n2;x;D) = G(n2, n1; x¯;D), x¯ = 1− x. (2.3)
The integral (2.1) is easily calculated when the propagators 1/[k2]n1 and 1/[(k− p)2]n2
are cast into the α representation and the Dirac delta function is substituted by its Fourier
integral. The result for the G function reads
G(n1, n2;x;D) =
Γ(n1 + n2 −D/2)
Γ(n1)Γ(n2)
xD/2−n1−1x¯D/2−n2−1. (2.4)
The Mellin transform of the function G is
G(n1, n2; a;D) =
∫ 1
0
dxxaG(n1, n2;x;D) = Γ
[
n1,2˜, a− n1˜, −n2˜
n1, n2, a− n1˜,2˜
]
=
Γ(n1 + n2 −D/2)Γ(D/2 − n1 + a)Γ(D/2 − n2)
Γ(n1)Γ(n2)Γ(D − n1 − n2 + a)
. (2.5)
Here and in what follows, a νth Mellin moment of a function f(x) is denoted by the
underlined argument of the function f(ν); the n’s with multi-indices are defined as
ni1,...iK ,j˜1,...j˜L =
K∑
k=1
nik +
L∑
k=1
(njk −D/2). (2.6)
The definition of the two-row Γ function is clear from eq. (2.5):
Γ
[
a1, . . . , ap
b1, . . . , bq
]
=
∏p
i=1 Γ(ai)∏q
i=1 Γ(bi)
. (2.7)
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A slightly more general one-loop integral with (n˜q) 6= 1 also comes in handy:
I(p, q;n1, n2;x;D) =
∫
dDk δ (x− n˜k)
[k2]n1 [(k − q)2]n2
= (−)n1,2 iπD/2
(
−q2
)D/2−n1,2 ∫ 1
0
dy G (n1, n2; y;D) δ [x− y(n˜q)]
= (−)n1,2 iπD/2
(
−q2
)D/2−n1,2 G(n1, n2; x
(n˜q)
;D
)
1
(n˜q)
Θ
(
x
(n˜q)
)
Θ
(
1−
x
(n˜q)
)
, (2.8)
where Θ(x) is the Heaviside step function.
3 Kite-type correlator as a generalized hypergeometric series
3.1 The correlator in the α representation. Reduction to a double integral
Let us now consider a general two-loop master integral with composite external vertices:
I(p; {ni};x, y;D) = n5 α5
n3, α3
n1, α1
n4, α4
n2, α2
x y
=
∫
dDk1 d
Dk2∏5
r=1 D
nr
r
δ (x− n˜k1) δ (y − n˜k2)
= (−)n1,2,3,4,5+1πD
(
−p2
)ω/2
G({ni};x, y;D), (3.1)
where ω = −2n1,2,3,4˜,5˜ = 2D − 2
∑
n is the degree of divergence of the integral and the
propagator factors Dk in the denominator are
D1 = (k1 − p)
2, D2 = (k2 − p)
2, D3 = k
2
1 , D4 = k
2
2, D5 = (k1 − k2)
2.
(3.2)
The integral (3.1) is symmetric under the following interchanges of its parameters:
G(n1, n2, n3, n4, n5;x, y;D) = G(n2, n1, n4, n3, n5; y, x;D), (3.3)
G(n1, n2, n3, n4, n5;x, y;D) = G(n3, n4, n1, n2, n5; x¯, y¯;D). (3.4)
If one of the indices nr vanishes, the integral (3.1) is a convolution of the one-loop
integrals (2.1). Evaluating (3.1) with the help of the one-loop integrals (2.4) and (2.8), we
– 5 –
indeed obtain
G(n1, n2, n3, n4, 0;x, y;D) = G(n3, n1;x;D)G(n4, n2; y;D), (3.5)
G(0, n2, n3, n4, n5;x, y;D) = Θ(y − x)G
(
n3, n5;
x
y
;D
)
G(n3,4,5˜, n2; y;D)
= Θ(y − x)x−n3˜−1(y − x)−n5˜−1y−n4 y¯−n2˜−1Γ
[
n3,5˜, n2,3,4˜,5˜
n2, n3, n5, n3,4,5˜
]
, (3.6)
G(n1, 0, n3, n4, n5;x, y;D) = G(0, n1, n4, n3, n5; y, x;D), (3.7)
G(n1, n2, 0, n4, n5;x, y;D) = G(0, n4, n1, n2, n5; x¯, y¯;D), (3.8)
G(n1, n2, n3, 0, n5;x, y;D) = G(0, n3, n2, n1, n5; y¯, x¯;D). (3.9)
Note that the (0, 0)th Mellin moment of eq. (3.6) is 0th moment of the Mellin convolution
of two one-loop functions that is a product of 0th moments of these functions, which is a
well known property of the two-loop master integral G({ni}; 0, 0;D) (section 4.1 in [14]).
In the cases of n1 = n3 = 0 and n2 = n4 = 0, the integral (3.1) vanishes—it reduces to
a product of one-loop integral and vacuum loop that is zero in dimensional regularization
(at least for D 6= 2n5):
I(p; 0, n2, 0, n4, n5;x, y;D) = δ(x− y)I(p;n4, n2; y;D)I(0;n5, 0; 0;D), (3.10)
I(p;n1, 0, n3, 0, n5;x, y;D) = δ(x − y)I(p;n3, n1;x;D)I(0;n5, 0; 0;D), (3.11)
where I(0;n5, 0; 0;D) is the one-loop vacuum integral, which was considered in ref. [10]:
I(0;n, 0; 0;D) =
∫
dD k
(k2)n
∼ δ(D − 2n). (3.12)
To evaluate the integral (3.1) in the general case of all nr being non-zero, we borrow a
trick invented in ref. [15] (see appendix A therein). Firstly, we substitute the denominators
Dnrr by their α representation and the Dirac delta functions by their Fourier integrals. As
usual, this allows us to evaluate momentum integral as the Gaussian one, but also leaves a
trace of two Dirac delta functions. We have
I(p; {ni};x, y;D) = (−)
n1,2,3,4,5+1πD
∫
∞
0
5∏
r=1
[
dαr α
nr−1
r
Γ(nr)
]
ep
2A0/D
× δ
(
x−
A1
D
)
δ
(
y −
A2
D
)
1
DD/2
. (3.13)
Here, D , λs, s = 1, 2, and As, s = 0, 1, 2, are the Symanzik polynomials of the parameters
α, see figure in eq. (3.1), and the fractions x and y:
D = α1,3,5α2,4,5 − α
2
5, A0 = α3A1 + α4A2,
A1 = α1α2,4,5 + α2α5, A2 = α2α1,3,5 + α1α5.
(3.14)
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Secondly, we apply the Borel transform to both sides of eq. (3.13). The definition of
the Borel transform and the necessary images are as follows:
B [f(t)] (µ) = lim
t=nµ
n→∞
(−t)n
Γ(n)
dn
dtn
f(t), (3.15)
B
[
e−at
]
(µ) = δ(1 − µa), a > 0, B
[
t−a
]
(µ) =
µ−a
Γ(a)
, a > 0. (3.16)
Upon substituting the left-hand side of (3.13) by the last line in eq. (3.1), we can apply
the Borel transform (−p2 → M2) to both sides of the resulting equality and rescale the
parameters α by the Borel parameter M2, αr → αr/M
2. Eventually, we arrive at the
following expression:
G({ni};x, y;D) = Γ
(
−
ω
2
) ∫ ∞
0
5∏
r=1
[
dαr α
nr−1
r
Γ(nr)
]
× δ
(
x−
A1
D
)
δ
(
y −
A2
D
)
δ
(
1−
A0
D
)
1
DD/2
. (3.17)
Finally, enjoying the plentiful amount of the Dirac deltas, we can immediately eliminate
three integrals. To this end, it is convenient to make substitutions
α1 =
a
x¯
, α2 =
e
x¯
, α3 =
b
x¯
, α4 =
c
x¯
. (3.18)
Then, integrating over α5, c, and e, we obtain a factorized expression
G({ni};x, y;D) =
Γ (−ω/2)∏5
r=1 Γ(nr)
x¯−1−n1˜ y¯−1−n2˜x−1−n3˜y−1−n4˜ |x− y|−n5
× [Θ(z¯)F (n1, n2, n3, n4, n5; z;D) + Θ(−z¯)F (n3, n4, n1, n2, n5; 1/z;D)] . (3.19)
Here, F (n1, n2, n3, n4, n5; z;D) is a function of z = (yx¯)/(xy¯) and is defined as a leftover
double integral:
F ({ni}; z;D) = z¯
λ
∫ 1
0
da
∫ a
0
db
an1−1a¯n2−1bn3−1b¯n4−1(a− b)n5−1(
ab¯− a¯bz
)λ , (3.20)
F (n1, n2, n3, n4, n5; z;D) = F (n4, n3, n2, n1, n5; z;D), (3.21)
where λ = D/2−1. Note that the expression in the square brackets in eq. (3.19) is a function
of a single variable defined as a ratio of fractions x and y, conformal ratio z = (yx¯)/(xy¯).
We borrowed the name for z from ref. [30] (see also references therein), since the form of
the ratio closely resembles that appearing in the evolution kernel for light-ray operator as
a consequence of the conformal group.
3.2 The correlator as the Kampé de Fériet function
For arbitrary nonvanishing nr one of the integrations in eq. (3.20) can be easily performed
in terms of the Appell function F1. Indeed, making a substitution b = aw, we have as
– 7 –
an integral over w a classic Euler-type integral representation of the first Appell function
(A.9):
F ({ni}; z;D) = Γ
[
n3, n5
n3,5
]
z¯λ
∫ 1
0
da an1,3,5˜−1a¯n2−1F1
(
n3; λ, 1− n4
n3,5
∣∣∣∣∣ a+ a¯z, a
)
= Γ
[
n3, n5
n3,5
] ∫ 1
0
da an1,3,5˜−1a¯n2,4,5˜−1F1
(
n5; λ, n3,4,5˜
n3,5
∣∣∣∣∣− zz¯ , a
)
. (3.22)
The second equality in the equation above can be easily obtained by applying the auto-
transformation properties of the Appell function (A.10).
In the general case, the remaining integral over a can be evaluated in terms of the
Kampé de Fériet (KdF) function f
F ({ni}; z;D) = Γ
[
n3, n2,4,5˜
λ, n3,4,5˜
]
f
1:1;2
1:0;1
(
n5 : λ ; n3,4,5˜, n1,3,5˜
n3,5 : — ; n1,2,3,4,5˜,5˜
∣∣∣∣∣− zz¯ , 1
)
. (3.23)
The KdF function f and the Appell function F1 are defined as hypergeometric series (A.3)
and (A.4), respectively (see appendix A). With the help of eqs. (B.5) and (B.6), we can
also write the above KdF function in the form of series in a variable on the interval [0, 1]
due to the step functions in (3.19):
F ({ni}; z;D) = Γ
[
n5, 1 + n2 − n3, n3 − n2, n2,4,5˜
λ, n3,4,5˜, n1,2,5˜, n2,4,5˜
]
z¯λ
×
{
f
1:1;2
1:0;1
(
n2 : λ ; n2,4,5˜, n1,2,5˜
n2,5 : — ; 1 + n2 − n3
∣∣∣∣∣ z, 1
)
− f1:1;21:0;1
(
n3 : λ ; n3,4,5˜, n1,3,5˜
n3,5 : — ; 1 + n3 − n2
∣∣∣∣∣ z, 1
)}
= Γ
[
n2,4,5˜
λ, n3,4,5˜
]
z¯λf0:2;31:0;1
(
— : n3, λ ; n5, n3,4,5˜, n1,3,5˜
n3,5 : — ; n1,2,3,4,5˜,5˜
∣∣∣∣∣ z, 1
)
. (3.24)
3.3 Reduction to a univariate hypergeometric series
We can isolate some cases when the complicated hypergeometric series (3.23) reduces to a
simpler one. The simplest instances of such reduction are for n5 = 0 and n3 = 0. In the
former case the KdF function (3.23) is unity. In the latter one the KdF function (3.23) is
a product of 1F0(λ,−z/z¯) = z¯
λ and 2F1(n3,4,5˜, n1,3,5˜, n1,2,3,4,5˜,5˜; 1), which can be expressed
through Euler gamma functions. It is easy to prove that we have the same results for the
functions G with one vanishing index as ones previously obtained in eqs. (3.5)–(3.9).
Another useful for calculations reduction is obvious from the Eulerian integral (3.22)—
the Appell double series is simplified to the hypergeometric function if we set n4 = 1,
F (n1, n2, n3, 1, n5; z;D) = Γ
[
n3, n5
n3,5
]
z¯λ
∫ 1
0
da an1,3,5˜−1a¯n2−12F1
(
n3, λ
n3,5
∣∣∣∣∣ a+ a¯z
)
.
(3.25)
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n5
M
N
n4
n2
x y
n5
n3
n1
N
M
x y
n5
n3
N
n4
M
x y
n5
N
n1
M
n2
x y
Figure 2. The cases that admit a reduction of the KdF function (3.23) to a sum of generalized
hypergeometric functions as given by eqs. (3.26) and (3.27). N and M are natural numbers.
Applying one of the Kummer transformations (A.11) expressing 2F1(z) in terms of two
2F1(z¯) and using the integral representation of 3F2 (A.12) result in
F (n1, n2,n3, 1, n5; z;D)
= Γ
[
n2,5˜ + 1, n1,3,5˜, n5, λ− n5
n1,2,3,5˜,5˜ + 1, λ
]
z¯n53F2
(
n5, n2,5˜ + 1, n3,5˜ + 1
n5˜ + 2, n1,2,3,5˜,5˜ + 1
∣∣∣∣∣ z¯
)
+ Γ
[
n3, n5˜ + 1, n2, n1,3,5˜
n3,5˜ + 1, n1,2,3,5˜
]
z¯λ3F2
(
λ, n2, n3
−n5˜, n1,2,3,5˜
∣∣∣∣∣ z¯
)
. (3.26)
For arbitrary n4 we can derive a series representation for the function F from eqs. (3.22)
and (A.4):
F (n1, n2, n3, n4, n5; z;D) =
∞∑
r=0
Γ(1− n4 + r)
r!Γ(1− n4)
F (n1, n2, n3 + r, 1, n5; z;D). (3.27)
If n4 is a natural number, n4 = N , the series truncates at r = N − 1. Therefore, due to the
symmetries (3.3), (3.4), and (3.21), the function G(n1, n2, n3, n4, n5;x, y;D) as represented
by eq. (3.19) is a finite sum of hypergeometric functions 3F2 if two adjacent external edges
of the diagram have indices that are natural numbers (e.g., n1, n2 ∈ N), see figure 2.
3.4 Mellin moments of G({ni};x, y;D)
One- and twofold Mellin moment of the correlator (3.19),
G({ni};x, b;D) =
∫ 1
0
dy ybG({ni};x, y;D), G({ni}; a, b;D) =
∫ 1
0
dxxaG({ni};x, b;D),
(3.28)
can be expressed in terms of the generalized Lauricella hypergeometric function. To prove
this, we should simply make the following changes of integration variables: y → z =
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(yx¯)/(xy¯) in the above Mellin integrals (3.28) and b→ c = (a¯b)/(ab¯) in (3.20). As a result,
we obtain
G({ni};x, b;D) = x
b−n
3,4˜,5˜−1x¯−n1,2˜,5˜−1Γ [P1] f
0:3;3;2
2:1;0;0 (Q1| 1, 1, x) +
x−n2,3˜,5˜−1x¯b−n1,4˜,5˜−1Γ [P2] f
0:3;3;2
2:1;0;0 (Q2| 1, 1, x¯) (3.29)
and
G({ni}; a, b;D) = Γ
[
P ′1
]
f
0:3;3;3
2:1;0;1
(
Q′1
∣∣ 1, 1, 1) + Γ [P ′2] f0:3;3;32:1;0;1 (Q′2∣∣ 1, 1, 1) . (3.30)
Here, fp0:p1,p2,p3q0:q1,q2,q3 (Q|z1, z2, z3) is a generalized Lauricella function defined in appendix A,
eq. (A.1). The arrays of the parameters of the two-row Γ functions, Pi = Pi({ni}, b,D),
P ′i = P
′
i ({ni}, a, b,D), and Lauricella functions Qi = Qi({ni}, b,D), Q
′
i = Q
′
i({ni}, a, b,D),
i = 1, 2 are given explicitly in eqs. (C.1)–(C.2).
At least in some cases the threefold hypergeometric series in eqs. (3.29) and (3.30)
reduce to simpler KdF functions. To see this, we can apply the method of ref. [16] to the
original two-loop integral (3.1) (see also refs. [17, 18] with less general results). Firstly, we
write the Mellin–Barnes representation for one of the subgraphs of the two-loop diagram:∫
dDk1 δ (x− n˜k1)
D
n1
1 D
n3
3 D
n5
5
∣∣∣∣
n˜k2=y
= iπD/2(−)n1,3,5(−p2)−n1,3,5˜
∫
dq1
2πi
∫
dq2
2πi
Aq1Bq2Γ
[
n1,3,5˜ + q1,2, −q1, −q2
n1, n3, n5
]
×
∫ 1
0
dβ1
∫ 1
0
dβ3
∫ 1
0
dβ5 β
−n
3,5˜−q1−1
1 β
−n
1,5˜−q2−1
3 β
n5+q1,2−1
5
× δ(1 − β1 − β3 − β5)δ(x− β1 − yβ5), (3.31)
where A = D4/p
2, B = D2/p
2 are dimensionless parameters and the denominators Di,
i = 1, ..., 5 were defined earlier in eq. (3.2). Note that integrating eq. (3.31) over x leads to
the Mellin–Barnes representation for the triangle diagram given in refs. [31–33] since the
Dirac delta becomes identity and∫ 1
0
dβ1
∫ 1
0
dβ3
∫ 1
0
dβ5 β
−n
3,5˜−q1−1
1 β
−n
1,5˜−q2−1
3 β
n5+q1,2−1
5 δ(1 − β1 − β3 − β5)
= Γ
[
−n3,5˜ − q1, −n1,5˜ − q2, n5 + q1,2
−n1,3˜,5˜
]
. (3.32)
Secondly, we insert eq. (3.31) into the original two-loop integral (3.1) to get the Mellin–
Barnes integral for the function G({ni};x, y;D):
G({ni};x, y;D) =
∫
dq1
2πi
∫
dq2
2πi
Γ
[
−q1, −q2, n1,3,5˜ + q1,2, n2,4˜ − q1,2
n1, n2 − q2, n3, n4 − q1, n5
]
yq1−n4˜−1y¯q2−n2˜−1
×
∫ 1
0
dβ1
∫ 1
0
dβ3
∫ 1
0
dβ5 β
−n
3,5˜−q1−1
1 β
−n
1,5˜−q2−1
3 β
n5+q1,2−1
5
× δ(1 − β1 − β3 − β5)δ(x− β1 − yβ5). (3.33)
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For the zeroth moment G({ni}; 0, y;D) the last Dirac delta in the above expression drops
out and with the help of eq. (3.32) we arrive at a normal looking twofold Mellin–Barnes
integral that can be evaluated in terms of double series:
G({ni}; 0, y;D) = Γ [Ξ0]
{
6∑
k=1
(−)kyαk−1y¯βk−1Γ [Ξk] f
2:2;1
1:2;1 (Φk | y¯, y )
+
8∑
k=7
(−)kyαk−1y¯βk−1Γ [Ξk] f
1:2;3
2:0;1
(
Φk
∣∣∣∣ y,−yy¯
)
−
10∑
k=9
(−)kyαk−1y¯βk−1Γ [Ξk] 3f2 (Φk | y )
}
. (3.34)
The same is true for twofold moments:
G({ni}; 0, b;D) = Γ
[
Ξ′0
]{ 8∑
k=1
(−)kΓ
[
Ξ′k
]
f
2:3;2
2:2;1
(
Φ′k
∣∣ 1, 1 ) − 10∑
k=9
(−)kΓ
[
Ξ′k
]
4f3
(
Φ′k
∣∣ 1 )
}
.
(3.35)
In eqs. (3.34) and (3.35) the parameters αk = αk({ni},D), βk = βk({ni},D), Ξk =
Ξk({ni},D), Ξk = Ξk({ni}, b,D), Φk = Φk({ni},D), and Φ
′
k = Φ
′
k({ni}, b,D), k =
1, . . . , 10 are listed in eqs. (C.3)–(C.6) of appendix C. By virtue of the symmetries (3.3), it is
easy to see that a similar reduction is possible for moments G({ni};x, 0;D) and G({ni}; a, 0;
D). Note also that the Mellin–Barnes integral (3.33) allows us also to express in terms of
KdF functions the higher moments G({ni};x,N ;D), G({ni};N, y;D), G({ni}; a,N ;D),
and G({ni};N, b;D), where N is a natural number. In the special case of b = 0, eqs. (3.35)
and (C.5)–(C.6) give an expression for G({ni}; 0, 0;D) that coincides after some rearrange-
ment with the result obtained in [16].
4 Important special case of indices ni = 1, at i = 1, . . . 4 and any n5 = n
This set of indices appears, for example, in the QCD calculation of a leading 3-loop contri-
bution to the two–quark-current correlator of order O(β0α
2
s).
n
1
1
1
1
x y
Figure 3. Kite diagram with four vertices of external lines being equal to 1.
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4.1 Correlator G(1, 1, 1, 1, n;x, y;D)
If all indices of the external edges of the diagram are equal to one (see figure 3), the
corresponding integral splits into two univariate functions—a hypergeometric function of
the conformal ratio z and a power of the difference x− y:
G(1, 1, 1, 1, n;x, y;D) =
Sˆf(n; z;D)
|x− y|−ω/2
, (4.1)
f(n; z;D) = Γ
[
2 + n˙− λ, n˙, 1− n˙
n, λ
]
zλ−1z¯2−λ
×
[
3f2
(
1, 1, λ
1− n˙, n˙+ 2
∣∣∣∣∣ z¯
)
− z¯n˙2f1
(
n, n˙+ 1
2(n˙ + 1)
∣∣∣∣∣ z¯
)]
Θ(z¯), (4.2)
where z = (x¯y)/(xy¯) is the conformal ratio defined earlier, ω = 2(D − 4 − n) is degree of
divergence of the integral, λ = D/2− 1, n˙ = n−λ, and SˆT (x1, x2) = T (x1, x2)+T (x¯1, x¯2),
i.e. Sˆf(z) = f(z)+f(1/z). In eq. (4.2) we introduce renormalized hypergeometric functions
for the sake of brevity (see appendix A):
pfq
(
a
b
∣∣∣∣∣ z
)
= Γ
[
a
b
]
pFq
(
a
b
∣∣∣∣∣ z
)
, (4.3)
where a = a1, . . . , ap, b = b1, . . . , bq are parameters of the function.
For n = 1, eqs. (4.1) and (4.2) reduce to
G(1, 1, 1, 1, 1;x, y;D) =
Sˆf(1; z;D)
|x− y|5−D
, (4.4)
f(1, z;D) = Γ (3− 2λ) Γ (λ− 1) Γ (1− λ)Θ(z¯) [Iz¯ (2− λ, λ− 1)− Iz¯ (3− 2λ, λ− 1)] ,
(4.5)
where Iz¯(a, b) is an incomplete Euler B function normalized by the complete one:
Ix(a, b) =
Bx(a, b)
B1(a, b)
. (4.6)
4.2 Mellin moments of the correlator as the Kampé de Fériet functions
Both one- and twofold moments of the function (4.1) can be written in terms of the KdF
functions for arbitrary real orders a and b of the moments:
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G(1, 1, 1, 1, n;x, b;D) = xb(xx¯)λ−n˙−1Γ
[
n˙, 1− n˙, 2 + n˙− λ
n
]
×
{
−Γ
[
b+ λ
λ, b+ λ− n˙
]
f
1:1;2
1:0;1
(
1 : b+ λ− n˙ ; n, n˙+ 1
1 + λ+ b : — ; 2(n˙ + 1)
∣∣∣∣∣x, 1
)
−
1
Γ(b+ λ− n˙)
f
1:1;2
1:0;1
(
1 : b+ λ− n˙ ; n, n˙+ 1
1 + λ : — ; 2(n˙ + 1)
∣∣∣∣∣ x¯, 1
)
+
x¯λ+b
Γ(λ)
f
1:1;2
1:0;1
(
1 : b+ λ ; 1, λ
1 + λ− n˙+ b : — ; n˙+ 2
∣∣∣∣∣ x, 1
)
+
1
Γ(b+ λ− n˙)
f
1:1;3
1:0;2
(
1− n˙ : b+ λ− n˙ ; 1, 1, λ
1 + λ− n˙ : — ; 1− n˙, n˙+ 2
∣∣∣∣∣ x¯, 1
)}
, (4.7)
G(1, 1, 1, 1, n; a, b;D) = Γ
[
n˙, 1− n˙, 2 + n˙− λ
n
]
×
{
−Γ
[
b+ λ, λ− n˙
λ, b+ λ− n˙
]
f
1:2;2
1:1;1
(
1 : b+ λ− n˙, a+ b+ λ− n˙ ; n, n˙+ 1
1 + λ+ b : a+ b+ 2λ− 2n˙ ; 2(n˙ + 1)
∣∣∣∣∣ 1, 1
)
−
Γ(a+ b+ λ− n˙)
Γ(b+ λ− n˙)
f
1:2;2
1:1;1
(
1 : b+ λ− n˙, λ− n˙ ; n, n˙+ 1
1 + λ : a+ b+ 2λ− 2n˙ ; 2(n˙+ 1)
∣∣∣∣∣ 1, 1
)
+
Γ(b+ 2λ− n˙)
Γ(λ)
f
1:2;2
1:1;1
(
1 : b+ λ, a+ b+ λ− n˙ ; 1, λ
1 + λ− n˙+ b : a+ 2b+ 3λ− 2n˙ ; n˙+ 2
∣∣∣∣∣ 1, 1
)
+
Γ(a+ b+ λ− n˙)
Γ(b+ λ− n˙)
f
1:2;3
1:1;2
(
1− n˙ : b+ λ− n˙, λ− n˙ ; 1, 1, λ
1 + λ− n˙ : a+ b+ 2λ− 2n˙ ; 1− n˙, n˙+ 2
∣∣∣∣∣ 1, 1
)}
.
(4.8)
4.3 Reduction to hypergeometric series in one variable
At least some of KdF functions in eqs. (4.7) and (4.8) reduce to onefold hypergeometric
series:
Γ
[
2 + n˙− λ, b+ λ
n, −b
]
f
1:1;2
1:0;1
(
1 : b+ λ− n˙ ; n, n˙+ 1
1 + λ+ b : — ; 2(n˙+ 1)
∣∣∣∣∣ x, 1
)
=
π
sin [π(λ− n˙)]
{
π sin [π(b+ n˙)]
sin(πb) sin [π(b− n˙)] (n˙− λ)
1
Γ(n)Γ(−b)
x¯n˙2f1
(
−n˙, b+ λ
1− n˙+ b
∣∣∣∣∣ x
)
−
π cos(πn˙)
sin [π(b− n˙)] (n˙− λ)
1
Γ(n)Γ(−b)
x−b(xx¯)n˙2f1
(
n, −b
1 + n˙− b
∣∣∣∣∣x
)
− 2 cos(πn˙)3f2
(
1, −2n˙, b+ λ− n˙
1− n˙, λ− n˙
∣∣∣∣∣ x¯
)}
, (4.9)
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f
1:1;2
1:0;1
(
1 : b+ λ− n˙ ; n, n˙+ 1
1 + λ : — ; 2(n˙+ 1)
∣∣∣∣∣ x¯, 1
)
= Γ
[
n˙+ 1, −n˙, λ− n˙− 1, n
−2n˙− 1, 2(n˙+ 1), λ
]
3f2
(
1, b+ λ− n˙, −2n˙
1− n˙, λ− n˙
∣∣∣∣∣ x¯
)
+ xn˙−λ−bΓ
[
λ− n˙− 1, −n˙
λ
]
3f2
(
1, λ, b+ λ− n˙
1− n˙, λ− n˙
∣∣∣∣∣− x¯x
)
, (4.10)
− Γ
[
n˙, 1− n˙, 2 + n˙− λ, b+ λ, λ− n˙
n, λ, b+ λ− n˙
]
× f1:2;21:1;1
(
1 : b+ λ− n˙, a+ b+ λ− n˙ ; n, n˙+ 1
1 + λ+ b : a+ b+ 2λ− 2n˙ ; 2(n˙ + 1)
∣∣∣∣∣ 1, 1
)
=
π2
sin (πn˙) sin [π(λ− n˙)]
×
{
π sin [π(b+ n˙)]
sin(πb) sin [π(n˙− b)] (n˙− λ)
1
Γ(n)Γ(−b)
3f2
(
−n˙, b+ λ, a+ b+ λ− n˙
1− n˙+ b, a+ b+ 2λ− n˙
∣∣∣∣∣ 1
)
+ 2cos(πn˙)
Γ(a+ b+ λ− n˙)
Γ(λ)
3f2
(
1, −2n˙, b+ λ− n˙
1− n˙, a+ b+ 2λ− 2n˙
∣∣∣∣∣ 1
)
+
π cos(πn˙)
sin [π(b− n˙)] (n˙− λ)
1
Γ(n)Γ(−b)
3f2
(
n, −b, a+ λ
1 + n˙− b, a+ 2λ
∣∣∣∣∣ 1
)}
. (4.11)
The proofs of the above reductions are reserved for the appendix B. All other KdF functions
in eqs. (4.7) and (4.8) reduce to generalized hypergeometric functions for b = 0:
G(1, 1, 1, 1, n;x, 0;D) = − Γ
[
−n˙, 1 + n˙− λ
n
]
(xx¯)λ−1
×
{
Γ
[
n, n˙, n˙, 1− n˙, 1− n˙
λ, 2n˙, 1− 2n˙
]
+ Sˆ
[
x−n˙3f2
(
1, λ, −n˙
1− n˙, λ− n˙
∣∣∣∣∣ x
)]}
.
(4.12)
An immediate consequence of the variable splitting in eq. (4.1) is that a moment (x,N + b)
shifted by a natural number N with respect to a lower moment (x, b) can be obtained by
differentiating the latter one:
G(1, 1, 1, 1, n;x,N + b;D)
= (xx¯)1+ω/2xb+N
N∑
k=0
(
N
k
)
x¯k
(2 + ω/2 + b)k
∂k
∂x¯k
[
(xx¯)−1−ω/2x−bG(1, 1, 1, 1, n;x, b;D)
]
.
(4.13)
This implies that any moment G(1, 1, 1, 1, n;x,N ;D) for a natural N is a finite sum of
functions 3F2(x), 3F2(x¯), and simpler functions.
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Setting N to 1 and integrating (4.13) with xa by parts, we obtain a simple recurrence
relation for twofold moments:
(ω/2 + a+ b+ 2)G(1, 1, 1, 1, n; a, b;D)
= (ω/2 + a+ 2)G(1, 1, 1, 1, n; a + 1, b;D) + (ω/2 + b+ 2)G(1, 1, 1, 1, n; a, b+ 1;D).
(4.14)
Deriving the above relation, we assumed that the limits of x1+ax¯G(1, 1, 1, 1, n;x, b;D) at the
endpoints are zero. The recurrence relation allows us to express all moments (a+ k, b+ l)
for any natural numbers k and l through a set of independent moments chosen, for instance,
as (a+ 2k, b), k = 1, 2, . . . .
Evaluating a-moments of eq. (4.12), we arrive at
G(1, 1, 1, 1, n; a, 0;D) = − Γ (−n˙) Γ (n˙) Γ (1 + n˙− λ)
×
{
Γ
[
λ
n, n˙
]
4f3
(
1, λ, −n˙, a+ λ− n˙
1− n˙, λ− n˙, a+ 2λ− n˙
∣∣∣∣∣ 1
)
+ Γ
[
a+ λ
n, n˙
]
3f2
(
1, λ, −n˙
1− n˙, a+ 2λ− n˙
∣∣∣∣∣ 1
)
+ Γ
[
n˙, a+ λ
1 + 2n˙, −2n˙, a+ 2λ
]}
. (4.15)
This and the recurrence relation (4.14) give also all twofold moments G(1, 1, 1, 1, n; a,N ;D)
for any natural N . The moments G(1, 1, 1, 1, n; a,N ;D) can always be represented as a sum
of 4f3(1) and simpler functions.
Finally, to compare eq. (4.15) with earlier results in the literature, we can write the
following expression for the special case a = b = 0 that is valid for arbitrary D and n:
G(1, 1, 1, 1, n; 0, 0;D) = −2Γ (−n˙) Γ (1− λ+ n˙) Γ (λ)
×
{
Θ(2λ− n− 1)
(
1
Γ(n)
3f2
(
1, λ, −n˙
1− n˙, 2λ− n˙
∣∣∣∣∣ 1
)
+
π
Γ(2λ)
cot (πn˙)
)
+Θ(1− 2λ+ n)
(
Γ
[
λ
2λ, 2λ− n˙− 1
]
3f2
(
1, 2λ, 1 + n˙
1 + n, 2 + n˙
∣∣∣∣∣ 1
)
+
π
Γ(2λ)
cot [π(λ− n˙)]
)}
.
(4.16)
The above equation reproduces the already known results [4, 6, 9] in its different domain of
applicability. Here, we have taken into account the fact that the function 3f2(1) converges
if and only if its parametric excess—the difference between the sums of all lower and all
upper parameters—is positive. The Heaviside step functions “switch off” the corresponding
3f2(1), if it diverges, which guarantees that the above representation is valid for all λ and
n. Note that the factors accompanying the step functions are identically equal in the band
D − 3 < n < D − 2. The equality can be proven by sequentially applying the identities
(A.14) and (A.16) to the first 3f2(1) in eq. (4.16). Note also that the factor accompanying
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the step function of 1 − 2λ + n is exactly the expression found by Kotikov [6], while the
other half of eq. (4.16) can be easily transformed to one of the representations suggested
by Broadhurst et al. [9] (see also eq. (6.11) in ref. [12]).3
5 Conclusion
We evaluated the massless two-loop kite master integral I(p; {ni};x, y;D) (figure 1). The
integral as well as its Mellin moments naturally occur in calculating the correlator of two
composite verticies. The integral is a function of indices ni, i = 1, . . . , 5, space-time di-
mension D, and two Bjorken fractions x, y ∈ [0, 1]. Compared with the ordinary two-loop
master integral I(p; {ni};D), the master integral considered here has two Dirac delta func-
tions in the integrand [eq. (3.1)]. These factors restrict integration over loop four-momenta
ki, i = 1, 2 to the collinear subspaces with, e.g., k
+
1 = xp
+, k+2 = yp
+, and arbitrary
k−i , k
⊥
i in light-cone coordinates. On the other hand, the Dirac deltas give unities upon
integrating I(p; {ni};x, y;D) over x and y, and I(p; {ni};x, y;D) reduces to I(p; {ni};D).
This double zeroth and other Mellin moments of I(p; {ni};x, y;D) cover all the Feynman
integrals stemming from the kite diagrams in light-quark QCD—I(p; {ni};x, y;D) can be
considered as a generating function in this sense.
Considering the integral I(p; {ni};x, y;D) in the α representation, we have evaluated
the integral in terms of the hypergeometric Kampé de Fériet (KdF) function of two vari-
ables, f(−z/z¯, 1). In some important cases with two natural indices (figure 2), the KdF
function reduces to a sum of univariate hypergeometric functions 3F2(z¯). The hypergeo-
metric part of the integral depends on only one combination of the Bjorken variables, the
conformal ratio z = (x¯y)/(xy¯), which could be a manifestation of the conformal symmetry.
We have also calculated one- and twofold Mellin moments I(p; {ni};x, y;D). In the general
case they are expressed through the generalized Lauricella functions. For natural moments,
however, the Lauricella functions reduce to simpler KdF functions, which is proved most
easily in their Mellin–Barnes representation.
We paid close attention to the special cases of {ni} = {1, 1, 1, 1, n}, which appear in
calculating two- and three-loop quark correlator (more precisely, the part of the correlator
proportional to β0). These master integrals and the Mellin moments thereof can always
be expressed through the KdF functions reducing to 4F3 and simpler functions at least in
most of the practically important situations. Taking the double zeroth Mellin moment of
I(p; 1, 1, 1, 1, n;x, y;D)—a twofold integral over x and y—yielded the well known expression
for the two-loop integral I(p; 1, 1, 1, 1, n;D) in terms of 3F2. This can be viewed as a
curious methodological byproduct of our consideration—evaluating directly hypergeometric
Eulerian integrals occurring in the α representation provides us with the third alternative
approach to derive the result for I(p; 1, 1, 1, 1, n;D), the first two being: solving functional
3The function 3f2(1) multiplying Θ(2λ− n− 1) differs from that in eq. (6.11) of ref. [12] in that two of
its parameters are shifted by 1. We can always shift them back, since one of the upper parameters of 3f2(1)
is equal to 1. To see this, one can simply write 3f2(1) as an integral of 2f1(1) and make use of the relations
between consecutive 2f1(1) for the case with one of the parameters being equal to 1 (e.g. see eqs. (2.9) and
(2.10) in ref. [24]).
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equations coming from the star-triangle and integration-by-parts relations [4, 5, 9], and
integrating with the help of expansion in the basis of Gegenbauer polynomials [6]. Also,
we have derived the recurrence relations allowing us to express higher moments shifted by
some natural numbers through a basis of lower moments. It should be noted that these
recurrence relations in our approach are not a consequence of integration-by-parts relations
as it is usually the case but of variable splitting in the integral, which is a product of
function of the conformal ratio z and function of the difference x− y.
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A Hypergeometric functions—notation
The most general hypergeometric series encountered in this work is the generalized Lau-
ricella function fp0:p1,p2,p3q0:q1,q2,q3 of three variables. In the convention we use, it is defined as a
threefold series
f
p0:p1,p2,p3
q0:q1,q2,q3
(
g0 : a1 ; a2 ; a3
h0 : b1 ; b2 ; b3
∣∣∣∣∣ z1, z2, z3
)
=
∑
r1,r2,r3>0
Γ
[
A0,a1 + r1,a2 + r2,a3 + r3
B0,b1 + r1,b2 + r2,b3 + r3
]
zr11
r1!
zr22
r2!
zr33
r3!
, (A.1)
where
ai = ai1, . . . , aipi , bi = bi1, . . . , biqi ,
ai + r = ai1 + r, . . . , aipi + r, bi + r = bi1 + r, . . . , biqi + r for i > 1,
g0 = (a01 : α
1
1, α
2
1, α
3
1), . . . , (a0p0 : α
1
p0 , α
2
p0 , α
3
p0),
h0 = (b01 : β
1
1 , β
2
1 , β
3
1), . . . , (b0q0 : β
1
q0 , β
2
q0 , β
3
q0),
A0 = a01 +
3∑
i=1
αi1ri, . . . , a0p0 +
3∑
i=1
αip0ri, B0 = b01 +
3∑
i=1
βi1ri, . . . , b0q0 +
3∑
i=1
βiq0ri.
The two-row gamma function is defined as follows:
Γ
[
a1, . . . , ap
b1, . . . , bq
]
=
∏p
i=1 Γ(ai)∏q
i=1 Γ(bi)
. (A.2)
If one of its arguments vanishes, zi = 0, and all α
j
i , β
j
i are equal to 1, the Lauricella
function reduces to a double series dubbed as the Kampé de Férriet (KdF) function:
f
p0:p1;p2
q0:q1;q2
(
a0 : a1 ; a2
b0 : b1 ; b2
∣∣∣∣∣ z1, z2
)
=
∑
r1,r2>0
Γ
[
a0 + r1 + r2,a1 + r1,a2 + r2
b0 + r1 + r2,b1 + r1,b2 + r2
]
zr11
r1!
zr22
r2!
, (A.3)
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All Appell functions and univariate generalized hypergeometric functions belong to the class
of KdF functions. In particular, the Appell function F1 is
F1
(
a; b1, b2
c
∣∣∣∣∣ z1, z2
)
= Γ
[
c
a, b1, b2
]
f
1:1;1
1:0;0
(
a : b1 ; b2
c : — ; —
∣∣∣∣∣ z1, z2
)
=
∑
r,s>0
(a)r+s
(c)r+s
(b1)r
r!
(b2)s
s!
zr1z
s
2, (A.4)
where (a)r = Γ(a + r)/Γ(a) is the Pochhammer symbol. The generalized hypergeometric
function is
pfq
(
a
b
∣∣∣∣∣ z
)
= fp:0;0q:0;0
(
a : — ; —
b : — ; —
∣∣∣∣∣ z, 0
)
=
∑
r>0
Γ
[
a+ r
b+ r
]
zr
r!
, (A.5)
We often use the hypergeometric functions in the normalization of eqs. (A.1), (A.3),
and (A.5), because, with this convention, many expressions contain less gamma functions
as factors accompanying hypergeometric functions. However, the hypergeometric functions
are usually defined in the following normalization different from that we use in this paper
[20, 34]:
pFq
(
a
b
∣∣∣∣∣ z
)
= Γ
[
b
a
]
pfq
(
a
b
∣∣∣∣∣ z
)
=
∑
r>0
∏p
i=1(ai)r∏q
i=1(bi)r
zr
r!
, (A.6)
F
p0:p1,p2
q0:q1,q2
(
a0 : a1 ; a2
b0 : b1 ; b2
∣∣∣∣∣ z1, z2
)
= Γ
[
b0,b1,b2
a0,a1,a2
]
f
p0:p1,p2
q0:q1,q2
(
a0 : a1 ; a2
b0 : b1 ; b2
∣∣∣∣∣ z1, z2
)
=
∑
r1,r2>0


∏p0
i=1(a0i)r1+r2∏q0
i=1(b0i)r1+r2
2∏
j=1
[∏pj
i=1(aji)rj∏qj
i=1(bji)rj
z
rj
j
rj !
]
 , (A.7)
and
F
p0:p1,p2,p3
q0:q1,q2,q3
(
g0 : a1 ; a2 ; a3
h0 : b1 ; b2 ; b3
∣∣∣∣∣ z1, z2, z3
)
= Γ
[
b0,b1,b2,b3
a0,a1,a2,a3
]
f
p0:p1,p2,p3
q0:q1,q2,q3
(
g0 : a1 ; a2 ; a3
h0 : b1 ; b2 ; b3
∣∣∣∣∣ z1, z2, z3
)
=
∑
r1,r2,r3>0


∏p0
i=1(a0i)Ni∏q0
i=1(b0i)Mi
3∏
j=1
[∏pj
i=1(aji)rj∏qj
i=1(bji)rj
z
rj
j
rj !
]
 , (A.8)
where Ni =
∑3
j=1 α
j
i rj, Mi =
∑3
j=1 β
j
i rj , and the multi-parameters ai, bi, g0, h0 are
defined after eq. (A.1). Note that small- and capital-letter functions are different in their
analytical properties with respect to the parameters. The function pFq or F
p0:...
q0:... (pfq or
f
p0:...
q0:... ) does not exist when one of its lower (upper) parameters equals 0, −1, −2, . . . .
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Finally, for the sake of completeness of the paper, we list relations referred to in the
text:
F1
(
a; b1, b2
c
∣∣∣∣∣ z1, z2
)
= Γ
[
c
a, c− a
]∫ 1
0
dt ta−1t¯c−a−1
(1− tz1)
b1 (1− tz2)
b2
, Re c > Re a > 0 [35];
(A.9)
F1
(
a; b1, b2
c
∣∣∣∣∣ z1, z2
)
= z¯−b11 z¯
c−a−b2
2 F1
(
c− a; b1, c− b1 − b2
c
∣∣∣∣∣ z2 − z1z¯1 , z2
)
[36]; (A.10)
2F1
(
a, b
c
∣∣∣∣∣ z
)
= Γ
[
c, a+ b− c
a, b
]
z¯c−a−b2F1
(
c− a, c− b
c− a− b+ 1
∣∣∣∣∣ z¯
)
+ Γ
[
c, c− a− b
c− a, c− b
]
2F1
(
a, b
a+ b− c+ 1
∣∣∣∣∣ z¯
)
[37]; (A.11)
q+1Fq
(
a1, . . . , aq+1
b1, . . . , bq
∣∣∣∣∣ z
)
= Γ
[
bq
aq+1, bq − aq+1
]
×
∫ 1
0
dt taq+1−1t¯ bq−aq+1−1qFq−1
(
a1, . . . , aq
b1, . . . , bq−1
∣∣∣∣∣ tz
)
,
Re bq > Re aq+1 > 0, |arg z¯| < π [38]; (A.12)
2f1
(
a, b
c
∣∣∣∣∣ z
)
= Γ
[
a
c− b
]∫ 1
0
dt tb−1t¯ c−b−1
(1− tz)a
, Re c > Re b > 0, |arg z¯| < π [39];
(A.13)
3f2
(
a1, a2, a3
b1, b2
∣∣∣∣∣ 1
)
= Γ
[
a3, b1 − a1 − a2, a1 + a2 − b1 + 1
b1 − a1, b1 − a2, b2 − a3
]{
3f2
(
a1, a2, b2 − a3
a1 + a2 − b1 + 1, b2
∣∣∣∣∣ 1
)
− 3f2
(
b1 − a1, b1 − a2, b1 + b2 − a1 − a2 − a3
b1 − a1 − a2 + 1, b1 + b2 − a1 − a2
∣∣∣∣∣ 1
)}
,
Re (b1 + b2 − a1 − a2 − a3) > 0, Re (a3 − b1 + 1) > 0 [40]; (A.14)
3f2
(
a1, a2, a3
b1, b2
∣∣∣∣∣ 1
)
= Γ
[
a2, a3, a2 − b1 + 1, a3 − b1 + 1
b1, 1− b1, b2 − a1, a1 + a2 + a3 − b1 − b2 + 1
]
× 3f2
(
a1, a1 − b1 + 1, a1 + a2 + a3 − b1 − b2 + 1
a1 + a2 − b1 + 1, a1 + a3 − b1 + 1
∣∣∣∣∣ 1
)
+ 3f2
(
a1 − b1 + 1, a2 − b1 + 1, a3 − b1 + 1
2− b1,−b1 + b2 + 1
∣∣∣∣∣ 1
)
,
Re (b1 + b2 − a1 − a2 − a3) > 0, Re (b2 − a1) > 0 [41]; (A.15)
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3f2
(
a1, a2, a3
b1, b2
∣∣∣∣∣ 1
)
= Γ
[
a2, a1 − b1 + 1, a3 − b1 + 1
b2 − a2, b1, 1− b1
]
3f2
(
a1, a3, b2 − a2
a1 + a3 − b1 + 1, b2
∣∣∣∣∣ 1
)
+ 3f2
(
a1 − b1 + 1, a2 − b1 + 1, a3 − b1 + 1
2− b1, b2 − b1 + 1
∣∣∣∣∣ 1
)
,
Re (b1 + b2 − a1 − a2 − a3) > 0, Re (a2 − b1 + 1) > 0 [42]; (A.16)
2f1(a, b; c; 1) = Γ
[
a, b, c − a− b
c− a, c− b
]
, Re(c− a− b) > 0 [43]; (A.17)
f1
(
a; b1, b2
b1 + b2
∣∣∣∣∣ z1, z2
)
= Γ(b2)z¯
−a
2 2f1
(
a, b1
b1 + b2
∣∣∣∣∣ z1 − z2z¯2
)
[44]; (A.18)
f1
(
a; b1, b2
c
∣∣∣∣∣ z, 1
)
= Γ
[
c− b2
a
]
2f1
(
a, b2
c
∣∣∣∣∣ 1
)
2f1
(
a, b1
c− b2
∣∣∣∣∣ z
)
[45]; (A.19)
3f2
(
a1, a2, a3
b1, b2
∣∣∣∣∣ z
)
= (−z)−a1
sin [π (b1 − a1)] sin [π (b2 − a1)]
sin [π (a2 − a1)] sin [π (a3 − a1)]
× 3f2
(
a1, a1 − b1 + 1, a1 − b2 + 1
a1 − a2 + 1, a1 − a3 + 1
∣∣∣∣∣ 1z
)
+ cyclic permutations of {a1, a2, a3},
a1 − a2 /∈ Z, a2 − a3 /∈ Z, a3 − a1 /∈ Z, z /∈ (0, 1) [46]. (A.20)
B KdF function f
1:1;2
1:0;1
The purpose of this appendix is to encapsulate some properties of the KdF function
f
1:2;1
1:1;0 (x, y) that has occurred in eqs. (3.23) and (4.7). It admits three representations as
the integrals of the Gauss and Appell functions, and 3f2:
f
1:1;2
1:0;1
(
a : c ; d, e
b : — ; g
∣∣∣∣∣x, y
)
= Γ
[
c
b− a
]∫ 1
0
dz
za−1z¯b−a−1
(1− xz)c
2f1
(
d, e
g
∣∣∣∣∣ yz
)
(B.1)
=
1
Γ(g − e)
∫ 1
0
dz ze−1z¯g−e−1f1
(
a; c, d
b
∣∣∣∣∣ x, yz
)
, (B.2)
= Γ
[
c, b− c
a, b− a
]
x¯b−a−c
∫ 1
0
dz
zb−c−1z¯c−1
(1− xz)b−a
3f2
(
a, d, e
b− c, g
∣∣∣∣∣ yz
)
,
(B.3)
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where Re b > Re a > 0 and, for (B.3), Re b > Re c > 0; f1(x, y) = f
1:1;1
1:0;0(x, y) in eq. (A.4).
The equivalence of the first two representations can be easily proved by using the Euler
integrals for 2f1 (A.13) and f1 (A.9). The third representation can be obtained from the
second one with the help of the following representation for f1 [47]:
f1
(
a; c, d
b
∣∣∣∣∣ x, y
)
= x¯b−a−c
∫ 1
0
dz
zb−c−1z¯c−1
(1− xz)b−a
2f1
(
a, d
b− c
∣∣∣∣∣ yz
)
. (B.4)
Eqs. (B.1)–(B.3) allows us to obtain (4.7) readily by integrating (4.1) with yb over y (one
should simply change the integration variable to z).
Making the substitution z → z¯ in eq. (B.1), setting y = 1, and using the Kummer
transformation (A.11), we obtain the following autotransformation property for f1:1;21:0;1(x, 1):
x¯cf1:1;21:0;1
(
a : c ; d, e
b : — ; g
∣∣∣∣∣x, 1
)
= Γ
[
a, d+ e− g, 1 + g − d− e
b− a, g − d, g − e
]
×
[
f
1:1;2
1:0;1
(
b− a+ g − d− e : c ; g − d, g − e
b+ g − d− e : — ; g − d− e+ 1
∣∣∣∣∣− xx¯ , 1
)
− f1:1;21:0;1
(
b− a : c ; d, e
b : — ; d+ e− g + 1
∣∣∣∣∣− xx¯ , 1
)]
. (B.5)
Also, we can make the substitution z → z¯ in eq. (B.1), expand the denominator in the
integrand, and evaluate the integral of the series term by term with the help of the integral
representation of 3F2 (A.12). This gives
x¯cf1:1;21:0;1
(
a : c ; d, e
b : — ; g
∣∣∣∣∣x, y
)
=
1
Γ(b− a)
f
0:2;3
1:0;1
(
— : b− a, c ; a, d, e
b : — ; g
∣∣∣∣∣− xx¯ , y
)
. (B.6)
In a number of cases f1:1;21:0;1 (x, 1) reduces to simpler hypergeometric functions. One of
them follows from eq. (B.1)—the integral over z can be easily done in terms of 3f2 if a is
equal to g [48]. Indeed, expanding the denominator of the integrand as a series in −x/x¯,
evaluating the integral over z, and using the well-known summation formula for 2f1(1)
(A.17), we get
x¯cf1:1;21:0;1
(
a : c ; d, e
b : — ; a
∣∣∣∣∣ x, 1
)
= Γ
[
d, e
b− a
]
3f2
(
b− d− e, c, b− a
b− d, b− e
∣∣∣∣∣− xx¯
)
. (B.7)
Another possibility of reduction important for us has been pointed out in our sketching
the proof of eq. (3.26). It is related to the reduction (A.18) of f1 to 2f1 in the integral
representation (B.2) if b = c + d. We will not develop the consideration of section 3.3
here. It should be noted, however, that the reduction formula (4.9) can be derived (rather
cumbersomely) in the same way—use the representation (B.2), write the Appell function
as 2f1 (see (A.18)), transform 2f1 with the help of (A.11), evaluate the resulting simple
integrals, and apply the identity (A.20) to 3f2(1/x¯).
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Now, let us prove the reduction (4.10). To this end, we represent the KdF function as
a series with 3f2(1) in coefficients:
f
1:1;2
1:0;1
(
1 : b+ λ− n˙ ; n, n˙+ 1
1 + λ : — ; 2(n˙+ 1)
∣∣∣∣∣ x¯, 1
)
=
∑
r>0
Γ(b+ λ− n˙+ r)
r!
x¯r3f2
(
1 + r, n, n˙+ 1
1 + λ+ r, 2(n˙+ 1)
∣∣∣∣∣ 1
)
. (B.8)
Then, we transform 3f2(1) with the help of the identity (A.15)
3f2
(
1 + r, n˙+ 1, n
1 + λ+ r, 2(n˙ + 1)
∣∣∣∣∣ 1
)
= Γ
[
1 + r, −n˙, λ− n˙− 1, r − 2n˙, n˙+ 1, n
λ, −2n˙− 1, r − n˙+ 1, r + λ− n˙, 2(n˙+ 1)
]
+ 3f2
(
r − 2n˙, λ− n˙− 1, −n˙
r + λ− 2n˙, −2n˙
∣∣∣∣∣ 1
)
. (B.9)
This results in the following expression:
f
1:1;2
1:0;1
(
1 : b+ λ− n˙ ; n, n˙+ 1
1 + λ : — ; 2(n˙ + 1)
∣∣∣∣∣ x¯, 1
)
= Γ
[
n˙+ 1, −n˙, λ− n˙− 1, n
−2n˙− 1, 2(n˙ + 1), λ
]
3f2
(
1, b+ λ− n˙, −2n˙
1− n˙, λ− n˙
∣∣∣∣∣ x¯
)
+ f1:1;21:0;1
(
−2n˙ : b+ λ− n˙ ; λ− n˙− 1, −n˙
λ− 2n˙ : — ; −2n˙
∣∣∣∣∣ x¯, 1
)
. (B.10)
The last term in the above equation can be simplified by virtue of the reduction (B.7),
which leads us immediately to eq. (4.10).
Finally, to derive the reduction of the third term in eq. (4.7) for b = 0, we can make
use of the autotransformation property (B.5), which gives two terms—the Appell function
f1(−x/x¯, 1) and a new f
1:1;2
1:0;1 (−x/x¯, 1). Both terms can be reduced to series in one variable
due to the reduction formulas (B.7) and (A.19). In the case of b = 0, the fourth term in
eq. (4.7) is equal to the third one up to replacing x by x¯.
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C Listing of parameter arrays of hypergeometric functions
Here, we list the arrays of the parameters of the two-row gamma and generalized Lauricella
functions in eqs. (3.29) and (3.30):
[P1] =
[
n2,4,5˜, b− n2,4˜,5˜, λ, n3,4,5˜
1
]
, [P2] =
[
n2,4,5˜, b− n2,4˜,5˜, λ, n1,2,5˜
1
]
,
[Q1] =
[
— : n3,4,5˜, n1,3,5˜, n5 ; λ, n3, b− n4˜ ; b− n2,4˜,5˜, −n5˜
(b− n4˜,5˜ : β1), (n3,5 : β2) : n1,2,3,4,5˜,5˜ ; — ; —
]
,
[Q2] =
[
— : n1,2,5˜, n1,3,5˜, n5 ; λ, n1, −n2˜ ; b− n2,4˜,5˜, −n5˜
(−n2˜,5˜ : β1), (n1,5 : β2) : n1,2,3,4,5˜,5˜ ; — ; —
]
,
(C.1)
[β1] = [0, 1, 1], [β2] = [1, 1, 0].
The arrays P ′i and Q
′
i, i = 1, 2 in eq. (3.30) are obtained from Pi and Qi by attaching two
more parameters in the last columns:
[P ′1] =
[
P1
,−n1,2˜,5˜
, 1
]
, [Q′1] =
[
Q1
, a+ b− n3,4˜,5˜
, a+ b− n1,2,3˜,4˜,5˜,5˜
]
,
[P ′2] =
[
P2
, a− n2,3˜,5˜
, 1
]
, [Q′2] =
[
Q2
, b− n1,4˜,5˜
, a+ b− n1,2,3˜,4˜,5˜,5˜
]
.
(C.2)
The parameters of eq. (3.34) read
α1 = α3 = α5 = α7 = α9 = −n4˜, α2 = α4 = α6 = α8 = α10 = −n3,4˜,5˜,
β1 = β2 = −n2˜, β3 = β4 = −n1,2˜,5˜, β5 = β7 = β9 = n4, β6 = β8 = β10 = n3,4,5˜;
(C.3)
[Ξ0] =
[
n3,5˜, 1− n3,5˜
n1, n3, n5, −n1,3˜,5˜
]
, [Ξ6] =
[
−n2,3,4˜,5˜, 1 + n2,3,4˜,5˜, −n1,2,3,4˜,5˜,5˜, 1 + n1,2,3,4˜,5˜,5˜
−n3,4˜,5˜, n3,4,5˜, 1− n3,4,5˜, 1 + n3,4˜,5˜
]
,
[Ξ1] =
[
−n1,5˜, n2,4˜, 1 + n1,5˜, 1− n2,4˜
n2, n4, 1− n2, 1− n4
]
, [Ξ7] =
[
1
n4, 1− n4
]
,
[Ξ2] =
[
−n1,5˜, 1 + n1,5˜, n2,3,4˜,5˜, 1− n2,3,4˜,5˜
n2, 1− n2, n3,4,5˜, 1− n3,4,5˜
]
, [Ξ8] =
[
1
n3,4,5˜, 1− n3,4,5˜
]
,
[Ξ3] =
[
n1,5˜, 1− n1,5˜, n1,2,4˜,5˜, 1− n1,2,4˜,5˜
n4, 1− n4, n1,2,5˜, 1− n1,2,5˜
]
, [Ξ9] =
[
−n2,4˜, −n1,2,4˜,5˜
n4, 1− n4, −n4˜
]
,
[Ξ4] =
[
n1,5˜, 1− n1,5˜, n1,2,3,4˜,5˜,5˜, 1− n1,2,3,4˜,5˜,5˜
n1,2,5˜, n3,4,5˜, 1− n1,2,5˜, 1− n3,4,5˜
]
, [Ξ10] =
[
−n2,3,4˜,5˜, −n1,2,3,4˜,5˜,5˜
−n3,4˜,5˜, n3,4,5˜, 1− n3,4,5˜
]
;
[Ξ5] =
[
−n2,4˜, 1 + n2,4˜, −n1,2,4˜,5˜, 1 + n1,2,4˜,5˜
n4, 1− n4, −n4˜, 1 + n4˜
]
,
(C.4)
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[Φ1] =
[
n5, n1,3,5˜ : 1, 1− n2 ; 1− n4
1− n2,4˜ : 1, 1 + n1,5˜ ; 1 + n3,5˜
]
, [Φ2] =
[
n1, −n3˜ : 1, 1− n2 ; 1− n3,4,5˜
1− n2,3,4˜,5˜ : 1, 1 + n1, 5˜ ; 1− n3, 5˜
]
,
[Φ3] =
[
n3, −n1˜ : 1, 1− n1,2,5˜ ; 1− n4
1− n1,2,4˜,5˜ : 1, 1− n1,5˜ ; 1 + n3,5˜
]
,
[Φ4] =
[
−n5˜, −n1,3˜,5˜ : 1, 1− n1,2,5˜ ; 1− n3,4,5˜
1− n1,2,3,4˜,5˜,5˜ : 1, 1− n1,5˜ ; 1− n3,5˜
]
,
[Φ5] =
[
n2,4,5˜, n1,2,3,4˜,5˜ : 1, 1 + n4˜ ; 1− n4
1 : 1 + n2,4˜, 1 + n1,2,4˜,5˜ ; 1 + n3,5˜
]
,
[Φ6] =
[
n2,4,5˜, n1,2,3,4˜,5˜ : 1, 1 + n3,4˜,5˜ ; 1− n3,4,5˜
1 : 1 + n2,3,4˜,5˜, 1 + n1,2,3,4˜,5˜,5˜ ; 1− n3,5˜
]
,
[Φ7] =
[
1− n4 : n2,4,5˜, n1,2,3,4˜,5˜ ; 1, −n2,4˜, −n1,2,4˜,5˜
1, 1 + n3,5˜ : — ; −n4˜
]
,
[Φ8] =
[
1− n3,4,5˜ : n2,4,5˜, n1,2,3,4˜,5˜ ; 1, −n2,3,4˜,5˜, −n1,2,3,4˜,5˜,5˜
1, 1− n3,5˜ : — ; −n3,4˜,5˜
]
,
[Φ9] =
[
1− n4, n2,4,5˜, n1,2,3,4˜,5˜
1, 1 + n3,5˜
]
, [Φ10] =
[
n2,4,5˜, 1− n3,4,5˜, n1,2,3,4˜,5˜
1, 1− n3,5˜
]
.
The arrays of the parameters Ξ′k and Φ
′
k in eq. (3.35) are as follows:
Ξ′k = Ξk, k = 0, . . . , 6,
[Ξ′7] = [Ξ
′
8] =
[
1
1
]
, [Ξ′9] =
[
−n2,4˜, −n1,2,4˜,5˜
1− n4, −n4˜
]
, [Ξ′10] =
[
−n2,3,4˜,5˜, −n1,2,3,4˜,5˜,5˜
−n3,4˜,5˜, 1− n3,4,5˜
]
,
(C.5)
where Ξk, k = 0, . . . , 10 are given in eq. (C.4);
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[Φ′1] =
[
n5, n1,3,5˜ : 1, 1− n2, −n2˜ ; 1− n4, b− n4˜
1− n2,4˜, b− n2˜,4˜ : 1, 1 + n1,5˜ ; 1 + n3,5˜
]
,
[Φ′2] =
[
n1, −n3˜ : 1, 1− n2, −n2˜ ; 1− n3,4,5˜, b− n3,4˜,5˜
1− n2,3,4˜,5˜, b− n2,3˜,4˜,5˜ : 1, 1 + n1, 5˜ ; 1− n3, 5˜
]
,
[Φ′3] =
[
n3, −n1˜ : 1− n1,2,5˜, −n1,2˜,5˜ ; 1− n4, b− n4˜
1− n1,2,4˜,5˜, b− n1,2˜,4˜,5˜ : 1− n1,5˜ ; 1 + n3,5˜
]
,
[Φ′4] =
[
−n5˜, −n1,3˜,5˜ : 1− n1,2,5˜, −n1,2˜,5˜ ; 1− n3,4,5˜, b− n3,4˜,5˜
1− n1,2,3,4˜,5˜,5˜, b− n1,2˜,3˜,4˜,5˜ : 1− n1,5˜ ; 1− n3,5˜
]
,
[Φ′5] =
[
n2,4,5˜, n1,2,3,4˜,5˜ : 1, 1 + n4˜, n4 ; 1− n4, b− n4˜
1, b+D/2 : 1 + n2,4˜, 1 + n1,2,4˜,5˜ ; 1 + n3,5˜
]
,
[Φ′6] =
[
n2,4,5˜, n1,2,3,4˜,5˜ : 1, 1 + n3,4˜,5˜, n3,4,5˜ ; 1− n3,4,5˜, b− n3,4˜,5˜
1, b+D/2 : 1 + n2,3,4˜,5˜, 1 + n1,2,3,4˜,5˜,5˜ ; 1− n3,5˜
]
,
[Φ′7] =
[
1− n4, −n4˜ : 1, −n2,4˜, −n1,2,4˜,5˜ ; n2,4,5˜, n1,2,3,4˜,5˜
1, 1 + n3,5˜ : −n4˜, 1− n4 ; b+D/2
]
,
[Φ′8] =
[
1− n3,4,5˜, b− n3,4˜,5˜ : 1, −n2,3,4˜,5˜, −n1,2,3,4˜,5˜,5˜ ; n2,4,5˜, n1,2,3,4˜,5˜
1, 1− n3,5˜ : −n3,4˜,5˜, 1− n3,4,5˜ ; b+D/2
]
.
[Φ′9] =
[
1− n4, n2,4,5˜, n1,2,3,4˜,5˜, b− n4˜
1, 1 + n3,5˜, b+D/2
]
, [Φ′10] =
[
n2,4,5˜, 1− n3,4,5˜, n1,2,3,4˜,5˜, b− n3,4˜,5˜
1, 1− n3,5˜, b+D/2
]
.
(C.6)
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