Asymptotically Exact Heuristics for (Near) Primitive Roots  by Moree, Pieter
Journal of Number Theory 83, 155181 (2000)
Asymptotically Exact Heuristics for (Near)
Primitive Roots
Pieter Moree
Mathematical Institute, P.O. Box 9512, 2300 RA Leiden, The Netherlands
E-mail: moreemath.leidenuniv.nl
Communicated by P. Roquette
Received September 4, 1999
Let g # Q"[&1, 0, 1]. Let p be a prime. Let ordp(g) denote the exponent of p in
the canonical factorization of g. If ordp(g)=0, we define rg( p)=[(ZpZ)* :
(g mod p)], that is, rg( p) is the residual index mod p of g. For an arbitrary
natural number t we consider the set Ng, t of primes p with ordp(g)=0 and
rg( p)=t. Write g=\gh0 , where g0 is positive and not an exact power of a rational.
We introduce a function wg, t( p) # [0, 1, 2], for which it is proved, under the
Generalized Riemann Hypothesis (GRH), that
Ng, t(x)=(h, t) :
p#1(mod t)
px
wg, t( p)
.(( p&1)t)
p&1
+O \x log log xlog2 x + ,
where Ng, t(x) is the counting function for Ng, t . This modifies the naive and, under
GRH, false heuristic in which one takes wg, t( p)=1.  2000 Academic Press
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1. INTRODUCTION
Let g # Q"[&1, 0, 1]. Let p be a prime. If ordp(g)=0, we define
rg( p)=[(ZpZ)* : (g mod p)], that is, rg( p) is the residual index mod p
of g. For an arbitrary natural number t we consider the set Ng, t of primes
p with ordp(g)=0 and rg( p)=t. For arbitrary real x>0, we let Ng, t(x)
denote the number of primes p in Ng, t with px. Note that Ng, 1(x) is just
the counting function of the primes px such that g is a primitive root
mod p. E. Artin conjectured in 1927 that if g is not a square, then Ng, 1(x)
tends to infinity with x. There is an extensive literature on this conjecture.
In contrast, there are only a few papers concerned with Ng, t(x) for t>1,
e.g. [5, 11, 12, 14, 17, 21]. Lenstra [12] considered a wide ranging
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generalization of Ng, 1(x), of which Ng, t(x) is merely one example. He did
this in the context of his study of Euclidean number fields. The results on
Ng, t(x) obtained in [17] were used in [18] to estimate the magnitude of
the least prime primitive root mod p. Wagstaff [21] applied his result on
Ng, t(x) to pseudoprimes; in [1] there are applications to pseudopowers.
Let p be a prime with p#1(mod t). Note that the density of elements g
such that rg( p)=t is .(( p&1)t)( p&1), where . denotes Euler’s totient
function. Thus naively one might expect that px .(( p&1)t)( p&1)
should grow as Ng, t(x). This turns out to be false under the generalized
Riemann hypothesis (GRH). Traditionally mathematicians tried to remedy
this by showing that this heuristic holds true on average; cf. [6, 11, 20, 22].
For example, Stephens [20] has proved that, for arbitrary C>1 and
m>exp(4 - log x log log x),
1
m
:
gm
Ng, 1(x)= :
px
.( p&1)
p&1
+O \ xlogC x+ . (1)
Actually, Stephens’ result can be easily generalized to arbitrary t; see
Remark 1 of Section 3.1. In this paper we take another approach in salvag-
ing the naive heuristic; we show that a modification of it is, under GRH,
an asymptotically exact heuristic, that is, we will indicate a function
wg, t( p) # [0, 1, 2] such that, under GRH,
Ng, t(x)t :
p#1(mod t)
px
wg, t( p) +g, t( p), (as x  )
provided that Ng, t is infinite. Here by +g, t( p) we denote, for p#1 (mod t),
(h, t) .(( p&1)t)( p&1).
The main result of this paper is Theorem 1. The notations and conditions
will be maintained throughout the rest of the paper. For notational
convenience we put R(x)=x log log x log&2 x.
Theorem 1 (GRH). Let g # Q"[&1, 0, 1] and t1 be an arbitrary
integer. Write g=\gh0 , where g0 # Q is positive and not an exact power of
a rational and h # Z1 . Let d(g0) denote the discriminant of Q(- g0 ). Let
2e & h and 2{ & t. Put ht=h(h, t). Put
0 if {<e;
=={&1 if {=e; .1 if {>e
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If g>0, then
Ng, t(x)=(h, t) :
(( p&1)t, ht)=1
px
p#1(mod t)
.(( p&1)t)
p&1
_\1+=2 [1+(&1) ( p&1)2e] \
d(g0)
p +++O(R(x)).
If g<0 and 2 |% ht , then
Ng, t(x)=(h, t) :
(( p&1)t, ht)=1
px
p#1 (mod lcm(2 e+1, t))
.(( p&1)t)
p&1
_\1+=(&1) ( p&1)(2 e+1) \d(g0)p +++O(R(x)).
If g<0 and 2 | ht , then
Ng, t(x)=2(h, t) :
(( p&1)2t, ht)=1
px
p#1 (mod 2t)
.(( p&1)t)
p&1
+O(R(x)).
Corollary 1 (GRH). Let g be a rational number with g{&1 and g
not a square. Let t1 be odd. Let j be the largest integer such that g is an
jth power. Put jt= j( j, t). Write g= g j1 . Then
Ng, t(x)=2( j, t) :
(( p&1)t, jt)=1
px, (d(g1)p)=&1
p#1(mod t)
.(( p&1)t)
p&1
+O(R(x)). (2)
Proof. If not both g<0 and 2 | ht , then the assertion follows in an
obvious way from Theorem 1. In the remaining case we have h=2rj for
some r1 and 2 |% j. Hence d(g1)=&4. Let p#1 (mod t). On noting that
(d(g1)p)=&1 and (( p&1)t, jt)=1 if and only if (( p&1)2t, ht)=1, the
proof is completed. K
Remark 1. The term =[1+(&1)( p&1)2e] appearing in Theorem 1 in the
case g>0 need not be well-defined in the case {<e. Then, however, ==0
and the reader has to read zero for this term.
Remark 2. Let a and f be coprime integers. When in both sides of (2)
we restrict to primes p such that p#a (mod f ) and we take t=1, then
equality still holds. This was established in [15], making use of a result
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derived in [16] regarding the explicit evaluation of a Galois theoretic sum
put forward by Lenstra [12].
Remark 3. For given g and t we denote the sum that appears in the
expression given for Ng, t(x) in Theorem 1 by Hg, t(x). We have
Hg, t(x)= :
p#1(mod t)
px
wg, t( p) +g, t( p),
with wg, t( p) # [0, 1, 2]. Note that if p#1 (mod t), then wg, t( p) is uniquely
defined. Thus, for example, if g<0, 2 | ht , and p#1 (mod t), then
wg, t( p)=2 if p#1 (mod 2t) and (( p&1)2t, ht)=1, and wg, t( p)=0
otherwise. The reader will not get any clue regarding the mathematical
interpretation of wg, t( p) from the proof of Theorem 1. For this the reader
should consult Section 2.5.
The remainder of this paper consists of two parts. In the first we prove
Theorem 1. This is done by unconditionally evaluating Hg, t(x), which is an
elementary computation, and comparing the outcome with a result due to
Wagstaff [21], which he obtained in an entirely different manner, namely
by using algebraic number theory and earlier results due to Hooley and
Lenstra. Miraculously the results agree. Theorem 1 does not allow one to
deduce that Hg, t(x), under GRH, is an asymptotically exact heuristic. That
this is true is deduced in Subsection 2.3. Unlike Wagstaff’s result, Hg, t(x),
which consists only of non-negative terms, is well suited to determine
(under GRH) the g and t such that Ng, t is finite. This is carried out in
Subsection 2.4. In Subsection 2.5 we make plausible that Hg, t(x) can be
regarded as a quadratic modification of the naive heuristic.
The proof of Theorem 1 gives no indication as to the origin of the sum
Hg, t(x). Explaining the origin of the sum Hg, t(x) is the object of the
second part of the paper. Lemma 14 gives a series expansion for Ng, t(x),
namely Ng, t(x)=dx Sd (x). Write g=\gh0 , where g0 is positive and not
an exact power of a rational. In the term Sd (x), characters appear that
have order at most max[2, d(d, h)]. Now if one assumes that only the
terms Sd (x) with max[2, d(d, h)]2, that is, the d dividing 2h, give a con-
tribution to the main term, one arrives at the heuristic sums given in
Theorem 1, after a rather elaborate computation. This is the heuristic
referred to in the title of Section 3. The main result of the second part of
the paper, Theorem 9, asserts that this heuristic is true under GRH.
2. THE PROOF OF THEOREM 1
We start by recalling some known results on Ng, t(x).
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Theorem 2 (GRH). Let g # Q"[&1, 0, 1]. For m1, put ‘m=e2?im
and let + denote the Mo bious function. Put
A(g, t)= :

k=1
+(k)
[Q(‘kt , g1kt) : Q]
.
We have
Ng, t(x)=A(g, t)
x
log x
+O(R(x)).
Proof. This follows from [7] and [12], cf. [21]. K
It is instructive to find the ‘‘generic’’ evaluation of the infinite sum A(g, t).
First let us consider the case t=1. Generically we have [Q(‘k , g1k) : Q]=
k.(k) and so in this case the generic evaluation of A(g, 1) is A(g, 1)=
k=1 +(k)(k.(k)). Since this sum is absolutely convergent and the
argument is multiplicative, we can apply Euler’s product formula to obtain
A=‘
p \1&
1
p( p&1)+ (r0.3739558)
as the generic answer. The constant A is called the Artin constant and the
true value of A(g, 1) turns out to be a rational multiple of this. The generic
evaluation for arbitrary t is
:

k=1
+(k)
kt.(kt)
.
The argument here is not multiplicative in k, but on rewriting this sum as
1
t.(t)
:

k=1
+(k) .(t)
k.(kt)
,
the argument in the sum is multiplicative in k and a short calculation
shows that the generic answer for A(g, t) equals
A
t2
‘
p | t
p2&1
p2& p&1
. (3)
Again the true value of A(g, t) turns out to be a rational multiple of this,
and so a rational multiple of A. More precisely, Wagstaff [21] has shown
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that A(g, t) can be expressed as a linear combination of sums of the
form
S(h, t, m) := :

k=1
m | kt
+(k)(kt, h)
kt.(kt)
.
Note that the generic evaluation of A(g, t) is S(1, t, 1). Thus in particular
S(1, t, 1) has an Euler product. This holds for S(h, t, m) too, though this
Euler product has a much more complicated form; see [21]. In any case
S(h, t, m) equals A times a rational constant and so the same holds for
A(g, t). The precise statement of Wagstaff’s result is as follows:
Theorem 3 (GRH). Let g # Q"[&1, 0, 1]. Write g=\gh0 , where g0 is
positive and not an exact power of a rational. Let 2e & h. Write g0= g1 g22 ,
where g1 is a square free integer and g2 is a rational. If g>0, set n=
lcm(2e+1, d(g0)). For g<0, define n=2g1 if e=0 and g1 #3 (mod 4), or
e=1 and g1 #2 (mod 4); let n=lcm(2e+2, d(g0)) otherwise. Let t be any
positive integer. Then
Ng, t(x)=A(g, t)
x
log x
+O(R(x)),
where
A(g, t)=S(h, t, 1)+S(h, t, n)
if g>0 and
A(g, t)=S(h, t, 1)& 12S(h, t, 2)+
1
2 S(h, t, 2
e+1)+S(h, t, n)
if g<0.
Remark 1. Note that if g<0, then either n=lcm(2e+2, d(g0)) or
n=d(g0)2.
Remark 2. In [17, p. 556], one finds a table of the values of A(g, t) in
case g is square free and g2. We leave it to the reader to check that this
table is consistent with Theorem 3 (which is not obvious).
2.1. Some ?(x)-Like Sums
As usual, let ?(x) denote the prime counting function. We say that
A(x) is ?(x)-like with constant B if there exists a constant B such that
A(x)=B?(x)+O(x log&C x), where C>1 can be taken arbitrarily. By the
prime number theorem this can be reformulated as A(x)=B Li(x)+
O(x log&C x), where Li(x) denotes the logarithmic integral. In this subsection
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it will be established that certain sums involving +g, t( p) are ?(x)-like.
The analytic side of the proofs is very standard and will be demonstrated
only in the case of the most basic sum of the type considered, namely
px .( p&1)( p&1).
Lemma 1. Let C>1 be arbitrary. Then
:
px
.( p&1)
p&1
=A Li(x)+O \ xlogC x+ ,
that is, px .( p&1)( p&1) is ?(x)-like with constant A.
Proof. We have .(n)n=>p | n ( p&1)p=d | n +(d )d. Thus
:
px
.( p&1)
p&1
= :
px
:
d | p&1
+(d )
d
= :
dx
+(d )
d
?(x; d, 1),
where ?(x : d, 1) denotes the number of primes px with p#1 (mod d ).
Now write
:
dx
+(d )
d
?(x; d, 1)= :
dlog C x
+(d)
d
?(x; d, 1)+ :
log C x<dx
+(d )
d
?(x; d, 1)
=T1+T2 ,
say. In order to estimate T1 , we use the SiegelWalfisz theorem (see e.g.
[19, Satz 4.8.3]). This yields
T1=Li(x) :
dlog C x
+(d)
d.(d )
+O \ xlogC x+ .
Now
:
dlog C x
+(d )
d.(d )
= :

d=1
+(d )
d.(d )
+O \ :d>log C x
1
d.(d )+ .
As we have seen, the infinite sum in the latter estimate equals A. We have
d.(d )=>p | d (1& p&1)&1>pd (1& p&1)&1<<log d, using Mertens’
formula. Thus
:
d>log C x
1
d.(d )
<< :
d>log C x
log d
d 2
<<
C log log x
logC x
.
(Actually, d>log C x 1d.(d )tc2 log&C x; for some absolute constant c2 ,
this can be shown by reasoning as in Landau [10], for example.) The
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trivial estimate ?(x; d, 1)<xd leads to T2=O(x log&C x). On putting
everything together, the result follows. K
Lemma 2. Let a and f be coprime integers with t | f and t | (a&1). Then
:
p#a(mod f )
px
+g, t( p)
is ?(x)-like with constant
(h, t)
t.( f )
‘
p | ((a&1)t, ft) \1&
1
p+ ‘
p |% f
p |% ft \1&
1
p( p&1)+ ‘
p | f
p |% ft \1&
1
p2+ .
Proof. The proof is similar to the proof of [15, Lemma 5]. K
Lemma 3. The sum
:
(( p&1)t, ht)=1
px, (d(g0)p)=1
p#1(mod 2t)
+g, t( p)
is ?(x)-like with constant
:

k=1
+(k)(kt, h)
kt[Q(‘ lcm(2, k) t , - g0 ) : Q]
.
Proof. Let us denote the sum under consideration by T3 . Then
T3 =
(h, t)
t
:
(( p&1)t, ht)=1
px, (d(g0)p)=1
p#1(mod 2t)
:
d | ( p&1)t
+(d )
d
=
(h, t)
t
:
(d, ht)=1
dxt
+(d )
d
:
p#1(mod dt)
(( p&1)t, ht)=1
px, (d(g0)p)=1
p#1(mod 2t)
1
=
(h, t)
t
:
(d, ht)=1
dxt
+(d )
d
:
p#1(mod dt)
px, (d(g0)p)=1
p#1(mod 2t)
:
$ | ht
$ | ( p&1)t
+($)
=
(h, t)
t
:
$ | ht
+($) :
(d, ht)=1
dxt
+(d )
d
:
p#1(mod d $t)
px, (d(g0)p)=1
p#1(mod 2t)
1.
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On combining the law of quadratic reciprocity, a weak form of the
Chebotarev density theorem, and the SiegelWalfisz theorem, it follows
that the latter inner sum is ?(x)-like with constant 1[Q(‘lcm(2, d$) t , - g0 ) :
Q]. Now reasoning as in Lemma 1 we deduce that T3 is ?(x)-like with
constant
(h, t)
t
:
$ | ht
$ :

d=1
(d, ht)=1
+(d ) +($)
d$[Q(‘lcm(2, d$) t , - g0 ) : Q]
.
On substituting k for d$ this can be rewritten as
:

k=1
+(k)(k, ht)(h, t)
kt[Q(‘lcm(2, k) t , - g0 ) : Q]
.
On noting that, for every k1, the identity (kt, h)=(k, ht)(h, t) holds, the
proof is completed. K
Given the above proof, the reader will not be surprised that we will need
the following result from elementary algebraic number theory.
Lemma 4. We have
[Q(‘m , - g0 ) : Q]={.(m)2.(m)
if d(g0) | m;
otherwise.
Lemma 5. Let =0 # [&1, 1]. The sum
2 :
(( p&1)t, ht)=1
px, (d(g0)p)==0
p#1(mod t)
+g, t( p)
is ?(x)-like with constant S(h, t, 1)+=0S(h, t, d(g0)).
Proof. In the case =0=1 we find, reasoning as in Lemma 3, that the
sum under consideration is ?(x)-like with constant
2 :

k=1
+(k)(kt, h)
kt[Q(‘kt , - g0 ) : Q]
.
On using Lemma 4, the latter constant is seen to equal S(h, t, 1)+
S(h, t, d(g0)). If in the sum we drop the condition (d(g0)p)==0 , it is seen
to be ?(x)-like with constant 2S(h, t, 1). From these two results, the lemma
is deduced. K
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Lemma 6. Let =0 # [&1, 1]. Assume {e. The sum
2 :
(( p&1)t, ht)=1
px, (d(g0)p)==0
p#1(mod 2t)
+g, t( p)
is ?(x)-like with constant &S(h, t, 2{+1)&=0 S(h, t, lcm(2{+1, d(g0))).
Proof. First take =0=1. By Lemma 3 this sum is ?(x)-like with constant
2 :

k=1
2 | k
+(k)(kt, h)
kt[Q(‘kt , - g0 ) : Q]
+2 :

k=1
2 |% k
+(k)(kt, h)
kt[Q(‘2kt , - g0 ) : Q]
=I1+I2 ,
say. Since {e by assumption, we have (2kt, h)=(kt, h) and on making
the substitution k=2k1 in I1 , we obtain I1=&I2 2 and hence the sum
under consideration is ?(x)-like with constant
&2 :

k=1
2 | k
+(k)(kt, h)
kt[Q(‘kt , - g0 ) : Q]
.
Using Lemma 4 this is seen to equal &S(h, t, 2{+1)&S(h, t, lcm(2{+1, d(g0))).
The sum with the condition (d(g0)p)==0 dropped is seen to equal
&2S(h, t, 2{+1). From these two results, the lemma is deduced. K
Lemma 7. Let =0 # [&1, 1]. Assume {e. Let n1=lcm(2{+1, d(g0)) if
d(g0) is odd and n1=lcm(2{+1, d(g0)2) otherwise. The sum
4 :
(( p&1)t, ht)=1
px, (d(g0)p)==0
p#1(mod 4t)
+g, t( p)
is ?(x)-like with constant &S(h, t, 2{+1)&=0 S(h, t, n1).
Proof. Reasoning as before one deduces that the sum under considera-
tion with =0=1 is ?(x)-like with constant
4 :

k=1
+(k)(kt, h)
kt[Q(‘ lcm(4, k) t , - g0 ) : Q]
.
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Splitting this sum up in a contribution coming from the even and the odd
k and applying the same trick as in the proof of Lemma 6, we obtain that
the sum is ?(x)-like with constant
&4 :

k=1
2 | k
+(k)(kt, h)
kt[Q(‘2kt , - g0 ) : Q]
,
that is, with constant &S(h, t, 2{+1)&S(h, t, n1). The sum as above with
the condition (d(g0)p)==0 dropped is seen to be ?(x)-like with constant
&2S(h, t, 2{+1). From this the result easily follows. K
2.2. The Proof of Theorem 1
The proof of Theorem 1 follows from the following, unconditional, result
and Theorem 3.
Theorem 4. The sum Hg, t(x) is ?(x)-like with constant A(g, t).
It thus remains to prove Theorem 4. In the first part of the proof we
establish that Hg, t(x) is ?(x)-like with a constant that is a simple linear
combination of sums of the form S(h, t, m). In most cases these combina-
tions are different from those obtained by Wagstaff for A(g, t). However,
by invoking the three lemmata below, it can be checked (and this is left to
the reader) that the constants as given in the proof agree with the values
A(g, t) as given in Theorem 3.
Lemma 8. If m | t, then S(h, t, m)=S(h, t, 1).
If e>{ and 2e+1 | m, then S(h, t, m)=0.
Suppose that \{. Then S(h, t, lcm(2\, m))=S(h, t, m).
If h, m and t are all odd, then S(h, t, m)=&S(h, t, 2m).
If {e and {1, then S(h, t, 2{+1)=&S(h, t, 1)3.
Proof. The proof is left to the reader. K
Lemma 9. Suppose that g<0 and {=e+1. Then
S(h, t, n)=&2S(h, t, lcm(2e+2, d(g0)))&S(h, t, d(g0)).
Proof. Note that, for every odd k,
d(g0) | kt  d(g0) | 2kt,
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if and only if n=lcm(2e+2, d(g0)). Thus, if n=lcm(2e+2, d(g0)), the
equality
:
d(g0) | kt
2 | k
+(k)(kt, h)
kt.(kt)
& :
d(g0) | kt
2 | k
+(k)(kt, h)
4kt.(kt)
= :
d(g0) | 2kt
2 |% k
+(k)(kt, h)
4kt.(kt)
& :
d(g0) | kt
2 | k
+(k)(kt, h)
4kt.(kt)
holds; that is, 3S(h, t, n)=&S(h, t, d(g0)), which is precisely what we
needed to prove.
Note that if n{lcm(2e+2, d(g0)), then n=d(g0)2 and lcm(2e+2,
d(g0))=d(g0) and we have to prove S(h, t, d(g0)2)=&3S(h, t, d(g0)),
which is proved by a similar argument. K
Recall that n1 is defined in Lemma 7.
Lemma 10. Suppose g<0 and {=e. We have equality of
S(h, t, 1)& 12S(h, t, 2)+
1
2 S(h, t, 2
e+1)+S(h, t, n) (4)
and
&S(h, t, 2e+1)&S(h, t, lcm(2e+1, d(g0)))+S(h, t, n1). (5)
Proof. If e2, then, by Lemma 8, (4) collapses to 12S(h, t, 1)+
1
2S(h, t,
2e+1) and (5) collapses to &S(h, t, 2e+1). Thus by Lemma 8 equality holds
in this case.
Suppose e=1. If 8 |% d(g0), the above argument still holds, so suppose
8 | d(g0). Then (4) collapses to 12S(h, t, 1)+
1
2S(h, t, 4)+S(h, t, d(g0)2) and
(5) collapses to &S(h, t, 4)+S(h, t, d(g0)2). By invoking Lemma 8 again,
the two sides are seen to be equal.
Finally, suppose e=0. Then (4) collapses to S(h, t, 1)+S(h, t, n). If
4 | d(g0) and 8 |% d(g0), then (4) becomes S(h, t, 1)+S(h, t, d(g0)2) and (5)
becomes &S(h, t, 2)+S(h, t, d(g0)2). But these are equal by Lemma 8. In
the remaining cases (4) collapses to S(h, t, 1) and (5) collapses to
&S(h, t, 2). K
We are now ready to give the proof of Theorem 4.
Proof of Theorem 4. (i) First suppose that g>0. If {<e, then Hg, t(x)
is ?(x)-like with constant S(h, t, 1) by Lemma 5.
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The Case {=e. Note that Hg, t(x) can be rewritten as
Hg, t(x)= :
(( p&1)t, ht)=1
px
p#1(mod t)
+g, t( p)+ :
(( p&1)t, ht)=1
px
p#1(mod 2t)
+g, t( p)
&2 :
(( p&1)t, ht)=1
px, (d(g0)p)=1
p#1(mod 2t)
+g, t( p).
By Lemmas 5 and 6 it follows that Hg, t(x) is ?(x)-like with constant
S(h, t, 1)+S(h, t, n).
If {>e, then Hg, t(x) collapses to the sum in Lemma 5 with =0=1 and
hence is ?(x)-like with constant S(h, t, 1)+S(h, t, d(g0)).
(ii) Suppose that g<0 and 2 |% ht (hence {e).
The Case {=e. In this case we see that Hg, t(x) can be rewritten as
Hg, t(x)=2 :
(( p&1)t, ht)=1
px, (d(g0)p)=1
p#1(mod 2t)
+g, t( p)+2 :
(( p&1)t, ht)=1
px, (d(g0)p)=&1
p#1(mod 4t)
+g, t( p)
&2 :
(( p&1)t, ht)=1
px, (d(g0)p)=1
p#1(mod 4t)
+g, t( p).
By Lemmas 6 and 7, we conclude that Hg, t(x) is ?(x)-like with constant
&S(h, t, 2e+1)&S(h, t, lcm(2e+1, d(g0)))+S(h, t, n1).
The Case {=e+1. Now S(h, t, 2)=S(h, t, 2e+1)=S(h, t, 1) and hence
A(g, t)=S(h, t, 1)+S(h, t, n). Note that Hg, t(x) can be rewritten as
Hg, t(x)=2 :
(( p&1)t, ht)=1
px, (d(g0)p)=&1
p#1(mod t)
+g, t( p)+2 :
(( p&1)t, ht)=1
px, (d(g0)p)=1
p#1(mod 2t)
+g, t( p)
&2 :
(( p&1)t, ht)=1
px, (d(g0)p)=&1
p#1(mod 2t)
+g, t( p).
By Lemmas 5 and 6 we conclude that Hg, t(x) is ?(x)-like with constant
S(h, t, 1)&S(h, t, d(g0))&2S(h, t, lcm(2e+2, d(g0))).
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If {>e+1, then Hg, t(x) collapses to the sum in Lemma 5 with =0=1 and
hence is ?(x)-like with constant S(h, t, 1)+S(h, t, d(g0)).
(iii) Finally, suppose that g<0 and 2 | ht (hence {<e).
We have S(h, t, 2e+1)=S(h, t, n)=0 and so A(g, t)=S(h, t, 1)&
S(h, t, 2)2. Now Hg, t(x) is seen to be ?(x)-like with constant
k=1 +(k)(kt, h)(kt.(2kt)). Thus Hg, t(x) is ?(x)-like with constant S(h, t, 1)2
if t is even and ?(x)-like with constant S(h, t, 1)&S(h, t, 2)2 otherwise.
2.3. Further Properties of Hg, t(x)
Theorem 1 does not allow one to deduce, on GRH, that Hg, t(x) is an
asymptotically exact heuristic for Ng, t(x). For that we must show that
Ng, t(x)tHg, t(x) in case Ng, t(x)=O(R(x)) and Ng, t is infinite. Now on
applying [12, Theorem 4.6] (cf. [12, p. 216]), together with Theorem 3 it
follows, on GRH, that either Ng, t(x)tA(g, t) ?(x) with A(g, t)>0 or Ng, t
is finite (and hence A(g, t)=0). Thus, on GRH, it never happens that
Ng, t(x)=O(R(x)) and Ng, t is infinite and hence Hg, t(x) is an asymptoti-
cally exact heuristic for Ng, t(x). The analogy between Ng, t(x) and Hg, t(x)
goes further: Hg, t(x) has the same property as the one just mentioned for
Ng, t(x) (but this time it can be proved unconditionally).
Proposition 1. Either Hg, t(x)tA(g, t) ?(x) with A(g, t)>0 or Hg, t(x)
remains bounded as x tends to infinity (and hence A(g, t)=0). Moreover, we
have A(g, t)=0 if and only if wg, t( p)=0 for every sufficiently large prime p.
In order to prove this, we will consider wg, t( p) more closely.
Put M=lcm(2tht , 4 >ordp(g){0 p). Let p be a prime not dividing M.
Using the law of quadratic reciprocity it can be deduced that the value of
wg, t( p) only depends on the primitive residue class mod M that p is in.
Now for 0i2, let Wi be the set of primitive congruence classes mod M
with the property that if p is in any such primitive congruence class, then
wg, t( p)=i. Note that |W0 |+|W1|+|W2 |=.(M). If |W1|=0 and
|W2 |=0, then clearly Hg, t(x) remains bounded. On the other hand, if
|W1|1 or |W2 |1, then it follows on invoking Lemma 2 with f =M that
Hg, t(x)t$?(x) with $>0. We have $=A(g, t) by Theorem 4. Thus we
have established Proposition 1.
Combining the information from this subsection with Theorem 1 leads to
the following improvement of Theorem 1.
Theorem 5 (GRH). If A(g, t)>0, then Ng, t(x)=Hg, t(x)+O(R(x))
and in particular
Ng, t(x)tHg, t(x)tA(g, t) ?(x), (as x  ).
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If A(g, t)=0, then both Ng, t(x) and Hg, t(x) remain bounded as x tends to
infinity.
By the proof of Proposition 1 and Theorem 5 it follows that Ng, t is finite,
under GRH, if and only if |W1|=|W2 |=0. This in combination with [2,
Theorem 5.3] yields the following proposition.
Proposition 2 (GRH). Put M=lcm(2tht , 4 >ordp(g){0p). Now Ng, t is
infinite if and only if there exists a prime p with p |% M, p<2(M log M)2, and
wg, t( p)1.
2.4. On the Positivity of A(g, t)
Theorem 3 is not very suitable for determining the g and t such that
A(g, t)=0. By Proposition 1 we have that A(g, t)=0 if and only if
wg, t( p)=0 for every prime p sufficiently large. This makes it much easier
to determine the g and t such that A(g, t)=0 and results in the following
theorem.
Theorem 6. We have A(g, t)=0 if and only if one of the following con-
ditions is satisfied:
(1) 2 |% t, d(g) | t.
(2) g>0, {>e, 3 | h, 3 |% t, d(&3g0) | t.
(3) g<0, {=e=1, d(2g0) | 2t.
(4) g<0, {=1, e=0, 3 |% t, 3 | h, d(3g0) | t.
(5) g<0, {=2, e=1, 3 |% t, 3 | h, d(&6g0) | t.
(6) g<0, {>e+1, 3 | h, 3 |% t, d(&3g0) | t.
Sketch of Proof. Let us first consider the case where t is odd. Then
Hg, t(x) can be rewritten as in Corollary 1. Now A(g, t)=0 if and only if
there are only finitely many primes satisfying p#1 (mod t), (( p&1)t,
ht)=1, and (d(g1)p)=&1. If h is even, then d(g)=1 and 2 | ht and there
are no odd primes p with (( p&1)t, ht)=1, so we may assume that h is
odd. Then d(g)=d(g1). We must ensure that for almost all primes p, p#1
(mod t) and (( p&1)t, ht)=1 implies (d(g)p)=1. An application of the
law of quadratic reciprocity gives that this is the case if and only if d(g) | t.
Thus we have established (1).
It remains to consider the cases where t is even. Now if {<e, then
Hg, t(x) does not involve a Legendre symbol and it is easily seen, on invok-
ing Lemma 2 and Theorem 4, that A(g, t)>0. So we may assume that
{e, i.e., ht is odd.
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(i) The Case g>0. First assume that {=e. Then wg, t( p)=1 for
the infinitely many primes satisfying p#1 (mod t), p1 (mod 2t), and
(( p&1)t, ht)=1 and so, by Lemma 2 and Theorem 4, A(g, t)>0. Thus we
may assume that {>e. Then we have to ensure that p#1 (mod t) and
(( p&1)t, ht)=1 almost always implies that (d(g0)p)=&1. This can only
be done if we force p#2 (mod 3), that is, if we require 3 | h and 3 |% t. Then
our condition becomes (d(&3g0)p)=1 which can be ensured for all
primes under consideration if and only if d(&3g0) | t.
(ii) The Case g<0. First assume that {=e. Then we must ensure
that if p#1 (mod 2t) and p1 (mod 4t) and (( p&1)t, ht)=1, then
(d(g0)p)=&1 and that if p#1 (mod 4t) and (( p&1)t, ht)=1, then
(d(g0)p)=1. If {>1 then this is clearly impossible. So assume {=1. Then,
using the supplementary law of quadratic reciprocity, we can reformulate
this as having to ensure that if p#1 (mod 2t) and (( p&1)t, ht)=1, then
(d(2g0)p)=1. This leads to (3).
Next assume that {=e+1. If {=1 we must ensure that p#1 (mod t)
and (( p&1)t, ht)=1 implies (d(&g0)p)=&1. This leads to (4). If {=2
we must have that p#1 (mod t) and (( p&1)t, ht)=1 implies (d(2g0)p)
=&1. This leads to (5). If {3, we have A(g, t)>0. Finally, assume that
{>e+1. Then we must have that p#1 (mod t) and (( p&1)t, ht)=1
implies (d(g0)p)=&1, almost always. This leads to (6). K
By Theorem 5 and Theorem 6, under GRH, Ng, t is finite if and only if
one of the conditions (1)(6) is satisfied. On invoking the following
proposition this statement can be sharpened to: Ng, t is finite if, and modulo
GRH only if, one of the conditions (1)(6) is satisfied. This was first
proved by Lenstra [12, (8.9)(8.13)] using Galois theoretic methods.
Proposition 3. If one of (1)(6) is satisfied, then Ng, t is finite.
Proof. Let p be a sufficiently large prime with rg( p)=t (thus p#1
(mod t)). In each of the cases (1)(6) it turns out that ord2(rg( p)){{,
showing that in these cases Ng, t is finite. To find the value of { it is more
convenient to take as a starting point wg, t( p), as was done in the sketch
of a proof of Theorem 6, rather than the formulation of Theorem 6. In this
way the following obstructions are detected:
(1) g is a square mod p, and thus 2 | t, contradicting 2 |% t.
(2) g0 is a non-square mod p and hence ord2(t)=e, contradicting
{>e.
(3) g is a non-square mod p if p1 (mod 2t) and g is a fourth-power
otherwise, contradicting {=1.
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(4) & g0 is a non-square mod p and hence g is a non-square mod p.
This contradicts {=1.
(5) g is not a fourth-power mod p, whereas it should be.
(6) &1 is a 2e+1th power and gh0 is a 2
e th power, but not a 2e+1 th
power and so ord2(rg( p))=e, contradicting {>e+1. K
Note that we also could have formulated Proposition 3 as: If wg, t( p)=0
for every sufficiently large prime p, then Ng, t is finite. This trivially follows
from the observation that if p is odd and ordp(g)=0, then wg, t( p)=0
implies rg( p){t, which will be elaborated upon in the next subsection.
2.5. On the Heuristic Interpretation of Hg, t(x)
The following lemma sheds some light on the appearance of the two
conditions (( p&1)t, ht)=1 and (( p&1)2t, ht)=1 in the summation
conditions of Hg, t(x).
Lemma 11. Suppose ordp(g)=0 and [(ZpZ)* : (g mod p)]=t. Then
p#1 (mod t). If ht is odd, g>0, or p1 (mod 2t), then (( p&1)t, ht)=1,
otherwise (( p&1)2t, ht)=1.
Proof. Clearly rg( p)=t implies that p#1 (mod t). Suppose there exists
an odd prime q satisfying q | (( p&1)t, ht). Note that this implies that p#1
(mod qordq(t)+1) and ordq(h)>ordq(t). Then
(\gh0)
( p&1)(qordq (t)+1)#1 (mod p)
and hence qordq(t)+1 | rg( p), contradicting our assumption rg( p)=t. Thus
we are done in the case ht is odd or p1 (mod 2t). If (( p&1)t, ht) is even
and g>0, then
(gh0)
( p&1)(2ord2(t)+1)#1 (mod p),
contradicting rg( p)=t. If (( p&1)t, ht) is even and g<0, then p1
(mod 4t), for otherwise
(&gh0)
( p&1)(2ord2 (t)+1)#1 (mod p),
contradicting rg( p)=t. Thus in this case we have (( p&1)2t, ht)=1. K
Let p be an odd prime with ordp(g)=0. If based on the Legendre symbol
(d(g0)p) and Lemma 11 it can be deduced that rg( p){t, then it turns
out that wg, t( p)=0. Otherwise wg, t( p)=1 if p1 (mod 2(h, t)) and
wg, t( p)=2 if p#1 (mod 2(h, t)).
171EXACT HEURISTICS FOR PRIMITIVE ROOTS
In the case wg, t( p)=2 it turns out that either g is in the subgroup G2 of
index 2(h, t) in (ZpZ)* or g is in the subgroup G1 of index (h, t) in
(ZpZ)*, but not in the subgroup G2 ((ZpZ)* is cyclic and so has a
unique subgroup of order d, with d any divisor of p&1). In both cases
these sets have ( p&1)2(h, t) elements and all the .(( p&1)t) elements of
(ZpZ)* of residual index t must be in them. Thus we arrive at a density
of 2+g, t( p).
If g # G2 "G1 , then we must have min[e, {]+1{, that is, e<{, in order
to have ord2(rg( p))={. If g # G1 we must have min[e, {]={ in order to
have ord2(rg( p))={, that is, e{. It is knowledge of the Legendre symbol
(d(g0)p) that allows us to decide whether g is in G2 or in G1"G2 .
In the case wg, t( p)=1 it turns out that g is in the subgroup of index
(h, t) in (ZpZ)*. There is no subgroup of index 2(h, t) in that case. The
.(( p&1)t) elements of residual index t are all in the subgroup of index
(h, t). This gives a density of +g, t( p) in this case. Again we must have e{
in order to have ord2(rg( p))={.
In the case wg, t( p)=0, it turns out that rg( p){t. Now assuming various
independence and uniformity hypotheses, cf. [15], we arrive at the
heuristic that Ng, t(x) should behave as px, p#1(mod t) wg, t( p) +g, t( p)=
Hg, t(x).
After the above remarks the following more precise statement about the
value of wg, t( p) should be more understandable to the reader.
Proposition 4. Let us assume that p>2 with ordp(g)=0 satisfies the
summation conditions in the definition of Hg, t(x) other than the condition
px. Then g is seen to be in the subgroup of index (h, t) in (ZpZ)*.
Now if p1 (mod 2(h, t)) and {e, then wg, t( p)=1.
Next suppose p#1 (mod 2(h, t)). If g is not in the subgroup of index
2(h, t) and {e, then wg, t( p)=2. If g is in the subgroup of index 2(h, t) and
{>e, then wg, t( p)=2. In the remaining cases with p>2 and ordp(g)=0, we
have wg, t( p)=0.
Proof. The proof is by inspection of cases. K
3. THE HEURISTIC BEHIND THE HEURISTIC
In this section we will show how the heuristic sums Hg, t(x) appearing in
Theorem 1 can be derived from an heuristic on character sums. This
heuristic on character sums turns out to be true, on GRH. Lemma 13 plays
a crucial role in arriving at the latter heuristic. In the next subsection we
give three proofs of this lemma and present two other applications (in
Remarks 1 and 2).
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3.1. On the (Near) Primitive Root Indicator
A crucial role in our derivation of wg, t( p) will be played by Lemma 13
below. It can be easily derived from the following elementary result.
Lemma 12 [9]. Let G be a finite cyclic group of order n, and let t | n. Let
fG(g)=1 if [G : (g)]=t and fG(g)=0 otherwise. Then
fG(g)=
1
t
:
d | nt
+(d)
d
:
/td=/0
/( g),
where the inner summation is over the multiplicative characters of G of order
dividing td.
Lemma 13. In the notation of Lemma 12, we have
fG(g)=
.(nt)
n
:
d | n
+(d(d, t))
.(d(d, t))
:
ord /=d
/(g), (6)
where the inner summation is over the multiplicative characters on G having
order precisely d.
Proof. In the expression for fG(g) given in Lemma 12 write /td=/0
/(g)=$ | td ord(/)=$ /(g). Then on summing first over $, rather than d,
one easily obtains the required expression for fG(g), after substituting d for
$ in the final expression. K
In the case t=1 the statement of Lemma 13 simplifies to the well-known
expression
fG(g)=
.(n)
n
:
d | n
+(d )
.(d)
:
ord /=d
/(g). (7)
On noting that the argument in the outer sum is a multiplicative function
in d, we see that
fG(g)=
.(n)
n
‘
p | n \1&
ord /= p /(g)
p&1 + .
Now if (g) is not of index 1 in G, then there is some p | n such that
ord /= p /(g)= p&1 and hence fG(g)=0. If (g) is of index 1 in G, then
ord /= p /(g)=&1 for every prime p dividing n and we obtain
fG(g)=
.(n)
n
‘
p | n \1+
1
p&1+=1.
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It is possible to extend this argument to prove Lemma 13 in this way. One
starts by noting that the argument in the outer sum of (6) is multiplicative
in d. The rest of the argument is left to the reader. It requires the following
proposition, the proof of which is straightforward.
Proposition 5. Let G be a finite cyclic group of order n. Suppose that
g # G is in G p:, but not in G p:+1, with p: | n. Then
pe&1( p&1) if e:;
:
ord /= pe
/(g)={& pe&1 if e=1+:;0 if e2+:.
The inner sum ord /=d /(g) appearing in (6) can be related to a
Ramanujan sum. Let = be a generator of G and write g== j. Then it is
easily seen, cf. [8], that
:
ord /=d
/(g)= :
(k, d )=1
1kd
e2?ikjd=cd ( j).
Here cd ( j) denotes the Ramanujan sum, the trace of the j th power of a
primitive d th root of unity. It is a well-known property of Ramanujan
sums. cf. [13], that
cd ( j)=.(d )
+(d(d, j))
.(d(d, j))
. (8)
Note that [G : (g)]=(|G|, j). Now suppose that d divides |G|. Then
(d, j)=(d, |G|, j)=(d, [G : (g)]). Using this observation, Eq. (6) can be
rewritten as
fG(g)=
.(nt)
n
:
d | n
cd (t) cd ([G : (g)])
.(d )
.
The latter result can be interpreted as an orthogonality relation for
Ramanujan sums. If n, r, s are integers with r and s dividing n, then
.(nr)
n
:
d | n
cd (r) cd (s)
.(d)
={1 if r=s;0 otherwise.
This identity is due to E. Cohen [4, Theorem 6] and can be proved by
showing that the appropriate functions are multiplicative and considering
prime powers. From this Eq. (6) can be easily derived.
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In this paper we will only apply Lemma 13 in the case G=(Zp Z)*.
Then we obtain, if p#1 (mod d ) and ordp(g)=0,
:
ord /=d
/(g)=cd (rg( p)). (9)
Remark 1. Lemma 13 can be used to generalize Eq. (1) to arbitrary
index t.
Theorem 7. Let t1 be an arbitrary natural number. For arbitrary
C>1 and m>exp(4 - log x log log x), we have
1
m
:
gm
Ng, t(x)= :
p#1 (mod t)
px
.(( p&1)t)
p&1
+O \ xlogC x+ .
By Lemma 5 the latter sum is ?(x)-like with constant S(1, h, 1), which
has, as we have seen, (3) as a Euler product.
Stephens starting point in proving (1) is to write (7) in the case where
G=(ZpZ)* as /(mod p) c(/) /(g) and make the observation that c(/0)=
.( p&1)( p&1) and |c(/)|1ord /. This is indeed the only information
about the latter sum he uses. If we do the same thing for (6), for p#1
(mod t), we obtain that c(/0)=.(( p&1)t)( p&1) and |c(/)|(ord /, t)
(ord / } t)1ord /. The latter estimate allows us to mimick Stephens’
proof almost verbatim, yielding a proof of Theorem 7. In [11] there is a
result similar to, but weaker than, Theorem 7.
Remark 2. Using Lemma 13 and a character sum estimate, one can
prove a result on the uniform distribution of the integers g with rg( p)=t
in subintervals of [1, ..., p&1].
Theorem 8. Let t1 and p#1 (mod t) and h>p14+=. Then the
number of integers g in the interval n+1, ..., n+h such that rg( p)=t equals
.(( p&1)t)
p&1
h \1+O \ tp$++ ,
where the implied constant is absolute and $ depends only on =. In particular,
it follows that the least integer g with rg( p)=t satisfies the estimate
g=O( p14+=).
Proof. Let / be any non-principal Dirichlet character to a prime
modulus p. Burgess [3, p. 180] showed that if h>p14+=, then there exists
$>0, depending only on =, such that |n+hm=n+1 /(m)|<hp
&$ for every p
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sufficiently large. Now the result is easily completed on invoking this
estimate and Lemma 13, cf. [3, p. 191]. K
3.2. A Series Representation for Ng, t(x)
The purpose of this subsection is to given a series representation for
Ng, t(x) (Lemma 14).
Let d, t1 be arbitrary integers. Put dt=d(d, t). If ordp(g)=0, we put
d, t( p)=
+(dt)
.(dt)
cd (rg( p))
and d ( p)=d, d ( p)=cd(rg( p)) and d ( p)=d, t( p)=0 otherwise. Further-
more, we put
Ud (x)=
+(dt)
.(dt)
:
p#1(mod d )
(( p&1)t, ht)=1
px
p#1(mod t)
.(( p&1)t)
p&1
d ( p)
and
Vd (x)=
+(dt)
.(dt)
:
p#1(mod d )
(( p&1)2t, ht)=1
px
p#1(mod 2t)
.(( p&1)t)
p&1
d ( p)
Lemma 14. Let d1. If g<0 and 2 | ht put Sd (x)=Ud (x)+Vd (x),
otherwise put Sd (x)=Ud (x). We have
Ng, t(x)= :
dx
Sd (x).
Proof. We will deal only with the case where we do not have both g<0
and 2 | ht . Then, using Lemma 11, we find
Ng, t(x)= :
(( p&1)t, ht)=1
px
p#1(mod t)
fFp*((g mod p) ). (10)
Recall that d ( p)=cd (rg( p)). By Lemma 13 and (9) we obtain, for p#1
(mod t) and ordp(g)=0,
fFp*((g mod p) )=
.(( p&1)t)
p&1
:
d | p&1
+(d(d, t))
.(d(d, t))
d ( p).
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On inserting the latter expression in (10) and swapping the order of
summation, it follows that Ng, t(x)=dx Ud (x)=dx Sd (x). K
3.3. Emergence of the Heuristic Sums
The results in this subsection allow one to deduce that the heuristic sums
appearing in Theorem 1 equal d | 2h Sd (x). It turns out that one is forced
to make a distinction between the terms with d | 2h, d |% h and those with
d | h. If g>0, for example, the terms Sd (x) with d | h will involve only
trivial characters, whereas in general the terms with d | 2h, d |% h will also
involve characters of order two.
Lemma 15. Let ordp(g)=0 and p#1 (mod d ).
Suppose that g>0.
If d | h, then d ( p)=.(d ).
If d | 2h, d |% h, then d ( p)=(d(g0)p) .(d ).
Suppose that g<0.
If d | h, then d ( p)=(&1) ( p&1)d .(d ).
If d | 2h, d |% h, then d ( p)=(&1)( p&1)d (d(g0)p) .(d ).
Proof. We will deal only with the case d | 2h, d |% h, and g<0. Then
g=&gh0 . Let = be a generator of (ZpZ)* and let g0==
j. Note that
g==( p&1)2+ jh. Furthermore note that (d, rg( p))=(d, ( p&1)2+ jh)=
d
2 (2,
p&1
d +
2h
d j). The assumption on d implies that 2hd is odd. Thus
(2, ( p&1)d+2hjd )=(2, ( p&1)d+ j). Note that
+ \ d(d, rg( p))+=+ \
2
(2, ( p&1)d+ j)+=(&1) ( p&1)d (&1) j.
On noting that (&1) j=(d(g0)p) and invoking (8), the proof is then
completed. K
Lemma 16. Let p#1 (mod(h, t)). If g>0, then d | (h, t) d, t( p)=(h, t).
If g<0, then
:
d | (h, t)
d, t( p)={(h, t)0
if p#1(mod 2(h, t));
otherwise.
Let p#1 (mod 2(h, t)). If g>0, then
:
d |% h
d | 2(h, t)
d, t( p)== \d(g0)p + (h, t).
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If g<0, then
:
d |% h
d | 2(h, t)
d, t( p)==(&1) ( p&1)(2
e+1) \d(g0)p + (h, t).
Proof. We will deal only with the latter part of the assertion. By
Lemma 15 it suffices to show that
S := :
d |% h
d | 2(h, t)
+(dt)
.(dt)
(&1) ( p&1)d .(d )==(&1) ( p&1)2e+1 (h, t).
Now it {<e, then there are no integers d satisfying d | 2(h, t) and d |% h and
so S=0. On the other hand, ==0. Next assume that {e. Then if
d | 2(h, t) and d |% h, d must be of the form 2e+1r with r and odd divisor of
(h, t) and furthermore +(d(d, t))==.(d(d, t)). Thus
S== :
d |% h
d | 2(h, t)
(&1) ( p&1)d .(d )
== :
2 |% r
r | (h, t)
(&1) ( p&1)(2
e+1r) .(2e+1r)
==(&1)( p&1)2e+1 (h, t).
This concludes the proof of the latter part of the assertion. K
Lemma 17. Let d1.
If d | h, d |% t, then Ud (x)=0.
If d | h, d |% 2t, then Vd (x)=0.
If d | 2h, d |% h, d |% 2t, then Ud (x)=Vd (x)=0.
Proof. We only prove what is being asserted about Ud (x), the proof for
Vd (x) being similar.
Note that it is enough to show that there are no primes p with
p#1 (mod d ), p#1 (mod t), and (( p&1)t, ht)=1. Let p#1 (mod d) and
p#1 (mod t). If d | h and d |% t, then there exists a prime power q: such
that q: |d | h and q: |% t. Thus q | ht . This together with p#1 (mod d ) implies
that (( p&1)t, ht)q.
Now assume that d | 2h, d |% h, d |% 2t. We must have d=2e+1r, with r odd,
r | h. Now if r |% t, then (( p&1)t, ht) is divisible by some odd prime divisor
of r and so Ud (x)=0. So we may assume that r | t. Then 2e |% t. Note that
2 | ht and that p#1 (mod 2e+1), 2e |% t, implies that (( p&1)t, ht)2. It
follows that Ud (x)=0. K
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Lemma 18. If g>0, then
:
d | h
Ud (x)= :
(( p&1)t, ht)=1
px
p#1(mod t)
+g, t( p)
and
:
d |% h
d | 2h
Ud (x)== :
(( p&1)t, ht)=1
px
p#1(mod lcm(2e+1, t))
\d(g0)p + +g, t( p).
If g<0, then
:
d | h
Ud (x)= :
(( p&1)t, ht)=1
px
p#1(mod lcm(2e+1, t))
+g, t( p)
and
:
d |% h
d | 2h
Ud (x)== :
(( p&1)t, ht)=1
px
p#1(mod lcm(2e+1, t))
(&1) ( p&1)2
e+1 \d(g0)p + +g, t( p).
Proof. Using Lemma 17 we see that
:
d | h
Ud (x)= :
d | (h, t)
Ud (x)= :
(( p&1)t, ht)=1
px
p#1(mod t)
.(( p&1)t)
p&1
:
d | (h, t)
d, t( p).
On invoking Lemma 16 and noting that p#1 (mod lcm(t, 2ord2((h, t))+1))
is equivalent with p#1 (mod lcm(2e+1, t)), the two stated equalities for
d | h Ud (x) follow. The proof of the remaining two is similar. K
Lemma 19. Suppose that g<0 and ht is even. Then
:
d | h
Vd (x)=2 :
(( p&1)2t, ht)=1
px
p#1 (mod 2t)
+g, t( p)
and
:
d |% h
d | 2h
Vd (x)=0.
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Proof. By Lemma 17 we conclude that
:
d | h
Vd (x)= :
d | h, d | 2t
Vd (x)= :
(( p&1)2t, ht)=1
px
p#1(mod 2t)
.(( p&1)t)
p&1
:
d | h, d | 2t
d, t( p).
Assume that p#1 (mod 2t). Then, by Lemma 16,
:
d | h, d | 2t
d, t( p)=(h, t)& :
d |% t
d | h, d | 2t
d ( p).
Reasoning as in Lemma 16 it is easily seen that
:
d |% t
d | h, d | 2t
d ( p)={&(h, t)(h, t)
if p1 (mod 4t);
if p#1 (mod 4t)
Since 2 | ht , the condition (( p&1)2t, ht)=1 implies that p1 (mod 4t)
and the first part of the lemma is established.
Since 2 | ht we must have e>{ and hence 2(h, t) | h. Thus, using
Lemma 17, d | 2h, d |% h Vd (x)=d | 2(h, t), d |% h Vd (x)=0. K
3.4. Finale
We now have all the ingredients to establish that only the sums Sd (x)
with d | 2h matter for the main term in the asymptotic for Ng, t(x). Note
that these Sd (x) terms only involve characters that have order at most two.
Theorem 9 (GRH). We have
Ng, t(x)= :
d | 2h
Sd (x)+O(R(x)).
Proof. This follows on combining Lemma 14, Lemma 18, and
Lemma 19 with Theorem 1. K
A more natural approach in proving this result would be to make use of
properties of character sums to prove directly that, under GRH,
d |% 2h Sd (x)=O(R(x)). This would give rise to an alternative proof of
Theorem 1 not relying on Wagstaff’s result. An unconditional proof of
d |% 2h Sd (x)=O(R(x)), would even yield the truth of the Artin primitive
root conjecture.
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