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Tied monoids
DIEGO ARCIS
JESU´S JUYUMAYA
We construct certain monoids, called tied monoids. These monoids result to
be semidirect products finitely presented and commonly built from braid groups
and their relatives acting on monoids of set partitions. The nature of our monoids
indicate that they should give origin to new knot algebras; indeed, our tied monoids
include the tied braid monoid and the tied singular braid monoid, which were used,
respectively, to construct new polynomial invariants for classical links and singular
links. Consequently, we provide a mechanism to attach an algebra to each tied
monoid. To build the tied monoids it is necessary to have presentations of set
partition monoids of types A, B and D, among others. For type A we use a
presentation due to FitzGerald and for the other type it was necessary to built
them.
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Introduction
Tied links and tied braids were introduced in [2] as a generalization of classical links
and classical braids. These generalizations were used to define polynomial invariants
for classical links that result to be more powerful than the Homflypt and Kauffman
polynomials, respectively, see [2] and [3], cf. [13, Subsection 9.2]. The algebraic
counterpart of tied links is the tied braid monoid [2] in the same spirit as the braid group
is the algebraic counterpart of classical links. The tied braid monoid was originally
defined through generators and relations whose source is purely diagrammatic; namely,
these defining relations come out from the monomial defining relations of the diagram
algebra called algebra of braids and ties [1, 28, 22, 16], shorted bt–algebra, so that,
this algebra becomes a quotient of the monoid algebra of the tied braid monoid [2,
Remark 4.3].
Denote by TBn the tied braid monoid with n strands and by Pn the monoid of set
partitions of the set {1, . . . , n}. It was proved in [4] that TBn can be decomposed as
the semidirect product Pn oρ Bn , between Pn and the braid group Bn on n strand,
corresponding to the action ρ of Bn on Pn , derived from the natural epimorphism
from Bn to the symmetric group on n symbols. Also in [4] it was the tied singular
braid monoid TSBn defined and proved that it also has a decomposition as a semidirect
product, this time between the monoid Pn and the singular braid monoid SBn .
This paper deals with the construction of tied monoids by applying the Lavers’ method
[21], that is, the construction of finitely presented semidirect products of monoids from
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finite presentations of its monoid factors. More precisely, here we construct the tied
monoid TΓM , that is the semidirect product P oρ M where M is taken as the Artin
group of type Γ ∈ {A,B,D}, the singular braid monoid [29, 9, 10] or the virtual braid
group [19, 17], the action ρ is one factorized through an homomorphism of M onto the
Coxeter group of type Γ and the factor P is an appropriate monoid of set partitions.
Observe that the Lavers method applied to the Artin group Bn (resp. SBn ) together
with the monoid Pn results to be the monoid TBn (resp. TSBn ). The monoids TBn
and TSBn play the algebraic role, as Bn and SBn for tied link and tied singular links
respectively; for details see [2, 4].
As was mentioned in the abstract a motivation to introduce the tied monoids is to
apply them to knot theory via the construction of knot algebras. Thus we propose
also a mechanism that attach an algebra, called tied algebra, to each tied monoid,
cf. [22, 23]. These algebras are obtained as a quotient of the monoid algebra of
the tied monoids factoring out certain quadratic relations, cf. [5, Eq. (20)]. The
mechanism captures the classical Hecke algebras, the bt–algebra defined in [1], as well
the bt–algebras defined by Flores [15] and Marin [22].
We are going to describe now as the paper is organized. Section 1 gives the tools from
the monoid theory that will be used during the paper, including a Lavers’ theorem on
presentations of semi direct product of monoids; this section also gives the definition
of the poset monoid of set partitions (or simply partitions) associated to a given set,
and the general definition of a tied monoid. Section 2 starts by studying the monoid of
partitions of type A, that is Pn . In [14, Theorem 2], D.G. FitzGerald has determined
a presentation of Pn , see here Theorem 2.1. This theorem is used in Section 3 to
construct presentations of the set partition monoids of types B and D, see respectively,
Theorem 3.3 and Theorem 3.9. To get these presentations it was necessary to consider
the monoids of signed partitions and restricted signed partitions; thus presentations of
these monoids are also constructed, see respectively Theorem 2.9 and Theorem 3.8.
All these theorems on presentations are interesting in their own right and seem to be
absent in the literature. We observe that as a consequence of the found presentations
we obtain normal forms in all monoids mentioned above.
Section 4 deals with the construction, through the Lavers’ method, of several tied
monoids of type A. Firstly, we will see that both the tied braid monoid and the tied
singular braid monoid, defined in [5], can be recovering using this method, see Remark
?? and Remark 4.5 respectively. Secondly, two new tied monoids are introduced: the
tied virtual braid monoid (Theorem 4.10) and the tied virtual singular braid monoid
(Theorem 4.11).
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In Section 5 we use the Lavers’ method to built presentations of tied monoids related to
the Artin monoids of type B and D. To be precise, in Theorem 5.1 we give a presentation
of the tied monoid of type B, namely TBBBn = PBn oρ BBn , where PBn is the monoid of
B-partitions defined by Reiner [25], BBn is the braid group of type B and ρ is an action
that is factorized with the natural epimorphism from BBn to the Coxeter group of type
B. The tied monoid of type D, namely TDBDn = PDn oρBDn , is constructed similarly and
addressed in Theorem 5.2.
Section 6 proposes a mechanism of construction of tied algebras, that is, algebras
derived from tied monoids: as an example, we show as works the mechanism to obtain
the bt–algebra. Also we show in detail as works the mechanism to obtain the tied
algebra attached to the tied monoid TBBBn .
1 Preliminaries
This section consists of the three subsections. The first one is on monoid presentations,
the second one is on set partitions and the last one gives the definition of a tied monoid.
1.1 Monoid presentations
Given a monoid M and R ⊆ M ×M , we will denote by R the congruence closure of
R, i.e. R is the minimal equivalence relation containing R that is invariant respect to
the product of M . Two elements g, g′ ∈ M will be called R-equivalent and denoted by
g ≡ g′ , if (g, g′) ∈ R. Recall that, for a homomorphism of monoids f : M → N , the set
ker(f ) := {(g, g′) | f (g) = f (g′)} is a congruence on M called the kernel congruence.
Proposition 1.1 (Lallement [20, Isomorphism Theorem, p. 10]) If f : M → N is an
epimorphism, then M/ ker(f ) ' N .
For a set A we denote by A∗ the free monoid generated by A. The length of a word
u ∈ A∗ will be denoted by lg(u).
A pair 〈A | R〉 with R ⊆ A∗ × A∗ is said to be a presentation for a monoid M , if M
is isomorphic to A∗/R. Elements of A are called generators and those of R defining
relations. We say that M is finitely presented if it has a presentation 〈A | R〉 with A
and R finite.
Proposition 1.2 (Rusˇkuc [27, Proposition 2.3]) Let M be a monoid generated by A,
and let R ⊆ A∗ × A∗ . Then M = 〈A | R〉 if and only if the following conditions hold:
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(1) We have u = u′ for all (u, u′) ∈ R,
(2) If u = u′ for some u, u′ ∈ A∗ , then u, u′ are R-equivalent.
where u, u′ denote the words u, u′ considered as elements of M .
We say that r ∈ A∗ × A∗ is a consequence of R if r ∈ R. A transformation of type T1
is a move that transforms 〈A | R〉 into 〈A | R ∪ {r}〉 for some r that is consequence
of R. Inversely, a transformation of type T2 transforms 〈A | R〉 into 〈A | R\{r}〉 for
some r that is consequence of R\{r}. A symbol a ∈ A is said to be a consequence
of R if (a, u) ∈ R for some word u ∈ A∗ . A transformation of type T3 is a move
that transforms 〈A | R〉 into 〈A ∪ {a} | R ∪ {(a, u)}〉 for some a 6∈ A∗ and u ∈ A∗ .
Note that a is a consequence of R ∪ {(a, u)}. A transformation of type T4 transforms
〈A | R〉 into 〈A\{a} | S〉, where S is obtained from R by removing a pair (a, u) or
(u, a) for some u ∈ A∗ , and replacing every other appearance of a in R by u, that
is, every (a, u′) or (u′, a) in R for some u′ ∈ A∗\{u} is replaced by (u, u′) or (u′, u)
respectively. Transformations of type T1 to T4 are called Tietze transformations.
Proposition 1.3 (Rusˇkuc [27, Proposition 2.5]) Two finite presentations define the
same monoid if and only if one can be obtained from the other by a finite number of
applications of Tietze transformations.
Let M,N be two monoids, and let ρ : M → End(N) be a monoid action, that is a
unitary monoid homomorphism. The semi direct product of M with N respect to this
action, denoted by N oρ M , is the monoid N ×M with the following product:
(b, a)(d, c) = (bρa(d), ac) a, c ∈ M, b, d ∈ N.
Theorem 1.4 (Lavers [21]) Let ρ : M → End(N) be a monoid action, where M and
N are monoids finitely presented, respectively, by 〈A | R〉 and 〈B | S〉. Then
N oρ M ' 〈A ∪ B | R ∪ S ∪ {(ba, aρa(b)) | a ∈ A and b ∈ B}〉 .
The rest of the material of this subsection belong to commutaive monoids theory and
is taken from [26].
An admissible order on a commutative monoid is an invariant total order in which the
identity is the smallest element.
In what follows X := {x1 < . . . < xn} denotes a finite totally ordered set, and CX∗
the free commutative monoid generated by it.
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For g, h ∈ CX∗ we say that h divides g, denoted by h|g, if g = g′h for some g′ ∈ CX∗ .
The element g′ is denoted by gh−1 . Since CX∗ is commutative, for every g ∈ CX∗
there are unique e1, . . . , en ∈ N such that g = xe11 · · · xenn . We call (e1, . . . , en) the
exponent of g and denote it by exp(g). Note that h|g if and only if exp(g)−exp(h) ∈ Nn .
The right lexicographic order on Nn induces a natural admissible order < on CX∗ :
g < h if exp(g) is smaller than exp(h), that is, h|g.
Set R := {(a1, b1), . . . , (ar, br)} a subset of CX∗ × CX∗ . We say that R is reduced if
the following conditions hold:
(1) bi < ai for all i ∈ [r].
(2) ai does not divide aj for all i, j ∈ [r] with i 6= j.
(3) bi does not divide aj for all i, j ∈ [r].
In the sequel we assume that R is reduced.
The normal form of R is the map N : CX∗ → CX∗ defined as follows:
N(g) =
{
g if ai does not divide g for all i ∈ [r],
N(ga−1m bm) if m is minimal in [r] satisfyng am|g.
The element N(g) is called the R–normal form of g.
Definition 1.5 (Cf. Rosales–Garcı´a [26, Theorem 6.7]) We call R a canonical
system of generators of R if N(g) = N(h) for all g, h ∈ CX∗ satisfying (g, h) ∈ R.
Theorem 1.6 (Rosales–Garcı´a [26, Section 14.3]) Let Y be a subset of X , and
assume that R is a canonical system of generators. Then, the submonoid of 〈X | R〉
generated by Y is presented by 〈Y | S〉 where S = R ∩ (CY∗ × CY∗).
1.2 Set partitions
A set partition (or simply partition) of a nonempty set A is a collection I of subsets
I1, . . . , Ik of A, called blocks of I , such that I1 ∪ · · · ∪ Ik = A and Ii ∩ Ij = ∅ for all
different i, j ∈ [k]. Blocks with a unique element are called singleton blocks. There
is a partial order 4 on the collection of all set partitions of A such that I 4 J if each
block of J is a union of blocks of I . The collection set formed by the set partitions of
A, which is denoted by P(A), has a structure of idempotent commutative monoid with
1 = {{a} | a ∈ A} and where the product IJ of the set partitions I with J is defined as
IJ = min{K ∈ P(A) | I 4 K and J 4 K}.
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Note that for all set partition I of A, we have1 4 I 4 {A}.
In what follows (A, <) denotes a finite totally ordered set. This relation yields a total
order < on the power set of A. Indeed, if X,Y are subsets of A, then X < Y if and
only if either |X| < |Y| or |X| = |Y| with min(X\(X ∩ Y)) < min(Y\(X ∩ Y)). We
shall write a set partition I of A by I = (I1, . . . , Ik) when its blocks I1, . . . , Ik are listed
in increasing order according to this total order, that is I1 < · · · < Ik .
Write A = {a1 < · · · < an}. We shall say that I ∈ P(A) is symmetric if ai and aj
belong to the same block, then an+1−i and an+1−j are in the same block as well, see
[24]. Note that the definition of a symmetric set partition depends on the choice of the
total order on A. We will denote by SP(A) the subset of all symmetric set partitions
in P(A).
To study the product of P(A) we need to introduce the following definition.
Definition 1.7 Set I = {I1 < · · · < Ik} to be a collection of subsets of A. For every
m ∈ Z≥0 we define inductively (I)m as follows: (I)0 = I ,
(I)1 =
{
I if Ii ∩ Ij = ∅ for all i, j ∈ [k] with i 6= j,
{Ip ∪ Iq} ∪ I\{Ip, Iq} if Ip, Iq are < -minimal in I such that Ip ∩ Iq 6= ∅;
and (I)m = ((I)m−1)1 for m > 1.
Observe that for every collection of subsets I , there exists m ≥ 1 such that (I)m is a
set partition of some subset of A. We define the exponent of I , denoted by e(I), as the
minimal m for which (I)m is a set partition. Notice that e(I) = 1 if I is a set partition.
Proposition 1.8 We have IJ = (I ∪ J)e(IUJ) for all set partitions I, J of A.
Proof Let T = (I ∪ J)e(I∪J) . By definition I 4 T and J 4 T , so IJ 4 T . Let E
be a block of T . For every a ∈ E , E contains the unique blocks Ia of I and Ja of J
that contain a. This implies that every block of T is contained in a block of IJ , hence
T 4 IJ . Therefore IJ = T .
1.3 Tied monoids
Below the definition of a tied monoid which is one of the main objects introduced in
the paper.
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Definition 1.9 Let M be a monoid, and let P be a commutative idempotent monoid
endowed with an action ρ of M on P which is factored by a monoid homomorphism
from M onto a Coxeter group of type Γ. The tied monoid of M respect to P, denoted
by TΓM , is defined as the semidirect product Poρ M .
We will omit Γ in TΓM whenever the Coxeter group is of type Γ = A.
Example Consider M = Z and P = 〈y | y2 = y〉 with the action ρ : M → End(P)
that factorizes trivially onto W = Z/2Z. The tied monoid TM = Z oρ P is presented
with generators x, y, x−1 subject to the relations xy = yx and y2 = y.
In this paper P will be taken as a monoid of set partitions or its relatives.
Remark 1.1 (Involutions) Under the hypothesis of Definition 1.9, denote by pi :
M → W the monoid homomorphism which ρ is factored. Let s ∈ W such that s2 = 1.
Then, for (a, x) ∈ P×M such that pi(x) = s, we have ax2 = x2ρx2(a) = x2a in TΓM .
Note that it occurs in particular for Coxeter generators of W .
2 Monoids of set partitions of type A
In this section we recall a theorem due to FiztGerald which gives a presentation of
the monoid P(A) with A finite, see Theorem 2.1. This theorem is used several times
during the paper, for instance, it is used to determine a presentation for the so-called
monoid of signed partitions (Theorem 2.9). In turn, we use Fitzgerald’s theorem to
prove one of our main results: a presentation of the monoid of set partitions of type B.
Also, here is introduced the representation by ties for the set partitions, which, in this
context, turns out to be more convenient than the other known representations. In fact,
the topological flavour of the ties is justified in Section 4.
2.1 The monoid Pn
Let n be an integer greater than one, and let [n] = {1, . . . , n}. A partition of type An
or simply an An -partition is a set partition of [n]. Along of the present paper P([n])
will be simply denoted by Pn .
Consider now the usual total order < on [n]. As was explicated before, this order
yields a total order on the power set of [n]. So, every collection of subsets of [n] can
be ordered according to <.
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Sometimes it is very useful to represent An -partitions using linear graphs or ties between
strings. A linear graph of an An -partition is the graph whose vertices are the points
of [n] and its set of edges are arcs that connect the point i with the point j, if j is
the minimum in the same block of i satisfying i < j. For example, the graph below
represents the A7 -partition I = {{1, 4}, {2, 5, 6}, {3}, {7}}.
• • • • • • •
1 2 3 4 5 6 7
A representation by ties of an An -partition consists simply by replacing, in the graphical
representation, the points with parallel vertical lines and the arcs with horizontal dashed
lines, called ties, so that if they come from the same block they are connected; the order
of the arcs (from left to right) is translated in ordering the ties from bottom to top. The
ties are drawn as dashed lines to indicate that they are transparent to the lines that they
do no connect. Below the representation by ties of the set partition I above.
• • •
• •
1 2 3 4 5 6 7
From now on we will adopt the representation by ties, since the product of set partitions
is nicely reflected in terms of ties. Furthermore, this representation will be useful in
the rest of the paper.
Example Here there is a product of two A8 -partitions:
• • •
• •
1 2 3 4 5 6 7 8
· • • •
• • •
1 2 3 4 5 6 7 8
= • • • • • •
1 2 3 4 5 6 7 8
For every i, j ∈ [n] with i < j we denote by µi,j the An -partition µ{i,j} . Below all the
possibilities of µi,j as A4 -partitions.
• •
1 2 3 4
• •
1 2 3 4
• •
1 2 3 4
• •
1 2 3 4
• •
1 2 3 4
• •
1 2 3 4
The elements µi,j ’s define a presentation for Pn . More precisely, we have the following
theorem.
Theorem 2.1 (FitzGerald [14, Theorem 2]) The monoid Pn may be presented with
generators µi,j for all i, j ∈ [n] with i < j subject to the following relations:
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(P1) µ2i,j = µi,j for all i, j ∈ [n] with i < j,
(P2) µi,jµr,s = µr,sµi,j for all i, j, r, t ∈ [n] with i < j and r < s,
(P3) µi,jµj,k = µi,jµi,k = µj,kµi,k for all i, j, k ∈ [n] with i < j < k .
Diagrammatically, relation (P3) in the theorem above is represented as:
(2–1)
• •
• •
= • • • =
• • •
• •
This relation implies the following corollary.
Corollary 2.2 Let r1, . . . , rk ∈ [n] for some k ≥ 2 with ri 6= rj for all i 6= j. Then:
(µr1,r2 · · ·µrk−1,rk )µi,j =

µr1,r2 · · ·µrk−1,rk if i = r1 and j = rk
µi,r1(µr1,r2 · · ·µrk−1,rk ) if i < r1 and j = rk
(µr1,r2 · · ·µrk−1,rk )µrk,j if i = r1 and j > rk
µr1,iµi,r2 · · ·µrk−1,rk if r1 < i < r2 and j = rk
µr1,r2 · · ·µrk−1,jµj,rk if i = r1 and rk−1 < j < rk.
The following result is a consequence of Proposition 1.8, Theorem 2.1 and Corollary
2.2.
Proposition 2.3 (Normal form) Every element of Pn has a unique decomposition
up to permutation of its blocks. More precisely, if I = {I1, . . . , Ik} ∈ Pn , then
I = µI1 · · ·µIk with µIi = µai1 ,ai2 · · ·µait−1 ,ait
where Ii = {ai1 < · · · < ait}. If I is an ordered set partition, the decomposition,
keeping the order of the blocks, is uniquely determined.
For instance, the normal form of the ordered A7 -partition I =
({5}, {1, 3, 7}, {2, 4, 6})
is I = µ1,3µ3,7µ2,4µ4,6.
• • •
• • •
1 2 3 4 5 6 7
=
• •
1 2 3 4 5 6 7
· • •
1 2 3 4 5 6 7
· • •
1 2 3 4 5 6 7
· • •
1 2 3 4 5 6 7
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2.1.1 Canonical system of generators
Here we will show that relations (P1) and (P3) of Theorem 2.1 determinate a canonical
system of generators which will be used in the next section. To be precisely, put
Un := {µi,j | 1 ≤ i < j ≤ n} and denote by S the subset of CU∗n × CU∗n formed by
the pairs below, that define the relations (P1) and (P3) in Theorem 2.1.
• (µ2i,j, µi,j) for all i, j ∈ [n] with i < j and |i| ≤ j,
• (µi,jµi,k, µi,jµj,k) for all i, j, k ∈ [n] with i < j < k ,
• (µi,kµj,k, µi,jµj,k) for all i, j, k ∈ [n] with i < j < k ,
Note that S is reduced and Pn ' CU∗n/S . The rest of the subsection is dedicated to
prove the following proposition.
Proposition 2.4 The set S is a canonical system of generators of S .
Consider the total order on Un in which µi,j is smaller than µr,s if either j < s or
j = s with i > r . As in Subsection 1.1, we obtain an admissible order < on CU∗n . In
particular, we have the following inequalities:
µi,jµj,k < µi,jµi,k < µi,kµj,k, i, j, k ∈ [n], i < j < k.
For instance, we have the following inequalities:
• •
1 2 3 4
< • •
1 2 3 4
< • •
1 2 3 4
< • •
1 2 3 4
< • •
1 2 3 4
< • •
1 2 3 4
Informally, if we would like to compare two elements of Un we look at their represen-
tations by ties: if both ties end at the same thread to the right, then it is bigger one that
whose tie is longuer, otherwise, it is bigger one that whose tie ends more to the right.
Recall that N : CU∗n → CU∗n denotes the normal form of CU∗n respect to S .
Lemma 2.5 For every subset X of [n], the connected normal form of µX coincides
with the S–normal form of every word representative of µX in CX∗ .
Proof Let u′ ∈ CX∗ be a word representative of µX . Then none of the words µ2i,j,
µi,jµi,k, µi,kµj,k is a subword of N(u′) for all i < j < k . Let u = µa1,a2µa2,a3 · · ·µam−1,am
be the longest connected normal form that is a subword of N(u′). Suppose that
N(u′)u−1 6= 1. Since µX is connected, there is µi,j ∈ Un such that µi,j|N(u′)u−1 and
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ak ∈ {i, j} for some k ∈ [m]. If ak = i and k < m, then µi,jµi,ak+1 |u′ which is a
contradiction. If ak = j and j > 1, then µi,jµak−1,j|u′ which is a contradiction as well.
Otherwise, either uµi,j or µi,ju is a connected normal form, which contradicts the fact
that u is longest. Therefore N(u′)u−1 = 1.
Having in mind that S is defined by connected words, we deduce the following lemma.
Lemma 2.6 Let X,Y be two disjoint subsets of [n], and let u, u′ ∈ CX∗ be word
representatives of µX and µY respectively. Then N(uu′) = N(u)N(u′).
Proof of Proposition 2.4 Let u, u′ ∈ CU∗n such that u, u′ are S-equivalent. Proposi-
tion 2.3 implies that u, u′ have the same normal form. So, by Lemma 2.6, we obtain
N(u) = N(u′).
2.2 The monoid SPn
In what follows, we denote by [±n] the set {±1, . . . ,±n} which is considered with the
usual order. We simply write P±n instead of P([±n]) and for every subset K of [±n]
we denote by −K the subset obtained by swapping + and − in K . A set partition I
of [±n] is said to be a signed partition if for every block K of I , the set −K is also a
block of I . The set formed by all the signed partitions in P±n is denoted by SPn .
Proposition 2.7 The set of signed partitions SPn is a submonoid of P±n .
Proof Let I, J be two signed partitions, let H be a block of I , and let K be a block of
J . Assume that H intersects K . If H,K are both non zero blocks, then −H intersects
−K with (H ∪ K) ∩ (−H ∪ −K) = ∅. If H is a zero block and K is a non zero block,
then −K intersects H such that −K ∪K ∪H is a zero subset of [±n]. If H,K are both
zero blocks, then H ∪ K is a zero subset. This implies that IJ is a signed partition.
Therefore SPn is a submonoid of P±n .
Our next purpose is to describe SPn through a presentation; to do that we need to
introduce first some notations. For every nonempty subset X of [±n] we will denote
by X the set partition µ−XµX . Note that X = −X . Moreover, if X intersects −X
then X = −X ∪X . For instance, {−2, 3, 5} is a subset of [±5], then {−2,3,5} is
represented as follows
• • •
• • •
-5 -4 -3 -2 -1 1 2 3 4 5
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For every i, j ∈ [±n] with i < j we set i,j = {i,j} . Note that i,j = −j,−i for all i < j.
For instance, in P± 3 there are 9 i,j ’s:
• •
-3 -2 -1 1 2 3
• •
-3 -2 -1 1 2 3
• •
• •
-3 -2 -1 1 2 3
• •
-3 -2 -1 1 2 3
• •
• •
-3 -2 -1 1 2 3
• •
• •
-3 -2 -1 1 2 3
• • • •
-3 -2 -1 1 2 3
• • • •
-3 -2 -1 1 2 3
• • • •
-3 -2 -1 1 2 3
Lemma 2.8 The set En := {i,j | i, j ∈ [±n], i < j} generates SPn . Furthermore
|En| = n2 for all n ≥ 2.
Proof Proposition 1.8, Proposition 2.3 and the fact that i,j = −j,−i for all i < j
imply that for every subset X = {x1 < · · · < xk} of [±n], we have
(2–2) X = x1,x2 · · · xk−1,xk −X∪X = −x1,x1x1,x2 · · · xr−1,xr .
So, Proposition 2.3 implies that En generates SPn .
Theorem 2.9 The monoid of signed partitions SPn may be presented with generators
i,j ∈ En subject to the following relations:
(SP1) 2i,j = i,j for all i, j ∈ [±n] with i < j,
(SP2) i,jr,s = r,si,j for all i, j, r, s ∈ [±n] with i < j and r < s,
(SP3) i,jj,k = i,ji,k = i,kj,k for all i, j, k ∈ [±n] with i < j < k ,
(SP4) i,j = −j,−i for all i, j ∈ [±n] with i < j.
The rest of the section is dedicated to prove Theorem 2.9.
Let Q be the subset of P±n×P±n formed by the pairs (µi,j, µ−j,−i) with i, j ∈ [±n] and
i < j. For every I, J ∈ P±n we shall denote I ≡ J for (I, J) ∈ Q. As a consequence
of relation (P3) in P±n we obtain the following Q-equivalences:
(2–3) µ−i,iµi,j ≡ µ−i,iµ−i,j ≡ µ−j,jµi,j ≡ µ−j,jµ−i,j ≡ µ−i,jµi,j.
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Lemma 2.10 Let X be a nonempty subset of [±n] such that −X intersects X . Then,
the set partition µX is Q-equivalent to µY where Y = {−min(|X|)} ∪ |X|.
Proof Assume that X = {−yt < · · · < −y1 < x1 < · · · < xk} for some x1, . . . , xk,
y1, . . . , yt ∈ [n]. Then
µX = µ−yt,−yt−1 · · ·µ−y2,−y1µ−y1,x1µx1,x2 · · ·µxk−1,xk ,
≡ µ−y1,x1µx1,x2 · · ·µxk−1,xkµy1,y2 · · ·µyt−1,yt .
Since −X intersects X , then xi = yj for some i, j ∈ [n]. Hence µX ≡ µ−y1,x1µ|X| .
Equation 2–3 implies that µ−y1,x1µ|X| ≡ µ−i,iµ|X| = µY with i = min{x1, y1}.
Lemma 2.11 Let X,Y be two subsets of [±n] such that X = Y . Then µX and µY
are Q-equivalent.
Proof Since X and Y share their blocks, then −X∩X is empty if and only if −Y∩Y
is empty. If −X ∩ X is empty, then X ∈ {−Y,Y} which implies that µX and µY are
Q-equivalent. Assume now that −X ∩ X is nonempty. Since −X ∪ X = −Y ∪ Y ,
Lemma 2.10 implies that µX and µY are Q-equivalent.
Let s : P±n → SPn be the epimorphism defined by s(µi,j) = i,j for all i < j.
Lemma 2.12 We have ker(s) = Q.
Proof Clearly (µi,j, µ−j,−i) ∈ ker(s) because s(µi,j) = i,j = −j,−i = s(µ−j,−i) for
all i, j ∈ [±n] with i < j. Let I = {I1, . . . , Ip} and J = {J1, . . . , Jq} such that
(I, J) ∈ ker(s), that is s(I) = µI1µ−I1 · · ·µIpµ−Ip = µJ1µ−J1 · · ·µJpµ−Jp = s(J). Since
blocks in a set partition are disjoint, Proposition 2.3 implies that p = q and that for
every k ∈ [p] there is t = t(k) ∈ [q] such that µIkµ−Ik = µJtµ−Jt . So, by Lemma 2.11,
the set partitions µk and µJt are Q-equivalent for all k ∈ [p]. This implies that I, J are
Q-equivalent. Therefore Q generates ker(s).
Proof of Theorem 2.9 It is a consequence of Proposition 1.1 applied to the epimor-
phism s and Lemma 2.12.
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3 Monoids of set partitions of types B and D
It is well-known that the lattice of set partitions of [n] is isomorphic to the intersection
lattice for the hyperplane arrangement of the Coxeter group of type An . In this context,
Reiner has defined the set partitions of types B and D, which are the definitions that
we shall use here, see [25]. These partitions of types B and D turn out to be subsets
of P±n , however these subsets are not submonoids of P±n . Thus, in order to obtain
monoid structures, we introduce a new product on the these subsets and so we construct
presentations for them.
3.1 The monoid PBn
A subset K of [±n] is said to be a zero subset (resp. non zero subset), if −K = K
(resp. K ∩−K is empty). A block of a signed partition that is a zero subset (resp. non
zero subset) is called a zero block (resp. non zero block) of it. Note that every block of
a signed partition is either a zero or a non zero block.
As was defined by Reiner [25, Section 2], a set partition of type Bn or simply a Bn -
partition is a signed partition of [±n] having at most one zero block. We will denote
by PBn the set formed by all the Bn -partitions. We have the following poset inclusions:
PBn ⊂ SPn ⊂ P±n.
Observe that the monoid structure of P±n is not transferred to PBn : below two set
B6 -partitions whose product is not a B6 -partition.
• •
-3 -2 -1 1 2 3
· • • • •
-3 -2 -1 1 2 3
=
• • • •
• •
-3 -2 -1 1 2 3
In order to solve this blockage we need to introduce the zero closure. The zero closure
of a signed partition I , denoted by I0 , is the collection obtained by replacing all its
zero subsets by the union of them. For instance:
• •
• • • •
-3 -2 -1 1 2 3
0→ • • • • • •
-3 -2 -1 1 2 3
Note that (I0)0 = I0 .
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Definition 3.1 ( Product) Given I and J in PBn , the product of I with J , denoted by
I ·B J , is defined to be the zero closure of IJ .
With this product, PBn becomes in an idempotent commutative monoid with 1 =
{±{1}, . . . ,±{n}}. Note that PBn is generated by En as well.
The next proposition shows how to compute the product ·B through 4.
Proposition 3.2 For every Bn -partitions I, J , we have:
I ·B J = min{K ∈ PBn | I 4 K and J 4 K}.
Proof Proposition 2.7 says that IJ is a quasi Bn -partition. Then I, J 4 IJ 4 (IJ)0 .
Hence I ·B J 4 (IJ)0 . Let E be a block of (IJ)0 . For every a ∈ E , E contains the
unique blocks Ia of I and Ja of J that contain a. This implies that every block of (IJ)0
is contained in a block of I ·B J . Therefore (IJ)0 4 I ·B J .
Notation If there is no risk of confusion, in what follows of this subsection we shall
simply denote I ·B J by IJ instead, whenever I, J ∈ PBn .
Set εX := (X)0 and εi,j := (i,j)0 for all i < j. Our goal now is to prove the following
theorem.
Theorem 3.3 The monoid of Bn -partitions PBn may be presented with generators εi,j
with i, j ∈ [±n] satisfying i < j, subject to the following relations:
(PB1) ε2i,j = εi,j for all i, j ∈ [±n] with i < j,
(PB2) εi,jεr,s = εr,sεi,j for all i, j, r, s ∈ [±n] with i < j and r < s,
(PB3) εi,jεj,k = εi,jεi,k = εi,kεj,k for all i, j, k ∈ [±n] with i < j < k ,
(PB4) ε−i,iε−j,j = ε−i,jεi,j for all i, j ∈ [n] with i < j,
(PB5) εi,j = ε−j,−i for all i, j ∈ [±n] with i < j.
The rest of the subsection is dedicated to prove Theorem 3.3.
Let T be the subset of SPn×SPn formed by the pairs (−i,i−j,j, −i,ii,j) with i, j ∈ [n]
and i < j. For every I, J ∈ SPn we will simply denote I ≡ J instead of (I, J) ∈ T .
Lemma 3.4 Let H,K be two disjoint zero subsets of [±n]. Then HK and K∪H are
T -equivalent.
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Proof Lemma 2.10 implies that there are a1 < . . . < ap and b1 < . . . < bq in [n]
such that H = −a1,a1a1,a2 · · · ap−1,ap and K = −b1,b1b1,b2 · · · bq−1,bq . Hence H ≡
−a1,a1 · · · −ap,ap and K ≡ −b1,b1 · · · −bq,bq . Then HK ≡ −c1,c1 · · · −cp+q,cp+q ,
where H ∪ K = {±c1, . . . ,±cp+q} with c1 < · · · < cp+q in [n]. By rewriting again
we obtain HK ≡ −c1,c1c1,c2 · · · cp+q−1,cp+q = H∪K .
Lemma 3.5 We have (IJ)0 = I0J0 for all I, J ∈ SPn . Furthermore
T = {(I, J) ∈ SPn × SPn | I0 = J0}.
Proof By definition 10 = 1 and I0 = J0 for all (I, J) ∈ R. Then I → I0 is an
homomorphism, that is: (IJ)0 = I0J0 for all I, J ∈ SPn . Since (−i,i−j,j)0 = (−i,ii,j)0
for i, j ∈ [n] with i < j, then T ⊆ {(I, J) | I0 = J0}. Let I, J be two signed partitions
such that I0 = J0 . Then I, J share their non zero blocks and the union of their zero
blocks coincide. So, Lemma 3.4 implies that I, J are T -equivalent.
Proof of Theorem 3.3 Since En generates PBn , Lemma 3.5 implies that the map I →
I0 is an epimorphism from SPn to PBn with kernel congruence T . Hence, from
Proposition 1.1, PBn ' SPn/T .
3.2 The monoid PDn
In this subsection we not only introduce a monoid of set partitions of type D but also
the monoid of restricted signed set partitions.
A zero subset is said to be positive if it has more than two elements. A signed partition
of SPn is said to be restricted if all its zero blocks, if present, are positive. The set
formed by all the restricted signed partitions in SPn is denoted by RSPn .
As was defined by Reiner [25], a set partition of type Dn or simply a Dn -partition is a
Bn -partition in which its zero block, if present, is positive. In particular, −i,i is not a
Dn -partition for all i ∈ [n]. We will denote by PDn the set of all Dn -partitions. Note
that we have the following poset inclusions:
PDn ⊂ RSPn ⊂ SPn ⊂ P±n ' P2n, PDn ⊂ PBn .
3.2.1 The monoid RSPn
Lemma 3.6 The set of restricted signed partitions RSPn is a submonoid of SPn
generated by E×n := {i,j | i, j ∈ [±n], i < j, j 6= −i}. Furthermore |E×n | = n2 − n.
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Proof It is a consequence of Lemma 2.8 and the fact that −i,ii,j = −i,ji,j .
Let RPn be the submonoid of P±n generated by U×±n := U±n\{−i,i | i ∈ [n]}.
Proposition 3.7 The monoid RPn may be presented with generators µi,j with i, j ∈
[±n] where i < j and j 6= −i, subject to the following relations:
(RP1) µ2i,j = µi,j for all i, j ∈ [±n] with i < j and j 6= −i,
(RP2) µi,jµr,s = µr,sµi,j for all i, j, r, s ∈ [±n] with i < j 6= −i and r < s 6= −r ,
(RP3) µi,jµj,k = µi,jµi,k = µi,kµj,k for all i, j, k ∈ [±n] with i < j < k where
j 6= −i and k 6= −j,
Proof It is a consequence of Proposition 2.4 and Theorem 1.6.
Theorem 3.8 The monoid RSPn may be presented with generators i,j with i, j ∈ [±n]
where i < j and j 6= −i, subject to the following relations:
(RSP1) 2i,j = i,j for all i, j ∈ [±n] with i < j and j 6= −i,
(RSP2) i,jr,s = r,si,j for all i, j, r, s ∈ [±n] with i < j 6= −i and r < s 6= −r ,
(RSP3) i,jj,k = i,ji,k = i,kj,k for all i, j, k ∈ [±n] with i < j < k where
j 6= −i and k 6= −j,
(RSP4) i,j = −j,−i for all i, j ∈ [±n] where i < j and j 6= −i.
Proof Recall that s : P±n → SPn is the homomorphism defined by s(µi,j) = i,j for all
i < j. Note that s(RPn) = RSPn and the restriction of s to RPn is surjective. Lemma
2.12 implies that ker(s) = Q ⊂ RPn . So, Proposition 1.1 says that RPn/Q ' RSPn .
Remark 3.1 As in Remark ?? we can reduce the number of generators i,j to those
additionally satisfying |i| ≤ j and remove relation (RSP4). In this case, relation (RSP3)
should be replaced by the following four relations.
(RSP3a) i,jj,k = i,ji,k = i,kj,k for all i, j, k ∈ [n] with i < j < k ,
(RSP3b) −i,jj,k = −i,j−i,k = −i,kj,k for all i, j, k ∈ [n] with i < j < k ,
(RSP3c) −i,ji,k = −j,ki,k = −i,j−j,k for all i, j, k ∈ [n] with i < j < k ,
(RSP3d) i,j−i,k = i,j−j,k = −j,k−i,k for all i, j, k ∈ [n] with i < j < k .
Tied monoids 19
3.2.2 The monoid PDn
Theorem 3.9 The monoid of Dn -partitions PDn may be presented with generators εi,j
with i, j ∈ [±n] satisfying i < j and j 6= −i, subject to the following relations:
(PD1) ε2i,j = εi,j for all i, j ∈ [±n] with i < j and j 6= −i,
(PD2) εi,jεr,s = εr,sεi,j for all i, j, r, s ∈ [±n] with i < j 6= −i and r < s 6= −r ,
(PD3) εi,jεj,k = εi,jεi,k = εi,kεj,k for all i, j, k ∈ [±n] with i < j < k where
j 6= −i and k 6= −j,
(PD4) εi,j = ε−j,−i for all i, j ∈ [±n] where i < j and j 6= −i,
(PD5) ε−i,jεi,jε−r,sεr,s = ε−a,bεa,bεb,cεc,d for all i, j, r, s, a, b, c, d ∈ [±n] sat-
isfying {i < j, r < s} = {a < b < c < d}.
Proof Let F be the subset of RSPn × RSPn formed by the pairs (−i,ji,j−r,sr,s,
−a,ba,bb,cc,d) with i, j, r, s ∈ [n] satisfying {i < j, r < s} = {a < b < c < d}.
By Lemma 3.5, F is the kernel congruence of the homomorphism I → I0 restricted to
RSPn . So, Proposition 1.1 implies that PDn ' RSPn/F .
4 Tied monoids of type A
We will study in this section the tied monoid TM = P oρ M introduced in Definition
1.9, where P = Pn and M is the braid group or more generall a braid–like monoid.
In order to describe the action ρ we need to introduce first some notations. As usual,
we denote by Sn the symmetric group on n symbols. In what follows M denotes a
monoid accepting an epimorphism pi : M → Sn and denote by p the permutation
action of Sn on [n]. This one induces an action, denoted again by p, of Sn on Pn ,
that is,
(4–1) pg(I) = {pg(I1), . . . , pg(Ik)}, g ∈ Sn, I = {I1, . . . , Ik} ∈ Pn.
So, the action ρ : M → End(Pn) is given by ρ := p ◦ pi .
We organize the section in two subsections. The first one gives the necessary notations,
as well technical results related with the symmetric group and the generators µi,j ’s all
which will be used in the second subsections and next Section; in the second one we
will write out the presentation of some TM ’s.
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4.1 A–Preliminaries
For i ∈ [n − 1] denote by si the transposition exchanging i with i + 1. Recall that
Sn is generated by transpositions and may be presented with generators s1, . . . , sn−1
subject to the following relations:
(A1) sisjsi = sjsisj for all i, j ∈ [n− 1] with |i− j| = 1,
(A2) sisj = sjsi for all i, j ∈ [n− 1] with |i− j| ≥ 2,
(A3) s2i = 1 for all i ∈ [n− 1].
Recall that Sn acts on Pn by s(I) := {s(I1), . . . , s(Ik)} for all s ∈ Sn and I =
{I1, . . . , Ik} ∈ Pn . For i, j, k ∈ [n] with i < j, we have
(4–2) sk(µi,j) =

µi+1,j if i = k and k + 1 < j,
µi,j−1 if i < k and j = k + 1,
µi−1,j if i = k + 1 and k + 1 < j,
µi,j+1 if i < k and j = k,
µi,j if (i, j) = (k, k + 1) or i, j 6∈ {k, k + 1}.
Let 〈A | R〉 be a presentation of M , and let x1, . . . , xn−1 ∈ A such that ρxi = pisi for all
i ∈ [n− 1]. We will study the relations of TM obtained through the Lavers’ method.
For that we set S to be the set of pairs (µi,jxk, xkρxk (µi,j)) in TM × TM for all i, j ∈ [n]
with i < j and k ∈ [n− 1].
Lemma 4.1 The set S corresponds to the following relations of TM :
(1) µi,jxi = xiµi+1,j if i + 1 < j,
(2) µi,j+1xj = xjµi,j if i < j,
(3) µi+1,jxi = xiµi,j if i + 1 < j,
(4) µi,jxj = xjµi,j+1 if i < j,
(5) µi,jxk = xkµi,j if (i, j) = (k, k + 1) or i, j 6∈ {k, k + 1}.
Proof Since ρxi = pisi for all i ∈ [n− 1], it is obtained directly by applying 4–2.
The previous lemma implies the following corollary.
Corollary 4.2 Assume that xi is invertible in M for all i ∈ [n−1]. Then S corresponds
to the following relations of TM .
(1) µi,j+1 = xjµi,jx−1j = x
−1
j µi,jxj if i < j,
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(2) µi,j = x−1i µi+1,jxi = xiµi+1,jx−1i if i + 1 < j,
(3) µi,jxk = xkµi,j if (i, j) = (k, k + 1) or i, j 6∈ {k, k + 1}.
In what follows, we assume that x1, . . . , xn−1 are invertible in M .
For i ∈ [n−1] we set ηi := µi,i+1 and add these symbols to the presentation of TM by
using Tietze transformations of type T3 . Note that, by definition, η1, . . . , ηn−1 satisfy
relations (P1) and (P2) of Pn .
For i, j ∈ [n] with i < j set:
(4–3)
ai,j =
{
1 if j = i + 1,
xi · · · xj−2 if j > i + 1, bi,j =
{
1 if j = i + 1,
xj−1 · · · xi+1 if j > i + 1,
a¯i,j =
{
1 if j = i + 1,
xj−2 · · · xi if j > i + 1, b¯i,j =
{
1 if j = i + 1,
xi+1 · · · xj−1 if j > i + 1.
Lemma 4.3 For each i, j ∈ [n] with i < j we have the following:
(1) µi,j = a¯−1i,j ηj−1a¯i,j = ai,jηj−1a
−1
i,j ,
(2) µi,j = b¯−1i,j ηib¯i,j = bi,jηib
−1
i,j .
Proof It is obtained by applying Corollary 4.2 recursively.
Corollary 4.4 The set S corresponds to the following relations.
(1) µi,j = a¯−1i,j ηj−1a¯i,j = bi,jηib
−1
i,j = ai,jηj−1a
−1
i,j = b¯
−1
i,j ηib¯i,j ,
(2) (ai,jηj−1a−1i,j )xk = xk(ai,jηj−1a
−1
i,j ) if (i, j) = (k, k + 1) or i, j 6∈ {k, k + 1}.
Proof It is a direct consequence of Lemma 4.3 and Corollary 4.2.
Remark 4.1 Lemma 4.3(1) implies that each appearance of µi,j can be replaced by
a−1i,j ηj−1ai,j in all relations of TM . In particular in relations (P1) to (P3). Hence, as in
Corollary 4.4(1), each µi,j appears at most once, so, Proposition 1.3 implies that the
generators µi,j , with i < j + 1, can be removed from the presentation of TM . Note
that relations (P1) to (P3) were not removed, they appear with generators µi,j replaced
by a−1i,j ηj−1ai,j . Moreover, every µi,j can be reached by η1 via conjugation, indeed we
have µi,j = a¯1,i+1b1,kη1b−11,k a¯
−1
1,i+1 for all i, j ∈ [n] with i < j.
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In what follows, we assume that the elements x1, . . . , xn−1 satisfy relations (A1) and
(A2) in M .
Proposition 4.5 Relations obtained by S are equivalent to the following.
(1) xixjηi = ηjxixj and xix−1j ηi = ηjxix
−1
j for all i, j ∈ [n− 1] with |i− j| = 1,
(2) xiηj = ηjxi for all i, j ∈ [n− 1] with |i− j| 6= 1.
Proof By Corollary 4.4(1) we obtain, for i, j ∈ [n] with i < j, the following relations:
ηj−1a¯i,jbi,j = a¯i,jbi,jηi, ηj−1a−1i,j bi,j = a
−1
i,j bi,jηi, ηib¯i,jai,j = b¯i,jai,jηj−1;
note that the second one is equivalent to b−1i,j ai,jηj−1 = ηib
−1
i,j ai,j . In particular, if
j = i + 1 the relations are trivial, and if j = i + 2 we obtain:
ηi+1xixi+1 = xixi+1ηi, ηi+1x−1i xi+1 = x
−1
i xi+1ηi, ηixi+1xi = xi+1xiηi+1
which is just (1). Similarly, if j = i + 1 in Corollary 4.4(2) we obtain ηixk = xkηi with
i = k or i 6∈ {k, k + 1}, which is just (2). We will prove that the remaining relations
in Corollary 4.4 are all obtained from (1) and (2). By using (1), we have:
ηj−1a¯i,jbi,j = ηj−1(xj−2xj−1) · · · (xixi+1) = a¯i,jbi,jηi,
ηj−1a−1i,j bi,j = ηj−1(x
−1
j−2xj−1) · · · (x−1i xi+1) = a¯i,jbi,jηi,
ηib¯i,jai,j = ηi(xi+1xi) · · · (xj−1xj−2) = b¯i,jai,jηj−1.
Now, we use (2) to obtain relations in Corollary 4.4(2). If k < i − 1 or k > j we are
done because ai,jxk = xkai,j . If i < k < j− 1 we obtain
(ai,jηj−1a−1i,j )xk = ai,jηj−1xk−1a
−1
i,j = ai,jxk−1ηj−1a
−1
i,j = xk(ai,jηj−1a
−1
i,j )
This proves that we only need (1) and (2) to capture all relations of S .
Let y1, . . . , yn−1 ∈ X with yi 6= xj for all i 6= j such that ρyi = pisi for all i ∈ [n− 1].
Denote by T the set of pairs (µi,jyk, ykρyk (µi,j)) for i, j ∈ [n] with i < j and k ∈ [n−1].
Lemma 4.6 The set T corresponds to the following relations:
(1) ηib¯i,jyibi+1,j = b¯i,jyibi+1,jηi+1 if i + 1 < j,
(2) ηja¯i,j+1yjai,j = a¯i,j+1yjai,jηj−1 if i < j,
(3) ηi+1b¯i+1,jyibi,j = b¯i+1,jyibi,jηi if i + 1 < j,
(4) ηj−1a¯i,jyjai,j+1 = a¯i,jyjai,j+1ηj if i < j,
(5) ηj−1a¯i,jykai,j = a¯i,jykai,jηj−1 if (i, j) = (k, k + 1) or i, j 6∈ {k, k + 1}.
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Proof It is a consequence of Lemma 4.1, Lemma 4.3 and Remark 4.1.
Proposition 4.7 Suppose that the following relations hold in TM :
• yixjxi = xjxiyj for all i, j ∈ [n− 1] with |i− j| = 1,
• yjxi = xiyj for all i, j ∈ [n− 1] with |i− j| 6= 1.
Then the elements of T are equivalent to the following relations:
(1) ηixjyi = xjyiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(2) ηiyjxi = yjxiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(3) ηiyj = yjηi for all i, j ∈ [n− 1] with |i− j| 6= 1.
Proof We obtain (1) and (2) by taking |i − j| = 1 in Lemma 4.6(1–4), and (3) by
taking j = i + 1 in Lemma 4.6(5). We will show that relations of Lemma 4.6(1–4) are
consequences of (1) and (2). For i + 2 < j we have:
ηib¯i,jyibi+1,j = ηixi+1yib¯i+1,jbi+1,j = xi+1yiηi+1b¯i+1,jbi+1,j = b¯i,jyibi+1,jηi+1,
b¯i+1,jyibi,jηi = b¯i+1,jbi+1,jyixi+1ηi = b¯i+1,jbi+1,jηi+1yixi+1 = ηi+1b¯i+1,jyibi,j.
Similarly, for i + 1 < j, we have the following:
ηja¯i,j+1yjai,j = ηjxj−1yja¯i,jai,j = xj−1yjηj−1a¯i,jai,j = a¯i,j+1yjai,jyjηj−1,
a¯i,jyjai,j+1ηj = a¯i,jai,jyjxj−1ηj = a¯i,jai,jηj−1yjxj−1 = ηj−1a¯i,jyjai,j+1.
Now, we show that Lemma 4.6(5) is a consequence of (3). If k < i − 1 or k > j we
are done because xka¯i,j = a¯i,jxk and xkai,j = ai,jxk . If i < k < j− 1 we obtain
ηj−1a¯i,jykai,j = ηj−1a¯i,jai,jyk−1 = a¯i,jai,jηj−1yk−1 = a¯i,jai,jyk−1ηj−1 = a¯i,jykai,jηj−1.
This proves that we only need (1) to (3) to represent all relations of T .
Remark 4.2 Let z1, . . . , zn−1 ∈ X such that, either zi = xi for all i ∈ [n − 1] or
zi = yi for all i ∈ [n− 1], and let i < j < k be consecutive numbers in [n]. Because
of the presence of (P3) in the presentation of TM , we obtain the following relations:
(4–4) µi,jµj,kzi = µj,kµi,kzi = µi,jµi,kzi, µi,jµj,kzj = µi,jµi,kzj = µj,kµi,kzj.
By applying Lemma 4.1, once on the second term and twice on the last one, we have:
µi,jµj,kzi = µj,kziµj,k = ziµi,jµj,k, µi,jµj,kzj = µi,jzjµi,j = zjµj,kµi,j.
Since i, j, k are consecutive, in TM we obtain
(4–5) ηiηjzi = ηjziηj = ziηiηj, |i− j| = 1.
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Proposition 4.5(2) implies that each relation of (P3) in TM can be obtained from these
relations. More specifically, for i, j, k ∈ [n] with i < j < k , Corollary 4.2 implies
µi,jµi,k = gµ1,2µ1,3g−1, µi,jµi,k = gµ1,2µ2,3g−1, µi,jµi,k = gµ1,3µ2,3g−1.
where g = a¯1,i+1b1,jb2,k . In this way, we obtain that (P3) can be completely deduced
from 4–5 whenever zi is invertible with i ∈ [n − 1]. Similarly we can prove that
commutativity of µ’s is derived, in TM , from the commutativity of η ’s.
Remark 4.3 Under the hypothesis of Proposition 4.7, we assume that xiyi = yixi
for all i ∈ [n − 1]. Let i < j < k be two consecutive numbers in [n], then, we
obtain the relations xiyiµi,k = yixiµi,k and xjyjµi,k = yjxjµi,k . By applying Lemma 4.1,
once on each term, we have xiµj,kyi = yiµj,kxi and xjµi,jyj = yjµi,jxj . Since i, j, k are
consecutive, we obtain xiηjyi = yiηjxi for all i, j ∈ [n−1] with |i−j| = 1. This relation
is equivalent to yiηj = xiηjyix−1i = xiηjx−1i yi with |i − j| = 1. Furthermore, by using
Proposition 4.7(2), we obtain the relation ηiyjyi = ηiyjxix−1i yi = yjxiηjx−1i yi = yjyiηj
for all i, j ∈ [n− 1] with |i− j| = 1.
4.2 Examples of TM
4.2.1 Tied braid and tied singular braid monoids
The braid group [7, 8], denoted by Bn , is presented with generators σ1, . . . , σn−1
subject to the following relations:
(B1) σiσjσi = σjσiσj for all i, j ∈ [n− 1] with |i− j| = 1,
(B2) σiσj = σjσi for all i, j ∈ [n− 1] with |i− j| ≥ 2.
Diagrammatically, (B1) and (B2) can be represented, respectively, as follows:
= =
There is a natural epimorphism pi : Bn → Sn defined by piσi = si for all i ∈ [n− 1].
Hence, we may construct a presentation, via the Lavers’ method (Theorem 1.4), of the
tied monoid TM with M = Bn .
Proposition 4.8 By applying the Lavers’ method the tied monoid TM , with M = Bn
can be presented with generators σ1, . . . , σn−1 and σ−11 , . . . , σ
−1
n−1 satisfying (B0) to
(B2), and the additional generators η1, . . . , ηn−1 subject to the relations (T1) to (T5),
where:
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(B0) σiσ−1i = σ−1i σi = 1 for all i ∈ [n− 1],
(T1) η2i = ηi for all i ∈ [n− 1],
(T2) ηiηj = ηjηi for all i, j ∈ [n− 1],
(T3) ηiσjσi = σjσiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(T4) σiηj = ηjσi for all i, j ∈ [n− 1] with |i− j| 6= 1,
(T5) ηiηjσi = ηjσiηj = σiηiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(T6) ηiσjσ−1i = σjσ−1i ηj for all i, j ∈ [n− 1] with |i− j| = 1.
Proof According to the Lavers’ method (Theorem 1.4), the relations (B0) to (B2)
are obtained directly from Bn , and relations (P1) to (P3) from Pn . (T1) and (T2) are
consequences of (P1) and (P2) in Pn because the generators µi,j with i < j − 1 are
removed as in Remark 4.1. The remaining relations are obtained from Proposition
4.5, that is, relations (T3), (T4) and (T6). Finally, relation (T5) is a consequence of
(P3) and can be obtained as in Remark 4.2. By [4, Lemma 2(5–6)] and Remark 4.2,
relations (P1) to (P3) can be obtained by using (T1), (T2) and (T5) respectively, so they
are removed from the presentation of TM . Thus, the proof is concluded.
Diagrammatically, (B0) and (T1) to (T5) can be represented as follows:
= = = =
= = =
= = =
Remark 4.4 The Lavers’ presentation for the tied monoid TM with M = Bn coincide
with the defining presentation of the tied braid monoid defined in [2]. It is worth
to observe that the defining presentation of the tied braid monoid was motived from
purely topological reasons.
The singular braid monoid [9, 10, 29], denoted by SBn , is presented with generators
σ1, . . . , σn−1 and σ−11 , . . . , σ
−1
n−1 satisfying (B0) to (B2), and τ1, . . . , τn−1 as additional
generators subject to the following relations:
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(S1) τiτj = τjτi for all i, j ∈ [n− 1] with |i− j| ≥ 2,
(S2) τiσj = σjτi for all i, j ∈ [n− 1] with |i− j| 6= 1,
(S3) τiσjσi = σjσiτj for all i, j ∈ [n− 1] with |i− j| ≥ 2.
Diagrammatically, (S1) to (S3) can be represented, respectively, as follows:
•
•
=
•
•
•
=
•
•
=
•
•
=
•
There is a natural epimorphism pi : SBn → Sn defined by piσi = si and piτi = si for
all i ∈ [n− 1]. Hence, we may construct its tied monoid, that is TSBn .
Proposition 4.9 According to the Lavers’ method, the tied monoid TM with M =
TSBn can be presented with generators σ1, . . . , σn−1 and σ−11 , . . . , σ−1n−1 satisfying
(B0) to (B2), the generators τ1, . . . , τn−1 satisfying (S1) to (S3), and the generators
η1, . . . , ηn−1 satisfying (T1) to (T5) and subject to the following relations:
(TS1) τiηj = ηjτi for all i, j ∈ [n− 1] with |i− j| 6= 1,
(TS2) ηiτjτi = τjτiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(TS3) ηiτjσi = τjσiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(TS4) ηiσjτi = σjτiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(TS5) τiηj = σiηjσ−1i τi for all i, j ∈ [n− 1] with |i− j| = 1,
(TS6) ηiηjτi = ηjτiηj = τiηiηj for all i, j ∈ [n− 1] with |i− j| = 1.
Proof The relations (B0) to (B2) and (S1) to (S3) are inherited from SBn , and relations
(P1) to (P3) from Pn . Relations (T1) and (T2) are consequences of (P1) and (P2) in Pn
because the generators µi,j with i < j−1 are removed as in Remark 4.1. The remaining
relations are obtained from Proposition 4.5 and Proposition 4.7, that is, relations (T3),
(T4), (TS1), (TS3) and (TS4). Relation (TS2) and (TS5) are redundant and can be
obtained as in Remark 4.3. Relation (T5) is a consequence of (P3) and can be obtained
as in Remark 4.2. By [4, Lemma 2(5–6)] and Remark 4.2, relations (P1) to (P3) can
be obtained by using (T1), (T2) and (T5) respectively, so they are removed from the
Lavers’ presentation of TSBn . Finally, relation (TS6) is redundant since is obtained
from (T5) as in Remark 4.2.
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Diagrammatically, (TS1) to (TS6) can be represented, respectively, as follows:
•
=
•
•
=
•
•
= • =
•
•
•
=
•
• •
=
•
•
=
•
•
=
•
Remark 4.5 The monoid TSBn was first introduced and constructed in [4] and is
called the tied singular braid monoid and, as for TBn , the original definition of TSBn
is through a presentation, conceived from topological considerations, which coincides
that of Proposition 4.9.
4.2.2 Tied virtual braid and ties virtual singular braid monoids
The virtual braid group [18, 17, 19], denoted by VBn , is presented with generators
σ1, . . . , σn−1 satisfying (B1) and (B2), and generators ν1, . . . , νn−1 subject to the
following relations:
(V1) ν2i = 1 for all i ∈ [n− 1],
(V2) νiνjνi = νjνiνj for all i, j ∈ [n− 1],
(V3) νiνj = νjνi for all i, j ∈ [n− 1] with |i− j| ≥ 2,
(V4) σiνjνi = νjνiσj for all i, j ∈ [n− 1] with |i− j| = 1,
(V5) σiνj = νjσi for all i, j ∈ [n− 1] with |i− j| ≥ 2.
Diagrammatically, (V1) to (V5) can be represented, respectively, as follows:
= = =
= =
There is a natural epimorphism pi : VBn → Sn defined by piσi = si and piνi = si for
all i ∈ [n − 1]. Hence, we may construct its tied monoid, that is TVBn . We will call
TVBn the tied virtual braid monoid.
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Theorem 4.10 The monoid TVBn can be presented with generators σ1, . . . , σn−1 and
σ−11 , . . . , σ
−1
n−1 satisfying (B0) to (B2), the generators ν1, . . . , νn−1 satisfying (V1)
to (V5), and the generators η1, . . . , ηn−1 satisfying (T1) to (T5) and subject to the
following relations:
(TV1) ηiνjνi = νjνiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(TV2) ηiνjσi = νjσiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(TV3) ηiσjνi = σjνiηj for all i, j ∈ [n− 1] with |i− j| = 1,
(TV4) νiηj = σiηjσ−1i νi for all i, j ∈ [n− 1] with |i− j| = 1,
(TV5) ηiνj = νjηi for all i, j ∈ [n− 1] with |i− j| 6= 1,
(TV6) ηiηjνi = ηjνiηj = νiηiηj for all i, j ∈ [n− 1] with |i− j| = 1.
Proof We use the Lavers’ method to compute the presentation of TVBn . Relations
(B0) to (B2) and (V1) to (V5) are obtained directly from VBn , and relations (P1) to
(P3) are obtained directly from Pn . Relations (T1) and (T2) are consequences of (P1)
and (P2) in Pn because the generators µi,j with i < j − 1 are removed as in Remark
4.1. The remaining relations are obtained from Proposition 4.5 and Proposition 4.7,
that is, relations (T3), (T4), (TV2), (TV3) and (TV5). Relation (TV4) is redundant and
can be obtained from (V1). Indeed, if i < j < k are consecutive numbers in [n], (V1)
implies µi,kν2i = µi,kσiσ
−1
i and µi,kν
2
j = µi,kσjσ
−1
j . By applying Lemma 4.1 once on
each term, we obtain νiηjνi = σiηjσ−1i and νjηiνj = σjηiσ
−1
j , which are equivalent to
(TV4). By using (TV4) we obtain (TV1) just as in Remark 4.3. Thus, (TV1) is also
redundant. (T5) is a consequence of (P3) and can be obtained as in Remark 4.2. By
[4, Lemma 2(5–6)] and Remark 4.2, relations (P1) to (P3) can be obtained by using
(T1), (T2) and (T5) respectively, so they are removed from the presentation of TVBn .
Finally, relation (TV6) is redundant and obtained from (T5) as in Remark 4.2.
Diagrammatically, (TV1) to (TV6) can be represented, respectively, as follows:
= = = =
= = = =
We will close the section by constructing, according to the Lavers’ method, the tied
monoid attached to the virtual singular braid monoid [12]; this monoid, denoted
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by VSBn , is presented with generators σ1, . . . , σn−1 and σ−11 , . . . , σ−1n−1 satisfying
(B0) to (B2), the generators τ1, . . . , τn−1 satisfying (S1) to (S3), and the generators
ν1, . . . , νn−1 satisfying (V1) to (V5), all of them subject to the following additional
relations:
(VS1) νiνjτi = τjνiνj for all i, j ∈ [n− 1] with |i− j| = 1,
(VS2) νiτj = τjνi for all i, j ∈ [n− 1] with |i− j| ≥ 2.
Diagrammatically, (VS1) and (VS2) can be represented as follows:
•
=
•
•
=
•
There is a natural epimorphism from VSBn to Sn mapping σi, τi and νi to si for all
i ∈ [n − 1]. Hence, we may construct its tied monoid, that is TVSBn . We will call
TVSBn the tied virtual singular braid monoid.
As a consequence of Proposition 4.9 and Theorem 4.10, we obtain the following result.
Theorem 4.11 The monoid TVSBn can be presented with generators σ1, . . . , σn−1
and σ−11 , . . . , σ
−1
n−1 satisfying (B0) to (B2), the generators τ1, . . . , τn−1 satisfying (S1)
to (S3), the generators ν1, . . . , νn−1 satisfying (V1) to (V5) including (VS1) and (VS2),
and generators η1, . . . , ηn−1 satisfying (T1) to (T5), (TS1) to (TS6) and (TV1) to (TV6).
5 Tied monoids of type B and D
This section have as goal write out the Lavers’s presentation of TΓM for M = BΓn ,
where BΓn denotes the Artin (braid) monoid of type Γ with Γ ∈ {B,D}. When Γ = B
(resp. D) the idempotent factor is PBn (resp. P
D
n ). In order to explain the action ρ of
BΓn on the idempotent factor, we need to introduce some background. Let S±n be the
group of permutations of [±n], and for k ∈ [±n] with k < n, we denote by sk the
transposition exchanging k with its immediate successor in [±n]. We will denote by
SBn the signed symmetric group on 2n symbols, that is the subgroup of permutations
t ∈ S±n satisfying t(−k) = −t(k) for all k ∈ [±n], see [11, Section 8.1]. Recall that
SBn realizes as the Coxeter group of type B. The Coxeter group of type D can be realized
as the even–signed symmetric group SDn on 2n symbols, that is the subgroup of signed
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permutations t ∈ SBn satisfying t(1) · · · t(n) > 0, see [11, Section 8.2]. Observe that
we have the following inclusions of subgroups
SDn ⊂ SBn ⊂ S±n.
Thus, the permutation action of S±n on [±n] induces an action (by restriction) of SBn
on PBn and also so an action of S
D
n on P
D
n , see 4–1. These permutation actions will
be denoted by p. So, the action defining TBΓn is the composition of p with the natural
projection pi of BΓn in SΓn .
To state the Lavers’ presentation of TBBBn , we need recall that the Artin (braid) group
BBn , also called signed braid group, is presented with generators σ0, σ1, . . . , σn−1
subject to the following relations:
(BB1) σ0σ1σ0σ1 = σ1σ0σ1σ0 ,
(BB2) σiσjσi = σjσiσj for all i, j ∈ [n− 1] with |i− j| = 1,
(BB3) σiσj = σjσi for all i, j ∈ [n− 1] with |i− j| ≥ 2.
Theorem 5.1 The monoid TBBBn can be presented with generators σ0, σ1, . . . , σn−1
and σ−10 , σ
−1
1 , . . . , σ
−1
n−1 satisfying (BB0) to (BB3), and the additional generators
θ0, θ1, . . . , θn−1 subject to the relations (TB1) to (TB9), where:
(BB0) σiσ−1i = σ−1i σi = 1 for all i ∈ [n− 1] ∪ {0},
(TB1) θ2i = θi for all i ∈ [n− 1] ∪ {0},
(TB2) θiθj = θjθi for all i, j ∈ [n− 1] ∪ {0},
(TB3) θ0σ1σ0σ1 = σ1σ0σ1θ0 and θ1σ0σ1σ0 = σ0σ1σ0θ1 ,
(TB4) σiσjθi = θjσiσj for all i, j ∈ [n− 1] with |i− j| = 1,
(TB5) σiθj = θjσi with |i− j| 6= 1,
(TB6) θiθjσi = θjσiθj = σiθiθj for all i, j ∈ [n− 1] ∪ {0} with |i− j| = 1,
(TB7) θ1σ0θ1σ0 = σ0θ1σ0θ1 and θ0σ1θ0σ1 = σ1θ0σ1θ0 ,
(TB8) σ21θ0 = θ0σ
2
1 and σ
2
0θ1 = θ1σ
2
0 ,
(TB9) σiσ−1j θi = θjσiσ
−1
j for all i, j ∈ [n− 1] with |i− j| = 1.
Now, in order to state the Lavers’s presentation of TDBDn , we need to recall first that
the Artin (braid) group of type D or the even–signed braid group, which we will denote
by BDn , is presented with generators σ−1, σ1, σ2, . . . , σn−1 subject to the relations:
(DB1) σ−1σ2σ−1 = σ2σ−1σ2 ,
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(DB2) σ−1σi = σiσ−1 for all i ∈ [n− 1] with i 6= 2,
(DB3) σiσjσi = σjσiσj for all i, j ∈ [n− 1] with |i− j| = 1,
(DB4) σiσj = σjσi for all i, j ∈ [n− 1] with |i− j| ≥ 2.
Theorem 5.2 The monoid TDBDn can be presented with generators σ−1, σ1, . . . , σn−1
and σ−1−1, σ
−1
1 , σ2 . . . , σ
−1
n−1 satisfying (DB0) to (DB4), and the additional generators
θ−1, θ1, θ2, . . . , θn−1 subject to the relations (TD1) to (TD7), where:
(DB0) σiσ−1i = σ−1i σi = 1 for all i ∈ [n− 1] ∪ {−1},
(TD1) θ2i = θi for all i ∈ [n− 1] ∪ {−1},
(TD2) θiθj = θjθi for all i, j ∈ [n− 1] ∪ {−1},
(TD3) σiσjθi = θjσiσj with ||i| − |j|| = 1,
(TD4) σiθj = θjσi with ||i| − |j|| 6= 1,
(TD5) θiθjσi = θjσiθj = σiθiθj with ||i| − |j|| = 1,
(TD6) θ−1θ1θ3σ2σ−1σ1σ2θ3 = θ−1θ1θ2θ3σ2σ−1σ1σ2 ,
(TD7) σiσ−1j θi = θjσiσ
−1
j with ||i| − |j|| = 1,
The proof of Theorem 5.1 and Theorem 5.2 will be done, respectively, at the end of
Subsection 5.1 and Subsection 5.2.
5.1 Proof of Theorem 5.1
To prove the Theorem 5.1 we need some technical material, all of which is provided
below.
For i ∈ [n− 1] denote by ti the signed transposition exchanging i with i + 1, and by
t0 the transposition exchanging −1 with 1, that is t0 = s−1 and ti = s−(i+1)si for all
i ∈ [n]. Recall that SBn is generated by those elements and may be presented with
generators t0, t1, . . . , tn−1 subject to the following relations:
(BS1) t0t1t0t1 = t1t0t1t0 ,
(BS2) titjti = tjtitj for all i, j ∈ [n− 1] with |i− j| = 1,
(BS3) titj = tjti for all i, j ∈ [n− 1] ∪ {0} with |i− j| ≥ 2,
(BS4) t2i = 1 for all i ∈ [n− 1] ∪ {0}.
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As the Lavers’ method states (Theorem 1.4), to construct a presentation for TBM , we
need to consider three families of relations: the relations of M and PBn which are
already defined, and the relations given by the action p ◦pi which we will study below.
Recall that the permutation action of SBn on P
B
n , is given by t(I) := {t(I1), . . . , t(Ik)}
for all t ∈ SBn and I = {I1, . . . , Ik} ∈ PBn . Then, for k ∈ [n−1] and (i, j) ∈ [±n]× [n]
with |i| < j, we have
(5–1) tk(εi,j) =

εi−1,j if i ∈ {−k, k + 1} and i < j,
εi+1,j if i ∈ {−k − 1, k} and i + 1 < j,
εi,j−1 if j = k + 1 and i + 1 < j,
εi,j+1 if j = k and i < j,
εi,j if {k, k + 1} = {|i|, j} or {k, k + 1} ∩ {|i|, j} = ∅.
Furthermore, for k ∈ [n− 1] and i ∈ [n], we have
(5–2) tk(ε−i,i) =

ε−(i+1),i+1 if i = k,
ε−(i−1),i−1 if i = k + 1,
ε−i,i if i 6∈ {k, k + 1}.
In the case k = 0, we have:
(5–3)
t0(εi,j) = ε−i,j for i = ±1, 1 < j,
t0(εi,j) = εi,j for i 6= ±1, |i| < j,
t0(ε−i,i) = ε−i,i for i ∈ [n].
Observe that tk(ε−j,−i) = tk(εi,j) for all i, j ∈ [n] with i < j.
We will study the relations of TBM obtained through the Lavers’ method. For that we
set T to be the set of pairs of words (εi,jσk, σkρσk (εi,j)) for all i, j ∈ [±n] with i < j
and k ∈ [n− 1] ∪ {0}.
Lemma 5.3 The set T corresponds to the following relations of TBM :
(1) ε−k,jσk = σkε−(k+1),j and ε−(k+1),jσk = σkε−k,j with k + 1 < j,
(2) εk+1,jσk = σkεk,j and εk,jσk = σkεk+1,j with k + 1 < j,
(3) εi,k+1σk = σkεi,k and εi,kσk = σkεi,k+1 with i < k ,
(4) ε−k,kσk = σkε−(k+1),k+1 and ε−(k+1),k+1σk = σkε−k,k ,
(5) ε−1,jσ0 = σ0ε1,j and ε1,jσ0 = σ0ε−1,j , and εi,jσ0 = σ0εi,j with 1 < |i|,
(6) εi,jσk = σkεi,j if {k, k + 1} = {|i|, j} or {k, k + 1} ∩ {|i|, j} = ∅,
(7) ε−i,iσk = σkε−i,i if k = 0 or i 6∈ {k, k + 1}.
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Proof Since εi,j = ε−j,−i for all i, j ∈ [±n] with i < j and ρσi = piti for all
i ∈ [n− 1] ∪ {0}, it is obtained by applying 5–1 to 5–3.
Corollary 5.4 The set T corresponds to the following relations of TBM .
(1) ε−(k+1),j = σkε−k,jσ−1k = σ
−1
k ε−k,jσk with k + 1 < j,
(2) εk+1,j = σkεk,jσ−1k = σ
−1
k εk,jσk with k + 1 < j,
(3) εi,k+1 = σkεi,kσ−1k = σ
−1
k εi,kσk with |i| < k ,
(4) ε−(k+1),k+1 = σkε−k,kσ−1k = σ
−1
k ε−k,kσk ,
(5) ε−1,j = σ0ε1,jσ−10 = σ
−1
0 ε1,jσ0 with 1 < j, and εi,jσ0 = σ0εi,j with 1 < |i|,
(6) εi,jσk = σkεi,j if {k, k + 1} = {|i|, j} or {k, k + 1} ∩ {|i|, j} = ∅,
(7) ε−i,iσk = σkε−i,i if k = 0 or i 6∈ {k, k + 1}.
Put θ0 := ε−1,1 , and for i ∈ [n − 1] we set θi := εi,i+1 . So, we add these symbols
to the presentation of TBM by using Tietze transformations of type T3 . Note that, by
definition, θ0, θ1, . . . , θn−1 satisfy relations (PB1), (PB2) and (PB5) of PBn . For each
i ∈ [n− 1] we will denote by θ¯i the generator ε−i,i+1 .
For i, j ∈ [n] with i < j consider ai,j, a¯i,j, bi,j and b¯i,j as defined in 4–3, and additionally,
for each k ∈ [n]\{1}, we set dk = σk−1 · · ·σ1 and d¯k = σ1 · · ·σk−1 .
Lemma 5.5 Let i, j, k ∈ [n] with i < j. Then:
(1) εi,j = ai,jθj−1a−1i,j = a¯
−1
i,j θj−1a¯i,j ,
(2) εi,j = bi,jθib−1i,j = b¯
−1
i,j θib¯i,j ,
(3) ε−i,j = ai,jθ¯j−1 a−1i,j = a¯
−1
i,j θ¯j−1 a¯i,j ,
(4) ε−i,j = bi,jθ¯ib−1i,j = b¯
−1
i,j θ¯ib¯i,j ,
(5) ε−k,k = dkθ0d−1k = d¯
−1
k θ0d¯k .
Proof It is obtained by applying Corollary 5.4 inductively.
Set Θ0 = σ0 , and Θk = σkΘk−1σk for each k ∈ [n− 1].
Remark 5.1 (Theta elements) Each Θk is called a theta element of the subgroup
〈σ0, . . . , σk〉 of BBn which were introduced in [6] to define left orders. The product
of these elements, namely Θ0Θ1 · · ·Θn−1 , is the so-called Garside element of BBn .
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Because of 5–1 to 5–3, each θ¯k can be reached by conjugating θk by a theta element,
that is
(5–4) θ¯k = Θk−1θkΘ−1k−1 = Θ
−1
k−1θkΘk−1, k ∈ [n− 1].
Furthermore, for every i, j ∈ [n − 1] with i < j, we have the following relations for
the elements ai,j defined in 4–3
(5–5) ai,jΘ−1j−2 = Θ
−1
i−1a¯
−1
i,j , a¯
−1
i,j Θj−2 = Θi−1ai,j.
By [6, Lemma 3.3(1)], we have Θkg = gΘk for all g ∈ 〈σ0, . . . , σk−1, σk+2, . . . , σn−1〉.
Corollary 5.6 The set T corresponds to the following relations in TBM :
(1) εi,j = ai,jθj−1a−1i,j = b¯
−1
i,j θib¯i,j = a¯
−1
i,j θj−1a¯i,j = bi,jθib
−1
i,j with 1 ≤ i < j,
(2) ε−i,j = ai,j(Θ−1j−2θj−1Θj−2)a
−1
i,j = b¯
−1
i,j (Θi−1θiΘ
−1
i−1)b¯i,j = a¯
−1
i,j (Θj−2θj−1Θ
−1
j−2)a¯i,j
= bi,j(Θ−1i−1θiΘi−1)b
−1
i,j with 1 ≤ i < j,
(3) ε−k,k = dkθ0d−1k = d¯
−1
k θ0d¯k with 1 ≤ k ,
(4) (a¯−1i,j θj−1a¯i,j)σk = σk(ai,jθj−1a
−1
i,j ) if (k, k + 1) = (i, j) or {k, k + 1} ∩ {i, j} = ∅
with k ≥ 0 and 1 ≤ i < j,
(5) (a¯−1i,j Θj−2θj−1Θ
−1
j−2a¯i,j)σk = σk(ai,jΘ
−1
j−2θj−1Θj−2a
−1
i,j ) if (k, k + 1) = (i, j) or
{k, k + 1} ∩ {i, j} = ∅ with k ≥ 0 and 1 ≤ i < j,
(6) (d¯−1i θ0d¯i)σk = σk(diθ0d−1i ) if k = 0 or k ≥ 1 and i 6∈ {k, k + 1}.
Proof It is a direct consequence of Lemma 5.5, Corollary 5.4 and Equation 5–4.
Remark 5.2 Lemma 5.5 implies that each generator εi,j can be replaced by expressions
with θ ’s in all relations of TBM , in particular in relations (PB1) to (PB5). Hence, as in
Corollary 5.6, each εi,j appears at most once in the relations of TBM . So, Proposition
1.3 implies that we can remove every εi,j from the presentation of TBM . Note that
relations (PB1) to (PB5) were not removed from the presentation, however they appear
with εi,j replaced by their expressions given in Lemma 5.5. Moreover, via conjugation,
every εi,j may be reached by θ1 or θ0 , indeed, for i, j, k ∈ [n] with i < j, we have:
εi,j = dib1,jθ1b−11,j d
−1
i , ε−i,j = dib1,jσ0θ1σ
−1
0 b
−1
1,j d
−1
i and ε−k,k = dkθ0d
−1
k .
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Consider the following relations in the free monoid
({σ1, . . . , σn−1} ∪ {θ0, . . . , θn−1})∗ .
σiσjθi = θjσiσj, |i− j| = 1, i, j ≥ 1,(5–6)
σiσ
−1
j θi = θjσiσ
−1
j , |i− j| = 1, i, j ≥ 1,(5–7)
σiθj = θjσi, |i− j| 6= 1,(5–8)
σ21θ0 = θ0σ
2
1,(5–9)
σ20θ1 = θ1σ
2
0,(5–10)
θ0σ1σ0σ1 = σ1σ0σ1θ0,(5–11)
θ1σ0σ1σ0 = σ0σ1σ0θ1.(5–12)
Lemma 5.7 Relations 5–6 to 5–12 hold in TBM and can be deduced from T .
Proof Relations 5–6 and 5–7 are obtained by taking j = i +2 in Corollary 5.6(1). We
get 5–8 by taking (k, i) = (0, 1) in Corollary 5.6(6) and j = i + 1 in Corollary 5.6(4).
Relation 5–9 is obtained from Corollary 5.6(3) with k = 2. We get relation 5–10 by
taking (i, j) = (1, 2) in the second equality of Corollary 5.6(2). We obtain relation
5–11 by taking by taking (k, i) = (0, 2) in Corollary 5.6(6). By using 5–10 and taking
(i, j, k) = (1, 2, 1) in Corollary 5.6(5) we get relation 5–12.
Relation (BS2) together with 5–7 and 5–8 imply the following relations:
θiσ
−1
j σi = σ
−1
j σiθj, |i− j| = 1, i, j ≥ 1,(5–13)
σ2i θj = θjσ
2
i , |i− j| = 1, i, j ≥ 1.(5–14)
Proposition 5.8 The congruence T is generated by the relations 5–6 to 5–12.
Proof Because of Lemma 5.7, it is enough to show that the relations in Corollary 5.6
can be deduced from 5–6 to 5–12. Corollary 5.6(1) is equivalent to:
b¯i,jai,jθj−1 = (σi+1σi) · · · (σj−1σj−2)θj−1 = θib¯i,jai,j,
a¯i,jb¯−1i,j θi = (σj−2σ
−1
j−1) · · · (σiσ−1i+1)θi = θj−1a¯i,jb¯−1i,j ,
a¯i,jbi,jθi = (σj−2σj−1) · · · (σiσi+1)θi = θj−1a¯i,jbi,j.
which can be deduced from 5–6 and 5–7. We will study now Corollary 5.6(2). Equation
5–5 and the fact that bi,jΘi−1 = Θi−1bi,j and b¯i,jΘi−1 = Θi−1b¯i,j for all i, j ∈ [n] with
i < j imply that the relations obtained from Corollary 5.6(2) are:
(5–15) Θ2i−1b¯
−1
i,j θib¯i,j = a¯
−1
i,j θj−1a¯i,jΘ
2
i−1, Θ
2
i−1ai,jθj−1a
−1
i,j = bi,jθib
−1
i,j Θ
2
i−1.
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In particular, for j = i + 1 we obtain Θ2i−1θi = θiΘ
2
i−1 . By applying this relations
together with 5–6 in 5–15 we get the following additional relations that can be deduced
from 5–13.
a−1i,j bi,jθi = (σ
−1
j−2σj−1) · · · (σ−1i σi+1)θi = θj−1a−1i,j bi,j.
To finish with Corollary 5.6(2) we need to show that Θ2i−1θi = θiΘ
2
i−1 can be de-
duced from 5–6 to 5–12. Observe that [6, Lemma 3.3(1)] implies Θi−1σiΘi−1σi =
σiΘi−1σiΘi−1 . So, each Θ2i can be decomposed in M as follows
Θ2i = σiΘi−1σiΘ
−1
i−1Θi−1σiΘi−1σi = Θ
−1
i−1σiσ
−1
i+1Θ
2
i−1σi+1σiΘi−1σ
2
i .
A simple induction with 5–10 as hypothesis together with 5–6 and 5–7 imply that
Θ2i−1θi = θiΘ
2
i−1 . Now, Corollary 5.6(3) can be rewritten as d¯kdkθ0 = θ0d¯kdk which is
deduced from the fact that d¯kdk = σ−12 · · ·σ−1k d¯k−1dk−1σk · · ·σ2σ21 by using 5–8 and
5–9. We study now Corollary 5.6(4); this relation can be rewritten as θj−1a¯i,jσkai,j =
a¯i,jσkai,jθj−1 which can be also deduced from 5–6 to 5–8 together with 5–14. Indeed,
we have θj−1a¯i,jai,j = a¯i,jai,jθj−1 because
a¯i,jai,j = σj−2σj−1 · · ·σi+1σi+2σ2i σ−1i+2σi+1 · · ·σ−1j−1σj−2.
If k < i − 1 or k > j we are done because σka¯i,j = a¯i,jσk and σkai,j = ai,jσk .
Otherwise,
θj−1a¯i,jσkai,j = θj−1a¯i,jai,jσk−1 = a¯i,jai,jθj−1σk−1 = a¯i,jai,jσk−1θj−1 = a¯i,jσkai,jθj−1.
By using 5–5 the relation Corollary 5.6(5) corresponds to:
a¯i,jΘi−1σ−1k Θi−1ai,jθj−1 = θj−1a¯i,jΘi−1σ
−1
k Θi−1ai,j j > i + 1,(5–16)
Θi−1σ−1k Θi−1θi = θiΘi−1σ
−1
k Θi−1 j = i + 1.(5–17)
Note that 5–17 and the fact that ai,j = a−1i+1,j+1σi+1σi · · ·σj+1σj imply 5–16. So, it is
enough to deduce 5–17. If {i, j} ∩ {k, k + 1} = ∅ it is obtained because of 5–15 and
[6, Lemma 3.3(1)]. If (i, j) = (k, k + 1), 5–15 with j = i + 1 implies that 5–17 can be
written as Θi−1σiΘi−1θi = θiΘi−1σiΘi−1 which is deduced from 5–6 and 5–10 as
Θi−1σiΘi−1θi = σi−1σi · · ·σ1σ2σ20σ2σ1 · · ·σiσi−1θi = θiΘi−1σiθi−1.
Finally, we study Corollary 5.6(6). If k = 0 we have
d¯iσ0di = σ1σ0σ1σ2 · · ·σid¯i−1di−1σ−1i · · ·σ−12 .
If i < k then d¯iσkdi = σkd¯idi , and if 0 < k < i − 1 we have d¯iσkdi = σk+1d¯idi . So,
by using 5–9 and 5–11 we obtain the relations. Thus, the proof is concluded.
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Now, as we remove generators ε’s and add θ ’s (Remark 5.2), we need to rewrite
relations of PBn in terms of these generators. Lemma 5.5 implies that (PB1) can be
deduced from the involution of θ ’s. Note that (PB5) becomes trivial. Relations (PB2),
(PB3) and (PB4) are studied, respectively, in Lemma 5.9, Lemma 5.10 and Remark
5.3.
Lemma 5.9 Relations in (PB2) can be obtained from commutativity of θ ’s and the
relation εi,jεr,s = εr,sεi,j with (i, j, r, s) ∈ {(−1, 2, 1, 2), (−1, 1,−2, 2)}.
Proof Denote by (PB2)(i, j, r, s) the relation εi,jεr,s = εr,sεi,j such that i, j, r, s ∈ [±n]
with i < j and r < s. Note that (PB2)(i, j, r, s) is equivalent to (PB2)(r, s, i, j).
Further, since ε−j,−i = εi,j for all i, j ∈ [±n] with i < j, then (PB2)(i, j, r, s) is
equivalent to (PB2)(i, j,−s,−r), (PB2)(−j,−i, r, s) and (PB2)(−j,−i,−s,−r). So,
we may assume that j, s ≥ 1. Let i, j, r, s ∈ [n] such that i < j and r < s. The
relation (PB2)(i, j, r, s) can be deduced from commutativity of θ ’s as in Remark 4.2.
The relation (PB2)(−i, j, r, s) is equivalent to the following:
dib1,j(PB2)(−1, 2, 1, 2)(dib1,j)−1 if r = i, s = j,
dib1,jσ1σ0(PB2)(1, 2, 2, s)(dib1,jσ1σ0)−1 if r = i, s > j,
dib1,jσ1σ0(PB2)(1, 2, 2, s + 1)(dib1,jσ1σ0)−1 if r = i, s < j,
diσ0(PB2)(1, j, r, r + 1)(diσ0)−1 if r < i = s,
diσ0(PB2)(1, j, r + 1, s + 1)(diσ0)−1 if r < i > s,
diσ0(PB2)(1, j, r + 1, s)(diσ0)−1 if r < i < s,
diσ0(PB2)(1, j, r, s)(diσ0)−1 if r > i.
Similarly, the relation (PB2)(−i, j,−r, s) can be written as one of the relations above
diσ0(PB2)(1, j, 1, s)(diσ0)−1 if r = i,
diσ0(PB2)(1, j,−r, s)(diσ0)−1 if r > i,
drσ0(PB2)(−i, j, 1, s)(diσ0)−1 if r < i.
Relation (PB2)(−i, i,±r, s) can be deduced from the commutativity of θ ’s, because
dib1,rb2,s(PB2)(−1, 1,±2, 3)(dib1,rb2,s)−1 if i < r < s,
dib1,r+1b2,s(PB2)(−1, 1,±2, 3)(dib1,r+1b2,s)−1 if r < i < s,
dib1,r+1b2,s+1(PB2)(−1, 1,±2, 3)(dib1,r+1b2,s+1)−1 if r < s < i,
dib1,s(PB2)(−1, 1,±1, 2)(dib1,s)−1 if i = r < s,
dib1,rb2,r+1(PB2)(−1, 1,±2, 3)(dib1,rb2,r+1)−1 if r < s = i.
where
(PB2)(−1, 1,−2, 3) = Θ1(PB2)(−1, 1, 2, 3)Θ−11 ,
(PB2)(−1, 1,−1, 2) = Θ0(PB2)(−1, 1, 1, 2)Θ−10 .
Finally, we have (PB2)(−i, i,−j, j) = dib1,j(PB2)(−1, 1,−2, 2)(dib1,j)−1 .
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Lemma 5.10 Relations in (PB3) can be obtained from εi,jεi,k = εi,jεj,k = εi,kεj,k such
that (i, j, k) ∈ {(1, 2, 3), (−1, 1, 2), (−2, 1, 2)}.
Proof Denote by (PB3)(i, j, k) the relation εi,jεi,k = εi,jεj,k = εi,kεj,k with i, j, k ∈
[±n] and i < j < k . Since ε−j,−i = εi,j for all i, j ∈ [±n] with i < j, then (PB3)(i, j, k)
is equivalent to (PB3)(−k,−j,−i), so, we may assume that j, k ≥ 1. Let i, j, k ∈ [n]
with i < j < k . The relation (PB3)(i, j, k) can be obtained from (PB3)(1, 2, 3) as in
Remark 4.2. Relation (PB3)(−i, j, k) is deduced from (PB3)(1, 2, 3) as well, because
(PB3)(−i, j, k) = Θi−1(PB3)(i, j, k)Θ−1i−1.
Similarly, (PB3)(−j, i, k) and (PB3)(−k, i, j) can be deduced from (PB3)(1, 2, 3), be-
cause
(PB3)(−j, i, k) = dib1,jb2,kσ1σ0(PB3)(1, 2, 3)(dib1,jb2,kσ1σ0)−1,
(PB3)(−k, i, j) = dib1,jb1,kσ1σ0(PB3)(1, 2, 3)(dib1,jb1,kσ1σ0)−1.
Finally, (PB3)(−i, i, j) and (PB3)(−j, i, j) are obtained from (PB3)(−1, 1, 2) and
(PB3)(−2, 1, 2) respectively, because
(PB3)(−i, i, j) = dib1,j(PB3)(−1, 1, 2)(dib1,j)−1,
(PB3)(−j, i, j) = dib1,j(PB3)(−2, 1, 2)(dib1,j)−1.
This concludes the proof.
Remark 5.3 Lemma 5.9 implies that (PB2) in TBM is obtained from the commuta-
tivity of θ ’s together with the following relations:
ε−1,2ε1,2 = ε1,2ε−1,2, ε−1,1ε−2,2 = ε−2,2ε−1,1.
Because of Lemma 5.5, these relations can be rewritten as follows:
θ1σ0θ1σ0 = σ0θ1σ0θ1, θ0σ1θ0σ1 = σ1θ0σ1θ0.
On the other hand, relation (PB4) in TBM can be obtained from ε−1,2ε1,2 = ε−1,1ε−2,2 .
Indeed, for i, j ∈ [n] with i < j, we have
ε−i,jεi,j = dib1,jε−1,2ε1,2b−11,j d
−1
i , ε−i,iε−j,j = dib1,jε−1,1ε−2,2b
−1
1,j d
−1
i .
This together with Lemma 5.10 imply that, for i < j < k consecutive in [n], (PB3)
and (PB4) can be replaced by the following relations:
εi,jεi,k = εi,jεj,k = εi,kεj,k,
ε−1,1ε1,2 = ε−1,1ε−1,2 = ε−1,2ε1,2 = ε−1,2ε−2,2 = ε1,2ε−2,2 = ε−1,1ε−2,2.
So, as in Remark 4.2, we obtain the equivalent relations:
θiθjσi = θjσiθj = σiθiθj, i, j ∈ [n− 1] ∪ {0}, |i− j| = 1.
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Proof of Theorem 5.1 Relations (BB0) to (BB3) and (PB1) to (PB5) are obtained
from BBn and PBn respectively. Relations (TB3), (TB4), (TB5), (TB8) and (TB9) are
obtained from Proposition 5.8 and so ε’s and (PB5) are removed as in Remark 5.2. We
add (TB1) and (TB2), so remove (PB1) and (PB2) because they are deduced from the
first ones. We finally add redundantly relations (TB6) and (TB7), which are constructed
and equivalent to (PB2), (PB3) and (PB4) as in Remark 5.3.
5.2 Proof of Theorem 5.2
Below we give the necessary ingredients to prove Theorem 5.2. This proof is done at
the end of the present section.
Let t−1 be the signed transposition exchanging −1 with 2, that is t−1 = (−2 1)(−1 2).
The subgroup SDn is generated by t−1, t1, . . . , tn−1 and may be presented with these
generators subject to the following relations:
(DS1) t−1t2t−1 = t2t−1t2 ,
(DS2) t−1ti = tit−1 for all i ∈ [n− 1] with i 6= 2,
(DS3) titjti = tjtitj for all i, j ∈ [n− 1] with |i− j| = 1,
(DS4) titj = tjti for all i, j ∈ [n− 1] with |i− j| ≥ 2,
(DS5) t2i = 1 for all i ∈ [n− 1] ∪ {−1}.
We describe now the permutation action of the generators tk ’s on the εi,j ’s. More
precisely, for (i, j) ∈ [±n]× [n] with |i| < j, we have 5–1 and the following equation
(5–18) t−1(εi,j) =

ε−2i,j if i = ±1 and j > 2,
ε− i2 ,j if i = ±2 and j > 2,
εi,j if (i, j) = (±1, 2) or {|i|, j} ∩ {1, 2} = ∅.
Observe that tk(ε−j,−i) = tk(εi,j) for all i, j ∈ [n] with i < j and j 6= −i.
We will study the relations of TDM obtained through the Lavers’ method. For that we
set V to be the set of pairs of words (εi,jσk, σkρσk (εi,j)) for all i, j ∈ [±n] with |i| < j
and k ∈ [n− 1] ∪ {−1}.
Lemma 5.11 The set V corresponds to the following relations of TDM :
(1) ε−k,jσk = σkε−(k+1),j and ε−(k+1),jσk = σkε−k,j ,
(2) εk+1,jσk = σkεk,j and εk,jσk = σkεk+1,j with k + 1 < j,
(3) εi,k+1σk = σkεi,k and εi,kσk = σkεi,k+1 with i < k ,
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(4) ε−1,jσ−1 = σ−1ε2,j and ε1,jσ−1 = σ−1ε−2,j with j > 2,
(5) ε−2,jσ−1 = σ−1ε1,j and ε2,jσ−1 = σ−1ε−1,j with j > 2,
(6) εi,jσk = σkεi,j if {|k|, |k|+ 1} = {|i|, j} or {|k|, |k|+ 1} ∩ {|i|, j} = ∅.
Proof Parts (1) to (3) and some relations of (6) are obtained from Lemma 5.3. The
rest of relations are obtained directly from 5–18.
Corollary 5.12 The set V corresponds to the following relations of TDM :
(1) ε−(k+1),j = σ−1k ε−k,jσk = σkε−k,jσ
−1
k with k + 1 < j,
(2) εk+1,j = σkεk,jσ−1k = σ
−1
k εk,jσk with k + 1 < j,
(3) εi,k+1 = σkεi,kσ−1k = σ
−1
k εi,kσk with |i| < k ,
(4) ε−1,j = σ−1ε2,jσ−1−1 = σ
−1
−1ε2,jσ−1 with j > 2,
(5) ε−2,j = σ−1ε1,jσ−1−1 = σ
−1
−1ε1,jσ−1 with j > 2,
(6) εi,jσk = σkεi,j if {|k|, |k|+ 1} = {|i|, j} or {|k|, |k|+ 1} ∩ {|i|, j} = ∅.
Let θ−1 := ε−1,2 . We add θ−1, θ1, . . . , θn−1 to the presentation of TDM by using
Tietze transformations of type T3 . Note that, by definition, these symbols satisfy
relations (PD1), (PD2) and (PD4) of PDn . In particular, we have θ¯1 = θ−1 .
Lemma 5.13 Let i, j, k ∈ [n] with i < j. Then
(1) εi,j = ai,jθj−1a−1i,j = a¯
−1
i,j θj−1a¯i,j ,
(2) εi,j = bi,jθib−1i,j = b¯
−1
i,j θib¯i,j ,
(3) ε−i,j = ai,jθ¯j−1a−1i,j = a¯
−1
i,j θ¯j−1a¯i,j ,
(4) ε−i,j = bi,jθ¯ib−1i,j = b¯
−1
i,j θ¯ib¯i,j ,
(5) ε−1,j = σ−1b2,jθ2b−12,j σ
−1
−1 = σ
−1
−1 a¯
−1
2,j θj−1a¯2,jσ−1 ,
(6) ε−2,j = σ−1b1,jθ1b−11,j σ
−1
−1 = σ
−1
−1 a¯
−1
1,j θj−1a¯1,jσ−1 .
Proof It is obtained by applying Corollary 5.12 inductively.
Let Θ¯1 = σ−1σ1 and Θ¯i := σiΘ¯i−1σi for each k ∈ [n− 1] with k ≥ 2. As in Remark
5.1, the Θ¯i ’s are also called theta elements of BDn , which satisfy 5–4 for k ≥ 2 and
5–5 for j > i ≥ 2 respectively.
Corollary 5.14 The set V corresponds to the following relations of TDM .
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(1) εi,j = ai,jθj−1a−1i,j = b¯
−1
i,j θib¯i,j = a¯
−1
i,j θj−1a¯i,j = bi,jθib
−1
i,j with 1 ≤ i < j,
(2) ε−i,j = ai,j(Θ¯−1j−2θj−1Θ¯j−2)a
−1
i,j = b¯
−1
i,j (Θ¯i−1θiΘ¯
−1
i−1)b¯i,j = a¯
−1
i,j (Θ¯j−2θj−1Θ¯
−1
j−2)a¯i,j =
bi,j(Θ¯−1i−1θiΘ¯i−1)b
−1
i,j with 2 ≤ i < j,
(3) ε−1,j = a1,j(Θ¯−1j−2θj−1Θ¯j−2)a
−1
1,j = b¯
−1
1,j θ−1b¯1,j = a¯
−1
1,j (Θ¯j−2θj−1Θ¯
−1
j−2)a¯1,j =
b1,jθ−1b−11,j with j ≥ 3,
(4) (a¯−1i,j θj−1a¯i,j)σk = σk(ai,jθj−1a
−1
i,j ) if (|k|, |k|+1) = (i, j) or {|k|, |k|+ 1} ∩ {i, j} = ∅.
(5) (a¯−1i,j Θ¯j−2θj−1Θ¯
−1
j−2a¯i,j)σk = σk(ai,jΘ¯
−1
j−2θj−1Θ¯j−2a
−1
i,j ) if (|k|, |k|+ 1) = (i, j) or
{|k|, |k|+ 1} ∩ {i, j} = ∅.
Proof It is a consequence of Lemma 5.13 and Corollary 5.12 (6) together with the
fact that relations in Lemma 5.13(6) is part of (2).
As in Remark 5.2, each generator εi,j can be replaced by expressions with θ ’s in all
relations of TDM . Hence, as in Corollary 5.14, each εi,j appears at most once and so
Proposition 1.3 implies that we can remove every εi,j from the presentation of TDM .
In what follows assume that σ−1σ1, σ2, . . . , σn−1 satisfy relations (DS1) to (DS4).
Proposition 5.15 The congruence V is generated by the following relations:
(1) σiσjθi = θjσiσj with i, j ∈ [n− 1] ∪ {−1} and ||i| − |j|| = 1,
(2) σiσ−1j θi = θjσiσ
−1
j with i, j ∈ [n− 1] ∪ {−1} and ||i| − |j|| = 1,
(3) σiθj = θjσi with i, j ∈ [n− 1] ∪ {−1} and ||i| − |j|| 6= 1.
Proof Note that (1) to (3) hold in TDM and can be deduced from V . More specifically,
(1) and (2) are obtained by taking j = i + 2 in Corollary 5.14(1) and j = 3 in Corollary
4.6(3). Relation (3) is obtained by taking j = i+1 in Corollary 5.14(4) and (i, j) = (1, 3)
in Corollary 5.14(5). So, it is enough to show that the relations in Corollary 5.14 can
be deduced from (1) to (3). Since 5–5 holds for Θ¯’s and we have a¯−11,j Θ¯j−2 = σ−1a2,j
and a1,jΘ¯−1j−2 = σ
−1
−1 a¯
−1
2,j , then, relations in Corollary 5.14 are obtained from (1) to (3)
in the same way as they were obtained in Proposition 5.8.
Now, as we remove generators ε’s and add θ−1, θ1, . . . , θn−1 , we need to rewrite
relations of PDn in terms of these generators. Lemma 5.13 implies that (PD1) can be
deduced from the involution of θ ’s. Further, (PD4) becomes trivial and, as in Lemma
5.9, (PD2) is deduced from the commutativity of θ ’s.
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Lemma 5.16 Relations in (PD3) can be obtained from ε1,2ε1,3 = ε1,2ε2,3 = ε1,3ε2,3 .
Proof Denote by (PD3)(i, j, k) the relation εi,jεi,k = εi,jεj,k = εi,kεj,k with i, j, k ∈
[±n] satisfying i < j < k and |i|, |j|, |k| all different. As in Lemma 5.10 we can show
that each (PD3)(i, j, k) can be obtained, via conjugation by d|i|b1,|j|b2,|k| , from one of
themselves with indexes in {(1, 2, 3), (−1, 2, 3), (−2, 1, 3), (−3, 1, 2)}. However
(PD3)(−1, 2, 3) = σ1σ2σ−1(PD3)(1, 2, 3)(σ1σ2σ−1)−1,
(PD3)(−2, 1, 3) = σ−1σ2σ−1(PD3)(1, 2, 3)(σ−1σ2σ−1)−1,
(PD3)(−3, 1, 2) = σ−1(PD3)(1, 2, 3)σ−1−1.
Therefore, in TDM , (PD3) is a consequence of (PD3)(1, 2, 3).
Lemma 5.17 Relations in (PD5) can be obtained from ε−1,2ε1,2ε−3,4ε3,4 = ε−1,2ε1,2ε2,3ε3,4 .
Proof Denote by (PD5)(i, j, r, s) the relation ε−i,jεi,jε−r,sεr,s = ε−a,bεa,bεb,cεc,d such
that {i < j, r < s} = {a < b < c < d}. Clearly, these relations can be obtained by
conjugating with dab1,bb2,cb3,c one of the following relations:
(PD5)(1, 2, 3, 4), (PD5)(1, 3, 2, 4), (PD5)(1, 4, 2, 3),
(PD5)(2, 3, 1, 4), (PD5)(2, 4, 1, 3), (PD5)(3, 4, 1, 2).
By commutativity, we can consider only the relations on the first line. Further, by
conjugating, we obtain the following:
(PD5)(1, 2, 3, 4) = σ2(PD5)(1, 3, 2, 4)σ−12 = σ2σ3(PD5)(1, 4, 2, 3)(σ2σ3)
−1.
Therefore, we deduce that each relation in (PD5) is obtained from (PD5)(1, 2, 3, 4).
As in Remark 5.3, because of Lemma 5.16 and Lemma 5.17, in TDM , relations (PD3)
and (PD5) are equivalent to the following:
(5–19)
θiθjσi = θjσiθj = σiθjθi, ||i| − |j|| = 1,
θ−1θ1θ3Θ¯2θ3 = θ−1θ1θ2θ3Θ¯2.
Proof of Theorem 5.2 Relations (DB0) to (DB4) and (PD1) to (PD5) are obtained
from BDn and PDn respectively. Relations (TD3), (TD4) and (TD8) are obtained from
Proposition 5.15 and so ε’s and (PD4) are removed. We add (TD1) and (TD2) and
remove (PD1) and (PD2) because they are deduced from the first ones. Finally, we add
redundantly relations (TD5) and (TD6), and so remove (PD3) and (PD5) as in Equation
5–19.
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6 Tied algebras
In this section we give a mechanism to construct algebras from tied monoids, we call
these algebras tied algebras. This mechanism produce the Hecke algebras, bt–algebras
of type A [5], as well to those bt–algebras of type B defined in [22, 15]. At the end of
the paper we show out the tied algebra obtained from the monoid TBBBn and TDBDn .
For a commutative ring R with unity 1, and a monoid M , we denote by R[M] the
monoid ring of M over R. Note that R can be regarded as a subring of R[M]; the
unity of R[M] is 1 and M can be considered as subset of R[M]. Given a presentation
〈D | Γ〉 of M , we shall regard D as a subset of M and Γ as equalities of elements in
M . Note that R[M] can be presented by D subject to the relations derived from Γ. For
an action f : M → End(N), we denote by Fixf (m) the set of points of the monoid N
fixed by m ∈ M , that is Fixf (m) = {n ∈ N | fm(n) = n}.
Suppose the following data:
(1) (W, S) is a finite Coxeter group of type Γ,
(2) M a monoid endowed with a finite presentation 〈A | X〉 and an epimorphism
φ : 〈A | X〉 → W satisfying φ(A) = S ,
(3) P an idempotent commutative monoid endowed with a finite presentation 〈B | Y〉
and an action χ : W → End(〈B | Y〉),
(4) |Es| ≤ 1 for all s ∈ S , where Es := Fixχ(s) ∩ B.
From (2) and (3) we have the action χ ◦ φ of M on 〈B | Y〉. Observe that Fixχ(s) =
Fixχ(t) for s, t ∈ S conjugate; further if pi(a) = s for some a ∈ A, then Fixχ(s) =
Fixχ◦φ(a).
Let TΓM be the tied monoid of M respect to P associated to φ. Thus we may consider
M , W and P as subset of the ring R[TΓM].
From now on, for every s in S , we set pairs of invertible elements (us, vs) ∈ R2 such
that:
(us, vs) = (ut, vt) if s and t are conjugate in W .
Definition 6.1 The bt–algebra associated to R[TΓM], denoted by E(TΓM), is defined
as the quotient of R[TΓM] factoring out the following relations:
a2 = 1 + (us − 1)e + (vs − 1)ea s ∈ S, a ∈ Xs, e ∈ Es,
where Xs := {a ∈ X | φ(a) = s} and e is taken as 1 if Es = ∅.
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Note that e commutes with a for e ∈ Es , a ∈ Xs , hence the above quadratic relation
is equivalent to
(6–1) a−1 = a + (1− vs)u−1s e + (u−1s − 1)ea (cf. [5, (20)]).
We will see below that E(TΓM) capture the Hecke algebras and the bt–algebra with
two parameters defined in [5].
The Hecke algebra associated to a Coxeter group W corresponds to take in the data of
E(TΓM): M as the Artin group attached to W , and P as the trivial monoid; all of them
with the usual presentations and the natural actions.
The bt–algebra with two parameters En(u, v), correspond to E(TBn). More precisely,
it is obtained by taking in the data: (1) W = Sn and S formed by the transpositions
si = (i, i + 1), i ∈ [n − 1], (2) M = Bn and 〈A | X〉 its usual presentation, i.e. A is
formed by the σi ’s and X by braid relations (B0) to (B2), and φ : σi 7→ si , finally (3)
P = Pn with the presentation 〈B | Y〉 of Theorem 2.1 and χ the natural action of W
on Pn . Notice that Es = {ηi}. Set now (u, v) = (us, vs) for all s ∈ S . Then, with the
previous ingredients and Proposition 4.8, E(TM) results to be the algebra presented by
the generators ai ’s and ηi ’s satisfying the relations of Proposition 4.8 (changing σi by
ai ), together with the relations:
a2i = 1 + (u− 1)ηi + (v − 1)ηiai, i ∈ [n− 1].
By using 6–1 and relations (T3) and (T5), we deduce that (T6) can be omitted in
the defining presentation of E(TM). Therefore, E(TM) coincides with the bt–algebra
defined in [5, Definition 2].
Now, with the same notation of Subsection 4.2, we are going to explicit E(TBM) for
M = BBn . First, set W = SBn and S = {t0, t1, . . . , tn−1}. Second, M is considered
with the presentation 〈A | X〉 associated to S and φ the natural epimorphism mapping
A onto S . Third, P is taken as the monoid PBn with the presentation 〈B | Y〉 yielded
in Theorem 3.3 and set χ the action of SBn on P
B
n obtained from the natural action
of S±n on P±n . Now, we have Et0 = {ε−1,1 | i ∈ [n]} and Etk = {εk,k+1} for
k ∈ [n − 1]. Set (u, v), (p, q) ∈ R2 . Therefore, the algebra E(TBBBn ) is defined by
braids generators a0, a1, . . . , an−1 and the tied generators θ0, θ1, . . . , θn−1 subject to
the relations of Theorem 5.1 and the relations:
a20 = 1 + (p− 1)θ0 + (q− 1)θ0a0, a2i = 1 + (u− 1)θi + (v − 1)θiai, i ∈ [n− 1].
Notice that due to 6–1 and (TB6), the relations (TB8) and (TB9) are redundant.
Tied monoids 45
Finally, observe that the tied algebra E(TDBDn ) attached to TDBDn turns out to be pre-
sented by generators a−1, a1, a2 . . . , an−1 , θ−1, θ1, θ2 . . . , θn−1 subject to the relations
(DB1) to (DB2) among the ai ’s, the relations (TD1) to (TD7) of Theorem 5.2, together
with the relations
a2i = 1 + (u− 1)θi + (v − 1)θiai, i ∈ {−1} ∪ [n− 1].
Notice that due to 6–1 and (TD5) the relation (TD8) is redundant. Further, we have the
algebra inclusion
E(TDBDn ) ⊂ E(TBBBn )′,
where E(TBBBn )′ means that in E(TBBBn ) is taken p = q = 1.
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