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Abstract
Mixture modeling that takes account of potential heterogeneity in data is widely
adopted for classification and clustering problems. However, it can be sensitive to
outliers especially when the mixture components are Gaussian. In this paper, we in-
troduce the robust estimating method using the weighted complete estimating equa-
tions for the robust fitting of multivariate mixture models. The proposed approach is
based on a simple modification of the complete estimating equation given the latent
variables of grouping indicators with the weights that depend on the components
of mixture distributions. The weights are designed in such a way that outliers are
downweighted and a simple computing strategy is facilitated. We develop a simple
expectation-estimating-equation (EEE) algorithm to solve the weighted complete es-
timating equations. As examples, the multivariate Gaussian mixture, the mixture
of experts, and multivariate skew normal mixture are considered. In particular, we
derive a novel EEE algorithm for the skew normal mixture which results in the closed-
form expressions for both the E- and EE-steps by slightly extending the proposed
method. The numerical performance of the proposed method is examined through
simulated and real datasets.
Key words: Clustering; Divergence; EEE algorithm; Mixture of experts; Skew nor-
mal mixture
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1 Introduction
Mixture modeling (McLachlan and Peel, 2004) is a very popular statistical method
for distribution estimation, regression, and model-based clustering by taking account
of potential heterogeneity of data. Typically, such mixture models are fitted by the
maximum likelihood method using the well-known EM algorithm. However, data
often contain outliers and the maximum likelihood method can be highly affected by
them. The presence of outliers would result in biased and inefficient statistical infer-
ence on the parameters of interest and would thus make recovering the underlying
clustering structure of the data very difficult. A typical approach to this problem is
to use a heavy-tailed distribution for the mixture components (Peel and McLachlan,
2004; Fru¨wirth-Schnatter and Pyne, 2010; Nguyen and McLachlan, 2016). However,
this approach cannot distinguish meaningful observations from outliers straightfor-
wardly since it fits a model to all the observations including outliers. Apart from using
heavy-tailed distributions, some other robust approaches are using the ideas of the ex-
tended likelihood inference such as density power divergence (Basu et al., 1998) which
is adopted in the Gaussian mixture (Fujisawa and Eguchi, 2006). However, the direct
applications of these approaches may suffer from computational problems because
the objective functions may contain intractable integrals. For example, the objec-
tive function using the density power divergence includes the integral
∫
f(x; θ)γdx,
where f(x; θ) is a density function. When f(x; θ) is the density function of a mixture
model, the integral is clearly intractable. Hence, these approaches are not necessarily
appealing in practice.
In this paper, we introduce a new approach to robust mixture modeling using
the idea of the weighted complete estimating equations (WCE). The weight is de-
fined based on the assumed distributions, thereby the contribution of outliers to the
estimating equations is automatically downweighted. Instead of directly using the
weighted estimating equations for the mixture models, we consider the estimating
equations given the latent grouping variables of the mixture models. By conditioning
on the grouping variables, only the weighted estimating equations for single compo-
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nent distributions have to be considered. Since the derived WCE depends on the
unknown latent variables, the latent variables are augmented via the expectations
to solve the WCE calling for an expectation-estimating-equation (EEE) algorithm
(Elashoff and Ryan, 2004). The proposed EEE algorithm is general and can be ap-
plied to a variety of mixture models. The proposed WCE method is then applied
to three types of mixture models, the multivariate Gaussian mixture, the mixture of
experts (Jacobs et al., 1991), and multivariate skew-normal mixture (Lin et al., 2007;
Lin, 2009). For the multivariate Gaussian mixture, updating steps of the proposed
EEE algorithm are obtained in the closed-forms without requiring numerical inte-
gration and optimization steps. A similar algorithm can be derived for the mixture
of experts models when the component distributions are Gaussian. Moreover, for
multivariate the skew normal mixture, by additional latent variables based on the
stochastic representation of the skew normal distribution, we can obtain a novel EEE
algorithm as a slight extension of the proposed general EEE algorithm in which all
the updating steps proceed analytically. Due to the rather complicated structures of
the skew normal distribution compared with the standard normal distributions, the
derived algorithm would be the first one to provide a feasible method for the robust
fitting of the skew normal mixture.
The proposed framework of the weighted complete estimating equations unifies
several existing approaches regarding the choice of the weight function, for example,
hard trimming (e.g. Garcia-Escudero et al., 2008) and soft trimming (e.g. Campbell,
1984; Farcomeni and Greco, 2015; Greco and Agostinelli, 2020). Among several de-
signs for the weight function, this paper adopts the density weight, which leads to
theoretically valid and computationally tractable robust estimation procedures not
only for the Gaussian mixture but also for a variety of mixture models.
As a related work, Greco and Agostinelli (2020) employed a similar idea using the
weighted likelihood for the robust fitting of the multivariate Gaussian mixture. They
constructed the weights by first obtaining a kernel density estimate for the Maha-
lanobis distance concerning the component parameters and then computing Pearson
residuals for the chi-square density. Since their method requires knowledge of the
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distribution of the quadratic form of residuals, their approach cannot be directly ex-
tended to other mixture models. On the other hand, our method can apply to a
variety of mixture models as the proposed weight design uses the component den-
sity. Introducing the density weight in estimating equations is closely related to the
density power divergence (Basu et al., 1998) in that the density power divergence
induces the density-weighted likelihood equations. On the other hand, the novelty of
the proposed approach is that the density weight is considered in the framework of
complete estimating equations rather than the likelihood equations, which leads to
tractable robust estimation algorithms of a variety of mixture models.
The rest of this paper is organized as follows. In Section 2, we first describe
the proposed WCE method under general mixture models and derive a general EEE
algorithm for solving WCE. Then, the general algorithm is applied to the specific
mixture models, the multivariate Gaussian mixture (Section 3), the mixture of experts
(Section 4) and multivariate skew normal mixture (Section 5). In Section 6, the
proposed method is demonstrated for the multivariate Gaussian mixture and the skew
normal mixture through the simulation studies. Section 7 illustrates the practical
advantage of the proposed method using real data. We finally give conclusions and
discussions in Section 8. R code implementing the proposed method is available at
GitHub repository (https://github.com/sshonosuke/RobMixture).
2 Weighted Estimating Equations for Mixture Modeling
2.1 Weighted complete estimating equations
Let y1, . . . , yn be the random variables on Rp. We consider the following mixture
models:
fM (yi; Ψ) =
K∑
k=1
pikf(yi; θk), (1)
where θk is the set of model parameters in the kth component, pi = (pi1, . . . , piK)
is the vector of grouping probabilities or prior membership probabilities, and Ψ =
(pi, θ1, . . . , θK) is the collection of all the model parameters. For fitting the model (1),
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we introduce the latent membership variable zi defined as P (zi = k) = pik, thereby
the conditional distribution of yi given zi = k is f(yi; θk). For notional simplicity, we
let uik = I(zi = k), the indicator function being zi = k.
The complete estimating equations for Ψ given zi’s are given as follows:
n∑
i=1
uik
∂
∂θk
log f(yi; θk) = 0,
n∑
i=1
uik
pik
−
n∑
i=1
uiK
piK
= 0,
for k = 1, . . . ,K. Since the above estimating equations may be sensitive to outliers, we
introduce the component-specific weight w(yi; θk) for i = 1, . . . , n and k = 1, . . . ,K,
to control the amount of contribution from the ith observation. We then consider the
following modified estimating equations:
n∑
i=1
uik
{
w(yi; θk)
∂
∂θk
log f(yi; θk)− C(θk)
}
= 0,
n∑
i=1
uik
pik
w(yi; θk)
B(θk)
−
n∑
i=1
uiK
piK
w(yi; θK)
B(θK)
= 0,
(2)
for k = 1, . . . ,K, where w(yi; θk) is the weight function which may depend on some
tuning parameter γ and
C(θk) =
∫
Rp
f(t; θk)w(t; θk)
∂
∂θk
log f(t; θk)dt,
B(θk) =
∫
Rp
f(t; θk)w(t; θk)dt.
Note that the two terms B(θk) and C(θk) are necessary to make the weighted estima-
tion equations (2) unbiased, that is, the expectations of the estimating functions in
(2) with respect to the joint distribution of yi and zi are zero; otherwise asymptotic
properties such as consistency and asymptotic normality of the resulting estimator
may not be assured. In the unbiased WEE, We consider the specific form of the
weight function given by
w(yi; θk) = f(yi; θk)
γ
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for γ > 0. The weight would be small if yi is an outlier, that is, yi is located far in
the tail of the distribution of the kth component f(yi; θk). The weighted estimation
equations reduce to the original complete estimating equation when γ = 0. It should
be noted that the proposed method differs from the direct application of the density
power divergence to the mixture model (1) which uses the mixture density (1) as the
weight in the estimating equations.
2.2 EEE algorithm
Noting that the proposed complete estimating equations (2) include the unobservable
latent variable uik, WEE should be imputed with the conditional expectation of uik
given yi. Starting from some initial values, we propose an EEE algorithm that updates
the estimates in the sth iteration as follows:
- E-step: Compute the posterior probability:
u
(s)
ik =
pi
(s)
k f(yi; θ
(s)
k )∑K
`=1 pi
(s)
` f(yi; θ
(s)
` )
, k = 1, . . . ,K. (3)
- EE-step: Update the membership probabilities pik’s as
pi
(s+1)
k =
∑n
i=1 u
(s)
ik w
(s)
ik /B(θ
(s)
k )∑K
`=1
∑n
i=1 u
(s)
i` w
(s)
ik /B(θ
(s)
` )
, (4)
and component-specific parameters θk by solving the estimating equations:
n∑
i=1
u
(s)
ik
{
w
(s)
ik
∂
∂θk
log f(yi; θk)− C(θk)
}
= 0,
where w
(s)
ik = w(yi; θ
(s)
k ).
Note that the updating process (4) can be obtained by solving the imputed version
of the second equation in (2). To apply the above general algorithm to specific mixture
models such as the multivariate Gaussian mixture, the only thing we need to work on
is to calculate the bias correction terms C(θk) and B(θk). As shown in Section 3, the
bias correction terms are quite simple under the Gaussian distribution. Moreover,
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the above algorithm can be easily modified to the case where the distribution of
each component admits a hierarchical or stochastic representation. For instance,
the multivariate skew normal distribution has a hierarchical representation based on
the multivariate normal distribution, which allows us to derive tractable weighted
complete estimating equations to carry out the proposed robust EEE algorithm, as
demonstrated in Section 5.
Regarding the setting of starting values, we may use the estimation results of some
existing robust methods. We will discuss the detailed initialization strategy in each
mixture model in Sections 3-5. We also note that the algorithm might converge to a
solution that is not necessarily suitable. To avoid this problem, m initialization points
are randomly prepared to produce m solutions obtained from the EEE algorithm.
Then, the best solution among the m solutions is selected by minimizing the trimmed
BIC criterion given in Section 2.4. In our implementation, we simply set m = 10.
The augmented function used in the EE-step can be regarded as a bivariate
S(Ψ|Ψ∗) with the constraint Ψ = Ψ∗, where S(Ψ|Ψ∗) is a collection of the augmented
estimating equations given by
n∑
i=1
uik(Ψ
∗)
{
w(yi; θ
∗
k)
∂
∂θk
log f(yi; θk)− C(θk)
}
= 0,
n∑
i=1
uik(Ψ
∗)
pik
w(yi; θ
∗
k)
B(θ∗k)
−
n∑
i=1
uik(Ψ
∗)
piK
w(yi; θ
∗
K)
B(θ∗K)
= 0,
for k = 1, . . . ,K and uik(Ψ) = E[uik|yi; Ψ]. The EEE algorithm updates the estimate
of Ψ by solving S(Ψ|Ψ(s)) = 0 in the sth iteration. We here assume that the com-
ponent distribution f(;˙θk) is continuous and differentiable with respect to θk. Since
the density weight w(·; θk) inherits the property, the bivariate function S(Ψ|Ψ∗) is
continuous with respect to Ψ and Ψ∗. Hence, if the iterative sequence of the estimator
from the EEE algorithm converges, it will converge to the solution of the augmented
equation S(Ψ|Ψ) = 0. From Lemma 1 in Tang and Qu (2016), the iterative sequence
of estimator {Ψ(s)}s=1,2,... solved by S(Ψ(s+1)|Ψ(s)) converges to the solution Ψ0 of
S(Ψ|Ψ) = 0 in a neighborhood of (Ψ0,Ψ0) if ‖S−1Ψ SΨ∗‖2 < 1 in the neighborhood
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where SΨ = ∂S(Ψ|Ψ∗)/∂Ψ and SΨ∗ = ∂S(Ψ|Ψ∗)/∂Ψ∗.
2.3 Classification and outlier detection
Using the posterior probability (3), a classification of the observations can be ob-
tained. We adopt the most standard way that classifies the observations to a cluster
with the maximum posterior probability. This strategy classifies all the observations,
both genuine signals and outliers.
Given the cluster assignment, we consider outlier detection based on the robust
fitted model. Although distance-based outlier detection rules (e.g. Cerioli and Far-
comeni, 2011; Greco and Agostinelli, 2020) can be adopted under Gaussian mixture
models, such approaches are not necessarily applicable to other general mixture mod-
els that we are concerned with. We here propose an alternative outlier detection
method using the component density (or probability mass) function f(yi; θk). Sup-
pose that ith observation is classified to kth cluster, and define qi = f(yi; θ̂k) as the
value of density function of yi under the kth cluster. Our strategy is to compute the
probability pr(qi; θ̂k) where pr(qi; θk) = P(f(Y ; θk) ≤ qi) and Y is a random vari-
able having the density f(·; θk). An analytical approach to compute the probability
would not be feasible under general f , but we can approximately compute pr(qi; θ̂k)
by Monte Carlo approximation given by
pr(qi; θ̂k) ≈ R−1
R∑
r=1
I{f(Y (r); θk) ≤ qi},
where R is the number of Monte Carlo samples and Y (r) is the rth Monte Carlo sample
generated from the distribution f(·; θk). Note that a smaller value of pr(qi; θ̂k) means
that the ith observation is more likely to be an outlier. Then, our outlier detection
strategy declares the ith observation as an outlier when pr(qi; θ̂k) ≤ α for some fixed
α. Note that this approach may result in both type I error (a genuine signal wrongly
flagged as an outlier) and type II error (a true outlier is not flagged) and larger α leads
to the larger likelihood of the type I error. We here consider α ∈ {0.001, 0.005, 0.01}
following the popular choices of the thresholding probability values in the distance-
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based outlier detection.
2.4 Selection of the tuning parameters
In practice, the number of components K is unknown and is to be chosen reasonably.
When the data contains outliers, they must be adequately omitted for selecting K,
otherwise the selected K can be different from the true one. We here simply employ
the result of outlier detection discussed in the previous section. Specifically, let Sα be
the index set of observations flagged as genuine signals under the thresholding level
α, and define the trimmed BIC criterion given by
BIC(K) =
n
|Sα|
∑
i∈Sα
log fM (yi; Ψ̂) + |Ψ| log n, (5)
where |Sα| and |Ψ| are the cardinality of Sα and Ψ, respectively. If |Sα| = n (no
detected outliers), the criterion reduces to the standard BIC criterion. The optimal
K is selected as the minimizer of the above criterion.
Regarding the choice of γ, it should be noted that the proposed EEE algorithm
reduces to the standard EM algorithm under γ = 0. The observations with small
component density are more strongly downweighted by the density weights w(yi; θk)
with a larger γ. Therefore, the proposed EEE algorithm becomes more robust against
outliers. On the other hand, when there are no outliers, the use of a large value of
γ may result in loss of efficiency by downweighting genuine observations. Hence, we
simply suggest adopting a small positive value for γ. Specifically, we recommend
using γ = 0.2 or 0.3 as adopted in our numerical studies in Sections 6 and 7. Another
idea is to monitor the trimmed BIC (5) for several values of γ and K as considered
in Section 7.2.
2.5 Asymptotic variance-covariance matrix
Here the asymptotic variance-covariance matrix of the estimator is considered. Let
G∗i (Ψ|zi) be the complete estimating functions for the ith observations given in (2)
and let Gi(Ψ) = E[G
∗
i (Ψ|zi)] be the estimating equations where the unobserved zi ( or
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uik) is imputed with its conditional expectation and let Φ̂ denote the estimator which
is the solution of
∑n
i=1Gi(Φ̂) = 0. Note that the augmented estimating equations
are unbiased since the complete estimating equations (2) are unbiased. Then, under
some regularity conditions, the asymptotic distribution of Φ̂ is
√
n(Φ̂−Φ)→ N(0, Vγ)
where the asymptotic variance-covariance matrix Vγ is given by
Vγ = lim
n→∞
(
1
n
n∑
i=1
∂Gi(Φ)
∂Φ
)−1{
1
n
n∑
i=1
Var(Gi(Φ))
}(
1
n
n∑
i=1
∂Gi(Φ)
t
∂Φ
)−1
.
This can be consistently estimated by replacing Var(Gi(Φ)) with Gi(Φ̂)Gi(Φ̂)
t and
∂Gi(Φ)/∂Φ with ∂Gi(Φ)/∂Φ|Φ=Φ̂. In practice, it would be difficult to obtain an ana-
lytical expression for the derivative of Gi(Φ). Therefore, the derivative is numerically
computed by using the outputs of the EEE algorithm. Let Φ(s) be the final estimates
of the EEE algorithm. Then the derivative ∂Gi(Φ)/∂Φj for j = 1, . . . ,dim(Φ) evalu-
ated at Φ̂ can be numerically approximated by {Gi(Φ(s))−Gi(Φ∗(j))}/(Φ
(s)
j −Φ(s−1)j ),
where Φ∗(j) is obtained by replacing the Φ
(s)
j in Φ
(s) with Φ
(s−1)
j .
3 Robust Gaussian mixture
Gaussian mixture models are the most famous and widely adopted mixture models
for model-based clustering while the performance can be severely affected by outliers
due to the light tails of the Gaussian (normal) distribution. Here we suggest a new
approach to robust fitting of the Gaussian mixture model using the proposed ro-
bust EEE algorithm. Let f(yi; θk) = φp(yi;µk,Σk) denote the p-dimensional normal
density φp. It holds that
B(θk) = |Σk|−γ/2(2pi)−pγ/2(1 + γ)−p/2,
and C(θk) = (Ck1, vec(Ck2)), where Ck1 is a p-dimensional vector of 0 and
Ck2 = −γ
2
|Σk|−γ/2Σ−1k (2pi)−pγ/2(1 + γ)−p/2−1.
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Then, the weighted complete estimating equations for µk and Σk are given by
n∑
i=1
uikw(yi; θk)(yi − µk) = 0
n∑
i=1
uik
{
w(yi; θk)Σk − w(yi; θk)(yi − µk)(yi − µk)t
}
− g(Σk)
( n∑
i=1
uik
)
Σk = 0,
for k = 1, . . . ,K, where g(Σk) = γ|Σk|−γ/2(2pi)−pγ/2(1 + γ)−p/2−1. Hence, start-
ing from some initial values Ψ(0) = (pi(0), θ
(0)
1 , . . . , θ
(0)
K ), the proposed robust EEE
algorithm repeats the following two steps in the sth iteration:
- E-step: The standard E-step is left unchanged as
u
(s)
ik =
pi
(s)
k φp(yi;µ
(s)
k ,Σ
(s)
k )∑K
`=1 pi
(s)
` φp(yi;µ
(s)
` ,Σ
(s)
` )
.
- EE-step: Compute the density weight w
(s)
ik = w(yi; θ
(s)
k ) and then update the
membership probabilities pik’s as in Section 2. The component-specific param-
eters θk’s are updated as
µ
(s+1)
k =
∑n
i=1 u
(s)
ik w
(s)
ik yi∑n
i=1 u
(s)
ik w
(s)
ik
,
Σ
(s+1)
k =
∑n
i=1 u
(s)
ik w
(s)
ik (yi − µ(s+1)k )(yi − µ(s+1)k )t∑n
i=1 u
(s)
ik w
(s)
ik − g(Σ(s)k )
∑n
i=1 u
(s)
ik
,
and the mixing proportion pik is updated as (4).
Note that all the steps in the above algorithms are obtained in the closed-forms.
This is one of the attractive features of the proposed method as it does not require
any computationally intensive methods such as Monte Carlo integration.
For choosing reasonable starting values Ψ(0), we employ existing robust estima-
tion methods of Gaussian mixture models or clustering such as the trimmed robust
clustering (TCL; Garcia-Escudero et al., 2008) and improper maximum likelihood
(IML; Coretto and Hennig, 2016).
We note that the proposed estimating equations could be an ill-posed problem
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due to the same reason that the likelihood function for the Gaussian mixture models
may be unbounded (Day, 1969; Maronna and Jacovkis, 1974). Hence, the following
eigen-ratio constraint to avoid the problem is employed:
maxj=1,...,p maxk=1,...,K λj(Σk)
minj=1,...,p mink=1,...,K λj(Σk)
≤ c, (6)
where λj(Σk) denotes the jth eigenvalues of the covariance matrix Σk in the kth
component and c is a fixed constant. When c = 1, a spherical structure is imposed
on Σk and a more flexible structure is allowed under a large value of c. In order to
reflect the eigen-ratio constraint in our EEE algorithm, the eigen-values of Σ
(s)
k can
be simply replaced with the truncated version λ∗j (Σk) where λ
∗
j (Σk) = c if λj(Σk) > c,
λ∗j (Σk) = λj(Σk) if cθc ≤ λj(Σk) ≤ c and λ∗j (Σk) = cθc if λj(Σk) < cθc. Here θc is
an unknown constant that depends on c and the procedure of Fritz et al. (2013) is
employed.
4 Robust mixture of experts
The mixture of experts model (Jacobs et al., 1991; McLachlan and Peel, 2004) is
known as a useful tool for modeling nonlinear regression relationships. The model
that includes a simple mixture of normal regression models and its robust versions
have been proposed in the literature (e.g. Bai et al., 2012; Song et al., 2014). Besides,
the robust versions of the mixture of experts based on the non-normal distributions
were considered in Nguyen and McLachlan (2016) and Chamroukhi (2016). The
general model is described as
fM (yi|xi; Ψ) =
K∑
k=1
g(xi; ηk)f(yi|xi; θk),
where xi is a vector of covariates and g(xi; ηk) is the mixing proportion such that∑K
k=1 g(xi; ηk) = 1. For identifiability of the parameters, we assume that ηK is
an empty set since g(xi; ηK) is completely determined by η1, . . . , ηK−1. A typical
form for the continuous response variables adopts f(yi|xi; θk) = φ(yi;xtiβ, σ2) and
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g(xi; ηk) = exp(x
t
iηk)/
∑K
k=1 exp(x
t
iηk). Let Ψ be the set of the unknown parameters,
ηk and θk. Compared with the standard mixture model (1), the mixing proportion
g(xi; ηk) is a function of xi parameterized by ηk.
As before, the latent variable zi such that P (zi = k) = g(xi; ηk) for k = 1, . . . ,K
is introduced. Then, the complete weighted estimating equations are given by
n∑
i=1
uik
{
w(yi; θk)
∂
∂θk
log f(yi; θk)− Ci(θk)
}
= 0,
n∑
i=1
uik
g(xi; ηk)
∂g(xi; ηk)
∂ηk
w(yi; θk)
Bi(θk)
−
n∑
i=1
uiK
g(xi; ηK)
∂g(xi; ηk)
∂ηk
w(yi; θK)
Bi(θK)
= 0,
where
Ci(θk) =
∫
f(t|xi; θk)w(t; θk) ∂
∂θk
log f(t|xi; θk)dt,
Bi(θk) =
∫
f(t|xi; θk)w(t; θk)dt.
Starting from some initial values Ψ(0), the proposed EEE algorithm repeats the fol-
lowing two steps in the sth iteration:
- E-step: The standard E-step is left unchanged as
u
(s)
ik =
g(xi; η
(s)
k )f(yi|xi; θ(s)k )∑K
`=1 g(xi; η
(s)
` )f(yi|xi; θ(s)` )
.
- EE-step: Update ηk and θk by solving the following equations:
n∑
i=1
u
(s)
ik
{
w(yi; θ
(s)
k )
∂
∂θk
log f(yi; θk)− Ci(θk)
}
= 0,
n∑
i=1
u
(s)
ik
g(xi; ηk)
∂g
∂ηk
w(yi; θ
(s+1)
k )
Bi(θ
(s+1)
k )
−
n∑
i=1
u
(s)
iK
g(xi; ηK)
∂g
∂ηk
w(yi; θ
(s+1)
K )
Bi(θ
(s+1)
K )
= 0.
(7)
When the mixture components are the normal linear regression models given by
f(yi|xi; θk) = φ(yi;xtiβk, σ2k) with θk = (βtk, σ2k), the bias correction terms Ci(θk) ≡
13
(Ci1(θk)
t, Ci2(θk)) and Bi(θk) can be analytically obtained as Ci1(θk) = (0, . . . , 0) and
Ci2(θk) = −(γ/2)(σ2k)−1−γ/2(2pi)−γ/2(1 + γ)−3/2
Bi(θk) = (2piσ
2
k)
−γ/2(1 + γ)−1/2.
The first equation in (7) can be solved to obtain the closed-form updating steps
similar to those in Section 3. On the other hand, the second equation is a function of
η1, . . . , ηK−1 and cannot be solved analytically. Note that the solution corresponds to
the maximizer of the weighted log-likelihood function of the multinomial distribution
given by
n∑
i=1
K∑
k=1
u
(s)
ik
w(yi; θ
(s+1)
k )
Bi(θ
(s+1)
k )
log g(xi; ηk),
since its first order partial derivatives with respect to ηk reduces to the second equation
in (7). Thus, the updating step for ηk can be readily carried out.
In setting the initial values of the EEE algorithm, we first randomly split the
data into K groups and apply some existing robust methods to estimate θk for k =
1, . . . ,K, which can be adopted for the initial values θ
(0)
k of θk. For example, when
f(·; θk) is the normal regression linear regression as adopted in Section 7.1, we employ
an M-estimator available as rlm function in R package ‘MASS’ (Venables and Ripley,
2002). For the initial values of ηk, we suggest simply using η
(0)
k = (0, . . . , 0).
5 Robust skew normal mixture
We next consider the use of the p-dimensional skew normal distribution Azzalini and
Valle (1996) for the kth component. The mixture model based on the skew normal
distributions is more flexible than the multivariate Gaussian mixture especially when
the cluster-specific distributions are not symmetric but skewed. There exist several
works regarding the maximum likelihood estimation of the skew normal mixture (Lin
et al., 2007; Lin, 2009). Despite the flexibility in terms of skewness, since the skew
normal distribution still has light tails as the normal distribution does, the skew
normal mixture could be sensitive to outliers. Although some alternative mixture
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models using heavy-tailed and skewed distributions (e.g. Lee and McLachlan, 2017;
Morris et al., 2019), we here consider the robust fitting of the skew normal mixture
within the framework of the proposed approach.
We first note that the direct application of the skew normal distribution to the
proposed EEE algorithm would be computationally intensive since the bias correction
term C(θk) cannot be obtained analytically and Monte Carlo approximation would
be required in each iteration. Instead, we provide a novel algorithm which is a slight
extension of the proposed algorithm in Section 2 by exploiting the stochastic repre-
sentation of the multivariate skew normal distribution. Fru¨wirth-Schnatter and Pyne
(2010) provided the following hierarchical representation for yi given zi:
yi|(zi = k) = µk + ψkvik + εik,
ik ∼ N(0,Σk), vik ∼ N+(0, 1),
(8)
where µk is the p× 1 vector of the location parameters, ψk is the p× 1 vector of the
skewness parameters, and Σk is the covariance matrix. Here N
+(a, b) denotes the
truncated normal distribution on the positive real line with the mean and variance
parameters a and b, respectively, where the density function φ+(x; a, b2) is given by
φ+(x; a, b) =
1
Φ(a/b)
φ(x; a, b)I(x ≥ 0),
and Ψ(·) is the distribution function of the standard normal distribution. By defining
Ωk = Σk + ψkψ
t
k, αk =
ωkΩ
−1
k ψk√
1− ψtkΩ−1k ψk
,
where ωk = diag(Ω
1/2
11 , . . . ,Ω
1/2
pp ). The probability density function of the multivariate
skew normal distribution of Azzalini and Valle (1996) is given by
fSN (y;µk,Ωk, αk) = 2φp(y;µk,Ωk)Φ(α
t
kω
−1
k (y − µk)). (9)
From the representation (8), the conditional distribution of yi given both zi and
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vik is normal, namely, yi|(zi = k), vik ∼ N(µk+ψkvik,Σk), so that the bias correction
terms under given zi and vik can be easily obtained in the same way as the Gaussian
mixture models. Therefore, we consider the following complete estimating equations
for the parameters conditional on both zi and vik:
n∑
i=1
uikwik(yi − µk − ψkvik) = 0,
n∑
i=1
uikwik
{
Σk − (yi − µk − ψkvik)(yi − µk − ψkvik)t
}
− g(Σk)
(
n∑
i=1
uik
)
Σk = 0,
n∑
i=1
uikvikwik(yi − µk − ψkvik) = 0,
where wik ≡ w(yi; θk) and g(Σk) are in the same forms as the Gaussian mixture case.
The proposed EEE algorithm for the robust fitting of the skew normal mixture
is obtained after some modification of that for the normal case. Since the complete
estimating equations contain the additional latent variables vik, some additional steps
are included to impute the moments of vik in the equations with respect to the
conditional posterior distribution of vik given zi = k, which is N
+(δik, τ
2
ik) where
δik =
ψtkΣ
−1
k (yi − µk)
ψtkΣ
−1
k ψk + 1
, τ2ik =
1
ψtkΣ
−1
k ψk + 1
.
We define the following quantities:
t2ik =
(
γψtkΣ
−1
k ψk +
1
τ2ik
)−1
, mik = t
2
ik
{
γψtkΣ
−1
k (yi − µk) +
δik
τ2ik
}
,
Uik = |Σk|−γ/2(2pi)−γp/2 Φ(mik/tik)
Φ(δik/τik)
(
t2ik
τ2ik
)1/2
× exp
{
−γ
2
(yi − µk)tΣ−1k (yi − µk)−
δ2ik
2τ2ik
+
m2ik
2t2ik
}
.
(10)
Note that we have for j = 0, 1 and 2
E[uikwikv
j
ik|yi] = E[E[uikwikvjik|yi, uik]|yi] = E[uik|yi]E[wikvjik|uik, yi].
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Since the conditional distribution of vik given (uik, yi) is N
+(δik, τ
2
ik), we have
E[vjikwik|uik, yi]
=
∫ ∞
0
|Σk|−γ/2(2pi)−γp/2 exp
{
−γ
2
(yi − µk − vikψk)tΣ−1k (yi − µk − vikψk)
}
× v
j
ik
Φ(δik/τik)
(2piτ2ik)
−1/2 exp
{
−(vik − δik)
2
2τ2ik
}
dvik
= |Σk|−γ/2(2pi)−γp/2 Φ(mik/tik)
Φ(δik/τik)
(
t2ik
τ2ik
)1/2 ∫ ∞
0
vjikφ+(vik;mik, t
2
ik)dvik
× exp
{
−γ
2
(yi − µk)tΣ−1k (yi − µk)−
δ2ik
2τ2ik
+
m2ik
2t2ik
}
,
and it follows from Lin et al. (2007) that
∫ ∞
0
v1ikφ+(vik;mik, t
2
ik)dvik = mik + tik
φ(mik/tik)
Φ(mik/tik)
,∫ ∞
0
v2ikφ+(vik;mik, t
2
ik)dvik = m
2
ik + t
2
ik +miktik
φ(mik/tik)
Φ(mik/tik)
,
which leads to the analytical updating steps in the E-step. Starting from some initial
values of the parameters, Ψ(0) = (pi(0), θ
(0)
1 , . . . , θ
(0)
K ), the proposed EEE algorithm
iteratively updates the parameters in the sth iteration as follows:
- E-step: Compute the posterior expectations:
u
(s)
ik ≡ E(s)[uik|yi] =
pi
(s)
k fSN (yi;µ
(s)
k ,Ω
(s)
k , α
(s)
` )∑K
`=1 pi
(s)
` fSN (yi;µ
(s)
` ,Ω
(s)
` , α
(s)
` )
,
V
0(s)
ik ≡ E(s)[wik|yi, uik] = U (s)ik ,
V
1(s)
ik ≡ E(s)[wikvik|yi, uik] = U (s)ik
{
m
(s)
ik + t
(s)
ik
φ(m
(s)
ik /t
(s)
ik )
Φ(m
(s)
ik /t
(s)
ik )
}
,
V
2(s)
ik ≡ E(s)[wikv2ik|yi, uik] = U (s)ik
{
m
2(s)
ik + t
2(s)
ik +m
(s)
ik t
(s)
ik
φ(m
(s)
ik /t
(s)
ik )
Φ(m
(s)
ik /t
(s)
ik )
}
,
where m
(s)
ik and t
(s)
ik respectively stand for mik and t
2
ik given in (10) evaluated
with the current parameter values.
- EE-step: Update the membership probabilities pik’s as in Section 2 and
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component-specific parameters θk’s as
pi
(s+1)
k =
∑n
i=1 u
(s)
ik V
0(s)
ik /B(θ
(s)
k )∑K
`=1
∑n
i=1 u
(s)
i` V
0(s)
i` /B(θ
(s)
` )
,
µ
(s+1)
k =
∑n
i=1 u
(s)
ik (V
0(s)
ik yi − V 1(s)ik ψ(s)k )∑n
i=1 u
(s)
ik V
0(s)
ik
,
ψ
(s+1)
k =
∑n
i=1 u
(s)
ik V
1(s)
ik (yi − µ(s+1)k )∑n
i=1 u
(s)
ik V
2(s)
ik
,
Σ
(s+1)
k =
∑n
i=1 u
(s)
ik η
(s,s+1)
ik∑n
i=1 u
(s)
ik V
0(s)
ik − g
(
Σ
(s)
k
)∑n
i=1 u
(s)
ik
,
for k = 1, . . . ,K where
η
(s,s+1)
ik =V
0(s)
ik (yi − µ(s+1)k )(yi − µ(s+1)k )t − V 1(s)ik ψ(s+1)k (yi − µ(s+1)k )t
− V 1(s)ik (yi − µ(s+1)k )(ψ(s+1)k )t + V 2(s)ik ψ(s+1)k (ψ(s+1)k )t.
Note that the form of B(θk) under the skew normal mixture is the same as that
in the normal mixture since it holds that E[w(yi; θk)] = E[E[w(yi; θk)|uik]] and the
conditional distribution of yi given uik is the multivariate normal with the variance-
covariance matrix Σk. Also, note that all the steps in the above algorithm are obtained
in the closed-forms by successfully exploiting the stochastic representation of the skew
normal distribution in the complete weighted complete estimating equations. In our
EEE algorithm, we introduce the same eigen-ratio constraint considered in Section 3
to avoid an ill-posed problem.
In setting the initial values in the algorithm, the following strategy is suggested.
We first apply the existing robust algorithm for fitting Gaussian mixture models to
obtain cluster assignment and a mean vector in each cluster. We then set µ
(0)
k to the
estimated mean vector and set ψ
(0)
k be a vector of marginal sample skewness of the
observation in the kth cluster. For Σk and pik, simply Σ
(0)
k = Ip and pik = 1/K are
used.
18
6 Simulation study
6.1 Gaussian mixture
We evaluate the performance of the proposed method for the robust fitting of Gaus-
sian mixture together with existing methods through simulation studies. First, the
performance in terms of estimation accuracy of the unknown model parameters is
examined. We set the underlying true distribution to be the p-dimensional Gaussian
mixture models with K = 3 components where the parameters in each Gaussian
distributions are given by
µ1 = (−ξ,−ξ, 0, . . . , 0), µ2 = (ξ,−ξ, 0, . . . , 0), µ3 = (ξ, ξ, 0, . . . , 0)
for some ξ > 0 and Σk = blockdiag(Σ
∗
k, Ip−2) with
Σ1 =
 2 0.3
0.3 1
 , Σ2 =
 1 −0.3
−0.3 1
 , Σ3 =
 1 0.3
0.3 2
 .
Note that ξ controls the amount of separation of the three clusters. We consider the
following two scenarios, ξ = 2 and 3, corresponding to the situations of the overlapping
clusters and well-separated clusters, respectively. In this study, the sample size is set
to n = 500 and the three cases of the dimension, p ∈ {2, 5, 10}, are considered. The
true mixing probabilities are fixed as pi1 = 0.3, pi2 = 0.3 and pi3 = 0.4. Outliers are
generated from the uniform distribution on A \ B where A = (−10, 10) × (−5, 5) ×
(−3, 3)p−2 and B is the collection of points where the minimum Mahalanobis distance
to the kth cluster mean is smaller than 5p, namely,
B = {x | min
k=1,...,K
(x− µk)tΣ−1k (x− µk) ≤ 5p}.
Let ω denote the proportion of outliers such that n(1 − ω) observations are drawn
from the true mixture distribution while the rest of observations are generated as
outliers. We adopted three cases ω ∈ {0, 0.03, 0.06}, noting that ω = 0 means there
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is no outlier in the observations, so we can assess the efficiency loss of the robust
methods against standard non-robust methods.
To each of 1000 simulated datasets, we applied the proposed weighted complete es-
timating equation method with the two fixed values of γ, γ = 0.2, and 0.3. Hereafter,
they are denoted by WCE1 and WCE2, respectively. For comparison, the standard
(non-robust) maximum likelihood method for fitting the Gaussian mixture (GM) via
the Expectation-Maximization algorithm is also implemented. For the existing robust
contenders, we adopt the trimmed robust clustering (TCL; Garcia-Escudero et al.,
2008), improper maximum likelihood (IML; Coretto and Hennig, 2016) and contam-
inated Gaussian mixture (CGM; Punzo and McNicholas, 2016), which are available
in R packages ‘tclust’ (Fritz et al., 2012), ‘otrimle’ (Coretto and Hennig, 2019) and
‘ContaminatedMixt’ (Punzo et al., 2018), respectively. The trimming level in TCL is
set to the default value of 0.05. In CGM, the fully structured variance-covariance is
used. The same eigen-ratio constraint is adopted for all the methods other than CGM
by setting c = 10 in the condition (6). In WCE1 and WCE2, α = 0.01 is employed
for outlier detection.
The estimation performance of the methods is evaluated based on the squared
error given by
∑K
k=1 ‖µ̂k−µk‖2,
∑K
k=1 ‖vec(Σ̂k)−vec(Σk)‖2 and
∑K
k=1(pik−pik)2. We
also computed the following integrated squared error to check the overall estimation
accuracy: ∫
Rp
{
K∑
k=1
pikf(x; θ̂k)−
K∑
k=1
pikf(x; θk)
}2
dx, (11)
where the integral is approximated by Monte Carlo integration by generating 3000
random numbers uniformly distributed on [−6, 6]2 × [−3, 3]p−2. For measuring the
classification accuracy, we calculated the classification error defined as |S|−1∑i∈S I(ẑi 6=
zi), where ẑi and zi are estimated and true cluster assignment, and S is a set of genuine
signals. The above quantities were averaged over 1000 simulated detests, which gives
the mean squared error (MSE) of the model parameters, mean integrated squared
errors (MISE) of the density function, and mean classification error (MCE) of the
cluster assignment.
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Tables 1-3 present the MSE, MISE and MCE of the competing models under
p = 2, 5 and 8, respectively. We computed the percentage of the estimated Monte
Carlo errors divided by the performance measure and averaged them within the same
scenarios. It is denoted by the averaged Monte Carlo error and is also reported in
Tables 1-3. Firstly, the performance of the standard GM is reasonable only in the
cases where the clusters are well-separated (ξ = 3) and there are no outliers (ω = 0).
When the clusters are overlapping (ξ = 2) and the data does not contain any outliers,
the estimation accuracy of GM deteriorates as the dimensionality p increases. In fact,
in the case of p = 10, the robust methods including the proposed method performed
better than GM. In the presence of the outliers, ω > 0, the estimation accuracy
in terms of MSE and MISE of the robust methods appears comparable. For the
classification accuracy, the order of the performance of the robust methods appears
to be case dependent and they perform comparably overall. For example, in the cases
where the clusters are well-separated with p = 5 and 10, IML and CGM tend to result
in smaller MCE than the proposed method in the well-separated case. On the other
hand, when p = 10 and the clusters are overlapping, the proposed WCE2 resulted in
the smallest MCE.
We also evaluated the performance of outlier detection. We let δi be the indicator
of outliers such that δi = 1 denotes that yi is an outlier. Then, false discovery
rate (FDR) and power (PW) are given by FDR =
∑
i∈S δ̂i/
∑n
i=1 δ̂i and PW =∑
i∈Ω δ̂i/nω, where Ω is a set of outliers. Table 4 presents the PDR and PW averaged
over the 1000 simulated datasets 4. The table shows that the proposed method
performs well in the low dimensional cases (p = 2) with achieving the relatively low
FDR and high power compared with the contenders. However, as the dimensionality
increases, the FDR for the proposed method increases while maintaining the high
power.
Next, we are concerned with the situation where the number of outliers is close
to the minimum size of clusters. Specifically, we set ω = 0.06 and the true mixing
probability as pi = (0.1, 0.3, 0.6). By adopting the same data generating process as in
the case of p = 2, we evaluated MSE, MISE, and MCE of the same 6 methods based
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on the 1000 simulated datasets. The result are reported in Table 5. In this simulation
setting, TCL appears to have produced the best result with the smallest MSE, MISE,
and MCE. The table shows that some errors under IML and CGM resulted in the
very large magnitudes.
Finally, we examine the performance of selecting the number of components. Here,
the same simulation scenarios with p = 2 are adopted. For the simulated datasets, the
optimal K from {2, . . . , 6} is selected based on the trimmed BIC criterion (5). Since
the trimmed BIC can be applied to a variety of robust methods that provide parame-
ter estimates and detected outliers, the proposed methods as well as the existing three
robust methods (TCL, IML, and CGM) are considered in this study. All the settings
of the tuning parameters in the methods are kept unchanged from the previous study.
In all scenarios, α = 0.01 is adopted for WCE1 and WCE2. In addition, the per-
formance is also assessed with α ∈ {0.005, 0.001} to check the sensitivity of α in the
most challenging situations where ω = 0.06. Based on the 300 simulated datasets,
the selection probabilities for each K are computed. The results are shown in Table
6. The table shows that when the data contains outliers, the standard GM method
tends to select a larger number of components than the truth since the outliers are
recognized as a new cluster. On the other hand, the proposed methods (WCE1 and
WCE2) are highly accurate in selecting the true number of components even in the
presence of outliers. Among the existing robust methods, TCL shows comparable
performance with the proposed methods, whereas the performance of IML and CGM
performed rather poorly.
Recalling that the settings for the contenders are rather favorable for them, we
can conclude that the overall estimation performance of the proposed method is quite
comparable with the existing methods. The result of the study indicates that the
proposed method is also a promising approach to the robust estimation of mixture
models.
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Table 1: Mean squared errors (MSE) of the model parameters, mean integrated
squared errors (MISE) of the density estimation, and mean classification error (MCE)
of the proposed methods (WCE1 and WCE2), the standard Gaussian mixture (GM),
and the existing robust methods (TCL, IML, CGM), based on the 1000 simulated
datasets with p = 2.
MSE
µ Σ pi MISE MCE
(×102) (×103) (×106) (×102)
ξ = 2, ω = 0 (averaged Monte Carlo error: 1.4%)
WCE1 7.27 0.37 1.85 3.22 4.55
WCE2 7.49 0.40 1.88 3.36 4.60
GM 7.09 0.34 1.82 3.09 3.91
TCL 9.04 0.82 2.62 9.35 8.69
IML 7.64 0.61 2.37 9.44 7.18
CGM 7.15 0.47 1.84 5.07 3.91
ξ = 2, ω = 0.03 (averaged Monte Carlo error: 1.8%)
WCE1 8.90 0.91 2.15 3.77 4.54
WCE2 8.28 0.57 2.00 3.59 4.56
GM 47.63 17.28 10.01 13.68 6.28
TCL 8.47 0.56 2.24 6.09 5.93
IML 8.73 0.64 2.22 6.62 6.04
CGM 16.17 2.77 3.71 5.13 4.41
ξ = 2, ω = 0.06 (averaged Monte Carlo error: 1.9%)
WCE1 17.13 6.72 4.23 6.37 4.99
WCE2 9.77 1.36 2.33 4.12 4.63
GM 164.50 52.31 32.37 24.63 10.97
TCL 9.73 0.69 2.15 4.30 4.13
IML 9.35 0.80 2.52 7.91 6.86
CGM 58.41 15.18 14.10 8.77 6.23
ξ = 3, ω = 0 (averaged Monte Carlo error: 1.7%)
WCE1 5.16 0.23 1.33 2.60 1.12
WCE2 5.43 0.25 1.34 2.73 1.17
GM 4.92 0.22 1.33 2.49 0.24
TCL 6.01 0.60 1.65 6.55 5.03
IML 5.23 0.41 1.60 6.60 2.47
CGM 4.94 0.33 1.33 4.06 0.24
ξ = 3, ω = 0.03 (averaged Monte Carlo error: 1.8%)
WCE1 5.66 0.42 1.34 2.98 0.90
WCE2 5.77 0.34 1.35 2.91 1.02
GM 13.13 6.00 1.39 11.25 0.28
TCL 5.76 0.33 1.49 3.91 2.16
IML 5.74 0.45 1.62 5.45 2.14
CGM 5.69 0.48 1.40 3.60 0.26
ξ = 3, ω = 0.06 (averaged Monte Carlo error: 2.0%)
WCE1 6.40 1.54 1.46 4.45 0.74
WCE2 6.02 0.60 1.45 3.36 0.90
GM 32.90 23.56 1.81 20.84 0.32
TCL 6.24 0.47 1.51 3.22 0.35
IML 6.12 0.58 1.82 7.33 3.20
CGM 6.41 1.08 1.67 4.99 0.26
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Table 2: Mean squared errors (MSE) of the model parameters, mean integrated
squared errors (MISE) of the density estimation, and mean classification error (MCE)
of the proposed methods (WCE1 and WCE2), the standard Gaussian mixture (GM),
and the existing robust methods (TCL, IML, CGM), based on the 1000 simulated
datasets with p = 5
MSE
µ Σ pi MISE MCE
(×10) (×103) (×106) (×102)
ξ = 2, ω = 0 (averaged Monte Carlo error: 2.1%)
WCE1 1.66 2.93 2.41 1.80 6.00
WCE2 1.74 2.82 2.46 1.79 6.01
GM 2.23 3.58 4.19 1.97 4.90
TCL 1.64 1.31 2.27 2.21 8.98
IML 2.46 1.38 3.49 1.23 5.31
CGM 1.42 1.00 1.87 1.21 4.19
ξ = 2, ω = 0.03 (averaged Monte Carlo error: 2.0%)
WCE1 1.77 3.10 2.88 1.73 5.91
WCE2 1.78 2.91 2.54 1.76 5.91
GM 15.22 26.80 40.38 2.82 12.64
TCL 1.65 1.20 2.35 1.57 6.30
IML 3.70 3.02 5.98 1.35 6.00
CGM 5.61 13.12 9.81 1.47 6.20
ξ = 2, ω = 0.06 (averaged Monte Carlo error: 2.0%)
WCE1 2.18 4.02 4.59 1.70 6.05
WCE2 1.88 3.09 2.98 1.74 5.89
GM 30.16 59.38 66.20 3.69 17.15
TCL 2.12 2.91 2.88 1.31 4.87
IML 3.01 2.23 3.51 1.30 5.69
CGM 15.61 62.26 33.93 2.51 10.26
ξ = 3, ω = 0 (averaged Monte Carlo error: 1.1%)
WCE1 1.19 2.92 1.43 1.74 2.53
WCE2 1.33 2.77 1.47 1.72 2.49
GM 1.07 3.70 1.34 1.93 0.32
TCL 1.21 1.01 1.58 1.69 5.14
IML 1.07 0.77 1.39 0.94 0.81
CGM 1.06 0.79 1.34 1.07 0.26
ξ = 3, ω = 0.03 (averaged Monte Carlo error: 1.3%)
WCE1 1.23 2.91 1.50 1.64 2.24
WCE2 1.37 2.82 1.55 1.69 2.35
GM 2.18 10.19 1.52 2.11 0.44
TCL 1.15 0.85 1.47 1.14 2.26
IML 1.12 0.87 1.42 0.99 0.96
CGM 1.18 1.68 1.46 0.98 0.28
ξ = 3, ω = 0.06 (averaged Monte Carlo error: 1.6%)
WCE1 1.27 2.96 1.54 1.56 1.93
WCE2 1.39 2.84 1.60 1.63 2.13
GM 5.18 32.89 2.24 3.26 0.57
TCL 1.30 1.63 1.46 0.97 0.29
IML 1.17 1.01 1.52 1.05 1.00
CGM 1.45 3.96 1.83 1.23 0.28
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Table 3: Mean squared errors (MSE) of the model parameters, mean integrated
squared errors (MISE) of the density estimation, and mean classification error (MCE)
of the proposed methods (WCE1 and WCE2), the standard Gaussian mixture (GM),
and the existing robust methods (TCL, IML, CGM), based on the 1000 simulated
datasets with p = 10.
MSE
µ Σ pi MISE MCE
(×103) (×106) (×102)
ξ = 2, ω = 0 (averaged Monte Carlo error: 2.6%)
WCE1 0.86 6.51 25.39 8.52 10.40
WCE2 0.60 5.73 15.32 9.80 8.90
GM 1.29 8.26 43.01 8.60 11.56
TCL 1.99 11.86 24.72 19.24 19.99
IML 2.04 10.79 20.15 9.45 14.06
CGM 0.44 3.88 7.51 7.50 5.96
ξ = 2, ω = 0.03 (averaged Monte Carlo error: 2.7%)
WCE1 0.83 6.84 26.74 8.80 10.52
WCE2 0.60 5.89 14.83 9.62 8.95
GM 3.10 36.02 95.08 10.81 21.60
TCL 2.02 12.64 26.26 16.46 17.76
IML 2.01 14.29 19.64 10.49 13.91
CGM 1.13 23.54 25.64 10.54 10.01
ξ = 2, ω = 0.06 (averaged Monte Carlo error: 2.0%)
WCE1 1.49 11.88 65.37 11.79 15.68
WCE2 0.53 5.91 14.05 17.53 8.43
GM 3.54 55.76 92.74 7.92 19.89
TCL 3.12 26.48 42.54 13.23 20.68
IML 1.25 10.40 21.28 11.08 11.36
CGM 1.59 34.55 43.64 9.75 12.72
ξ = 3, ω = 0 (averaged Monte Carlo error: 1.4%)
WCE1 0.24 4.46 1.63 7.06 2.99
WCE2 0.29 4.52 1.75 7.63 3.08
GM 0.20 5.29 1.39 7.42 0.37
TCL 0.22 2.66 1.60 11.18 5.23
IML 0.20 2.36 1.39 5.95 0.55
CGM 0.20 2.34 1.38 5.94 0.30
ξ = 3, ω = 0.03 (averaged Monte Carlo error: 1.8%)
WCE1 0.25 4.56 1.68 7.94 2.89
WCE2 0.30 4.65 1.83 8.58 2.98
GM 0.39 15.96 1.94 9.32 0.73
TCL 0.22 2.57 1.53 8.34 2.34
IML 0.22 2.61 1.50 6.63 0.61
CGM 0.23 5.87 1.54 6.86 0.34
ξ = 3, ω = 0.06 (averaged Monte Carlo error: 2.3%)
WCE1 0.26 4.64 1.72 7.85 2.81
WCE2 0.31 4.75 1.87 7.70 2.88
GM 0.87 37.46 4.88 11.25 1.48
TCL 0.25 5.05 1.43 6.90 0.45
IML 0.23 2.84 1.66 6.89 0.70
CGM 0.34 15.13 2.17 7.80 0.44
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Table 4: Percentage of false discovery rate (FDR) and power (PW) of the outlier
detection methods under p ∈ {2, 5, 10}, averaged over the 1000 simulated datasets.
p = 2 p = 5 p = 10
FDR PW FDR PW FDR PW
ξ = 2, ω = 0.03
WCE1 13.8 89.8 31.0 93.6 40.0 93.9
WCE2 15.6 91.5 32.4 93.8 41.7 93.8
TCL 40.0 93.8 39.9 93.8 39.9 93.8
IML 16.4 85.4 10.0 87.5 4.7 84.1
CGM 10.5 78.5 7.2 68.0 6.6 72.1
ξ = 2, ω = 0.06
WCE1 6.0 81.9 16.2 96.1 21.2 96.8
WCE2 7.3 91.0 18.2 96.7 25.0 96.8
TCL 1.2 79.7 0.3 80.4 0.0 80.6
IML 16.4 91.5 8.0 94.9 2.4 94.3
CGM 9.9 72.3 9.4 49.0 7.3 78.5
ξ = 3, ω = 0.03
WCE1 18.3 89.8 38.4 93.9 44.7 93.9
WCE2 20.8 91.2 39.6 93.9 45.4 94.0
TCL 40.0 93.7 39.9 93.9 39.9 93.9
IML 18.3 81.7 9.6 89.5 5.8 91.9
CGM 13.8 85.0 10.5 90.8 7.2 89.2
ξ = 3, ω = 0.06
WCE1 8.4 86.7 20.7 96.8 27.8 96.9
WCE2 10.3 91.7 22.6 96.8 28.2 96.8
TCL 2.1 79.0 0.3 80.4 0.1 80.6
IML 17.3 89.7 6.3 94.7 4.2 96.1
CGM 16.0 92.1 12.0 93.4 8.4 91.0
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Table 5: Mean squared errors (MSE) of the model parameters, mean integrated
squared errors (MISE) of the density estimation, and mean classification error (MCE)
of the proposed methods (WCE1 and WCE2), the standard Gaussian mixture (GM),
and the existing robust methods (TCL, IML, CGM), based on the 1000 simulated
datasets under the additional scenarios with p = 2.
MSE
µ Σ pi MISE MCE
(×103) (×106) (×100)
ξ = 2 (averaged Monte Carlo error: 1.7%)
WCE1 3.29 60.50 22.79 5.58 5.22
WCE2 1.70 41.50 12.05 4.50 4.79
GM 9.90 82.05 66.44 22.17 13.33
TCL 0.29 3.58 1.78 4.03 3.57
IML 15.78 8.47 110.44 40.32 27.60
CGM 9.09 236.34 54.47 19.76 11.30
ξ = 3 (averaged Monte Carlo error: 1.5%)
WCE1 0.68 45.93 2.69 4.62 0.86
WCE2 0.26 23.61 1.88 3.63 0.94
GM 3.63 83.48 6.62 13.41 0.80
TCL 0.16 2.10 1.24 3.07 0.35
IML 57.51 8.45 194.53 59.72 40.14
CGM 5.04 311.11 10.26 5.62 1.25
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Table 6: Simulated selection rates (%) of the number of components based on the six
methods. The true number of components (K) is 3.
K
2 3 4 5 6
ξ = 2, ω = 0
WCE1 0.0 92.3 7.7 0.0 0.0
WCE2 0.0 92.3 7.7 0.0 0.0
GM 0.0 100.0 0.0 0.0 0.0
TCL 0.0 100.0 0.0 0.0 0.0
IML 23.1 53.8 23.1 0.0 0.0
CGM 0.0 84.6 15.4 0.0 0.0
ξ = 2, ω = 0.03
WCE1 0.0 98.7 1.3 0.0 0.0
WCE2 0.0 98.7 1.3 0.0 0.0
GM 0.3 92.7 7.0 0.0 0.0
TCL 0.0 100.0 0.0 0.0 0.0
IML 14.3 63.3 15.7 4.0 2.7
CGM 8.3 78.0 7.3 4.3 2.0
ξ = 2, ω = 0.06
WCE1 2.0 93.3 4.3 0.3 0.0
WCE2 0.0 93.7 6.3 0.0 0.0
WCE1 (α = 0.005) 3.0 92.7 3.7 0.3 0.3
WCE2 (α = 0.005) 0.0 96.7 3.3 0.0 0.0
WCE1 (α = 0.001) 4.7 86.3 7.3 1.3 0.3
WCE2 (α = 0.001) 1.0 93.0 5.7 0.3 0.0
GM 14.0 66.3 18.7 1.0 0.0
TCL 0.0 96.0 4.0 0.0 0.0
IML 8.0 59.7 21.0 8.7 2.7
CGM 43.3 33.0 14.7 7.0 2.0
ξ = 3, ω = 0
WCE1 0.0 97.0 3.0 0.0 0.0
WCE2 0.0 96.0 4.0 0.0 0.0
GM 0.0 97.7 2.3 0.0 0.0
TCL 0.0 100.0 0.0 0.0 0.0
IML 68.0 25.3 3.0 3.0 0.7
CGM 0.0 71.0 20.7 5.0 3.3
ξ = 3, ω = 0.03
WCE1 0.0 98.3 1.7 0.0 0.0
WCE2 0.0 94.9 5.1 0.0 0.0
GM 0.0 97.5 2.5 0.0 0.0
TCL 0.0 100.0 0.0 0.0 0.0
IML 61.9 23.7 7.6 5.1 1.7
CGM 0.0 68.6 19.5 8.5 3.4
ξ = 3, ω = 0.06
WCE1 0.0 97.0 3.0 0.0 0.0
WCE2 0.0 96.0 4.0 0.0 0.0
WCE1 (α = 0.005) 0.0 99.7 0.3 0.0 0.0
WCE2 (α = 0.005) 0.0 99.9 1.0 0.0 0.0
WCE1 (α = 0.001) 0.0 98.0 2.0 0.0 0.0
WCE2 (α = 0.001) 0.0 95.3 4.7 0.0 0.0
GM 0.0 81.7 17.3 1.0 0.0
TCL 0.0 96.0 4.0 0.0 0.0
IML 56.7 31.0 6.3 4.0 2.0
CGM 2.7 74.7 16.0 4.7 2.0
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6.2 Skew normal mixture
The performance of the proposed methods for the skew normal mixture is examined
by using the simulated data along with some existing methods. We consider the p-
dimensional mixture of skew-normal distribution with K = 2 components where the
mixture components have the location parameter vectors µ1 = −µ2 = (ξ, ξ, 0, . . . , 0),
skewness parameter vectors ψ1 = −ψ2 = (2, 2, 0, . . . , 0) and scale matrices, Σ1 and
Σ2 given by Σ1 = Σ2 = blockdiag(Σ
∗, Ip−2) with (Σ∗)11 = (Σ∗)22 = 1 and (Σ∗)12 =
(Σ∗)21 = 0.3, in the parametrization given in (8). The two cases for ξ, ξ = 1, and
ξ = 2 are considered, corresponding to the cases of the overlapping and well-separated
clusters, respectively. The mixing proportions are set as pi1 = 0.4 and pi2 = 0.6. The
sample size is set to n = 500. The proportion of outliers is set as ω ∈ {0.03, 0.06, 0.09},
and the outliers are generated in the same way as in Section 6.1.
We first show some results based on a single simulated dataset with p = 2. The
proposed weighted complete equation (WCE) method is applied to fit the skew normal
mixture with γ = 0.2. The standard skew normal mixture (SNM) is estimated by the
maximum likelihood method by using the EM algorithm Lin et al. (2007). Figure 1
presents the three contours of estimated densities and true density. The figure shows
that the proposed WCE method provides the quite reasonable estimates of the true
density by adequately suppressing the influence of the outliers through the density
weights. On the other hand, SMN produces inaccurate estimates. Particularly, it
overestimates the variability of the true data generating process due to treating the
outliers as signals. It is also observed that the inaccuracy of the SNM becomes more
profound as the proportion of outliers increases.
Next, the performance of the proposed method and existing methods are quan-
titatively compared. The two settings for the proposed WCE method with γ = 0.2
and γ = 0.3 are considered and they are denoted by WCE1 and WCE2, respectively.
As contenders, we consider SNM and the skew-t mixture (Lee and McLachlan, 2016)
of the R package ‘EMMIXcskew’ (Lee and McLachlan, 2017) denoted by STM. Note
that STM is also robust against outliers for its heavy tails of the skew-t distribution,
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but the interpretations of the skewness parameters and scale matrices are different
from those for WCE and SNM. Thus, the comparison with STM is only with respect
to the mean (location) parameters, mixing proportions, and classification accuracy.
We considered two cases of p, p = 2 and p = 5, but the computing time for the
STM under p = 5 is too long to include STM as a contender in our study, so the
results of STM are reported only for p = 2. For evaluating the estimation perfor-
mance, we employ the squared errors:
∑
k∈{1,2} ‖µ̂k − µk‖2,
∑
k∈{1,2} ‖ψ̂k − ψk‖2,∑
k∈{1,2} ‖vec(Σ̂k)−vec(Σk)‖2 and
∑
k∈{1,2}(pik−pik)2. Based on 1000 replications of
the dataset, we obtained mean squared errors (MSE) for the model parameters. We
also computed the mean integrated squared errors (MISE) of the density estimation
(11) and mean classification error in the same way as in Section 6.1. The results are
reported in Tables 7 and 8, where the averaged Monte Carlo errors used in Section 3
are also reported in each scenario. The table shows that the standard SNM model is
severely affected by the outliers resulting in the large MSE as in the case of the nor-
mal mixture. In the present setting, MCE for SNM in the case of overlapped clusters
is particularly large. Comparing the proposed method and STM for p = 2, it is seen
that the proposed method resulted in the smaller MSE for µ and pi than STM, while
MCE appears somewhat comparable. The table shows that the proposed method also
seems to work reasonably well in the skew normal mixture case and suggests that our
method is a useful robust tool applicable to a wide range of mixture models.
7 Real data example
7.1 Tone perception data
An application of the proposed robust mixture of expert modeling is applied to the
famous tone perception data set (Cohen, 1984). In the tone perception experiment,
a pure fundamental tone added with electronically generated overtones determined
by a stretching ratio was played to a trained musician. The data consists of n = 150
pairs of “stretch ratio” variable (denoted by yi) and “tuned” variable (denoted by xi)
and the conditional distribution of yi given xi is of interest. Following Chamroukhi
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Table 7: Performance measures of the two proposed methods (WCE1 and WCE2),
standard skew normal (SNM) mixture and skew-t mixture (STM) under p = 2. The
MSE values for pi are multiplied by 100.
p = 2 MSE MISE MCE
µ Σ ψ pi (×105) (%)
ξ = 1, ω = 0.03 (averaged Monte Carlo error: 4.1%)
WCE1 1.22 8.59 2.15 0.48 0.66 2.94
WCE2 1.43 10.97 2.76 0.43 0.61 2.83
SNM 25.48 29.00 38.70 21.61 2.42 24.47
STM 5.62 - - 1.93 - 4.12
ξ = 1, ω = 0.06 (averaged Monte Carlo error: 2.5%)
WCE1 1.29 10.64 2.33 0.38 0.72 3.66
WCE2 1.70 12.75 3.30 0.32 0.57 3.62
SNM 46.21 61.28 75.54 39.67 3.22 47.80
STM 7.87 - - 3.88 - 7.02
ξ = 1, ω = 0.09 (averaged Monte Carlo error: 3.0%)
WCE1 2.11 16.40 4.54 1.60 1.06 6.36
WCE2 2.17 15.08 4.10 0.48 0.63 4.51
SNM 45.16 80.68 76.50 36.66 3.62 49.63
STM 11.20 - - 7.82 - 14.83
ξ = 2, ω = 0.03 (averaged Monte Carlo error: 2.6%)
WCE1 0.69 2.14 1.21 0.10 0.31 0.66
WCE2 0.71 2.47 1.33 0.10 0.32 0.65
SNM 1.19 8.98 2.28 0.12 2.11 0.18
STM 5.95 - - 0.87 - 0.91
ξ = 2, ω = 0.06 (averaged Monte Carlo error: 2.4%)
WCE1 0.69 2.48 1.19 0.09 0.40 1.40
WCE2 0.86 3.22 1.59 0.09 0.38 1.32
SNM 1.25 25.51 2.85 0.22 3.28 0.33
STM 7.85 - - 0.89 - 1.07
ξ = 2, ω = 0.09 (averaged Monte Carlo error: 2.3%)
WCE1 0.86 3.24 1.47 0.11 0.58 2.28
WCE2 1.12 4.09 2.01 0.10 0.48 2.03
SNM 1.28 44.31 3.21 0.46 3.94 0.47
STM 8.94 - - 1.34 - 1.47
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Table 8: Performance measures of the two proposed methods (WCE1 and WCE2),
standard skew normal (SNM) mixture and skew-t mixture (STM) under p = 5. The
MSE values for pi are multiplied by 100.
p = 5 MSE MISE MCE
µ Σ ψ pi (×1010) (%)
ξ = 1, ω = 0.03 (averaged Monte Carlo error: 6.1%)
WCE1 1.74 0.39 4.16 0.31 0.29 2.55
WCE2 1.83 0.40 4.28 0.32 0.32 2.65
SNM 2.22 6.66 5.40 1.48 1.23 4.12
ξ = 1, ω = 0.06 (averaged Monte Carlo error: 5.8%)
WCE1 0.51 0.37 1.08 0.16 0.26 2.11
WCE2 0.56 0.38 1.11 0.16 0.28 2.10
SNM 1.08 20.72 2.57 0.81 1.85 3.02
ξ = 1, ω = 0.09 (averaged Monte Carlo error: 4.3%)
WCE1 0.28 0.35 0.46 0.13 0.29 2.24
WCE2 0.31 0.37 0.46 0.13 0.29 2.23
SNM 1.72 36.35 3.49 1.20 2.15 3.07
ξ = 2, ω = 0.03 (averaged Monte Carlo error: 4.6%)
WCE1 0.30 0.38 0.39 0.09 0.27 0.17
WCE2 0.34 0.38 0.44 0.10 0.28 0.17
SNM 0.44 6.51 0.80 0.11 1.15 0.19
ξ = 2, ω = 0.06 (averaged Monte Carlo error: 3.8%)
WCE1 0.26 0.36 0.36 0.11 0.26 0.36
WCE2 0.29 0.38 0.38 0.11 0.28 0.35
SNM 1.52 23.78 3.24 0.25 1.93 0.38
ξ = 2, ω = 0.09 (averaged Monte Carlo error: 3.4%)
WCE1 0.23 0.35 0.34 0.10 0.28 0.58
WCE2 0.30 0.37 0.41 0.10 0.29 0.55
SNM 3.06 40.12 6.80 0.52 2.21 0.53
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Figure 1: The contour plots of the true density function (blue), and estimated density
functions based on WCE with γ = 0.2 (red) and the standard maximum likelihood
method (green) applied to simulated datasets with 6 combinations of ξ ∈ {1, 2} and
ω ∈ {0.03, 0.06, 0.09}.
(2016), we consider the two-component mixture of experts model given by
f(yi|xi) = g(xi; η)φ(yi;β01 + β11xi, σ21)
+ {1− g(xi; η)}φ(yi;β02 + β12xi, σ22),
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where g(xi; η) = logit
−1(η0 +η1xi). The unknown parameters are estimated based on
the two approaches: the standard maximum likelihood method via the EM algorithm
denoted by MOE and the proposed WCE method with γ = 0.3 denoted by RMOE.
We then carried out the outlier detection rule in Section 2.3, we detected 13 outliers
for α ∈ {0.001, 0.005, 0.01}. The estimated regression lines, the detected outliers, and
the classification results are shown in the upper penal of Figure 2. The figure shows
that the estimated regression lines based on the two methods are slightly different,
but both methods successfully capture the grouped structure of the dataset. We also
found that the estimate of η1 is almost equal to 0, so the mixing probability seems
homogeneous.
Next, we investigated the sensitivity of the model against outliers by artificially
adding 10 identical pairs (0, 4) to the original data set as outliers, as done in Cham-
roukhi (2016). The estimated regression lines under the two methods are shown
in the lower panel of Figure 2. The figure clearly shows that the MOE modeling
is very sensitive to outliers. Contrary, the estimates of the proposed RMOE mod-
eling for the original and contaminated datasets are quite similar, indicating the
desirable robustness properties of the proposed method. We tried different values of
γ ∈ {0.3, 0.4, 0.5}, but the results have not been changed much. We also note that
the result of the proposed method in Figure 2 is almost identical to that reported
in Chamroukhi (2016), where the t-distribution was used as a robust alternative.
Finally, using the outlier detection rule, we found 23 outliers including 10 artificial
outliers for any α ∈ {0.001, 0.005, 0.01}.
7.2 Swiss banknote data
Here, the proposed WCE method is applied to the famous Swiss banknote dataset
(Flury and Riedwyl, 1988). The data consists of six measurements (p = 6) made
on 100 genuine and 100 counterfeit old Swiss 1000 franc bills. In this study, each
measurement is scaled to have zero mean and unit variance. We apply the skew
normal mixture models to the data using the proposed WCE and the standard EM
algorithm.
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Figure 2: Estimated regression lines in two clusters, detected outliers and classifica-
tion results for the tone preception data based on the standard maximum likelihood
(MOE) and robust (RMOE) method for the original tone data (upper) and contam-
inated data (lower).
We first considered selecting the number of clusters K. To this end, we computed
the trimmed BIC criterion (5) for K ∈ {2, 3, 4} and γ ∈ {0, 0.05, . . . , 0.45, 0.5} in
which we set α = 0.001 (threshold probability for outliers) and c = 50 (eigen-ratio
constraint). The results are shown in Figure 3 indicates that K = 2 is a reasonable
choice for the number of clusters, which is consistent with the true number of labels.
We also note that under the non-robust method (γ = 0) the BIC values of K = 2
and K = 3 are almost identical. We also carried out the selection step with α ∈
{0.005, 0.01}, and found that the results were almost identical.
Using γ = 0.3 in the proposed WCE method, we fitted the skew normal mixture
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models with K = 2. The obtained robust estimates and standards errors of the skew-
ness parameter ψk are repeated in Table 9. The table shows that there is significant
skewness in two measurements (Bottom and Top), so the skew-normal mixture mod-
els would be more desirable than the Gaussian mixture models for this dataset. By
carrying out the outlier detection strategy with α = 0.001, we identified 33 outliers
that include 14 genuine and 19 counterfeit bills. The outliers and resulting cluster
assignments are presented in Figure 4. The figure shows that the skew normal mix-
ture can flexibly capture the cluster-wise distributions of the six measurements with
successfully ignoring the outliers.
Finally, we assessed the classification accuracy of the proposed robust method and
standard (non-robust) EM algorithm. Based on the fitted results, cluster assignment
for all the observations including outliers is obtained as the maximizer of the posterior
probability. Then, we compared the estimated assignment with the true labels (”gen-
uine” or ”counterfeit”). The proposed method was able to classify all bills correctly,
that is, there was no misclassification, while the standard EM algorithm misclassified
18 bills. The result is consistent with that of the simulation study and thus strongly
suggests that the mixture model is robustified against outliers in order to correctly
classify the observations to clusters.
Table 9: Robust estimates and standard errors of the skewness parameters in the
skew normal mixture models applied to Swiss banknote data.
Cluster 1 Cluster 2
Estimate SE Estimate SE
Length -0.17 0.33 -0.26 0.33
Left -0.39 0.20 0.19 0.29
Right -0.26 0.35 -0.01 0.33
Bottom 0.57 0.22 0.88 0.12
Top -1.33 0.15 -1.28 0.11
Diagonal 0.13 0.14 -0.04 0.20
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Figure 3: Monitoring the trimmed BIC criterion for K ∈ {2, 3, 4} and γ under skew
normal mixture models applied to Swiss banknote data.
8 Concluding remarks
In this paper, we have introduced the new strategy for robust mixture modeling based
on the weighted complete estimating equations. We have then developed the EEE
algorithm for iteratively solving the proposed estimating equations. The advantage
of the proposed method is its computational feasibility because the proposed EEE
algorithm admits the relatively simple iteration procedures. The applications of the
proposed method to three thee mixture models, multivariate Gaussian mixture, the
mixture of experts, and multivariate skew normal mixture were considered and the
feasible EEE algorithms to estimate these models were derived. In particular, for the
skew normal mixture, we have slightly extended the proposed method and derived
the novel EEE algorithm in which all the updating steps are obtained in the closed-
forms. Through the simulation study and real data examples, we have confirmed the
desirable performance of the proposed methods.
In this work, we only adopted the unstructured variance-covariance (scale) matrix
of the Gaussian mixture and skew normal mixture in Sections 3 and 5. However, it
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Figure 4: Cluster assignment and detected outliers by the proposed WCE method
with skew normal mixture models applied to . Genuine bills are denoted by a green
×, counterfeit bills by a red 4, and outliers by a black filled circle.
might be useful to consider a structured scale matrix parametrized by some param-
eters as done in R package ‘Mclust’ (Scrucca et al., 2016) or selecting the suitable
structure of the scale matrix via information criterion (e.g. Cerioli et al., 2018). It
would be a valuable future study to incorporate such approaches into the proposed
methods.
As briefly mentioned in Section 1, the proposed weighted complete estimating
equations are closely related to the density power divergence (Basu et al., 1998) in that
the derivative of the density power divergence for the conditional distribution given
the latent grouping variables leads to the proposed complete estimating equation.
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Hence, other types of divergence such as γ-divergence (Fujisawa and Eguchi, 2008)
can be also adopted to propose alternative weighted complete estimating equations.
However, there is no guarantee for other divergences that we can obtain feasible EEE
algorithms as developed in the present paper. A further investigation into the usage
of another divergence and its comparisons exceeds the scope of this paper and thus
is left as interesting future research.
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