In this paper, we investigate the controllability of nonlocal Hilfer-type fractional differential inclusions with noninstantaneous impulsive conditions in Banach spaces.
Introduction
Fractional differential equations and inclusions arise naturally in various fields, and there are many papers in the literature on existence and controllability results (see, for example, [4, 9, 11, 12, 14, 17, 23] ). Impulsive differential equations and inclusions arise in applications in physics, biology, engineering, medical fields, industry and technology. Mild solutions to impulsive differential equations and inclusions were studied in [2] and reference therein. Note that the introduction of the drugs in the bloodstream and the consequent absorption for the body are gradual and continuous processes. To characterize this process, Hernándaz and O'Regan [8] introduced noninstantaneous impulsive differential equations, and for recent contributions, we refer the reader to [13, [18] [19] [20] [21] .
Hilfer fractional differential equations were studied in [3-5, 7, 9, 10, 22] . However, there are only a few papers on controllability of Hilfer-type fractional noninstantaneous impulsive differential inclusions. In this paper, by avoiding any condition on the invertibility of the linear controllability operator expressed in terms of measures of noncompactness, we study the controllability of the Hilfer-type fractional noninstantaneous impulsive differential inclusions with nonlocal conditions D α,β s + i x(t) ∈ Ax(t) + F t, x(t) + B u(t) , a.e. t ∈ (s i , t i+1 ], i = 0, 1, . . . , m,
, t ∈ (t i , s i ], i = 1, . . . , m,
where 0 < α < 1, 0 β 1, γ = α + β − αβ, D α,β si+ x(t) is the left-sided Hilfer derivative [9] with lower limit at s i of order α and type β. Let J = [0, b], b > 0, E be a real Banach space and A be the infinitesimal of strongly continuous semigroup T (t), t > 0. In addition, 0 = s 0 < t 1 < s 1 < t 2 < · · · < t m < s m < t m+1 = b, x(t + i ), x(t − i ) are the right and left limits of x at the point t i , respectively, I 1−γ s + i is the left-sided Riemann-Liouville integral of order 1 − γ [11] with lower limit at s i , and
. Moreover, F : J × E → 2 E − {∅} is a multifunction, g : P C 1−γ (J, E) → E and g i : [t i , s i ] × E → E, i = 1, 2, . . . , m, are functions. The control function u is given in L p (J, X), p > 1/α, a Banach space of admissible control functions, with X being a real Banach space, B is a bounded linear operator from X into E, and x 0 is a fixed point of E. The space P C 1−γ will be discussed in the next section.
The paper is organized as follows. In Section 2, we collect some background material concerning multifunctions and fractional calculus, and we discuss a measure of noncompactness on the space of piecewise weighted continuous functions. In Section 3, we consider the controllability of (1), and in Section 4, an example is given to illustrate our theory.
Preliminaries and notation
Let P b (E) = {B ⊆ E: B is nonempty and bounded}, P cl (E) = {B ⊆ E: B is nonempty, convex and closed}, P ck (E) = {B ⊆ E: B is nonempty, convex and compact}, conv(B) (respectively, conv(B)) be the convex hull (respectively, convex closed hull in E) of a subset B, and C(J, E) be Banach space of all E-valued continuous functions from J to E with the norm
For a ∈ [0, b) and 0 γ 1, consider the weighted spaces of continuous func-
Similar to the scalar case given in [5] , we have
, then for any k = 0, 1, . . . , m, the following hold:
we mean a function x ∈ C((0, b], E), which satisfies
Remark 2. From [7, Remark 2.14]) we have:
(ii) When β = 0, the fractional equation (2) reduces to the classical Riemann-Liouville fractional equation, which was studied by Zhou et al. [24] . Note that S α,0 (t) = K α (t) = t α−1 P α (t).
http://www.journals.vu.lt/nonlinear-analysis (iii) When β = 1, the fractional equation (2) reduces to the classical Caputo fractional equation, which was studied by Zhou et al. [24] . Note S α,1 = S α (t), where S α (t) is defined in [24] . 
is continuous for the uniform operator topology for t > 0, and there is
Then we have
is continuous for the uniform operator topology for t > 0.
(ii) For any fixed t > 0, S α,β (t) and K α (t) are linear bounded operators, and for any fixed
, t > 0} are strongly continuous, which means that for any x ∈ E and 0 < t
Based on Definition 1 we present the concept of mild solutions of (1).
such that
Definition 3. System (1) is said to be controllable on J if for every x 0 , x 1 ∈ E, there exists a control function u ∈ L p (J, X) such that a mild solution of (1) satisfies 
Then N has a fixed point.
Controllability results
In this section, we establish some controllability results for (1) .
. . , m) and p be a real number such that p > 1/α. In addition, (H 1 ) holds and we assume the following conditions:
x(t)) has a strong measurable selection, and for almost every
where η = b α−1/p ((p − 1)/(pα − 1)) (p−1)/p , and χ is the Hausdorff measure of noncompactness on E.
bounded sets, and for any t ∈ J, g i (t, ·) is compact, and there exists a positive constant h i such that for any
and there exists a positive constant N such that W −1 N and B N .
http://www.journals.vu.lt/nonlinear-analysis
Then by the Hölder's inequality, for any u ∈ L p (J, X), we have
has a measurable selection f , and by (F 2 ),
Therefore, we can define a multifunction R : P C 1−γ (J, E) → 2 P C1−γ (J,E) as follows. For any x ∈ P C 1−γ (J, E), a function y ∈ R(x) if and only if
. Let us show that using the control function defined by (7), any fixed point for R is a mild solution for (1) and satisfies x(0) = x 0 and x(b) = x 1 . In fact, if x is a fixed point for R, then from (7) we have
We now prove using Lemma 4 that R has a fixed point. The proof will be given in several steps. It is easy to see that the values of R are convex.
Step 1. In this step, we claim that there is a natural number n such that
Then, if t ∈ [0, t 1 ], using Hölder's inequality, we have
http://www.journals.vu.lt/nonlinear-analysis From (9) and Remark 1(ii) we get u xn,fn L p (J,X)
It follows from (9) and (10) that
Similarly, we get for t ∈ (s i , t i+1 ], i = 1, 2, . . . , m,
From (11), (12) and (13) we have
Divide both sides by n and pass to the limit as n → ∞, and we obtain
which contradicts (5). Thus we deduce that there is a natural number n 0 such that R(B n0 ) ⊆ B n0 .
Step
We claim that the subsets K |J k (k = 0, 1, . . . , m) and K |Ti (i = 1, 2, . . . , m) are equicontinuous, where
Then there is a x ∈ B n0 and a f ∈ S p F (·,x(·)) such that for t ∈ (0, t 1 ],
Let t, t + δ be two points in (0, t 1 ]. Then
In view of Lemma 1, it follows that 
From Lemma 1 and (F 2 ) we get
Similarly,
ds exists, and from Lebesgue dominated convergence theorem we see that lim δ→0 I 4 = 0.
For I 5 , note that
http://www.journals.vu.lt/nonlinear-analysis To find this limit, let > 0 be enough small. We have
From Lemma 1, lim δ→0 sup s∈[0,t− ] P α (t + δ − s) − P α (t − s) = 0, and since ϕ ∈ L p (J, R + ), then from the Lebesgue dominated convergence theorem we see that I 5 → 0 as δ → 0 and → 0.
Next, it follows from (10) that
For I 7 , note that
Since ϕ ∈ L p (J, R+) and
ds exists, then from the Lebesgue dominated convergence theorem we see that 
Next,
To find this limit, let > 0 be enough small. We have lim δ→0 X) , then from the Lebesgue dominated convergence theorem we see that I 8 → 0 as δ → 0 and → 0.
Case 2. Let y ∈ K |Ti , i = 1, 2, . . . , m. Then y(t) = g i (t, x(t − i )), t ∈ (t i , s i ], i = 1, . . . , m. Let i ∈ {1, 2, . . . , m} be fixed and t, t + δ ∈ (t i , s i ]. Since x P C1−γ (J,E) n 0 , it follows from the uniform continuity of g i on bounded sets that lim δ→0 y(t + δ) − y(t) = lim δ→0 g i (t + δ, x(t − i )) − g i (t, x(t − i )) = 0, independent of x. When t = t i , i = 1, . . . , m, let δ > 0 be such that t i + δ ∈ (t i , s i ] and λ > 0 such that t i < λ < t i + δ s i . Then we have y * (t i + δ) − y * (t i ) = lim λ→t + i y(t i + δ) − y(λ) = 0. Case 3. Let z ∈ K |J k , k = 1, . . . , m. Then there is a x ∈ B n0 and a f ∈ S p F (·,x(·)) such that for t ∈ (s k , t k+1 ],
Let k ∈ {1, 2, . . . , m} be fixed. If t = s k and δ > 0, then
http://www.journals.vu.lt/nonlinear-analysis Next, let t, t + δ ∈ (s i , t i+1 ], δ > 0. Then we have
Arguing as in Case 1, we conclude that lim δ→0 z(t + δ) − z(t) = 0.
Step 3. The graph of the multivalued function R |Bn 0 : B n0 → 2 Bn 0 is closed. Consider a sequence {x n } n 1 in B n0 with x n → x in B n0 and let y n ∈ R(x n ) with y n → y in P C 1−γ (J, E). We need to show y ∈ R(x). Recalling the definition of R, for any n 1, there is a f n ∈ S p F (·,xn(·)) such that (8) holds. In view of (6), f n (t) ϕ(t)Ω(n 0 ) for every n 1 and for a.e. t ∈ J. Then {f n , n 1} is bounded in L p (J, E). Because p > 1, L p (J, E) is reflexive, and hence, without loss of generality, we can assume that {f n } converges weakly to a function f ∈ L p (J, E). From Mazur's lemma, for every natural number j, there is a natural number k 0 (j) > j and a sequence of nonnegative real numbers λ j,k , k = k 0 (j), . . . , j, such that k0 k=j λ j,k = 1, and the sequence of convex combinations z j = k0 k=j λ j,k f k , j 1, converges strongly to f in L 1 (J, E) as j → ∞.
Take y n (t) = k0(n) k=n λ n,k y k (t). Then
From the continuity of W −1 and the fact that z n (t) → f (t) a.e. it follows from the Lebesgue dominated convergence theorem that lim n→∞ u xn,zn (t) = u x,f (t), a.e. t ∈ J. Then by the continuity of g and B and by the uniform continuity of g i on bounded sets it follows from the Lebesgue dominated convergence theorem that y
Since y n → y, then y = v. For almost everywhere t, F (t, ·) is upper semicontinuous with closed convex values, so from [1, Chap. 1, Sect. 4, Thm. 1] it follows that f (t) ∈ F (t, x(t)), a.e. t ∈ J, and hence R is closed.
Step 4. We show (3) holds with x 0 = 0.
We claim that Z is relatively compact in P C 1−γ (J, E). Since C is countable and C ⊆ Z = conv({0} ∪ R(Z)), we can find a countable set H = {y n , n 1} ⊆ R(Z) with C ⊆ conv({0} ∪ H). Now for any n 1, there exists x n ∈ Z ⊆ B n0 with y n ∈ R(x n ). Thus there is a f n ∈ S p F (·,xn(·)) such that (8) holds. According to the definition of χ P C1−γ (J,E) (Z), one obtains
Since Z |Ji and Z |Ti are equicontinuous, then from Lemma 3 the last inequality becomes
where y * n (t) =
That is,
Then, using the properties of the measure of noncompactness, one has χ y * n (t), n 1
From the compactness of g and the continuity of S α,β it follows that χ{t 1−γ S α,β (t)× (x 0 + g(x n )), n 1} = 0.
Then, if t ∈ J 0 , using Lemma 2, we get that Observe that from (F 3 ) we have
Next, in order to estimate the quantity χ{ t 0 (t − s) α−1 B(u xn,fn (s)), n 1}, we consider the operator Θ : L p (J 0 , X) → E:
here h ∈ L p (J 0 , X). Now Θ is linear, and for any h 1 , h 2 ∈ L p (J 0 , X) and any t ∈ J,
Thus Θ is linear and continuous (bounded). Moreover, from the linearity and boundedness of W −1 , the compactness of g m , the continuity of S α,β (b − s m ), (7) and (15) we have χ L P (J,X) {u xn,fn , n 1}
It follows that
This inequality with (15) gives
Next, from the compactness of g one obtains
is bounded for every i = 1, 2, . . . , m. Then from the compactness of g i we get for i = 1, . . . , m,
and χ{g i (t i , x n (t − i )), n 1} = 0. Then for i = 1, 2, . . . , m,
As above, χ{(t − s i ) 1−γ S α,β (t − s i )g i (s i , x n (t − i )), n 1} = 0, i = 1, 2, . . . , m. Then, arguing as above, we see that for any k = 1, 2, . . . , m, max t∈J k χ y * n (t), n 1
From (4), (14) , (16)- (20) we get
Thus χ P C1−γ (J,E) (Z) = 0, and hence Z is relatively compact.
Step 5. R maps compact sets into relatively compact sets. Let B be a compact subset of B n0 . Let (y n ), n 1, be a sequence in R(B). Then there is a sequence (x n ), n 1, in B, such that y n ∈ R(x n ). Thus there is a f n ∈ S p F (·,xn(·)) such that for t ∈ J, (8) holds. We show that Z = {y n , n 1} is relatively compact in P C 1−γ (J, E). Since B is compact in P C 1−γ (J, E), we can assume, without loss of generality, that x n → x in B. As in Step 3, we see that there is a subsequence of (y n ), which converges to a function v ∈ R(B). Then the set {y n , n 1} is relatively compact in P C 1−γ (J, E). Thus R(B) is relatively compact. Now, by applying Lemma 4, there is a x ∈ P C 1−γ (J, E) and f ∈ S p F (·,x(·)) such that
Divide both sides by n and pass to the limit as n → ∞, and we have
which contradicts (24).
An example
In this section, we give an example to illustrate our theory.
. Now E is a separable Hilbert space. Set s 0 = 0, t 1 = 1/4, s 1 = 1/2 and t 2 = b = 1. For any function x : J → L 2 (J) and any t ∈ [0, 1], we let x(t)(y) := x(t, y), y ∈ J.
where I d is the identity operator and γ > 0, and let g :
. Moreover, the compactness of L implies that g is compact, and hence (Hg * ) is satisfied. Now we consider
a.e. t ∈ (s i , t i+1 ], i = 0, 1,
x t + 1 , y = g 1 t 1 , x t − 1 , y , y ∈ J, x(t, y) = g 1 t, x t − 1 , y , t ∈ (t 1 , s 1 ], y ∈ J, I 1−γ 0 + x(0, y) = x 0 + g(x)y,
where u ∈ L 2 (J, L 2 (J)). Define A : D(A) ⊆ L 2 [0, 1] → L 2 [0, 1] by Ax = x yy , where domain A is given by D(A) = {x ∈ L 2 [0, 1]: x, x y are absolutely continuous, x yy ∈ L 2 [0, 1], x(t, 0) = x(t, 1) = 0}. Then A can be written as Ax = ∞ n=1 n 2 x, x n x n , x ∈ D(A), where x n (y) = √ 2 sin ny, n = 1, 2, . . . , is the orthonormal basis of E. Moreover, for any x ∈ L 2 [0, 1], we have T (t)(x) = ∞ n=1 e −n 2 t x, x n x n . Now A is the infinitesimal generator of the strongly continuous semigroup {T (t), t 0}.
Next, the operator P 1/2 (·) can be written as P 1/2 (t) = (1/2) ∞ 0 θξ 3/4 (θ)T (t 1/2 θ) dθ. Define W : L 2 (J, L 2 (J)) → L 2 (J) by W (u) := Note that for any natural number n and any θ > 0, we have θ/ √ 2 < θn 2 / √ 2, and hence, e −(n 2 / √ 2)θ e −θ/ √ 2 < 1. Thus
Then
Define a function u : J → L 2 (J) by
Then W (u) = γ x .
Observe that W −1 (x) is independent of t ∈ [0, 1]. Consequently, we obtain W −1 1/(γ[1 − E 1/2 (−1/ √ 2)]). Then from Theorem 3 system (25) is controllable.
