Acoustoelastic effects of surface waves in concrete subjected to compressive and bending stresses by Spalvier Blanco, Agustin
© 2015 Agustin Spalvier Blanco
ACOUSTOELASTIC EFFECTS OF SURFACE WAVES IN CONCRETE SUBJECTED
TO COMPRESSIVE AND BENDING STRESSES
BY
AGUSTIN SPALVIER BLANCO
THESIS
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Civil Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2015
Urbana, Illinois
Adviser:
Professor John S. Popovics
ABSTRACT
This investigation focuses on the study of acoustoelastic effects on Rayleigh surface waves (R-waves) in
concrete samples subjected to 4-point load bending and uniaxial compression, considering a broad range
of strain levels. The main objectives are (1) to study individually the acoustoelastic effects in tension and
compression, through bending, and (2) to study the acoustoelastic effects of uniaxial compression against
compression by bending. Theories of wave propagation and acoustoelasticity are presented heuristically.
The most recent findings of acoustoelasticity in concrete are reviewed and discussed. Experiments consist
of R-waves generated using a partially air-coupled configuration. Several wave arrival detection methods
are studied and results are compared to signals simulated using a finite element model. An optimal R-wave
detection method is defined for the investigation’s experimental work. Preliminary acoustoelastic results are
shown, where measurements are carried out simultaneously on two sides of each of four concrete specimens.
These samples are tested under uniaxial compression and then in bending. Some results obtained are similar
to other reported research. Acoustoelastic behaviors of opposing surfaces of same specimens are not found
to be necessarily the same. Results in general are not repeatable, but two general trends are observed in
the tests: (1) at equal strain levels, R-wave velocity decreases more under tension than it increases under
compression, and (2) R-wave increases more in uniaxial compression than it increases in compression by
bending at a given strain level.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Concrete is the most versatile and widely used construction material in the world. Buildings, bridges, dams,
aqueducts, and pavements have been constructed out of concrete. However, as with any other construction
material, concrete may contain flaws. These flaws may exist due to a variety of problems, for example
errors in design, poor concrete handling and casting practices, or use of deficient raw materials. In addition,
well designed sound concrete will suffer from unavoidable deterioration processes. Some of these may cause
deterioration of concrete properties but remain hidden internally [1]. Thus, these represent important safety
concerns. The use of non-destructive testing (NDT) techniques represent a convenient approach that may
provide reliable in-situ information about the material’s integrity.
In civil engineering one of the main purposes for materials is to support loads. In fact, every structural
element in service is being subjected to stresses of some sort. From a safety standpoint, there are circum-
stances in which one would like to know the stress field or level that a certain structural member is subjected
to. A possible approach to solve this query, although impractical and unlikely, would be to remove a piece of
material from the member and introduce a load-cell to measure force; this would certainly work for concrete
columns in compression. However, this is a destructive approach that involves much work and high costs.
An NDT approach would be more reasonable.
Unfortunately, stresses cannot be directly measured and accurate techniques to estimate stress indirectly
are limited [2]. One of the most promising techniques available is acoustoelasticity, which uses mechanical
wave propagation to detect applied stresses. When a material is under stress, the velocity at which mechanical
waves travel through it changes; such effects are called acoustoelastic effects [3]. Thus, changes of mechanical
wave propagation velocity can be theoretically correlated to changes in stresses. Traditionally, acoustoelastic
effects have been measured with a static approach, i.e. load is applied statically and wave propagation
velocity is measured. However, the emerging technique of dynamic acoustoelasticity uses a low frequency
wave to introduce a strain field into the material, and the wave propagation velocity of a high frequency
wave is measured at different strain levels. Dynamic acoustoelasticity has been applied to various materials
as metals, polymers, rock and concrete [4][5][6]. However, in porous materials, such as rock or concrete,
the dynamic acoustoelastic behavior, at low strain levels, does not fully agree with the static acoustoelastic
behavior at higher strain levels. Additional study of static acoustoelastic effects in low strain levels is needed
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to improve the understanding of dynamic acoustoelastic effects. With these motivations, this investigation
focuses on the study of static acoustoelastic effects in concrete especially at low strain levels.
1.2 General Objective
The general objective of this investigation is to improve the understanding of acoustoelastic effects in
concrete, especially under low compression and tension stresses, but also to consider and develop an approach
that could be eventually applied in the field.
1.3 Approach
Recent research has successfully employed partially and fully air-coupled (contactless) techniques to char-
acterize concrete using mechanical wave propagation [7][8][9][10]. This approach has the great advantage of
being able to collect enormous amount of data in different locations over short periods of time, which eases
its use in field applications. In order to take advantage of this benefit, this investigation uses a partially
air-coupled configuration, with a contactless sending transducer and contact receiving accelerometers.
Moreover, this investigation uses Rayleigh surface waves (R-waves) instead of bulk waves. R-waves prop-
agate along the surface of the medium at lower speed than bulk waves and also suffer less attenuation than
them [11]; thus, they can be easily detected from one side of the specimen. One-sided configurations are
very useful for field applications in which access to both sides of the specimen may not always be possible.
Furthermore, in the specific set ups carried out in this investigation, concrete was submitted to different
stress fields at opposing surfaces of a sample (for example tension and compression), therefore, the use of
R-waves was the most advantageous choice.
1.4 Specific Objectives
The specific objectives of this investigation are (1) to develop a configuration of sending transducer and
receivers capable of capturing the acoustoelastic effects of R-waves in concrete across a broad range of strain
values, especially low strain values, (2) to apply that configuration to concrete specimens in 4-point load
bending and uniaxial compression, (3) to compare the potential differences of the acoustoelastic effects in
uniaxial compression to compression in bending, and (4) to compare the acoustoelastic behavior of concrete
in tension against compression, through bending.
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1.5 Structure of Thesis
This thesis contains 5 chapters. Chapter 1 is the introduction. Chapter 2 is the literature review; it
contains the fundamental theory of mechanical wave propagation and an introduction to the the theory of
acoustoelasticity, where special emphasis is placed on the use of Rayleigh waves in concrete. Chapter 3
describes the experimental method. It explains the organization of the investigation, the equipment used
and the testing procedures. There is a description of every test reported in this thesis. Chapter 4 contains
the results and discussion. It follows a similar organization as in chapter 3, but there are additional sections
that focus on discussion. Chapter 5 contains a summary and the conclusions of this investigation. Finally,
several appendices contain additional information that the reader might be interested in.
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CHAPTER 2
LITERATURE REVIEW
2.1 Fundamentals of Mechanical Wave Propagation
2.1.1 Definitions and Basic Wave Characteristics
A mechanical wave is defined as a disturbance that travels through a physical medium, transferring
mechanical energy but not mass. When a disturbance event takes place in a material, the wave medium
molecules vibrate with a certain amplitude. Their motion cause the neighbouring molecules vibrate too,
enabling energy propagation in the form of a wave. The amplitude at which molecules vibrate depends
on the initial excitation, medium properties, time and position. Thus, mechanical waves can only exist in
solids, liquids and gas, but not in vacuum where there are no material molecules available to transfer energy
through vibration [12].
The simplest description of motion of a one-dimensional travelling harmonic wave can be mathematically
defined as [12]
A(x, t) = A0sin(ωt− kx), (2.1)
where A0 is the amplitude of the initial excitation (initial amplitude of the disturbance), A(x, t) is the wave’s
amplitude at position x and time t, k is the wave number and ω is the angular frequency. The quantity
ωt − kx is referred to as “phase angle”. The amplitude is a magnitude that gives an idea of the amount
of energy being carried. For mechanical waves, the amplitude describes usually a molecule displacement,
velocity or acceleration, but it can also describe other properties for other types of waves. It should be noted
that in expression 2.1, amplitude A does not decay over position or time. Thus, this definition does not
consider energy dissipation. This effect will be added into the analysis later on.
Two very important physical properties of harmonic waves are frequency (f) and wavelength (λ), which
are related to ω and k as per equations 2.3 and 2.4. The harmonic wave is a good example from which to
understand these basic wave properties. First, it should be noted that from equation 2.1, the movement
of a specific molecule (x = x0) is cyclic or oscillatory; i.e. the molecule has a starting position and at the
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end of the oscillation, all properties are exactly the same as they were at the starting point. The time
that takes one oscillation to occur is called the time period (P ). Conversely, f is defined as the number
of oscillations per unit of time. ω can be thought as the rate at which one molecule completes an entire
oscillation. One complete oscillation corresponds to 2pi radians movement. Thus, ω is expressed in units of
radians per second (rad/s). λ is the distance in space that takes the disturbance to complete one oscillation,
at a specific instant of time t = t0. In a harmonic wave, λ can be computed as the spatial distance between
two successive maximum amplitudes. k can be thought as the number of times that λ enters in 2pi units of
distance. Equations 2.2 through 2.4 show the relationships between P , f , ω, k and λ as
P =
1
f
(2.2)
ω = 2pif (2.3)
k =
2pi
λ
. (2.4)
The previous analysis considers a harmonic wave propagating through a medium which represents motion
with a single constant frequency f . In reality, it is impossible to make molecules vibrate at exactly one
frequency, mainly due to waves being finite pulses rather than a continuous harmonic wave. This means that
real waves are non infinitely periodic and therefore their associated frequency package cannot be one single
frequency. However, finite-length waves (commonly denominated “pulses”) can be described as an infinite
sum of harmonic waves. Each of these waves has one single phase angle (ωit − kix), where i is an integer
that represents each of the addends harmonic waves [12]. In addition, each of these addends harmonic waves
is associated with a different initial disturbance amplitude Ai. Thus, the real travelling wave pulse carries
the energy framed within a range of frequency components.
Depending on the type of initial disturbance, most of the vibratory energy is usually concentrated around a
“center frequency”; i.e. the center frequency carries the highest energy level. If the frequency range is narrow
in comparison to the center frequency, the wave is said to be narrow-banded; if the that range is broad in
comparison to the center frequency, the wave is said to be broad-banded. The previous theoretical approach
in which the wave frequency content consisted of only one frequency represents better narrow-banded waves
than broad-banded waves [13].
2.1.2 Dispersion, Group and Phase Velocity
In some media, the different frequency components of the wave propagate at different speeds. This effect
is called dispersion. Materials that enable and promote this effect are called dispersive materials. Also, some
waves modes are inherently dispersive regardless of the medium through which they travel. These wave
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modes are called dispersive wave modes [2].
Phase velocity is defined as the propagating velocity of a specific frequency component of a travelling
wave. Mathematically, phase velocity (Vph) is defined as [2][13]
Vph =
ω
k
. (2.5)
Combining equation 2.5 with equations 2.2 through 2.4 yields
Vph =
ω
k
=
λ
P
= fλ. (2.6)
For non-dispersive wave propagation, all frequency components travel with the same velocity. In a disper-
sive situation, considering a wave consisting of similar frequencies, each frequency component travels with a
different phase velocity. Thus, as the wave travels through the medium, the superposition of each frequency
component builds up a wave that changes its shape as it propagates. The speed at which the entire wave
package travels is called group velocity (Vgr) [2]. Group velocity is defined as [2][13]
Vgr =
∂ω
∂k
. (2.7)
Mathematically, a dispersive situation occurs if ω is related non-linearly to k. In this case, Vph and Vgr
are different from each other. On the other hand, in a non-dispersive situation Vph and Vgr are equal [12].
Therefore, three cases can be identified [2][13]:
• Vph > Vgr - Classical normal dispersion. Waves appear to originate at the slower end of the wave
group, travel to the fastest front and disappear.
• Vph = Vgr - No dispersion. There is no relative motion between each frequency component of the wave
and the wave group. The traveling wave maintains its shape.
• Vph < Vgr - Anomalous dispersion. Waves appear to originate at the front of the wave group, travel to
the rear, and disappear.
2.1.3 Bulk Waves
At this point, it is useful to narrow down the theoretical analysis focusing on the objectives of this
investigation. The group velocity of a propagating wave has been widely used in the non-destructive testing
(NDT) field of construction materials. In concrete, the concept of wave propagation velocity has been
successfully used to detect internal flaws and to estimate material’s properties such as elastic modulus or
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strength [2][12][14][15][16]. A common theoretical approach is to consider a harmonic plane wave traveling
through an “infinite perfect medium”.
Given a Cartesian coordinate system x, y, z, defined by unit vectors i, j,k, respectively, a plane wave, in
three dimensions, is defined as a propagating disturbance which has consistent phase across the whole space.
The general mathematical expression for a harmonic plane wave in three dimensions is [12]
u(x, y, z, t) = (Axi +Ayj +Azk) sin (kxx+ kyy + kzz − ωt) (2.8)
where Ax, Ay, Az are the amplitudes of the disturbance’s components projected in directions i, j, and
k, respectively; kx, ky and kz, are the components of a wave vector in three dimensions, and u is the
displacement of the material (x, y, z) due to the traveling wave in time t.
From equation 2.8, the disturbance has consistent phase in space only if
kxx+ kyy + kzz − ωt = φ (2.9)
where φ is constant. Thus from expression 2.9, it can be easily deduced that the wave front forms a plane
in space at every instant of time t.
An “infinite perfect medium” is defined as a linear-elastic homogeneous isotropic infinite medium. Linear
means that the strain-stress relationship of the material follows a linear (and proportional) relationship.
Elastic means that if the material is deformed due to the application of a certain stress level, once the stress
ceases, the material reaches the exact same undeformed initial state. Homogeneous means that every piece
of material can be considered to be exactly equal to every other piece of material from any part of the
entire volume. Isotropic means that the material’s behavior is not direction-dependant; e.g. considering a
Cartesian axes system x, y, z, if a stress field is applied in an arbitrary direction x, the material’s response
is analogous as if that same stress field would have been applied in direction y. Finally, considering the
material to be infinite enables avoiding the consideration of border conditions for the analysis.
It may seem difficult to think of real material that holds all the assumptions previously stated. However,
there are situations at which they can hold and experiments have shown consistency with theory. The
feasibility of applying this theoretical approach in concrete is discussed in section 2.1.8.
In the interior of an infinite perfect solid medium, plane waves can travel in two possible modes. The
first possible mode are the longitudinal waves. Longitudinal waves are also called “compression”, “primary”
“dilatation” or “P” waves. The second mode are the transverse waves. These waves also called “shear”,
“secondary”, “distortion” or “S” waves [12]. These two modes are called “bulk” or “body” waves, because
they exist in the interior of the medium. Other group of waves, which are affected by the medium’s boundaries
are called “guided” waves. P-waves are irrotational and S-waves are equivoluminal [17]. It can be theoretically
proved that, in linear-elastic media, body wave propagation is not dispersive [12]. Thus, there is no need to
differentiate between phase and group velocities for these type of wave modes traveling through an infinite
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perfect medium.
P-waves vibrate in the same direction as the direction of wave propagation. S-waves, on the other hand,
vibrate in a direction perpendicular to the direction of wave propagation. In other words, P-waves are
polarized in the same direction as the wave propagation direction, whereas S-waves are polarized in a
direction perpendicular to the wave propagation direction. Therefore, P-waves exist in any kind of materials
but S-waves can only exist in solids or viscous liquids that can support shear stresses [12].
The velocity at which P-waves and S-waves travel through a perfect medium is an intrinsic property of
that material. These velocities are related to the medium’s properties according to [12]
VP =
√
E(1− ν)
ρ(1 + ν)(1− 2ν) =
√
λ+ 2µ
ρ
, (2.10)
and
VS =
√
E
2ρ(1 + ν)
=
√
G
ρ
=
√
µ
ρ
, (2.11)
where VP and VS are the P-wave and S-wave velocities, respectively, E is the medium’s Young’s modulus,
G is the shear elastic modulus, ν is the Poisson’s ratio, λ and µ are Lame’s constants, where G = µ, and ρ
is density.
Equations 2.10 and 2.11 can be deduced by applying the following steps. First, consider an infinitesimal
volume around an arbitrary point of the medium. Find the relationship between strains and displacements
by assuming sufficiently small deformations. Consider the infinitesimal volume and apply equilibrium con-
ditions to find the six independent stresses that can exist in the volume (neglecting body forces). Find the
relationship between strains and stresses by assuming a linear elastic homogeneous isotropic material (gen-
eralized Hooke’s Law); this leads to a set of equations with two independent constants that relate stresses to
strains (usually Lame’s constants λ and µ, or the elastic constants E and ν). Then, substitute the expression
of the strain-stress relationship into the expression of strains written as displacements, to obtain Navier’s
equations, which are the governing displacement equations (equations of motion). Navier’s equations are
three differential equations that describe the displacement field of every material point in the volume as [17]
ρ
∂2u
∂t2
= (λ+ µ)
∂∆
∂x
+ µ∇2u, (2.12)
ρ
∂2v
∂t2
= (λ+ µ)
∂∆
∂y
+ µ∇2v, (2.13)
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ρ
∂2w
∂t2
= (λ+ µ)
∂∆
∂z
+ µ∇2w, (2.14)
where the displacements u, v and w are the components of the displacement u projected in directions i, j
and k, respectively; the operator ∇2 is defined as
∇2 =
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
, (2.15)
∆ is the dilatation term, defined as the trace of the strain tensor in x, y and z:
∆ = xx + yy + zz =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
. (2.16)
Navier’s equations can be reordered in terms of a purely irrotational movement plus a purely rotational
movement; each of these movements can exist individually or together. Thus, two three-dimensional distinct
differential equations can be recognized; one describing the material’s dilatation movement in time (irro-
tational equation) and the other describing the material’s distortion in time (rotational equation). These
equations take the form of wave equations. Each of these two equations show a different propagation velocity,
which depends only on the material’s properties. The dilatation wave is by definition a P-wave, which travels
with the velocity presented in equation 2.10; and the distortion wave is by definition an S-wave, which travels
with the velocity presented in equation 2.11 [13][17].
It should be noted that although the analysis presented here considered plane waves to calculate P and
S-wave velocities, the mathematical approach can be done without considering a specific kind of wave front.
Thus, any type of bulk wave front (e.g. plane, cylindrical, spherical, etc) will propagate with VP or with VS
velocities, for P and S-waves respectively.
2.1.4 Reflection and Transmission
Consider now a bulk plane wave traveling through a perfect medium. If the wave encounters a plane
boundary, and beyond there is only empty space, the wave will reflect and return. If beyond that boundary
there is another material through which the wave could propagate, part of the energy will be reflected
and part transmitted. Transmission is possible only if both materials are adhered so that stresses and
displacements can be transmitted at the interface [14].
For situations of plane waves impinging on plane interfaces, it is common to define the acoustic impedance
magnitude (Z) as [2].
Z = ρV, (2.17)
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with ρ being the medium’s density and V the velocity of propagation of the bulk plane wave. The acoustic
impedance Z can be considered a characteristic property of the medium. It also gives some indication of the
medium’s stiffness. In general, the stiffer the material, the higher the acoustic impedance and the higher the
wave propagation velocity [2].
The acoustic impedance is commonly used to study the particular case of a bulk plane wave impinging an
interface perpendicular to its direction of propagation. Consider a bulk wave traveling through medium 1,
and it impinges an interface perpendicular to its propagation direction; beyond the interface there is medium
2. Media 1 and 2 have characteristic acoustic impedances Z1 and Z2, respectively. In this particular case,
part of the incident energy is reflected back through medium 1 and the rest is transmitted through medium
2. The amplitudes of the reflected and transmitted waves depend on the media properties [2]:
R =
AR
AI
=
Z2 − Z1
Z1 + Z2
, (2.18)
and
T =
AT
AI
=
2Z1
Z1 + Z2
, (2.19)
where the indices 1 and 2 stand for media 1 and 2 respectively, R and T are the reflection and transmission
coefficients, respectively; and AI , AR and AT are the amplitudes of the incident, reflected and transmitted
waves respectively.
The general case of a plane wave impinging a plane interface with a certain angle is described by Snell’s
law (equation 2.20) [18]; in this case, part of the incident energy can be reflected back as a “reflected wave”
and the the other part will be transmitted through as a “transmitted wave”1. Moreover, the reflected and
transmitted waves may differ from the incident wave in the direction of propagation and in wave mode as
described by
sinθI
V1
=
sinθP,R
VP,1
=
sinθP,T
VP,2
=
sinθS,R
VS,1
=
sinθS,T
VS,2
(2.20)
where the indices I, R and T stand for incident, reflected and transmitted, respectively; P and S stand for
P-wave and S-wave, respectively; indices 1 and 2 stand for media 1 and 2, respectively; each θ is the angle
of each corresponding wave with respect to a line perpendicular to the interface, and V the velocity of each
wave mode at each medium. Figure 2.1 depicts reflection and refraction behaviors described by Snell’s Law.
From examining Snells law, it can be deduced that there exist some incident critical angles which define
particular situations. Consider a plane P-wave traveling through medium 1. Consider a different material,
medium 2, which shares a plane interface with medium 1. Assume that the P-wave velocity in medium 1
1The term “transmitted” is here used as a synonym to the term “refracted”, both meaning that the transmitted wave may
or may not have a different propagation direction than the incident wave.
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Figure 2.1: Illustration of Snell’s law for P and S-waves impinging onto an interface.
is lower than the P-wave velocity in medium 2. Consider the P-wave impinging an interface with a certain
angle θI as shown in figure 2.1. If the incident angle is small, both P and S-waves are transmitted through
medium 2, and also P and S-waves are reflected back into medium 1. Let the incident angle θI gradually
increase. As θI increases, at one point it reaches the “first critical angle”. The first critical angle (θcri1) is
defined as [2]
θcri1 = sin
−1VP,1
VP,2
. (2.21)
When θI is equal to θcri1 the angle θP,T is exactly 90
◦. Thus, some of the energy is reflected into medium
1 in the form of P and S-waves, but in medium 2 only S-waves propagate; P-waves go off at 90◦ and generate
a guided wave through the surface. As the incident angle θI keeps increasing, it reaches the “second critical
angle”. The second critical angle (θcri2) is defined as [2]
θcri2 = sin
−1VP,1
VS,2
. (2.22)
If the incident angle is between the first and second critical angles, i.e. θcri1 < θI < θcri2, only S-waves are
generated in medium 2, and the rest of the energy is reflected into medium 1. When θI is equal to θcri2 the
angle θS,T is exactly 90
◦. In this case, and for larger incident angles, no energy is transmitted into medium
2 and all of it is reflected back into medium 1 and/or generate a surface guided wave.
The analysis for an incident S-wave is analogous to the incident P-wave. However, it should be noted that
the critical angles exist only if the wave velocity in medium 1 is smaller than wave velocity in medium 2.
2.1.5 Rayleigh Surface Waves
Section 2.1.3 presented the wave propagation theory of plane bulk waves traveling through the interior of
an infinite perfect medium. Therefore, that analysis considered completely unbounded media. Real materials
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have boundaries. In certain situations, medium boundary conditions affect the traveling waves constructively
and build up a different wave mode. These type of wave modes are called guided waves. The most basic
mode of guided wave is the Rayleigh wave, also called R-wave. It is named after Lord Rayleigh, who was
the first one to investigate surface guided waves [19]. A heuristic development of R-waves follows.
Consider a half-space perfect solid medium. The term “half-space” means that the infinite space is divided
in two parts; one half corresponds to one material, and the other half to another different material. Now,
consider one of the halves to be a potential solid medium for waves to travel and the other half to be empty
(vacuum). Thus, the medium has a surface boundary. Assume that the surface is free from stresses and also
consider a plane wave propagating in one direction parallel to the surface.
To depict the analysis, consider again a Cartesian axes system i, j,k associated with coordinates x, y, z,
respectively. The surface boundary is contained in a xy plane, and coordinate z is positive towards the
medium’s interior. Consider then that the plane wave travels in direction x. The displacements are then
independent from y, so, only u and w displacements, along x and z, respectively, will exist.
If these conditions are introduced into the equations of motion 2.12, 2.13, and 2.14, it can be deduced that
another wave mode, R-wave, can propagate along the medium’s surface.
Lord Rayleigh proved that, under the stated assumptions, R-wave amplitude decays quasi-exponentially2
with depth and that decay rate increases with the wave’s frequency [17]. The amplitude Ax, associated to
displacements propagating parallel to the wave propagation direction decreases rapidly with depth. For ma-
terials with ν = 0.25, the motion u parallel to the wave propagation direction reaches zero at approximately
0.19 wavelengths depth [17], and for greater depths the amplitude changes sign. The motion w perpendic-
ular to the wave propagation direction first increases in amplitude as z increases, reaching a maximum at
z = 0.076 wavelengths, and then decreases monotonically; one wavelength away from the surface, amplitude
Az is around 80% less than its amplitude at the surface [17].
Also, R-wave velocity is always slower than bulk wave velocities and it does not depend with frequency;
thus, R-waves are inherently non-disperisive [12][17]. The full expression of R-wave velocity is [13]:
(
VR
VS
)2 [(
VR
VS
)6
− 8
(
VR
VS
)4
(24− 16k−2ν )
(
VR
VS
)2
− 16(1− k−2ν )
]
= 0, (2.23)
where k2ν = 2(1− ν)/(1− 2ν).
Equation 2.23 is cubic in
(
VR
VS
)2
and it can be solved numerically if ν is known. For real materials, with
0 < ν < 0.5, there is only one real-valued root that meets the problem’s requirements [13]. This root defines
the R-wave velocity. For a material with ν = 0.25, it can be deduced that
2Each amplitude corresponding to each type of displacement, u and w, decays differently according to the sum of several
exponential expressions. Full derivation can be found in [13][17][20]
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(
VR
VS
)2
= 2− 2√
3
∼= 0.9194. (2.24)
An approximation to equation 2.23 is given by Achenbach [20]:
VR = VS
0.862 + 1.14ν
1 + ν
. (2.25)
Finally, plane R-waves cause the medium’s molecules to move following an elliptical path; i.e. conversely to
molecules’ movement due to bulk waves, plane R-waves make molecules move in two directions, one parallel
to the wave propagation direction and the other one perpendicular to the wave propagation direction (which
is also perpendicular to the surface). The ellipse major axis is the out-of-plane movement [17].
2.1.6 Attenuation
The previous theoretical analysis has been done without considering the “amplitude loss” that real me-
chanical waves suffer with propagation. Given a point in the medium which has displacement u0 due to a
traveling wave, one phase away from that material point and time instant, that same feature of the wave
will displace the corresponding molecule u1, with u1 < u0. This effect is called attenuation.
Three types of attenuation can be distinguished. These are: geometric (beam spread) attenuation, scat-
tering, and intrinsic attenuation.
First, the geometric (beam spread) attenuation is the loss of amplitude of a propagating wave due to its
energy being spread as the wave front travels away from the source. This kind of attenuation only depends of
the geometry of the wave front; thus, it also exists for ideal media, such as the previously considered infinite
perfect medium and the half-space perfect medium. For instance, a plane wave will not suffer geometric
attenuation. However, cylindrical, semi-spherical and spherical wave fronts do suffer geometric attenuation.
Consider the particular case of waves generated by a dynamic point load at the surface of a theoretical half-
space medium. Such excitation generates P, S and R-waves. P and S-waves will propagate in all directions
into the medium, whereas the R-waves will propagate in all directions but only along the medium’s surface.
Thus, from this type of excitation, P and S-waves will form a semi-spherical wave front, and the R-waves a
cylindrical wave front. In this situation, P and S-wave amplitudes attenuate at a rate of 1/r, with r being
the radial distance from the source. On the other hand, R-waves attenuate at a rate of 1/r0.5 [11]. It should
be noted that this type of excitation generates R-waves that geometrically attenuate at lower rates than the
bulk waves, enabling them to reach longer distances with significant amplitudes.
Scattering attenuation is the apparent loss of energy due to the heterogeneity of the medium. Thus,
this type of attenuation does not exist in perfectly homogeneous media. Consider a medium made of a
homogeneous matrix with pieces of a different material included in it. When these included pieces have a
different acoustic impedance than the matrix, these are referred to as heterogeneities or scatterers. As a wave
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travels through the matrix and it encounters a scatterer, part of the wave energy will be transmitted and
part will be reflected, probably changing direction and mode. If the scatterers are very large in comparison
to the wave’s wavelength, reflection and transmission will occur just as if these were two different media,
as discussed in section 2.1.4. However, when the scatterers sizes are comparable to the wave’s wavelength,
part of the energy wave passes through with minor affections and the other part scatters away in multiple
directions. As the wave front propagates, encountering more and more scatterers, the main wave is affected
by gradually loosing energy, and thus attenuates [2][13][14][18].
The scattered wave field that results from the wave interaction can be complicated and difficult to predict
analytically. Graff [13] presents the study of plane P-waves impinging a cylindrical cavity and also a spherical
cavity, with varying wavenumbers (k). Rose [2] expands Graff’s analysis by considering shear waves with
varying wavenumbers.
Shull and Titmann [18] analyze scattering by dividing it in three regions. Region 3 is the region at which
λ << 2pia (ka >> 1), with a being the diameter of a circular scatterer. In region 3, the scatterer is much
larger than the wavelength so the problem is governed by the geometric conditions presented in section
2.1.4. Scattering attenuation of region 3 is referred to as geometric scattering or diffusion scattering. The
opposite situation happens in region 1, at which λ >> 2pia (ka << 1). In region 1, scattering attenuation
is strongly dependent on the scatterer size with respect to a given wavelength. This region is known as
Rayleigh scattering. As the quantity ka gets smaller, i.e. the wavelength gets larger in comparison to
the scatter size, the amount of scattered energy decreases. Krautkramer and Krautkramer [14] suggest that
scattering attenuation can be neglected for a/λ ratios of 1/1000 to 1/100; however, they state that scattering
attenuation increases rapidly when going from a/λ ratios of 1/10 to 1. Finally, scattering attenuation in
region 2 is referred to as intermediate scattering or stochastic scattering, where λ ∼= 2pia (ka ∼= 1). In this
region, the scattered energy does not follow a defined behavior with the quantity ka, but instead it oscillates.
Finally, intrinsic attenuation, also called internal friction or absorption, refers to the amplitude loss of the
traveling wave due to the transformation of part of its elastic energy into heat while molecules vibrate [17].
This phenomenon may occur through a variety of mechanisms. One proposed mechanism is the hysteretic
behavior of the material, which dissipates energy in the form of heat. Other mechanisms are explained by
viscous effects and/or considering the laws of thermodynamics, in which sudden volume changes generate
temperature changes. For crystalline materials, lattice dislocations have also been proposed as possible
mechanism for attenuation. Regardless of the type of mechanism, all of them are intrinsic properties of
the material and thus are identified by the term intrinsic attenuation [17]. Usually, intrinsic attenuation
is quantified by multiplying the expression of wave motion by a negative exponential, which makes the
amplitude to decay as the wave travels [14][17]. Equation 2.26 shows the general expression of a one-
dimensional harmonic wave including the effect of intrinsic attenuation
A(x, t) = A0e
−αxsin(ωt− kx), (2.26)
where α is a material property and quantifies how rapidly the amplitude decays. α is measured in Nepers
(Np) per unit of distance, usually Np/cm. Different models can be developed to characterize the relationship
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between α and the rest of the medium and wave properties. In general, waves traveling through real materials
experience increases in intrinsic attenuation with increasing frequency, i.e. α increases with increasing ω (or
f).
In a real wave propagation situation, the geometric type of wave is usually known or estimated. Thus,
the geometric attenuation can be taken into account fairly easily. For example a surface wave propagating
with a cylindrical wave front exhibits geometric attenuation at a rate of 1/r0.5. To quantify scattering and
intrinsic attenuation, the most common approach is to group them into the α value. In other words, it
is common to consider the combined effects of scattering and intrinsic attenuation to make the amplitude
decay exponentially as expressed in equation 2.26 [14]. Equation 2.27 shows the general expression of a
one-dimensional harmonic wave including the effect of all attenuation types in the case of a cylindrical wave
front
A(x, t) =
A0√
x
e−αxsin(ωt− kx). (2.27)
However, other researchers have separated these effects and proposed using different α values, depending on
the wave’s frequency and the scattering region. For instance, Abraham et al. [21], based on the investigation
carried out by Papadakis [22], proposed using the following attenuation factors α = α(ω):
• 1: λ << a, Rayleigh region α(ω) = b1ω + V1a3ω4
• 2: λ ∼= a, Stochastic region α(ω) = b2ω + V2aω2
• 3: λ >> a. Geometric region α(ω) = b3ω + V3a
where b1, b2, b3 are constants characteristic of the medium and V1,V2,V3 are the wave propagation velocities
of the same wave mode depending of the situation (1, 2 and 3).
2.1.7 Non-destructive Inspection of Concrete
Hardened concrete is a composite material composed of aggregate particles embedded in a cement-based
matrix that glues the aggregate particles together. Aggregate particles usually come from common rocks.
Their main purpose is to be inert and fill space inside the cement-based matrix. The cement-based matrix is
a Portland cement that belongs to the family of calcium silicate cements [1]. When Portland cement reacts
with water it generates a paste that hardens and may support load. Thus, concrete has been used as a
material for civil infrastructure since the ages of the Roman Empire, and it is now the major construction
materials in the world. One characteristic of concrete is that its properties vary depending of the nature of
the raw materials, casting practices and service practices by users. In addition, casting concrete structures
involves several steps, in different conditions, and performed by different industries. This fact hinders the
control processes and enhances the possibility of casting poor quality concrete. In addition, concrete suffers
15
from a variety of deterioration processes that may reduce its loading capacity over time. For these reasons,
the use of non-destructive testing (NDT) techniques is of great interest in order to detect internal flaws, to
determine concrete properties and even to estimate residual load bearing capacity. In particular, the use of
mechanical waves has been used to inspect concrete effectively since the 1930s [15].
In concrete, the most common, oldest and most widely used mechanical wave NDT technique is the ultra-
sonic pulse velocity (UPV). There are multiple books, handbooks and standards that describe the technique
[1][15][23][24]. UPV consists of sending P-waves through the concrete with a sending transducer coupled to
the specimen surface, and detecting the arrival of the wave with the receiving transducer at another loca-
tion. If the transducers are attached to opposing surfaces, the configuration is called “direct configuration”;
if the transducers are attached to the same surface on one side of the specimen, the configuration is called
“indirect configuration”. The technique is named “ultrasonic” because it is common to use pulse frequencies
higher than 20 kHz, but lower frequencies could also be used. The time delay of the P-wave is detected and
computed with additional equipment. If the distance between transducers is known, the P-wave velocity is
calculated by simple division of distance into time. P-wave velocity is directly associated with the material
elastic modulus and indirectly with compressive strength. Thus, P-wave velocity measurements can be em-
ployed to estimate those properties. This technique can also be employed to find internal flaws, determine
concrete homogeneity, study cement degree of hydration and surface crack depth [15][23].
The use of UPV with indirect configuration to estimate outer layer in situ concrete properties started to
be developed in the 1940s [11]. The main advantage of this configuration is that it does not require access
to both sides of the specimen, so it is more applicable for field tests. The main disadvantage of the indirect
configuration is that, in general, the wave energy of a P-wave traveling along the surface usually contains
less energy than when it travels into interior of the medium. Thus, having less wave amplitude hinders the
wave detection and signal processing. A way of overcoming this issue is to use surface guided waves instead,
since they are naturally more energetic with the inderect testing configuration. Although the use of surface
waves has been long used in the seismic field, in the concrete NDT field this approach gained substantial
interest in the 1990s [11].
2.1.8 Rayleigh Surface Waves in Concrete
Rayleigh surface waves (R-waves) propagate along the surface of a homogeneous isotropic linear-elastic
solid half-space media. For this document, a perfect medium is defined as a linear-elastic homogeneous
isotropic medium. Other assumptions are that the surface along which surface waves travel is perfectly
plane and the free surface is traction free (which is the same to assume that the other half space is vacuum).
It can be immediately observed that none of these assumptions are perfectly true for concrete. The following
list notes all the issues associated with each of the assumptions.
• 1: Concrete is not a homogeneous solid, but it also contains liquid and gas phases.
• 2: Half-space materials do not exist in the construction materials field; real media have boundaries.
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• 3: Concrete has a non-linear strain-stress relationship [1].
• 4: Concrete is not elastic as it shows viscous and plastic behavior under certain loading conditions [1].
• 5: Concrete is not homogeneous as it is a composite material.
• 6: Concrete is not isotropic as it has been shown that direction of concrete pouring affects the member’s
properties; this is mainly due to static segregation of the aggregate which may sink down into the
member and also to water bleeding that accumulates on the outer cast surface [1].
• 7: For common civil engineering applications, concrete members are never in contact with vacuum;
thus, boundary surfaces are never traction free.
• 8: The surface boundary may not be exactly plane
• 9: Since the previous assumptions are not true, waves propagating in concrete may exhibit dispersion.
However, the effects of all these issues can be neglected under certain conditions that depend on the con-
crete characteristics and on the R-wave propagation properties. Several of these properties can be adjusted
to reduce the effects of the listed issues, and thus make the assumptions hold. The main property that one
can adjust is the wave pulse center frequency f (or angular frequency ω). As presented in equation 2.6,
frequency f and wavelength λ are inversely proportional for constant phase velocity Vph. The phase velocity
is a material’s property which is related to the acoustic impedance Z and density ρ, as expressed in equation
2.17. Carino [25] states that the ability of a mechanical wave to detect scatterers depends on the component
frequencies (or wavelengths) of the wave and of the scatterer’s size; he adds that the general rule to be
able to detect a certain scatterer is if the scatterer size is approximately equal to or larger than the wave’s
wavelength. On the other hand, if the wavelength is larger than the scatterer size, then, although some of
the wave energy will be scattered away, the rest of the energy will travel coherently along a wave path as
if no scatterer was present. Naik, Malhotra and Popovics [15] affirm that, in order to be able to generate
wave pulses propagating along a significant path, for concretes containing aggregates of 10 mm [0.39 inches]
maximum aggregate size, the wave center frequency should not be larger than 500 kHz in order to yield
wavelengths larger than the aggregate size. For the case of concretes containing aggregates of 25 mm [1.0
inch] maximum aggregate size, a surface wave with 50 kHz frequency would yield a wavelength of around 46
mm [1.81 inches] (assuming that the surface wave velocity is 2300 m/s [7546 feet/s]), which is almost twice
the maximum aggregate size. Therefore, if the wave frequency is sufficiently small so that the wavelength is
larger than the scatterers sizes, the wave will travel as if the medium was homogeneous and the assumptions
associated with Rayleigh wave propagation are reasonable satisfied. In this case, concrete can be considered
homogeneous (dropping issue number 5 of the list above) and also a homogeneous solid as the liquid and gas
phases are dispersed in very small interfaces (dropping issue number 1 of the list above). Also, because the
aggregate interfaces do not significantly affect the propagating wave path, mode or frequency, concrete could
also be considered isotropic (dropping issue number 6). Moreover, if the wave propagates sufficiently away
from the medium’s boundary, the wave can be considered to be unaffected by it. In the case of a surface
guided wave, most of the surface wave is confined within a region with depth about one wavelength from the
surface boundary into the medium [11]. Thus, if frequency is large (and wavelength sufficiently small), the
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depth of the medium will not affect the surface wave so the medium can be considered a half-space (dropping
issue number 2). To drop issue number 7, it can be assumed that, for concrete members immersed in air, air
is much more compliant than concrete. Thus, the surface boundary concrete/air can be considered traction
free as previously assumed. Furthermore, propagating mechanical waves impart very small stress levels. For
such small stress levels, concrete can be considered to be linear-elastic without introducing significant errors
to the assumptions (dropping issues number 3 and 4). Additionally, surface guided waves are affected by the
surface’s curvature. B. Rulf [26] demonstrated that in order to neglect the effect of curved surfaces on the
Rayleigh wave velocity, the radius of curvature acurv must be
acurv >
500
2pif
√
E
2ρ(1 + ν)
, (2.28)
Thus, considering E = 35 GPa [5076 ksi], ρ = 2400 kg/m3 [150 lbs/cubic foot], ν = 0.2, and f=50 kHz, the
minimum radius of curvature to neglect surface curvature effects is approximately 4 m [13 feet] (dropping
issue 8 for radii of curvature larger than 4 m [13 feet]). Finally, with all previous assumptions holding,
a surface guided wave that propagates along a sufficiently planar concrete/air surface boundary can be
considered a Rayleigh wave (R-wave), and thus the propagation is not dispersive (dropping issue number 9).
To summarize the previous discussion, the theoretical background holds only if: (1) the surface wave
has sufficiently small frequency to avoid scattering, (2) the surface wave has sufficiently large frequency to
avoid being affected by the medium’s boundaries (mainly its depth) and (3) the surface is sufficiently plane.
Also, to reduce even more the dispersive effects, selecting a narrow-banded wave pulse is recommended
for applications which involve determining wave propagation velocity. Beam spread attenuation occurs
naturally depending on the type of excitation. Intrinsic and scattering attenuation have a positive relation
with frequency, thus, selecting lower frequencies reduces attenuation and increases the path at which the
wave is useful. On the other hand, selecting low frequencies increases the nearfield effects which causes the
wave detection setups to become larger.
2.2 Theory of Acoustoelasticity
2.2.1 Introduction
Given a material submitted to a particular stress (or strain) field, the velocity at which mechanical waves
travel through it changes depending of the stress (or strain) field characteristics; such effects are called
acoustoelastic effects [3]. The theory of acoustoelasticity was probably first studied by Cauchy in the 1820s
[2]. Since then, multiple theoretical and experimental studies have been carried out. Rose [2] gives a
clear explanation of the basic principles of acoustoelasticity. Additional information of acoustoelasticity is
given by Bray [3], Guz and Makhort [27], Hughes and Kelly [28], Delasanto [29], Bergman and Shahbender
[30], Cantrell and Salama [31], Bach and Askegaard [32], Makhort, Gushcha and Chernoochenko [33], and
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Rogerson and Murphy [34].
2.2.2 Theoretical Description
In section 2.1.3 above, the wave propagation governing equations of motion, equations 2.12 through 2.14,
were presented. From these equations it is possible to determine the wave propagation velocity of bulk plane
harmonic waves traveling through the interior of a solid homogeneous isotropic linear-elastic medium, as
expressed in equations 2.10 and 2.11. To deduce those equations of motion, it is necessary to assume that
the solid medium only suffers infinitesimal deformations and that the constitutive material’s relationship is
linear; in other words, a linear strain-displacement relationship in which second-order terms are neglected
when compared to the linear terms, and also a linear stress-strain relationship, must be assumed. If the
solid medium suffers an initial deformation3, two possible cases arise. The first case is that the linear
strain-displacement relationship and the linear stress-strain relationship hold. In this case, superposition
principle is possible and thus, the equations of motion 2.12 through 2.14 will hold by superposing two or
more displacement fields. Therefore, in this case, P-wave and S-wave velocities remain the same as those
presented in equations 2.10 and 2.11, which only depend on the material’s second order elastic constants
(usually expressed as λ and µ) and density. The second case is that the deformation is large enough
so that: (a) it makes the linear strain-displacement relationship invalid, (b) it makes the linear stress-
strain relationship invalid, or (c) both relationships become invalid. The introduction of each of these
non-linearities, (a) and (b), produces wave propagation governing equations of motion that depend on the
deformation of the medium; i.e. velocity wave propagation will depend on the applied stress that the medium
is subjected to. Most of the acoustoelastic approaches include both non-linearities [2]. A description of each
of these non-linearities follows.
Consider first the case where the linear strain-displacement is invalid. When the initial deformations are
large enough, the second-order terms in the strain-displacement relationship cannot be neglected. The theory
that studies elastic problems with large deformations is called finite elasticity. In finite elasticity, the final
coordinates of a material point, after a deformation event, and its initial coordinates, before a deformation
event, are not interchangeable [28]. Either the initial or the final coordinates are taken as the independent
variables. If the initial coordinates are taken as independent, these are called the Lagrangian coordinates; if
the final coordinates are taken as independent, these are called Eulerian coordinates [28]. In finite elasticity
theory, the superposition principle does not hold.
In finite elasticity it is crucial to differentiate between the various states of the solid medium. The initial
state is defined as the undeformed state of the medium, i.e. before any deformation event occurs. Any
subsequent deformation event can be defined from the initial state plus a certain displacement field. To
exemplify the problem, consider a body B0 which is the initial undeformed state of the body. Every point
of B0 can be defined based on a set of Lagrangian coordinates. If B0 is subjected to a certain stress field,
it will deform, following a displacement field u, to become body B1. Every point of B1 can be defined by
3In this case, “initial deformation” means that the medium is deformed by the application of an external stress before the
wave propagates.
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applying the displacement field u to the position of every point of B0. Finally, consider a wave propagating
through B1. The wave will propagate with an associated time and position dependent displacement field,
u′, which turns configuration B1 into configuration B. In practice, the displacements caused by propagating
waves generated by NDT equipment are extremely small, of the order of 1 to 10 nm [0.0394 to 0.3937
microinches][2]. Thus, the displacement field generated by the propagating waves are usually considered
infinitesimal [2] and these are usually referred to as “small-amplitude” waves. However, the deformation
event expressed as the displacement field u may not be infinitesimal. In fact, when u is considered finite,
the expressions of the strain-displacement relationship contain cross-products which result in equations of
wave velocities that depend on the applied displacement (u), i.e., they depend on the deformation event that
brought B0 to B1.
Now consider the second non-linear mechanism. In this case, the deformation event u is sufficiently
large, so the linear stress-strain relationship becomes invalid. Thus, instead of assuming the cursory linear
constitutive relationship, a non-linear relationship must be assumed. The linear stress-strain relationship
(generalized Hooke’s Law) for an aelotropic material can be expressed in index notation as
σij = Cijklekl, (2.29)
where σij is the stress tensor, ekl is the finite strain tensor, and Cijkl a 4th-order tensor. In matrix notation,
σij and ekl are vectors with 9 components but only 6 of them are independent, and Cijkl is a 9x9 size matrix
with 21 independent coefficients [2]. For an isotropic material, this matrix contains only two independent
variables, the second order elastic constants. If the stresses at a point of a body are assumed to depend
linearly not only on the strains but also on the cross-products of the strain components, the aelotropic
constitutive relationship expressed in equation 2.29 becomes [2]
σij = Cijklekl +Qijklmneklemn, (2.30)
where Qijklmn is a sixth-order tensor, which, for an isotropic material contains three independent variables.
These are called the third order elastic constants. Usually, the third order elastic constants are denoted as
l, m and n. In this form, they are called Murnaghan constants because this was the form he used in his
derivation [35]. Using this non-linear constitutive relationship for the derivation of the equations of motion
leads to equations of wave velocity that depend on the deformation event of the body.
It should be noted that most of the theoretical approaches to derive the acoustoelastic wave velocities use
elastic energy functions (W ) instead of the explicit non-linear constitutive relationship of equation 2.30. W
is a function of the finite strain tensor e. The components of the stress tensor σ can be obtained by differen-
tiating W with respect to the corresponding strain component of e. Materials that can be expressed in terms
of an elastic energy function are called hyperelastic materials. Hyperelastic materials are mathematically
different to those defined only by an explicit constitutive equation, such as with equations 2.29 or 2.30. To
be able to obtain a stress-strain non-linear relationship, the assumed elastic energy function must contain at
least third-order terms in the finite strain (must contain three invariants) [2][27].
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The following list summarizes the assumptions made to derive the equations of motion and find the
equations of wave propagation velocity [2][29].
• Medium is a solid homogeneous body,
• Initial state of body is isotropic,
• Medium is a hyperelastic material with an elastic energy function that includes third-order terms in
the finite strain,
• Deformation event is considered static (body is in equilibrium),
• The displacement field produced by the propagating wave is infinitesimal (small-amplitude waves),
• Infinite medium (no boundary conditions are considered),
• Thermodynamic effects are not considered.
2.2.3 Bulk Waves
In section 2.2.2 above, an heuristic description of how to derive acoustoelastic equations was presented.
This section presents the results of applying the description of section 2.2.2 to the case of a homogeneous
hyperelastic body, originally isotropic, under a uniaxial stress. Thus, the velocity of propagation of a bulk
wave will depend on the stress field the body is subjected to. In a uniaxially stressed medium, the velocity
of propagation of a bulk wave depends on: (1) the direction of wave propagation relative to the direction of
the applied stress, and (2) the direction of polarization of the wave relative to the direction of applied stress
[2][27]. The following equations are taken from Rose [2], which are based on Hughes and Kelly’s study [28].
In equations 2.31 through 2.35, the defined wave velocities have two subindices. The first one corresponds
to the direction of wave propagation and the second one to the direction of polarization. Thus, given a
Cartesian axes system defined by directions x1, x2, and x3, and assuming that the direction of the applied
stress is x1, velocity V12 would correspond to a bulk wave propagating along axis x1 that is polarized along
axis x2. Also, σ represents uniaxial stress along direction x1, in which positive stresses correspond to tension
and negative to compression. The value K = λ + 2µ/3 is the bulk modulus, and ρ0 is the density of the
initial unstressed body.
The velocity of a P-wave propagating parallel to the direction of stress is related to the elastic constants
through
ρ0V
2
11 = λ+ 2µ+
σ
3K
[
λ+ µ
µ
(4λ+ 10µ+ 4m) + λ+ 2l
]
. (2.31)
Velocities of S-waves propagating parallel to the direction of stress and polarized to either direction are
related to the elastic constants through
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ρ0V
2
12 = ρ0V
2
13 = µ+
σ
3K
[
m+
λn
4µ
+ 4λ+ 4µ
]
. (2.32)
The velocity of a P-wave propagating perpendicular to the direction of the applied stress is related to the
elastic constants through
ρ0V
2
22 = λ+ 2µ+
σ
3K
[
2l − 2λ
µ
(m+ λ+ 2µ)
]
. (2.33)
The velocity of an S-wave propagating perpendicular to the applied stress but with parallel polarization
is related to the elastic constants through
ρ0V
2
21 = µ+
σ
3K
[
m+
λn
4µ
+ λ+ 2µ
]
. (2.34)
The velocity of an S-wave propagating perpendicular to the applied stress and also with perpendicular
polarization is related to the elastic constants through
ρ0V
2
23 = µ+
σ
3K
[
m− λ+ µ
2µ
n− 2λ
]
. (2.35)
Equations 2.31 through 2.35 have been verified experimentally by many researchers using the traditional
static acoustoelasticity approach (see section 2.2.7 for differences between static and dynamic acoustoelas-
ticity). The properties λ, µ and K are positive-valued for most materials. However, the third order elastic
constants l, m and n are generally negative-valued for most materials, including steel [27] and concrete [36].
Thus, for steel and concrete, the factor multiplying σ becomes negative, meaning that as the uniaxial com-
pressive stress increases the square of the velocity also increases. Hughes and Kelly [28] tested polyestyrene
and pyrex samples subjected to various uniaxial stress levels, measured mechanical wave velocities of the
mentioned equations at each stress level and were able to determine the Lame’s and Murnaghan constants
of these materials. Guz and Makhort [27] measured experimentally velocities V11, V12 and V13, in aluminum
and steel samples and found that for the testing stresses velocity changes can be considered linear with the
applied uniaxial stresses. Bergman and Shahbender [30] tested aluminum columns in uniaxial compression
and measured velocities V22, V21 and V23 under various loading levels. Bray [3], Cantrell and Salama [31], and
Bach and Askegaard [32] also describe experimental results that substantiates the theory of acoustoelasticity.
It should be noted that most of the theoretical developments have been carried out either for problems of
uniaxial stress fields, or for bi-axial stress fields to measure the principal stress difference by applying the
acoustical birefringence technique [37][3]. However, acoustoelastic effects in pure bending configurations are
not well characterized yet, theoretically or experimentally. Guz and Makhort [27] present the equations of
P and S-waves in systems subjected to a tri-axial stress state (no shear stresses). Fisher and Herrmann [38]
tested aluminum beams in 4-point-load bending and measured P-waves traveling in the direction perpendic-
ular to the major principal stresses; they tested the entire beam’s height at the mid span. In their theoretical
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approach, they assumed that the deformation and stress fields in this configuration are essentially the same
as in a uniaxial stress field, and thus, they simplified the wave velocity-stress relationship. Si-Chaib et al.
[39] tested beams in 3-point load bending by sending P and S-waves parallel to the direction of the major
principal stresses (i.e. parallel to the beam’s axis) and for their theoretical approach they used the equation
that corresponds to P-waves travelling parallel to a uniaxially stressed body, i.e. equation 2.31.
2.2.4 Rayleigh Surface Waves
The expression of the dependence of Rayleigh wave velocity on applied stresses is complicated, and can
only be numerically solved. Makhort, Gushcha and Chernoochenko [33] presented these set of equations and
solve them numerically assuming specific elastic constants. Their theoretical approach consisted of assuming
a solid homogeneous isotropic hyperelastic half-space medium, in which axis x2 is oriented into the medium
perpendicular to the surface; axes x1 and x3 are parallel to the surface, and the Rayleigh wave propagates
in direction x1. They studied two situations, first when wave propagation direction and stress direction are
parallel, and second when they are perpendicular. For these cases, they developed linear approximation
dependencies between Rayleigh wave velocity and applied stresses, which were shown to be valid for small
velocity changes. With this approach, they compared their theoretical numerical results with experimental
results in aluminum and steel; they showed that when R-waves propagate parallel to the compressive stress
field direction, velocity increase; on the other hand, when R-waves travel perpendicularly velocity decreases.
In both cases, velocity vs. stress behavior followed approximately linear trends.
Makhort, Gushcha and Chernoochenko [40] report additional theoretical and experimental analyses. They
developed acoustoelastic dependencies of Rayleigh waves to uniaxial stresses (R-waves propagating parallel
to the stress direction) in two cases: first, considering an elastic potential function with 2 invariants and
second, with three invariants. They tested steel, aluminum and titanium samples and showed that the use of
three invariants agrees with the experimental results better than the use of two invariants. Thus, a theoretical
development using the two non-linearities explained in section 2.2.2 agrees better with experimental results
than using only the finite elasticity theory.
Rogerson and Murphy [34] studied the acoustoelastic effects of Rayleigh waves in slightly compressible
materials, assuming elastic energy functions with two invariants. They developed the governing equations
of motion for this situation and did a numerical study.
2.2.5 Rayleigh Surface Waves in Materials Subjected to Bending
Few studies focus on the acoustoelastic effects of Rayleigh wave propagation in specimens subjected to
bending forces. Berruti and Gola [41] studied the wave detection technique (two different signal processing
techniques) to capture the acoustoelastic effects of Rayleigh waves in steel under tension. They tested a
beam-like steel sample with 25mm [0.98 inch] width and 5mm [0.20 inches] depth in a 4-point bending
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configuration. They sent/detected Rayleigh waves parallel to the beam’s axis direction, at the center area
of the tension surface in which bending moment is constant. They used a 5 MHz center frequency, so that
the Rayleigh wave would mainly affect the top 1 mm [0.04 inches] layer. Theoretically, they assumed that
V − V0
V0
= κl (σ − σ0) , (2.36)
where σ and V are the applied axial stress and R-wave velocity measured under loading, respectively, σ0 and
V0 are the axial stress and velocity without external load, respectively, and κl is defined as the acoustoelastic
constant in the longitudinal direction. Their goal was to measure κl in different situations and check the
configuration’s repeatability. They found that the linear approximation between velocity and applied stress
is valid for both wave detection methods that they used, and very consistent between each other. However,
they report large κl differences when testing the same sample twice, but removing and relocating the sensors
between tests. In other words, the configuration was not repeatable.
Erofeev, Samokhvalov and Zaznobin [42] studied the Rayleigh wave velocity change (V − V0)/V0) de-
pendency with applied uniaxial stresses using steel samples in direct tension. They concluded that “it is
possible to measure the bending stresses by means of Rayleigh surface waves, assuming that tensile stresses
and bending equally affect the Rayleigh wave propagation velocity”.
Ivanova et al. [43] tested various triangular-beam-like steel plates, with constant depth, under bending
in a cantilever configuration. In each test, they fixed one of the triangular plate’s side and applied a load
perpendicular to the plate at the point farthest from the fixed surface, submitting the sample to bending
(tension at the top and compression at the bottom). At each load step, they sent Rayleigh waves parallel
to the main principal stress direction on the compression surface, and measured R-wave velocity change
((V − V0)/V0) with two different center frequencies. For a 5 mm [0.20 inches] deep plate, they sent R-waves
with 4 MHz and 2 MHz center frequencies, which would mainly affect the top 0.75 mm [0.030 inches] and
1.50 mm [0.059 inches] material approximately. They found that velocity increased approximately linearly
with increasing compressive stresses, and that the deeper penetration of the R-wave has a larger effect in
the velocity change. Table 2.1 summarizes some of their results.
Table 2.1: Approximate R-wave velocity change results from the compression side of a steel plate in bending.
Test performed by Ivanova et al. [43] [1 MPa = 145.0 psi][1 mm = 0.04 inches].
f (MHz) h (mm) Max Vel Change % Max Stress (MPa) κl (%/MPa)
2 5 0.34 60 0.00567
4 5 0.28 60 0.00467
2 8 0.22 60 0.00367
2 10 0.2 60 0.00333
4 8 0.13 60 0.00217
4 10 0.12 60 0.00200
In that table, f corresponds to the center frequency of the propagating R-wave, h to the plate’s depth,
Max Vel Change % corresponds to the maximum registered percent velocity change at the final loading
step, which subjected each of the plates to the maximum compressive stress, Max Stress, equal to 60 MPa
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[8702 psi] in all cases, and κl is a constant calculated by the author as the division of Max Vel Change
over 60 MPa [8702 psi]. Several conclusions can be draw from observing these values. First, as observed by
Ivanova et al., comparing results within each of the plates, i.e. considering constant depths and comparing
among frequencies, smaller frequencies yield higher velocity changes for the same stress level. In other words,
smaller frequencies yield higher κl. This can be explained by noting that a smaller frequency implies larger
wavelength (see equation 2.6), and thus, the R-wave inspects deeper into the plate so it is more affected
by the normal stresses that decrease linearly into the plate’s depth (assuming valid elastic beam’s theory).
When comparing tests with constant frequency and among depths, the highest velocity change was attained
by the least depth, 5 mm [0.20 inches], followed by 8 mm [0.31 inches] and finally 10 mm [0.39 inches]. In
the bending configuration of these tests, stresses can be assumed to decrease linearly (in absolute value)
from the outer surface until the neutral line, at which they increase again but with opposite sign. Thus, an
R-wave with an arbitrary wavelength (smaller than half the plate’s depth) would have more interaction with
the normal stresses if the plate is deeper than than if it is thinner. This occurs because for a larger depth,
the rate at which normal stresses linearly decay is lower than in a thinner plate. Thus, from this point of
view, it would be expected that thicker plates would yield higher velocity changes than thinner plates; but
table 2.1 shows the opposite result. This apparent contradiction is explained because thinner plates suffer
higher deformations, and thus, they yield higher velocity changes. Thus, to compare velocity change results
across different thicknesses, these should be expressed in terms of strains rather than stresses.
2.2.6 Rayleigh Surface Waves in Concrete
Concrete is a heterogeneous anisotropic material at highers scales than other materials, such as metals or
polymers. It contains aggregate particles of considerable size, pores filled with air or water, and micro and
macro cracks. Moreover, concrete’s properties change as concrete ages [1]. For these reasons, it is difficult to
characterize the acoustoelastic effects with mechanical waves in concrete. The use of P and S-waves to study
stress-induced velocity changes in concrete has been investigated by multiple researchers [36][44][45][46].
Nogueira [44] found that submitting concrete to 80% its strength or higher makes P and S-wave velocities to
decrease dramatically. Shokouhi et al. [47] propose that wave velocity changes in concrete samples subjected
to compression are due to the coupled effects of acoustoelasticity and microcracking. The use of R-waves
to characterize acoustoelastic effects in concrete is even more scarce. The author could not find existing
literature focused on the study of acoustoelatic effects of R-waves in concrete under bending. A summary
of the existing studies of R-waves propagating in concrete under uniaxial compression follows.
Zoega and Wiggenhauser [48] studied R-wave velocity changes under various compressive load levels, at
all relative directions between wave propagation and applied stresses. R-waves had a center frequency of 25
kHz. They used a fairly large concrete specimen with 60 cm [23.6 inches] width, 40 cm [15.7 inches] depth
and 160 cm [63.0 inches] height. The test consisted of applying two loading cycles, the second reaching
higher load levels than the first, and measuring R-wave velocity at the specimen’s center at each step. They
only presented the results of the 2nd cycle. For the 2nd loading cycle they identified 4 zones in the R-wave
velocity vs. load relationship, for both directions. Only the case of R-waves traveling parallel to loads is
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considered here. Zone 0 corresponds to the loads between 0 to 10% the failure load approximately; in this
zone, velocity change (V − V0)/V0 (with V0 being the R-wave velocity of the unstressed step of the 2nd
loading cycle) reaches -1%. In zone 1, from around 10% to around 45% of the failure load velocity increases
approximately linearly, reaching a velocity change of around 6%. In zone 2, from 45% to around 80% the
failure load, velocity also increases nearly linearly, but the rate of velocity increment is reduced, reaching not
more than 7% velocity change. Finally, in zone 3, beyond 80% the failure load, velocity starts to decrease
dramatically, reaching 3% velocity change in the last loading step, close to 100% the failure load. Figure 2.2
depicts the zones mentioned in this discussion for an arbitrary concrete specimen under uniaxial compression.
Figure 2.2: Scheme showing the zones identified by Zoega and Wiggenhauser [48]. Points correspond to
created data of percent velocity change plotted against percent of uniaxial compressive failure load. Data is
shown for zones 0 through 2. No data is shown in zone 3. Solid vertical lines divide the zones. Dashed lines
describe the linear approximation of the velocity vs. load behavior at each zone.
Shokouhi et al. [47] studied the relationship of R-wave velocity in concrete under uniaxial compression.
A clear difference between this study and older research is that Shokouhi et al. used mechanical waves of
10 kHz center frequency, thus, sound waves. Their goal was to prove that a stress-induced mechanical wave
velocity changes can be explained with a mixed theory of acoustoelasticity and microcracking; in which,
acoustoelasticity dominates at lower stress (strain) levels and microcracking at higher. In addition, they
wanted to show that the use of sonic waves is more sensitive than ultrasonic waves to detect stress-induced
damage. Their investigation consisted of carrying out 9 loading and unloading cycles. In each step of
each loading/unloading cycle they measured R-wave velocity. Results of cycle 1 were not reported. Cycles
2 through 4 went to load levels below 40% of the failure load. For these cycles, they found that velocity
increases nearly linearly with stress, similarly to the zone 1 described by Zoega and Wiggenhauser [48] above.
Zone 0 was not identified by Shokouhi et al. in any of the loading cycles. Cycles 5 through 9 went up to higher
load levels. One of their findings was that whenever a loading cycle goes above the maximum historical load
that the specimen has suffered, then the subsequent velocity measurement in the unstressed specimen would
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yield a lower velocity than at the beginning of that cycle, thus, showing that concrete has been damaged by
the additional stress. A few of their results are not consistent with this proposed mechanism. Moreover, they
analyzed loading cycle 8 in more detail and were able to observe the same zones in the velocity vs. stress
behavior as Zoega and Wiggenhauser [48] had previously proposed (with the exception of zone 0). Finally,
they explained how to separate the effects that stresses and microcraking have in velocity. When concrete
is loaded under compression new microcracks appear; thus, although increasing compressive stresses cause
wave velocity to increase due to acoustoelastic effects, the additional microcracking causes wave velocity to
decrease. However, if velocity is measured during the unloading cycles, then new microcracks will not appear
(Kaiser effect) and velocity changes would only be due to stress changes; however, the opening and closing
of cracks would still affect velocity measurements, which may or may not be considered an acoustoelastic
effect per se.
A very interesting approach made by Shokouhi et al. [47] is that they considered that
V − V0
V0
=
−σ
E
β (2.37)
where σ and V are the applied uniaxial stress and R-wave velocity measured under loading, respectively, V0
is the velocity without external load, E is Young’s modulus and β is a non-linear dimensionless parameter
that depends of the second and third order elastic constants of the material. To derive this expression, they
considered the relationship between P-wave velocity and uniaxial stresses, given by Hughes and Kelly [28]
presented here in equation 2.31. To that expression, they applied the linear approximation proposed by
Makhort, Gushcha and Chernoochenko [33], thus, obtaining the expression presented in equation 2.37 but
for P-waves. Finally, they considered that because the relationship of P-wave velocity (VP ) and R-wave (VR)
velocity can be approximated with a linear relationship in regular linear-elastic wave propagation theory,
it is reasonable to assume that the R-wave velocity vs. uniaxial stress relationship would have a similar
relationship. With this approach, they used the parameter β to quantify levels of stress-induced damage.
Shokouhi et al. [49] expanded the investigation done by Zoega and Wiggenhauser [48] and Shokouhi et
al. [47], also using sonic R-waves in a uniaxially loaded concrete specimen. They confirmed the existence
of the four zones and discussed possible mechanisms that may explain them. In zone 0, they observed that
velocity stays constant or increases very little. They explained that at very low stress levels the concrete
is linear and thus the acoustoelastic effects are very small. They added that from a microscopic point of
view, the compressive stresses are not high enough to close the inherently existing microcracks. In zone 1,
they explained that the acoustoelastic effects cause velocity to increase; from a microscopic point of view,
the compressive stresses are closing the mircrocracks, resulting in gradual increase of the overall concrete
stiffness which makes velocity to increase. In zone 2, the existing cracks parallel to the loading direction
start to become broader and also new microcracks are formed; thus velocity increases but not as much as in
zone 1. Finally, in zone 3, microcracking develops into macrocracking and velocity is reduced.
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2.2.7 Dynamic Acoustoelasticity
The previous sections of this chapter have introduced the theory of acoustoelasticity in which wave prop-
agation velocity changes when the material is subjected to different load levels. That approach is referred to
as static acoustoealsticity because the load application is presumed to be held statically during the velocity
measurements. An emerging testing approach is dynamic acoustoelasticity where the material is strained by
a low frequency mechanical wave pulse, and simultaneously another high frequency wave pulse is sent through
it. When both interacting waves travel with parallel directions, they are collinear, and the technique is called
collinear mixing of waves [4]. The low frequency wave is called the pump wave, and the high frequency wave
is called the probe wave. The velocity of the probe wave amplitude changes with different amplitude levels
of the pump wave [4]; thus, the propagation of the pump wave in dynamic acoustoelasticity is analogous to
the application of static load in static acoustoelasticity. A notable difference between static and dynamic
acoustoelasticity approaches is that in the former the material is subjected to strain levels much higher
than in the latter. Moreover, dynamic acoustoelasticity can subject the material to compression and tension
strains at the same location during the same test whereas in static acoustoelasticity this is not possible.
Dynamic acoustoelasticiy is a fairly recent technique that started to be developed only 20 years ago in the
field of seismology [6], to analyze rocks. In the field of materials, mechanical and civil engineering, dynamic
acoustoelasticity started to be studied more recently mainly using large-scale-homogeneous materials, such
as aluminum and glass [4]. More recent studies focus on the use of dynamic acoustoelasticity to characterize
damage in concrete [5].
Ellwood et al. [4] studied the use of dynamic acoustoelasticy in aluminum samples. They compared
the dynamic acoustoelasticity results with those carried out using static acoustoelasticity by subjecting the
samples to tension through bending. For the dynamic acoustoelasticity approach, they used pump and
probe surface waves travelling collinearly, with center frequencies of 1 MHz and 68 MHz, respectively. They
claimed that the pump wave amplitude is not high enough to condition the material. In their experiments,
they calculated the “acoustoelastic coefficient”, i.e. the slope of a best fit line between stresses and relative
velocity changes. Their experimental results show the acoustoelastic coefficient is the same for static and
dynamic acoustoelastic approaches for aluminum where surface wave velocity decreases with increasing tensile
strains.
Renaud et al. [6] studied dynamic acoustoelasticity in limestone rock. They subjected cylindrical sam-
ples to longitudinal low frequency standing waves (pump wave) and to ultrasonic P-waves (probe wave)
propagating collinearly. They found that when the pump wave subjects the material to tension, P-wave
velocity decreases, but in compression P-wave velocity does not increase. These results are contradictory to
those using static acoustoelasticity at higher strain levels, in which P-wave velocity increases with increasing
compressive strains parallel to the direction of wave propagation.
The overall behavior of this emerging technique is still not definitively established. However, the findings to
date are promising to characterize materials subjected to low strains. In concrete, dynamic acoustoelasticity
could be employed to explain the observed but poorly understood static acoustoelastic behavior at low strain
levels.
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CHAPTER 3
EXPERIMENTAL METHOD
3.1 Introduction
This investigation consisted of three different “testing stages”. Stage 1 corresponded to the preliminary
tests. Stage 2 corresponded to the study of acoustoelasticity of concrete specimens under uniaxial compres-
sion. Finally, Stage 3 corresponded to the study of acoustoelasticity of concrete specimens under bending.
Three different studies were carried out during the first stage of the investigation: (i) preliminary con-
sistency tests, (ii) preliminary study of acoustoelasticity in specimens under bending, and (iii) preliminary
study of acoustoelasticity in specimens under uniaxial compression.
The goal of study (i) was to evaluate the consistency of the equipment, data collection and data processing
procedures. Thus, it was decided to use the “Concrete Block 0” specimen, which had been cast and thor-
oughly characterized previously by other members of the author’s research group. Study (ii) consisted of
MOR beams tested under bending using the “Forney” testing machine. The purpose of study (iii) was to op-
timize the testing configuration and identify trends in the specimens’ behavior. Study (iii) consisted of tests
in which MOR beams fitted vertically into the Forney testing machine and tested in uniaxial compressive
loading configuration. The goal of study (iii) was to optimize the testing configuration and identify trends in
the specimens’ acoustoelastic behavior in uniaxial compression. Most of the samples tested under uniaxial
compression in study (iii) were previously tested under bending in study (ii). Inverting the order of these
studies was not possible during this stage because the Forney loading machine was not able to acommodate
the length of the MOR beams, and that is why it was needed to saw-cut the MOR beams’ ends for study
(iii).
Stage 2 corresponded to the study of wave propagation velocity change in concrete specimens submitted
to higher load levels. One of the goals of this stage was to validate the investigation’s testing setup by
comparing the results with other research. Loading and unloading cycles were applied in controlled steps,
strains and surface wave propagation velocity were measured at two opposing surfaces.
Stage 3 was a novel study of the acoustoelastic effects in concrete specimens under bending loads. The
first goal of this stage was to study the acoustoelastic behavior of surface waves interacting with tensile
and compressive bending stresses. Another goal was to compare these results to the ones of stage 2 in
order to study the acoustoelastic effects on surface waves interacting with two different stress fields: uniaxial
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compression and compression in bending.
In all stages, 4x8 cylinders were tested to determine the mixtures’ compressive strengths.
3.2 Concrete Specimens
Three types of concrete specimens were tested in the investigation: 4x8 cylinders, MOR beams and
“Concrete Block 0”. All the following sections refer to the 4x8 cylinder and MOR beam specimens. Section
3.2.5 refers to the specimen named “Concrete Block 0” which was used only for the preliminary consistency
tests.
3.2.1 Naming and Geometry
Concrete samples had two different geometries: 4x8 cylinders or MOR beams. The 4x8 cylinder samples
are concrete cylinders of nominal 10.1 cm [4.00 inches] diameter and 20.2 cm [8.00 inches] height. These
samples were cast following ASTM C192/C192M - 13a [50] and were employed to evaluate concrete strength
as per ASTM C39/C39M -12a [51]. The MOR beams are concrete prisms of nominal dimensions 14.2 cm [6.00
inches] width and 14.2 cm [6.00 inches] depth by 53.3 cm [21.00 inches] long. MOR beams were cast following
ASTM C192/C192M - 13a [50] specifications and were employed both to evaluate the acoustoelastic effects
and modulus of rupture as per ASTM C78/C78M 10 [52]. Table 3.1 presents a summary of the specimens’
names, mixtures, types and casting days.
Table 3.1: Specimen name, mixture and casting days.
Cylinder Name MOR Beam Name Mixture Casting Day
C-R3-1 M-R3-1 R3 Aug-12-2014
C-R3-2 M-R3-2 R3 Aug-12-2014
C-R3-3 M-R3-3 R3 Aug-12-2014
C-A-1 M-A-1 A Apr-20-2015
C-A-2 M-A-2 A Apr-20-2015
C-A-3 M-A-3 A Apr-20-2015
C-A-4 M-A-4 A Apr-20-2015
C-B-1 M-B-1 B June-02-2015
C-B-2 M-B-2 B June-02-2015
C-B-3 M-B-3 B June-02-2015
C-B-4 M-B-4 B June-02-2015
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3.2.2 Mixture Design and Mixing
Three concrete batches were made for this investigation: batch R3, batch A and batch B. Batches A and
B corresponded to the same nominal concrete mixture design while batch R3 corresponded to a different
mixture design. Moreover, batch R3 was delivered by a ready-mix concrete company. On the other hand,
batches A and B were mixed in laboratory conditions using a mixing pan of 0.0566 m3 [2 cubic feet]
capacity, following ASTM C192/C192M - 13a [50] specifications. Table 3.2 contains the target properties of
the concrete mixtures. Table 3.3 contains the specific weight batches per mixture. Table 3.4 contains the
materials’ properties used in each batch.
Table 3.2: Target properties of concrete mixtures [1 inch = 25.4 mm, 1MPa = 145 psi].
Mixture R3 A B
Compressive
Strength (MPa)
24 (day 14) 55 (day 28) 55 (day 28)
Slump (mm) 100 100 100
Max. Coarse
Aggregate Size (mm)
25 25 25
Entrained Air
(% by Vol.)
6.5 None None
water to
cementitious ratio
0.42 0.39 0.39
Table 3.3: Weight batches of concrete mixtures [1 kg/m3=1.6856 lbs/yd3].
Quantities
in kg/m3
Mixture R3 A B
Water 145 180 180
Cement 258 369 369
Fly Ash - C 86 69 69
Silica Fume 0 23 23
Coarse
Aggregate (SSD)
1076 1131 1131
Fine Aggregate
(SSD)
728 619 619
3.2.3 Casting
All MOR beams samples were cast in one layer and vibrated using the same type of internal vibrator.
The vibrator used had 25.4 mm [1.00 inch] diameter and exerted 14000 vibrations per minute. Vibration
was done by inserting the vibrator vertically at four locations of the MOR beam, one time at each location
during 3 to 5 seconds, following ASTM C192/C192M - 13a [50] specification.
All 4x8 cylinders were cast in two layers, rodding each layer for proper consolidation, as established in
ASTM C192/C192M - 13a [50].
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Table 3.4: Material properties per mixture [1 kg/m3=1.6856 lbs/yd3].
Mixture R3 A B
Cement Specific Gravity 3.15 3.15 3.15
Fly Ash Specific Gravity 2.68 2.37 2.37
Silica Fume Specific Gravity N/A 2.3 2.3
Coarse Agg. Max. Size (mm) 25 25 25
Coarse Agg. Bulk Specific Gravity (SSD) 2.67 2.71 2.71
Coarse Agg. Absorption Capacity (%) N/A 1.5 1.5
Coarse Agg. Unit Weight Dry Rodded (kg/m3) N/A 1547 1547
Fine Aggregate Fineness Modulus N/A 2.3 2.3
Fine Agg. Bulk Specific Gravity (SSD) 2.61 2.62 2.62
Fine Agg. Absorption Capacity (%) N/A 1.38 1.38
The cast surfaces of all samples were finished with a steel trowel.
3.2.4 Curing and Storage
Samples corresponding to batch R3 were cured for 28 days immersed in a water bath at 23 ◦C [73 ◦F].
Samples corresponding to batches A and B were cured for 28 days in a moisture controlled room at 100%
relative humidity, at room temperature. After the curing period and before testing, samples were stored in
laboratory at room temperature and relative humidity.
3.2.5 Concrete Specimen for Consistency Tests
One additional concrete sample was used to carry out the preliminary consistency tests during stage 1
study (i). In this document this sample is referred to as “Concrete Block 0”. This is a prismatic specimen
with dimensions 30.0 cm [11.80 inches] width, 30 cm [11.80 inches] depth and 65.0 cm [25.60 inches] length.
Tests were run on the center of the top surface, one of the large sides, in order to avoid the edge reflections
as much as possible.
3.3 Equipment
3.3.1 Sending Transducers
The sending transducers utilized in this investigation were the SensComp Smart Sensor Series 600 Elec-
trostatic Transducer model (see figure 3.1). These transducers generate a sixteen-sinusoidal-cycles pulse,
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resulting in a narrow band wave centered at approximately 50 kHz. They are specially designed to oper-
ate in air. These transducers allow external triggering at 5 Hz frequency. It should be noted that these
transducers are also capable of sensing air pressures but they were not used for this purpose during this
investigation.
The use of this type of sending transducers to successfully generate transient waves in concrete has been
validated by other researchers [7].
Figure 3.1: SensComp Smart Sensor Series 600 Electrostatic Transducer.
3.3.2 Receiving Accelerometers
Seven different accelerometers were used throughout this investigation. Six of them corresponded to the
model number 352C15 produced by PCB Piezoelectronics Inc. The seventh accelerometer corresponded to
the model number 353B16 produced by PCB Piezoelectronics Inc.
In general, each test consisted of using six accelerometers (see section 3.5). Initially, tests performed during
stage 1 (preliminary tests) were carried out using all six 352C15 model accelerometers. However, throughout
the investigation one of these accelerometers was identified to be malfunctioning so it was swapped for the
353B16 model accelerometer.
According to the manufacturer, the 352C15 model accelerometers have a resonant frequency higher than
50 kHz and the 353B16 model accelerometer has a resonant frequency higher than 70 kHz. However, the
manufacturer also specifies that the type of coupling may affect the resonant frequency of the sensing system.
In general terms, the tighter the accelerometer is bonded to the concrete surface the less the resonant
frequency is affected. Looser types of mounting tend to shift downwards the resonance frequency of the
sensing system. The manufacturer specifies that some types of mounting may shift the resonant frequency
of the sensing system down on the order of 10 to 100 kHz.
Except for some of the consistency tests carried out during stage 1, the accelerometers’ mounting was
done with the following procedure. First, the surface was sanded down with medium-coarse sandpaper. The
fines were blown away and cellophane tape was used to remove the remaining dust from the surface. After
that, the accelerometers were firmly attached to the concrete surface using Crazy glue. The exception to
this procedure consisted of fixing the accelerometers with wax using same surface preparation to remove the
fines.
33
Figure 3.2 is a picture showing three accelerometers PCB 352C15 attached to a concrete specimen.
Figure 3.2: Three PCB 352C15 accelerometers attached to a concrete specimen.
3.3.3 Signal Conditioner
The accelerometers were powered up by signal conditioner model PCB 441A101, with capacity for four
channels. Figure 3.3 is a picture showing two signal conditioners PCB 441A101 employed in the experiments.
Figure 3.3: Two PCB 441A101 signal conditioners.
3.3.4 Strain Gauges
Strain measurements were taken using strain gauges model Tokyo Sokki Kenkyujo Co., Ltd., type PL-
90-11-1L. These gauges were 90 mm [3.54 inches] long with 120.3 Ω resistance and a gauge factor of 2.10.
For concrete measurements, the manufacturer recommends selecting a strain gauge type at least three times
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longer than the maximum aggregate size. Thus, this length was selected because the maximum aggregate
size of the mixtures in this investigation was 25 mm [1.00 inch], satisfying the mentioned recommendation.
Strain gauges were attached to the concrete with the following procedure. First, the concrete surface was
sanded down with medium-coarse sand paper to remove the fine particles. Moist cotton was used to finish
removing the dust. Next, acid and basic solutions were applied on the surface to neutralize it. After drying,
a layer of epoxy was applied onto the surface to cover the small pores. After initial setting of the first layer,
a second epoxy layer was applied to generate a smoother surface. After the epoxy had set, neutralization
was performed again with acid and basic solutions, and allowed to dry. Then, the strain gauge was initially
stuck to a piece of cellophane tape, and taped to the gauges backside. A two-chemical activated glue was
used to stick the gauge onto the surface. One part of the glue was set onto the epoxy surface and the other
part onto the gauge. The gauge was then handled using the cellophane tape and pressed firmly towards the
specimen’s surface for one minute. After hardening, the cellophane tape was removed carefully, exposing the
backside of the gauge. Finally, two layers of polyurethane were applied to protect the gauge.
Figure 3.4 is a picture showing a PL-90-11 strain gauge attached to a concrete specimen.
Figure 3.4: Strain gauge type PL-90-11-1L attached to concrete specimen.
3.3.5 Wheatstone Bridge
All strain measurements were collected using a Vishay P3 Strain Indicator and Recorder Wheatstone
Bridge. The instrument was always used in a quarter bridge configuration. Figure 3.5 is a picture showing
the Wheatstone Bridge Vishay P3 Strain Indicator and Recorder employed in the experiments.
3.3.6 Data Acquisition System - DAQ
Data acquisition was performed with a National Instruments USB 6366 DAQ. This piece of equipment
enables data collection up to 2 MHz sampling rate at 16 bits of vertical resolution, with each of its four input
analog channels. Figure 3.6 is a picture showing the DAQ NI 6366 employed in the experiments.
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Figure 3.5: Wheatstone Bridge Vishay P3 Strain Indicator and Recorder.
Figure 3.6: DAQ NI 6366.
3.3.7 Loading Machine - Forney
The “Forney” is a loading machine model Forney QC-410-D year 1988. Its most recent calibration was
done on March 23rd of 2015 and it was specified to be accurate at loads of 267 kN [60 kips] or higher. Its
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maximum loading capacity is 1779 kN [400 kips].
It should be noted that this equipment was utilized to load concrete specimens at levels lower than 267
kN [60 kips]. Thus, the loading readings given by this machine were not expected to be perfectly accurate
nor they were analyzed as if they were.
3.3.8 Loading Machine - East Side
This loading machine comprises a loading frame MTS 309 series with 4-pole system support. The cross-
head is hydraulically driven. The actuator is MTS 205 series, with capacity of ±2.7 Mn [±600 Kips] and
piston displacement of ±127 mm [±5 inches].
Loading/unloading can be applied using a load, displacement or strain controlled system. Control is done
via Instron 8500 Plus controllers and a PowerMac computer, in combination with a 16 channel DAQ and
LabView software.
Figure 3.7: East Side loading machine. Figure obtained from UIUC Newmark Structural Engineering Lab-
oratory / Machine Shop web page.
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3.4 Testing Setups
3.4.1 General
Multiple testing setups had been tried out throughout this investigation. As the investigation moved
forward, these were adapted and optimized to conform the investigation’s objectives. Eventually, five types
of setups were selected and are therefore the only ones reported (the testing setup for compressive strength
of 4x8 cylinders is not considered here nor it is further analyzed).
The selected setups were: testing setup for (a) preliminary consistency tests, (b) preliminary bending
tests, (c) preliminary uniaxial compression tests, (d) tests for acoustoelastic study of uniaxial compression
and (e) acoustoelastic study of bending.
As previously stated, stage 1 corresponded to the preliminary tests, stage 2 corresponded to the study of
acoustoelasticity of concrete specimens under uniaxial compression and stage 3 corresponded to the study
of acoustoelasticity of concrete specimens under bending. Within stage 1, studies (i), (ii) and (iii) corre-
sponded to (i) Preliminary Consistency Tests, (ii) Preliminary Bending Tests, and (iii) Preliminary Uniaxial
Compression Tests. Table 3.5 summarizes the five testing setups carried out at each stage and Study.
Table 3.5: Testing setups summary within each stage and study. Loading machine specified between paren-
thesis.
Testing Setup Investigation Stage Study
a Preliminary Consistency Tests 1 i
b Preliminary Bending Tests (using Forney) 1 ii
c Preliminary Uniaxial Compression Tests (using Forney) 1 iii
d Acoustoelast. in Uniaxial Compression (using East Side) 2 -
e Acoustoelasticity in Bending (using Forney) 3 -
3.4.2 General Geometric Setup for Bending Tests
One of the main goals of this investigation was to study the acoustoelastic differences between tension
and compression stresses in concrete specimens under bending. To achieve this objective, specimens were
tested under bending in a 4-point load configuration. At least one of the platens had an articulated ball
that enabled improving the platen-concrete surface contact, and thus applying a more uniformly distributed
load. In a 4-point load bending testing setup, the specimen’s top surface between the loading rollers is
subjected to constant bending moment, according to linear-elastic beam theory. Thus, compression stresses
are generated at the top surface between the loads applied by the rollers. Similarly, the bottom surface is
submitted to constant bending moment between the bottom rollers, which generates tensile stresses. Thus,
this setup leaves space to run surface wave tests at both surfaces top and bottom. It should be pointed out
that all the bending tests carried out throughout this investigation had one single configuration, schemed in
figure 3.8, which was not the standard ASTM 4-point load bending setup specified in ASTM C78/C78M-10
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[52]. The difference between these was that the ASTM recommends the distance between the top loading
rollers (center to center) to be 17.8 cm [7.00 inches], which corresponds to one third of the MOR beams’
nominal length; but in this investigation that distance was increased up to 25.4 cm [10.00 inches]. This was
done to give additional space to improve the quality of the surface wave tests. If the sender had been too
close to the sensors, the nearfield effects may decrease the signal quality In other words, surface waves need
a certain distance to form and travel coherently in order to be able to compute the correct surface wave
velocity. Additional details of the selected surface wave testing setup are explained in section 3.5.6.
Figure 3.8 is a scheme showing the nominal dimensions between the MOR specimens and the loading
rollers. This was the configuration considered for all tests in bending.
Figure 3.8: Scheme showing a general bending test configuration [1 inch = 2.54 cm].
3.4.3 General Geometric Setup for Uniaxial Compression Tests
The general geometric configuration for uniaxial compression tests consisted of introducing the concrete
specimen into the loading machine, between the loading platens. At least one of the platens had an articulated
ball that enabled improved contact between the platen-concrete surface, therefore providing a more uniformly
distributed load. The loading protocol changed with each particular test. Surface wave tests and strain gauge
measurements were carried out on two opposing sides, at approximately mid length.
An MOR beam loaded with this configuration, can be assumed to have a cross-section submitted to uniform
axial compressive stresses if the center of the beam is sufficiently far from the loaded ends (Saint-Venant’s
Principle). Thus, there is a region surrounding the beam’s mid length that well approximates constant
axial compressive stresses. Surface wave velocity and strain measurements were carried out at that region.
Additional details of the selected surface wave testing setup are explained in section 3.5.6.
Figure 3.9 a shows the nominal dimensions of the MOR specimens and the loading setup in uniaxial
compression. Figure 3.9a shows the center portion of a MOR beam that has beam saw-cut at the ends to
fit it into the Forney testing machine. Figure 3.9b shows the whole MOR beam for a uniaxial compression
test at East Side.
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Figure 3.9: General uniaxial loading test configuration. Figure (a) represents a beam whose ends have been
saw-cut being tested under uniaxial compression. Figure (b) represents an un-cut MOR beam being tested
vertically under uniaxial compression [1 inch = 2.54 cm].
Figure 3.10 depicts the testing setup used for stage 1 study (iii) tests.
Figure 3.10: Equipment used during stage 1 study (iii): preliminary uniaxial compression tests using the
Forney testing machine.
3.4.4 Stage 1 / Study (i): Preliminary Consistency Tests
Preliminary consistency tests comprise the analysis of one FEM model, six experimental tests carried out
on the “Concrete Block 0” specimen and one additional experiment to evaluate the senders’ stability over
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time. The goals of the preliminary consistency tests were to define the best method to detect the surface
wave arrival, study the consistency of the sending transducers and the receiving accelerometers, the near-field
effect, the effect of coupling, and to define the optimum number to time-average the captured signals. It
should be noted that preliminary consistency tests number 2.1 through 2.6, described below, were carried
out by setting the accelerometer array always at the same locations. Table 3.6 summarizes the preliminary
consistency tests carried out.
Table 3.6: Summary of preliminary consistency tests carried out throughout stage 1 study (i).
Stage Study Test # Test Name
1 i 1 Wave arrival simulation using FEM
1 i 2.1 Positioning consistency of accelerometers array “T” with sender “Silver”
1 i 2.2 Positioning consistency of accelerometers array “B” with sender “Black”
1 i 2.3 Signal consistency when swapping senders
1 i 2.4 Nearfield effect evaluation
1 i 2.5 Coupling effect evaluation
1 i 2.6 Time-averaging evaluation
1 i 3 Stability of senders over time
Test 1: Wave Arrival Simulation using a Finite Element Model (FEM)
A 2-D finite element model (FEM) was created to simulate Rayleigh surface waves with the testing setup
(described in section 3.5.6). The FEM model simulated the generation of a wave in the air, the interaction
with the concrete surface and the propagation through the concrete. The acceleration signals were captured
at three locations away from the sending transducer.
The FEM was not created by the author, so the specific procedure of its creation and execution falls outside
the scope of this investigation. However, the FEM model was useful to substantiate the signal processing,
wave arrival detection and wave velocity calculation of the experiments of this investigation. The main goal
of the FEM was to identify the surface wave arrival detection method that yields the most accurate wave
velocity compared to the theoretical linear-elastic surface wave velocity.
The FEM model comprised a simulated concrete MOR beam, of dimensions 53.3 cm [21.00 inches] length
by 15.2 cm [6.00 inches] depth, immersed in air. An air-coupled excitation consisting of seven sinusoidal
cycles submitted to a Hanning window simulated the experimental sending transducer excitation. The
excitation was applied on a 3 cm [1.18 inches] line, forming 8◦ angle of incidence with concrete’s top surface.
Accelerations were monitored at three points on the concrete surface at a rate of 2 MHz (yielding a 0.5 µs
sampling interval), simulating the contact accelerometers and real data collection features. The horizontal
distance between the sending transducer’s center and the closest measurement point was 9.0 cm [3.54 inches].
Measuring points were spaced 2.0 cm [0.79 inches] from each other. The measurement configuration was
centered onto the specimen to delay edge reflections as much as possible. The mesh consisted of 4 node
plane strain elements whose side sizes varied between 1 to 2.5 mm [0.039 to 0.098 inches].
The concrete properties assumed in the FEM model are presented in table 3.7.
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Table 3.7: FEM concrete properties, E is Young’s Modulus, ν is Poisson’s ratio and ρ is density. [1 kg/m3
= 1.685 lb/yd3, 1GPa = 145 Ksi].
E 35.57 GPa
ν 0.2
ρ 2400 kg/m3
The theoretical linear-elastic surface wave velocity was calculated from concrete’s properties presented in
table 3.7. The FEM satisfies all the assumptions made in Chapter 2 for a “perfect solid medium”. These
are: wave pulses propagating through solid homogeneous isotropic linear-elastic media and perfect contact
between concrete and air. It was also assumed that because air is much more compliant than concrete,
the boundary surface can be considered to be traction free. Thus, equation 2.25 was used to estimate
the theoretical linear-elastic surface wave velocity. The simulated signals collected at the three measurement
points of the simulation were processed as if they were experimental signals, following the procedure explained
in section 3.5. Then, using these signals, eleven different wave detection methods were carried out to estimate
the surface wave velocity. Thus, eleven different surface wave velocities were obtained for the same wave
data, and these were compared to the theoretical surface wave velocity. This analysis narrowed the options
for wave arrival detection methods down to five best methods. Table 3.8 summarizes the methods applied
to the FEM output signals.
Table 3.8: Wave arrival detection methods applied to the FEM output signals.
Method # Method Name
1 Theoretical Linear Elastic
2 1st Pos - Parabola Fit
3 2nd Neg - Parabola Fit
4 2nd Pos - Parabola Fit
5 1st Pos - 4th order Poly. Fit
6 2nd Neg - 4th order Poly. Fit
7 2nd Pos - 4th order Poly. Fit
8 Spline & Xcorr - 5 periods
9 Spline & Xcorr - 3 periods
10 Spline & Xcorr - 2 periods
11 Spline & Xcorr - 1 period
12 Spline & Zero Crossing
All the methods involved submitting the signal to a “DC offset correction”, “Tukey windowing” and
“smoothing”, as explained in section 3.5.5. The difference between methods only relied on how the wave
arrivals were detected. This study led to the definition of the best wave arrival detection method to be
applied during the experiments. The identified optimal method is described in detail in section 3.5.6. All
processing described in this section was carried out using MatLab.
Method 2, “1st Pos - Parabola Fit” consisted of identifying the time and amplitude of the local maximum
of the waveform’s first positive peak. Then, the previous and following points away from the local maximum
were selected. Thus, these two points were one sampling time interval away from the local maximum. Then,
using these three points, a parabola (2nd order polynomial curve) was fit through them. The time interval
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of the fitted curve was selected to be 0.5 ns, which corresponds to 1000 times lower sampling interval than
that of the signal (0.5 µs). This was a way of recreating the tip of the peak with increased time resolution.
Then, the new local maximum of the fitted curve was located, defining the 1st positive peak time arrival.
Each signal, from each measurement point, yielded a different time arrival. The position of the measuring
points was known. Thus, velocity was computed as the slope of a linear fit between the time arrivals of the
defined maxima and relative positions of the measurement points. Figure 3.11 shows the defined maximum
of the first positive peak.
Method 3, “2nd Neg - Parabola Fit” was the same as Method 2 except that the minimum of the 2nd
negative peak of the waveform was employed for the analysis, instead of that of the first positive peak.
Figure 3.11 shows the defined minimum of the second negative peak.
Method 4, “2nd Pos - Parabola Fit” was the same as Method 2 except that the maximum of the 2nd
positive peak of the waveform was employed for the analysis, instead of the first positive peak. Figure 3.11
shows the defined maximum of the second positive peak.
Method 5, 6 and 7 were the same as methods 2, 3 and 4, respectively, except that instead of using a
parabolic fit, the peaks were fit using a 4th order polynomial curve. Thus, for these methods (5, 6 and 7),
five data points were selected from the waveforms in order to generate the polynomial fit, with the defined
maximum or minimum at the center (instead of picking only three points to use for the parabolic fit).
Method 8, “Spline & Xcorr - 5 periods” consisted of applying an additional Tukey window centered at the
time arrival of the 2nd negative peak. The application of this window left unmodified the first five periods
of the waveform but flattened the rest of the signal (see section 3.5.5 for details in the application of Tukey
windows). Then, the resulting signal was refined using the cubic interpolation procedure named “Spline”,
obtaining a “splined signal”. This procedure used the input signal, with an initial time interval, and refined
it to the desired time interval by performing cubic interpolations to calculate the “new” intermediate data
points. The time interval of the splined signal was set to 5 ns, which corresponded to 1/100 times the
experimental sampling interval (0.5 µs). Finally, after applying the previous steps to all three signals, the
“splined” signals from the second and third measuring points were cross-correlated to the “splined” signal
of the first measuring point. Cross-correlation measures how similar the signals being compared are, and
computes an estimated time lag between them. Thus, two time lags were obtained from comparing signals 1
and 2, and signals 1 and 3. Signal 1 was then assigned the time lag value of 0. Thus, velocity was computed
as the slope of a linear fit between the time lags and relative positions of the measurement points.
Methods 9, 10 and 11 were the same as method 8 with the exception that the applied Tukey windows
yielded shorter signals, with three periods in method 9, 2 periods in method 10 and 1 period in method 11.
Finally, method 12, “Spline & Zero Crossing ”, involved first, “splining” the signal as explained in method
8. Then, the first positive peak and second negative peak of the waveforms were identified. The piece of
curve between these peaks was analyzed in further detail to compute the time at which the signal value
is zero, i.e. to estimate the zero crossing. To estimate the zero crossing, each piece of curve (from peak
to peak) was isolated and the absolute value function was applied. Then, from each of the absolute-valued
curves, the time at which the minimum value occurs (“minimum time point”) was identified. The “minimum
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time point” corresponded to the data point of the piece of curve with amplitude closest to zero. Once the
“minimum time point” was identified, the time points previous and the after the “minimum time point”
were also selected. At these three time points, the signal must be negative in at least one of them, and
positive in at least another one. With these three time points and their respective amplitude values, a
linear interpolation was applied to estimate the time at which the signal crossed zero. This procedure was
executed for each signal from each measurement point. Then, velocity was computed as the slope of a linear
fit between the calculated times and relative positions of the measuring points.
Figure 3.11 depicts the waveform captured at measurement point 1 showing what is meant for “1st Positive
Peak”, “2nd Negative Peak” and “2nd Positive Peak”.
Figure 3.11: FEM signal at measurement point 1 used to illustrate various features of the waveform.
Test 2.1: Positioning Consistency of Accelerometers Array “T” with Sender “Silver”
Preliminary consistency test 2.1 was carried out on the specimen “Concrete Block 0”. The “Silver” sending
transducer and the accelerometer array “T” were used. The goal was to evaluate how consistent the velocity
results are if the accelerometers are removed from their positions and attached back again. The basic surface
waves testing setup was employed, with the exception that the accelerometers were coupled with wax instead
of Crazy glue. Wax was used in this test to ease the sensor attachment/detachment.
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The testing procedure consisted of the following. First, the distance between accelerometers was measured
using a caliper. Then, one run of 50 times-averaged surface wave signals was collected as explained in section
3.5.4. Then, the accelerometers were detached and reattached and another signal data set was collected.
Three runs were made following this procedure. Signal processing was done as explained in section 3.5.5.
However, only five wave arrival detection methods were carried out in this test. These methods were:
“Method 2: 1st Pos - Parabola Fit”, “Method 3: 2nd Neg - Parabola Fit”, “Method 5: 1st Pos - 4th Order
Poly. Fit”, “Method 6: 2nd Neg - 4th Order Poly. Fit” and “Method 12: Spline & Zero Crossing”.
Test 2.2: Positioning Consistency of Accelerometers Array “B” with Sender “Black”
Preliminary consistency test 2.2 was the same as preliminary consistency test 2.1, but using a different
sending transducer and a different accelerometer array. In this test the sending transducer “Black” and the
accelerometer array “B” were employed.
Test 2.3: Signal Consistency when Swapping Senders
Preliminary consistency test 2.3 was carried out on the specimen “Concrete Block 0”. Both sending trans-
ducers “Black” and “Silver” were used to generate the surface waves individually and only the accelerometer
array “B” was used to receive. The goal was to evaluate if changing the sending transducer but maintaining
the accelerometer array had any effect in the computed surface wave velocity. The basic surface waves testing
setup was employed, with the exception that the accelerometers were coupled with wax instead of Crazy
glue.
The testing procedure consisted of the following. First, the “Black” sender was set in position and the
distances between accelerometers were measured using a caliper. Then, ten runs of 50 times-averaged surface
wave signals were collected as explained in section 3.5.4. Then, the “Black” sender was swapped for the
“Silver” sender and another signal data set was collected. The same signal processing techniques were applied
and the same five wave arrival detection methods were assessed as in preliminary consistency methods 2.1
and 2.2.
Test 2.4: Nearfield Effect Evaluation
Preliminary consistency test 2.4 was carried out on the specimen “Concrete Block 0”. Both sending trans-
ducers “Black” and “Silver” were used to generate the surface waves individually and only the accelerometer
array “B” was used to receive. The goal was to evaluate if setting the sending transducer at a farther distance
from the accelerometer array has any effect in the computed surface wave velocity. The basic surface waves
testing setup was employed, with the exception that the senders were set in “Far” configuration: 13.0 cm
[5.1 inches] away from the closest accelerometer, and the accelerometers were coupled with wax instead of
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Crazy glue.
The testing procedure consisted of the following. First, the “Black” sender was set in position and the
distances between accelerometers were measured using a caliper. Then, ten runs of 50 times-averaged surface
wave signals were collected as explained in section 3.5.4. Then, the “Black” sender was swapped for the
“Silver” sender and another signal data set was collected. The same signal processing techniques were applied
and the same five wave arrival detection methods were assessed as in preliminary consistency methods 2.1
through 2.3. Results of this test (with the senders being “Far”) were compared to results of test 2.3 (with
the senders being “Close”).
Test 2.5: Coupling Effect Evaluation
Preliminary consistency test 2.5 was carried out on the specimen “Concrete Block 0”. It was used the
“Black” sending transducer and the accelerometer array “B”. The goal was to evaluate how the coupling,
wax or Crazy glue, affects the computed surface wave velocity. The basic surface waves testing setup was
employed, i.e., sender in “Close” configuration, 9.0 cm [3.54 inches] away from the closest accelerometer.
The testing procedure consisted of the following. First, the “Black” sender was set in position and the
distances between accelerometers were measured using a caliper. Then, ten runs of 50 times-averaged surface
wave signals were collected as explained in section 3.5.4. The same signal processing techniques were carried
out and the same five wave arrival detection methods were assessed as in preliminary consistency methods
2.1 through 2.4. This test’s results were compared to those yielded in test 2.3.
Test 2.6: Time-averaging Evaluation
Preliminary consistency test 2.6 was carried out on the specimen “Concrete Block 0”. It was used the
“Black” sending transducer and accelerometer array “B”. The goal was to evaluate how the number of
time-average events affects the computed surface wave velocity. The basic surface waves testing setup was
employed, i.e., sender in “Close” configuration, 9.0 cm [3.54 inches] away from the closest accelerometer and
accelerometers coupled with Crazy glue.
This test consisted of sending surface waves and collecting data in seven different sub-tests. Each sub-test
consisted of ten runs and each run of a certain number of time-averaged signals. The evaluated numbers
of time-averaging were: 5, 10, 25, 50, 75, 100 and 150. The same signal processing techniques were done
and the same five wave arrival detection methods were assessed as in preliminary consistency methods 2.1
through 2.5. Results yielded in this test were compared to those yielded in test 2.3. These sub-test results
were analyzed to define the number of time-average events to be used for further testing.
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Test 3: Stability of Senders over Time
Preliminary consistency test 3 was carried out on the specimen M-A-3. Sender “Black” was used to
generate the surface waves. Surface waves were received by the accelerometer array “B”. The goal was
to evaluate the stability of each sending transducer. The sending transducer was turned on and allowed
to send signal energy for several hours. Signals were collected periodically every 0.55 minutes (around 30
seconds). Surface wave velocity measurements were computed using the zero-crossing method. In addition,
the frequency spectra of each signal was analyzed and the center frequency of each signal computed over
time. For the frequency analysis, the smoothed signals were used, but the Tukey windowing was narrowed to
the first five periods of the signal. A padding of 500000 zeros was added at the end of the signals to improve
the frequency domain resolution.
3.4.5 Stage 1 / Studies (ii) and (iii): Preliminary Tests
The general goals of these tests were to try out the testing setup for measuring surface wave velocities
at multiple loading steps; to get initial results that would define additional areas of focus; and to define
loading/testing procedures that would be used for the following investigation work with better equipment
and more rigorous testing protocols.
Unless otherwise specified for a particular test, in stage 1, all tests under bending had the same configura-
tion and testing procedure “general configuration and procedure for bending tests using the Forney”; and all
tests under uniaxial compression had the same configuration and testing procedure: “general configuration
and procedure for uniaxial compression tests using the Forney”.
Table 3.9 presents a summary of the tests performed throughout stage 1 studies (ii) and (iii). These tests
corresponded to the preliminary tests carried out using the Forney testing machine loading machine.
Table 3.9: Summary of preliminary tests at Forney (stage 1).
Study Specimen Test # Test Name Test Description
ii M-R3-1 1 M-R3-1/T1 Bending - 2 loading cycles
ii M-R3-1 2 M-R3-1/T2 Bending - 3 loading cycles
ii M-R3-1 3 M-R3-1/T3 Bending - 2 loading cycles
iii M-R3-1 4 M-R3-1/T4 Uniax. Compression - 2 loading cycles
ii M-R3-3 1 M-R3-3/T1 Bending - 2 loading cycles - Side A at Top
ii M-R3-3 2 M-R3-3/T2 Bending - 2 loading cycles - Side A at Bottom
ii M-R3-3 3 M-R3-3/T3 Bending - 2 loading cycles - Side A at Bottom
ii M-R3-3 4 M-R3-3/T4 Bending - 2 loading cycles - Side A at Top
ii M-A-1 1 M-A-1/T1 Bending - 3 loading cycles
ii M-A-3 1 M-A-3/T1 Bending - 3 loading cycles
iii M-A-3 2 M-A-3/T2 Uniax. Compression - 3 loading cycles
iii M-A-3 3 M-A-3/T3 Uniax. Compression - 3 loading cycles
iii M-A-3 4 M-A-3/T4 Uniax. Compression - 1 loading cycle
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general configuration and procedure for bending tests using the Forney
This section details the testing configuration and experimental procedure followed in bending tests carried
out using the Forney testing machine.
This testing configuration/procedure comprised multiple steps. The first step consisted of turning on
the sending transducers at least 2 hours before starting the test. This action enabled consistent results by
reducing the transducer center frequency drift over time.
The second step was to prepare the specimen. The first action was to label the testing faces as “side A”
and “side B”. Unless otherwise specified in a particular test, sides A and B were the names given to each of
the opposing faces of the MOR beams that corresponded to the lateral sides of the beams when cast. Thus,
both of these faces were in contact with the metallic molds during casting and therefore they had the same
smooth finish condition. During the experiments, sides A and B were subjected either to compression or
tension. Sides A and B were the faces at which surface wave velocities were measured. Then, one strain gauge
was attached to side A and another one to side B, following the procedure described in section 3.3.4. Each
strain gauge was set parallel to the long edge in order to measure the largest principal strain throughout
the test. Strain gauges were centered at mid span and 1.00 cm [0.39 inches] away from the beam’s long
edge. This position provides suitable space for the surface wave testing. After attaching the strain gauges,
the available space for surface wave testing was defined and marked at each side A and B. The available
space corresponded to a distance of 17.8 cm [7.00 inches] centered at the beam’s mid span. This space
was sufficient to attach the sending transducer and the accelerometer array respecting the relative distances
of the basic surface waves testing setup; i.e. setting the sending transducer 9.00 cm [3.54 cm] away from
the closest accelerometer and spacing the accelerometers 2 cm [0.78 inches] from each other. The sending
transducer-accelerometer array system was positioned close to the center of the beam’s width, trying to avoid
open pores in the concrete’s surface. The accelerometers were then attached with Crazy glue. The distance
between accelerometers were measured using a caliper. The distance measurement procedure consisted of
measuring each of the accelerometers diameters and then the inner distances between accelerometers; the
center to center distances were calculated from the measured distances.
The third step consisted of setting the beam into the Forney, attaching the sending transducers, connecting
the wires and cables and starting the actual test. The transducers were held with a plastic box provided
by the manufacturer. Four metallic supports were firmly glued to each of the holding boxes to produce the
desired angle of incidence. The two rear supports of each box (those supports farthest away from the closest
accelerometer) were fixed to the concrete surface using hot glue; then, a rubber band was passed surrounding
the beam and both boxes (attached to opposing sides of the beam) in order to firmly press the boxes towards
the beam. The actual test consisted of loading the beam in loading steps defined at each particular test.
Load was applied at loading rates between 8.8 kN/min [2000 lbs/min] and 17.8 kN/min [4000 lbs/min]. At
each loading step, load was held constant and ten runs of surface wave velocity measurements were taken at
the top and bottom surfaces. Each surface was tested individually; i.e. only one sending transducer was on
at a time. Each run consisted of 50 time-averaged signals. At each loading step, strain measurements were
collected using the Wheatstone bridge. It was noted that the Forney testing machine could not maintain
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a constant load at the load step during the process of the surface wave measurements. Thus, strains were
recorded at each side throughout the time that side was being tested with surface waves. Therefore, ten
strain measurements were collected at each side at each loading step. Usually, several loading cycles were
carried out in each test. There were no unloading cycles carried out in tests done using the Forney testing
machine because this machine was not capable of controlled unloading. Thus, once the maximum load step
was reached at one cycle, the beam was completely unloaded and the following cycle started. All tests ended
with a final set of measurements taken with the beam unloaded except for the ones at which the specimen
was taken until failure.
general configuration and procedure for uniaxial compression tests using the Forney
This section details the testing configuration and experimental procedure followed in uniaxial compression
tests carried out using the Forney testing machine.
This configuration consisted of the same three steps explained above in “general configuration and proce-
dure for bending tests using the Forney”, but with some few variations. It should be noted that within stage
1, all tests done in bending (study ii) were carried out before the same specimens were tested in uniaxial
compression (study iii). In other words, in stage 1 (preliminary tests), no specimen was tested in uniaxial
compression without testing it previously in bending. Therefore, the steps explained in this section are
in addition to those explained above in “general configuration and procedure for bending tests using the
Forney”.
After the bending test, the first step to prepare the specimen for the uniaxial compression test was to
saw-cut their ends. This was done in order to fit the specimen into the Forney. 11.4 cm [4.50 inches] were
saw-cut from each end, obtaining a 30.5 cm [12.0 inches] length specimen. To perform this task, all wires
and cables were disconnected and sending transducers detached. The accelerometers and strain gauges were
kept but they were covered with nylon, duct tape and hot glue in order to protect them form wetting.
With the specimen being cut, sending transducers were attached again, equipment was connected and
loading test was executed following the corresponding directions explained above in steps 2 and 3 of “general
configuration and procedure for bending tests using the Forney”. In this case, the loading rate was between
290 kN/min [65000 lbs/min] and 380 kN/min [85000 lbs/min].
Test M-R3-1/T1
Test M-R3-1/T1, in bending, was the first test carried out on specimen M-R3-1. Test configuration and
procedure were carried out as explained above in “general configuration and procedure for bending tests
using the Forney”.
The specimen was submitted to two loading cycles of six steps each. Loading steps increments were of
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around 4.4 kN [1000 lbs] until the maximum load 22.2 kN [5000 lbs]. At each loading step, the sending
transducers were turned on, individually, and 10 runs of signals were collected at each surface. Each run
consisted of 300 time-averaged signals (instead of 50 as stated in the “general configuration and procedure
for bending tests using the Forney”).
The relative position between accelerometers was not measured in this test. The specimen’s geometry was
not measured.
Test M-R3-1/T2
Test M-R3-1/T2, in bending, was the second test carried out on specimen M-R3-1. Test configuration
and procedure were carried out as explained above in “general configuration and procedure for bending tests
using the Forney”. It consisted of repeating the previous test, M-R3-1/T1 in order to evaluate repeatability.
The only difference between these tests was that in test M-R3-1/T2 each run of surface wave data collection
consisted of 50 times-averaged signals instead of 300. Also, three loading steps were carried out in this test.
Furthermore, the relative position between accelerometers was measured before performing this test.
Test M-R3-1/T3
Test M-R3-1/T3, in bending, was the third test carried out on specimen M-R3-1. Test configuration and
procedure were carried out as explained above in “general configuration and procedure for bending tests using
the Forney”. Test M-R3-1/T3 consisted of repeating the previous test, M-R3-1/T2, but reaching higher load
levels. Two loading cycles were carried out. The first cycle reached to 22.2 kN [5000 lbs] resembling test
M-R3-1/T2. The second cycle reached 35.5 kN [8000 lbs].
Test M-R3-1/T4
Test M-R3-1/T4, in uniaxial compression, was the fourth test carried out on specimen M-R3-1. Test
configuration and procedure were carried out as explained above in “general configuration and procedure for
uniaxial compression tests using the Forney”.
The test consisted of loading the specimen to similar strain levels as it was previously submitted to during
test M-R3-1/T3. The goal was to study if changing the stress field, from a bending stress field (with varying
stresses throughout the beam’s depth) to a uniaxial compressive stress field (constant stresses through the
beam’s depth) affected the concrete’s acoustoelastic behavior characterized with surface waves.
Two loading cycles were carried out. The first cycle reached 53.4 kN [12000 lbs] in load step increments
of 4.4 kN [1000 lbs]. The second reached to 120 kN [27000 lbs] in increments of 13.3 kN [3000 lbs].
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Test M-R3-3/T1
Test M-R3-3/T1, in bending, was the first test carried out on specimen M-R3-3. Test configuration and
procedure were carried out as explained above in “general configuration and procedure for bending tests using
the Forney”. The goal was to evaluate repeatability among specimens. Two loading cycles were carried out.
In this test, side A was tested at the top and side B at the bottom.
Test M-R3-3/T2
Test M-R3-3/T2, in bending, was the second test carried out on specimen M-R3-3. Test configuration
and procedure were carried out as explained above in “general configuration and procedure for bending tests
using the Forney”. However, in this test, the beam was flipped over so that side B was at the top, submitted
to compression, and side A at the bottom, submitted to tension. The goal of this test was to study the effect
of the loading history at each surface.
Test M-R3-3/T3
Test M-R3-3/T3, in bending, was the third test carried out on specimen M-R3-3. Test configuration and
procedure were carried out as explained above in “general configuration and procedure for bending tests
using the Forney”. The goal of this test (together with M-R3-3/T4) was to repeat tests M-R3-3/T1 and
M-R3-3/T2. In this test, side A was at the bottom and side B at the top.
Test M-R3-3/T4
Test M-R3-3/T4, in bending, was the fourth test carried out on specimen M-R3-3. Test configuration and
procedure were carried out as explained above in “general configuration and procedure for bending tests
using the Forney”. The goal of this test (together with M-R3-3/T3) was to repeat tests M-R3-3/T1 and
M-R3-3/T2. In this test, side A was at the top and side B at the bottom.
Test M-A-1/T1
Test M-A-1/T1, in bending, was the first test carried out on specimen M-A-1. Test configuration and
procedure were carried out as explained above in “general configuration and procedure for bending tests
using the Forney”. The goal was to study acoustoelasticity under bending until failure, and also compare
results with previous tests of other specimens. Three loading cycles were carried out in M-A-1/T1. The
third cycle was driven until failure.
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Test M-A-3/T1
Test M-A-2/T1, in bending, was the first test carried out on specimen M-A-3. Test configuration and
procedure were carried out as explained above in “general configuration and procedure for bending tests
using the Forney”. The goal was to study acoustoelasticity under bending up to loads close to failure under
bending. Three loading cycles were carried out. The third cycle reached 40 kN [9000 lbs] approximately
equivalent to 75% of the failure load.
Test M-A-3/T2
Test M-A-2/T2, in uniaxial compression, was the second test carried out on specimen M-A-3. Test
configuration and procedure were carried out as explained above in “general configuration and procedure
for uniaxial compression tests using the Forney”. The goal was to study acoustoelasticity under uniaxial
compression, after the specimen had been submitted to bending stresses. Three loading cycles were carried
out. The first loading cycle aimed to achieve the same strain levels obtained before in test M-A-3/T1. For
that reason, cycle 1 was taken up to 53.4 kN [12 Kips] in increments of 4.4 kN [1 Kips]. Cycle 2 consisted of
loading the specimen to a higher load level, at which the acoustoelastic effects could be better distinguished;
thus, loading was carried out up to 88.9 kN [20 Kips]. Cycle 3 consisted of loading the specimen to 133.4
kN [30 Kips], which was around 10% of its failure load.
Test M-A-3/T3
During M-A-3/T2 it was observed that the surface that had been previously submitted to tension (in
bending) had a different stress-strain behavior than the one that had previously been submitted to compres-
sion (in bending). Thus, M-A-3/T3 was carried out to verify that this effect was not an experimental error
introduced by the loading platen.
Test M-A-3/T3, in uniaxial compression, consisted of three loading cycles. At each loading cycle, only
load and strain readings were recorded. Configuration of cycle 1 was exactly the same as the one in the
previous test, M-A-3/T2. For cycle 2, the specimen was rotated 180◦. Cycle 3 consisted of repeating cycle
2. All cycles consisted of load increments of 13.3 kN [3 Kips] and maximum loads of 66.7 kN [15 Kips].
Test M-A-3/T4
Test M-A-2/T2, in uniaxial compression, was the second test carried out on specimen M-A-3. Test
configuration and procedure were carried out as explained above in “general configuration and procedure for
uniaxial compression tests using the Forney”. The goal of this test was to study the acoustoelastic effects of
the specimen being submitted up to loads equivalent to 50% of its failure load. Only one loading cycle was
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carried out. Load was increased in steps of 44.4 kN [10 Kips] although an additional step was carried out at
22.2 kN [5 Kips]. The maximum load was 800.7 kN [180 Kips]. After unloading the specimen, surface waves
were measured right after the specimen was unloaded and then 10 minutes after unloading. For this test,
loading rate was between 44.8 kN/min [10 Kips/min] to 88.9 kN/min [20 Kips/min].
3.4.6 Stage 2: Acoustoelasticity in Uniaxial Compression
This stage had two goals. First, to replicate results performed by other research in order to validate the
testing setup. Second, to characterize the acoustoelastic effect of surface waves in low uniaxial compres-
sion stresses; with these results it would be possible to compare surface wave interaction between uniaxial
compression and compression by bending stress fields.
All stage 2 tests were carried out at the East Side loading machine. Unless otherwise specified for a
particular test, in stage 2, all tests had the same configuration and testing procedure: “general configuration
and procedure for uniaxial compression tests at East side”.
Table 3.10 summarizes the information about the tests carried out in stage 2.
Table 3.10: Summary of stage 2 tests, uniaxial compression at East Side machine.
Specimen Test # Test Name
Test
Description
M-A-2 1 M-A-2/T1
2 loading cycles and
2 unloading cycles
M-A-4 1 M-A-4/T1
2 Loading cycles and
2 unloading cycles
M-B-3 1 M-B-3/T1 2 loading cycles
M-B-4 1 M-B-4/T1 2 loading cycles
general configuration and procedure for uniaxial compression tests at East side
This section details the testing configuration and experimental procedure followed in uniaxial compression
tests carried out using the East Side testing machine.
This testing configuration/procedure consisted of multiple steps. The first step consisted of turning on
the sending transducers at least 2 hours before starting the test. This action enabled consistent results by
reducing the transducer center frequency drift over time.
The second step was to prepare the specimen. The first action was to label the testing faces as “side A”
and “side B”. Sides A and B were the names given to each of the opposing faces of the MOR beams that
corresponded to the lateral sides of the beams when cast. Thus, both of these faces were in contact with
the metallic molds during casting and therefore they had the same smooth finished condition. Sides A and
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B were the faces at which surface wave velocities were measured. Then, one strain gauge was attached to
side A and another one to side B, following the procedure described in Section 3.3.4. Each strain gauge was
set parallel to the long edge in order to measure the greatest principal strain throughout the test. Strain
gauges were centered at mid span and 1.00 cm [0.39 inches] away from the beam’s long edge. This position
provides suitable space for the surface wave testing. After attaching the strain gauges, the available space
for surface wave testing was defined and marked at each side A and B. The available space corresponded to
a distance of 17.8 cm [7.00 inches] approximately centered at the beam’s mid span. This space was sufficient
to attach the sending transducer and the accelerometer array respecting the relative distances of the basic
surface waves testing setup; i.e. setting the sending transducer 9.00 cm [3.54 cm] away from the closest
accelerometer and spacing the accelerometers 2 cm [0.78 inches] from each other. The sending transducer-
accelerometer array system was positioned close to the center of the beam’s width, trying to avoid open pores
in the concrete’s surface. The accelerometers were then attached with Crazy glue. The distance between
accelerometers were measured using a caliper. The distance measurement procedure consisted of measuring
each of the accelerometers diameters and then the inner distances between accelerometers; the center to
center distances were calculated from the measured distances.
The third step consisted of setting the beam into the Forney, attaching the sending transducers, connecting
the wires and cables and starting the actual test. The transducers were held with a plastic box provided
by the manufacturer. Four metallic supports were firmly glued to each of the holding boxes to produce
the desired angle of incidence. The two rear supports of each box (those supports farthest away from the
closest accelerometer) were fixed to the concrete surface using hot glue; then, a rubber band was passed
surrounding the beam and both boxes (attached to opposing sides of the beam) in order to firmly press the
boxes towards the beam. The actual test consisted of loading the beam in loading steps defined at each
particular test. Load was applied at loading rates between 290 kN/min [65000 lbs/min] and 380 kN/min
[85000 lbs/min]. The loading system was load-controlled. At each loading step, load was held constant and
ten runs of surface wave velocity measurements were collected at surfaces A and B. Each surface was tested
individually; i.e. only one sending transducer was on at a time. Each run consisted of 50 time-averaged
signals. At each loading step, strain measurements were collected using the Wheatstone bridge. Strains were
recorded at each side throughout the time that side was being tested with surface waves. Therefore, ten
strain measurements were collected at each side at each loading step. Usually, several loading and unloading
cycles were carried out in each test. All tests ended with a final set of measurements collected with the beam
unloaded.
Test M-A-2/T1: Uniaxial Compression
Test M-A-2/T1 was the first test carried out in specimen M-A-2. Two loading cycles and two unloading
cycles were carried out. The first loading cycle consisted of increasing load in steps of 13.3 kN [3.0 Kips]
until 66.7 kN [15.0 Kips]. This cycle would yield deformations comparable to those yielded in bending tests.
The second cycle had two parts. The first part started with zero load and increased in steps of 22.2 kN [5
Kips] until 90.0 kN [20 Kips]; the second part started at 90.0 kN [20 Kips] and increased in steps of 90.0
kN [20 Kips], until 800 kN [180 Kips]. The load 800 kN [180 Kips] corresponded to around the 50% of the
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failure load calculated with 4x8 cylinders.
During test M-A-2/T1 the strain gauge at side B broke. Thus, for the analysis it was considered that side
B had the same strains than side A.
Test M-A-4/T1: Uniaxial Compression
Test M-A-4/T1 was the first test carried out in specimen M-A-4. Two loading cycles and two unloading
cycles were carried out. The first loading cycle consisted of increasing load in steps of 13.3 kN [3.0 Kips]
until 66.7 kN [15.0 Kips]. This cycle would yield deformations comparable to those yielded in bending tests.
The second cycle had two parts. The first part started with zero load and increased in steps of 22.2 kN [5
Kips] until 90.0 kN [20 Kips]; the second part started at 90.0 kN [20 Kips] and increased in steps of 90.0
kN [20 Kips], until 800 kN [180 Kips]. The load 800 kN [180 Kips] corresponded to around the 50% of the
failure load calculated from 4x8 cylinders.
Test M-B-3/T1: Uniaxial Compression
Test M-B-3/T1 was the first test carried out in specimen M-B-3. Two loading cycles were carried out.
The first loading cycle consisted of increasing load in steps of 13.3 kN [3.0 Kips] until 66.7 kN [15.0 Kips].
This cycle would yield deformations comparable to those yielded in bending tests. The second cycle had
two parts. The first part started with zero load and increased in steps of 22.2 kN [5 Kips] until 90.0 kN [20
Kips]; the second part started at 90.0 kN [20 Kips] and increased in steps of 90.0 kN [20 Kips], until 445 kN
[100 Kips]. The load 445 kN [100 Kips] corresponded to around the 30% of the failure load calculated from
4x8 cylinders.
For test M-B-3/T1, the testing sides, A and B, corresponded to the top casting surface and the bottom
casting surface, respectively. Thus, the superficial finishing were different. Surface A was sanded down
appropriately in order to produce a smooth surface. This was done because the side casting surfaces had
many open pores that hindered mounting accelerometers.
In addition, for this test, only the first four loading steps of loading cycle 1 consisted of taking ten runs of
surface wave velocity measurements at each step; eight runs, instead if ten, were collected at all the following
steps due to time constrains.
Test M-B-4/T1: Uniaxial Compression
Test M-B-4/T1 was the first test carried out in specimen M-B-4. Two loading cycles were carried out.
The first loading cycle consisted of increasing load in steps of 13.3 kN [3.0 Kips] until 66.7 kN [15.0 Kips].
This cycle would yield deformations comparable to those yielded in bending tests. The second cycle had
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two parts. The first part started with zero load and increased in steps of 22.2 kN [5 Kips] until 90.0 kN [20
Kips]; the second part started at 90.0 kN [20 Kips] and increased in steps of 90.0 kN [20 Kips], until 445 kN
[100 Kips]. The load 445 kN [100 Kips] corresponded to around the 30% of the failure load calculated from
4x8 cylinders.
For test M-B-4/T1, the testing sides, A and B, corresponded to the top casting surface and the bottom
casting surface, respectively. Thus, the superficial finishing were different. Surface A was sanded down
appropriately in order to produce a smooth surface. This was done because the side casting surfaces had
many open pores that hindered mounting accelerometers.
3.4.7 Stage 3: Acoustoelasticity in Bending
This stage had two goals. First, to compare the acoustoelastic effects on surface waves interacting with
compressive bending stresses between surface waves interacting with tensile bending stresses. Second, to
compare the acoustoelastic effects on surface waves interacting with compressive stresses through bending
with those obtained in stage 2 under uniaxial compression.
stage 3 tests were carried out in the Forney loading machine. Thus, stage 3 tests had the same configuration
and testing procedure: “general configuration and procedure for bending tests using the Forney”, detailed
in section 3.4.5.
Table 3.11 summarizes the information about the tests carried out in stage 3.
Table 3.11: Summary of stage 3 tests, bending using the Forney machine.
Specimen Test # Test Name
Test
Description
M-A-2 2 M-A-2/T2 3 loading cycles
M-A-4 2 M-A-4/T2 3 loading cycles
M-B-3 2 M-B-3/T2 3 loading cycles
M-B-4 2 M-B-4/T2 3 loading cycles
Test M-A-2/T2: Bending
Test M-A-2/T2 was the second test carried out in specimen M-A-2. Three loading cycles were carried out.
The first loading cycle consisted of increasing load in steps of nominal 8.9 kN [2.0 Kips] until nominal 44.5
kN [10.0 Kips]. All three loading cycle protocols were exactly the same. The maximum load, 44.5 kN [10.0
Kips], was around 80% the failure load under bending, calculated with respect to failure of beam M-A-1
(failed at 54.8 kN [12.3 Kips] with age 46 days).
Side B was tested at the top, under compression, and A at the bottom, under tension.
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Test M-A-4/T2: Bending
Test M-A-4/T2 was the second test carried out in specimen M-A-4. Three loading cycles were carried out.
The first loading cycle consisted of increasing load in steps of nominal 8.9 kN [2.0 Kips] until nominal 44.5
kN [10.0 Kips]. All three loading cycle protocols were exactly the same. The maximum load, 44.5 kN [10.0
Kips], was around 80% the failure load under bending, calculated with respect to failure of beam M-A-1
(failed at 54.8 kN [12.3 Kips] lbs with age 46 days).
Side B was tested at the top, under compression, and A at the bottom, under tension.
Test M-B-3/T2: Bending
Test M-B-3/T2 was the second test carried out in specimen M-B-3. Three loading cycles were carried out.
The first loading cycle consisted of increasing load in steps of nominal 8.9 kN [2.0 Kips] until nominal 35.6
kN [8.0 Kips], and then a last step at 40.0 kN [9.0 Kips]. All three loading cycle protocols were exactly the
same.
For test M-B-3/T2, the testing sides, A and B, corresponded to the top casting surface and the bottom
casting surface, respectively. Thus, the superficial finishing were different. Surface A was previously sanded
down appropriately in order to produce a smooth surface. This was done because the side casting surfaces
had many open pores that hindered mounting the accelerometers.
Side B was tested at the top, under compression, and A at the bottom, under tension.
Test M-B-4/T2: Bending
Test M-B-4/T2 was the second test carried out in specimen M-B-4. Three loading cycles were carried out.
The first loading cycle consisted of increasing load in steps of nominal 8.9 kN [2.0 Kips] until nominal 35.6
kN [8.0 Kips], and then a last step at 40.0 kN [9.0 Kips]. All three loading cycle protocols were exactly the
same, exept for cycle 2 which reached 44.5 kN [10.0 Kips] instead of 40.0 kN [9.0 Kips].
For test M-B-4/T2, the testing sides, A and B, corresponded to the top casting surface and the bottom
casting surface, respectively. Thus, the superficial finishing were different. Surface A was previously sanded
down appropriately in order to produce a smooth surface. This was done because the side casting surfaces
had many open pores that hindered mounting the accelerometers.
Side B was tested at the top, under compression, and A at the bottom, under tension.
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3.5 Surface Wave Testing Procedure
The general goal of each testing run was to successfully obtain the velocity of a surface wave travelling
through a concrete specimen. To achieve this goal it was necessary to generate the wave, sense the physical
magnitude phenomena generated by the transient wave, transform this magnitude into an analog signal,
collect the signal by digitizing the analog signal, process the signals, detect the wave arrival and calculate
the wave velocity.
3.5.1 Geometric Configuration: Basic Surface Waves Testing Setup
For this investigation, and due to the setup’s geometrical constrains inherent of the bending testing setup
(see section 3.4.2), the distance between the sending transducer and the closest accelerometer was chosen
to be 9.0 cm [3.54 inches], which was theoretically larger than two wavelengths. The distance between
accelerometers was chosen to be as far as possible between each other but still far enough from other
interfaces to avoid reflections. Thus, the accelerometers were nominally located at 2.0 cm [0.79 inches] from
each other. Sender and accelerometer array were set aligned. Unless otherwise specified, accelerometers were
coupled and attached to concrete surface using Crazy glue following the procedure explained in section 3.3.2.
The sending transducer was set around 2.0 cm [0.79 inches] away from the concrete’s surface and tilted to an
inclination of 8◦ to 10◦ as explained in section 3.5.2. This setup is referred to in this document as the “basic
surface waves testing setup”. Two sets of sending transducer and accelerometer array were used. These were
named: sender “Black”, sender “Silver”, accelerometer array “T” and accelerometer array “B”.
Figure 3.12 shows a scheme of the geometric characteristics of the “basic surface waves testing setup”
attached to an MOR beam being tested under bending.
Figure 3.12: Basic surface waves testing setup attached onto the top surface of a MOR beam while being
tested under bending.
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3.5.2 Wave Generation
Surface waves were generated using the air-coupled sending transducer SensCopm Series 600. The sending
transducer was tilted between 8◦ to 10◦ w.r.t. the specimen testing surface, close to the theoretical second
critical angle of the system (see equation 2.22). By tilting the sender around the second critical angle,
generation of surface waves are favored and generation of body waves are disfavored. However, the beam
spread of the sending transducer caused the existence of body waves possible too. This approach to generate
surface waves has been used successfully by other researchers [7].
The distance from the sending transducer to the concrete’s surface was defined to be 2.0 cm [0.79 inches],
measured from the closes point of the sender to the concrete’s surface. This value was selected based on the
geometrical constraints of the bending setup (see section 3.4.2).
3.5.3 Wave Sensing
The transient wave was sensed using contact accelerometers. These were arranged in two arrays of three
accelerometers each, group “T” and group “B”. Each array was grouped with one sending transducer, by
setting them aligned. This resulted in a system of sender-sensor’s array capable of sending and detecting
ultrasonic surface wave propagation through concrete.
The sending-sensing process consisted generating the pressure wave on the air with the sending transducer.
This wave impinged the air/concrete interface generating several wave modes which then travelled through
concrete, according to Snell’s law (see equation 2.20). The interaction of these wave-modes generated a
surface guided wave, which traveled from the sender towards the accelerometers. The accelerometers detected
the out-of-plane accelerations, creating an analog signal in volts. This signal was further conditioned by the
signal conditioner and sent to the data acquisition system (DAQ) for digitization.
3.5.4 Data Collection
The DAQ was controlled using the computational program SignalExpress, installed in a regular Laptop
PC.
The DAQ digitized the analog signals coming from the accelerometers at 2 MHz sampling rate, yielding a
digital signal with a time interval of 0.5 µs. The signal input range of the DAQ was set to -6 to 6 volts, to
maximize the vertical resolution to the signals’ amplitude (voltage) range.
The triggering pulse given by the sending transducer was connected to the external trigger channel of the
DAQ and used to trigger the data collection.
In general, 1000 points were collected per iteration; i.e. each collected signal was composed of 1000 points.
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However, to reduce noise, 50 of these iterations were averaged to form one run. This process was performed
by SignalExpress. The outputs of SignalExpress were .txt files, each consisting of a time column vector and
three signal columns. Each of the signal columns corresponded to one run of each accelerometer, and each
run represented the average of 50 iterations (real digitized signals).
To summarize, unless otherwise specified, all signals were collected with the NI DAQ at 2 MHz sampling
rate, using SignalExpress. The output consisted of a matrix formed by the time vector and three signal
columns of 50 times-averaged real digitized signals.
3.5.5 Signal Processing
The SignalExpress outputs, referred to as raw signals herein, were further processed using MatLab. The
raw signals were submitted to a DC offset correction, followed by the application of a Tukey window and
smoothing.
DC offset correction consisted of displacing the entire signal vertically so that the portion of signal without
useful data (usually the first 200 points) became close to zero. This process was done by averaging the
amplitudes of the first 100 points of the raw signal; then, this average value was subtracted from the entire
signal.
Tukey windowing is a way of flattening out the signal at its extremes. In other words, applying a Tueky
window to a signal means that the center part of the windowed signal is multiplied by a factor of 1 and the
edges are multiplied by gradually decreasing factors varying from 1, in the center of the signal, to 0 towards
the edges of the signal. MatLab allows applying Tukey windows with different lengths of flat regions, and
different rates of decay toward the edges. For this investigation, Tukey windowing was applied to the DC-
offset-corrected signals to flatten down the last 100 points of the signals. Doing this mitigated the appearance
of potential artifacts in further processing.
Smoothing processing consisted of applying a 3-point-moving-average to the windowed signals. This
processing smoothed out the signals by “averaging in” the high frequency noise.
3.5.6 Wave Arrival Detection
Wave arrival detection was done employing “Method 12: Spline & Zero Crossing” presented in section
3.4.4. This method consisted of, first, refining the smoothed signals using the cubic interpolation procedure
named “Spline”. This procedure used the input signal, with an initial time interval, and refined it to the
desired time interval by performing cubic interpolations to calculate the “new” data points. The selected
“new time interval” was 5 ns, which corresponded to 100 times lower than the sampling interval (0.5 µs).
Then, the first positive peak and second negative peak of the waveforms were identified. The piece of curve
between these peaks was analyzed in further detail to compute the time at which the signal value crossed
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zero. To estimate the zero crossing, each piece of curve (from peak to peak) was isolated and the absolute
value function was applied. Then, the time at which the minimum value occurs (“minimum time point”) was
obtained from the resulting function, which yielded the closest value to zero. Once selected this “minimum
time point”, the time points previous and the after the “minimum time point” were also selected. At these
three time points, the signal must be negative in at least one of them, and positive in at least another
one. With these three time points and their respective amplitude values, a linear interpolation was applied
to estimate the time at which the signal crossed zero. This procedure was run for each signal from each
measuring point.
3.5.7 Surface Wave Velocity Calculation
The wave arrival detection procedure, explained in section 3.5.6 outputs a different time arrival associated
to each accelerometer.
The relative positions between accelerometers was measured with a caliper with the following procedure.
First, each of the accelerometer’s diameters was measured. Then, the inner distances between the accelerom-
eters were measured. With these distances it was possible to calculate the center-to-center distances between
accelerometers, which should be close to 2.0 cm [0.79 inches].
Once the time arrivals associated to each accelerometer were computed and the relative positions measured,
surface wave velocity was computed as the slope of a linear fit between the time arrivals and relative positions.
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CHAPTER 4
RESULTS AND DISCUSSION
4.1 General Parameter Definitions
The parameter “% Rel Dif” stands for percent relative difference, calculated as
%Rel Dif = 100× B −A
A
(4.1)
where B is an arbitrary quantity (value or measurement) and A is the reference quantity (value or measure-
ment).
The parameter “sN” stands for standard deviation, calculated as
sN =
√
1
N
ΣNi=1(xi − xave)2 (4.2)
where N is the number of data points (values or measurements), xi through xN are the observed values, and
xave is the mean of the observed values.
The parameter “CV” stands for coefficient of variation. CV is calculated as
CV = 100× sN
xave
. (4.3)
The parameter “% Range” is calculated as
%Range = 100× Range
xave
(4.4)
where Range is the population’s range, calculated as the maximum value minus the minimum value.
The parameter “% Vel Change” or %∆V/V0 is the percent change of surface wave velocity w.r.t. the
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initial surface wave velocity V0. “% Vel Change” is calculated as
%V elChange = 100× ∆V
V0
= 100× Vi − V0
V0
(4.5)
where Vi is the the surface wave velocity computed for a particular time-averaged signal (corresponds to 1
run of data collection) and V0 is the surface wave velocity averaged from 10 runs of the initial unloaded step
of the test being studied. Unless otherwise specified, one V0 is defined at each test.
4.2 Stage 1 / Study (i): Preliminary Consistency Tests
4.2.1 Test 1: Wave Arrival Simulation using a Finite Element Model (FEM)
Table 4.1 presents the theoretical wave velocities calculated using the concrete’s properties presented at
table 3.7 and equations 2.10, 2.11 and 2.25 for P-wave velocity (VP ), S-wave velocity (VS) and R-wave
velocity (VR), respectively.
Table 4.1: Assumed wave velocities used in FEM computations [1 m/s = 3.28 ft/sec].
VP 4058.0 m/s
VS 2485.0 m/s
VR 2257.2 m/s
Table 4.2 presents the surface wave velocity results obtained from processing acceleration signals acquired
at the FEM. Each method corresponds to a different approach to detect wave arrivals. The first method,
Theoretical Linear Elastic, is the theoretical linear-elastic surface wave velocity calculated using equation
2.25. % Rel Dif is the percent relative difference between velocities w.r.t the theoretical linear elastic velocity
(method 1).
As shown in table 4.1, method 12 yielded the velocity most similar to the theoretical velocity. Method
12 was only -0.1 % different from the theoretical velocity. However, methods 2, 3, 5 and 6 were also close
to the theoretical velocity, having relative differences less than 0.4 % in absolute value. The AIC procedure
[53] was also applied but was not accurate to capture the surface wave (results are not shown).
From this test it was concluded to select five methods for wave detection. The selected methods were:
methods 2, 3, 5, 6 and 12. Consistency tests were run, and these methods applied in order to define the best
method for wave arrival detection.
Figure 4.1 shows a graphical representation with the twelve analyzed methods. The arrows point out
the five selected methods. The red arrow highlights the method that was finally selected after running the
consistency tests.
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Table 4.2: Surface wave velocity results calculated from FEM simulated signals using various methods for
wave arrival detection [1 m/s = 3.28 ft/sec].
Method # Method Name Surface Wave Vel m/s % Rel Dif
1 Theoretical Linear Elastic 2257.2 0.0
2 1st Pos - Parabola Fit 2266.1 0.4
3 2nd Neg - Parabola Fit 2251.4 -0.3
4 2nd Pos - Parabola Fit 2229.0 -1.3
5 1st Pos - 4th order Poly. Fit 2261.9 0.2
6 2nd Neg - 4th order Poly. Fit 2249.1 -0.4
7 2nd Pos - 4th order Poly. Fit 2228.5 -1.3
8 Spline & Xcorr - 5 periods 2180.4 -3.4
9 Spline & Xcorr - 3 periods 2202.0 -2.4
10 Spline & Xcorr - 2 periods 2222.2 -1.6
11 Spline & Xcorr - 1 period 2226.5 -1.4
12 Spline & ZeroCrossing 2255.1 -0.1
Figure 4.1: Surface wave velocity results calculated from FEM signals using various methods for wave arrival
detection. Arrows indicate methods selected for further consistency analysis. Red arrow indicates the method
finally selected as the default wave arrival detection method. [1 m/s = 3.28 ft/sec].
4.2.2 Test 2.1: Positioning Consistency of Accelerometer Array “T” with Sender “Silver”
Table 4.3 presents the Results obtained from test 2.1.
In table 4.3, it can be seen that within each method the CV is around 2 %. Thus, from these results it can
be expected that when the in section is removed and attached again, surface waves may vary around 2%.
2% of the “Zero Crossing” average velocity is around 43 m/s [141.1 ft/sec]. This variation may not be very
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Table 4.3: Position and velocity results obtained from test 2.1 by applying method 2: 1st Pos - Parabola,
method 3: 2nd Neg - Parabola, method 5: 1st Pos - 4th Order Poly. Fit, method 6: 2nd Neg - 4th Order
Poly. Fit and method 12: Zero Crossing. Accelerometers were coupled with wax [1 m/s = 3.28 ft/sec].
Positions (mm) Velocities (m/s)
Run 1 2 3
1st-Pos
Parab.
2nd-Neg
Parab.
1st-Pos
4th.Fit
2nd-Neg
4th.Fit
Zero
Cross.
1 0 19.895 39.31 2110.6 2036.0 2108.9 2036.1 2092.3
2 0 19.515 39.74 2157.1 2098.1 2154.6 2097.5 2151.5
3 0 20.095 40.98 2185.2 2120.2 2183.9 2120.1 2173.4
Ave m/s 2151.0 2084.8 2149.1 2084.6 2139.1
CV (%) 1.75 2.09 1.76 2.09 1.96
% Range 3.5 4.0 3.5 4.0 3.8
significant for some purposes, e.g. to detect internal concrete flaws, different types of concretes, or humidity
differences, but it is significanlty high to detect acoustoelastic effects. Thus, accelerometers should not be
removed throughout tests at which acoustoelasticity is to be analyzed.
Another point to highlight from table 4.3 is the fact that the methods based on the 1st positive peak (“1st
Pos - Parabola ” and “1st Pos - 4th Order Poly. Fit”) yielded velocities very similar. Their averages were
only 2 m/s [6.6 feet/sec] different. In the case of the methods based on the 2nd negative peak (“2nd Neg -
Parabola ” and “2nd Neg - 4th Order Poly. Fit”), their velocities were also very similar, only 0.1 m/s [0.33
feet/sec] different.
However, the 1st positive peak average velocities were around 3% higher than the 2nd negative peak
average velocities (w.r.t. 1st positive peak average velocity), and 0.6% higher than the zero crossing average
velocity. These differences exist due to a combination of effects, which probably include but are not limited
to: the effect of dispersion and imprecision introduced by the wave arrival detection method of the digitized
signal.
4.2.3 Test 2.2: Positioning Consistency of Accelerometer Array “B” with sender “Black”
Table 4.4 presents the Results obtained from test 2.2.
In table 4.4, it can be seen that within each method the CV is less than 1 %. This variation is low but it is
still too large to accurately detect acoustoelastic effects. Thus, it is emphasized that accelerometers should
not be removed throughout tests at which acoustoelasticity is to be analyzed.
Similarly to test 2.1, methods based on the 1st positive peak (“1st Pos - Parabola ” and “1st Pos - 4th
Order Poly. Fit”) yielded velocities very similar with averages only 2 m/s [6.6 feet/sec] different. In the case
of the methods based on the 2nd negative peak (“2nd Neg - Parabola ” and “2nd Neg - 4th Order Poly.
Fit”), their velocities were also very similar, only 0.1 m/s [0.33 feet/sec] different.
Moreover, in this case, the 1st positive peak average velocities were around 7% higher than the 2nd
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Table 4.4: Position and velocity results obtained from test 2.2 by applying method 2: 1st Pos - Parabola,
method 3: 2nd Neg - Parabola, method 5: 1st Pos - 4th Order Poly. Fit, method 6: 2nd Neg - 4th Order
Poly. Fit and method 12: Zero Crossing. Accelerometers were coupled with wax [1 m/s = 3.28 ft/sec].
Positions (mm) Velocities (m/s)
Run 1 2 3
1st-Pos
Parab.
2nd-Neg
Parab.
1st-Ps
4th.Fit
2nd-Neg
4th.Fit
Zero
Cross.
1 0 20.61 41.655 2190.9 2047.1 2192.3 2047.8 2128.7
2 0 20.23 40.495 2168.4 2018.4 2171.2 2018.5 2102.0
3 0 19.74 40.725 2174.4 2014.2 2175.2 2013.3 2113.1
Ave m/s 2177.9 2026.6 2179.6 2026.5 2114.6
CV (%) 0.53 0.88 0.51 0.92 0.64
% Range 1.0 1.6 1.0 1.7 1.3
negative peak average velocities (w.r.t. 1st positive peak average velocity), and 3% higher than the zero
crossing average velocity. These differences exist due to a combination of effects, which probably include but
are not limited to: the effect of dispersion and imprecision introduced by the wave arrival detection method
of the digitized signal.
Table 4.5 presents a summary of the surface wave velocity average results obtained in tests 2.1 and
2.2. Relative differences compare velocities calculated with the same method and different tests, and were
calculated w.r.t. average velocities of test 2.1.
Table 4.5: Comparison of average velocities obtained with various methods between tests 2.1 and 2.2.
Relative differences compare velocities calculated with the same method and different tests, calculated w.r.t.
average velocities of test 2.1 [1 m/s = 3.28 ft/sec].
Vel 1st Pos -
Parabola
Vel 2nd Neg -
Parabola
Vel 1st Pos -
4th Fit
Vel 2nd Neg -
4th Fit
Vel Zero Cross.
Test Ave m/s Ave m/s Ave m/s Ave m/s Ave m/s
2.1 2151.0 2084.8 2149.1 2084.6 2139.1
2.2 2177.9 2026.6 2179.6 2026.5 2114.6
% Rel Dif 1.3 -2.8 1.4 -2.8 -1.1
It can be seen at table 4.5 that the relative differences vary, in absolute value, from 1.1 % up to 2.8 %.
The least difference was yielded by the zero crossing method, followed by the 1st positive methods and lastly,
with the highest difference, the 2nd negative methods. Thus, from tests 2.1 and 2.2 it can be concluded that
the best consistency is achieved with method 12: Zero Crossing.
4.2.4 Test 2.3: Signal Consistency when Swapping Senders
Table 4.6 presents the surface wave velocity results obtained in test 2.3. Each average velocity was
calculated from ten runs of surface waves sent with each sender, “Black” and “Silver”.
Data in table 4.6 show several interesting points. First, all the CV are one order of magnitude lower than
the CV values presented in tables 4.3 and 4.4 for tests 2.1 and 2.2, respectively. Thus, this test verified that
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Table 4.6: Results obtained from test 2.3 by applying method 2: 1st Pos - Parabola, method 3: 2nd Neg -
Parabola, method 5: 1st Pos - 4th Order Poly. Fit, method 6: 2nd Neg - 4th Order Poly. Fit and method 12:
Zero Crossing. Ave Vel, CV and % Range represent the average velocities, coefficient of variation and percent
range, respectively, calculated with 10 velocity values computed from 10 runs. Positions of accelerometers
1, 2 and 3, were 0, 19.74 mm [0.777 inches] and 40.725 mm [1.603 inches], respectively, coupled with wax.
Relative difference calculated within methods comparing types of sender w.r.t. sender “Black” [1 m/s = 3.28
ft/sec].
Method
1st
Pos - Parabola
2nd
Neg - Parabola
1st
Pos - 4th Fit
2nd
Neg - 4th Fit
Zero
Crossing
Sender Black
Ave Vel m/s 2177.4 2016.8 2178.3 2016.1 2113.2
CV (%) 0.09 0.12 0.11 0.14 0.02
% Range 0.3 0.4 0.3 0.4 0.1
Sender Silver
Ave Vel m/s 2159.3 2035.2 2160.0 2036.3 2109.5
CV (%) 0.06 0.05 0.07 0.06 0.02
% Range 0.2 0.1 0.2 0.2 0.1
% Rel Dif -0.8 0.9 -0.8 1.0 -0.2
not detaching the accelerometers made a notable difference in the results’ variability. The least CV, 0.02 %,
was achieved by method 12: Zero Crossing, with both senders.
In second place, the relative difference values presented in table 4.6 compare the velocity averages calculated
with the same method but using different sending transducers, w.r.t. the “Black” sending transducer. The
lowest relative difference in absolute value, 0.2 % , was achieved by method 12: Zero Crossing; i.e. using the
zero crossing method for wave arrival detection yielded velocities that were the most similar when comparing
waves generated by two different sending transducers.
4.2.5 Test 2.4: Nearfield Effect Evaluation
Table 4.7 presents the surface wave velocity results obtained in test 2.4, at at which ten runs of surface
waves were sent/collected with each sender, “Black” and “Silver”. This test was exactly the same as test
2.3 with the exception that the sending transducers were set 13.0 cm [5.12 inches] away from the closest
accelerometer (sender “Far” setup), instead of 9.0 cm [3.54 inches] (sender “Close” setup).
As it can be seen in table 4.7, results obtained in test 2.4 are very similar to those obtained in test 2.3.
Again, method 12: Zero Crossing had the lowest CV, 0.02 %. In addition, the average values of “Black”
and “Silver” sending transducers were only 1 m/s [3.28 ft/sec] different, which represents less than 0.05 % of
relative difference. However, it draws more interest to compare this test’s results with those from test 2.3;
i.e. to analyze the effect of moving the sender 4.0 cm [1.57 inches] away from the accelerometers. Table 4.8
presents a summary of tests’ 2.3 and 2.4 results.
Table 4.8 presents a comparison between average velocities of test 2.3 (sender “Close”) and test 2.4 (sender
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Table 4.7: Results obtained from test 2.4 by applying method 2: 1st Pos - Parabola, method 3: 2nd Neg -
Parabola, method 5: 1st Pos - 4th Order Poly. Fit, method 6: 2nd Neg - 4th Order Poly. Fit and method 12:
Zero Crossing. Ave Vel, CV and % Range represent the average velocities, coefficient of variation and percent
range, respectively, calculated with 10 velocity values computed from 10 runs. Positions of accelerometers
1, 2 and 3, were 0, 19.74 mm [0.777 inches] and 40.725 mm [1.603 inches], respectively, coupled with wax.
Relative difference calculated within methods comparing types of sender w.r.t. sender “Black” [1 m/s = 3.28
ft/sec].
1st
Pos - Parabola
2nd
Neg - Parabola
1st
Pos - 4th Fit
2nd
Neg - 4th Fit
Zero
Crossing
Sender Black - Far
Ave Vel m/s 2152.5 2030.6 2152.3 2030.5 2106.9
CV (%) 0.06 0.11 0.08 0.12 0.02
% Range 0.2 0.4 0.2 0.5 0.1
Sender Silver - Far
Ave Vel m/s 2150.5 2014.9 2150.6 2013.0 2105.9
CV (%) 0.11 0.07 0.15 0.07 0.02
% Range 0.4 0.2 0.5 0.2 0.1
% Rel Dif -0.1 -0.8 -0.1 -0.9 0.0
Table 4.8: Comparison of average velocities obtained with various methods between tests 2.3 and 2.4.
Relative difference values calculated within methods comparing tests w.r.t. test 2.3 [1 m/s = 3.28 ft/sec].
Average
Velocities (m/s)
1st
Pos - Parabola
2nd
Neg - Parabola
1st
Pos - 4th Fit
2nd
Neg - 4th Fit
Zero
Crossing
Test Sender Black
2.3 2177.4 2016.8 2178.3 2016.1 2113.2
2.4 2152.5 2030.6 2152.3 2030.5 2106.9
% Rel Dif -1.1 0.7 -1.2 0.7 -0.3
Test Sender Silver
2.3 2159.3 2035.2 2160.0 2036.3 2109.5
2.4 2150.5 2014.9 2150.6 2013.0 2105.9
% Rel Dif -0.4 -1.0 -0.4 -1.1 -0.2
“Far”), within the same method of wave arrival detection. In other words, the analysis shows which wave
detection method yields the smallest difference in average surface wave velocity when comparing two different
testing setups: sender Close and sender Far. From table 4.8 it can concluded that, for the considered testing
setups, moving the sending transducer 4.0 cm [1.57 inches] farther away from the accelerometers does not
affect velocity results significantly. The least relative difference was obtained by method 12: Zero Crossing,
with -0.2 % relative difference w.r.t. the “Close” configuration.
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4.2.6 Test 2.5: Coupling Effect Evaluation
Table 4.9 presents the results obtained in test 2.5. This test involved coupling the accelerometers with
Crazy glue, setting the sending transducer in “Close” configuration, and carrying out the test to analyze the
effects of coupling. Results were then compared to test 2.3 results, which had the accelerometers coupled
with wax.
Table 4.9: Results obtained from test 2.5 by applying method 2: 1st Pos - Parabola, method 3: 2nd Neg -
Parabola, method 5: 1st Pos - 4th Order Poly. Fit, method 6: 2nd Neg - 4th Order Poly. Fit and method 12:
Zero Crossing. Ave Vel CV and % Range represent the average velocities, coefficient of variation and percent
range, respectively, calculated with 10 velocity values computed from 10 runs. Positions of accelerometers
1, 2 and 3, were 0, 19.68 mm [0.775 inches] and 39.705 mm [1.563 inches], respectively, coupled with Crazy
glue. Relative difference calculated within methods comparing type of coupling w.r.t. wax coupling in test
2.3. The “Black” sending transducer was utilized in this test [1 m/s = 3.28 ft/sec].
1st Pos -
Parabola
2nd Neg -
Parabola
1st Pos -
4th Fit
2nd Neg -
4th Fit
Zero
Crossing
Ave m/s 2209.2 2049.1 2210.1 2048.8 2200.0
CV (%) 0.08 0.03 0.09 0.03 0.02
% Range 0.3 0.1 0.3 0.1 0.0
% Rel Dif 1.5 1.6 1.5 1.6 4.1
In table 4.9 it can be seen that again method 12: Zero Crossing was the most consistent method within
the test. This comes clear when observing that the named method had the lowest CV, being less than 0.05
% in absolute value. However, the relative difference shows that method 12 had the highest difference w.r.t.
the average velocity obtained in test 2.3. In other words, it seems that changing the type of coupling has a
larger effect on method 12 than on the other methods. Thus, it can be concluded that the type of coupling
should be maintained constant throughout the investigation.
4.2.7 Test 2.6: Time-averaging Evaluation
Results in table 4.10 show a clear trend in which increasing the time-averaging number causes the CV to
decrease. In table 4.10, each column represents a sub-test with one constant time-averaging number; 5 runs
with the specified time-averaging number were collected at each sub-test; at each column, method 12: Zero
Crossing had the lowest CV. Therefore, with these results it was concluded that method 12: Zero Crossing
is the most consistent method to detect surface wave arrival for the setup proposed in this investigation.
Another goal of this test was to define the best time-averaging number. It was shown that increasing
the time-averaging number decreased CV and % Range. However, increasing the time-averaging number
also extends the data collection time. Thus, it was wanted to select the lowest number that, at the same
time, did not compromise the results’ variability. Observing table 4.10, it can be noted that in column “50
times-averaging” the % Range falls below 0.05% in absolute value, and CV falls below 0.02 % in absolute
value. Thus, this number was selected to be used in further tests.
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Table 4.10: Results obtained from test 2.6 by applying methods 5 (1st Pos-4th Order Poly.Fit), method 6
(2nd Neg-4th Order Poly.Fit) and method 12 (Zero Crossing). Ave Vel, CV and % Range represent the
average velocities, coefficient of variation and percent range, respectively, calculated with 5 velocity values
computed from 5 runs. Positions of accelerometers 1, 2 and 3, were 0, 19.68 mm [0.775 inches] and 39.705
mm [1.563 inches], respectively, coupled with Crazy glue [1 m/s = 3.28 ft/sec].
Number of time-averaging
5 10 25 50 75 100 150
1st Pos -
4th Order
Poly. Fit
Ave Vel m/s 2212.0 2213.5 2213.9 2215.6 2215.2 2216.5 2217.1
% Range 0.7 0.5 0.6 0.2 0.3 0.3 0.1
CV (%) 0.26 0.19 0.20 0.10 0.13 0.11 0.02
2nd Neg -
4th Order
Poly. Fit
Ave Vel m/s 2050.6 2050.9 2051.6 2052.6 2052.6 2053.3 2053.1
% Range 0.2 0.1 0.1 0.1 0.1 0.0 0.0
CV (%) 0.08 0.03 0.05 0.03 0.02 0.02 0.02
Zero
Crossing
Ave Vel m/s 2202.0 2202.8 2202.8 2202.6 2202.8 2203.0 2203.4
% Range 0.1 0.1 0.1 0.0 0.0 0.0 0.0
CV (%) 0.04 0.03 0.02 0.02 0.01 0.01 0.01
4.2.8 Test 3: Stability of Senders over Time
Results in figure 4.2 show a clear trend at which the center frequency decreases with time. After one
hour, frequency stabilizes. It can also be seen that velocity first increases around 0.1% and then it stabilizes,
although results show a lot of variability. It should be noted that each point represents the surface wave
velocity of one run; with each run being the time-average of 50 signals.
From preliminary consistency test 3, it can be concluded that it is necessary to turn the sending transducers
on for at least one hour before start any test in order to improve consistency.
4.3 Stage 1 / Studies (ii) and (iii): Preliminary Tests
4.3.1 Test M-R3-1/T1
Figure 4.3a shows the % velocity change results of side A, subjected to compressive stresses during test
M-R3-1/T1, in bending.
Figure 4.3a shows a fairly linear strain-load relationship. It should be noted that load readings were not
accurately measured. In addition, no significant plastic deformation is observed after the loading cycles.
Also, in the first three loading steps of cycle 1, until around 16 microstrain, even though compressive strains
increase, surface wave velocity tends to decrease. Only after loading step 3 (at 16 microstrain) velocity tends
to increase as compressive strains increase, in agreement with acoustoelastic theory (see section 2.2). Cycle
2 starts at an almost 0.1% lower velocity.
Figure 4.3b shows the % velocity change results of side B, subjected to tensile stresses throughout test
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Figure 4.2: Center frequency and velocity change “drift” over time, in sender stability test. Subfigures (a),
(b) and (c) show the change in the signal center frequencies over time captured by accelerometers 1, 2 and
3, respectively. Subfigure (d) shows the surface wave velocity change values computed over time. Velocity
change expressed as the percent relative change w.r.t. the velocity computed from the first signal.
M-R3-1/T1. Again, this surface shows a fairly linear strain-load relationship. However, % velocity change
has no clear trend. It should be noted that within each loading step, velocity varies significantly. Considering
an arbitrary loading step, the % Range value of surface wave velocity measurements for side B is around one
order of magnitude larger than the same step for side A. This was later identified as an experimental error
and was corrected in test M-R3-1/T3.
4.3.2 Test M-R3-1/T2
M-R3-1/T2 was the second loading test, in bending, carried out on specimen M-R3-1. Figures 4.4a and
4.4b show the results obtained for sides A and B, respectively.
It is very interesting how results from compression sides of test M-R3-1/T1 (figure 4.3a) and test M-R3-
1/T2 (figure 4.4a) are so similar. M-R3-1/T1 was the first load test ever carried out with that specimen.
In that test it was observed a non-linear relationship between surface wave velocity and compressive strains
for loading cycle 1; but in loading cycle 2 this effect was not observed, and instead the relationship was
approximately linear. Thus, this behavior might be explained if the specimen had been damaged through
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Figure 4.3: Figures (a) and (b) present the results of side A in compression and side B in tension, respectively,
of test M-R3-1/T1 in bending. Points correspond to percent velocity change (%∆V/V0), read at the left
vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
loading cycle 1 as reported by Shokouhi et al. [47] and Shokouhi et al. [49]. However, loading cycle 1 of
M-R3-1/T2 is very similar to loading cycle 1 of M-R3-1/T1, showing the same non-linear relationship. If
the specimen had truly been damaged through cycle 1 of M-R3-1/T1, then, cycle 1 of M-R3-1/T2 should be
linear, such as cycle 2 of M-R3-1/T1. Moreover, cycles 2 and 3 of M-R3-1/T2 are linear and very similar to
cycle 2 of M-R3-1/T1. Thus, it is discarded the hypothesis that the non-linear/linear effect seen when going
from cycle 1 to cycles 2 and 3 is due to stress-induced damage through cycle 1.
Results from side B, at tension, again do not show any trend.
4.3.3 Test M-R3-1/T3
M-R3-1/T3 was the third loading test, in bending, carried out on specimen M-R3-1. Figures 4.5a and
4.5b show the results obtained for sides A and B, respectively.
In test M-R3-1/T3, side A results are different to those seen in tests M-R3-1/T1 and Test M-R3-1/T2.
Both loading cycles of test M-R3-1/T3 show surface velocity growing as compressive strains grow. Even
though in this test cycle 2 was taken to higher load levels than previous tests, the final unloaded velocity
does not drop below the initial unloaded velocity of this test.
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Figure 4.4: Figures (a) and (b) present the results of side A in compression and side B in tension, respectively,
of test M-R3-1/T2 in bending. Points correspond to percent velocity change (%∆V/V0), read at the left
vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
In side A of test M-R3-1/T3, loading cycle 1 shows a total velocity increase of 0.15%. Loading cycle 2
of test M-R3-1/T2 (figure 4.4a) also shows a total velocity change of 0.15%, as it goes from around -0.08%
to around 0.07%. Finally, loading cycles 2 and 3 of test M-R3-1/T2 show a total increment in velocity of
around 0.2%.
At side B, the first loading cycle again shows no defined trend. However, cycle 2 does seem to suffer a
noticeable velocity drop after the loading step of 57 microstrain. The final unloaded velocity does not go
back to zero, but instead stays at lower levels.
Finally, it should be noted that at the final loading step of cycle 2, side B has 9 microstrain more than
side A, in absolute value. This is not a significant difference but it shows that even at these low load levels,
concrete’s strain-stress relationship is different under compression than under tension.
4.3.4 Test M-R3-1/T4
M-R3-1/T4 was the fourth loading test with specimen M-R3-1 but the first test in uniaxial compression.
Figures 4.6a and 4.6b show the results obtained sides A and B, respectively.
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Figure 4.5: Figures (a) and (b) present the results of side A in compression and side B in tension, respectively,
of test M-R3-1/T3 in bending. Points correspond to percent velocity change (%∆V/V0), read at the left
vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
The first loading cycle of test M-R3-1/T4 was carried out applying the same loading steps as the previous
tests of this specimen under bending, in order to compare them. Focusing on side A (figure 4.6a), no clear
trend between velocity and strains can be identified until 60 microstrain of cycle 1. After that point, velocity
decreases, reaching around -0.3% at 100 microstrain of compression. This result was unexpected since it
is contrary to what acoustoelastic theory states (see section 2.2) and also contrary to results obtained in
previous tests of the same specimen under compressive stresses due to bending. The second cycle of side
A shows a clearer trend, at which surface wave velocity decreases continuously throughout all the cycle.
However, the second cycle does not coincide with the first cycle.
Surprisingly, side B shows a very clear trend. In the first place, both loading cycles coincide for the
corresponding strain levels, by following a fairly linear surface wave velocity-strain relationship. However,
conversely to the expectations, velocity decreases instead of increasing. This behavior, at which velocity
decreases for increasing compression levels happened in both surfaces. However, in side B velocity has a
larger drop than in side A.
Considering the four tests carried out with specimen M-R3-1, several preliminary findings can be noted.
First, in compression zone under bending, there is a non-linear effect at the very first loading steps at which
velocity decreases, and then at the following steps velocity increases. This effect is not explained by the
acoustoelastic theory. Second, the loading history of the specimen significantly affects the surface wave
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Figure 4.6: Figures (a) and (b) present the results of results of sides A and B, respectively, of test M-R3-1/T4
in uniaxial compression. Points correspond to percent velocity change (%∆V/V0), read at the left vertical
axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond to values
measured from one strain-gauge. Side A strain gauge broke during cycle 2 so percent velocity change of cycles
2 and final in Side A is plotted against strains collected on side B. Strains correspond to values measured
from one strain-gauge [1 N = 0.2248 lbs].
results; one surface that was previously subjected to tension and then to compression behaves different than
one surface that has only suffered compressive stresses. Finally, in uniaxial compression, at this low range
of stresses and strains, surface wave velocity seems to decrease with increasing compressive stresses.
4.3.5 Test M-R3-3/T1
The main purpose of tests carried out on specimen M-R3-3 (tests M-R3-3/T1, M-R3-3/T2, M-R3-3/T3
and M-R3-3/T4) were to study the acoustoelastic behavior of concrete under compression which has been
subjected to tensile stresses before, and vice versa.
M-R3-3/T1 was the first loading test of specimen M-R3-3, in bending. Figures 4.7a and 4.7b show the
results obtained at sides A and B, respectively. During this test, side A was at the top surface, subjected to
compression, and side B at the bottom, subjected to tension.
It can be seen in figure 4.7a that during the first cycle there is no clear trend between surface wave velocity
and strain level in side A (compression). However, in the unloaded step, at the start of cycle 2, velocity is
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Figure 4.7: Figures (a) and (b) present the results of side A in compression and side B in tension, respectively,
of test M-R3-3/T1 in bending. Points correspond to percent velocity change (%∆V/V0), read at the left
vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
higher than at the start of cycle 1; and then velocity decreases with increasing compressive strains. This
effect is totally opposite to what it was previously observed in test M-R3-1/T1 and M-R3-1/T2. The velocity
at the final unloaded loading step is very similar to the velocity measured in the initial unloaded step of cycle
2. On the other hand, side B, at the bottom under tension, shows a very clear trend with velocity decreasing
as strains increase. Also, the final unloaded velocity is around 0.1% lower than the initial unloaded velocity.
4.3.6 Test M-R3-3/T2
For test Test M-R3-3/T2, the specimen was flipped w.r.t. test M-R3-3/T1. Thus, for this test, side A was
at the bottom, in tension and side B at the top, in compression. As it can be seen in figure 4.8a, side A, now
in compression again shows an unclear behavior. Moreover, side A shows a very high velocity variability
within each loading step. Thus, it is presumed that the testing setup used at side A was malfunctioning. On
the other hand, side B, now subjected to compression, shows very consistent velocity results within each load
step, with very low variability (see figure). 4.8b. Side B shows a slight increase in velocity with increasing
compressive strains.
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Figure 4.8: Figures (a) and (b) present the results of side A in tension and side B in compression, respectively,
of test M-R3-3/T2 in bending. Points correspond to percent velocity change (%∆V/V0), read at the left
vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
4.3.7 Test M-R3-3/T3
In test M-R3-3/T3, side A was at the bottom, in tension and side B at the top, in compression. Figure
4.9a shows the surface wave results at side A and figure 4.9b presents the results in side B.
First, it should be noted that test M-R3-3/T3 procedure was almost the same as the one followed in test M-
R3-3/T2 but it went to higher load levels; so it was expected that test M-R3-3/T3 would have similar results
to test M-R3-3/T2. For test M-R3-3/T3 the experimental problem observed for previous tests was solved.
Thus, side A indeed shows much less variability within each loading step than it had in test M-R3-3/T2.
In second place, in figure 4.9a it can be seen a clear trend at which velocity decreases linearly with the
increasing tensile strains. However, in figure 4.9b it can be seen that velocity stays fairly constant for side
B under compression. These results are very similar to those obtained in test M-R3-3/T2, specially for side
A which was tested under tension. However, attention should be paid when comparing these tests’ results
because the percent velocities in each test are calculated with respect to different unloaded initial velocities.
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Figure 4.9: Figures (a) and (b) present the results of side A in tension and side B in compression, respectively,
of test M-R3-3/T3 in bending. Points correspond to percent velocity change (%∆V/V0), read at the left
vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
4.3.8 Test M-R3-3/T4
In test M-R3-3/T4, side A was at the top, in compression and side B at the bottom, in tension. Figure
4.10a shows the surface wave results at side A and figure 4.10b presents the results in side B.
It can be seen in figure 4.10a that velocity clearly decreases with increasing compressive strains. At the
end of the loading cycle, velocity reaches -0.2% change. This result is opposite to what acoustoelastic theory
states. In the case of side B, in tension, figure 4.10b clearly shows how velocity decreases as strains increase.
In addition, the final unloaded velocity is 0.2% lower than the initial velocity.
4.3.9 Test M-A-1/T1
Test M-A-1/T1 was the first test carried out on specimen M-A-1/T1, in bending. In test M-A-1/T1, side
A was at the top, in compression and side B at the bottom, in tension. Figure 4.11a shows the surface wave
results at side A and figure 4.11b presents the results in side B.
In the first place, considering the top surface under compression (side A), it can be seen in figure 4.11a
that the surface wave velocity - strain relationship coincides for the three loading cycles. For cycles 2 and 3,
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Figure 4.10: Figures (a) and (b) present the results of side A in compression and side B in tension, respec-
tively, of test M-R3-3/T4 in bending. Points correspond to percent velocity change (∆V/V0), read at the left
vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
surface wave velocity decreases with increasing compressive strains until it reaches 60 microstrain (around
34 kN [8000 lbs]); after that point, velocity stays constant or slightly increases. Additional loading steps
could not be tested because the beam failed at 54 kN [12 Kips]. Another observation is that all the unloaded
velocities, at the beginning of each loading cycle, are very similar. In other words, at the top surface, for the
applied loads of this test, unloaded velocity does not drop from one cycle to the following.
Considering the bottom surface under tension (side B), it be seen in figure 4.11b that the surface wave
velocity -strain relationship for the three loading cycles are very clear. All three show fairly linear reduction
in velocity with increasing tensile strains. However, unloaded velocity of cycle 2 is almost 0.1% less than the
initial unloaded velocity (unloaded velocity of cycle 1), and unloaded velocity of cycle 2 drops even more,
reaching around -1.8 % velocity change. Another point to note is the fact that the slope of the linear trend
followed at each cycle is reduced (in absolute value) from cycle to cycle. In other words, cycle 3 curve is
“more horizontal” than cycle 2, which is itself more horizontal than cycle 1. Slope changes of the surface
wave velocity - applied stresses have been observed by Shokouhi et al. [47] in uniaxial compression tests,
and have been correlated to the level of stress-induced damage. In this case, the same effect can be seen in
the tension zone concrete specimens under bending.
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Figure 4.11: Figures (a) and (b) present the results of side A in compression and side B in tension, respec-
tively, of test M-A-1/T1 in bending. Points correspond to percent velocity change (%∆V/V0), read at the
left vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
4.3.10 Test M-A-3/T1
Test M-A-3/T1 was the first test carried out on specimen M-A-3, in bending. In test M-A-3/T1, side A
was at the top, in compression and side B at the bottom, in tension. Figure 4.11a shows the surface wave
results at side A and figure 4.12b presents the results in side B.
Starting the analysis at side A, top surface under compression, it can be seen in figure 4.12a that the surface
wave velocity - strain behavior observed in this test has a very similar trend to the one seen before for test
M-A-1/T1. However, in test M-A-3/T1, velocity does not show a clear decrease with increasing compressive
strains as it does test M-A-1/T1. Instead, test M-A-3/T1 shows a constant velocity until reaching around
48 microstrain, at which it starts to increase slightly. This strain point corresponds to approximately 22 kN
[5.0 Kips]. In test M-A-1/T1, side A velocity starts to increase at around 60 microstrain, which corresponds
to approximately 33 kN [7.5 Kips].
In the case of side B, bottom surface under tension, it can be seen in figure 4.12b that velocity continuously
decreases with increasing tensile strains. Very similar linear trends are observed for the three loading cycles.
However, slope changes are not so clear in this test as they are in test M-A-1/T1. In this test, cycle 1
reached 25 microstrain at approximately 13 kN [3.0 Kips], which corresponds to around 25% failure load in
bending (calculating this percentage using a different specimen of the same batch in test M-A-1/T1). Then,
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Figure 4.12: Figures (a) and (b) present the results side A in compression and side B in tension, respectively,
of test M-A-3/T1 in bending. Points correspond to percent velocity change (%∆V/V0), read at the left
vertical axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond
to values measured from one strain-gauge [1 N = 0.2248 lbs].
the unloaded velocity of cycle 2 does not drop w.r.t. the initial unloaded velocity (of cycle 1). However,
loading cycle 2 reaches around 78 microstrain, approximately 35 kN [8.0 Kips], which correspond to around
65% failure load in bending. Then, figure 4.12b shows a drop of the cycle 3 unloaded velocity of around
0.1%. Cycle 3 goes to slightly higher load levels, but the final unloaded velocity does not drop any further.
Comparing behaviors of tension sides between tests M-A-1/T1 and M-A-3/T1, presented in figures 4.11b
and 4.12b, respectively, it can be seen that at similar load levels (and also similar strain levels), velocity
decreases much more in the case of test M-A-1/T1 than it does in test M-A-3/T1.
4.3.11 Test M-A-3/T2
Test M-A-3/T2 was the second test carried out on specimen M-A-3/T1, and the first test under uniaxial
compression. Figure 4.13a shows the surface wave results at side A and figure 4.13b presents the results in
side B.
Firstly, it can be seen in figure 4.13b that velocity in side B stays fairly constant throughout the three
cycles. It should be noted that side B was previously subjected to tension stresses under bending. However,
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Figure 4.13: Figures (a) and (b) present the results of side A and side B, respectively, of test M-A-3/T2
in uniaxial compression. Points correspond to percent velocity change (%∆V/V0), read at the left vertical
axis. Continuous lines correspond to load data, read at the right vertical axis. Strains correspond to values
measured from one strain-gauge [1 N = 0.2248 lbs].
the final unloaded velocity shows a drop of 0.2%.
In the case of side A (figure 4.13a), velocity does not change significantly during loading cycle 1. However,
the unloaded velocity of cycle 2 shows a considerable drop down to -0.2%. This behavior cannot be explained.
In cycles 2, velocity increases with increasing compressive strains. Finally, in cycle 3, velocity also increases
linearly with compressive strain increments until it reaches the load step of 100 microstrain; this load level
was the maximum previously attained. After that, the following two loading steps show a slight increase in
velocity.
Finally, it should be noted that there is a significant difference between sides A and B strain vs. load
curves. Side B, which was previously subjected to tensile stresses shows a more compliant behavior than
side A, which was only subjected to compression. This difference can be noted even in cycle 1, at which side
A reaches 57 microstrain and side B reaches 81 microstrain at the end of the cycle. At the end of cycle 3,
this difference is even larger: side A reaches 166 microstrain and B 236 microstrain.
82
4.3.12 Test M-A-3/T3
The significant strains differences between sides A and B, previously measured in test M-A-3/T2, cast
doubt about the correct application of the load. It was suspected that the loading head could have been
loading one side more then the other. Thus, test M-A-3/T3 was carried out to solve that query.
In loading cycle 1, the specimen was tested with the same configuration as in test M-A-3/T2. Before
cycle 2, the specimen was rotated 180◦ with respect to a vertical axis. Thus, cycles 2 and 3 had the same
configuration. In this test, only strains and load were measured. Figure 4.14 shows the obtained results.
Figure 4.14: Results of sides A and B of test M-A-3/T3 in uniaxial compression. Specimen was rotated
180◦ with respect to a vertical axis between cycles 1 and 2. Continuous lines correspond to load data points
plotted against strains [1 N = 0.2248 lbs].
Focusing in cycle 1, it can be seen that the maximum strain, 80 microstrain, at the maximum load step,
67 kN [15 Kips], is approximately the same as the strain achieved in test M-A-3/T2 at the same load level.
Thus, the strain - stress behavior was successfully repeated. The same consistency is observed for side B,
reaching around 120 microstrain in both tests at the same load step.
In cycle 2, after the specimen was rotated, the strain - load curve of side B remains the same as in cycle
1. However, side A shows a significant difference between strain - load curves of cycle 1 and cycle 2. Finally,
cycle 3 shows very similar behavior to cycle 2. Thus, it can be concluded that, even though the loading head
might be affecting the results, the significant difference of strain - load curves between sides A and B is not
due to the loading head and it must be mainly due to differences in the materials’ properties.
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4.3.13 Test M-A-3/T4
Test M-A-3/T4 was the fourth test carried out on specimen M-A-3, and the third test under uniaxial
compression. The maximum load of this test was around the 50% failure load under compression, based on
concrete’s strength calculated with 4x8 cylinders. Figure 4.15 shows the surface wave results plotted against
strain of both sides A and B. Figure 4.16 shows the same surface wave results at both sides, but plotted
against load.
Figure 4.15: Results of sides A and B of test M-A-3/T4 in uniaxial compression. Both surfaces were at
the lateral side vertically oriented under compression stresses. Points correspond to percent velocity change
(∆V/V0) plotted against strains.
First, figure 4.15 shows very clearly how side B reaches much higher strains than side A (for the same load
levels). Looking at figure 4.15, it is also evident that side A has a different velocity - strain behavior than
side B. Side B has been subjected to tensile stresses in bending test M-A-3/T1, whereas side A has only
been subjected to compressive stresses. In the case of side A, the first loading steps show a slight decrease
of velocity, of less than 0.1%; velocity starts clearly increasing only after the fourth loading step, around
90 microstrain (approximately 90 kN [20 Kips]). This behavior is consistent with previous observations in
previous tests, at which velocity decreases with increasing compressive strains at these low levels. This effect
has also been observed by Zoega and Wiggenhauser [48] and Shokouhi et al. [47]. In the case of side B,
velocity grows linearly with increasing strains, from the beginning to the end.
Looking at figure 4.16, three phases can be distinguished in side A curve. These phases have been previously
identified by Zoega and Wiggenhauser [48] and Shokouhi et al. [47]. The same naming is used here to favour
the comparisons. Phase 0, from zero load to 178 kN [40 Kips] (around 10% failure load), velocity initially
decreases and then has a slight increase. Phase 1, from 178 kN [40 Kips] (around 10% failure load) to 623
kN [140 Kips] (around 40% failure load), velocity increases linearly with load. Phase 3, starting at 623 kN
[140 Kips] (around 40% failure load), velocity rate of increment slows down and ends up flattening down.
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Figure 4.16: Results of sides A and B of test M-A-3/T4 in uniaxial compression. Points correspond to
percent velocity change (∆V/V0) plotted against load [1 N = 0.2248 lbs].
In contrast to this non-linear curve, side B shows a linear behavior throughout the entire test. This
behavior could be explained considering that side B has been subjected to tensile stresses and therefore it
has suffered more stress-induced damage than side A. However, the final velocity of side B drops almost the
same as it does side A velocity.
4.4 Stage 2: Acoustoelastic Results in Uniaxial Compression
4.4.1 Test M-A-2/T1
Figures 4.17a and 4.17b show the % velocity change results in side A and B, subjected to uniaxial com-
pression in test M-A-2/T1.
Several interesting trends can be observed in figure 4.17a, First, cycle 1 shows a non-linear monotonically
increment of velocity with compressive strains, reaching 66.7 kN [15 Kips] in its final step. The final load of
loading cycle 1 (L1) is around 4% the compressive failure load (calculated from 4x8 cylinders). Thus, that
load level represents a very low load with respect to the specimen’s concrete strength. Therefore, it would
not be expected to see significant residual deformations at the beginning of loading cycle 2 (L2), nor to see
a significant drop in surface wave velocity due to damaging the concrete. In fact, load vs strain behavior
shows that there are no residual deformations from loading cycle 1 (L1) to loading cycle 2 (L2), but velocity
does drop about 0.35%. The first unloading cycle (U1) is coincident with load cycle 2 (L2).
In second place, side A has an acoustoelastic behavior similar to what it has been previously reported by
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Figure 4.17: Results of test M-A-2/T1 in uniaxial compression. Side A results in subfigure (a) and B
in subfigure (b). Points correspond to percent velocity change (%∆V/V0), read at the left vertical axis.
Continuous lines correspond to load data, read at the right vertical axis. L1, L2, U1, U2 and Ufin correspond
to loading cycle 1, loading cycle 2, unloading cycle 1, unloading cycle 2 and unloaded final step after
correspond to best fit lines. Strains correspond to values measured from one strain-gauge [1 N = 0.2248 lbs].
Strain gauge of side B malfunctioned so velocity data of side B is plotted against strain data of side A.
Zoega and Wiggenhauser [48] and Shokouhi et al. [47]. Velocity increases fairly linearly, with a slope of
0.003348 %/microstrain until reaching 350 microstrain, at 177.9 kN [40.0 Kips]. This load corresponds to
around 10% of the failure load (based on 4x8 cylinders). This region of strain-velocity relationship is herein
referred to as “first linear period”. Starting at 350 microstrain (at 177.9 kN [40.0 Kips] around 10% failure
load), velocity keeps increasing, also fairly linearly, but with a lower slope (0.001156 %/microstrain), until
reaching 900 microstrain at 533.8 kN [120 Kips]. This load level corresponds to around 35% of the failure
load (based on 4x8 cylinders). This second linear region of strain - velocity relationship is herein referred
to as “second linear period”. Between 900 microstrain and 1160 microstrain velocity stays constant at its
maximum level: 1.4% (or 1.7% w.r.t. the initial unloaded velocity of loading cycle 2 (L2)). After that
load step, velocity drops about 0.3% in the final step of loading cycle 2 (L2), reaching 1300 microstrain, at
800 kN [180 Kips], equivalent to 50% failure load. Finally, the unloading cycle 2 shows a notable drop in
velocity, from 1.2% at the end of loading cycle 2 (L2) to -2.3% at the end of unloading cycle 2 (U2). Based
on the findings reported by Zoega and Wiggenhauser [48] and Shokouhi et al. [47], and considering (1) the
velocity gradual drop seen in loading cycle L2 after loading the specimen beyond 35% failure load, and (2)
that the velocity drops during unloading cycle U2, it could be asserted that the specimen was damaged
during loading cycle 2 (L2) due to stress-induced microcracking. Finally, step Ufin was run 10 minutes
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after unloading the specimen completely. It can be seen that, as strains decrease, velocity increases slightly
with respect to the final unloaded velocity of unloading cycle 2 (U2); thus, as the concrete becomes less
compressed velocity increases. In this strain-stress region, concrete is under zero stress but it keeps releasing
compressive deformations, so it is obviously not behaving elastically. The fact that acoustoelasticity does
not explain this behavior reaffirms the constrains that acoustoelastic theory has.
Surprisingly, surface B behavior, presented in figure 4.17b, does not show the same behavior as surface
A. First, in loading cycle 1 (L1) velocity does not increase but instead it slightly decreases with increasing
compressive strains. Unloading cycle 1 (U1) and the beginning of loading cycle 2 (L2) coincide with the
trend observed in loading cycle 1 (L1). Loading cycle 2 (L2) does not start to show a velocity increment
until 190 microstrain at 89 kN [20 Kips]. It should be noted that in side B the strain gauge malfunctioned
so side B strains of figure 4.17b are actually side A strain measurements. Staring at 350 microstrain (178 kN
[40 Kips]), velocity increases fairly linearly, with a slope of 0.001164 %/microstrain, until 900 microstrain
((534 kN [120 Kips])). Thus, this slope is similar to that one seen in side A between 350 and 900 microstrain.
After that loading step, velocity has very low increments but it does not show a relative maximum as in side
A. The maximum % velocity change is around 0.8%, at 1170 microstrain (712 kN [160 Kips]). Unloading
cycle 2 shows a linear reduction of velocity until reaching -1.2 % velocity drop. Finally, although it is less
clear, step Ufin shows a very similar trend as in side A.
4.4.2 Test M-A-4/T1
Figures 4.18a and 4.18b show the % velocity change results in sides A and B, subjected to uniaxial
compression in test M-A-4/T1.
In test M-A-4/T1, side B behavior, presented in figure 4.18b is very similar to behavior of side A of test
M-A-2/T1. Read discussion of test M-A-2/T1 above. Consider the second loading cycle (L2) of both tests.
In side B of M-A-4/T1, the first linear period goes from strain 5 to 200 microstrain with a slope of 0.00288
%/microstrain. Strain 200 microstrain was reached at 178 kN [40 Kips], which corresponds to 10% failure
load. The second linear period goes from 200 microstrain to 690 microstrain, at load 534 kN [120 Kips],
increasing with a slope of 0.001247 %/microstrain. After that point, velocity does not increase too much,
and also results variability do not allow to interpret low velocity changes. Such variability was introduced
by the actuator trying to maintain the load constant at high load levels at which deformation tends to yield.
One notable difference between surface A of M-A-2/T1 and side B of M-A-4/T1 is that, although both
tests subjected the specimens to the same loading protocol and same load levels, the former test reaches
1190 microstrain at the final step of loading cycle 2 but the latter only reaches 1110 microstrain. This
fact may explain why the former shows a relative maximum between 1135 and 1160 microstrain whereas
the latter, does not, as it does not reach such high strain levels. Thus, the relative maximum would be
dependent on the concrete’s strain level of each surface rather than of the overall applied load level. Another
considerable difference is that in side B of test M-A-4/T1 the highest velocity change is around 1.0 %, at
1110 microstrain, but at that same strain level surface A of test M-A-2/T1 is around 1.4% velocity change.
Moreover, in side B of test M-A-4/T1, velocity drops around 2.3% from the end of loading cycle 2 (L2) to
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Figure 4.18: Results of test M-A-4/T1 in uniaxial compression. Side A results in subfigure (a) and B
in subfigure (b). Points correspond to percent velocity change (%∆V/V0), read at the left vertical axis.
Continuous lines correspond to load data, read at the right vertical axis. L1, L2, U1, U2 and Ufin correspond
to loading cycle 1, loading cycle 2, unloading cycle 1, unloading cycle 2 and unloaded final step after
correspond to best fit lines. Strains correspond to values measured from one strain-gauge [1 N = 0.2248 lbs].
the end of unloading cycle 2 (U2) whereas in side A of test M-A-2/T1, velocity drops around 3.3% for the
same references. However, this difference could be explained by considering that the specimen M-A-2 was
damaged during loading cycle 2 more than M-A-4; this explanation would also be consistent with reaching
the relative maximum of velocity in specimen M-A-2 but not in specimen M-A-4. Finally, the step Ufin of
M-A-4/T1 shows a very similar trend as in M-A-2/T1.
Consider now side A of M-A-4/T1, presented in figure 4.18a. First, loading cycle 1 (L1) does not show
a velocity change. This behavior also coincides with unloading cycle 1 (U1) and the first steps of loading
cycle 2 (L2). However, velocity drops about 0.2% when going from compressive strain 161 microstrain to
290 microstrain (178 kN [40 Kips]). At this point, velocity starts increasing nearly linearly with a slope of
0.000647 %/microstrain, until reaching 770 microstrain (534 kN [120 Kips]). Then, velocity stays constant
until 992 microstrain (711 kN [160 Kips]) to drop around 0.3% when reaching 1150 microstrain (800 kN [180
Kips]). The unloading cycle 2 (U2) shows a significant drop of 1.3% from the end of L2 to the end of U2,
reaching -1.6%. Finally, again step Ufin shows a very similar trend as in side B and as in both sides of test
M-A-2/T1.
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4.4.3 Test M-B-3/T1
Figures 4.19a and 4.19b show the % velocity change results in sides A and B, subjected to uniaxial
compression in test M-B-3/T1.
(a) (b)
Figure 4.19: Results of test M-B-3/T1 in uniaxial compression. Side A results in subfigure (a) and B
in subfigure (b). Points correspond to percent velocity change (%∆V/V0), read at the left vertical axis.
Continuous lines correspond to load data, read at the right vertical axis. 1, 2, Final1 and Final2 correspond
to loading cycle 1, loading cycle 2, unloaded final step and unloaded final step after correspond to best fit
lines, respectively. Strains correspond to values measured from one strain-gauge [1 N = 0.2248 lbs].
In figures 4.19a and 4.19b it can be seen that, conversely to tests M-A-2/T1 and M-A-4/T1, in test M-B-
3/T1 both sides A and B have very similar velocity vs strain relationship. It should be noted that in this
test, side A was the top casting surface, which introduced additional potential variability to the test due to
material’s differences between sides. Also, the maximum applied load was selected to be 30% of the failure
load instead of 50% as in tests M-A-2/T1 and M-A-4/T1. Thus, it was not expected to see the relative
maximum in velocity.
In the case of side A, whose results are presented in figure 4.19a, in cycle 1, velocity stays fairly constant
throughout the whole cycle. The final load of loading cycle 1 is around 5% the compressive failure load
(calculated from 4x8 cylinders). Thus, that load level represents a very low load with respect to the speci-
men’s concrete strength. Therefore, it would not be expected to see significant residual deformations at the
beginning of loading cycle 2 (L2), nor to see a significant drop in surface wave velocity due to damaging the
concrete. In fact, load vs strain behavior shows that there are no residual deformations from loading cycle 1
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to loading cycle 2; velocity only drops about 0.1%. In the case of loading cycle 2, conversely to what it was
previously seen in sides A and B of tests M-A-2/T1 and M-A-4/T1, respectively, side A of test M-B-3/T1
does not show a clear bi-linear behavior. Instead, velocity has a linear trend through the entire cycle, with a
slope of 0.001445 %/microstrain. At the final step of cycle 2, 600 microstrain (445 kN [100 Kips], equivalent
to 30% of the failure load), the median % velocity change is 0.8%. The “final” unloaded step drops to -0.9%
and then, the “final 2” step increased to -0.65%. This final behavior is consistent with each surface of both
tests M-A-2/T1 and M-A-4/T1.
As previously observed, side B shows results very similar to side A. For cycle 2, the slope of the best fit
line between velocity and strain is 0.001001 %/microstrain. One significant difference is that, in side B,
cycle 1 shows a slight increment of velocity with increasing compressive strains, reaching around 0.1% at
the end of that cycle. Another significant difference is that side B shows much higher strain levels for equal
load. At the final load step of cycle 2, at 445 kN [100 Kips], side A reaches 630 microstrain whereas side B
reaches 890 microstrain.
4.4.4 Test M-B-4/T1
Figures 4.20a and 4.20b show the % velocity change results in sides A and B, subjected to uniaxial
compression in test M-B-4/T1.
Results obtained in test M-B-4/T1 do not follow any trend similar to tests M-A-2/T1, M-A-4/T1 or M-
B-3/T1. In the case of side A, velocity decreases with increasing compressive strains, in both cycles 1 and
2. In the case of side B, cycle 1 shows a slight increase of velocity which is not contrary to the other tests.
Also, in cycle 2, velocity starts at -0.2% and grows until strain 93 microstrain (67 kN [15 Kips]), which is
consistent with the other tests. However, after that load step velocity does not increase any more.
In both surfaces, the final unloaded step shows a significant velocity drop, reaching approximately -0.9%.
4.5 Stage 3: Acoustoelastic Results in Bending
4.5.1 Test M-A-2/T2
Figures 4.21a and 4.21b present the results obtained in test M-A-2/T2 for surfaces A and B, respectively.
It can be seen in figures 4.21a and 4.21b that both sides, one in tension and the other in compression,
have very different behavior. Side B, in tension, shows that velocity decreases with increasing tensile strains,
in all cycles. In side A, in compression, cycle 1 shows a non-linear behavior in which velocity first decreases
and then increases; in cycles 2 and 3 velocity increases with increasing compressive strains. Further analysis
is given in section 4.6.
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Figure 4.20: Results of test M-B-4/T1 in uniaxial compression. Side A results in subfigure (a) and B
in subfigure (b). Points correspond to percent velocity change (%∆V/V0), read at the left vertical axis.
Continuous lines correspond to load data, read at the right vertical axis. 1, 2, and Final correspond to
loading cycle 1, loading cycle 2, and unloaded final step, respectively. Strains correspond to values measured
from one strain-gauge [1 N = 0.2248 lbs].
(a) (b)
Figure 4.21: Results of test M-A-2/T2 in bending. Results of side A, in compression, are shown in subfigure
(a) and B, in tension, in subfigure (b). Points correspond to percent velocity change (%∆V/V0), read at
the left vertical axis. Continuous lines correspond to load data, read at the right vertical axis. 1, 2, 3 and
Final correspond to loading cycles 1, 2, 3 and unloaded final step, respectively. Strains correspond to values
measured from one strain-gauge [1 N = 0.2248 lbs].
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4.5.2 Test M-A-4/T2
Figures 4.22a and 4.22b present the results obtained in test M-A-4/T2 for surfaces A and B, respectively.
(a) (b)
Figure 4.22: Results of test M-A-4/T2 in bending. Results of side A, in tension, are shown in subfigure (a)
and B, in compression, in subfigure (b). Points correspond to percent velocity change (%∆V/V0), read at
the left vertical axis. Continuous lines correspond to load data, read at the right vertical axis. 1, 2, 3 and
Final correspond to loading cycles 1, 2, 3 and unloaded final step, respectively. Strains correspond to values
measured from one strain-gauge [1 N = 0.2248 lbs].
It can be seen in figures 4.22a and 4.22b that both sides, one in tension and the other in compression,
have different behavior. Contrary to test M-A-2/T2, in this case velocity vs strain relationships are not so
clear. Further analysis is given in section 4.6.
4.5.3 Test M-B-3/T2
Figures 4.23a and 4.23b present the results obtained in test M-B-3/T2 for surfaces A and B, respectively.
It can be seen in figures 4.23a and 4.23b that both sides, one in tension and the other in compression, have
very different behaviors. Side A, in tension, shows that velocity decreases with increasing tensile strains, in
all cycles. In side A, in compression, there is no clear relationship between velocity and compressive strains.
Further analysis is given in section 4.6.
4.5.4 Test M-B-4/T2
Figures 4.24a and 4.24b present the results obtained in test M-B-4/T2 for surfaces A and B, respectively.
It can be seen in figures 4.24a and 4.24b that both sides, one in tension and the other in compression,
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Figure 4.23: Results of test M-B-3/T2 in bending. Results of side A, in tension, are shown in subfigure (a)
and B, in compression, in subfigure (b). Points correspond to percent velocity change (%∆V/V0), read at
the left vertical axis. Continuous lines correspond to load data, read at the right vertical axis. 1, 2, 3 and
Final correspond to loading cycles 1, 2, 3 and unloaded final step, respectively. Strains correspond to values
measured from one strain-gauge [1 N = 0.2248 lbs].
(a) (b)
Figure 4.24: Results of test M-B-4/T2 in bending. Results of side A, in tension, are shown in subfigure (a)
and B, in compression, in subfigure (b). Points correspond to percent velocity change (%∆V/V0), read at
the left vertical axis. Continuous lines correspond to load data, read at the right vertical axis. 1, 2, 3 and
Final correspond to loading cycles 1, 2, 3 and unloaded final step, respectively. Strains correspond to values
measured from one strain-gauge [1 N = 0.2248 lbs].
have different behaviors. Side A, in tension, does not show a clear relationship between velocity and tensile
strains. In side B, in compression, the cycle 1 velocity stays constant; in cycles 2 and 3 velocity clearly
increases with increasing compressive strains. Further analysis is given in section 4.6.
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4.6 Discussion of Acoustoelastic Effects: Tension vs Compression
This section focuses on studying the similarities and differences between the acoustoelastic effects on
surface waves interacting with compressive and tensile strains/stresses in bending. Therefore, only the
results presented in section 4.5 are considered here.
4.6.1 M-A-2/T2
Figure 4.25 presents the relationship between load level and strain obtained in test M-A-2/T2. In loading
cycle 1, sides A (compression) and B (tension) overlap until 50 microstrain. After this strain level, side B
starts to be more compliant than A. Overall, side B was always more compliant than A. This indicates that
the material behaves stiffer under compression than under tension.
Figure 4.25: Load vs strain results of test M-A-2/T2 in bending. Surface A in compression and B in tension.
Color code identifies each loading cycle (1, 2, 3 and Final) for each surface [1 N = 0.2248 lbs].
Figures 4.26a and 4.26b present the results of velocity vs strains of sides A (compression) and B (tension)
in test M-A-2/T2; linear trends are fit through each loading cycle to depict the analysis.
Consider first side A, subjected to compression. In cycle 1, velocity first decreases with increasing com-
pressive strains until reaching 50 microstrain at which starts to increase (see figure 4.21a). On the other
hand, cycles 2 and 3 show a clear positive relationship between compressive strains and velocity, and are
very similar between each other. Both cycles start at -0.25% and tend to increase, with increasing strains.
Table 4.11 contains the trend line properties obtained from the analysis.
In the case of side B, in tension, all cycles decrease following linear trends. Cycles 2 and 3 have smaller
slopes (in absolute value) than cycle 1. They start at a lower velocity, -0.2%, but reach around the same
velocity at their end steps, -0.6%. Table 4.11 contains the trend line properties obtained from the analysis.
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Figure 4.26: Analysis of test M-A-2/T2 results in bending. Results of side A, in compression, are shown in
subfigure (a) and B, in tension, in subfigure (b). Points correspond to percent velocity change (%∆V/V0).
Continuous lines correspond to best fit lines for each cycle. 1, 2, 3 correspond to loading cycles 1, 2, and 3,
respectively. Strains correspond to values measured from one strain-gauge. Cycle 1 of side A not shown.
Table 4.11: Trend lines properties from test M-A-2/T2.
Side Cycle
Trend Line Slope
(%/microstrain)
R2
Tension 1 -0.006006 0.971
Tension 2 -0.004129 0.929
Tension 3 -0.004119 0.956
Compression 1 - -
Compression 2 0.003399 0.801
Compression 3 0.003864 0.823
It can be seen in figures 4.26a and 4.26b that the tension side behaves more linearly than the compression
side. This is confirmed by observing the R2 of each cycle presented in table 4.11. In addition, in the tension
side, all three velocity vs. strain slopes are greater (in absolute value) than the two analyzed compression
sides. This may indicate that the change of surface wave velocity is more sensitive to tensile strain changes
than to compressive strain changes (with low strains in bending configuration).
4.6.2 M-A-4/T2
Figure 4.27 presents the relationship between load level and strain obtained in test M-A-4/T2. In all
cycles, side A (tension) is more compliant than side B (compression). At the end of the final loading cycle,
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compression side (B) has a residual deformation of 7 microstrain whereas tension side (A) has 8 microstrain.
Figure 4.27: Load vs. strain results of test M-A-4/T2 in bending. Surface A in tension and B in compression.
Color code identifies each loading cycle (1, 2, 3 and Final) for each surface [1 N = 0.2248 lbs].
Figures 4.28a and 4.28b present the results of velocity vs. strains of sides A (tension) and B (compression)
in test M-A-4/T2; linear trends are fit through each loading cycle to depict the analysis.
Consider side B in compression. In cycle 1, velocity stays constant and tends to decrease towards the
final steps (see figure 4.22b). In cycles 2 and 3, velocity increases at the beginning, but the final step has a
sudden drop (see figure 4.22b). In figure 4.28b the analysis focuses on the first five loading steps of cycles 2
and 3, which show a linear relationship. Thus, cycle 1 and the final step of cycles 2 and 3 are excluded from
figure 4.28b. With these considerations, velocity increases with increasing compressive strains. Table 4.12
contains the trend line properties obtained from the analysis.
Consider now side A, in tension. In cycle 1, velocity stays constant (see figure 4.22a). In cycle 2, velocity
starts at a higher level than in cycle 1; from step 1 to 2, velocity increases, but after step 2 (25 microstrain),
velocity decreases monotonically (see figure 4.22a). Cycle 3 is very similar to cycle 2, except that it is shifted
around 0.1% vertically towards higher velocity levels, but the same trend is observed. In figure 4.28a the
analysis focuses on the last five loading steps of cycles 2 and 3, which show a linear relationship. Thus, cycle
1 and the first step of cycles 2 and 3 are excluded from figure 4.28a. With these considerations, velocity
decreases with increasing tensile strains. Table 4.12 contains the trend line properties obtained from the
analysis.
In test M-A-4/T2 (considering the exclusions discussed above) the linear relationship between velocity
and strains is less clear than in test M-A-2/T2, for all trend lines. Within test M-A-4/T2, the velocity-strain
behavior tends to be more linear in the tension side than in the compression side. Cycle 3 of the tension side
has a clearly higher R2 value than the rest of the trend lines which are around 0.6. Also, the compression
side shows higher slope than the tension side, in absolute value.
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Figure 4.28: Analysis of test M-A-4/T2 results in bending. Results of side A, in tension, are shown in sub-
figure (a) and B, in compression, in subfigure (b). Points correspond to percent velocity change (%∆V/V0).
Continuous lines correspond to best fit lines for each cycle. Strains correspond to values measured from one
strain-gauge. Cycles 1 of both sides are not shown. First step of tension side and last step of compression
side are excluded.
Table 4.12: Trend lines properties from test M-A-4/T2.
Side Cycle
Trend Line Slope
(%/microstrain)
R2 Observations
Tension 1
Tension 2 -0.001791 0.597 First step excluded
Tension 3 -0.002541 0.860 First step excluded
Compression 1
Compression 2 0.001302 0.646 Last step excluded
Compression 3 0.001325 0.659 Last step excluded
4.6.3 M-B-3/T2
Figure 4.29 presents the relationship between load level and strain obtained in test M-B-3/T2. There it
can be seen that tension side (A) is more compliant than compression side (B), in all cycles. Also, cycles
2 and 3 are more alike between each other than to cycle 1, in both sides. Cycle 1 is more non-linear than
cycles 2 and 3. Residual strain in tension side is 21 microstrain and in compression side is 4 microstrain.
Figures 4.30a and 4.30b present the results of velocity vs. strains of sides A (tension) and B (compression)
in test M-B-3/T2; linear trends are fit through each loading cycle to depict the analysis.
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Figure 4.29: Load vs. strain results of test M-B-3/T2 in bending. Surface A in tension and B in compression.
Color code identifies each loading cycle (1, 2, 3 and Final) for each surface [1 N = 0.2248 lbs].
(a) (b)
Figure 4.30: Analysis of test M-B-3/T2 results in bending. Results of side A, in tension, are shown in sub-
figure (a) and B, in compression, in subfigure (b). Points correspond to percent velocity change (%∆V/V0).
Continuous lines correspond to best fit lines for each cycle. Strains correspond to values measured from one
strain-gauge. Cycles 1 of side B is not shown.
Consider first side B in compression. In cycle 1, velocity decreases during the first four steps, until
reaching 40 microstrain. After 40 microstrain, velocity tends to increase with increasing compressive strains
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(see figure 4.23b). In cycles 2 and 3, velocity starts at a lower level than in cycle 2, around -0.15%, and
then it slightly increases monotonically with increasing compressive strains (see figure 4.30b). Even though
velocity increments are too low to be able of accurately determining trends, best fit lines are fit through the
data points. Table 4.13 contains the trend line properties obtained from the analysis.
Consider now side A, in tension. It can be seen in figure 4.30a that all cycles are fairly linear. Cycle 1
shows a linear velocity reduction with increasing tensile strains. Cycles 2 and 3 also show a linear velocity
reduction but with slightly smaller slope (in absolute value). Table 4.13 contains the trend line properties
obtained from the analysis.
Table 4.13: Trend lines properties from test M-B-3/T2.
Side Cycle
Trend Line Slope
(%/microstrain)
R2
Tension 1 -0.006070 0.938
Tension 2 -0.003012 0.895
Tension 3 -0.002970 0.919
Compression 1 - -
Compression 2 0.000735 0.300
Compression 3 0.000866 0.388
It can be seen from looking at figures 4.30a and 4.30b that tension side behaves much more linearly than
the compression side. This is further reaffirmed with the R2 results in table 4.13, which show that the tension
side is more closer to unity than compression side. Actually, the compression side has significantly low R2
values to be able of defining the relationships as linear. Nevertheless, the linear trends were fit to favor the
quantitative comparison between sides. In test M-B-3/T2, consistent with results of tests M-A-2/T2 and
M-A-4/T2, tension side has higher slope (in absolute value) than compression side, confirming again that
surface wave velocity changes are more sensitive to tensile strains than to compressive strains (for low strain
levels in bending configuration).
4.6.4 M-B-4/T2
Figure 4.31 presents the relationship between load level and strain obtained in test M-B-4/T2. There it can
be seen that tension side (A) is more compliant than compression side (B), in all cycles. In cycle 2, in loading
step of 44.5 kN [10 Kips], strains increase with constant load, indicating that the concrete was yielding under
sustained load. Tension side shows 33 microstrain of residual deformation whereas compression side shows
13 microstrain.
Figures 4.32a and 4.32b present the results of velocity vs. strains of sides A (tension) and B (compression)
in test M-B-4/T2; linear trends are fit through each loading cycle to depict the analysis.
Consider side B, in compression. In cycle 1, velocity stays fairly constant, although it tends to decrease
first, and start to increase after 40 microstrain (see figure 4.24b). Cycles 2 and 3 start at around -0.2%, and
increase linearly (see figure 4.32b). Table 4.14 contains the trend line properties obtained from the analysis.
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Figure 4.31: Load vs. strain results of test M-B-4/T2 in bending. Surface A in tension and B in compression.
Color code identifies each loading cycle (1, 2, 3 and Final) for each surface [1 N = 0.2248 lbs].
(a) (b)
Figure 4.32: Analysis of test M-B-4/T2 results in bending. Results of side A, in tension, are shown in sub-
figure (a) and B, in compression, in subfigure (b). Points correspond to percent velocity change (%∆V/V0).
Continuous lines correspond to best fit lines for each cycle. Strains correspond to values measured from one
strain-gauge. Cycles 1 of both sides are not shown. In tension side, first two steps of cycle 2 and the first
step of cycle 3 are excluded.
Consider now side A, in tension. It can be seen in figure 4.24a, in cycle 1, velocity tends to increase
non-linearly. In cycle 2, velocity increases until step 3, at 43 microstrain, at which it starts decreasing. In
100
cycle 3, velocity increases from step 1 to 2, at 43 microstrain, at which it starts to slightly decrease. In figure
4.32b, the first two steps of cycle 2 and the first step of cycle 3 were excluded. With these exclusions, velocity
tends to decrease with increasing tensile strains. Table 4.14 contains the trend line properties obtained from
the analysis.
Table 4.14: Trend lines properties from test M-B-4/T2.
Side Cycle
Trend Line Slope
(%/microstrain)
R2 Observations
Tension 1 - -
Tension 2 -0.002728 0.762
First two steps
excluded from trend line calculation
Tension 3 -0.001001 0.418
First step excluded
from trend line calculation
Compression 1 - -
Compression 2 0.002716 0.925
Compression 3 0.003322 0.937
As it can be observed in figures 4.32a and 4.32b, together with table 4.14, in test M-B-4/T2, conversely
to tests M-A-2/T2, M-A-4/T2 and M-B-3/T2, compression side relationship between velocity and strains is
more linear than in the tension side. Moreover, compression side slopes are of the higher than tension slopes
in this test, whereas in the previous tests the opposite trend was seen.
4.6.5 Comparison Across Tests
It is of interest of compare the linear trend results between compression and tension sides across the tests
of Stage 3. Figure 4.33 contains the slope results, in absolute value, for tests M-A-2/T2, M-A-4/T2 and
M-B-3/T2. In these tests, partial data sets were selected in which the tension side velocity decreased with
increasing tensile stains and in the compression side velocity increased with increasing compressive strains.
This data manipulation could not be done in test M-B-4/T so it is not included in the analysis of figure
4.33. It should be emphasized that the slope results presented in figure 4.33 have considerable manipulation
already discussed above in each corresponding section.
For the three tests presented in figure 4.33 it can be seen that, within each test, slopes are larger in the
tension sides than in the compression sides. In addition, within each test, linear trends have larger R2 in the
tension sides than in the compression sides. In the case of tension side of tests M-A-2/T2 and M-B-3/T2,
the first cycle of each test have similar slopes of around 0.006 %/microstrain; also, cycles 2 and 3 have very
similar slopes within each test and also across each test; these are 0.004%/microstrain for M-A-2/T2 and
0.003%/microstrain for M-B-3/T2. This consistency is not seen with test M-A-4/T2. In the case of the
compression side, linear trends could not be fit in either of the first cycles of each test. However, slopes of
cycles 2 and 3 where fairly similar within each test.
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Figure 4.33: Absolute values of slopes of velocity vs. strain best fit lines, for all data except for specimen
M-B-4. Color code represents the R2 value of the linear trend, with dark blue corresponding to 1 and
dark red to 0. Slope values obtained from trend lines fit to partial sets of data. Slope values in units of
%/microstrain. Null values indicate those cycles at which linear trends could not be fit.
4.7 Discussion of Acoustoelastic Effects in Compression: Bending vs.
Uniaxial
This section focuses on comparing the results obtained in uniaxial compression tests against those obtained
in the compression side of tests in bending.
4.7.1 Specimen M-A-2
Comparison between first loading cycles across tests M-A-2/T1 and M-A-2/T2
Figure 4.34 presents results of cycle L1 of test M-A-2/T1 and cycle 1 of test M-A-2/T2, with best fit lines
superimposed.
Table 4.15 contains the description of velocity vs. strain results and also the properties of the best fit lines
that are presented in figure 4.34.
As shown in picture 4.34, in cycle L1 of test M-A-2/T1 velocity increases fairly linearly, with a high R2 of
0.786. On the other hand, the linear trend of M-A-2/T2 is very poor, having R2 equal to 0.147. The slope
of velocity in M-A-2/T1 is around twice the slope in M-A-2/T2.
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Figure 4.34: Comparison of results in compression sides between first cycles of tests M-A-2/T1 and M-A-
2/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond to best fit lines
for test-cycles “M-A-2/T1-Cyc.L1” and “M-A-2/T2-Cyc.1”. Strains correspond to values measured from
one strain-gauge. Full data set are included.
Table 4.15: Comparison of results in first cycles between tests M-A-2/T1 and M-A-2/T2.
Test Cycle
Trend Line Slope
(%/microstrain)
R2
M-A-2/T1 - Uniax. L1 0.001764 0.786
M-A-2/T2 - Bend. 1 0.000773 0.147
Comparison between second and third loading cycles across tests M-A-2/T1 and M-A-2/T2
Figure 4.35 presents results of cycle L2 of test M-A-2/T1 (only first five steps included) and cycles 2 and
3 of M-A-2/T2, with best fit lines superimposed.
Figure 4.36 presents results of cycle L2 of test M-A-2/T1 (only first five steps included) and cycles 2
and 3 of M-A-2/T2, with best fit lines superimposed, but excluding the last step of cycles 2 and 3 of test
M-A-2/T2.
Table 4.16 contains the description of velocity vs. strain results and also the properties of the best fit lines
that are presented in figures 4.35 and 4.36.
As it can be seen in figure 4.35, in cycle L2 of test M-A-2/T2 velocity increases linearly with compressive
strains, with a very high R2 of 0.96. Additionally, in cycles 2 and 3 of M-A-2/T2 velocity also has a positive
relationship with compressive strains, with high R2 values of around 0.8. In the analysis depicted in figure
4.35, the three trend lines have very similar slopes. However, in that figure it can be seen that in the last
step of cycles 2 and 3 of M-A-2/T2 velocity is noticeably higher than what would be expected from fitting
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Figure 4.35: Comparison of results in compression sides between second and third cycles of tests M-A-2/T1
and M-A-2/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond
to best fit lines for test-cycles “M-A-2/T1-Cyc.L2”, “M-A-2/T2-Cyc.2” and “M-A-2/T2-Cyc.3”. Strains
correspond to values measured from one strain-gauge. Only first five steps of test-cycle M-A-2/T1-Cyc.L2
are included.
Figure 4.36: Comparison of results in compression sides between second and third cycles of tests M-A-2/T1
and M-A-2/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond
to best fit lines for test-cycles “M-A-2/T1-Cyc.L2”, “M-A-2/T2-Cyc.2” and “M-A-2/T2-Cyc.3”. Strains
correspond to values measured from one strain-gauge. Only first five steps of test-cycle M-A-2/T1-Cyc.L2
are included. Last step of cycles 2 and 3 of test M-A-2/T2 are excluded.
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Table 4.16: Comparison between second and third loading cycles across tests M-A-2/T1 and M-A-2/T2.
Test Cycle
Trend Line Slope
(%/microstrain)
R2 Observations
M-A-2/T1-Uniax. L2 0.003988 0.969
M-A-2/T2-Bend. 2 0.003399 0.801
M-A-2/T2-Bend. 3 0.003864 0.823
M-A-2/T2-Bend. 2 0.002096 0.792 Last step excluded
M-A-2/T2-Bend. 3 0.002703 0.749 Last step excluded
a linear trend using the rest of the data points. Thus, figure 4.36 presents those cycles but excluding the
last step. Looking at the results presented in table 4.16, it can be seen that the R2 of cycles 2 and 3 of
test M-A-2/T2 do not change considerably when doing the exclusion. On the other hand, the exclusion
makes the slopes of the trend lines to be reduced by half. From the results presented in table 4.16 it can
be calculated that, when performing the mentioned exclusion, the velocity-strain slopes of cycles 2 and 3 of
M-A-2/T2 are 0.53 and 0.68 times the slope of cycle L2 of M-A-2/T1.
4.7.2 Specimen M-A-4
Comparison between first loading cycles across tests M-A-4/T1 and M-A-4/T2
Figure 4.37 presents results of cycle L1 of test M-A-4/T1 and cycle 1 of test M-A-4/T2, with best fit lines
superimposed.
Table 4.17 contains the description of velocity vs. strain results and also the properties of the best fit lines
that are presented in figure 4.37.
Table 4.17: Comparison between first loading cycles across tests M-A-4/T1 and M-A-4/T2.
Test Cycle
Trend Line Slope
(%/microstrain)
R2
M-A-4/T1 - Uniax. L1 0.000564 0.346
M-A-4/T2 -
Bend.
1 - -
As it can be seen in figure 4.37, cycle L2 of test M-A-4/T1 shows a very poor linear relationship between
velocity and compressive strains, in which velocity slightly increases with increasing compressive strains. In
the case of test M-A-4/T2, velocity tends to decrease with increasing compressive strains.
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Figure 4.37: Comparison of results in compression sides between first cycles of tests M-A-4/T1 and M-A-
4/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond to best fit lines
for test-cycles “M-A-4/T1-Cyc.L1” and “M-A-4/T2-Cyc.1”. Strains correspond to values measured from
one strain-gauge. Full data set are included.
Comparison between second and third loading cycles across tests M-A-4/T1 and M-A-4/T2
Figure 4.38 presents results of cycles 2 and 3 of tests M-A-4/T1 (only initial steps included) and M-A-4/T2,
with best fit lines superimposed.
Figure 4.39 presents results of second and third cycles of tests M-A-4/T1 (only initial steps included) and
M-A-4/T2, with best fit lines superimposed, but excluding the last step of second and third cycles of test
M-A-4/T2.
Table 4.18 contains the description of velocity vs. strain results and also the properties of the best fit lines
that are presented in figures 4.38 and 4.39.
Table 4.18: Comparison between second and third loading cycles across tests M-A-4/T1 and M-A-4/T2.
Test Cycle
Trend Line Slope
(%/microstrain)
R2 Observations
M-A-4/T1-Uniax. L2 0.002883 0.958
M-A-4/T2-Bend. 2 0.000304 0.646
M-A-4/T2-Bend. 3 0.000445 0.114
M-A-4/T2-Bend. 2 0.001302 0.646 Last step excluded
M-A-4/T2-Bend. 3 0.001325 0.659 Last step excluded
As it can be seen in figure 4.38, in cycle L2 of M-A-4/T2 test velocity increases linearly with compressive
strains, with a very high R2 of 0.96. In cycles 2 and 3 of M-A-4/T2 velocity has a positive relationship
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Figure 4.38: Comparison of results in compression sides between second and third cycles of tests M-A-4/T1
and M-A-4/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond
to best fit lines for test-cycles “M-A-4/T1-Cyc.L2”, “M-A-4/T2-Cyc.2” and “M-A-4/T2-Cyc.3”. Strains
correspond to values measured from one strain-gauge. Only first six steps of test-cycle M-A-4/T1-Cyc.L2
are included.
Figure 4.39: Comparison of results in compression sides between second and third cycles of tests M-A-4/T1
and M-A-4/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond
to best fit lines for test-cycles “M-A-4/T1-Cyc.L2”, “M-A-4/T2-Cyc.2” and “M-A-4/T2-Cyc.3”. Strains
correspond to values measured from one strain-gauge. Only first five steps of test-cycle M-A-4/T1-Cyc.L2
are included. Last step of cycles 2 and 3 of test M-A-4/T2 are excluded.
107
with compressive strains, but with extremely low R2 that reach values below 0.1. In the analysis depicted
in figure 4.38, both of the M-A-4/T2 trend lines have considerably lower slopes than the M-A-2/T1 trend
line. However, in that figure it can be seen that in the last step of cycles 2 and 3 of M-A-2/T2 velocity is
noticeably lower than what it would be expected from fitting a linear trend using the rest of the data points.
Thus, figure 4.39 presents those cycles excluding the last step. In table 4.18, it can be seen that the R2 of
cycles 2 and 3 of test M-A-2/T2 increase significantly when doing the exclusion. Moreover, the slopes of the
trend lines also change a lot. In the analysis with the excluded load step, velocity-strain slopes of cycles 2
and 3 of M-A-4/T2 are 0.45 and 0.46 times the slope of cycle L2 of M-A-4/T1, as it can be calculated from
results presented in table 4.18.
4.7.3 Specimen M-B-3
Comparison between first loading cycles across tests M-B-3/T1 and M-B-3/T2
Figure 4.40 presents results of cycle 1 of tests M-B-3/T1 and M-B-3/T2, with best fit lines superimposed.
Figure 4.40: Comparison of results in compression sides between first cycles of tests M-B-3/T1 and M-B-
3/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond to best fit lines
for test-cycles “M-B-3/T1-Cyc.1” and “M-B-3/T2-Cyc.1”. Strains correspond to values measured from one
strain-gauge. Full data set are included.
Table 4.19 contains the description of velocity vs. strain results and also the properties of the best fit lines
that are presented in figure 4.40.
As it can be seen in figure 4.40, cycle L2 of test M-B-3/T1 shows a very poor linear relationship between
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Table 4.19: Comparison between first loading cycles across tests M-B-3/T1 and M-B-3/T2.
Test Cycle
Trend Line Slope
(%/microstrain)
R2
M-B-3/T1 -
Uniax.
L1 0.000535 0.443
M-B-3/T2 -
Bend.
1 - -
velocity and compressive strains, in which velocity slightly increases with increasing compressive strains. In
the case of test M-B-3/T2, velocity tends to decrease with increasing compressive strains.
Comparison between second and third loading cycles across tests M-B-3/T1 and M-B-3/T2
Figure 4.41 presents results of cycles 2 and 3 of tests M-B-3/T1 (only initial steps included) and M-B-3/T2,
with best fit lines superimposed.
Figure 4.41: Comparison of results in compression sides between second and third cycles of tests M-B-3/T1
and M-B-3/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond to best
fit lines for test-cycles “M-B-3/T1-Cyc.2”, “M-B-3/T2-Cyc.2” and “M-B-3/T2-Cyc.3”. Strains correspond
to values measured from one strain-gauge. Only first five steps of test-cycle M-B-3/T1-Cyc.2 are included.
Table 4.20 contains the description of velocity vs. strain results and also the properties of the best fit lines
that are presented in figure 4.41.
As it can be seen in figure 4.41, in cycle L2 of M-B-3/T2 test velocity increases linearly with compressive
strains, with a very high R2 of 0.9. In cycles 2 and 3 of M-B-3/T2 velocity has a positive relationship with
compressive strains, but with lower R2 values around 0.3. In the analysis depicted in figure 4.38, both of the
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Table 4.20: Comparison between second and third loading cycles across tests M-B-3/T1 and M-B-3/T2.
Test Cycle
Trend Line Slope
(%/microstrain)
R2
M-B-3/T1 - Uniax. L2 0.001461 0.903
M-B-3/T2 - Bend. 2 0.000735 0.300
M-B-3/T2 -
Bend.
3 0.000866 0.388
M-B-3/T2 trend lines have considerably lower slopes than the M-A-2/T1 trend line. From the slope results
presented in table 4.20, it can be calculated that velocity-strain slopes of cycles 2 and 3 of M-B-3/T2 are 0.5
and 0.59 times the slope of cycle L2 of M-B-3/T1.
4.7.4 Specimen M-B-4
Comparison between first loading cycles across tests M-B-4/T1 and M-B-4/T2
Figure 4.42 presents results of cycle 1 of tests M-B-4/T1 and M-B-4/T2, with best fit lines superimposed.
Figure 4.42: Comparison of results in compression sides between first cycles of tests M-B-4/T1 and M-B-
4/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond to best fit lines
for test-cycles “M-B-4/T1-Cyc.1” and “M-B-4/T2-Cyc.1”. Strains correspond to values measured from one
strain-gauge. Full data set are included.
Table 4.21 contains the description of velocity vs. strain results and also the properties of the best fit lines
that are presented in figure 4.42.
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Table 4.21: Comparison between first loading cycles across tests M-B-4/T1 and M-B-4/T2.
Test Cycle
Trend Line Slope
(%/microstrain)
R2
M-B-4/T1 - Uniax. L1 0.000485 0.214
M-B-4/T2 -
Bend.
1 0.000379 0.168
As it can be seen in figure 4.42, both cycles L1 and 1 from tests M-B-3/T1 and M-B-3/T2 show a positive
relationship between velocity and compressive strains but with very low R2 values (see table 4.21).
Comparison between second and third loading cycles across tests M-B-4/T1 and M-B-4/T2
Figure 4.43 presents results of cycles 2 and 3 of tests M-B-4/T1 (only initial steps included) and M-B-4/T2,
with best fit lines superimposed.
Figure 4.43: Comparison of results in compression sides between second and third cycles of tests M-B-4/T1
and M-B-4/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond to best
fit lines for test-cycles “M-B-4/T1-Cyc.2”, “M-B-4/T2-Cyc.2” and “M-B-4/T2-Cyc.3”. Strains correspond
to values measured from one strain-gauge. Only first six steps of test-cycle M-B-4/T1-Cyc.2 are included.
Figure 4.44 presents results of cycles 2 and 3 of tests M-B-4/T1 (only initial steps included) and M-B-4/T2,
with best fit lines superimposed, but excluding the 7th step of cycle L2 of test M-B-4/T1.
Table 4.22 contains the description of velocity vs. strain results and also the properties of the best fit lines
that are presented in figures 4.43 and 4.44.
As it can be seen in figure 4.43, in cycle L2 of M-B-4/T2 test velocity increases monotonically with
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Figure 4.44: Comparison of results in compression sides between second and third cycles of tests M-B-4/T1
and M-B-4/T2. Points correspond to percent velocity change (%∆V/V0). Continuous lines correspond to best
fit lines for test-cycles “M-B-4/T1-Cyc.2”, “M-B-4/T2-Cyc.2” and “M-B-4/T2-Cyc.3”. Strains correspond
to values measured from one strain-gauge. Only first five steps of test-cycle M-B-4/T1-Cyc.2 are included.
Table 4.22: Comparison between second and third loading cycles across tests M-B-4/T1 and M-B-4/T2.
Test Cycle
Trend Line Slope
(%/microstrain)
R2 Observations
M-B-4/T1 - Uniax. L2 - -
M-B-4/T2 - Bend. 2 0.002716 0.925
M-B-4/T2 - Bend. 3 0.003322 0.937
M-B-4/T1 - Uniax. L2 0.002807 0.833
Only first 4 steps
included
compressive strains, but very non-linearly. On the other hand, cycles 2 and 3 of M-B-4/T2 velocity has a
positive relationship with compressive strains, but with very high R2 values of 0.93 and 0.94, respectively.
In the analysis depicted in figure 4.43, it can be seen that in the sixth step of cycle L2 of M-A-2/T2, velocity
is noticeably lower than what it would be expected from fitting a linear trend using the rest of the data
points. Thus, figure 4.44 presents that cycle but excluding the sixth step. In table 4.22, it can be seen that
the R2 of cycle L2 of test M-B-4/T2 is 0.83, which is fairly high. In the analysis with the excluded load step,
velocity-strain slopes are all very similar, around 0.3 %/microstrain.
4.7.5 Comparison Across Tests
Figure 4.45 presents a summary of the analysis done above by comparing the behavior of surface wave
velocity in compressed concrete due to bending with uniaxial compression stress fields. It should be noted
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that, figure 4.45 does not include results of the first loading cycles of neither tests (T1- uniaxial compression
nor T2 - bending). Also, considerable amount of data were excluded from the analysis. Therefore, any trend
that may be deduced from this figure does not represent the entire population of results.
Figure 4.45: Slopes of velocity vs. compressive strain best fit lines, organized by specimen, test (uniaxial or
bending), and loading cycle (L2, 2 or 3). Color code represents the R2 value of the linear trend, with dark
blue corresponding to 1 and dark red to 0. Labels are the ratios of cycles 2 and 3 of bending tests to cycle
L2 of uniaxial tests, within each specimen. Multiple data sets excluded from the analysis.
Figure 4.45 shows that, within each specimen, the slopes of cycles 2 and 3 of bending tests are fairly
similar. Also, within each test, the slope of second loading cycle of uniaxial test is around double the slope of
the bending test. Tests in specimen M-B-4 do not show this trend. However, test M-B-4/T1 does not show
any of the expected acoustoelastic results so it is considered flawed. Although a lot of data was excluded
to obtain these results, they may still show that uniaxial compression tends to make surface wave velocity
increase with higher rates than when applying the same strain level but with a bending stress field. On
the other hand, there is bad consistency of results across specimens. In other words, regardless of specimen
M-R-4, trend line slopes of uniaxial compression tests of different specimens are not similar to each other;
nor they are the trend line slopes of compression in bending tests. Finally, bending tests tend to yield lower
R2 values than uniaxial compression tests; this occurs because for bending the maximum load is limited
by the concrete tensile strength (or strain failure) which does not allow straining concrete much more than
around 100 microstrain (for the mixes used in this investigation).
113
CHAPTER 5
CONCLUSIONS
5.1 Summary
This investigation studied the interaction of Rayleigh waves (R-waves) with compressive and tensile strains
in concrete subjected to bending and uniaxial compression accross a broad range of stress levels. The main
objectives were: (1) to develop a configuration of sending transducer and receivers capable of capturing
the acoustoelastic effects of R-waves in concrete; (2) to apply that configuration to MOR concrete beams
subjected to 4-point load bending and uniaxial compression; (3) to compare potential differences of the
acoustoelastic effects owing to uniaxial compression to those from compression in bending; and (4) to compare
the acoustoelastic behavior of concrete in tension against compression.
In the attempt of achieving these goals, the investigation was divided into three stages. Stage 1 consisted
of carrying out preliminary tests to find an optimal setup capable of accurately detecting ultrasonic R-waves
in concrete. Multiple consistency tests were carried out. Different signal processing methods were applied
to the collected raw data. One finite element model was used to substantiate the hardware configuration,
the wave arrival detection method and the signal processing. Finally, multiple preliminary tests of concrete
specimens subjected to bending and uniaxial compression were carried out to validate the configuration.
Stages 2 and 3 consisted of carrying out a set of tests to fulfill objectives (3) and (4). In these stages,
MOR beams were first tested under uniaxial compression, and then under bending. Results were evaluated
and conclusions drawn.
5.2 Achievements and Findings
Research work, as reported in the literature, on using surface waves to detect stress (strain) changes in
concrete is limited. Thus, the main achievement of this investigation is the fact that Rayleigh surface waves
were verified to be sensitive to acoustoelastic effects in concrete.
Other important achievements were the optimization of the hardware configuration, wave arrival detec-
tion method and signal processing. These were carried out in order to satisfy the specific purposes of the
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investigation. The hardware configuration consisted of one ultrasonic air-coupled sending transducer and
three accelerometers, aligned with each other and with the transducer. The sending transducer was tilted
so that the wave pulse would impinge the concrete surface with an angle of 80 to 100 with respect to the
direction perpendicular to the surface, matching approximately the 2nd critical angle defined for air and
concrete. The accelerometers were set 9.0 cm [3.54 inches] away from the sending transducer and spaced 2.0
cm [0.79 inches] from each other. The arrival of the R-wave was detected by identifying the zero crossing
point of the waveform between the first positive peak and second negative peak (“zero-crossing” method).
In general, to define the R-wave velocity at one specific strain condition, 10 runs of R-wave signals were
collected. Each of those runs consisted of 50 time-averaged signals. Additional processing was then applied
to the time-averaged signals. The signal processing consisted of a DC offset, applying a 3-point moving
average (smoothing), applying a Tukey window centered approximately at the wave arrival of each signal,
performing a spline procedure to refine the time interval 100 times, and finally estimating numerically the
zero-crossing point. Using the time differences of zero-crossing time arrivals and relative distances of the
three accelerometers, R-wave velocity was estimated by computing the slope of a best fit line to the time
and distance data. This approach was first applied to simulated signals from a finite element model, and the
numerically computed R-wave velocity exhibited only 0.1% relative difference from the theoretical linear-
elastic velocity. Consistency tests in real concrete specimens showed differences in velocity up to 4% owing
to removal and reattachment of the accelerometers. With the accelerometers continuously attached, the
coefficient of variation for ten runs (ten velocity measurements) were almost always lower than 0.03%.
Interesting experimental findings were obtained. The employed sending transducers have a slight frequency
drift over time that may affect the acoustoelastic results. To overcome this problem, the sending transducer
must be turned on several hours before starting the tests, until the frequency change is sufficiently constant
over time. The results also demonstrate that the angle at which the sender is set affects the surface wave
amplitude considerably, and thus it may increase or decrease the signal quality. Furthermore, accelerometers
must be firmly coupled in order to obtain high quality signals. Using soft couplants, such as wax, may yield
poor results if the sensors are not firmly pressed to the surface. External noise, such as vibrations originating
from the loading machine, affect results significantly. Finally, disruptions to the signals owing to the presence
of to microcracks that exist along the wave path on the concrete specimens can introduce significant error
in the computed R-wave velocities.
The acoustoelastic effect of R-waves in concrete under uniaxial compression was characterized in four
concrete specimens. Two of these specimens were loaded up to around 50% their failure load, and the other
two up to 30%. A broad range of strain levels, including very low strains, were considered. In several tests,
distinct behavioral zones were identified in the the R-wave velocity - strain behavior, as defined by Zoega
and Wiggenhauser [48]. It was found that different sides of the same specimen do not necessarily show the
same stress - R-wave velocity behavior. This may be due to texture differences, the appearance of more
microcracking on one surface than on the other, or concrete heterogeneities affecting each surface differently.
From the results obtained in this investigation, it can be concluded that, for very small load levels (very small
strains), below approximately 10% of the failure load, velocity may increase, stay constant, or even decrease,
for increasing compressive strains. After a certain compressive strain level, in general, R-wave velocity tends
to increase with increasing compressive strains, until reaching levels of around 40 to 50% of the failure load.
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This may have implications for the interpretation of low-strain dynamic acoustoelasticity tests for concrete.
Within each testing point, R-wave velocity variability was low. Obtaining such good consistency with a
partially air-coupled configuration is a big step forward towards switching to a fully air-coupled technique.
The bending tests results were less clear. Without considering the first loading cycle, tests showed, in
general, that R-wave velocity decreases on the tension side and increases on the compression side with
increasing levels of bending strain. However, this behavior was not consistently observed, and conflicting
results were occasionally obtained. In higher strain levels, acoustoelastic effects are easier to capture than in
low strain levels. The acoustoelastic behavior of concrete in tension could not be obtained for higher strain
levels because of the limited tensile capacity of concrete. Thus, acoustoelastic behavior in tension was only
studied at low strain levels, in which acoustoelastic effects are rarely characterized effectively. The obtained
results showed some trends, but they also include multiple inconsistencies. Nevertheless, an attempt to
achieve goals (3) and (4) was performed by excluding doubtful data points of the results.
The acoustoelastic behavior of concrete subjected to compression was compared to that in tension although
multiple data points were excluded from the analyses. Also, one entire set of tests (tests on specimen M-
B-4) was excluded from these analyses as it showed contradictory results from the rest of the test data sets
and from other results reported in the literature. With the three analyzed test data sets, and performing
considerable data manipulation, it can be concluded that R-wave velocity tends to decrease more in tension
than it increases in compression, for equal bending strains (in absolute value) and among specimens. In
addition, the data from the tension sides tend to behave more linearly than those from the compression
sides. Although two of the three analyzed tests yielded very similar results (after data manipulation), the
results cannot be considered to be repeatable.
The differences in acoustoelastic behavior of concrete subjected to uniaxial compression and compression
in bending were studied. Again, multiple data points were excluded from the analyses. The first applied
load cycles in each of the configurations (uniaxial compression and bending) were completely inconsistent.
Comparisons were made among second loading cycle of tests in uniaxial compression and the second and
third loading cycles in bending. Without considering specimen M-B-4, the slope of R-wave velocity vs.
compressive strain relation tends to be higher for uniaxial compression than for bending. It should be noted
that bending tests were carried out after uniaxial compression tests on the same sample; the stress-induced
damage suffered by the concrete in the uniaxial compression tests could affect the bending tests, and thus,
may have affected the computed slopes.
5.3 Limitations
The main limitation of this investigation’s findings regarding the acoustoelastic effects of R-waves is
that the obtained results were not repeatable. This issue was amplified by the fact that a limited sample
population size was used. An additional possible reason of this limitation is the fact that in the bending
configuration, strains are very small, and for some reason, concrete does not follow the acoutoelastic behavior
in concrete reported by others at higher strain levels.. Some researchers have attempted to explain this
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behavior but none have studied it in depth. Nonetheless, this interesting and unexpected behavior may have
significance for the analysis of low strain dynamic acoustoelastic tests on concrete.
Another limitation is the fact that different surfaces of the same specimen may not show the same acous-
toelastic behavior. Thus, the acoustoelastic effect of R-waves becomes more uncertain, especially when
small sample population sizes are studied. This variability may be caused by the influence of local material
microstructure on the results, especially at very low strain levels.
5.4 Future Work
A more solid understanding of the acoustoelastic effects in concrete at low compressive and tensile strains
is needed. Additional tests should include larger sample population sizes to assure statistical significance.
Also, the test should be configured such that velocity is measured during unloading cycles instead of only
loading cycles. In this way, according to the Kasier effect, the microcracking behavior of concrete would be
separated from other velocity-stress dependencies. In addition, concrete mixtures could be designed to be
more ductile in order to be able to reach higher tensile strain levels before failure.
Testing configurations that utilize a fully air-coupled system would be beneficial. With this improvement,
larger concrete members could be studied in multiple locations. The ultimate goal would be to measure
in situ acoustoelastic effects in the field. One possibility is to replace the accelerometers with contactless
MEMS microphones. The author has already carried out several preliminary tests using MEMS, and the
results are promising.
Finally, future static tests should be carried out with complementary dynamic acoustoelasticity tests,
which have only recently been applied to concrete, in order to better understand the relation between the
two.
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APPENDIX A
ERROR ANALYSES
A.1 Error analysis of time and position measurements
This analysis studied the effects that potential experimental errors in time and position measurements
may have in the calculated velocity. The study considered a surface wave propagating through concrete at
2000 m/s being captured by two sensors with a sampling rate of 2 MHz.
For the analysis of position experimental error, it was assumed that the measured distance between sensors
had an error of 1 mm [0.04 inches] and the “erroneus” wave velocity was calculated from that erroneous
distance. The “erroneous” wave velocity was then compared to the true assumed velocity. The separation
between sensors was increased to observe the effect of this variable in the velocity error.
Velocity error (δVpos) was calculated as
δVpos =
δx
x
(A.1)
where δx is the position’s measurement error, assumed 1 mm [0.04 inches] in this study, and x is the
distance between sensors, which increased from 10 to 100 mm [0.39 to 3.94 inches].
Equation A.1 was deduced by calculating surface wave velocity (V ) as V = x/t with x being the distance
between sensors and t being the wave’s time delay captured by the sensors. Then, “erroneous velocity”
(Verr,pos as
Verr,pos = V + δVpos =
δx+ x
t
. (A.2)
The percent error velocity (%ErrorV el), was then calculated as
%ErrorV el = 100× Verr,pos − V
V
. (A.3)
For the time experimental error, it was assumed that the obtained time arrival had an error of one
118
sampling interval (0.5 µs) and the “erroneus” wave velocity was calculated using the erroneous time arrival.
The “erroneous” velocity was then compared to the true assumed wave velocity. The separation between
sensors was increased to observe the effect of this variable in the velocity error.
Similarly, for the time arrival error analysis, velocity error (δVtime) was calculated as
δVtime =
x
x− δt× V − 1 (A.4)
where δt is the time arrival’s measurement error, assumed 0.5 µs in this study, V the real surface wave
velocity and x the distance between sensors.
Equation A.4 was deduced by calculating surface wave velocity (V ) as V = x/t with x being the distance
between sensors and t being the wave’s time delay captured by the sensors. Then, the “erroneous velocity”
(Verr,time was calculated as
Verr,time = V + δVtime =
x
t− δt . (A.5)
The percent error velocity (%ErrorV el), was then calculated as
%ErrorV el = 100× Verr,time − V
V
. (A.6)
Figure A.1 shows the obtained results.
At 20 mm [0.70 inches] distance, it can be seen in figure A.1, that a potential error of 1 mm [0.04 inches]
would affect the calculated velocity by 5 %; i.e. the calculated velocity would be around 100 m/s [328 ft/sec]
more or less than the real velocity (assuming the real surface wave velocity to be 2000 m/s [6561.7 ft/sec]).
Furthermore, an erroneous measurement in time arrival of one sampling interval (0.5 µs) would also yield
an error of around 100 m/s [328 ft/sec] in the calculated velocity.
From this analyses, it becomes clear the increasing the distance between sensors is beneficial to increase
data accuracy by reducing the effect of potential experimental errors. Moreover, the position error analysis
shows the importance of using more than one sensor to capture the wave and from which to calculate wave
propagation velocity; with several sensors, wave propagation velocity can be calculated as the slope of a
linear fit between time delays and sensors’ positions, and therefore compensate the experimental errors.
Finally, the use of a polynomial fit to artificially refine the time resolution of the waveform’s tip becomes
attractive to reduce the time arrival measurement error.
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Figure A.1: Theoretical error in surface wave velocity calculated from assuming experimental errors in
position (1mm error) and in time (0.5 µs error), using two sensors, plotted against the varying distance
between sensors.
A.2 Effect of sensor separation on surface wave velocity
All tests in this investigation used coupled accelerometers for surface wave detection. Accelerometers
were firmly fixed to the concrete surface with Crazy glue. Thus, as concrete specimens were tested, they
were submitted to stresses and strains, making the accelerometers move closer or away. In tension zones,
relative distances between accelerometers increased. Conversely, in compression zones, distance between
accelerometers decreased. However, to compute surface wave velocity, the relative distances considered were
those measured before testing; i.e. the initial unloaded relative positions between accelerometers. Thus, this
analysis shows that this effect is negligible for the testing setups considered in this investigation.
Consider a concrete MOR beam with two contact sensors fixed to the top surface. Consider concrete to
be linear-elastic, homogeneous, non-dispersive material and disregard acoustoelastic effects. Consider the
beam in two configurations: (1) unloaded, and (2) the beam in uniaxial compression. Thus, in configuration
1, the distance between sensors is ∆x1 and in loading configuration 2 the distance between sensors is ∆x2,
with ∆x2 < ∆x1.
Considering a surface wave travelling through the top surface, in configuration 1, the signals captured by
the sensors can determine the wave arrival and obtain the time delay ∆t1. Similarly, in configuration 2, the
time delay would be ∆t2.
Because there are no acoustoelastic effects, it is known that the surface wave velocity in both configurations
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(V1 and V2) must be the equal. Therefore:
V1 = V2 ⇒ ∆x1
∆t1
=
∆x2
∆t2
⇒ ∆t2 = ∆x2
V2
=
∆x2
V1
. (A.7)
However, the distance ∆x2 between accelerometers in configuration 2 is not measured in the real tests,
and surface wave velocity in any loaded configuration is calculated using ∆x1. In this case, the calculated
“erroneous” velocity, Verr, is calculated as:
Verr =
∆x1
∆t2
. (A.8)
Combining equations A.7 and A.8 it yields:
Verr =
∆x1
∆x2
× V1. (A.9)
Deformation () is defined as:
 =
∆x2 −∆x1
∆x1
, (A.10)
where a positive  represents tension strains and a negative  compressive strains. Thus, isolating ∆x2
from equation A.10 and substituting it in equation A.9, it yields
Verr =
V1
1 + 
. (A.11)
Then, defining the percent velocity error as
%V elError = 100× Verr − V1
V1
(A.12)
and combining it with equation A.11 it yields
%V elError = 100×
(
1
1 + 
− 1
)
, (A.13)
which correlates % Vel Error with strains.
Figure A.2 contains a plot of equation A.13, relating % Vel Error with compressive strains (-). It can
be seen in figure A.2 that for compressive strains of 100 microstrain or less, velocity is affected by 0.01% or
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less. For strain levels up to 1500 microstrain velocity is affected by 0.15%. Usually, for bending tests, strains
range from 0 to 100 microstrain, and velocity changes from 0 to 1%; thus, an error of 0.01% is negligible.
For uniaxial compression tests, strains range from 0 to 1500 microstrain with velocity changing from 0 to
1.4%; thus, an error of around 0.15% can be neglected in higher strain levels.
Figure A.2: Percent velocity error due to considering unloaded distance instead of real distance with respect
to the compressive deformation (-).
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APPENDIX B
SPECIMEN PROPERTIES
Table B.1 presents the results compressive strength batches A and B tested with 4x8 cylinders.
Table B.1: Compressive strength results of 4x8 cylinders of batches A and B.
Specimen
Average Diameter
(cm)
Average Height
(cm)
Strength (MPa)
Age at
Testing (days)
C-A-1 10 20.3 69.6 50
C-A-2 10.1 20.2 66.7 50
C-B-1 10.15 20.5 62.2 32
C-B-2 10.25 20.5 59.1 32
C-B-3 10.25 20.5 65.3 32
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APPENDIX C
MATLAB CODE
C.1 Main File
%Process_simple
%This file calculates the wave velocity from two accelerometers
clear all
close all
clc
INPUTS
Definition of number of sensors
NumSens = 3; %Number of sensors
% Definition of distances between sensors
%Dist = 23.404; % Distance between sensors in mm (BOT = 20.278 and TOP = 23.404)
%Cal_Matrix = xlsread(’Cal_Matrix_3DPrint_Setup1’);
%Dist = Cal_Matrix(:,2); %defines position of each sensor w.r.t. first sensor
Dist = [0 ; 19.82 ; 39.91 ]; %A
%Dist = [0 ; 19.79 ; 39.9]; %B
% Definition of "body" file name with which the loop will start reading files:
Signal_Initial_Name = ’Side_A_%d.txt’;
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% Definition of the number of signals to process
Start_Signal = 1;
Signal_Number = 10;
% Definition of Sampling Interval of the signals:
SI = 1/2000000;
%SI = 1*10^(-6);
% Definition of min and max indices to apply DC offset
n1 = 10;
n2 = 100;
% Definition of threshold for peak detection
TH_NEG = 0.5;
TH_POS = 0.15;
% Arrival of acoustic wave through air
Index_AcouAirArr = 500; % This is the point of the signal (index) of the first
%sensor at which the acoustic wave through air arrives
% Thus, this point will be used to define the window.
% Approximate center frequency of the sender
freq_cen = 50000; % center freq. in Hz, is used in the windowing to estimate
%the wave’s period
% Definition of high cut-off frequency to apply low-pass filter:
f_high_cut_off = 120000; %This cut off freq cannot affect the 70kHz frequency
%(120kHz seems to work).
% Definition of low cut-off frequency to apply high-pass filter:
f_low_cut_off = 10000; %This cut off freq cannot affect the 20kHz frequency
%(10kHz seems to work).
% Definition of the order of the polynomial fit at the peaks’ tip:
Deg = 4;
SplineCut = 450;
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INTERNAL VARIABLES DEFINITIONS
index = 0;
Vel_Slopes_Cum = zeros(Signal_Number-Start_Signal+1,1);
Vel_Slopes_Cum_POS = zeros(Signal_Number-Start_Signal+1,1);
Vel_Slopes_Cum_XCorr = zeros(Signal_Number-Start_Signal+1,1);
Vel_Slopes_Cum_ZeroCrossing = zeros(Signal_Number-Start_Signal+1,1);
Vel_Slopes_Cum_AIC = zeros(Signal_Number-Start_Signal+1,1);
Peak_Amps_Cum = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Times_Cum = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Locs_Cum = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Amp_Fits_Cum = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Time_Fits_Cum = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Amps_Cum_POS = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Times_Cum_POS = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Locs_Cum_POS = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Amp_Fits_Cum_POS = zeros(Signal_Number-Start_Signal+1,NumSens);
Peak_Time_Fits_Cum_POS = zeros(Signal_Number-Start_Signal+1,NumSens);
FFT_center_freq_Cum = zeros(Signal_Number-Start_Signal+1,NumSens);
t_XCorr_all = 0;
t_XCorr_Cum = zeros(Signal_Number-Start_Signal+1,NumSens);
t_ZeroCrossing_Cum = zeros(Signal_Number-Start_Signal+1,NumSens);
START LOOP
for i = Start_Signal:Signal_Number
h = 0;
%h = figure;
index = index +1
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READ RAW SIGNAL
[time,signals_Raw] = Fun_Raw_Signals(NumSens,SI,Signal_Initial_Name,i);
signals_Res = signals_Raw;
DC OFFSET
signals_DC = Fun_DC_Offset(NumSens,n1,n2,signals_Res);
signals_Res = signals_DC;
WINDOWING
Tukey window centered in the approximate wave arrival of each sensor
signals_Win = Fun_Window(NumSens,SI,Index_AcouAirArr,freq_cen,signals_Res);
signals_Res = signals_Win;
SMOOTHING
signals_Sm = Fun_Smooth(NumSens,3,signals_Res);
signals_Res = signals_Sm;
FILTER
% Low pass filter
%f_nyq = 1/2/SI; %Nyquist frequency
%wc_high = f_high_cut_off/ (1/SI/2);%f_high_cut_off*2*pi / (1/SI);
%parameter necessary for ’butter’ function
%[b,a] = butter(6,wc_high); %butterworth lowpass filter built here
%signals_Fil_LowPass = filtfilt(b,a,signals_Res); %butterworth flter applied here
%signals_Res = signals_Fil_LowPass;
% High pass filter
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%f_nyq = 1/2/SI; %Nyquist frequency
%wc_low = f_low_cut_off/ (1/SI/2);%f_high_cut_off*2*pi / (1/SI);
%parameter necessary for ’butter’ function
%[b2,a2] = butter(6,wc_low,’high’);
%butterworth highpass filter built here
%signals_Fil = filtfilt(b2,a2,signals_Res);
%butterworth flter applied here
%signals_Res = signals_Fil;
FIND NEG PEAKS
% This section of the code finds the first negative peak of the signal that
% is bigger in absolute value than a certain threshold.
signals_input_find_neg_peaks = signals_Res;
Peak_Outputs = ...
Fun_Find_Negative_Peak(NumSens,TH_NEG,signals_input_find_neg_peaks);
Peak_Amps = Peak_Outputs(1,:);
Peak_Locs = Peak_Outputs(2,:);
Peak_Times = (Peak_Locs-ones(1,NumSens)).*SI;
Peak_Amps_Cum(index,:) = Peak_Amps;
Peak_Locs_Cum(index,:) = Peak_Locs;
Peak_Times_Cum(index,:) = Peak_Times;
POLYNOMIAL TIP FIT of NEG PEAK
% This section applies a polynomial fit at the negative peaks found, with a time
% resolution of 1/1000 the time interval.
signal_input_poly_tip = signals_Res;
Tip_Outputs = ...
FunPoly(NumSens,Peak_Locs,SI,Deg,’NEG’,signal_input_poly_tip,h);
Peak_Amp_Fits = Tip_Outputs(1,:);
Peak_Time_Fits = Tip_Outputs(2,:);
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Peak_Amp_Fits_Cum(index,:) = Peak_Amp_Fits;
Peak_Time_Fits_Cum(index,:) = Peak_Time_Fits;
FIND POS PEAKS
This section of the code finds the first negative peak of the signal that is bigger in absolute value than a
certain threshold.
signals_input_find_pos_peaks = -signals_Res;
Peak_Outputs_POS = ...
Fun_Find_Negative_Peak(NumSens,TH_POS,signals_input_find_pos_peaks);
Peak_Amps_POS = -Peak_Outputs_POS(1,:);
Peak_Locs_POS = Peak_Outputs_POS(2,:);
Peak_Times_POS = (Peak_Locs_POS - ones(1,NumSens)).*SI;
Peak_Amps_Cum_POS(index,:) = -Peak_Amps_POS;
Peak_Locs_Cum_POS(index,:) = Peak_Locs_POS;
Peak_Times_Cum_POS(index,:) = Peak_Times_POS;
POLYNOMIAL TIP FIT of POS PEAK
This section applies a polynomial fit at the positive peaks found, with a time resolution of 1/1000 the time
interval.
signal_input_poly_tip = signals_Res;
Tip_Outputs = ...
FunPoly(NumSens,Peak_Locs_POS,SI,Deg,’POS’,signal_input_poly_tip,h);
Peak_Amp_Fits_POS = Tip_Outputs(1,:);
Peak_Time_Fits_POS = Tip_Outputs(2,:);
Peak_Amp_Fits_Cum_POS(index,:) = Peak_Amp_Fits_POS;
Peak_Time_Fits_Cum_POS(index,:) = Peak_Time_Fits_POS;
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WINDOW AND SPLINE
% Application of a Tueky window to select the first cycles of the wave
% arrival:
signals_Spline_Input = ...
Fun_Window(NumSens,SI,SplineCut,freq_cen,signals_Res);
%Fun_Window(NumSens,SI,Index_AcouAirArr,freq_cen,signals_Res);
%350 for 2 peridos
%480 for 5 peridos
% Application of a rectangular window to select the minimum number of
% points, to which then apply the spline function:
N_signals_Spline_Input = length(signals_Spline_Input(:,1));
ini_idx_spline = 150;
fin_idx_spline = 550; %500 for 2 periods, 600 for 5 periods
SI_Spline = SI/100;
t_signals = [(ini_idx_spline-1)*SI : SI :(fin_idx_spline-1)*SI]’;
t_spline = [(ini_idx_spline-1)*SI : SI_Spline :(fin_idx_spline-1)*SI]’;
len_spline = length(t_spline);
signals_Spline = zeros(len_spline,NumSens);
for k=1:NumSens
signal_Spline_k = spline(t_signals,signals_Spline_Input...
(ini_idx_spline:fin_idx_spline,k),t_spline);
signals_Spline(:,k) = signal_Spline_k;
end
ZERO-CROSSING
% This section calculates the zero between the previously detected positive
% and negative peaks. It uses the splined signal.
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Outputs = Fun_Find_Negative_Peak(NumSens,TH_NEG,signals_Spline);
Peak_Locs_Spline = Outputs(2,:);
Outputs = Fun_Find_Negative_Peak(NumSens,TH_POS,-signals_Spline);
Peak_Locs_Spline_POS = Outputs(2,:);
if Peak_Locs_Spline_POS(1,1) < Peak_Locs_Spline(1,1)
Locs_Initial = Peak_Locs_Spline_POS;
Locs_End = Peak_Locs_Spline;
else
Locs_Initial = Peak_Locs_Spline;
Locs_End = Peak_Locs_Spline_POS;
end
t_ZeroCrossing_All = zeros(1,NumSens);
for k=1:NumSens
fun = signals_Spline(Locs_Initial(1,k):Locs_End(1,k),k);
fun_abs = abs(fun);
[val_abs,min_ind] = min(fun_abs);
zero_ind = min_ind + Locs_Initial(1,k)-1;
zero_ind_pre = zero_ind -1;
zero_ind_pos = zero_ind+1;
val = signals_Spline(zero_ind,k);
val_pre = signals_Spline(zero_ind_pre,k);
val_pos = signals_Spline(zero_ind_pos,k);
x = [val_pre;val;val_pos];
y = [zero_ind_pre;zero_ind;zero_ind_pos];
zero_ind_interp = interp1(x,y,0);
t_ZeroCrossing = (zero_ind_interp - 1)*SI_Spline;
t_ZeroCrossing_All(1,k) = t_ZeroCrossing;
end
t_ZeroCrossing_Cum(index,:) = t_ZeroCrossing_All;
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VELOCITY COMPUTATION
% Zero crossing velocity calculation:
Peak_Times_input_Vel_Slope_ZeroCrossing = t_ZeroCrossing_All;
Vel_Slope_ZeroCrossing_Coeff = ...
polyfit(Peak_Times_input_Vel_Slope_ZeroCrossing’,Dist./1000,1);
%polyfit function to find best polynomial fit of 1st degree
Vel_Slopes_ZeroCrossing = Vel_Slope_ZeroCrossing_Coeff(1);
Vel_Slopes_Cum_ZeroCrossing(index) = Vel_Slopes_ZeroCrossing;
\subsection*{PLOTS}
\begin{verbatim}
if h ==0
else
figure(h)
plot(time*10^6,signals_Res(:,1),’k’)
hold on
plot(time*10^6,signals_Res(:,2),’b’)
plot(time*10^6,signals_Res(:,3),’r’)
plot(Peak_Times*10^6,Peak_Amps,’O’)
plot(Peak_Times_POS*10^6,Peak_Amps_POS,’O’)
xlabel(’Time (us)’)
ylabel(’Amplitude(V)’)
end
end
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C.2 Function Fun Raw Signals
function [time y] = Fun_Raw_Signals(N,SI,Body_Name,i)
% This function reads one single txt file. That file must consist of a
% matrix M containing the N number of "data" signals (arranged in columns).
% The first column must be the "time" signal.
% Body_Name is a string which must correspond to the body of the signals’
% names first part, followed by the number i.
signals_Raw_t = load(sprintf(Body_Name,i)); %reads signal file including
%the time vector
[N_rows,N_cols] = size(signals_Raw_t);
%===== Checking time vector ==============
time = signals_Raw_t(:,1);
time_created = [0:SI:SI*(N_rows-1)]’;
time_dif = time - time_created;
if max(abs(time_dif))>1e-15
display(’PROBLEMS IN THE TIME VECTOR’)
close all
time = 0;
return
end
%========================================
y = signals_Raw_t(:,2:N+1);
C.3 Function Fun DC Offset
function y = Fun_DC_Offset(N,n1,n2,M)
% This function takes the number of signals N and corrects their DC offset.
% These signals are column vectors located in matrix M. Thus, M should
% have as many columns as N.
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% n1 and n2 are the starting and ending points that define the range that
% will be considered to calculate the mean of the noise and apply the
% offset.
[row,col] = size(M);
if col ~= N
display(’Number of signals are incorrect.’)
y = 0;
end
means = mean(M(n1:n2,:));
y = M - ones(row,1)*means;
C.4 Function Fun Window
function y = Fun_Window(NumSens,SI,Loc_Cut_1,freq_cen,M)
% This function takes the number of signals NumSens and cuts each of them
% at so that the acoustic wave through air does not interfere. A tukey
% window is applied to avoid edge effects of further analysis.
% Loc_Cut_1 is the index in which the acoustic wave through air arrives at
% sensor 1 and M is the matrix in which the signal data are saved.
% freq_cen is the center estimated center frequency of the wave.
% SI is the sample interval.
% Signal 1 will be cut exactly at Loc_Cut_1
% Additional signals will be cut at increasing Loc_Cut equivalent to one
% half period per sensor.
[row,col] = size(M);
Period = 1/freq_cen; % Time period of the signal
Loc_Period = Period/SI+1; % Number of points that one period of signal contains
Loc_Tukey_Decay = floor(Loc_Period/2); % calculation of how rapid must the signal decay
y = zeros(row,NumSens);
for j = 1:NumSens
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signal = M(:,j);
Loc_Cut = Loc_Cut_1 + ceil(Loc_Period/2)*(j-1) + Loc_Tukey_Decay./2;
% Calculates the length of each signal of which to apply the tukey window
if Loc_Cut > row
Loc_Cut = row;
end
r = Loc_Tukey_Decay * 2 / Loc_Cut; % parameter of tukeywin
tukey = tukeywin(Loc_Cut,r);
signal_Tuk = tukey .* signal(1:Loc_Cut);
signal = padarray(signal_Tuk,[row-Loc_Cut 0],0,’post’);
y(:,j) = signal;
end
C.5 Function Fun Smooth
function y=Fun_Smooth(NumSens,Moving_N,M)
y = M.*0;
for j = 1:NumSens
signal = smooth(M(:,j),Moving_N);
y(:,j) = signal;
end
C.6 Function Fun Find Negative Peak
function Outputs = Fun_Find_Negative_Peak(NumSens,TH,M)
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% This function takes the number of signals NumSens and calculates index,
%time and amplitude of the first negative peak higher (in abs value) than
% the threshold TH. The threshold TH must be given in abs value.
M = -M; %turning the signal upside down to use findpeaks
%========== Detecting the wave arrival ================================
Peak_Amps = zeros(1,NumSens);
Peak_Locs = zeros(1,NumSens);
for j=1:NumSens
%Peak_Amp is the amplitude of the peak (2nd negative peak)
%Peak_Loc is the index at which the peak occurs
%TH is the threshold to find the peak
%NP is the numbers of peaks to find
[Peak_Amp,Peak_Loc] = ...
findpeaks(M(:,j),’NPEAKS’,1,’MINPEAKHEIGHT’,TH);
Peak_Amp = -Peak_Amp;
Peak_Amps(1,j) = Peak_Amp;
Peak_Locs(1,j) = Peak_Loc;
end
Outputs = [Peak_Amps;Peak_Locs];
%======================================================================
C.7 Function FunPoly
function Outputs = FunPoly(NumSens,Peak_Locs,SI,Deg,Peak_Sign,M,h)
% M = signals_Sm;
% Deg = 6;
% Peak_Sign = ’NEG’;
% This fuction reads the NumSens signals contained in M as columns, and the
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% Peak_Locs (idices at which the peaks are). Then it creates a polynomial
% fit of order 4 at the tip of the peak. Peak_Locs is a row vector with
% NumSens elements. SI is the sample interval of the data collection.
% Deg is the degree of the polynomial fit. DEG must be an even number.
% Peak_Sign can be Pos or Neg. Pos means that the fit will be done on a
% possitive peak
if mod(Deg,2) ~= 0
%number is odd
clear all
clc
close all
display(’Order of poly fit must be even.’)
return
end
MyPeaks = struct(); % Initializing structure to save peaks’ characteristics
MyPeaks.Locs = zeros(Deg+1,NumSens); % To save idices
MyPeaks.Amps = zeros(Deg+1,NumSens); % To save amplitdes
MyPeaks.Times = zeros(Deg+1,NumSens); % To save arrival times
PosVector = [-Deg/2:1:Deg/2]’;
% auxiliar vector that changes with the order of the polyfit
Aux1 = Peak_Locs’ * ones(1,Deg+1);
Aux1 = Aux1’;
Aux2 = PosVector * ones(1,NumSens);
MyPeaks.Locs = Aux1 + Aux2;
% Matrix that contains the indices at which the peaks occur
%MyPeaks.Amps = M(MyPeaks.Locs);
MyPeaks.Times = (MyPeaks.Locs - ones(Deg+1,NumSens)).*SI;
Div = 1000;
SI_Fit = SI/Div;
coef = zeros(Deg+1,NumSens);
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MyFit = struct();
MyFit.times = zeros(Deg * Div + 1, NumSens);
MyFit.amps = zeros(Deg * Div + 1, NumSens);
MyPeaks.PeakFitAmp = zeros(1,NumSens);
MyPeaks.PeakFitLoc = zeros(1,NumSens);
MyPeaks.PeakFitTime = zeros(1,NumSens);
for col=1:NumSens
MyPeaks.Amps(:,col) = M(MyPeaks.Locs(:,col),col);
coef(:,col) = polyfit(MyPeaks.Times(:,col),MyPeaks.Amps(:,col),Deg)’;
MyFit.times(:,col) = ...
[MyPeaks.Times(1,col):SI_Fit:MyPeaks.Times(end,col)]’;
M_elevated_t = zeros(Deg * Div + 1, Deg + 1);
for j = Deg:-1:0
M_elevated_t(:,Deg-j+1) = MyFit.times(:,col) .^ j;
end
MyFit.amps(:,col) = sum( M_elevated_t * coef (:,col),2);
if strcmp(’NEG’,Peak_Sign)==1
[MyPeaks.PeakFitAmp(1,col),MyPeaks.PeakFitLoc(1,col)] = ...
min(MyFit.amps(:,col));
elseif strcmp(’POS’,Peak_Sign)==1
[MyPeaks.PeakFitAmp(1,col),MyPeaks.PeakFitLoc(1,col)] = ...
max(MyFit.amps(:,col));
else
clear all
close all
clc
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display(’Wrong type of peak. Enter either "POS" or NEG"’)
return
end
MyPeaks.PeakFitTime(1,col) = ...
MyPeaks.Times(1,col) + SI_Fit*(MyPeaks.PeakFitLoc(1,col)-1);
end
Peak_Amp_Fits = MyPeaks.PeakFitAmp;
Peak_Time_Fits = MyPeaks.PeakFitTime;
Outputs = [ Peak_Amp_Fits;...
Peak_Time_Fits];
if h == 0
else
figure(h)
hold on
plot(10^6*MyFit.times,MyFit.amps)
plot(10^6.*MyPeaks.PeakFitTime,MyPeaks.PeakFitAmp,’rX’)
end
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