A set of ensemble model experiments using the National Center for Atmospheric Research Community Atmospheric Model version 3.0 (CAM3) is run to investigate the tropical Pacific response to midlatitude atmospheric variability associated with the atmospheric North Pacific Oscillation (NPO). Heat flux anomalies associated with the NPO are used to force a set of model simulations during boreal winter (when the NPO is most energetic), after which the forcing is switched off and the coupled model evolves on its own. Sea surface temperature (SST) and wind anomalies continue to amplify in the tropical Pacific after the imposed forcing has been shut off, indicating that coupled ocean-atmosphere interactions in the tropical Pacific alter the spatial and temporal structure of variability associated with midlatitude forcing. The tropical circulation evolves through feedbacks between the surface wind, evaporation, and SST (the WES feedback), as well as through changes in the shortwave radiative heat flux (caused by changes in convection).
Introduction
Interannual and decadal variations in the tropical Pacific associated with the El Niñ o-Southern Oscillation (ENSO) and ENSO-like decadal variability (Zhang et al. 1997) are closely tied to midlatitude atmospheric variability both through tropical influences on the midlatitudes via the ''atmospheric bridge'' (Nitta and Yamada 1989; Alexander 1992a,b; Lau 1997; Trenberth et al. 1998; Alexander et al. 2002) and through midlatitude atmospheric influence on the tropical circulation (Barnett et al. 1999; Pierce et al. 2000; Vimont et al. 2001 Vimont et al. , 2003a Vimont 2005; Alexander et al. 2008) . In this study we investigate the dynamics of the latter connection-the midlatitude influence on tropical variability. In particular, we investigate how a dominant pattern of atmospheric variability in North Pacific, the North Pacific Oscillation (NPO; Walker and Bliss 1932; Rogers 1981; Linkin and Nigam 2008) , excites coupled dynamical feedbacks in the subtropical and tropical Pacific.
The role of midlatitude atmospheric variability in exciting tropical coupled variations has been demonstrated in both the Pacific and Atlantic basins. In the Atlantic, trade wind variations associated with the North Atlantic Oscillation (NAO) alter subtropical SST through changes in surface latent heat flux (Xie and Tanimoto 1998; Czaja et al. 2002) . The resulting SST anomalies excite a tropical response that includes a shift in the intertropical convergence zone (ITCZ) and cross-equatorial boundary layer flow toward the warmer hemisphere (Hastenrath and Heller 1977 ). An important component of the lower-level flow includes a veering of the winds to the right (left) in the Northern (Southern) Hemisphere, in accord with the Coriolis force, that results in a relaxation (intensification) of the lower-level trades in the warmer (colder) hemisphere. These trade wind fluctuations change evaporation leading to a positive feedback on the original SST anomaly. This positive feedback between wind, evaporation, and SST (the WES feedback; Xie and Philander 1994; Chang et al. 1997 ) has been shown to play an important role in tropical ''meridional mode'' variations in the Atlantic in observations (Czaja et al. 2002, Chiang and Vimont 2004; Hu and Huang 2006) , in theoretical analyses (Xie 1997 (Xie , 1999 , and more complete coupled models (Carton et al. 1996; Chang et al. 1997 Chang et al. , 2000 .
Midlatitude variability associated with the NPO in the Pacific appears to excite a similar sequence of variations in the subtropical and tropical Pacific (Vimont et al. 2001 (Vimont et al. , 2003a Chiang and Vimont 2004; Chang et al. 2007 ). The NPO-forced subtropical SST anomalies excite an atmospheric circulation that includes zonal wind anomalies that extend into the deep tropics; these wind anomalies are responsible for exciting or altering subsequent ENSO events (Barnett et al. 1999; Pierce et al. 2000; Anderson 2003; Vimont et al. 2003a,b) . Anderson and Maloney (2006) show that sea level pressure (SLP) precursors to ENSO variability are present in an earlier, fully coupled version of the model used in the present study.
The excitation of tropical variability by midlatitude processes is regulated by the seasonality of midlatitude variability (the forcing process) and seasonality associated with the coupled response. The seasonality of tropical Atlantic variability is strongly influenced by the boreal winter NAO variations, as well as the seasonal response to ENSO (Chang et al. 2000; Czaja 2004 ). In the Pacific, the seasonality of midlatitude atmospheric variability can affect ENSO's phase locking to the seasonal cycle (Chang et al. 2007 ). This suggests an important role for midlatitude seasonality in altering tropical Pacific variability. The WES feedback itself involves three different processes that are sensitive to the mean state and seasonal cycle: (i) wind variations generate changes in surface evaporation (e.g., evaporation changes depend on the mean wind speed), (ii) surface evaporation alters the underlying SST (e.g., the amount of SST change depends on the mixed layer depth, which varies seasonally), and (iii) the resulting SST anomalies generate atmospheric circulation anomalies that, if the WES feedback is to be positive, should resemble the original wind variations (the atmospheric response depends on the mean ITCZ location; e.g., Okajima et al. 2003) . In the present study, we focus on how seasonality affects the first and third processes (section 5, below).
Two approaches could be used to investigate the midlatitude influence on tropical variability: analysis of a long coupled simulation (e.g., Vimont et al. 2001 Vimont et al. , 2003a , or specific experiments that isolate the response to a specific forcing. In this study we choose the latter approach, and design a set of coupled and uncoupled general circulation model experiments with prescribed surface flux forcing associated with the NPO to investigate its potential influence on the tropical circulation. The model and experimental design are explained in section 2, and the imposed NPO-related forcing is described in section 3. The model response to imposed NPO heat flux forcing is described in section 4, followed by a discussion of seasonality and the WES feedback in the Pacific in section 5. Finally, a discussion of results is presented in section 6.
Model description and experimental design a. Model description
Model experiments are conducted using the National Center for Atmospheric Research (NCAR) Community Atmospheric Model, version 3.0 (CAM3; Collins et al. 2004 Collins et al. , 2006a . The model is run at T42 resolution (approximately 2.88 resolution in physical space), with 26 vertical levels and a 20-min time step. The surface sensible and latent heat flux is calculated using a standard bulk formula (see section 4c) that includes a stability-dependent transfer coefficient. CAM3 can be run in an uncoupled setting by imposing the observed climatological seasonal cycle as a lower boundary condition. We obtained 200 yr of data from a long uncoupled control simulation (CAM3 control; Table 1 ) that had been run at NCAR by A. Phillips. A set of sensitivity experiments is also run in which the SST climatology is altered by imposing SST anomalies in the eastern subtropical Pacific (section 5). The SST climatology is described in Collins et al. (2004) and is the average annual cycle from the Reynolds et al. (2002) dataset over the time period . Additional details of the model, including analysis of the model mean state and variability, can be found in a special issue of the Journal of Climate (2006, Vol. 19, No. 11) devoted to the Community Climate System Model (CCSM).
For most experiments in the present study, CAM3 is coupled to a uniform depth, motionless, 50-m slab ocean model (SOM), which allows the coupled system to generate its own SST variability. The SOM represents a uniform (well mixed) oceanic mixed layer that determines SST through integrating the net surface heat flux. To account for oceanic heat transports and model biases a flux correction (Q flux) is applied to the SOM (appendix A; Collins et al. 2004) . The Q flux applied at each time step is a linear interpolation of midmonthly values from the current and closest surrounding months (e.g., the Q flux for 1 November would be a weighted average of the October and November Q flux). A control simulation of the CAM3 1 SOM is run for 20 yr, of which the last 10 yr are used to generate initial conditions for the ensemble experiments, and for analysis.
b. Experimental design
To separate the effect of midlatitude forcing from tropical coupled processes we run ensembles of model simulations. Three experiments are conducted: (i) a boundary-forced experiment in which the NPO-related surface heat flux is imposed as a forcing to the CAM3 1 SOM, (ii) a boundary-forced experiment in which an idealized SST anomaly is used to force the uncoupled CAM3 model, and (iii) an experiment in which the same idealized SST (heat content) anomaly is used to initialize a set of CAM3 1 SOM simulations. For reference all experiments in the present study are summarized in Table 1 and described further below.
The NPO-forced experiments are conducted as follows. During boreal winter [November-March (NDJFM)] when the NPO is most energetic, the oceanic mixed layer is driven by an external forcing by adding the NPO-related heat flux anomaly to the Q flux ( Fig. 1b ; described below). The imposed forcing is turned off in April and the model variability evolves via its own coupled dynamics and feedbacks. Because of the linear interpolation from the monthly Q-flux field to the model's 20-min time step, the imposed forcing gradually increases to full strength by mid-November, and gradually decreases from full strength in mid-March to zero amplitude by mid-April. The model is then run without any imposed forcing through the following April (18 months total). We note that the experimental formulation may include redundancy between imposed NPOrelated heat flux and internally generated NPO variability in any individual model simulation. To minimize the influence of internally generated variability we run an ensemble of model simulations so that averaging across the individual members, each of which should contain internal variability that is incoherent with other ensemble members, will emphasize the NPO-forced model response. Although this linear assumption is an oversimplification, the coherent model response throughout the study is taken as evidence that the experimental design is appropriate for addressing the NPO's influence on tropical climate variability.
In section 5 we investigate the role of seasonality and the WES feedback by running ensemble simulations using an idealized SST anomaly as a forcing for the uncoupled CAM3 (an uncoupled, 10-yr simulation with constant forcing; ''CAM3 SST-forced'' in Table 1 ), or as Table 1 ]. The idealized SST or heat content anomalies have a Gaussian shape in the meridional direction with an e-folding width of 7.58 and a cosine shape in the zonal direction with a width of 608 centered at 22.58N, 1508W, with a maximum amplitude corresponding to 18C. This shape and amplitude is motivated by the response to the NPOforced CAM3 1 SOM experiments (section 3). For the IVP experiment, we run four experiments initialized with the idealized heat content anomalies in April, July, October, and January (Table 1) . Two ensembles of model simulations are run for each experiment, corresponding to positive or negative polarity of the forcing or initial condition. To reduce sampling error, each ensemble contains 10 individual model simulations initiated from different initial conditions (taken from each 1 November during the last 10 years of the CAM3 1 SOM control simulation). The heat flux anomalies in the NPO-forced experiments (defined below) are those that would correspond to a two standard deviation anomaly of the NPO (thus, the heat flux anomalies in Fig. 1b are multiplied by 2) . By convention, experiments with positive (negative) heat flux forcing or positive (negative) SST anomalies in the eastern subtropical Pacific are labeled WARM (COLD) experiments, and downward heat flux is positive. Results are presented as one-half the difference between the WARM and COLD ensemble averages. Statistical significance is inferred using a standard t test on the difference in means of the WARM or COLD ensemble. Unless otherwise stated, we restrict discussion in the present manuscript to ensemble mean differences that are statistically significant at the 95% confidence level, assuming a 2-tailed Student's t test.
Uncoupled NPO-related heat flux forcing
The imposed NPO-related forcing (NPO-WARM and NPO-COLD experiments; Table 1 ) is designed to represent heat flux anomalies associated with the NPO in the absence of coupling. In a coupled system the net heat flux contains contributions from atmospheric forcing and the response to that forcing. We use two different methods to estimate the atmospheric contribution to the NPO-related heat flux forcing, the results of which are compared in Fig. 1 . The first method uses existing observations from the National Centers for Environmental Prediction (NCEP)-NCAR reanalysis project (Kalnay et al. 1996) , and the differing time scales of oceanic and atmospheric variations. We apply an intraseasonal filter to distinguish between the atmospheric (higher frequency) and oceanic (lower frequency due to the thermal inertia of the oceanic mixed layer) contributions to the net surface heat flux. In the second method, the atmospheric contribution to the heat flux is defined in the long uncoupled CAM3 control simulation (Table 1) , which includes no oceanic contribution as the SST is fixed to climatology.
The NPO is defined from the NCEP reanalysis by applying empirical orthogonal function/principal component (EOF/PC) analysis to the intraseasonal boreal winter (NDJFM) SLP anomalies over the North Pacific (208-908N, 1108E-708W) and over the time period . The intraseasonal data is generated by (i) removing the annual cycle from the SLP data by subtracting the mean for each calendar month, then (ii) subtracting each winter's mean from the corresponding monthly data. Although this does not eliminate all coupled variability, it significantly reduces the interannual variability associated with ENSO or with local coupled ocean-atmosphere interactions. The second EOF (19% variance explained) represents variability of the NPO and is well separated from the first EOF (the Aleutian low, 26% variance explained) and the higher-order EOFs (11% variance explained or less). For reference, the NPO is related to the west Pacific teleconnection pattern at upper levels and involves a meridional shift in the climatological jet location (Hsu and Wallace 1985; Linkin and Nigam 2008) , and the Aleutian low is related to the Pacific-North America teleconnection pattern (Wallace and Gutzler 1981; Ambaum et al. 2001; Quadrelli and Wallace 2004) . Finally, the intraseasonal net surface heat flux is regressed onto the second PC time series to obtain the net surface heat flux variability associated with one standard deviation of the intraseasonal NPO. Regression maps of intraseasonal SLP and heat flux anomalies onto the observed standardized second PC time series are plotted in Fig. 1a .
The second method defines the NPO in the long (200 yr) uncoupled CAM3 control simulation. EOF analysis is applied to the winter (NDJFM) averaged SLP anomalies (over the same region), and the net heat flux is regressed onto the second PC time series (26% variance explained; the leading EOF represents the Aleutian low and explains 35% of the variance; higher-order modes explain 11% or less). Regression maps of SLP and heat flux onto the model's standardized second PC time series are plotted in Fig. 1b . The amplitudes of both maps may be directly compared as they represent the amplitude of anomalies per standard deviation of the associated NPO time series.
Both the modeled and observed NPO share similar structures in their SLP and heat flux maps, and bear a strong resemblance to analysis of the second EOF of maritime SLP and its associated heat flux by Cayan (1992) using a different dataset. An important feature of the SLP maps is a low pressure anomaly centered around 358-408N. The surface wind anomalies along the southern flank of this SLP anomaly reduce the climatological trade wind strength and consequently reduce the upward turbulent heat flux from the ocean surface (this turbulent heat flux is dominated by the latent heat flux; see also Cayan 1992) . In both the model and observations, a zonally elongated band of positive (downward) heat flux anomalies extends across the subtropical and tropical Pacific, from around 1508E to the eastern edge of the basin. These heat flux anomalies extend far enough equatorward to have an important effect on the tropical climate. In the midlatitudes, a band of negative (upward) heat flux anomalies extends from the west into the central North Pacific.
Despite the similarities between the observed and modeled variability, there are subtle differences in the NPO structure. In particular, the modeled NPO structure has a more hemispheric signature representative of the northern annular mode (NAM); the modeled annular mode is known to be overly coherent between the Pacific and Atlantic sectors. We note that the observed NPO does not resemble the observed NAM over the Pacific sector and indeed is nearly orthogonal to the observed NAM (NAM variations in the Pacific sector more closely resemble variations in the Aleutian low, which are orthogonal to the NPO by construction). Differences in the net surface heat flux also exist that may affect details of the NPO's impact on tropical Pacific climate variability. Most notably, the anomalously low SLP in the model, and the corresponding subtropical heat flux anomalies, are centered about 58 north of the corresponding anomalies in the observational record. Differences may result from model error or differences in analysis techniques. We ran the NPO-WARM and NPO-COLD experiments with both heat flux anomalies, and found that results did not substantially differ. For consistency, results from the CAM3-generated heat flux anomaly pattern in Fig. 1b are shown in the present study.
Model response to NPO-related heat flux a. Description of the model response
The modeled response to the imposed net surface heat flux anomaly in Fig. 1b is shown for various seasons in Fig. 2 . Model lower-level winds (defined as the massweighted average below 850 mb) are only shown where statistically significant at the 95% level based on a multivariate t test. During late boreal winter [JanuaryMarch (JFM; year 1); Fig. 2a ], the SST anomalies bear a strong resemblance to the imposed heat flux forcing during the winter, suggesting that the ensemble size is sufficient to eliminate much of the random model variability. Lower-level winds are weak at this time. Not surprisingly, the largest SST anomalies appear in eastern subtropics (around 208N, 1508W), in the same location as the maximum downward heat flux anomalies (cf. Fig. 1 ). These subtropical SST anomalies develop through boreal winter and maximize in boreal spring, consistent with the phasing implied by integration of the imposed forcing (Hasselmann 1976) , then decay through the remainder of the model simulation.
By boreal spring [April-June (AMJ); Fig. 2b ], positive SST anomalies have spread into the northwestern tropical Pacific region (NWTP; 158N-08, 1208E-1808; for reference, this region is boxed in the first panel of each of the figures) despite weak negative (upward) heat flux anomalies imposed in that region from November through March (though subtle, these are indicated by dark shading in Fig. 1b ). This indicates that coupled feedbacks associated with the model response are acting to increase SST in that region during the imposed forcing period. The lower-level wind field shows a cyclonic circulation centered around 208N and 1658E, including a zonal band of westerly anomalies in the NWTP. By boreal summer [July-September (JAS); 
b. Heat budget in the NWTP
To better understand the physical processes leading to the development of the NWTP SST anomalies, the heat budget for this region is plotted in Fig. 3 . Note that in the SOM, the only process that can affect the anomalous SST is the net surface heat flux, comprising the net shortwave and longwave radiation, the turbulent sensible and latent heat fluxes, and any imposed forcing. Of these terms, it is found that only the latent and shortwave heat fluxes contribute appreciably to the heat budget. Figure 3 shows that SST anomalies in the NWTP involve a period of amplification (February-June) and two periods of decay (June-September, and November onward) punctuated by a period of sustained SST (September-November). The amplification of SST anomalies during the February-June period occurs because of positive contributions from the latent and shortwave fluxes. During the latter half of this amplification (March-June), lower-level wind anomalies are opposed to the mean winds ( Fig. 3, bottom; note that for plotting purposes, anomalous winds are scaled 4 times larger than mean winds in Fig. 3) , implying a relaxation of the The cooling periods (June-September, and November onward) are caused mainly by negative shortwave heat flux anomalies (reduced downward shortwave radiation), with a small contribution from negative latent heat flux anomalies during boreal summer. It is noteworthy that the boreal summer (July-September) latent heat flux anomaly decreases considerably from the previous season, despite stronger lower-level wind anomalies in the NWTP region. This suggests that WES does not exert as strong a positive feedback over the NWTP region during boreal summer. During boreal fall (SeptemberNovember), both latent and shortwave heat flux anomalies are near zero, despite warmer SST over the NWTP region. Again, the near-zero latent heat flux anomalies occur during a period of relaxed trade winds (i.e., westerly wind anomalies). The varying strength of the latent heat flux in Fig. 3 , and its nonuniform relationship with the mean winds, suggests that the seasonal cycle plays an important role in altering the strength of the WES feedback in the tropical Pacific (section 5).
c. Surface heat flux components and the WES feedback
The importance of coupled feedbacks in the evolution of SST anomalies in Fig. 3 motivates further analysis of the physical processes that contribute to the net surface heat flux. The net surface heat flux anomalies during boreal spring (AMJ) and summer (JAS) are contoured in Figs. 4a and 4b , respectively. For reference, underlying SST anomalies are shaded. In both of these seasons, the net surface heat flux tends to damp underlying SST anomalies over most of the subtropics. One exception is the NWTP region during boreal spring, where large downward heat flux anomalies are collocated with warm SSTs. During summer, heat flux anomalies in the NWTP generally act to damp underlying SSTs, though there is a region of downward heat flux over warm SST near the date line.
The shortwave and latent heat flux contributions to the net surface heat flux are contoured in the second and third rows of by a large negative anomaly over the eastern subtropical Pacific (where the spring SST is at a maximum) and a positive anomaly over the NWTP region, where westerly wind anomalies are largest (Figs. 4g and 2b) . We note that the positive (downward) net surface heat flux anomalies over the NWTP region involve equal contributions from the latent and shortwave heat fluxes.
Latent heat flux anomalies will result from changes in the surface wind speed and from changes in the vertical humidity gradient. We infer contributions from both processes by examining the contribution of zonal wind, or of the specific humidity gradient, to the total latent heat flux as follows. The bulk formula for calculating latent heat flux (LH) may be written
where L v is the latent heat of vaporization (2.5 3 10 6 J kg
21
), C e is an aerodynamic transfer coefficient (a function of stability and wind speed in the model; we use a constant value of 10 23 ), r a is the density of air (1.2 kg m 23 ), q sat (T) is the saturated specific humidity at temperature T, RH is the relative humidity at the lowest model level (about 65 m above the surface; relative humidity varies by only a few percent over the bottom 250 m), T s is the surface temperature, T ref is the atmospheric temperature at a reference height of 2 m, and w is the wind speed. The wind speed is calculated as w 5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi u 2 1y 2 1ŵ
where u and y are the monthly averaged zonal and meridional components of the wind, andŵ is a background wind speed used to account for submonthly wind variance (see, e.g., Czaja et al. 2002;  we setŵ equal to 4 m s 21 ). Wind speed w is defined using the .850-mb vertically averaged wind components. In reality, the bulk formula would use wind speed at a reference height (say, 10 m), so we scale the .850-mb vertically averaged wind speed by 0.8 to account for the reduction of wind speed near the surface. Monthly averaged model data from the CAM3 1 SOM control run and the NPO-WARM and NPO-COLD boundary-forced experiments are available for calculating the bulk latent heat flux. The use of monthly mean data in the nonlinear equations for wind speed and saturated specific humidity implies that results are approximate.
The model response in the NPO-forced simulations includes (i) changes in the surface winds that affect the latent heat flux through enhanced vertical transport and (ii) changes to the sea surface temperature that are expected to affect the latent heat flux through changing the vertical humidity gradient. To isolate (i) the effect of zonal wind on the latent heat flux (contours in Figs. 4g,h) we use data from the CAM3 1 SOM control simulation for all parameters in Eqs. (1) and (2) except the zonal wind (u), which is taken from either the NPO-WARM or NPO-COLD boundary-forced simulation. Similarly, (ii) the contribution of the vertical humidity gradient to the latent heat flux (contours in Figs. 4i,j) is identified using data from the CAM3 1 SOM control simulation for calculating the wind speed [Eq. (2)], and using data from the NPO-WARM or NPO-COLD boundary-forced experiment to calculate the vertical humidity gradient (T s , T ref , and RH). The contribution from changes in the meridional wind speed is very small. The sum of estimated contributions from changes in the zonal and meridional winds and changes in the vertical humidity gradient are shaded in Figs. 4e,f and show close correspondence with the actual latent heat flux anomalies (contours in Figs. 4e,f) from the simulations.
Figures 4g and 4i show that during boreal spring the downward latent heat flux anomalies in the NWTP region are caused by the wind anomalies (westerly wind anomalies overly downward latent heat flux anomalies) in the NPO-forced simulations. The contribution of zonal wind anomalies to the latent heat flux in the NWTP region is opposed by changes in the vertical humidity gradient. In general, increases in SST tend to increase the vertical humidity gradient and upward latent heat flux, thus countering the downward latent heat flux anomalies generated by the zonal wind. The eastern subtropics are characterized by large SST anomalies but weak wind anomalies. There, changes in the vertical humidity gradient dominate the latent heat flux anomalies (Fig. 4e) . The positive contribution of zonal wind anomalies to the latent heat flux illustrate the importance of wind-induced evaporation and the WES feedback on the development of SST anomalies in the NWTP in response to the NPO.
During the summer, the opposing effects of the wind speed and vertical humidity gradient are closer in magnitude (Figs. 4h,j) . This results in a less clearly defined structure for the total latent heat flux (Fig. 4f ). An interesting feature during boreal summer is seen in the far western tropical Pacific (around 158N, 1208E) where westerly zonal wind anomalies (light shading) are associated with very weak and even upward latent heat flux anomalies. Furthermore, the large tropical westerly wind anomalies near 158N, 1508E (Figs. 4h and 2c ) do little to reduce the mean upward latent heat flux from the surface. These features will be discussed further in section 5.
Seasonality and the WES feedback
The WES feedback involves three physical relationships: 1) changes in lower-level winds alter surface evaporation, 2) evaporation generates SST anomalies, and 3) the SST anomalies affect the lower-level winds. In the present model formulation the second physical relationship, the link between evaporation and SST, is necessarily one in which reduced (increased) evaporation will warm (cool) the surface in a consistent manner. This leaves two physical processes that may be influenced by seasonality in the present model: the sensitivity of surface evaporation to changes in the lower-level wind and the sensitivity of lower-level winds to the development of SST anomalies. For the WES feedback to be positive, warm (cold) SST anomalies need to generate a local relaxation (intensification) of the mean wind speed (e.g., Xie 1999).
a. The seasonal cycle of latent heat flux sensitivity
The effect of the mean state on the surface latent heat flux can be diagnosed by linearizing the bulk latent heat flux formula [Eq. (1)]:
Each of the partial derivatives indicates the sensitivity of the latent heat flux to a unit change in the respective field. We focus on changes in the zonal wind speed and surface temperature, as the latent heat flux is only weakly sensitive to changes in the meridional wind (not shown). The linear assumption in Eq. (3) is clearly an oversimplification, and as such is used for illustrative purposes here. The sensitivity of the latent heat flux anomalies to changes in the zonal wind speed is
Over the tropical oceans this is negative everywhere where there are mean easterlies, implying that a westerly wind anomaly [positive du in Eq. (4)] will act to decrease the mean upward latent heat flux and warm the surface. Larger mean easterlies will imply a larger downward (upward) anomalous heat flux for the same anomalous westerly (easterly) zonal wind speed. The sensitivity of the latent heat flux to changes in the surface temperature can be inferred by noting that in general over the ocean
, and changes in relative humidity are small. Then, the exponential dependence of the Clausius-Clayperon equation implies that an increase in T s will cause a larger change in q sat (T s ) than q sat (T ref ) , and hence an increase in the vertical humidity gradient. Thus, all else being equal, positive (negative) SST anomalies will tend to increase (decrease) evaporationa negative feedback. The zonal wind sensitivity is plotted with the mean winds from the CAM3 1 SOM control experiment in Fig. 5 (polarity is reversed so that positive values indicate a warming of the surface for a westerly wind anomaly). The zonal wind sensitivity demonstrates an important role of the mean state in affecting the strength of latent heat flux feedbacks in the NWTP region. During boreal spring and fall (Figs. 5a,c) of the tropics consistent with relatively uniform easterly trades over the region. During boreal summer and winter (Figs. 5b,d ), two regions of reduced, and even negative, sensitivity emerge in the western summer hemisphere tropics (7.58-22.58N, ;1208-1358W in JAS; or west of 1808 and between ;7.58 and 158S during JFM) because of near-zero or westerly mean wind anomalies. This reduction in the zonal wind sensitivity explains the weak negative latent heat flux anomalies in the NWTP region during boreal summer despite the existence of westerly wind anomalies (Figs. 3 and 4h) .
The key features of the seasonal cycle that influence this sensitivity, and hence the development of SST anomalies in the NWTP region, may be inferred by examining streamlines of the lower-level wind field over the tropical Pacific and Indian Oceans in Fig. 6 . During April, easterly winds extend across the entire Pacific associated with a subtropical high that extends to the western edge of the basin. By July (Fig. 6b ) the subtropical high and monsoon trough have migrated to their northernmost positions (around 408N, 2108E, and 208N, 1508E, respectively; Hastenrath 1991; Ramage 1995) , associated with a region of weak, and even westerly, mean winds between 108 and 258N and 1208 and 1508E. Figure 5b shows that the northward-shifted monsoon trough is related to a reduction, and even reversal in sign, of the latent heat flux sensitivity to zonal wind anomalies. Note that similar features are found in the Southern Hemisphere around 158S, 1658E, corresponding to the austral summer monsoon (cf. Fig. 5b with Fig. 5d ). The sign reversal of the latent heat flux sensitivity demonstrates the importance of the mean seasonal cycle in affecting the evolution of coupled tropical variability associated with the WES feedback. In fact, a similar analysis of observations (using the NCEP-NCAR reanalysis; not shown) indicates that the observed mean westerly monsoon winds are stronger than the modeled mean westerlies; the corresponding observed latent heat flux sensitivity to zonal wind anomalies is larger in amplitude (and more negative-implying that a westerly anomaly will increase evaporation) in nature than in the model.
b. Seasonality of the low-level wind response
In the coupled model experiments, SST anomalies are generated by the imposed heat flux forcing (the directly forced response) and through the coupled response to these directly forced SST anomalies (the coupled WES feedback response). To distinguish the directly forced response from the internally generated response we compare the uncoupled ''CAM3 SST-forced'' and coupled ''IVP'' experiments (Table 1; subtropical Pacific (Fig. 8a) . The uncoupled ''CAM3 SST-forced'' experiment illustrates the atmospheric response to (idealized) NPO-generated SST anomalies in the absence of coupled feedbacks. We deliberately focus on forcing from the eastern subtropics to isolate the coupled response in the NWTP region. The IVP simulations impose a heat content anomaly as an initial condition to the CAM3 1 SOM model, and as such the atmospheric response includes both the uncoupled response to the idealized NPO SST, as well as the coupled response that evolves through the WES feedback. The coupled response (due to the WES feedback) can be inferred by comparing the uncoupled CAM3 SSTforced experiment (Fig. 7) with the CAM3 1 SOM IVP experiments (Fig. 8) . In Fig. 8 we show results for boreal summer only, though the main findings are similar during other seasons. The lower-level zonal wind and net surface heat flux response in the uncoupled CAM3 SST-forced simulation is shown in Fig. 7 . These plots demonstrate that the zonal wind response is sensitive to the seasonal cycle. In general, westerly zonal wind anomalies develop to the southwest of the imposed SST anomaly, with the largest amplitude during boreal summer and fall (Figs. 7b, c) and weakest amplitude during boreal spring and winter (Figs. 7a,d ). These westerly wind anomalies are collocated with reduced evaporation, which contributes to a downward net surface heat flux. The large zonal wind response in the western Pacific (around 258N, 1208E-1808) during boreal summer is centered much farther poleward than the response in other seasons. In the far western NWTP region the boreal summer response includes easterly lower-level wind anomalies, which, when combined with the weakly negative zonal wind sensitivity in Fig. 5b , actually reduces the upward latent heat flux from the surface. This implies that the WES feedback is still positive, despite a negative latent heat flux sensitivity to the zonal wind anomalies in the NWTP region. A comparison of Figs. 5b, 6b, and 7b suggests that the monsoon trough affects both surface evaporation and the structure of atmospheric wind anomalies in the NWTP region.
The uncoupled CAM3 experiments demonstrate that SST anomalies in the subtropical Pacific are capable of directly forcing a wind and heat flux response in the western and central tropical Pacific. Next, we investigate how coupled processes associated with the WES feedback affect these wind anomalies. Wind and SST anomalies are plotted for the months of JulySeptember in the uncoupled CAM3 SST-forced experiment (Fig. 8a) , the July IVP experiment ( Fig. 8b ; corresponding to months 1-3 of the July IVP ensemble experiment), and from the April IVP experiment ( minus uncoupled CAM3 SST-forced simulation, and April IVP minus July IVP) are plotted in Figs. 8c and 8e, respectively. Note that all panels depict variations during the July-September season. Figure 8a shows the directly forced (no coupled feedbacks) wind response during boreal summer in the uncoupled CAM3 SST-forced simulation. As discussed earlier, this wind pattern (in its plotted polarity) would tend to generate warm SST anomalies in the NWTP region. This is consistent with the band of warm SST anomalies that develops in Fig. 8b and the difference map in Fig. 8c. Figures 8b,c also show that the zonal wind structure in the CAM3 1 SOM July IVP experiment (which includes coupled feedbacks) is shifted southward and slightly westward of its counterpart in the CAM3 SST-forced simulation (which has no coupled feedbacks). The same southwestward shift in the zonal wind response is also prominent in months 4-6 of the April IVP experiment in Fig. 8d (cf. to Figs. 8a,b) . Here, the development of warm SST anomalies in the NWTP region during the preceding boreal spring excites westerly wind anomalies that extend down to the equator during boreal summer. In fact, the development of warm SST anomalies in the NWTP region (Fig. 8d) during the preceding boreal spring appears to enhance the southwestward-shifted zonal wind response, even compared to the July IVP simulation (Figs. 8d,e) .
The sequence of plots in Fig. 8 demonstrates that coupling plays an important role in the evolution of variability via the WES feedback in the NWTP region. In particular, coupling with the ocean allows SST anomalies to develop southwest of the imposed SST forcing in the NWTP region. These SST anomalies, in turn, allow lower-level wind anomalies to develop farther equatorward than they would in the absence of coupling. Seasonality appears to play a subtle role in the coupled response as well. The development of warm SST anomalies in the NWTP region during boreal spring in the April IVP simulation (not shown) leads to larger SST anomalies in the NWTP region during the following summer (Fig. 8d) , and hence shifts the wind response farther equatorward and westward (Fig. 8e) . Similar differences are seen in other months. Although these meridional shifts in the maximum wind anomalies are somewhat subtle, the relatively small oceanic Rossby radius of deformation implies that these shifts may have very different impacts on the equatorial ocean in more physically realistic settings (i.e., in settings where the ocean is able to dynamically respond to the forcing).
Conclusions and discussion
A series of ensemble model experiments were run to investigate how the tropical ocean-atmosphere system responds to imposed heat flux forcing associated with the midlatitude NPO. The model response demonstrates that the tropical Pacific circulation is sensitive to forcing from the midlatitude atmosphere. The tropical response includes zonal wind anomalies in the central and western tropical Pacific, associated changes in the net surface heat flux (through contributions from the latent and shortwave radiative heat fluxes), and the development of SST anomalies in the northwestern tropical Pacific (NWTP; 158N-08, 1208E-1808). Analysis of the latent heat flux indicates that the WES feedback plays an important role in altering the evolution of the response in the NWTP region. In particular, coupling causes zonal wind anomalies to extend equatorward and westward relative to uncoupled simulations. Midlatitude forcing also induces changes in tropical convection, cloudiness, and shortwave radiation. The amplitude of shortwave radiation and latent heat flux anomalies are comparable in the NWTP region, and cooperate in their influence on SST during boreal spring.
In the present model formulation, the mean state and seasonal cycle affect the strength and structure of the WES feedback in two ways: 1) they can alter the sensitivity of latent heat flux anomalies to changes in the surface winds, and 2) they can alter the way that surface winds respond to the SST anomalies. It is shown that the surface latent heat flux is sensitive to the seasonal cycle of lower-level winds, especially in the NWTP region where the seasonal migration of the monsoon trough induces a seasonal reversal of the mean zonal wind. The atmospheric response to SST anomalies (SST anomalies that are directly forced by the NPO or those that develop through the WES feedback) is sensitive to the seasonal cycle as well, with the largest zonal wind anomalies in the western Pacific during boreal summer. Boreal summer, however, is also the time of weakest latent heat flux sensitivity to westerly wind anomalies. So, despite the strong atmospheric response to SST anomalies during boreal summer, the development of SST anomalies in the NWTP region associated with the WES feedback appears to be most effective during boreal spring and fall.
Given the sensitivity of the WES feedback to the background circulation the tropical response to midlatitude forcing will depend on details of the model's (or observed) mean state and seasonal cycle. While the climatology of CAM3 is not perfect, we still expect that many of the results are generally applicable, in particular the southwestward development of SST anomalies through the WES feedback (e.g., Liu 1996) and the reduced heat flux sensitivity to zonal wind variations during the monsoon season (owing to the position of the monsoon trough).
Results from the present study indicate that the WES feedback plays an important role in altering the spatial structure of tropical variability in the western tropical Pacific. In particular, the WES feedback induces a southwestward shift of zonal wind anomalies in the NWTP region, which, though subtle, may play an important role in exciting dynamical changes in the equatorial ocean. Presumably, a dynamical response in the equatorial Pacific Ocean would generate larger equatorial anomalies via physical processes that are absent in the present ocean representation (e.g., upwelling, zonal advection). Future research will include investigation of the NPO's effect on the development of ENSO in more complete physical model configurations (i.e., ocean dynamics).
APPENDIX A CAM3 1 SOM Climatology and Q-Flux Calculation
The Q flux for the CAM3 1 SOM simulation is calculated as a residual in the surface heat budget for the SOM and represents unresolved ocean heat transport and an attempt to correct for model bias. In general, the vertically integrated heat budget for a constant-depth oceanic mixed layer can be written
where the left-hand side represents the storage of heat in a column of water, the first term on the right-hand side represents the net surface heat flux, and the second term on the right-hand side represents the oceanic heat flux convergence. The Q flux is thus calculated as a residual between the storage term (which varies seasonally) and the net surface heat flux:
An estimate of the net surface heat flux (for the given seasonal cycle of SST) is obtained from the climatology of a long, uncoupled CAM3 simulation that is forced at the surface by the observed seasonal cycle of SST. As such, the Q flux also implicitly includes a correction for the model's net surface heat flux bias. The mean SST and SLP from years 10-59 of the CAM3 Control simulation and from the CAM3 1 SOM simulation are shown in Fig. A1 . Figure A1 shows good agreement between the CAM3 Control (left) and CAM3 1 SOM Control (right) simulations, though the CAM3 1 SOM Control simulation produces a subtropical high that is stronger and shifted slightly northward (see light shading in Fig. A1b ), subtropical SST that is about 0.258C colder (dark shading in Fig. A1d) , and equatorial Pacific SST that is slightly warmer (light shading in Fig. A1d ) than counterparts in the CAM3 Control simulation. Both model simulations tend to simulate a subtropical high that is too strong when compared to observations (NCEP reanalysis, 1979-99 ; not shown).
