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Abstract
We give a geometric characterization of extremal sets in p spaces (1 < p < ∞) that partially generalizes
our previous result for such sets in Hilbert spaces. The main conjecture here is that there are no extremal
sets in the case 1 < p < 2.
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1. Introduction
Let (X,‖ · ‖) be a Banach space. For a non-empty bounded subset A of X and a non-empty
subset B of X let us fix the following notations: d(A) := sup{‖x − y‖: x, y ∈ A}—the diameter
of A; rB(A) := infy∈B supx∈A ‖x − y‖—the relative Chebyshev radius of A with respect to B;
in particular r(A) := rcoA(A) with coA denoting the closed convex hull of A; a point y ∈ B is
called a Chebyshev center of A in B , if supx∈A ‖x − y‖ = rB(A).
The Jung constant of X is defined by J (X) := sup{rX(A): A ⊂ X, with d(A) = 1}. The prob-
lem of estimating Jung’s constant plays an important role in the geometry of Banach spaces (cf.
[1,9]). It is well known that for inner-product spaces J (En) = √n/(2(n + 1)) ([7], cf. [2,6]) and
J (H) = 1√
2
(H denotes a Hilbert space) [10]. In general, if X is an n-dimensional normed space,
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n+1 . Furthermore the equality is attained for certain spaces (see [9]). As for p,Lp
spaces (p > 1) S.A. Pichugov [9] has obtained the exact values for the Jung constant of these
spaces: J (p) = J (Lp) = 1q√2 , q :=
p
p−1 , if 1 < p < 2, and J (p) = J (Lp) = 1p√2 , if p  2.
Definition 1.1. [8] We say that a bounded subset A of X consisting of at least two points is an
extremal set if rX(A) = J (X)d(A).
The main result of [8] states that a bounded subset A of a Hilbert space H with r(A) = 1
is extremal if and only if for every ε ∈ (0,√2), for every positive integer m there ex-
ists an m-simplex Δ(ε,m) with its vertices in A and each edge of Δ(ε,m) has length not
less than
√
2 − ε. Furthermore, for such a subset A we have α(A) = √2 and χ(A) = 1,
where α(A),χ(A) denote the Kuratowski and Hausdorff measures of non-compactness of A
defined as inf{ε > 0: A can be covered by finitely many sets of diameter  ε} and inf{ε > 0:
A can be covered by finitely many balls of radius  ε}, respectively.
Our aim in this paper is to treat the next interesting case: the case of p spaces (1 < p < ∞).
We obtain a partial generalization of the result above. More precisely, if A is an extremal subset
of a given p space (1 < p < ∞), then α(A) = d(A). As an immediate consequence one obtains
a Gulevich-type result for p spaces: extremal sets in p (1 < p < ∞) are not relatively compact
(cf. [5]). Moreover, for every ε ∈ (0, d(A)), for every positive integer m there exists an m-simplex
Δ(ε,m) with its vertices in A and each edge of Δ(ε,m) has length not less than d(A) − ε. The
proof is based on a further development of a purely combinatorial method in our previous paper
[8] which essentially relies on a very deep part of convex analysis. It should be noted that this
observation was first noted in [6, §10.2], where the authors exposed classical Jung’s theorem
from the point of view of “subdifferentials,” and was later extended in [9] to the case of np
spaces. Moreover, the existence of infinite simplices Δ(ε,∞) ⊂ A whose edges have lengths not
less than d(A)− ε implies the extremality of A. In particular, it is so for δ-extremal sets of p . In
general, infinite regular simplices in p can be constructed easily: they give rise to extremal sets
only if p  2, and we do not know whether the extremality is equivalent to the existence of such
infinite simplices Δ(ε,∞), ∀ε ∈ (0, d(A)). The case 1 < p < 2 remains somehow mysterious
and our guess in this case is that there are no extremal sets in p spaces.
The paper is organized as follows. In Section 2 we review some facts related to the
“Clearance”-type theorem (“Decomposition theorem” in the translation version of [6]), espe-
cially for p spaces, that will be needed in the next section. The heart of this section is Propo-
sition 2.1 which should be considered as an infinite-dimensional variation of the main claim
in [9]. In Section 3 we first formulate two auxiliary inequalities (Lemma 3.1) one of which was
essentially due to N.I. Chernykh (personal communication to the author of [9]). Our main results
are Theorems 3.2, 3.4, 3.6, 3.9. The proof of the last two theorems involves also the notion of
α-minimal and χ -minimal sets, first introduced in [3,4]. We conclude the paper with the conjec-
ture mentioned above.
2. Preliminaries
For the basic definitions and concepts in convex analysis we refer the reader to [6]. The fol-
lowing proposition is a slight generalization of the main proposition of [9].
Proposition 2.1. Let X be a uniformly smooth Banach space, A = {x1, x2, . . . , xn} a finite subset
with r := rX(A) > 0, c a Chebyshev center of A in X. Then there exist points y1, y2, . . . , ym
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isfying:
(i) 〈yi − c, fi〉 := fi(yi − c) = ‖yi − c‖ = r for i = 1,2, . . . ,m;
(ii) ‖fi‖X∗ = 1, i = 1,2, . . . ,m;
(iii) ∑mi=1 αifi = 0, ∑mi=1 αi = 1.
Proof. For completeness we give here a proof valid in all dimensions. From the uniform smooth-
ness of X it follows that X is reflexive (hence there exists a Chebyshev center of A in X) and the
mapping
J :X \ {0} → 2X∗, x → J (x) := {x∗ ∈ X∗: ‖x∗‖ = 1, 〈x, x∗〉 = ‖x‖}
is single-valued. Let us consider the following two functionals:
F :X × A →R, (x, a) → F(x, a) := ‖x − a‖,
and
f :X →R, x → f (x) := max
a∈A F(x, a).
With A0(x) := {a ∈ A: F(x, a) = f (x)} we see that the hypotheses of Theorem 3, §4.2,
Chapter 4 in [6] are fulfilled. Hence for every x ∈ X we have
co
( ⋃
a∈A0(x)
∂F (x, a)
)
= ∂f (x), (2.1)
where ∂F (x, a) and ∂f (x) denote subdifferentials of F(·, a) and f at x, and the closure in (2.1)
is taken in the w∗-topology of the space X∗, which clearly coincides with the w-topology of X∗,
since X is reflexive.
Recall that for c ∈ X to be a Chebyshev center of A in X it is necessary and sufficient that 0 ∈
∂f (c) (cf. [6, §1.3, Proposition 1]). One may write A0(c) = {y1, y2, . . . , ym} with ‖yi − c‖ = r
for i = 1,2, . . . ,m. From (2.1) it follows that 0 ∈ co(⋃mi=1 ∂F (c, yi)). Since ‖yi − c‖ = r > 0,
we have
∂F (c, yi) =
{
x∗ ∈ X∗: ‖x∗‖ = 1, 〈yi − c, x∗〉 = r
}= J (yi − c).
As noted above J is a single-valued mapping, hence J (yi − c) consists of a unique point,
say fi . Therefore 0 ∈ co{f1, f2, . . . , fm} = co{f1, f2, . . . , fm}, and so there exist non-negative
numbers α1, α2, . . . , αm such that
∑m
i=1 αi = 1 and 0 =
∑m
i=1 αifi . Without loss of generality
one can assume that all αi , i = 1,2, . . . ,m, are positive. It is a simple verification that these data
also satisfy the conditions (i), (ii) above. 
Remark 2.2. We shall be interested mainly in the case X = p (p > 1). For this purpose it is more
convenient to use the following “scaled” version of the mapping J : for x ∈ X and p ∈ (1,∞)
we define J (x) := {x∗ ∈ X∗: 〈x, x∗〉 = ‖x‖.‖x∗‖ = ‖x‖p}. Obviously for fi, yi and c as in
Proposition 2.1, ‖yi − c‖p−1.fi ∈ J (yi − c).
Remark 2.3. It is well known that spaces p (1 < p < ∞) are both uniformly convex and uni-
formly smooth. Hence the mapping J is single-valued. Also it is weakly sequentially continuous
in the following sense: if {xn} converges weakly to x in p , then {J (xn)} converges weakly to
J (x) in q (q = p ).p−1
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(sgn(x1).|x1|p−1, sgn(x2).|x2|p−1, . . . , sgn(xn).|xn|p−1, . . .). Hence in the situation of Proposi-
tion 2.1 with X = p we have
fi = J (yi − c)‖yi − c‖p−1 =
J (yi − c)
rp−1
.
3. The results
For our later use it is convenient to formulate two auxiliary inequalities in the following lemma
the proof of which is standard and we shall omit it.
Lemma 3.1. Let a and b be two real numbers. Then
(i) |sgn(a)|a|p−1 − sgn(b)|b|p−1| 22−p|a − b|p−1, provided 1 < p < 2;
(ii) |a|p + |b|p − p(a sgn(b)|b|p−1 + b sgn(a)|a|p−1) |a − b|p , if p  2.
Theorem 3.2. Let A be an extremal set in an p space with 1 < p < ∞. Then we have α(A) =
d(A).
Proof. We may assume rp (A) = 1. Then for each integer number n  2 we have
⋂
x∈A B(x,
1 − 1/n) = ∅, where B(x, r) denotes the closed ball centered at x with radius r which is
weakly compact since p is reflexive. Hence there exist xtn−1+1, xtn−1+2, . . . , xtn in A such that⋂tn
i=tn−1+1 B(xi,1 − 1/n) = ∅ (with convention t1 = 0).
Setting An := {xtn−1+1, xtn−1+2, . . . , xtn} we denote the Chebyshev center of An in p
by cn and let rn := rp (An), then rn > 1 − 1/n. In view of Proposition 2.1 one can find
ysn−1+1, ysn−1+2, . . . , ysn in An, continuous linear functionals fsn−1+1, fsn−1+2, . . . , fsn on p and
positive numbers αsn−1+1, αsn−1+2, . . . , αsn (with convention s1 = 0) such that:
(i) 〈yi − cn, fi〉 = rn for i = sn−1 + 1, sn−1 + 2, . . . , sn;
(ii) ‖fi‖ = 1, i = sn−1 + 1, sn−1 + 2, . . . , sn;
(iii) ∑sni=sn−1+1 αifi = 0, ∑sni=sn−1+1 αi = 1.
Setting A∞ := {ysn−1+1, ysn−1+2, . . . , ysn}∞n=2 we claim that α(A∞) = d(A). Suppose on the
contrary α(A∞) < d(A). Then one can choose ε0 ∈ (0, d(A)) satisfying α(A∞) < d(A) − ε0,
and so subsets D1,D2, . . . ,Dm of p with d(Di) d(A)−ε0 for every i = 1,2, . . . ,m, such that
A∞ ⊂⋃mi=1 Di . There exists at least one set among D1,D2, . . . ,Dm, say D1 with the property
that there are infinitely many n satisfying
∑
i∈Jn
αi 
1
m
, (3.1)
where
Jn :=
{
i ∈ In := {sn−1 + 1, sn−1 + 1, . . . , sn}: yi ∈ D1
}
.
We shall estimate the sum Tn :=∑i,j∈I αiαj 〈yi − yj , fi − fj 〉. We haven
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∑
i,j∈In
αiαj
〈
(yi − cn) − (yj − cn), fi − fj
〉
=
∑
i,j∈In
αiαj
[〈yi − cn, fi〉 + 〈yj − cn, fj 〉 − 〈yi − cn, fj 〉 − 〈yj − cn, fi〉]
= 2rn − 2
∑
i∈In
αi〈yi − cn,0〉 = 2rn. (3.2)
Writing yi − cn = (ai1, ai2, . . . , aik, . . .), J (yi − cn) = (bi1, bi2, . . . , bik, . . .) with bik = sgn(aik)×
|aik|p−1, k = 1,2, . . . , as noted in Remark 2.4, one has fi = 1rp−1n (b
i
1, b
i
2, . . . , b
i
k, . . .) for every
i ∈ In.
Therefore, for all i, j ∈ In,
r
p−1
n 〈yi − yj , fi − fj 〉 =
∞∑
k=1
(
aik − ajk
)(
bik − bjk
)
. (3.3)
(1) The case 1 < p < 2. Since the Jung constant J (p) = 1q√2 , thus d(A) =
q
√
2. Applying
part (i) of Lemma 3.1 to the expression (3.3) and remembering q = p
p−1 , one gets
r
p−1
n 〈yi − yj , fi − fj 〉 22−p
∞∑
k=1
∥∥aik − ajk∥∥p = 22−p‖yi − yj‖p.
Hence
r
p−1
n Tn  22−p
∑
i,j∈In
αiαj‖yi − yj‖p
 22−p
[( q√2 − ε0)p ∑
i,j∈Jn
αiαj + 2
p
q
(
1 −
∑
i,j∈Jn
αi .αj
)]
 2 − 2
2−p
m2
[
2
p
q − ( q√2 − ε0)p]. (3.4)
Comparing (3.2) and (3.4), we obtain
2rpn  2 − 2
2−p
m2
[
2
p
q − ( q√2 − ε0)p]
for all n satisfying (3.1). Since there are infinitely many such n and limn→∞ rn = 1, we come to
a contradiction.
(2) The case p  2. Since the Jung constant J (p) = 1p√2 , thus d(A) =
p
√
2. Applying part (ii)
of Lemma 3.1 to each term of (3.3), we obtain
r
p−1
n 〈yi − yj , fi − fj 〉
∞∑
k=1
∥∥aik − ajk∥∥p + (p − 1)
∞∑
k=1
(
aikb
j
k + ajk bik
)
,
and therefore after summing up
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p−1
n Tn 
∑
i,j∈In
αiαj‖yi − yj‖p + 2(p − 1)
∞∑
k=1
(∑
i∈In
αia
i
k
)(∑
j∈In
αj b
j
k
)
=
∑
i,j∈In
αiαj‖yi − yj‖p.
The last equality follows from
∑
j∈In αj b
j
k = 0, k = 1,2, . . . , which in turn can be deduced
from the condition
∑
j∈In αjfj = 0. Thus in view of (3.2),
2rpn 
∑
i,j∈In
αiαj‖yi − yj‖p
=
∑
i,j∈Jn
αiαj‖yi − yj‖p +
∑
(i,j)∈I 2n \J 2n
αiαj‖yi − yj‖p

( p√2 − ε0)p
( ∑
i,j∈Jn
αiαj
)
+ 2
(
1 −
∑
i,j∈Jn
αiαj
)
= 2 − [2 − ( p√2 − ε0)p]
( ∑
i,j∈Jn
αi .αj
) (
for all n satisfying (3.1))
 2 − [2 − ( p√2 − ε0)p] 1
m2
,
a contradiction, because limn→∞ rpn = 1 and there are infinitely many n satisfying (3.1).
One concludes that α(A∞) = d(A), and hence α(A) = d(A).
The proof of Theorem 3.2 is complete. 
As an immediate consequence, one obtains an extension of Gulevich’s result for p spaces.
Corollary 3.3. (See [5]) Let A be a relatively compact set in an p space with d(A) > 0. Then
rp (A) <
1
q
√
2
d(A), 1 < p < 2, q = p
p − 1 ;
rp (A) <
1
p
√
2
d(A), 2 p < ∞.
Theorem 3.4. Let A be an extremal set in a given p space with 1 < p < ∞. Then for every
ε ∈ (0, d(A)), every positive integer m, there exists an m-simplex Δ(ε,m) with vertices in A
such that each edge of Δ(ε,m) has length not less than d(A) − ε.
Proof. We shall assume rp (A) = 1. From the proof of Theorem 3.2 we derived a sequence
{ysn−1+1, ysn−1+2, . . . , ysn}∞n=2 in A, a sequence of continuous linear functionals {fsn−1+1,
fsn−1+2, . . . , fsn}∞n=2 in q and a sequence of positive numbers {αsn−1+1, αsn1+2, . . . , αsn}∞n=2
(with convention s1 = 0) such that:
(i) 〈yi − cn, fi〉 = rn for i ∈ In := {sn−1 + 1, sn−1 + 2, . . . sn};
(ii) ‖fi‖ = 1, i ∈ In;
(iii) ∑i∈I αifi = 0, ∑i∈I αi = 1,n n
V. Nguyen-Khac, K. Nguyen-Van / J. Math. Anal. Appl. 321 (2006) 479–489 485where cn ∈ p , and rn ∈ (1 − 1n ,1]. Also we have
2rpn  22−p
∑
i,j∈In
αiαj‖yi − yj‖p, 1 < p < 2;
2rpn 
∑
i,j∈In
αiαj‖yi − yj‖p, 2 p < ∞.
(1) The case 1 < p < 2. We denote by
Tnj := 22−p
∑
i∈In
αi‖yi − yj‖p, Sn :=
{
j ∈ In: Tnj  2rpn
(
1 −
√
1 − rpn
)}
,
λn :=
∑
i∈In\Sn
αi = 1 −
∑
i∈Sn
αi .
We have
2rpn  22−p
∑
i,j∈In
αiαj‖yi − yj‖p
= 22−p
∑
j∈Sn
αj
∑
i∈In
αi‖yi − yj‖p + 22−p
∑
j∈In\Sn
αj
∑
i∈In
αi‖yi − yj‖p
 22−p2
p
q
∑
j∈Sn
αj + 2rpn
(
1 −
√
1 − rpn
) ∑
j∈In\Sn
αj
= 2 − 2λn
(
1 − rpn + rpn
√
1 − rpn
)
 2 − 2λn
√
1 − rpn .
Hence
λn 
√
1 − rpn → 0
as n → ∞. Thus
lim
n→∞
(∑
i∈Sn
αi
)
= lim
n→∞(1 − λn) = 1.
On the other hand,∑
i,j∈In
αiαj‖yi − yj‖p  2
p
q
(
1 −
(∑
i∈In
α2i
))
.
So
2rpn  22−p2
p
q
[
1 −
(∑
i∈In
α2i
)]
 2
(
1 − α2i
)
for every i ∈ In. Therefore, αi 
√
1 − rpn → 0 as n → ∞. One concludes for the cardinality of
Sn: |Sn| → ∞ as n → ∞.
This implies that for each positive integer m one can choose n sufficiently large so that
|Sn| > m. For j ∈ Sn put
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{
i ∈ In: ‖yi − yj‖p  2
p
q .
(
1 − 14√n
)}
,
Sˆn(yj ) :=
{
yi : i ∈ Sn(yj )
}
.
As j ∈ Sn we have
2
(
1 − 1
n
)p(
1 −
√
1 −
(
1 − 1
n
)p )
 2rpn
(
1 −
√
1 − rpn
)
 22−p
∑
i∈In
αi‖yi − yj‖p
= 22−p
∑
i∈Sn(yj )
αi‖yi − yj‖p + 22−p
∑
i∈In\Sn(yj )
αi‖yi − yj‖p
 22−p2
p
q
(
1 −
∑
i∈In\Sn(yj )
αi
)
+ 22−p2
p
q
(
1 − 14√n
)( ∑
i∈In\Sn(yj )
αi
)
= 2 − 24√n
( ∑
i∈In\Sn(yj )
αi
)
.
Hence
∑
i∈In\Sn(yj )
αi 
[
1 −
(
1 − 1
n
)p(
1 −
√
1 −
(
1 − 1
n
)p)]
4√n < 2p4√n (3.5)
(in the last step of (3.5) we used Bernoulli’s inequality: (1 + x)α  1 + αx). So∑
i∈Sn(yj )
αi > 1 − 2p4√n. (3.6)
Now for a given positive integer m we choose n sufficiently large such that |Sn| > m and
2pm
4√n < 1. We claim that for every choice of i1, i2, . . . , im ∈ Sn we have
m⋂
k=1
Sn(yik ) = ∅. (3.7)
Indeed, otherwise
⋂m
k=1 Sn(yik ) = ∅ would imply
Sn(yi1) ⊂ In
∖( m⋂
k=2
Sn(yik )
)
=
m⋃
k=2
(
In \ Sn(yik )
)
.
Consequently by (3.5) and (3.6),
1 − 2p4√n <
∑
ν∈Sn(yi1 )
αν 
m∑
k=2
∑
ν∈In\Sn(yik )
αν < (m − 1) 2p4√n,
or 1 < 2pm4√ , a contradiction to the choice of n.n
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k⋂
ν=1
Sˆn(yiν ) = ∅.
With m and n as above let us fix some j ∈ Sn. Setting z1 := yj , we take consecutively z2 ∈
Sˆn(z1), z3 ∈ Sˆn(z1) ∩ Sˆn(z2), . . . , zm+1 ∈⋂mk=1 Sˆn(zk). Obviously
‖zi − zj‖p  2
p
q
(
1 − 14√n
)
for all i = j in {1,2, . . . ,m+1}. Now for a given ε ∈ (0, q√2) one can choose n sufficiently large
as above, and moreover so that
2
p
q
(
1 − 14√n
)

( q√2 − ε)p.
One obtains an m-simplex formed by z1, z2, . . . , zm+1, whose edges have length not less than
(
q
√
2 − ε), as claimed.
(2) The case 2  p < ∞. It can be proceeded in the same way just with replacing those Tnj
and Sn in the first case suitably, i.e., as
Tnj :=
∑
i∈In
αi‖yi − yj‖p, Sn :=
{
j ∈ In: Tnj  2rpn
(
1 −
√
1 − rpn
)}
,
Sn(yj ) :=
{
i ∈ In: ‖yi − yj‖p  2
(
1 − 14√n
)}
.
The proof of Theorem 3.4 is complete. 
In [3,4] T. Dominguez-Benavides introduced the notion of α-minimal and χ -minimal sets.
An infinite set A of a metric space X is said to be α-minimal (respectively χ -minimal) if for
every infinite subset B of A: α(B) = α(A) (respectively χ(B) = χ(A)). A sequence {xn}n∈N in
X is said to be α-minimal (respectively χ -minimal) if the set {xn}n∈N is α-minimal (respectively
χ -minimal). For the properties of α-minimal and χ -minimal sets we refer the reader to [3,4]. For
our use we derive the following consequence for p spaces (cf. [4]).
Lemma 3.5. Let B be an α-minimal and χ -minimal subset of p with 1 p < ∞. Then α(B) =
2
1
p χ(B).
Theorem 3.6. Let A be a bounded subset in an p space with 2 p < ∞. Assume d(A) > 0 and
for every ε ∈ (0, d(A)) there exists an infinite subset Aε of A with the property ∀x = y ∈ Aε:
‖x − y‖  d(A) − ε. Then A is an extremal set. Moreover, there exists a sequence {xn} in A
satisfying the following properties:
(i) {xn} is both α-minimal and χ -minimal;
(ii) {xn} converges weakly to the Chebyshev center of A in p;
(iii) χ({xn}) = rp (A), α({xn}) = d(A).
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χ(A) = 2− 1p d(A).
Clearly α(A) = d(A). One may assume Aε both α-minimal and χ -minimal. By applying
Lemma 3.5, we get
χ(A) χ(Aε) = 2−
1
p α(Aε) 2−
1
p
(
d(A) − ε)= 2− 1p (α(A) − ε).
Therefore as ε → 0 we conclude that χ(A) 2− 1p α(A).
On the other hand, by [3, Propositions 3.2, 3.3], there exists a subset B of A which is both
α-minimal and χ -minimal with χ(B) = χ(A). Again by Lemma 3.5,
χ(A) = χ(B) = 2− 1p α(B) 2− 1p α(A)
and the claim above follows. Since
χ(A) rp (A) J (p)d(A) = 2−
1
p d(A),
so the equality signs hold and we conclude that A is an extremal set.
By [3] (loc. cit.) one can choose a sequence {xn} in A which is both α-minimal and χ -minimal
with χ({xn}) = χ(A) = rp (A). By Lemma 3.5, α({xn}) = d(A). Since p is reflexive, we may
assume that {xn} converges weakly to a point, say c. As noted in Remark 2.3, the duality mapping
J is single-valued and weakly sequentially continuous, so {J (xn)} converges weakly to J (c),
hence by [11,12] the functional φ :p → R, defined by φ(z) := lim supn→∞‖xn − z‖ attains its
unique minimum at c and φ(c) = χ({xn}). Thus c is the Chebyshev center of A in p . 
Remark 3.7. In general, it is easy to construct a regular infinite-simplex in p , e.g., by taking
Δ = {e1, e2, . . .}, where {en}∞n=1 is an orthonormal basis of p . However this gives an extremal
subset of p only if p  2. Even in this case we do not know whether the converse to Theorem 3.6
is true, i.e., if A is an extremal set with d(A) > 0 in an p space with 2 p < ∞, then for every
ε ∈ (0, d(A)) does there exists an infinite subset Aε of A such that ∀x = y ∈ Aε: ‖x − y‖ 
d(A) − ε. It should be noted that this condition is equivalent to saying μ(A) = d(A), where
μ(A) := sup{d: ∃ an infinite subset A′ ⊂ A such that ‖x − y‖  d, ∀x, y ∈ A′} is another
measure of non-compactness (cf. [13,14]).
Definition 3.8. A bounded non-precompact subset A of a metric space X is called δ-extremal if
χ(A) = δ(X)α(A), where
δ(X) := sup
{
χ(A)
α(A)
: A ⊂ X a bounded subset with α(A) > 0
}
.
Theorem 3.9. Let A be a δ-extremal subset of an p space (2  p < ∞). Then A is also an
extremal set of p .
Proof. Indeed, as in the proof of Theorem 3.6, one may assume A both α-minimal and χ -
minimal, since there exists a subset B ⊂ A which is both α-minimal and χ -minimal, and such
that χ(B) = χ(A). By using Ramsey’s theorem argument [3, Lemma 3.4], we conclude the
existence of such an infinite subset Aε, ∀ε ∈ (0, d(A)), such that ∀x = y ∈ Aε: ‖x − y‖ >
d(A) − ε. The conclusion of the theorem now is immediate from Theorem 3.6. 
V. Nguyen-Khac, K. Nguyen-Van / J. Math. Anal. Appl. 321 (2006) 479–489 489Presumably the existence of extremal sets in p (1 < p < ∞) depends on whether p  2 or
not. In the remaining case we do not know an example of extremal sets in p spaces.
Conjecture 3.10. In the case 1 < p < 2 there are no extremal sets in p spaces.
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