Abstract
Introduction
Crosscutting concerns are software system features whose implementation is spread across many modules as tangled and scattered code. Tangled code is the interference across multiple concerns in order to implement a new concern, while scattered code is the code of one concern spread across the system classes. Aspect oriented programming addresses the issue of crosscutting concerns with a new modularization unit, the aspect, that encapsulates such crosscutting behaviors [18] .
When a concern has to be maintained a developer needs to identify the code impacted by such a maintenance intervention, i.e., the code that implements the concern. Identifying such code can be straightforward if the concern is encapsulated in a specific module, however this becomes more difficult when the concern is spread across many modules. In that case, since all modules have to be manually inspected by the developer, the identification of crosscutting code becomes a time-consuming and error-prone activity. Supporting developers in such a task with some form of automation is highly desirable. This paper investigates on the use of line co-change information obtained from a versioning system, such as CVS, to identify crosscutting concerns. This is due to the fact that lines of code changed together within a commit are in generally logically coupled in a concern. The hypothesis of considering logical coupled code entities changed together in the past is supported by the literature. "Programmers who changed these files/functions/lines-of-code also changed..." is a good indicator to predict how changes propagate in source code [29, 31] . Also, the coupling between historical co-changes has been used by Gall et al. [12] to infer more abstract relationships such as the logical coupling between modules.
To experiment the applicability of line co-changes for crosscutting code identification, we considered four crosscutting concerns (already identified by Ceccato et al. [8] ), and evaluated to which extent the crosscutting concern code is matched by the set of lines changed together in a release history. It is important to note that a case study where concerns were already known was necessary to compute the approach's recall.
We followed an approach similar to Bruntink et al. [6] where a similar analysis has been performed by using clone detection techniques. The case study considers crosscutting concerns in the source code of JHotDraw, related to the use of four concerns: Observer, Persistence, Undo, and Visitor. In particular, we investigate on the performance of line cochanges for identifying the above concerns and also compares the line co-change approach with the clone detection approach.
The paper is organized as follows: after a discussion of the related literature in the area of aspect mining, Section 3 describes the case study and the four different crosscutting concerns. Section 4 details the approach used to evaluate the capability of line co-change to find these crosscutting concerns. Section 5 presents and discusses the obtained results. Section 6 provides a comparison of line co-change with the clone detection technique, showing that the two approaches are not conflicting. Finally, Section 7 concludes the paper and outlines direction for future work.
Related Work
Aspect mining is an emerging research field, and several approaches and tools have been developed to support developers in identifying crosscutting code. There are approaches based on static analysis, on dynamic analysis, and on both. To the first class belongs Aspect Browser [14] , which uses text-based pattern matching to identify aspects. A developer specifies a regular expression that describes the code belonging to the aspect and the tool identifies the code conforming to the regular expression. Prior knowledge of the system strongly affects the usefulness of the achieved results [24] . Various extensions of this tool has been developed by introducing different mining heuristics, such as type ranking and control flow information [15, 30] . Ettinger et al. [10] propose a program slicing technique to identify entangled code. The slice is computed from an expression or a statement pointed out by a developer.
To identify aspects, Marin et al. [21] used method fanin, i.e., they considered methods called by many different places. Aspect mining using dynamic analysis has been proposed by Breu and Krinke [4] : the idea is to detect particular patterns occurring in an execution trace. An approach for aspect mining using formal concept analysis on execution traces was proposed by Tonella et al. [27] . Also aspects were mined by detecting patterns in execution traces using formal concept analysis by Tourwé et al. [28] .
At time of writing a first approach to use analysis of CVS history has been developed [5] . The authors mine Eclipse version history for sets of methods where a call to a specific method was added. Although the technique used by Zimmermann et al. is different from our technique (they identify method invocation while we identify line co-change), this is a confirmation that information about historic co-change reveals a valuable source of information for aspect mining techniques. In this paper we show to what extent this is applicable for a set of four crosscutting concerns.
Finally, analysis of code co-evolution, at file level, has been carried out using Dynamic Time Warping by Antoniol et al. [1] .
Case Study
JHotdraw 1 is a Java framework for drawing 2D graphics. It is composed of 288 classes and approximately 18000 lines of code (excluding comments). The project started in October 2000 and is still active. The first stable release was 5.2 while the last is 5.4. Some of the crosscutting concerns analyzed, i.e., those related to Observer and Persis-tence, have been introduced from the first release, while the Undo feature has been introduced in version 5.3 together with Drag'n'Drop and auto-scrolling features. JHotDraw has been selected as case study because it is often used as a reference system in the aspect mining literature [8, 20, 21] , and a wide amount of historical data is available in its CVS repository. In a previous work, we showed how such crosscutting concerns evolve by analyzing its release history [7] . The case study reported in this paper considered a total of 177 changes (i.e., Modification Transactions, as described in Section 4.2) performed over JHotdraw from release 5. The obtained results revealed that the most of such concerns were inserted in the system with a single or a few number of commits, and then changed with a sequence of commits specific to these concerns. For example, when the Persistence was added to classes modeling figures, this was done by changing, within the same transaction, all the Concrete Figure classes to add the Persistence code needed. Subsequently, when developers decided to maintain the Persistence, again this was made by changing simultaneously the classes affected. As an example, Figures 1, 2, 3 , and 4 show excerpts of tangled code in JHotDraw for each of the crosscutting concerns we have considered: Undo, Persistence, Observer, and Visitor.
The Undo feature often available in a graphical editor is usually a concern that cuts across many activities. JHotDraw offers various commands, such as handling font sizes, figure rotation or image rotation, which are organized in a class hierarchy (the decoupling between the user interface and the commands is done using the command design pattern [13] ). The interface Undoable provides the undo and redo methods that encapsulate the notion of undoing and redoing an action. Figure 1 shows, in boldface, an excerpt of the interspersed code responsible to set an undo activity when a command is executed. Lines of code from 44 to 65 prepare the Undo activity, while line 66 and 67 actually execute the Delete command, thus canceling the command's effect. The number of source code lines for the entire concern is 2151, spread across 46 classes.
Persistence of figures is performed by methods inherited from the Storable interface. The Concrete Figure classes implement the methods to write and read themselves to/from a StorableInput/StorableOutput object, which is basically a specialized output/input stream. The code related to the Observer design pattern is known as a good candidate for aspect refactoring, being it is scattered across classes participating to the pattern [25] . The elements of the Observer design pattern [13] are the methods used to add and remove observers to/from the subject participants, and the methods to notify the observer participants that registered subjects changed, in order to update them accordingly. In JHotDraw, the Observer pattern is used to know changes of entities such as figures, tools, drawings, and views. For our study we have selected the Observer pattern responsible of updating figure changes: the class FigureChangeListener has the role of observer, while AbstractFigure has the role of subject. Figure 3 shows, in boldface, an excerpt of the interspersed code responsible to notify observers that the figure has been changed. The remaining tangled and scattered code of this concern is due to multiple Observer implementations and their registration to subjects. vCF.add(figure); 317:
174: //--store / load ------------
else if (figure != null) { 319:
figure.moveBy(dx, dy); 320:
figure.visit(visitor); 321:
Figure 4. Visitor tangled code
The number of source code lines for the entire concern is 408, spread across 15 classes.
The Visitor design pattern is used in JHotDraw to implement cut and paste operations in a drawing window. The main element is the FigureVisitor interface implemented by two classes InsertIntoDrawingVisitor and DeleteFromDrawingVisitor for maintaining the list of figures to be pasted and deleted respectively. Code for the instantiation of a Visitor class and for the invocation of the visit() method is spread as shown in Figure 4 . This concern is also used for the Undo/Redo implementation of the Delete command, thus causing a slight code interference between these two concerns. The number of source code lines for the entire concern is 54, spread across 9 classes.
Experimental Setup
This section describes the approach followed to measure the performance of line co-change in the identification of crosscutting concerns. 
Building the Oracle
To measure the performances of a concern identification technique, it is necessary to have an oracle, i.e., a software system for which the location of concerns is known. This is the case of JHotdraw, where the four concerns were already known [8] . Starting from the information available in the paper [8] , concerns were manually identified into JHotdraw source code. Table 1 shows the overall source code lines related to the four concerns considered. The list of code line intervals belonging to each concern can be found at the following URL: http://cise.rcost.unisannio.it/msr.
Identification of Modification Transactions
Information about line co-change can be extracted from a CVS history log. CVS handles revisions of textual files by storing the difference between subsequent revisions in a repository. While CVS stores changes at file level, programmers usually perform logical changes that simultaneously impact different file revisions. We call this logical change a Modification Transaction (M T ). A M T is a commit to the CVS repository of the set of files impacted by a change request, either related to a bug fixing or to the addition of a new feature. CVS does not support the commit of multiple files, nor commit at a level of granularity finer than files (e.g., source code lines). This requires the need for methods aiming at mining M T s from a CVS history logs, such as the one proposed by Gall et al. [11] . We have used an approach that defines M T as a sequence of file revisions, {r 1 , r 2 , ..., r k }, that share the same author, branch, and notes, and such that the difference between the timestamps of two subsequent commits is less or equal than 200 seconds (as Zimmermann et al. empirically estimated [31] ):
.., k}, the following conditions holds:
Figure 5. Revisions example
A M T can also be composed of a single file commit, in that case the set of revisions taking part in the transaction is one. In the context of this paper we are interested to extract information at grain level finer than file. For example, we are interested to the impact a M T has to the set of lines of code belonging to the actual source file revision. CVS provides information on files affected by a revision, and on differences between revisions. However, this does not indicate which code entity has been changed. For an analysis of fine-grained entities, another preprocessing step is required: each revision is compared with its predecessor, and the changes are mapped to entities [9, 32] .
Consider the example shown in Figure 5 . Table 2 ). Lines ranging between 2 and 4 have been added together in the first M T ; the second M T has a change impact only to the fourth line; in the third M T , line number 1 is added and lines number 2 and 3 have been changed together; finally, in the last M T , lines between 1 and 3 have been changed together. Such a line history table can be easily derived by comparing two subsequent revisions by using the unix diff tool. When comparing two files, diff finds sequences of lines common to both files, interspersed with groups of differing lines called hunks [23] . By starting from the last revision and going backward to the first revision, the change history of each line can be computed [7, 9] .
A M T can be enriched with line history information. In particular:
where L ri is the set of lines in the current release of 
By partitioning L in the set of lines that has been added, and those that have been changed, the following conditions hold for two M T s, M T i and M T j , such that the first precedes the second:
In other words, a M T cannot add a line twice, and cannot add a line after such a line has been changed. For example, Figure 6 A crosscutting concern may evolve through a set of M T s. As shown in the paper [7] , the largest part of a concern is inserted in the system with a single M T and then changed with a sequence of M T s concerning maintenance tasks.
Measuring the performances
To evaluate to which extent a collection of M T s is able to identify a crosscutting concern, we use the measures of precision and recall [26] . Let C be a concern, represented as the set of lines of code, and T be a collection of M T s. We define precision, P , and recall, R, as:
where || is the cardinality of a set, and lines(T) is defined as:
A line belonging to lines(T) has been added or changed in at least one of mt ∈ T. To plot a precision-recall graph we select a sequence of M T s, mt 1 , mt 2 , ..., mt k , from the set of all JHotDraw M T s (N =177), by using the following iteration:
2. computing P (C, S l ) and R(C, S l )
This process terminates because, at least, the sequence of all M T s covers the set of all source lines belonging to the system and then also the concern, which is a subset of the system. Each point on a precision-recall graph (P (C, S l ), R(C, S l )) shows the precision (y-axis) and recall (x-axis) for a collection consisting of the first l MTs belonging to the selection S k , where 1 ≤ l ≤ k. The value of k is the last values assumed by l when the iteration terminates. For each concern, we attempt to find a selection of M T s such that the selected M T s together provide the best possible match with a concern. The approach followed for the selection is the same used by Bruntink et al. [6] .
The best selection occurs when both precision and recall are high. The average precision [26] is a commonly used measure that captures this concept. It is defined as the measure of the area below the precision-recall curve. Finding selections S k having an optimal average precision is a NP-hard problem, as the total number of possible selections is N !. We used an approximate algorithm which iterates over all M T s and, at each iteration, selects the M T that contributes with the highest average precision. Previously selected M T s and lines belonging to a concern are disregarded, and each iteration considers the concern source code lines still left. Figures 7, 8, 10 , and 9 show the results obtained for each four concerns in terms of precision and recall. The x-axis represents the l-th selection performed among the collection of 177 M T s. In other words, the higher the x is, the higher the number of M T considered will be. As shown in the figures, depending on the selection made, it is possible to pursue a tradeoff between precision and recall. When selecting the first few M T s, the heuristic described in Section 4.3 tries to achieve a high precision. As a consequence, to minimize the number of false positive lines selected, small M T s (in terms of lines of code) are considered. Going further, to increase the recall, larger M T s are added to the selection. The figures show that there are selections ensuring a high precision and low recall, selections ensuring an average precision and recall, and selections ensuring a high recall and low precision. Different values of k in the figures are due to the different number of selections necessary to achieve a 100% recall.
Results and Discussion
The first category (high precision, low recall) comprises selections of M T s composed of a small number of source code lines, dealing specifically with the concern maintenance or bug fixing, as highlighted by the commit notes: "Bug fix for undo/redo" (Undo concern), "correction to write method" (Persistence concern), "Fixed problem with cascading FigureChangeEvent" (Observer concern), and "introduce FigureVisitor for paste/delete commands" (Visitor Concern).
Selections in the second category (average precision and recall) regard M T s related to the introduction of the concern in the software system. These M T s occur, very often, in correspondence of a merge point. Usually they contain large part of the concern but also an amount of false positive code. This is because a merge point usually introduces more than one concern, and also involves re-factoring and bug fixing activities. For example, about 75% of the Undo concern has been introduced in release 5.3 of JHotDraw together with the 62% of Drag & Drop facilities (8-th point of the Undo curve, with precision=38% and recall=75%).
Selections in the third category (high recall, low precision) are M T s related to the initial system baseline, or to merge points involving a high number of source code lines. They recall portions of concerns that former selections did not identify (since only small M T were chosen). However, they also carry a large amount of code not belonging to the concern. For this reason, the precision is, in this case, drastically reduced.
Let us discuss the performance of the approach for the identification of the different concerns. A good compromise between high recall and high precision can be achieved for the Undo. For Persistence, the recall increases slowly, although this is balanced by a slow decrease of the precision.
Vice versa, for the Visitor it is possible to note that the precision quickly decrease, while being balanced by a rapid increase of the recall at the 3-rd selection. The lower performances are experienced for the Observer, where the recall increases rather slowly, while the precision decreases to about 1% in correspondence of the 7-th selection. As it will be explained below, the reason for these different performances are largely due to the different nature of the concerns and, above all, to the kind of M T s performed (bug fixing vs. adding a new feature).
The nature of Undo code belonging to the selection of M T s is characterized by two main aspects. The first, which contributes in favor of a high precision, is related bug fixing activities. Some commands, such as the DeleteCommand shown in Figure 1 , have been maintained, introducing some work-around code, to correct an uncorrect behavior of the Undo feature. This code has been always added by the same maintainer (ricardo padilha) and appears in a set of specific M T s (i.e., not containing any other piece of code). The second aspect is related to the update of each command inherited from the release 5.2 of JHotDraw (that did not contain the Undo feature). The update consisted in the introduction of an inner class, named UndoAdapter, that implements the Undo feature (for further details see the paper [7] ).
The Persistence concern has been detected from M T s related to bug fixing of read and write features. Since these changes are rather small, they contribute in favor of a high precision. When a new storage format, such as SVG, was introduced, the read and write operations were updated accordingly, thus producing a number of M T s. Since part of the M T s concerned the addition of the SVGStorageFormat class, responsible to handle the SVG format (that however is not part of the crosscutting concern), this produced a precision lower than what was achieved for the Undo. Finally, the recall is quite limited, because the introduction of a new storage format impacts on a limited portion of the concern.
Also for the Visitor, M T s are mainly related to bug fixing of the visit() method invocations. This produced a high precision. A recall of about 80% is obtained quite immediately at the 3-rd selection (see Figure 9 ), since the main contribution to this concern comes from the M T s related to the introduction of a new visitor, i.e., the FigureVisitor. However, the M T also contains the check-in of the FigureVisitor interface and its implementations, InsertIntoDrawingVisitor and DeleteFromDrawingVisitor. Since the introduction of new visitor classes is not considered as part of the crosscutting concern (that only comprises, as explained in Section 3, the addition of code related to visitor instantiation and of the invocation of the visit() method), the obtained precision is low.
The low performance of the Observer concern can be explained by considering the nature of the concern itself and the way it was introduced in JHotDraw. First, the concern is located in small portions of tangled code, i.e., willChange() and changed() methods invoked before and after the figure was modified. Moreover, the concern already existed when JHotDraw was put under version control with CVS, and it was never extended or re-factored. Thus, it was not possible to detect the concern by mining M T s related to its creation or maintenance. The results achieved were only due to M T s related to bug fixing activities. This highlights a limitation of the proposed approach: it can only identify concerns introduced during the system evolution. This because concerns are identified from co-changes. This introduces the need for using other approaches (e.g., clone detection) to identify concerns introduced since the first release.
Comparison with clone detection
Clone detection is a promising approach for the identification of crosscutting concerns [6] . Clone detection aims at finding duplicated code, which may have been slightly adapted from the original. Different clone detection techniques exist in literature: text-based, aiming at comparing raw lines of code [16] , token-based, that compute clones after performing lexical analysis [2, 17] , AST-based, searching for similar subtrees into Abstract Syntax Trees (ASTs) 3] , program dependence graph-based, aiming at matching program dependence graphs [19] , or metrics-based, that consider two fragments of code as (near) clones if they exhibit the same (or near) set of metrics [22] . Bruntink et al. were inspired by the fact that, very often, programmers implement the crosscutting concerns each time in a similar fashion, for example copying and pasting existing implementations. In this section we report the results obtained by repeating the experiments described in the previous sections using clone detection techniques, and comparing the results with those obtained using line cochange information. We considered the same techniques used by Bruntink et al., i.e., AST-based and token-based, that revealed to be effective for the identification of crosscutting concerns. In particular, we used SimScan 2 , an ASTbased clone detection tool, and CCFinder [17] , a tokenbased clone detection tool.
Both clone detection tools produce, as a result, a collection of clone classes. Each clone class is composed of a set of two or more clones, identified as intervals of source code lines. In order to obtain the highest possible match, we calibrated the tool as suggested by Bruntink et al. [6] . For the AST-based tool, the minimum size of clones was set to the lowest value, and the clones similarity was set to an inter- Figure 11 . Partition of concerns identified by different approaches mediate level of approximate match, while for the tokenbased tool the minimum clone size was set to 10 tokens. Clone class collections were filtered, pruning out classes with a number of different files less than 3 and less than 6, for the AST-based and token-based approach respectively. In other words, the AST-based approach detected a crosscut when the clone was repeated in at least 2 different files, while the token-based approach expected at least 5 files. These thresholds were calibrated using a trial-anderror procedure selecting the thresholds that achieve the best performances.
The experiments were performed by selecting line of code sets from a collection composed of 177 M T s, 172 AST-based clones, and 403 token-based clones, obtaining a working set (indicated in Section 4.3 as T) composed of a total of 752 sets of source code lines. The three sets of crosscutting concerns were not completely disjoint. In some cases, some concerns have been detected by more than one approach. The Venn diagram in Figure 11 indicates how the contributions from the three different techniques can overlap each other.
The results have been computed considering, for each lth selection, the contributions in terms of recall from each subset of the partition. The recall of l-th selection is computed as:
where P (S l ) = {M 1, M2, M3, I1, I2, I3, I4} is the partition of S l as shown in Figure 11 . Figures 12, 13, 14 , and 15 show, for each concern, the recall graph as a function of the l-th selection. The overall precision value, for each selection, is reported within the x-axis labels in parentheses. Two types of contributions can be read by looking the areas colored with a given texture pattern and labeled with the partition name. In particular, M x partitions show the contributions of each technique that do not overlap with For high precisions, contributions from the three techniques are mostly disjoint. This behavior can be explained by the fact that the assumption made for the inclusion of a concern in a collection of clone classes are different from those made for including it in a collection of M T s. In the first case, it is assumed that programmers are inclined to implement the crosscutting concerns by cloning code, while in the second case it is assumed that programmers tend to insert crosscutting concerns within one (or few) M T s. Both assumptions brings advantages and drawbacks. For example, as reported in [6] , clone detection identifies similar method calls spread across different modules but does not reveal their implementation. Line co-change is able to include such a code, because when a new method is used (and thus the M T s contain the addition of method calls) also the method implementation is committed. On the other hand, M T s could comprise code not belonging to the concern. For example, during the JHotDraw evolution, it happened Even if not visible from the plots, for low recall values the precision of clone detection approaches is higher than for line co-changes. On the other hand, for high recall the precision of clones decreases more drastically than for line co-changes. For example, for the Undo concern, a recall increment of 1%, the precision decreases of 2.25% for token-based, of 1.35% for AST-based, and of 0.77% for line co-change. This because some concerns are not just composed by similar pieces of code spread across the system but also contain dependencies to other portions of code. Such dependencies can be potentially captured by the logical dependence contained in a M T . As an example, the Undo concern has been fixed within a M T with "workaround" code, (see Figure 1) . Such changes have impacted the typical Undo code template, composed by the sequence of setUndoActivity( . . . ) and getUndoActivity().setAffectedFigures(.. . ) method calls. This makes the concern difficult to be identified using clone detection techniques.
When comparing the two clone detection techniques, it can be noted that, very often, the AST-based technique (M 2) outperforms the token-based technique, consistently with the paper [6] . Nevertheless, for the Visitor (Figure 15 ), the token-based clone detection (M 3 ∪ I2) outperforms the AST-based one. This because the syntactical structure of the crosscut, and thus its AST, is rather simple (i.e. instantiation of the Visitor and invocation of the visit method). For this reason, this clone is often discarded, while lowering the tool threshold so to capture very small cloned ASTs produces a high number of false positives. 
Concluding Remarks and Open Issues
This paper investigated on the use of historical line cochange information stored in the JHotDraw CVS repository for the identification of four crosscutting concerns: Undo, Observer, Persistence, and Visitor. Moreover, the paper compares the obtained results with those achieved using clone detection techniques [6] . The results show that M T s ensures a high recall and to preserve a reasonable precision for high recall values. Also, it is showed that M T s and clone detection can complement each other to ensure high recall, since in many cases the set of detected crosscuts are disjoints. This suggests that a combined approach can be used to overtake the limitations of each one.
Further empirical evidence needs to be collected, by replicating the experiment on different systems and by considering different crosscutting concerns. We believe it will be useful to compare the performances of line co-change with other aspect mining techniques, such as those based on dynamic analysis [27] , that might also result suitable for the concerns considered in this paper (design pattern usages, that involve object collaborations). In conclusion, we feel that this is a starting point for developing an automatic aspect mining tool (see for instance the approach proposed by Breu et al. [5] ) that selects the most appropriate modification transactions left by programmers during the development phase.
