Explorative visualization techniques provide a first summary of microbiome read count datasets through dimension reduction. A plethora of dimension reduction methods exists, but many of them focus primarily on sample ordination, failing to elucidate the role of the bacterial species. Moreover, implicit but often unrealistic assumptions underlying these methods fail to account for overdispersion and differences in sequencing depth, which are two typical characteristics of sequencing data. We combine log-linear models with a dispersion estimation algorithm and flexible response function modelling into a framework for unconstrained and constrained ordination. The method allows easy filtering of technical confounders. As opposed to most existing ordination methods, the assumptions underlying the method are stated explicitly and can be verified using simple diagnostics. The combination of unconstrained and constrained ordination in the same framework is unique in the field and greatly facilitates microbiome data exploration. We illustrate the advantages of our method on simulated and real datasets, while pointing out flaws in existing methods. The algorithms for fitting and plotting are available in the R-package RCM.
Only the six taxa with strongest departure from homogeneity are shown for clarity. The sample ordination is similar to PCoA, but the RC(M) also identifies which taxa contribute most to the separation of the samples. LF/PP: low fat, plantpolysaccharide rich.
Correspondence analysis (CA) [6] is a classical statistical method for the exploration 42 of contingency tables, which allows for quantification of taxon contributions to the 43 sample ordination. Canonical correspondence analysis (CCA) [7] even allows to restrict 44 the sample ordination to be explained by sample-specific variables (see Fig 2A) . This Only the eight taxa that react most strongly to the environmental gradients (the longest arrows) are shown. Two Fusobacterium species are among the taxa most sensitive to the environmental gradient, and are more abundant in cancer patients than in the others, which is in accordance with the findings of [9] . may be latent (CA) or observed (CCA), and represents the value of a particular sample 56 along a gradient of e.g. environmental conditions. CCA makes strong assumptions on 57 the shape of these taxon response functions [7, 8] . 58 Recently, new data visualization methods for sequence count data have been 59 proposed that aim to account for their compositionality [10] . Compositional data are 60 constrained to a constant sum that is unrelated to their composition (e.g. the library 61 size for sequencing data). As a result, only the proportions of the components (e.g. 62 taxa) are meaningful, and an increase in proportion (relative abundance) of one taxon 63 automatically entails a decrease in proportion of some other taxon or taxa. These 64 visualization methods take the compositional nature of the data into account by 65 working on log-ratios of relative abundances, and allow to visualize the role of the taxa 66 in the ordination. However, since sequencing count tables have very high zero count 67 frequencies, working with log-ratios requires the addition of pseudocounts before 68 log-transformation to avoid division by zero. The choice of the pseudocount is arbitrary 69 and can strongly affect the eventual ordination [11] . In addition, normalizing to relative 70 abundances and using ratios, discards the information in the library size and taxon 71 abundance, and associated variance. As a result these methods fail to account for 72 heteroscedasticity, and can be distorted by technical artefacts such as differences in 73 library size).
74
Row-column interaction models have been used previously for ordination [12, 13] , but 75 only for unconstrained ordination. Moreover, some assume inappropriate distributions 76 with a common dispersion parameter for all taxa [12] or do not treat samples and taxa 77 on an equal footing [13] .
78
As the preceding examples illustrate, a rich literature exists on ordination of 79 ecological data, but few methods bridge the gap between unconstrained and constrained 80 ordination. Correspondence analysis [6, 7] is a rare exception, but it is too restrictive for 81 sequencing count data. Other methods have no counterpart for constrained 82 analysis [10, 12, 13] , or resort to inefficient two-step approaches [14] . On the other hand, 83 many methods for constrained ordination focus solely on the estimation of either the 84 gradient or the response curve. As a result, they do not produce comprehensive triplots 85 which simultaneously show the relationships between samples, taxa and sample-specific 86 variables [8, 15, 16] .
87
Upon combining ideas of log-linear analysis of contingency tables [17, 18] , dispersion 88 estimation for sequencing data [19] and flexible response function estimation [8, 20] , we 89 propose a new row-column interaction model for the visualization of the strongest 90 signals in a microbiome count dataset. As it is based on a statistical regression model, 91 our approach has the flexibility to correct for known confounders such as sequencing 92 September 12, 2018 3/15 center or technology, and to adequately deal with the mean-variance relationships of 93 sequencing data. Our method integrates unconstrained and constrained ordination into 94 the same framework, will simplifies the workflow of a microbiome data exploration. It is 95 implemented in R [21] in the form of the RCM package, which enables the creation of 96 annotated graphs of the ordinations. Unlike many other ordination methods, the 97 underlying assumptions of our method are explicitly stated and can be verified through 98 simple diagnostic plots.
99
Comparisons of ordination methods have mainly focused on sample ordination, 100 either from the viewpoint of ordination along a gradient [3, [22] [23] [24] [25] [26] or clustering [4, 27] , 101 and have failed to identify a single best method. They rely mainly on simulated data 102 based on gradients with hypothesized response functions [22] [23] [24] [25] 28] , and on clusters of 103 samples with similar compositions [3, 25, 28] or on real datasets with supposedly known 104 gradients or clusters [3, 25, 26, 28, 29] . Few studies pay attention to the role of the taxa 105 in the ordination, but none of them does so in a quantitative way [3, 28, 30, 31] . Here we 106 present a simulation study that evaluates sample ordination as well as identification of 107 taxa that contribute to the separation of the samples. 3.3.1 [21] . All R-code used for the publication is available in the S1 File. The code for 113 fitting and plotting the RC(M) models can be found in the R-package RCM , which can 114 be installed from https://github.com/CenterForStatistics-UGent/RCM.
115
Datasets 116
The Human Microbiome Project (HMP, V13 region of the 16S rRNA gene) [32] and the 117 American Gut Project (AGP) [33] provide microbiome count datasets of healthy human 118 volunteers. Data from two studies on the colorectal microbiome of cancer patients, 119 referred to as the Zeller data [9] and the Kostic data [34] are also included.
120
Furthermore, a study on several generations of gnotobiotic mice, referred to as the 121 Turnbaugh data [35] , provides non-human microbiome data. A study on microbes in 122 cooling water provides data from a non-mammalian source, referred to as the Props 123 data [36] . All datasets are available in the S2 File.
124
Simulation study 125 mixing proportions of the zero-inflated negative binomial were estimated by maximum 139 likelihood from the AGP data. Datasets were generated with 60 samples and 1000 taxa. 140 Two sets of scenarios were considered. In a first set no biological signal was 141 introduced. The first scenario consisted in simulating data with the negative binomial 142 distribution such that in each of four groups of 15 samples, the sampled library sizes 143 were multiplied with a constant: 0.2, 1, 5 and 10 for the four groups. This generates 144 technical variability that should not be picked up by the ordination method. The 145 second scenario was similar, but now the sampled taxon-wise dispersions were 146 multiplied by 0.2, 1, 2 and 5 for the four groups. The second set of scenarios were 147 designed to represent different types of biological signal that should be detected and 148 visualized by the ordination method. Counts were also generated for 4 equally sized 149 groups of samples, but with different taxa compositions.
150
In the first scenario, which will be referred to as NB, initially one taxa composition 151 was sampled for all the groups. This composition was then altered for every group 152 separately by multiplying a random sample of 10% of the taxon abundances by a fold 153 change of 5 so as to make them differentially abundant (DA). Counts were generated 154 with the negative binomial distribution. The second setting, referred to as NB(cor), was 155 identical to the first, except that counts were generated with between-taxon correlations. 156 These taxon correlation networks were estimated by SpiecEasi [38] on the mid vagina, 157 stool and tongue dorsum datasets of the HMP and on the AGP data. A correlation 158 network was sampled for every Monte Carlo instance. The third scenario, referred to as 159 NB(phy), was also similar to NB, only now a random phylogenetic tree was created for 160 every dataset. Next, the tree was divided into 20 clusters of related taxa, and 161 differential abundance was introduced in one of the clusters with a fold change of 5.
162
This assures that the DA taxa are phylogenetically related, similar to the second 163 approach in [39] . The fourth simulation scenario, which will be referred to as DM, used 164 the Dirichlet multinomial distribution, for which DA is introduced as for the NB 165 scenario. The fifth scenario, referred to as ZINB, was again similar to the NB setup, but 166 used the zero-inflated negative binomial distribution. The DA is introduced only in the 167 count part of the distribution. Further details and additional simulation scenarios can 168 be found in Section 3.1 of the S1 Appendix.
169
Competitor ordination methods
170
As competitor ordination methods we include (1) 
Performance metrics 187
The results of all ordinations on the simulated datasets were evaluated for separation of 188 the sample clusters through silhouettes [44] and through a pseudo F-statistic [29, 45] . 189 The contribution of the taxa to the correct separation of the samples is quantified by 190 the "taxon ratio". This metric is based on the average inner product of the DA taxon 191 scores and the samples scores of samples in which the taxa are known to be 192 differentially abundant. This yields a measure of how much these DA taxa contribute to 193 the separation of the samples. The mean inner product of the non-DA taxon scores with 194 the same sample scores should be small for an ordination method that can discriminate 195 between DA and non-DA taxa. The ratio of the former to the latter mean inner product 196 is the taxon ratio. It is used as a measure of method performance in terms of taxon 
in which u i + v j represents the independence model. The independence model describes 209 the expected counts under the assumption of equal taxa composition in all samples 210 (sample homogeneity). In the current context, exp(u i ) is a measure of sequencing depth 211 of sample i, and exp(v j ) is the mean relative abundance of taxon j. The factor r im is a 212 sample score that captures departure from homogeneity in sample i in dimension m, 213 and s jm is a taxon score for taxon j in dimension m. Because the sample and taxon 214 scores are normalized (see Section 2.1.5 of the S1 Appendix), the parameter ψ m is a 215 measure of overall strength of departure from homogeneity in dimension m. The 216 constant M is the number of dimensions of the ordination, which is usually 2 or 3. This 217 mean model is augmented with a negative binomial count distribution for X ij , which 218 captures the high variance and high zero frequency in microbiome count data [3, 27] .
219
The term M m=1 ψ m r im s jm in Equation 1 can be used to make interpretable biplots for 220 visualizing departures from homogeneity. In 2D one can plot ψ 1 r i1 versus ψ 2 r i2 to 221 obtain a sample ordination plot. Samples close together on this plot depart similarly 222 from homogeneity and thus have similar taxa compositions (see Fig 1B) . To reveal the 223 role of the individual taxa in this ordination, we add the p taxon scores s j1 versus s j2 as 224 arrows on the same plot. The orthogonal projection of (s j1 , s j2 ) on (ψ 1 r i1 , ψ 2 r i2 ) gives 225 description of the estimating algorithm and the construction of biplots, Section 4 for Technical sample-specific variables such as sequencing center and technology are known 234 to affect the observed counts [46] . When these confounding variables are known, they 235 can be included in the RC(M) model. This effectively filters out their effect, similar to 236 conditioning in correspondence analysis [47] . With G an n×k confounder matrix (a 237 subset of Q), model 1 is extended to
In this model, ζ jl is a parameter such that the interaction term ζ jl g il captures the 239 departure from homogeneity of taxon j in sample i due to variable l. As a result, the 240 biological signal term M m=1 ψ m r im s jm is free of the effect of the confounding variables. 241 This is illustrated in Fig 3. Details can be found in Section 2.1.4 of the S1 Appendix.
242
Conditioning on known confounders can be applied in the unconstrained as well as in The idea of a constrained ordination is to visualize the variability in the dataset that can 246 be explained by sample-specific variables [7, 8] . Constrained ordination is traditionally 247 performed by finding an environmental gradient α m for every dimension m. Let c i 248 represent the i th row of C (a subset of Q, excluding G) containing the sample-specific 249 variables for which one wishes to investigate the effect on the taxa composition. The 250 environmental gradient then defines an environmental score h im = α t m c i for every 251 sample i. This h im can be seen as an equivalent of the row score r im , but constrained to 252 be a linear combination of sample-specific variables. Each taxon j is allowed to react to 253 this environmental score in a different way through taxon-specific response functions 254 f jm (h im ). The constrained RC(M) model then becomes
in which u i , v j and ψ m play the same role as in models 1 and 2. The difference with the 256 classical gradient analysis methods is that we use the response functions to model the 257 departure from homogeneity. In this way our method automatically accounts for example of such an ordination. The (approximate) validity of the linearity assumption 274 can be verified through diagnostic plots (see Section 4.4.3 in the S1 Appendix).
275
A more flexible approach to modelling the taxa niches is provided by non-parametric 276 estimation of the response functions with generalized additive models (GAMs) [50] , 277 similar to [20] . It provides possibly improved constrained sample ordination and 278 gradient estimation, but also allows the researcher to study the way the taxa react to functions are frequently used implicitly [7] or explicitly [8, 51] to model unimodal 282 response functions; they are also implemented in the RCM R-package. They are, 283 however, harder to depict in a triplot than linear response functions, while still 284 providing less flexibility than non-parametrically estimated response functions. 285 Moreover, for some taxa the estimated parameters of quadratic response functions may 286 make the response curve convex rather than concave [52] . Results of simulations without signal Boxplots of the pseudo-F statistic for sample clustering (y-axis) for several ordination methods (x-axis) for 100 parametric simulation runs. See Section Competitor ordination methods for the meaning of the abbreviations. All samples have the same mean taxa composition, counts were sampled from the negative binomial distribution. A small pseudo-F value is preferred. Results from the RC(M) method are shaded in grey. Top: Four groups with differences in library sizes. Bottom: Four groups with differences in dispersions. also be seen in S1 Fig, where the correlations between the sample scores and the library 308 sizes for the first three dimensions is shown. It has been noted before that 309 distance-based methods are sensitive to differences in dispersion between different 310 sample groups [3, 12] . Our simulations confirm that all PCoA methods investigated, as 311 well as CoDa, Hellinger distance and our RC(M) method tend to cluster samples with 312 the same dispersion levels together, even when all samples have equal taxa compositions 313 (see Fig 5) .
314

Biological Signal Simulations
315
As shown in Fig 6, he biological signal is best detected with the RC(M) method (large 316 Silhouette and pseudo-F values) and RC(M) succeeds best in identifying the driving 317 taxa (large taxon ratio). This holds for all scenarios, except for data generated by the 318 Dirichlet multinomial (DM) distribution. Also detrended correspondence analysis 319 (DCA) is good at detecting the important taxa. More results, with similar conclusions, 320 can be found in Section 3 of the S1 Appendix.
Discussion
322
Unconstrained and constrained ordination techniques that are currently employed in 323 microbial ecology rely mainly on eigenvalues/eigenvectors and singular value 324 decompositions. Although having the advantage of computational efficiency, they are 325 too rigid to deal with some of the more peculiar aspects of microbial amplicon 326 sequencing data. For instance, sequencing depths varying between samples and 327 taxon-wise overdispersions are two characteristics of microbiome data that may distort 328 ordinations. One possible reason why these flaws received little attention, is because 329 their underlying assumptions are rarely stated explicitly, and hence they are almost 330 never checked. Researchers in microbial ecology should become more aware of 331 assumptions and limitations of the ordination methods. Ordination methods developed 332 for ecological data with directly observed species counts may no longer be valid for 333 sequencing data, because sequencing counts are only a proxy of abundance and the 334 biological and technical variability show specific characteristics. Dimension reduction for 335 plotting inevitably entails information loss, but using ordination methods that are 336 inappropriate for the data type may yield misleading results.
337
Distance-based methods are currently very popular ordination methods in 338 microbiomics. However, by calculating distances between samples, the information on 339 which taxa discriminate the samples is discarded. As a result, distance based methods 340 cannot directly identify which taxa drive the differences between samples, limiting their 341 use for data exploration.
342
Compositional data analysis (CoDa) analyzes ratios between taxon counts rather 343 than the counts themselves. Although sequencing data often should be treated as 344 compositional indeed, these methods ignore the count origin and the associated 345 heteroscedasticity. As a result, the sample scores of their ordinations correlate strongly 346 with the library sizes, which are considered as technical artefacts. This is highly 347 problematic for the interpretation of their ordination diagrams. Especially in datasets 348 with a low signal-to-noise ratio, differences in library sizes, rather than biological signal, 349 may be depicted in the ordination graphs. Because of the common association of library 350 sizes with sample-specific variables, this may incorrectly confirm the researcher's prior 351 beliefs in differences in microbiome composition, whereas actually none exist. The performance of ordination methods can be assessed quantitatively through 370 simulations. Our comprehensive simulation study confirms a good performance of the 371 RC(M) method, both in terms of sample separation as in the identification of taxa that 372 contribute to these separations. The RC(M) method is not sensitive to library size variation, but, just as many other ordination methods, it is somewhat sensitive to 374 differences in dispersions. 375 We believe the potential of row-column interaction models is underemployed in the 376 analysis of all types of high-dimensional data, despite the availability of contemporary 377 fitting algorithms and computing power. However, given the reasonably good 378 performance of CoDa techniques in our simulations, a combination of log-linear models 379 that correctly model the mean-variance structure, and models that account for 380 compositionality would probably further improve visualization methods for the 381 microbiome.
382
Constrained ordinations include sample-specific variables in the visualization. Thanks to Ruben Props and Chris Callewaert for fruitful discussions on the application 399 of our method, and to Chris Callewaert for extensively testing the RCM R-package.
400
Supporting information 401 S1 Appendix A detailed discussion of the RC(M) method, with illustrations on real 402 datasets. Further, a detailed description of the setup and results of the simulation study, 403 followed by a list of software versions. 404 S1 File Auxiliary R-code All R-code for making the graphs shown in the 405 publication, along with the code for the simulation study. 
