Abstract. We present finite sets of generators of the full automorphism groups of three singular K3 surfaces, on which the alternating group of degree 6 acts symplectically. We also present a finite set of generators of the full automorphism group of an associated Enriques surface, on which the Mathieu group M 10 acts.
Introduction
For a complex K3 surface X, we denote by S X the Néron-Severi lattice of X with the intersection form , S : S X × S X → Z, and by T X the orthogonal complement of S X in H 2 (X, Z) with respect to the cup-product. We call T X the transcendental lattice of X. A complex K3 surface is said to be singular if the rank of S X attains the possible maximum 20. By the result of Shioda and Inose [35] , the isomorphism class of a singular K3 surface X is determined uniquely by its transcendental lattice T X with the orientation given by the class [ω X ] ∈ T X ⊗ C of a nowhere-vanishing holomorphic 2-form ω X on X. Shioda and Inose [35] also showed that the automorphism group Aut(X) of a singular K3 surface X is infinite. It is an important problem to determine the structure of the automorphism groups of singular K3 surfaces.
In this paper, we study the automorphism groups of the following three singular K3 surfaces X 0 , X 1 , X 2 ; the Gram matrices of the transcendental lattice T k := T X k of X k is (1.1) 6 0 0 6 for k = 0, 2 0 0 12 for k = 1, 2 1 1 8 for k = 2.
(Note that the inversion of the orientation of T k does not affect the isomorphism class of the singular K3 surface in these three cases. See, for example, [34] .) These three K3 surfaces have a common feature in that they admit a symplectic action by the alternating group A 6 of degree 6. By the classification due to Mukai [19] , we know that A 6 is one of the eleven maximal finite groups that act symplectically on complex K3 surfaces. (See also Kondo [17] and Xiao [40] .) It was proved in [14] that every K3 surface with a symplectic action by A 6 is singular. A characterization of singular K3 surfaces with a symplectic action by A 6 is given in [10] (see also Remark 4.4). The purpose of this paper is to present a finite set of generators of the full automorphism group Aut(X k ) of X k for k = 0, 1, 2. Moreover, we describe the action of Aut(X k ) on the Néron-Severi lattice S k := S X k . Furthermore, we calculate the automorphism group Aut(Z 0 ) of an Enriques surface Z 0 whose universal cover is X 0 .
Let X be a K3 surface. We let Aut(X) act on X from the left, and hence on S X from the right by the pull-back. We denote by ϕ X : Aut(X) → O(S X ) the natural representation of Aut(X) on S X , where O(S X ) is the orthogonal group of the lattice S X . Since the action of Aut(X) on H 2 (X, C) preserves the one-dimensional subspace H 2,0 (X), we also have a natural representation λ X : Aut(X) → GL(H 2,0 (X)) = C × .
An automorphism g ∈ Aut(X) is said to be symplectic if λ X (g) = 1, whereas we say that g is purely non-symplectic if the order of g is > 1 and equal to the order of λ X (g) ∈ C × . For a subgroup G of Aut(X), the subgroup Ker λ X ∩ G consisting of symplectic automorphisms belonging to G is called the symplectic subgroup of G. Let ι ∈ Aut(X) be an involution. If ι is symplectic, then the quotient X/ ι is birational to a K3 surface. Otherwise, X/ ι is birational to either an Enriques surface or a rational surface. According to these cases, we say that ι is an Enriques involution or a rational involution.
Recall that the Néron-Severi lattice S X is canonically isomorphic to the Picard group of X. A vector h ∈ S X with n := h, h S > 0 is called a polarization of degree n if the complete linear system |L h | associated with a line bundle L h → X whose class is h is non-empty and has no fixedcomponents. For a polarization h ∈ S X , we denote the automorphism group of the projective model of the polarized K3 surface (X, h) by Aut(X, h) := { g ∈ Aut(X) | h g = h }.
It is easy to see that Aut(X, h) is a finite group. Let h ∈ S X be a polarization of degree 2. Then the Galois transformation of the generically finite morphism X → P 2 of degree 2 induced by |L h | gives rise to a rational involution τ (h) : X → X of X, which we call the double-plane involution associated with h.
Let X k (k = 0, 1, 2) be the three singular K3 surfaces defined above. Recall that S k is the Néron-Severi lattice of X k . We have the following: Proposition 1.1. The action ϕ X k of Aut(X k ) on S k is faithful.
Hence Aut(X k ) can be regarded as a subgroup of the orthogonal group O(S k ).
Our main results are as follows: Theorem 1.2. (0) The group Aut(X 0 ) is generated by a purely non-symplectic automorphism ρ (0) 0 of order 4 and 3 + 12 double-plane involutions τ (h [1] 0 ), . . . , τ (h [3] 0 ), τ (h ).
There exists an ample class a 0 ∈ S 0 with a 0 , a 0 S = 20 such that Aut(X 0 , a 0 ) is a finite group of order 1440. This group Aut(X 0 , a 0 ) is generated by ρ (0) 0 and τ (h [1] 0 ), . . . , τ (h [3] 0 ). The symplectic subgroup of Aut(X 0 , a 0 ) is isomorphic to A 6 . There exists a unique Enriques involution ε (0) 0 in Aut(X 0 , a 0 ), and the center of Aut(X 0 , a 0 ) is generated by ε (1) The group Aut(X 1 ) is generated by a symplectic involution σ ).
There exists an ample class a 1 ∈ S 1 with a 1 , a 1 S = 30 such that Aut(X 1 , a 1 ) is isomorphic to the group PGL 2 (F 9 ) of order 720. This group Aut(X 1 , a 1 ) is generated by τ (h [1] 1 ), . . . , τ (h [3] 1 ), and its symplectic subgroup is isomorphic to PSL 2 (F 9 ) ∼ = A 6 .
(2) The group Aut(X 2 ) is generated by 3 + 7 double-plane involutions τ (h [1] 2 ), . . . , τ (h [3] 2 ), τ (h
2 ), . . . , τ (h
2 ).
There exists an ample class a 2 ∈ S 2 with a 2 , a 2 S = 12 such that Aut(X 2 , a 2 ) is isomorphic to the group PGL 2 (F 9 ). This group Aut(X 2 , a 2 ) is generated by τ (h [1] 2 ), . . . , τ (h [3] 2 ), and its symplectic subgroup is isomorphic to PSL 2 (F 9 ) ∼ = A 6 . Remark 1.3. Part of the assertion on Aut(X 0 , a 0 ) in Theorem 1.2 was proved in [14] , and the group structure of Aut(X 0 , a 0 ) was completely determined in [15] . The problem of determining the full automorphism group Aut(X 0 ) was suggested in [14] .
In fact, in Corollary 3.5, we give an explicit basis of S k by means of a Shioda-Inose elliptic fibration on X k (see Definition 3.1). Using this basis, we obtain automorphisms generating Aut(X k ) in the form of 20×20 matrices belonging to O(S k ) by Borcherds method ( [1] , [2] ). We then extract geometric properties of these automorphisms from their matrix representations computationally. Because of the size of the data, however, it is impossible to present all of these matrices in this paper. Instead, in Tables 8.3 k ) by the method described in Section 7. Moreover, we present the ADE-type of the singularities of the branch curve of the double covering X k → P 2 induced by these polarizations. The matrices of the purely non-symplectic automorphism ρ (0) 0 ∈ Aut(X 0 ), the Enriques involution ε (0) 0 ∈ Aut(X 0 ), and the symplectic involution σ (4) 1 ∈ Aut(X 1 ) are given in Tables 8.2, 8 .1 and 8.6, respectively. We also present the ample classes a k in Table 5 .2. For the readers' convenience, we put the matrices of the generators of Aut(X k ) and other computational data in the author's web paper [32] .
Let X be a K3 surface, and let P(X) denote the connected component of {x ∈ S X ⊗ R | x, x S > 0} containing an ample class. We put N (X) := { x ∈ P(X) | x, C S ≥ 0 for any curve C on X }.
Then Aut(X) acts on N (X). Next we investigate this action for X = X 0 , X 1 , X 2 .
Let L be an even hyperbolic lattice with the symmetric bilinear form , L , and let P(L) be one of the two connected components of {x ∈ L ⊗ R | x, x L > 0}, which we call a positive cone of L. We let the orthogonal group O(L) of L from the right, and put
which is a subgroup of O(L) with index 2. For v ∈ L ⊗ R with v, v L < 0, we denote by (v) ⊥ the real hyperplane
Let W (L) denote the subgroup of O + (L) generated by all the reflections s r : x → x + x, r L · r in the mirrors (r) ⊥ for r ∈ R(L). We call W (L) the Weyl group of L. The closure in P(L) of each connected component of the complement
We denote by L ∨ the dual lattice Hom(L, Z) of L, which contains L as a submodule of finite index and hence is canonically embedded into L ⊗ Q. A closed subset Σ of P(L) with non-empty interior is said to be a chamber if there exists a set ∆ of L ∨ such that v, v L < 0 for every v ∈ ∆, such that the family of hyperplanes {(v) ⊥ | v ∈ ∆} is locally finite in P(L), and such that
⊥ is a wall of Σ, and such that x, v L > 0 holds for an interior point x of Σ; that is, ∆(Σ) is the set of primitive outward defining vectors of walls of Σ. We say that Σ is finite if ∆(Σ) is finite. By Riemann-Roch theorem, we know that the cone N (X) is a chamber in the positive cone P(X) containing an ample class of X, and that N (X) is a standard fundamental domain of the action of the Weyl group W (S X ) on P(X). Moreover ∆(N (X)) is equal to the set of all primitive vectors v ∈ S ∨ X such that nv is the class of a smooth rational curve on X for some positive integer n. (See, for example, [24] .)
The next result describes the chamber N (X k ) of the three singular K3 surfaces X k . Theorem 1.4. Let k be 0, 1 or 2, and let a k be the ample class of X k given in Theorem 1.2. Then there exists a finite chamber D (0) in P(X k ) with the following properties;
(i) the ample class a k is in the interior of D (0) , and the stabilizer subgroup
⊥ is a wall of D (0) that is not a wall of N (X k ), then there exists a unique chamber of
Therefore N (X k ) is tessellated by the chambers D (0)g , where g runs through a complete set of representatives of Aut(X k , a k )\ Aut(X k ). In fact, this tessellation extends to a tessellation of P(X k ) by the chambers D (0)g , where g runs through a complete set of representatives of Aut(D (0) )\O + (S k ), where 
⊥ is called the induced chamber adjacent to D (0) across (v) ⊥ . In fact, we can write all elements of the set ∆(D (0) ) explicitly in terms of the fixed basis of S k . Note that Aut(X k , a k ) acts on ∆(D (0) ). We describe this action and clarify the meaning of the generators of Aut(X k ) given in Theorem 1.2. Table 1 .1 under the action of Aut(X k , a k ).
If v ∈ o 0 , then v is the class of a smooth rational curve on X k , and hence (v) ⊥ is a wall of N (X k ).
If k = 1 and v ∈ o ′ 0 , then 2v is the class of a smooth rational curve on X 1 , and hence (v) ⊥ is a wall
In Table 1 .1, the cardinality |o i | of each orbit o i is presented. The rational number ν indicates the square-norm v, v S of the primitive vectors v ∈ o i , and α indicates a k , v S for v ∈ o i .
An involution of X k that maps D (0) to the adjacent chamber D (i) is not unique. For i ≥ 0, we put + (the number of rational involutions) .
In Table 1 .1, the cardinality of the set Invols 
is an interior point of the adjacent chamber D (i) , and does not depend on the choice of ι ∈ Invols
k , a k S shows the degree of a (i) k with respect to a k . As a corollary, we obtain the following: Corollary 1.7. The action of Aut(X k ) on the set of smooth rational curves on X k is transitive for k = 0 and k = 2, whereas this action has exactly two orbits for k = 1.
Borcherds method ( [1] , [2] ) has been applied to the studies of the automorphism groups of K3 surfaces by several authors. We briefly review these works. In [16] , Kondo applied it to the Kummer surface associated with the Jacobian variety of a generic genus 2 curve. In [7] , Kondo and Dolgachev applied it to the supersingular K3 surface in characteristic 2 with the Artin invariant 1. In [8] , Keum and Dolgachev applied it to the quartic Hessian surface. In [13] , Kondo and Keum applied it to the Kummer surfaces associated with the product of elliptic curves. In [18] , Kondo and the author applied it to the supersingular K3 surface in characteristic 3 with the Artin invariant 1. In [38] , Ujikawa applied it to the singular K3 surface whose transcendental lattice is of discriminant 7. The singular K3 surfaces whose transcendental lattices are of discriminant 3 and 4 had been studied by Vinberg [39] by another method. On the other hand, in [11] , we have shown that, in some cases, Borcherds method requires too much computation to be completed.
The complexity of our results suggests that the computer-aided calculation is indispensable in the study of automorphism groups of K3 surfaces. The procedure to execute Borcherds method on a computer has been already described in [31] . In fact, a part of the result on Aut(X 2 ) has been obtained in [31] . In [31] , however, we did not discuss the problem of converting a matrix in O(S X ) to a geometric automorphism of X. In the present article, we give a method to derive geometric information of automorphisms from their action on S X . It turns out that the notion of splitting lines ( [30] , [33] ) is useful to describe the geometry of double plane models of X k associated with the double-plane involutions of X k . See Section 9 for examples.
The Enriques involution ε (0) 0 in Aut(X 0 , a 0 ) has been detected also by Mukai and Ohashi [20] . The Enriques surface
plays an important role in their classification of finite semi-symplectic automorphism groups of Enriques surfaces.
By the explicit description of Aut(X 0 ) and the chamber D (0) in N (X 0 ) presented above, we can calculate the full automorphism group Aut(Z 0 ) of the Enriques surface Z 0 . Let S Z denote the Néron-Severi lattice of Z 0 with the intersection form , Z . Then S Z is an even unimodular hyperbolic lattice of rank 10. We have the following:
is injective.
Therefore we can regard Aut(Z 0 ) as a subgroup of O(S Z ). Let Cen(ε (0) 0 ) be the centralizer subgroup
0 in Aut(X 0 ). Since X 0 is the universal covering of Z 0 , we have a natural surjective homomorphism
0 ). The subgroup ζ(Aut(X 0 , a 0 )) of Aut(Z 0 ) with order 720 is generated by
0 )). We have the following: Theorem 1.9. The finite subgroup ζ(Aut(X 0 , a 0 )) of Aut(Z 0 ) is isomorphic to the Mathieu group M 10 . The double-plane involution τ (h
In fact, we present the generators (1.2) and ζ(τ (h (3) 0 )) of Aut(Z 0 ) in the form of 10 × 10 matrices with respect to a certain basis of S Z (see Table 10 .4). Moreover, we describe a chamber D (0) Z of S Z that plays the same role to Aut(Z 0 ) as the role D (0) plays to Aut(X 0 ). To the best knowledge of the author, Theorem 1.9 is the first example of the application of Borcherds method to the study of automorphism groups of Enriques surfaces. This paper is organized as follows. In Section 2, we fix notions and notation about lattices, and present three elementary algorithms that are used throughout this paper. In Section 3, we give a basis of S k in Corollary 3.5, and a computational criterion for a vector in S k to be nef in Corollary 3.6. In Section 4, we give a computational characterization of the image of the natural homomorphism ϕ X k from Aut(X k ) to O(S k ) and prove Proposition 1.1. In Section 5, we confirm that the requirements to use Borcherds method given in [31] are fulfilled in the cases of our singular K3 surfaces X k , obtain a finite set of generators of Aut(X k ) in the form of matrices in O(S k ) by this method, and prove Theorems 1.4 and 1.5. The embedding of S k into the even unimodular hyperbolic lattice L 26 of rank 26 given in Table 5 .1 is the key of this method. In Section 6, we give an algorithm to calculate the set of classes of smooth rational curves of a fixed degree on a polarized K3 surface. This algorithm plays an important role in the study of splitting lines of double plane models of K3 surfaces. In Section 7, we review a general theory of the involutions of K3 surfaces. In Section 8, we prove Theorem 1.2. In Section 9, we investigate some automorphisms on X k in details by means of the notion of splitting lines. In Section 10, we prove Proposition 1.8 and Theorem 1.9 on the Enriques surface Z 0 .
This work was partially completed during the author's stay in National University of Singapore in August 2014. He express his gratitude to this institution for its great hospitality. Thanks are also due to Professors Shigeru Mukai, Yoshinori Ohashi and De-Qi Zhang for discussions.
Conventions. Throughout this paper, we work over C. Every K3 surface is assumed to be algebraic. The symbol Aut denotes a geometric automorphism group, whereas Aut denotes a latticetheoretic automorphism group.
Computational tools
2.1. Lattices. A lattice is a free Z-module L of finite rank with a non-degenerate symmetric bilinear form , L : L × L → Z. Suppose that a basis e 1 , . . . , e n of a lattice L is given. The n × n matrix ( e i , e j L ) is called the Gram matrix of L with respect to the basis e 1 , . . . , e n . The discriminant disc L of L is the determinant of a Gram matrix of L. The group of isometries of a lattice L is denoted by O(L). We let O(L) act on L from the right, and, when a basis of L is given, each vector of L ⊗ R is written as a row vector. A lattice L is even if v, v L ∈ 2Z holds for any v ∈ L. The signature of a
lattice L is the signature of the real quadratic space L ⊗ R. A lattice L of rank n is hyperbolic if n > 1 and its signature is (1, n − 1), whereas L is negative-definite if its signature is (0, n).
The classification of root lattices is well-known (see, for example, Ebeling [9] ). The roots in the indecomposable root systems of type A l , D m and E n are labelled as in Figure 2 .1. We denote by L(m) the lattice obtained from L by multiplying , L by m, and we put L − := L(−1). For a subset A of a lattice L, we denote by A the Z-submodule of L generated by the elements in A.
For an even lattice L, we denote by L ∨ the dual lattice Hom(L, Z) of L, and by
the discriminant form of L. See Nikulin [21] for the definition and basic properties of discriminant forms. The automorphism group of the finite quadratic form
. . , M l ) denote the square matrix obtained by putting M 1 , . . . , M l diagonally in this order and putting 0 on the other part.
Three algorithms.
We use the following algorithms throughout this paper. See Section 3 of [33] for the details. Let L be a lattice. We assume that the Gram matrix of L with respect to a certain basis is given.
can be effectively calculated.
Bases of the Néron-Severi lattices
In order to express elements of Aut(X k ) in the form of 20 × 20 matrices in O(S k ), we have to fix a basis of S k . For this purpose, we review the theory of elliptic fibrations on K3 surfaces. See [36] or [28] for the details.
Let φ : X → P 1 be an elliptic fibration on a K3 surface X with a zero-section σ 0 : P 1 → X. We denote by f φ ∈ S X the class of a fiber of φ, by z φ ∈ S X the class of the image of σ 0 , and by MW φ the Mordell-Weil group of φ. We put
and, for v ∈ R φ , let Θ φ,v ⊂ S X denote the sublattice spanned by the classes of irreducible components of φ −1 (v) that are disjoint from σ 0 . Then each Θ φ,v is an indecomposable root lattice. We put
Then U φ is an even hyperbolic unimodular lattice of rank 2, and we have
The sublattice Shioda and Inose [35] showed that every singular K3 surface has a Shioda-Inose elliptic fibration. Let X be a singular K3 surface with a Shioda-Inose elliptic fibration φ : X → P 1 . Let v and v ′ be the two points in R φ such that φ −1 (v) and φ −1 (v ′ ) are of type II * , and let e 1 , . . . , e 8 (resp. e 
span a hyperbolic unimodular sublattice Triv
φ be the sublattice of V φ generated by the vectors r ∈ V φ with r, r V = −2, where , V is the symmetric bilinear form of the sublattice V φ of S X . By (3.1) and (3.2), we obtain
We apply these results to our three singular K3 surfaces X k .
Proof. By (3.4) and the fact that Triv
. Note that V φ is an even negative-definite lattice of rank 2 with discriminant 36 (resp. 24, resp. 15) if k = 0 (resp. k = 1, resp. k = 2). We can make a complete list of isomorphism classes of negative-definite lattices of rank 2 with a fixed discriminant d by the classical method of Gauss (see Chapter 15 of [6] , for example). Looking at this list for d = 36, 24 and 15, we conclude that
Remark 3.3. In general, the isomorphism class of the lattice V φ depends on the choice of the ShiodaInose elliptic fibration φ. See, for example, [26] or [29] .
1 be a Shioda-Inose elliptic fibration on X k , and let v and v ′ be as above.
(0) Suppose that k = 0. Then we have R φ = {v, v ′ }, and MW φ is a free Z-module of rank 2 generated by elements σ 1 , σ 2 such that the vectors
form a basis of V φ with the Gram matrix
(1) Suppose that k = 1. Then there exists a point v ′′ ∈ P 1 such that R φ is equal to {v, v ′ , v ′′ }, and
the zero-section σ 0 . Then MW φ is a free Z-module of rank 1 generated by an element σ 2 such that the vectors
(2) Suppose that k = 2. Then there exists a point v ′′ ∈ P 1 such that R φ is equal to {v, v ′ , v ′′ }, and
Then MW φ is a free Z-module of rank 1 generated by an element σ 2 such that the vectors (3.8)
Proof. By Proposition 3.2, V φ has a basis s 1 , s 2 with respect to which the Gram matrix of V φ is M k . Since
we have
wheres 2 := s 2 mod s 1 . By (3.5), the assertions on R φ , the type of φ −1 (v ′′ ) for k = 1 and 2, and the structure of MW φ are proved. Note that, for an arbitrary element σ ∈ MW φ , we have
and, when k = 1 or 2, we have
and its square-norm is
, z φ S = 1 and the equality (3.6) follows.
Suppose that k = 1 or 2. Changing s 1 , s 2 to −s 1 , −s 2 if necessary, we can assume that
Note that t ∈ Z ≥0 and u ∈ {0, 1}. Then we have
Suppose that k = 1. If u = 1, then we obtain x = 2y from (3.9) and s 1 , s 2 S = 0, and hence x 2 (−7/2 − 2t) = −12 holds from (3.10) and s 2 , s 2 S = −12. Since the equation x 2 (−7/2 − 2t) = −12 has no integer solutions, we have u = 0. Then y = 0 and x 2 (−4 − 2t) = −12 hold. The only integer solution of x 2 (−4 − 2t) = −12 is t = 4 and x = ±1. Therefore, changing s 2 to −s 2 if necessary, we obtain (3.7). Suppose that k = 2. Since s 1 , s 2 S = −1, we obtain u = 1 and x = 2y − 1 from (3.9). Substituting x = 2y − 1 in s 2 , s 2 S = −8, we obtain a quadratic equation
which has an integer solution only when t = 2. When t = 2, we have (x, y) = (−1, 0) or (1, 1). Changing s 2 to −s 2 + s 1 if necessary, we obtain (3.8).
Corollary 3.5. The Néron-Severi lattice S k of X k has a basis 
where Throughout this paper, we use the basis (3.11) of S k , and the Gram matrix G k of S k . Recall that O(S k ) acts on S k from the right, so that we have
Next we investigate the chamber
By the definition of f φ and z φ , we see that the vector a ′ k := 2f φ + z φ of square-norm 2 is nef, and hence is contained in N (X k ). Moreover the set (3.12) 
A nef vector v ∈ S k with v, v S > 0 is ample if and only if
Using Corollary 3.6 and Algorithms 2.2 and 2.3, we can determine whether a given vector v ∈ S k is nef or not, and ample or not.
Application of Torelli theorem to X k
Let X be a K3 surface. The second cohomology group H 2 (X, Z) considered as an even unimodular lattice by the cup-product is denoted by H X . By Proposition 1.6.1 of [21] , the even unimodular overlattice H X of S X ⊕ T X induces an isomorphism
We regard the nowhere-vanishing holomorphic 2-form ω X on X as a vector of
For positive integers n, we define the subgroups C X (n) of C X by
Then we have C X (1) = {id}. We denote by
the natural homomorphisms, and by
. More precisely, an isometry γ ∈ O(S X ) extends to an isometryγ of H X that satisfies ωγ X = λ ω X with λ n = 1 if and only if
. By Torelli theorem for complex algebraic K3 surfaces due to Piatetski-Shapiro and Shafarevich [23] , we have the following. Recall that we have the natural representations ϕ X : Aut(X) → O(S X ) and
Theorem 4.1. The kernel of ϕ X is isomorphic to
The image of ϕ X is equal to
We apply Theorem 4.1 to our singular K3 surfaces X k . Let t 1 , t 2 be the basis of T k with the Gram matrix (1.1). We denote by , T the symmetric bilinear form of T k . We have
up to multiplicative constants, and the subgroup
(Note that C k does not depend on the choice of the two possibilities of ω X k in (4.2).)
Proof of Proposition 1.1. By direct calculations, we see that
The embedding
be the isomorphism induced by δ.
Proof. By direct calculations, we see that η T (C k ) is a normal subgroup of O(q T k ). Since δ * H and δ * are conjugate, we obtain the proof.
Therefore we can calculate the subgroups
of O(q SX ), even though we do not know the isomorphism δ H . Combining these with Proposition 1.1, we obtain the following computational criterion: respectively. Suppose that X is a K3 surface on which A 6 acts symplectically. Then Table 10 .3 of [10] ). Hence X is singular, and its transcendental lattice is isomorphic to the orthogonal complement of an invariant polarization in
Borcherds method
Let L 26 be an even unimodular hyperbolic lattice of rank 26, which is unique up to isomorphism (see, for example, Chapter V of [27] 
where U ell and E ∨ .
Note that we have w 0 , w 0 L = 0. Let P(L 26 ) be the positive cone of L 26 that contains w 0 in its closure. The real hyperplanes 
Then the chamber
is a Conway chamber, and (r) ⊥ is a wall of D (0) for any r ∈ W 0 .
Proof. By [5] and [3] , it is enough to prove that w 0 ⊥ / w 0 is isomorphic the negative-definite Leech lattice; that is, w 0 ⊥ / w 0 is an even negative-definite unimodular lattice with no vectors of squarenorm −2. The vector 
Since the vectors in W 0 span L 26 , the vector w 0 is uniquely determined by the condition w 0 , r L = 1 for any r ∈ W 0 . Therefore
Definition 5.4. We call the vector w 
and ε k (s 1 ), ε k (s 2 ) are given in 
of L 26 . We can easily confirm that ε k is a primitive embedding of the lattice S k into L 26 by using the Gram matrices (3.5) and (5.2). From now on, we consider S k as a primitive sublattice of
By Proposition 1.6.1 of [21] , the even unimodular overlattice
Since R k is negative-definite, we can calculate all elements of O(R k ) and their images by the natural homomorphism
and see that η R is surjective. In particular, by Proposition 1.4.2 of [21] , we have the following:
It is easy to see that ε k maps P(X k ) into P(L 26 ). As will be seen in the proof of Theorems 1.4 and 1.5 below, this definition coincides with the definition of induced chambers in Introduction.
By definition, P(X k ) is tessellated by induced chambers, and for a wall (v) ⊥ of an induced chamber D, we can define the induced chamber adjacent to D across the wall (v)
⊥ . By Proposition 5.5, we have the following:
Corollary 5.7. The action of G k on P(X k ) preserves the tessellation of P(X k ) by induced chambers.
If r ∈ S k satisfies r, r S = −2, then we obviously have r, r L = −2. Therefore a wall of N (X k ) is the intersection of a wall of a Conway chamber and P(X k ). Hence, if D is an induced chamber, then either D is contained in N (X k ) or the interior of D is disjoint from N (X k ). Therefore N (X k ) is also tessellated by induced chambers.
We denote by pr S :
, we put r S := pr S (r).
Using the fact that R k contains a vector of square-norm −2 and hence cannot be embedded into the negative-definite Leech lattice, we have the following: Proposition 5.8 (Algorithm 5.8 in [31] ). Suppose that the Weyl vector w of a Conway chamber D is given. Then the set
is finite and can be effectively calculated.
We put
Then a k is a primitive vector of S k contained in P(X k ). Its coordinates with respect to the basis (3.11) are given in Table 5 .2. The square-norm a k , a k S is given in Theorem 1.2.
Proposition 5.9. The closed subset
is an induced chamber that contains a k in its interior and is contained in N (X k ). In particular, a k ∈ S k is ample.
Proof. For a vector r ∈ L 26 with r, r L = −2, the subset (r)
∅ if r S = 0 and r S , r S S ≥ 0.
Moreover, because the embedding ε k maps P(X k ) into P(L 26 ), if r ∈ W 0 satisfies r S = 0 and r S , r S S ≥ 0, then every point x of P(X k ) satisfies r S , x S > 0. Note that r ∈ W 0 satisfies r S = 0 if and only if r ∈ R k .
We first show that a k is an interior point of the closed subset D (0) of P(X k ). We calculate the finite set ∆ w0 = {r ∈ W 0 | r S , r S S < 0} by
where B k is defined by (3.12) and given in (3.13). By Corollary 3.6, we see that a k is ample. Since N (X k ) and the interior of D (0) have a common point a k , we see that
Proof of Theorems 1.4 and 1.5. By the results proved so far, the assumptions required to use the main algorithm (Algorithm 6.1) of [31] are satisfied. We calculate the set ∆(D (0) ) of primitive outward defining vectors of walls of D (0) from the set ∆ w0 above by Algorithm 3.17 of [31] . Since ∆(D (0) ) generate S k ⊗ R, we can calculate the finite group
by Algorithm 3.18 of [31] . Since a k is an interior point of D (0) and the action of G k preserves the decomposition of P(X k ) into the union of induced chambers by Proposition 5.5, we have
Indeed, a k is proportional to the sum of the vectors in the orbit o 0 calculated bellow. Thus we can calculate all elements of the finite group Aut(X k , a k ) in the form of matrices. Thus we obtain the set Invols
k of involutions in Aut(X k , a k ). We then calculate the orbits of the action of Aut(X k , a k ) on ∆(D (0) ). Let o i be an orbit. We choose a vector v i ∈ o i . Suppose that there exists a positive integer n such that nv i ∈ S k and n 
. It turns out that there does exist such an isometryγ
k . Hence all induced chambers in N (X k ) are congruent under the action of G k , and Aut(X k ) is generated by Aut(X k , a k ) and the isometriesγ (i) k . Finally, we calculate the set
By the work in this section, we have obtained a finite set of generators of Aut(X k ) in the form of matrices in O(S k ). Our next task is to realize them geometrically.
Smooth rational curves on a K3 surface
From now on to Section 9, we omit the subscript S in , S . 6.1. An algorithm to calculate the classes of smooth rational curves. In order to obtain geometric information of an automorphism g of a K3 surface X from its action v → v g on the Néron-Severi lattice S X of X, we introduce the following computational tool.
Proposition 6.1. Let h ∈ S X be a polarization of degree n := h, h > 0. Suppose that an ample class a ∈ S X is given. Then, for each non-negative integer d, we can calculate effectively the set C d (h) of the classes of smooth rational curves Γ on X such that h, Γ = d.
First we prove two lemmas. In the following, we fix a nef class h ∈ S X and an ample class a ∈ S X . (i) The vector v is not the class of a smooth rational curve.
(ii) There exists a smooth rational curve Γ satisfying the following:
Suppose further that h is a polarization of degree n := h, h > 0 and that h, v > 0. Then the above two conditions are equivalent to the following:
(iii) There exists a smooth rational curve Γ satisfying the following:
Proof 
), and [h]
⊥ is negative-definite because h, h > 0, we obtain Ξ 0 = 0, which contradicts the assumption (i). Hence Ξ 0 , Γ 0 = 1, and therefore there exists a curve Γ i among Γ 1 , . . . , Γ m , say Γ 1 , such that
m).
We consider the following property P k :
We have shown that the property P 0 holds. (The property (c) is vacuous for P 0 .) Claim 6.4. Suppose that the property P k holds. Then, after renumbering of Γ k+1 , . . . , Γ m , the property P k+1 holds.
Proof of Claim 6.4. Since Ξ k , Γ k = 1 and Γ k / ∈ {Γ k+1 , . . . , Γ m }, there exists a unique element, say Γ k+1 , in the set {Γ k+1 , . . . , Γ m } such that Γ k , Γ k+1 = 1 and Γ k , Γ j = 0 for j > k + 1. Then we have that
that Γ 0 , . . . , Γ k+1 form an A k+2 -configuration of smooth rational curves, and that Γ i , Γ j = 0 if i < k +1 and j > k +1. Therefore it is enough to show that Ξ k+1 , Γ k+1 = 1. We have Σ k , Σ k = −2 by (b) for the property P k , and Σ k , Ξ k = 1 by (c) and
If l > k + 1, then we have Γ i , Γ l = 0 for i ≤ k, and hence D, Γ l = Ξ k , Γ l < 0, which contradicts the assumption (6.2). Hence we have l = k + 1. From
and Ξ k+1 , Γ k+1 ≥ 0 by (6.3), we see that Ξ k+1 , Γ k+1 = 0 or 1. If Ξ k+1 , Γ k+1 = 0, then Ξ k+1 , Σ k+1 = 0 by (c) for P k+1 and, from D 2 = (Ξ k+1 + Σ k+1 ) 2 = −2 and Σ 2 k+1 = −2 by (b) for P k+1 , we have Ξ ⊥ , we have Ξ k+1 = 0, and hence D = Σ k+1 . Then D, Γ k+1 < 0, which contradicts the assumption (6.2). Therefore Ξ k+1 , Γ k+1 = 1.
Since the property P 0 holds, the property P m holds by Claim 6.4, which says that Γ 0 , . . . , Γ m form an A m+1 -configuration. This contradicts (6.2) for i = m.
Proof of Proposition 6.1. Since h, h > 0, we can calculate the finite set
by Algorithm 2.2. Suppose that d = 0. We decompose V 0 into the disjoint union of subsets
Then the union of
Suppose that h ∈ S X is a polarization of degree n := h, h > 0. Let
be the Stein factorization of the morphism Φ h induced by the complete linear system |L h | associated with a line bundle L h → X whose class is h. Then X h has only rational double points as its singularities, and ρ h is the minimal resolution of singularities. The set C 0 (h) is equal to the set of classes of smooth rational curves contracted by ρ h . In particular, the dual graph of C 0 (h) is a disjoint union of indecomposable root systems of type A l , D m or E n (see Figure 2 .1). We can calculate the ADE-type of the singular points Sing(X h ) of X h from C 0 (h).
The set C 1 (h) is the set of classes of smooth rational curves that are mapped to lines in P 1+n/2
isomorphically by Φ h ; that is, C 1 (h) is the set of classes of lines of the polarized K3 surface (X, h).
6.2.
Application to projective models.
Definition 6.5. Let (X, h) and (X ′ , h ′ ) be polarized K3 surfaces. We say that (X, h) and (X ′ , h ′ ) have the same line configuration if there exists a bijection
such that we have
(that is, α(C 0 (h)) = C 0 (h ′ ) and α(C 1 (h)) = C 1 (h ′ ) hold), and
We say that the line configuration on (X, h) is full if the union of C 0 (h) and C 1 (h) generates S X .
Proposition 6.6. Suppose that X is singular and that the line configuration on (X, h) is full. Then, up to isomorphism, there exist only a finite number of polarized K3 surfaces (X ′ , h ′ ) that have the same line configuration as (X, h). Moreover all such polarized K3 surfaces (
Proof. Suppose that (X ′ , h ′ ) has the same line configuration as (X, h), and let α be a bijection from
satisfying (6.4) and (6.5). Let S ′′ be the sublattice of S X ′ generated by the union of C 0 (h ′ ) and C 1 (h ′ ). Then α induces an isometryα from S X to S ′′ . Therefore X ′ is singular and disc
where m is the index of S ′′ in S X ′ . Since the number of isomorphism classes of definite lattices of a fixed discriminant is finite, the number of isomorphism classes of singular K3 surfaces X ′ that admit a polarization h ′ with the same line configuration as (X, h) is finite. Note that the isometrỹ α : S X → ∼ S ′ maps h to h ′ , because h is uniquely determined by C 0 (h) and C 1 (h) as a unique vector satisfying r, h = 0 for any r ∈ C 0 (h) and r, h = 1 for any r ∈ C 1 (h). In particular, we have h, h = h ′ , h ′ . For a fixed K3 surface X ′ , the number of polarizations h ′ with a fixed degree is finite up to Aut(X ′ ) by Sterk [37] .
We apply this consideration to our singular K3 surfaces X k . Recall that the inversion of the orientation of T k yields a singular K3 surface isomorphic to X k . Proposition 6.7. Let h be a polarization on X k of degree n := h, h > 0 such that the line configuration on (X k , h) is full. Suppose that (X ′ , h ′ ) has the same line configuration as (X k , h). Then either X ′ is isomorphic to X k , or k = 0 and X ′ is the singular K3 surface with T X ′ = 2 0 0 2 .
Proof. Since X ′ is a singular K3 surface by Proposition 6.6, we have disc T X ′ ≡ 0 or 3 mod 4. By the proof of Proposition 6.6, we see that disc T X ′ = disc T k /m 2 , and if m = 1, then T X ′ ∼ = T k by the proof of Proposition 3.2.
Therefore, if the line configuration of (X k , h) is full, then we can determine the projective model of the polarized K3 surface (X k , h) up to finite possibilities.
Involutions of K3 surfaces
Let X be a K3 surface such that the representation ϕ X : Aut(X) → O(S X ) is injective. Suppose that we are given the action of an involution ι ∈ Aut(X) on S X as a matrix. In this section, we discuss a method to obtain geometric properties of ι from this matrix.
7.1. Types of the involution. Note that we have λ X (ι) = ±1, where λ X is the natural representation of Aut(X) on H 2,0 (X). Since we have assumed that ϕ X is injective, we can determine, by Theorem 4.1, whether ι is symplectic or not by seeing whether η S (ϕ X (ι)) ∈ O(q SX ) is the identity or not.
Suppose that ι is not symplectic. Then we can determine whether ι is Enriques or rational by the following:
Proposition 7.1 (Keum [12] ). Let ι : X → X be an involution. We put 
Polarizations of degree 2. We have the following:
Proposition 7.3 (Proposition 0.1 of Nikulin [22] ). Let h ∈ S X be a nef class with n := h, h > 0, and let L h → X be a line bundle whose class is h. Let
be the decomposition of the complete linear system |L h | into the movable part |M | and the sum Z of the fixed components. Then either one of the following holds:
(i) Z is empty, and |L h | defines a morphism Φ h : X → P 1+n/2 . In other words, h is a polarization of degree n. (ii) Z is a smooth rational curve, and |M | contains a member mE, where m = 1 + n/2 and E is a smooth curve of genus 1 satisfying E, Z = 1. The complete linear system |E| defines an elliptic fibration φ : X → P 1 with a zero-section Z. In other words, we have h = mf φ + z φ , where f φ and z φ are defined in Section 3.
Corollary 7.4. Let h ∈ S X be a nef class with n := h, h > 0. Then h is a polarization of degree n if and only if the set
Proof. If the case (ii) of Proposition 7.3 holds, then the class f φ of E is an element of F h . Suppose that the case (i) of Proposition 7.3 holds and that F h contains an element f . Then dim |L f | > 0 and the movable part of |L f | contains a curve that is mapped to a line in P 1+n/2 by Φ h isomorphically, which is absurd. Suppose that a polarization h ∈ S X of degree 2 is given, and let τ (h) ∈ Aut(X) be the associated double-plane involution. We can calculate the matrix of the action of τ (h) on S X by the following method, provided that we have an ample class a ∈ S X . Let
be the Stein factorization of the morphism Φ h induced by the complete linear system |L h |, and let B h be the branch curve of π h : X h → P 2 , which is a plane curve of degree 6 with only simple singularities. Recall that the dual graph of the set C 0 (h) of classes of smooth rational curves contracted by the minimal resolution of singularities ρ h is a disjoint union of indecomposable root systems of type A l , D m or E n in Figure 2. 1. The action of τ (h) on each indecomposable root system R is given as follows.
• If R is of type A l , then τ (h) maps a i to a l+1−i .
• If R is of type D 2k , then τ (h) acts on R as the identity, whereas if R is of type D 2k+1 , then τ (h) interchanges d 1 and d 2 and fixes d 3 , . . . , d 2k+1 .
• If R is of type E 6 , then τ (h) fixes e 1 , e 4 , and interchanges e i and e 8−i for i = 2, 3. If R is of type E 7 or E 8 , then τ (h) acts on R as the identity.
The eigenspace (S X ⊗ Q) + of the action of τ (h) on S X ⊗ Q with the eigenvalue 1 is generated over Q by the class h and the classes in the set
and the eigenspace (S X ⊗ Q) − with the eigenvalue −1 is orthogonal to (S X ⊗ Q) + . Therefore we can determine the action of τ (h) on S X ⊗ Q and hence on S X from the set C 0 (h).
Conversely, suppose that the matrix ϕ X (ι) ∈ O(S X ) of a rational involution ι ∈ Aut(X) is given. We search for a polarization h of degree 2 such that τ (h) = ι. Such a polarization does not necessarily exist. If it exists, however, we can detect it by the following method, with the help of an ample class a ∈ S X . Let d be a positive integer. We calculate the finite set {v ∈ S X | v, v = 2, v, a = d} by Algorithm 2.2, and its subset
For each h ∈ H d , we see whether h is nef or not by Corollary 3.6. If h is nef, then we see whether h is a polarization of degree 2 or not by Corollary 7.4. If h is a polarization of degree 2, then we calculate the matrix ϕ X (τ (h)) by the method described above. If ϕ X (τ (h)) is equal to ϕ X (ι), then we have τ (h) = ι. (Recall that we have assumed that ϕ X is injective.) We start from d = 1 and repeat this process until we find the desired polarization h.
Remark 7.6. It often happens that two different polarizations of degree 2 yield the same double-plane involution. Let h ∈ S X be a polarization of degree 2. The morphism Φ h : X → P 2 factors as
where q is the quotient morphism by τ (h). Then F is a smooth rational surface and β is a succession of blowing-downs of (−1)-curves. There can exist a birational morphism β ′ : F → P 2 other than β. Let h ′ ∈ S X be the class of the pull-back of a line on P 2 by β ′ • q. Then h ′ is a polarization of degree 2 with τ (h) = τ (h ′ ). See Section 9.5 for a concrete example.
Splitting lines.
Definition 7.7. Let (X, h) be a polarized K3 surface of degree 2. A line ℓ on P 2 is a splitting line for (X, h) if the strict transform of ℓ by Φ h has two irreducible components. Let B be a reduced projective plane curve of degree 6. A line ℓ is a splitting line for B if ℓ is not an irreducible component of B and the intersection multiplicity of ℓ and B at each intersection point is even.
By definition, a line ℓ is splitting for (X, h) if and only if ℓ is splitting for the branch curve B h of π h : X h → P 2 . Let Γ be a smooth rational curve on X such that In the proof of Theorems 1.4 and 1.5 in Section 5, we have already calculated, in the form of matrices, all the elements of the finite group Aut(X k , a k ), the set Invols The center of Aut(X 0 , a 0 ) is therefore a cyclic group of order 2 generated by ε (0) 0 given in 0 is purely non-symplectic. There exist three double-plane involutions τ (h [1] 0 ), τ (h [2] 0 ), τ (h [3] 0 ) in Aut(X 0 , a 0 ), where the polarizations h
0 of degree 2 are given in Table 8 .3, such that τ (h [1] 0 ), τ (h [2] 0 ), τ (h [3] 0 ) and ρ (0) 0 generate Aut(X 0 , a 0 ). The subgroup
of Aut(X 0 , a 0 ) is of index 2 and consists of elements g ∈ Aut(X 0 , a 0 ) with λ X0 (g) 2 = 1. The mapping
induces an isomorphism from Aut(X 0 , a 0 ) ′ to A 6 ×{±1}. By this isomorphism, the Enriques involution ε of degree 2 is given in Table 8 .3. Next we prove the assertions on X 1 and X 2 in Theorem 1.2. Suppose that k = 1 or 2. Then the cardinalities of the conjugacy classes of Aut(X k , a k ) are as follows: The conjugacy class of order 2 with cardinality 45 consists of symplectic involutions, and the class of order 2 with cardinality 36 consists of rational involutions. There exist three double-plane involutions τ (h
k of degree 2 are given in Tables 8.4 and 8.5. These three involutions generate Aut(X k , a k ), and the mapping
induces an isomorphism from Aut(X k , a k ) to PGL 2 (F 9 ). Except for the case k = 1 and i = 4, the set Invols [4] , there exist exactly three non-splitting extensions of the cyclic group of order 2 by A 6 ; namely, the symmetric group S 6 , the Mathieu group M 10 , and the projective general linear group PGL 2 (F 9 ). In [6, Chapter 10, Section 1.5], these three groups are distinguished by the numbers of conjugacy classes of elements of order 3 and 5: S 6 has two classes of order 3 and one of order 5, M 10 has one of each, and PGL 2 (F 9 ) has one of order 3 and two of order 5.
Examples
In this section, we investigate projective geometry of some of the automorphisms that appear in Theorem 1.2.
9.1. The purely non-symplectic automorphism ρ 0 . By Corollary 3.6, we see that h ρ is nef, and by Corollary 7.4, we see that h ρ is a polarization of degree 4. Moreover, by Algorithm 2.2, we have
Hence, by Theorem 5.2 of Saint-Donat [25] , the polarization h ρ is not hyperelliptic; that is, h ρ is the class of the pull-back of a hyperplane section by a birational morphism from X 0 to a normal quartic surface Y ⊂ P 3 given by |L hρ |. Since h ρ is invariant under the action of ρ
0 , we conclude that ρ
0 is induced by a projective linear automorphism of P 3 that leaves Y invariant. By a direct calculation, we see that the line configuration of (X 0 , h ρ ) is full, and hence, up to finite possibilities, the projective equivalence class of the quartic surface Y is determined by the line configuration of (X 0 , h ρ ). We describe this line configuration in details, hoping that we can obtain a defining equation of Y in future. Let S be a set on which the group ρ . We can choose the element ℓ i ∈ l i in such a way that
The intersection pattern of lines in the orbits l i and l j is given by the cyclic matrix . Then the matrices M ij for i = j are given in Table 9 .1.
The double-plane involutions
0 ). The three double-plane involutions τ (h [1] 0 ), τ (h [2] 0 ), τ (h [3] 0 ) of X 0 are conjugate in Aut(X 0 , a 0 ). Hence there exist a sextic double plane Y → P 2 and three isomorphisms 2 ). By a direct calculation, we see that the line configuration of (X 0 , h
0 ) is full, and hence, up to finite possibilities, the projective equivalence class of the sextic double plane Y → P 2 is determined by the line configuration of (X 0 , h
0 ), we see that Sing(B) consists of two ordinary cusps q 0 , q 1 and seven ordinary nodes n 0 , . . . , n 6 . The set C 1 (h 
0 of X 0 given in Table 8 .3. By a direct calculation, we see that the line configuration of (X 0 ,h
0 ) is full, and hence, up to finite possibilities, the projective equivalence class of Y → P 2 is determined by the line configuration on (X 0 ,h
0 ), we see that Sing(B) consists of one ordinary cusp q 0 and eight ordinary nodes n 0 , . . . , n 7 . The set C 1 (h Under suitable numbering of the ordinary nodes n 0 , . . . , n 7 , the splitting lines are
where
Since a triplet of ordinary nodes of B is collinear, we conclude that B is irreducible. Note that, if three ordinary nodes n i , n j , n k are on a line ℓ ⊂ P 2 , then ℓ is splitting for B, and hence {i, j, k} ∈ T . Therefore no three of n 0 , n 1 , n 2 , n 3 are collinear. Choosing homogeneous coordinates of P 2 in such a way that of S 1 with h σ , h σ = 2. By Corollary 3.6, we see that h σ is nef, and by Corollary 7.4, we see that h σ is a polarization of degree 2. The polarization h σ is invariant under σ
1 , and hence τ (h σ ) and σ
commute. The symplectic involution σ
on the sextic double plane Y → P 2 associated with h σ . Let B be the branch curve of Y → P 2 , which is invariant under the action ofσ on P 2 . By a direct calculation, we see that the line configuration of (X 1 , h σ ) is full, and hence the projective equivalence class of the double plane Y is determined by the line configuration of (X 1 , h σ ) up to finite possibilities. From C 0 (h σ ), we see that Sing(B) consists of seven ordinary cusps q 0 , q 1 , q 
The involutionσ fixes ℓ 0 and ℓ 7 , and interchanges two lines in the pairs {ℓ 1 , ℓ 2 }, {ℓ 3 , ℓ 6 }, {ℓ 4 , ℓ 5 } and {ℓ 8 , ℓ 9 }.
9.5. The double-plane involutions τ (h
2 ), τ (h
2 ). These four double-plane involutions have the following common feature. We say that a projective plane curve B of degree 6 is of type LQ if the following hold; (i) B is the union of a line L and an irreducible quintic curve Q, (ii) L and Q intersect at a point P 0 with intersection multiplicity 5, (iii) Q is smooth at P 0 , (iv) the singular locus Sing(Q) of Q consists of a point P 1 of type A 9 , and (v) the line ℓ passing through P 0 and P 1 intersects Q at P 1 with intersection multiplicity 4.
If B is of type LQ, then the ADE-type of Sing(B) is 2A 9 , and the line ℓ in the condition (v) is splitting for B.
Let h beh
2 . We put k = 1 if h ish , and k = 2 if h ish (6) 2 orh (7) 2 , so that h ∈ S k and τ (h) ∈ Aut(X k ). The dual graph of the set C 0 (h) is a root system of type 2A 9 . The set C 1 (h) consists of 3 elements, and τ (h) decomposes it into the union of two orbits of length 1 and 2. The union of C 0 (h) and C 1 (h) generates a sublattice of rank 19 in S k . Hence, unfortunately, the line configuration of (X k , h) is not full. The branch curve of (X k , h) is of type LQ. in S 2 of square-norm 2. By Corollaries 3.6 and 7.4, we see that they are polarizations of degree 2. We have
We consider two vectors
2 ). Unfortunately again, the line configurations of (X 2 , h ′ ) and (X 2 , h ′′ ) are not full. The ADE-type of the singularities of the branch curve of (X 2 , h ′ ) is E 6 + A 11 , whereas that of (X 2 , h ′′ ) is A 15 + A 3 .
10. The automorphism group of the Enriques surface Z 0
In this section, we compute the automorphism group Aut(Z 0 ) of the Enriques surface
, and prove Proposition 1.8 and Theorem 1.9.
We put 
of S Z with respect to this basis is given in Table 10 .2.
Note that we have By Remark 8.1, in order to prove the first assertion of Theorem 1.9, it is enough to show that ζ(Aut(X 0 , a 0 )) = Aut(X 0 , a 0 )/ ε (0) 0 is a non-splitting extension of Z/2Z by A 6 and to calculate the conjugacy classes of this group. Since the symplectic subgroup of Aut(X 0 , a 0 ) is isomorphic to A 6 , we see that ζ(Aut(X 0 , a 0 )) contains a normal subgroup isomorphic to A 6 as a subgroup of index 2. By direct calculations, we confirm that every element of order 2 of ζ(Aut(X 0 , a 0 )) belongs to this Therefore ζ(Aut(X 0 , a 0 )) is isomorphic to M 10 .
The second assertion of Theorem 1.9 is confirmed by a direct calculation from the matrix representation (Table 8. 
