Abstract. During the past 15 years, several extensions of the concept of noise sensitivity first coined in [3] , has been studied. One such extension was studied in ??, where the definition of noise sensitivity was extended to noise corresponding to any sequence of irreducible and reversible Markov chains. In this paper we focus on the case where the Markov chain is a random walk on a Schreier graph, and show that the Benjamini-Kalai-Schramm theorem, connecting influences to noise sensitivity, holds in this setting. We then apply this result to give an alternative proof of one of the main results from a recent paper on exclusion sensitivity
Introduction
In [3] , Benjamini, Kalai and Schramm coined the term noise sensitivity, looking at how likely the occurance of events where to differ at the starting point and the ending point of sequences of continuous time random walks on Hamming cubes. In the same paper they gave a result connecting influences to noise sensitivity, which they then used to show that percolation crossings of some special subsets of Z 2 are noise sensitive. Since this paper was published, several analogues of this theorem has been proved for in slightly different settings, such as biased product measures [1] and Gaussian space [6] . Also, a quantitative version of the original result has been given by Keller and Kindler [5] . Our main result is an analogue of the Benjamini-Kalai-Schramm noise sensitivity theorem for sequences of random walks on Schreier graphs. Moreover, we apply this result to the concept of exclusion sensitivity, to give an alternative proof of a result from [4] .
There are several other results about influences which in the hypercube case are proven by very similar methods as used in the proof of the result by Benjamini, Kalai and Schramm. In [7] , Donnell and Wimmer generalized one such theorem, the so called kkl theorem, to Schreier graphs. This motivated the following attempt to generalize also the Benjamini-Kalai-Schramm theorem to this setting.
We will now define what we mean by a Schreier graph. Let G be a finite group acting transitively on a finite set S. If g ∈ G and x ∈ S we will write x g to denote the action of g on x. Further, let U be a symmetric generating set of G, meaning that U generates G and U = U −1 . Then S, G and U generates the Schreier graph (S, G, U ); having vertex set S and an edge (x, y) whenever there is u ∈ U with y = x u . Note that all Schreier graphs are connected, regular and undirected. Whenever we talk about e sequence of Schreier graphs, (G n ) n≥1 , we will assume that |S (n) | → ∞ as n → ∞. By a random walk on a Schreier graph G(S, G, U ) we mean the following. Let (t k ) k≥0 be a sequence of times with t 0 = 0 and t k − t k−1 ∼ exp(1) independently for all k ≥ 1. Pick also for each k ≥ 1 an element u k ∈ U uniformly at random. Pick x ∈ S uniformly at random and set X t = x for all t ∈ [t 0 , t 1 ). For all k ≥ 1 and t ∈ [t k , t k+1 ), set X t = (X t k−1 ) u k . If (X t ) t≥0 is chosen according to this rule, we say that X t is a random walk on G(S, G, U ), and whenever we talk about a random walk in the setting of Schreier graphs we will think of the random walk as generated in this way.
Throughout this paper, we will be concerned with sequences (X (n) ) n≥1 of reversible and irreducible continuous time Markov chains X (n) corresponding to random walks on Schreier graphs. For each n ≥ 1, let S (n) be the state space, Q n = (q (n) ij ) i,j∈S (n) be the transition matrix and π n be the stationary distribution of X (n) . As all Schreier graphs are regular, the measure π n will be the uniform measure on the state space. We write X (n) t to denote the position of X (n) at time t ∈ R + , and will always assume that X (n) 0 has been choosen according to π n . Next, for all n ≥ 1 and t ≥ 0, let H (n) t denote the continuous time Markov semigroup for the Markov chain given by H (n) t = exp(tQ n ).
In other words, H
(n) t operates on a function f with domain S (n) by
For functions f and g with domain S (n) , we will use the inner product
As X (n) is assumed to be reversible and irreducible, we can find a set, {ψ (n) j } j of eigenvectors to −Q n , with corresponding eigenvalues
j } j is an orthonormal basis with respect to ·, · for the space of real valued functions on S (n) . The smallest nonzero eigenvalue, λ
1 , is called the spectral gap of the Markov chain X (n) , and its inverse, t (n)
is called the relaxation time. The eigenvectors {ψ (n) j } j of −Q n will be eigenvectors to H (n) t as well, with corresponding eigenvalues {e
Since the set {ψ (n) j } j is an orthonormal basis, for any f : S (n) → R we can write
To simplify notations, we will writef (j) instead of f, ψ (n) j . In this setting given above, we will define noise sensitivity as follows. Definition 1.1. Let (X (n) ) n≥1 be a sequence of reversible and irreducible Markov chains, with state spaces (S (n) ) n≥1 and stationary distributions (π n ) n≥1 , and let (T n ) n≥1 a sequence of real positive numbers. A sequence (f n ) n≥1 of Boolean functions with f n : S (n) → {0, 1} is said to be noise sensitive with respect to (
) , we have that
It is easy to show that if (X (n) ) n≥1 is a sequence of reversible and irreducible continuous time Markov chains and (f n ) n≥1 is a sequence of Boolean functions with domain S (n) such that lim n→∞ Var(f n ) = 0, then (f n ) n≥1 will automatically be noise sensitive with respect to (X (n) ) n≥1 . For this reason, we are only interested in sequences of Boolean functions with
If this is satisfied for a sequence (f n ) n≥1 of Boolean functions, we say that (f n ) n≥1 is nondegenerate.
Note that quantitative noise sensitivity, which has been studied in eg. [8] and [5] , is exactly about trying to answer the question of which the element-wise shortest sequence of times (T n ) n≥1 is with respect to which some chosen sequence of functions is noise sensitive. This is the main reason for introducing the extra parameter T n into the definition of noise sensitivity. If we set
rel , this definition coincides with the definition of noise sensitivity given in an accompanying paper ??.
Using the eigenvalues of the transition matrix −Q n , we will now give another characterization of noise sensitivity, which generalizes the first part of Theorem 1.9 in [3] .
, is noise sensitive with respect to (X (n) , T n ) n≥1 if and only if
Consequently, (f n ) n≥1 is noise sensitive with respect to (X (n) , T n ) n≥1 if and only if for all k > 0,
3. An important consequence of this lemma is that for any sequence of reversible and irreducible Markov chains (X (n) ) n≥1 , and any sequence of times (T n ) n≥1 such that lim n→∞ T n /t (n) rel = ∞, any nondegenerate sequence of Boolean functions will be noise sensitive with respect to (X (n) ) n≥1 .
Here the last equality follows from the fact that {ψ
is an orthonormal set, together with the definition of the relaxation time.
For any α > 0, it is easy to see that the left hand side of (5) tends to zero as n → ∞ if and only if (4) holds. From this the desired conclusion follows.
Remark 1.4. By the last lines of the proof above it follows that if a sequence of functions satisfies (2) for one α > 0, then it does so for all α > 0, i.e. the proof of Lemma 1.2 in fact shows that a sequence of Boolean functions (f n ) n≥1 is noise sensitive with respect to (X (n) ) n≥1 if and only if
Remark 1.5. The proof of Lemma 1.2 shows that for any sequence (T n ) n≥1 such that lim n→∞ T n /t (n) rel = ∞, all sequences of functions are noise sensitive. To see this, let (T n ) n≥1 be any such sequence. Then for any sequence (f n ) n≥1 of Boolean functions with domain S (n) , and any α > 0,
as we by the same method as used in this proof can show that
and this tends to zero as n → ∞. The sequence of relaxation times is thus the largest sequence of times we can look at and still possibly obtain a nontrivial definition of noise sensitivity.
A noise sensitivity theorem for Schreier graphs
In [3] , Benjamini, Kalai and Schramm showed that a nondegenerate sequence (f n ) n≥1 of Boolean functions is noise sensitive with respect to a sequence of random walks on n-dimensional Hamming cubes, where n → ∞, whenever (7) lim
The expression P (f n (w) = f n (w ⊕ e k )) was called the influence of the kth variable on f n and was denoted by
In analogoue with the definition of influences used in [3] , for any Schreier graph G(S, G, U ), any f n : S → {0, 1} and any u ∈ U we define the influence of u on f n by
We are now ready to state out main result, which generalizes the Benjamini-Kalai-Schramm noise sensitivity theorem.
1 ) n≥1 and log-Sobolev constants (ρ (n) ) n≥1 . Then for any r (n) ∈ (0, 1) and any
.
By taking logarithms, setting Λ (n) = k/T n and using Lemma 1.2, we see that (f n ) n≥1 is noise sensitive with respect to (
Before giving a proof of Proposition 2.1 we will look at a two examples which demonstrates how the expression on the left hand side of (8) behaves in different settings.
), where ⊕ is coordinatewise addition modulo m, and e k is the element in {0, 1, . . . , m − 1} n which is zero everywhere except at the kth coordinate where it is one. Then Ω m,n has spectral gap λ
rel . Plugging these values into the expression on the left hand side of (8), we obtain
As m is constant, it follows that if u∈Un I u (f n ) 2 < n −δ for some δ > 0, then if we pick r sufficiently close to zero, the expression above will tend to −∞ as n → ∞.
Example 2.3. Let (m n ) n≥1 be a sequence of integers with m ≍ n and let H n,mn denote the Schreier graph
n}}).
Then H n,mn has spectral gap λ
2mn(n−mn) and |U n | = n 2 . Plugging in these values in the expression on the left hand side of (8) 
As m n ≍ n, if we pick r (n) constant, the second term cannot affect whether the limit is −∞ or not. Since the first term is negative, and r (n) can be chosen to be arbitrarily close to zero, we see that it is enough to have
for some δ > 0 to be able to conclude that a sequence (f n ) n≥1 is noise sensitive with respect to (X (n) , T n ).
We will return to these examples later, and see that in both cases, there are functions which satisfy the required bounds on u∈Un I u (f n ) 2 .
(0000)
(0011) (0101)
(0110) (1001) Figure 1 . The graph H 4,2 is drawn to the right, can be considered as the graphs whose vertices are the set of all vertices in a 4-dimensional Hamming cube on distance 2 from the vertex (0000), with an edge between two vertices if their Hamming distance is exactly 2. In the left graph, the vertex (0000) is marked, as well as all vertices whose distance to (0000) is exactly 2.
3. The proof of Proposition 2.1
To be able to give a proof of Proposition 2.1 we will need some more notations. Let G = G(S, G, U ) be a Schreier graph. For all u ∈ U and f : S → {0, 1}, define L u f (w) = f (w) − f (w u ) and note that the operator −Q, where Q is the transition matrix of the random walk on G, can be written as
Note also that for any u ∈ U and any f :
In the proof, we will use the following hypercontractive property of the operator H t . Let ρ be the log-Sobolev constant for the random walk on the Schreier graph G(S, G, U ). Then for all p ∈ [1, 2] with p ≥ 1 + exp(−2ρt), and for any real valued function f : S → {0, 1}, we have
We will now state and prove a lemma that will be needed in the proof of Proposition 2.1. This result provides an analogue of a result stating that for the Hamming cube Ω 2,n , for any f : S (n) → {0, 1} and any i ∈ {1, 2, . . . , n},
Whenever Ψ = Ψ λ is the span of all eigenvectors corresponding to some eigenvalue λ, we say that Ψ is the eigenspace corresponding to λ. We can now state the revised for of the result above.
Lemma 3.1. For any Schreier graph G(S, G, U ), f : S → {0, 1}, any eigenspace Ψ λ to the random walk on G(S, G, U ) and any orthonormal basis ψ 1 , . . . , ψ m of Ψ ,
Remark 3.2. (9) is clearly stronger than Lemma 3.1, as the latter contains an additional sum over an eigenspace. The reason why we cannot apply the same proof as for the Hamming cube is that the proof in that case relies heavely on knowing the eigenvectors of the random walk, whereas in a more general setting, these are not known, requiring an altogether different proof.
In fact, (9) does not hold for all Schreier graphs. To see this, consider the Schreier graph G(S 4 , S 4 , {(12), (13), (14), (23), (24), (34)}, i.e. the graph generated by the transpositions of the symmetric group of order four. Then the function
is an eigenvector with eigenvalue λ = 2/3 to −Q. Set
, implying that the summand in the left hand side of (9) corresponding to this eigenvector is
For each term in the inner sum on the right hand side of the same equation we have L (ij) f, ψ = if i = 1 (we assume i < j) and 0 else, implying that the sum on the right hand side of (9) equals
which does not equal 1 2 . In the proof of Lemma 3.1, we will need the following lemma. Lemma 3.3. For any eigenspace Ψ , basis ψ 1 , . . . , ψ m for Ψ and any u ∈ U , the functions {ψ i,u } i∈{1,...,m }, where ψ i,u (w) = ψ i (w u ), are an orthonormal basis for Ψ .
Proof. As ψ i,u , ψ j,u = ψ i , ψ j it is immediately clear that {ψ i,u } i is an orthonormal set, so it remains to show that ψ j,u ∈ Span{ψ i } i for any j with j ∈ {1, . . . , m}. To obtain this result, it is enough to show that ψ j,u is an eigenvector of −Q with eigenvalue λ j . This follows as
Proof of Lemma 3.1. For any f : S → {0, 1} and u ∈ U , define f u (w) = f (w u ), and note that for
The claim of the lemma follows if we can show that (11) i∈{1,...,m} u∈U
f, ψ i 2 for any Ψ . As all sums in (11) are finite, for the left hand side of this equation we have i∈{1,...,m} u∈U
By Lemma 3.3 {ψ i,u } i∈{1,...,m} is an orthonormal basis for Ψ for any u ∈ U . By combining this fact with Parseval's identity, we obtain i∈{1,...,m} f, ψ i,u 2 = i∈{1,...,m} f, ψ i 2 from which equation 11, and thereby the statement of the lemma, readily follows.
We are now ready to give a proof of Proposition 2.1.
Proof of Proposition 2.1. By Lemma 3.1;
Using that for any t > 0,
By the hypercontractivity principle,
, where ρ (n) is the log-Sobolev constant for the random walk on G n . Now as f n is a Boolean function for each n ≥ 1, we have that
. Putting these two observations together yields
where the second inequality follows by applying Hölder's inequality. Since the only restriction on
Before investigating the size of u∈Un I u (f n ) 2 for some sequences of Boolean functions on (Ω m,n ) n≥1 and (H n,mn ) n≥1 , we will give an example of a sequence of graphs where there is no nondegenerate sequence of Boolean functions such that (8) holds.
Example 3.4. Let G n be the Schreier graph G({permutations of {1, 2, . . . , n}}, S n , {transpositions of {1, 2, . . . , n}}).
Then G n has spectral gap λ (n) 1 = 1/n, log-Sobolev constant ρ (n) = 1/n log n and |U n | = n 2 . By Theorem 1.1 in [7] ,
Using this inequality, and noting that V ar(f n ) ≥ Ω(1) if (f n ) n≥1 is nondegenerate, we obtain
Plugging in ρ (n) = 1/n log n and |U n | = n 2 we get
Plugging this into the expression on the left hand side of (8) for T n = t (n) rel = n, we obtain (12) (r (n) − 1) + (1 + r (n) )(− log r (n) ) · k log n − Ω(1).
As the first term of (12) is strictly positive for all r (n) > 0, this expression cannot tend to minus infinity as n → ∞, i.e. Proposition (2.1) cannot be used to conclude that a nondegenerate sequence of Boolean functions is noise sensitive with respect to the random walk on G n .
We now return to our two earlier examples of sequences of Schreier graphs to, in each case, give an example of a nondegenerate sequence of Boolean functions which we can conclude is noise sensitive by using Proposition 2.1. In both examples, we will consider the so called Tribes function, first considered by Ben-Or and Linial in [2] . To define this function, consider first the following scenario. In an area lives a total of ℓ n tribes, each having exactly k n members, which are in constant conflict with eachother. To decide whether or not to start a war in the area, each tribe, independently of all other tribes, lets each member vote. A member votes 1 if he wants the tribe to start a war, and 0 else. A tribe starts a war if all its members votes for starting a war. The tribes function is the function f n : {0, 1} ℓnkn → {0, 1} whose entries represent the individual votes, and whose output is one if a war is started and zero else. If we let the first k n entries record the votes from the members in the first tribe, the next k n entries the votes from the second tribe and so on, the tribes function can be defined mathematically as
Example 3.5. Let G n = Ω 2,n and assume that n = k n ℓ n for two integers k n and ℓ n . Then for each i ∈ [n],
In particular, if we set k n = ⌊log 2 n − log 2 log 2 n⌋ and ℓ n = n/k n , assuming that ℓ n is an integer, we obtain
By Example 2.2 and Proposition 2.1, this implies that (Tribes ℓn,kn ) n≥1 is noise sensitive. In particular, there is a nondegenerate sequence of Boolean functions such that the sum of its squared influences is small enough for Proposition 2.1 to apply.
Example 3.6. Set m n = n/2 + α √ n for some α ∈ R such that m n is an integer, and let G n = H n,mn .
Again let f n be the Tribes function with ℓ n tribes, each of size k n , where k n ℓ n = n. For each j ∈ [n], let T j be the set of all individuals which are in the same tribe as j. Then for i, j ∈ {1, 2, . . . , n}, i = j,
Now again let k n = ⌊log 2 n − log 2 log 2 n⌋ to obtain
for some constant C > 0, all small enough ε and all large enough n = n(ε). In particular,
By Example 2.3 and Proposition 2.1, this implies that (Tribes ℓn,kn ) n≥1 is noise sensitive with respect to the random walk on H n,mn for any α ∈ R and m n = n/2 + α √ n. In particular, there are a nondegenerate sequence of Boolean functions on H n,mn such that the sum of its squared influences is small enough for Proposition 2.1 to apply.
Applying the noise sensitivity theorem to exclusion sensitivity
The purpose of this section is to use the main result in the previous section, Proposition 2.1, to give a proof of a weaker version of Theorem 1.14 in [4] , which connects influences on Ω 2,n to a concept which the authors call exclusion sensitivity. To this end, we first define what we mean by exclusion sensitivity. Let (f n ) n≥1 be a sequence of Boolean functions with domain Z n 2 . Pick X (n) 0 ∼ π n , where π n is the uniform measure on Z n 2 , and let X (n) be a random walk on
. Equivalently, X (n) is a random walk on n m=0 H n,m with X (n) 0 ∼ π n . We say that
In [4] , Broman, Garban and Steif proved the following result. Theorem 1.14 in [4] . Let (f n ) n≥1 , f n : Z n 2 → {0, 1}, be a sequence of Boolean functions such that
Then (f n ) n≥1 is exclusion sensitive. We will prove the following weaker version of this result.
, be a sequence of Boolean functions such that for some δ > 0 and all large enough n,
Then (f n ) n≥1 is exclusion sensitive.
As the proof of this result will deal with several graphs simultaneously, we need to refine our notation from the previous sections. To this end, let {ψ (n) i } i be an orthonormal set of eigenvectors to the random walk on Ω 2,n with corresponding eigenvectors {λ } i be the corresponding sets for H n,m . Let π n be the stationary distribution for the random walk on Ω 2,n and let π n,m be the stationary distribution for the random walk on H n,m . Whenever we write X (n) , we will mean the random walk on H n, X (n) 0
, and whenever we have an expectation or probability containing the term X
∼ π n . Whenever we write I i (f n ) for some i ∈ {1, 2, . . . , n} we mean P (f (w) = f (w ⊕ e i )), where w ∼ π n . Similarly, for (ij) ∈ S n we will write I (ij) (f n ) to denote P (f (w) = f (w (ij) )) where w ∼ π n . However, in addition to these notations we will write I (m)
Out first lemma relates the property of being exclusion sensitive with the property of being noise sensitive on slices H n,m .
Lemma 4.2. For any
Proof. The desired result follows directly from the well known result stating that for three random variables X, Y and Z,
Note that the previous lemma shows that being exclusion sensitive exactly corresponds to being noise sensitive on almost all slices of the Hamming cube and asymptotically having the same mean on almost all such slices.
We will deal with the first and second term on the right hand side of (13) separately. We begin with the first term, which is where we will use Proposition 2.1. To this end, we will first prove the following lemma, which relates the sum
Consequently, for any m ∈ N such that 2m(n − m) ≥ εn(n − 1) and any C > 0, there is a constant
Remark 4.5. Note that as X
This implies that if we consider a random walk on n m=0 H n,m and choose X (n) 0 ∼ π n , then the lemma above gives us a convergence which is more or less uniform in m.
Proof. Note first that for any sequence (Λ (n) ) n≥1 for positive real numbers, Proposition 2.1 ensures that
where ρ (n,m ) is the log-Sobolev constant for the random wak on H n,m . Recall that for H n,m , λ (n,m) 1 = 1/n and ρ (n,m) = 1/n log n(n−1)
This implies that for any C > 0,
Setting r (n) = δ the first claim of the lemma follows. The second claim of the lemma follows by imitating proof of Proposition ??.
The only thing which remains to do before we are set up to prove the Proposition 4.1 is to show that
. This is the purpose of the following lemma. Lemma 4.6. Let (f n ) n≥1 be a sequence of Boolean functions for which lim n→∞
Proof. Assume for contradiction that there exists some ε > 0 s.t.
(15)
In practice, this might require taking subsequence, but to simplify notations, we will assume that this holds for all n.
From this it follows that there is a α > 0 and a sequence (α n ) n≥1 , where α n ≤ α, such that |E ℓ − E l+1 | ≥ n n/2 + α n √ n · (n − ⌊n/2⌋ − α n √ n) · E ⌊n/2⌋ − E ⌊n/2⌋+αn √ n .
Using that E ⌊n/2⌋+αn √ n − E ⌊n/2⌋ > ε, we obtain
= n · #edges cut by f n # edges in Ω 2,n 2 ≥ n · n n/2+αn √ n · (n − ⌊n/2⌋ − α n √ n) · ε n2 n 2 = ε 2 · √ n 2 n · n n/2 + α n √ n 2 · n − ⌊n/2⌋ − α n √ n n 2 .
By applying Stirlings formula for n sufficiently large, this contradicts that lim n→∞ n i=1 I i (f n ) 2 = 0, from which the desired conclusion follows.
We are now ready to give a proof of Proposition 4.1.
Proof of Proposition 4.1. Note first that by Lemma 4.2, for any n ≥ 1, f : Z ) < εn(n − 1)).
As X (n) 0 ∼ binomial(n, 1/2), C can be chosen arbitrarily large and C ′ does not depend on n, this can be made arbitrarily small by chosing n large. This finishes the proof.
