We propose a new method, called Subclass-oriented Dimensionality Reduction with Pairwise Constraints (SODRPaC), for dimensionality reduction. In a high dimensional space, it is common that a group of data points with one class may scatter in several different groups. Current linear semi-supervised dimensionality reduction methods would fail to achieve fair performances, as they assume two data points linked by a must-link constraint are close each other, while they are likely to be located in different groups. Inspired by the above observation, we classify the must-link constraint into two categories, which are the inter-subclass must-link constraint and the intra-subclass must-link constraint, respectively. We carefully generate cannot-link constraints by using must-link constraints, and then propose a new discriminant criterion by employing the cannot-link constraints and the compactness of shared nearest neighbors. The manifold regularization is also incorporated in our dimensionality reduction framework. Extensive experiments on both synthetic and practical data sets illustrate the effectiveness of our method.
Introduction
In various applications, such as gene expression, image retrieval, etc., one is often confronted with high dimensional data. Dimensionality reduction, which maps data points in a high-dimensional space into those in a low-dimensional space, is thus viewed as one of the most crucial preprocessing steps of data analysis due to various advantages. Considering whether the supervised information is available or not, dimensionality reduction methods can be traditionally divided into two categories, which are supervised ones [4] and unsupervised ones [5] . The input data in the two categories are labeled data and unlabeled data, respectively. Generally speaking, the labeled data is helpful for the dimensionality task. However, in a typical real-world application, only a small number of labeled data points are available due to the high cost to obtain them. Due to this reason, semisupervised dimensionality reduction [6] is relatively easy to satisfy the requirement of practical setting in real applications. In general, there are two kinds of supervised information used in the research filed of semi-supervised dimensionality reduction. The first one is traditional labeled data; the other is pairwise constraints that are easier for ex- perts to specify them than to assign the class labels. More specifically speaking, pairwise constraints consist of mustlink constraints and cannot-link constraints. The pair of data points in a must-link constraint shares the same class label, while the pair of data points in a cannot-link constraint is given different class labels. From another viewpoint, dimensionality reduction methods can be divided into nonlinear and linear ones. For nonlinear ones, the nonlinear projection is only defined on the training data points. Thus, it is unclear how to make the projection for new test data points, which is referred to as out-of-sample problem. Regarding linear dimensionality reduction, the reduced data in the low dimensional space is derived from a linear transformation made on the data points on the high dimensional space.
In this paper, we restrict our attention to the linear semi-supervised dimensionality reduction for the data of multiple subclasses with pairwise constraints. Relevant methods [8] - [11] implicitly assume that a class consists of a single cluster and two data points linked by a must-link constraint are implicitly assumed to be close each other. We will show in Sect. 2 that, if the points are of multiple subclasses, handling the pairwise constraints to project the points into multiple subclasses in the transformed space is challenging for the existing relevant methods. For a deep analysis, we particularly classify the must-link constraint into two categories. If two points in a must-link constraint reside in a single subclass, we classify such a must-link constraint as an intra-subclass must-link constraint. On the contrary, if two points in a must-link constraint come from different subclasses, we classify such kind of must-link constraint as an inter-subclass must-link constraint. We attribute the reason of the improper behavior of current linear methods to the fact that the inter-subclass must-link constraint most probably confuses the discriminant criteria of existing methods.
To overcome the above problems, we propose our method named Subclass-oriented Dimensionality Reduction with Pairwise Constraints (SODRPaC). The fundamental idea of this method is to refrain the discriminant criterion from the harmfulness of the inter-subclass must-link constraints and to formulate the local structure of data which is considered as one of the most principle characteristics of the data of multiple subclasses [14] . Our method consists of two steps. In the first step, must-link constraints which satisfy several conditions are utilized to generate new cannotlink constraints and the remaining must-link constraints are deleted. In the second step, we invent a new discriminant Copyright c 2012 The Institute of Electronics, Information and Communication Engineers criterion to derive a linear projection by using cannot-link constraints and shared nearest neighbors. In addition, manifold regularization is integrated to boost the learning performance of the new discriminant criterion. The reason to use manifold regularization consists in two points. The first one is that it is helpful for discovering the local structure of data by respecting the cluster assumption [13] : nearby points on the same manifold structure in the original space are likely to belong to the same class. The second one is that it is a linear approximation to the local geometry in a nonlinear Riemannian manifold [7] , such that we can guarantee our method is of linear dimensionality reduction that is able to prevent from out-of-sample problem.
Problem Setting and Motivation
The problem setting is defined as follows. We are given a set of N points X = {x 1 , x 2 , . . . , x N }, where x i represents a point in a d-dimensional space, a set of must-link constraints M = {m 1 , m 2 , . . . , m N ML }, and a set of cannot-link constraints C = {c 1 , c 2 , . . . , c N CL }. Here m i consists of a pair of points belonging to the same class while c i consists of a pair of points belonging to different classes. The output is a d × l transformation matrix W which consists of l projective vec-
After making data projection, we examine performances of classification tasks and clustering tasks in the transformed space.
Before we introduce the motivation, we present an example to explain the definition of intra-subclass must-link constraints and an inter-subclass must-link constraint. As shown in Fig. 1 , the triangle data points are distributed in two subclasses, while the rectangle data points are distributed in a single subclass. The solid line linking 'a' and 'c' is an inter-subclass must-link constraint. The dotted lines linking 'a' and 'b' ('e' and 'f') are intra-subclass mustlink constraints. Note that the dashed line linking 'b' and 'd' is a cannot-link constraint. Figure 2 presents the motivating examples, where d = 2 and l = 1. The task for dimensionality reduction here is thus to project the two dimensional data onto a line, where the points from different classes can be differentiated. A horizontal line is supposed to be the best projection while a vertical one is the worst projection. To better illustrate the motivation, relevant methods are first retrospected. For the treatment for pairwise constraints, SSDR [8] and CMM [9] obtain the subspace by maximizing the average distance between the points in cannot-link constraints, and minimizing the average distance between the points in mustlink constraints simultaneously. We can see that minimizing the average distance between the points in must-link constraints is reasonable in the case shown in Fig. 2 (a) , where all the must-link constraints are intra-subclass mustlink constraints. However, minimizing the distances between data points linked by inter-subclass must-link constraints, as shown in Fig. 2 (b) , seems to be counter-intuitive. CLPP [10] builds an affinity matrix, each entry of which indicates the similarity degree between two points. To utilize the constraint information, the affinity matrix is revised by setting the similarity degree between non-neighboring points involved in pairwise constraints. For example, given a must-link constraint, the similarity degree between two points is revised to be 1, indicating the two points are close (similar) to each other, no matter if the two points are distant (dissimilar) or not. Suppose that the must-link constraint is of inter-subclass must-link constraint, it implies that the two points are not geometrically nearby each other. This arbitrary updating may damage the geometrical structure of data points. This problem is also confronted by NPSSDR [11] . The above analysis explains the reason why CMM, SSDR, CLPP and NPSSDR are capable of obtaining excellent performances as shown in Fig. 2 (a), while they fail to reach the same fine performance in the multiple subclass case shown in Fig. 2 
(b).
In the light of observations, the inter-subclass mustlink constraint might be harmful for the discriminant criteria of existing methods. Therefore, we attempt to design a new discriminant criterion. Because manifold regularization is helpful for discovering the local structure of data, it is integrated to boost the learning performance. As shown in Fig. 2 (b) , we can see that the new discrimination criterion named as 'Discriminant Criterion' outperforms the existing methods in the case of multiple subclasses. It is worth nothing that our method SODRPaC, which integrate the new discrimination criterion with the manifold regularization, can obtain the best performance.
Subclass-oriented Dimensionality Reduction with
Pairwise Constraints
Generation of New Cannot-link Constraints
We first revisit a relevant work [12] in which operations on pairwise constraints are performed. In this method, in order to reduce the number of samples and eliminate must-link constraints, each transitive closure of must-link constraints is replaced with its average instance, among which the links are regarded as new cannot-link constraints. Only cannotlink constraints are used in further processes. However, it would fail to give a comprehensible interpretation if samples in a transitive closure belong to different subclasses, because the average instance may fall into the region of another class. For our problem, the boundaries of subclasses and the number of subclasses within one class can not be explicitly detected by using the unlabeled data and pairwise constraints. Thus, it is difficult to identify whether a mustlink constraint is of inter-subclass must-link constraint or not. To reduce the harmfulness of inter-subclass must-link constraints, removing all the must-link constraints is, therefore, the most straightforward way. However, it can be regarded as a waste of closeness information embedded in inter-subclass must-link constraints. Thus, the fundamental idea is to preserve the closeness information, which is embedded in intra-subclass must-link constraints, by generating new cannot-link constraints from must-link constraints.
In our method, generating new cannot-link constraints by using must-link constraints basically occurs when a must-link constraint and a cannot-link constraint are connected. Under the cluster assumption, it is natural to consider two nearby points as another form of must-link constraint, so that we have more opportunities to generate cannot-link constraints. Here, we employ shared nearest neighbor (SNN) [15] to model the concept of 'nearby' points. A set of shared nearest neighbors is denoted by
Let |N S | be the number of the pairs of shared nearest neighbors, where |·| denotes the cardinality of a set. The value of SNN between x i and x j is defined as the number of points shared by their neighbors S NN(i, j) = |N(x i ) ∩ N(x j )|. The larger the value of SNN between two points is, the closer the two points are. We also design an N × N symmetric matrix L to specify a kind of reliability for cannot-link constraints, which could be deemed as the trustiness to them. Suppose that all the previously specified constraints are correct, for the previously given cannot-link constraints and the generated cannot-link constraints by using must-link constraints, their reliabilities are set to be 1. For the generated cannot-link constraints by using shared nearest neighbors, their reliabilities are equal to the degree of similarities between the shared nearest neighbors. It is because that this kind of generation by using shared nearest neigh- bors are considered to be less trustful than that by using must-link constraints. Therefore, the degree of similarity between the shared nearest neighbors can be naturally seen as the degree of trustiness. For example, given a pair of shared nearest neighbors {x i , x j }, we represent the reliability of a generated cannot-link constraint by using it as a Gaussian kernel, which is a simple kernel and has been widely applied in research fields. The reliability is formulated as
, where · denotes the Euclidian norm and γ is the kernel parameter. For convenience, let L(c) to denote the entries L i j and L ji of L , where c = {x i , x j } represents a cannot-link constraint. Figure 3 shows four fundamental scenarios of the generation. The sets {a, b, e, f} and {c, d} represent data points drawn from two different classes. We explain these four scenarios in a metaphorical way where the must-link constraint is taken as a friend relationship while the cannot-link constraint is considered as an enemy one. Standing from the viewpoint of point 'a', it is given a friend relationship, say {a, e}, as shown in Fig. 3 (a) , which is called as a basic form. If 'd' is my enemy, instead of keeping the friendship with 'e', consider that 'e' is an enemy of my enemy 'd'. Figure 3 (d) shows an extension of the proximity form with the enemy's friend rule. Note that, in the latter two cases, the reliabilities for the new enemy relationships are set to be the similarity degree between my neighbor 'b' and me. The pseudo code for the summary of these four cases is illustrated in Algorithm. 1.
Dimensionality Reduction
In this section, we explain the dimensionality reduction based on a novel discriminant criterion and the mani- 
create two new cannot-link constraints
end if 20: end if fold regularization. Under the cluster assumption [13] , the shared nearest neighbors could be naturally deemed as another kind of intra-subclass must-link constraints. Thus, minimizing the average distance between the points in intrasubclass must-link constraints could be relaxed as making the shared nearest neighbors closer in the transformed space. Since the pair of points in the shared nearest neighbors probably resides in the same subclass, this relaxation would not suffer from the harmfulness of inter-subclass must-link constraints. Therefore, the discriminant criterion, which maximizes the average distance between the points in cannot-link constraints and minimizes the average distance between the shared nearest neighbors, is expected to be suitable for the data of multiple subclasses.
Suppose that x i and x j are projected to the image y k i and y k j along the direction w k , the new discriminant criterion ∂(w k ) is defined as follows:
where the elements of H are given below:
Inspired by the local scatter [16] , the intuition behind the latter part of the right side of Eq. (1) could be regarded as the compactness of shared nearest neighbors, since two points are more likely to be close if the value of SNN between them is large. In addition, we use a weighted matrix H that encodes the similarity degree between shared nearest neighbors, which is different from local scatter. The compactness of shared nearest neighbors could be also re-written as follows:
where
T . S 1 then could be computed as follows:
where D is a diagonal matrix whose entries are column sums of H, D ii = j H i j . Similarly, the first part of right hand side of Eq. (1) could be reformulated as:
∂(w k ) can be briefly written as:
where P = D − H and Q = G − L. For all the w k (k = 1, . . . , l), we can arrive at
where tr denotes the trace operator. As illustrated in Fig. 2 (b) , manifold regularization [13] is helpful for enhancing the performance obtained by the new discriminant criterion. We therefore incorporate it into our dimensionality reduction framework. The manifold regularization ξ is defined as:
where M = I − K −1/2 UK −1/2 is defined as a normalized graph Laplacian. I is a unit matrix, and K is a diagonal matrix whose entries are column sums of U,
where U is defined as follows:
0,
ξ is expected to be minimized in order to preserve the submanifold of data. At last, the final objective function that combines Eq. (7) and Eq. (8) together is expected to be maximized, and is derived as arg max
where λ is a parameter to control the impact of manifold regularization. By introducing the Lagrangian, the objective function is given by the maximum eigenvalue solution to the following generalized eigenvector problem:
where φ is the eigenvalue of P − Q − λM, and w is the corresponding eigenvector. It is worth noting that Q is not quantitatively equivalent to M. As indicated in [15] , it is a rare case that the graph of SNN is equal to the k-NN graph. Moreover, to minimize the average distance between the shared nearest neighbors is conceptually distinct from preserving the local structure.
Analysis on Toy Example
In this section, we make a further analysis on the data of multiple subclasses for the new discriminant criterion named 'Discriminate Criterion' and our method SODRPaC. Note that both the number of must-link constraints and cannot-link constraints are set to be 10. In this analysis, we mainly consider three cases. The first case is that must-link constraints and cannot-link constraints are randomly selected. The second case is that all the must-link constraints are set as inter-subclass must-link constraints. The third case is that all the must-link constraints are set as intra-subclass must-link constraints. The performances on the new discriminative criterion and SODRPaC for the three cases are shown in Fig. 4 (a)-Fig. 4 (c) . The cannot-link constraint sets after the generation step (see Algorithm. 1) for the three cases are also shown in Fig. 4 (d)-Fig. 4 (f) . We follow the parameter settings below. λ is set to be 1. A weighted 5-nearest-neighbor graph is used to construct the manifold regularizer. The value of k for shared nearest neighbors is set to be 3. Observing from Fig. 4 (a) to Fig. 4 (c) , we can infer that manifold regularization is effective in the three cases, as 'Discriminate Criterion' is inferior to SODRPaC that is, however, able to obtain fair solutions. In Fig. 4 (d)-Fig. 4 (f) , we also compare SODRPaC with SSDR and CLPP in the three cases. Note that we prevent SSDR and CLPP from the harmfulness of inter-subclass must-link constraints by simply removing all the must-link constraints. We can see that SSDR and CLPP are inferior to SODRPaC. It is also seen that our method without performing the generation step, named SODRPaC-NoG, is slightly inferior to SODRPaC, but is superior to 'Discriminate Criterion'. These observations indicate that preserving the closeness information embedded in intra-subclass must-link constraints is effective. It is also seen from Fig. 4 (d)-Fig. 4 (f) that the number of cannot-link constraints is greater than that of the original ones. We can infer that the closeness information embedded in intra-subclass must-link constraints is well preserved in the new generated cannot-link constraints.
Experiments on Benchmark Data set
We use public data sets to evaluate the performance of SODRPaC. Table 1 summarizes the characteristics of the data sets. All the data come from the UCI repository [17] except for GCM [18] that is of very high dimensionality. For the 'monks-1', 'monks-2', and 'monks-3' data, we combined the train and test sets into a whole one. For the 'letter' data, we chose 'A', 'B', 'C', and 'D' letters from the train and test sets respectively by randomly picking up 100 samples for each letter, and then assembled them into a whole set.
As shown in Eq. (10), λ is the parameter that controls the balance between P − Q and M. In this experiments setting, the parameter λ is searched from 2 α , where α ∈ {α| − 5 ≤ α ≤ 10, α ∈ Z}. A weighted 5-nearestneighbor graph is employed to construct the manifold regularizer. In addition, the kernel parameter γ is searched from the grid {
2 }, where δ is the mean norm of data. The parameter λ and the manifold regularizer are then optimized by means of the 5-fold crossvalidation. As to the parameter settings of other competitive methods, we follow the parameters recommended by them, which are considered to be optimal. Without specific explanation, the number of must-link constraints is always set to be equal to that of cannot-link constraints, as it is favorable for the existing methods. In addition, the value of k for searching shared nearest neighbors is set to be 3. The reason is we expect that the pairs of points in shared nearest neighbors could reside in the same subclass, such that the closeness information embedded in intra must-link constraints can be well transferred to new generated cannot-link constraints. In our experiments, must-link constraints and cannot-link constraints are selected according to the groundtruth of data labels. In order to avoid the bias caused by the choice of the classification method, the accuracy of nearest neighborhood (1-NN) classifier is considered as a measure- ment for the goodness of dimensionality reduction with the 20 × 5-fold cross validation.
Analysis of Experiments
First, the effectiveness of SODRPaC is investigated by changing the number of constraints. Except for semisupervised methods, we take PCA as a baseline. As illustrated in Fig. 5 , SODRPaC always keeps the best performance when the number of available constraints increases from 10 to 150. As seen in Fig. 5 (a) , Fig. 5 (b) , Fig. 5 (d) and Fig. 5 (f) , CLPP is inferior to PCA even if the number of constraints is small. It is presented in Fig. 5 (d) that the performance of SSDR decreases to some extent with the increase of the number of constraints. We then examine the relative impact between must-link constraints and cannot-link constraints on the performance of SODRPaC. In this experiment, given 150 available constraints, the ratio of must-link constraints to cannot-link constraints is varied from 0 to 1. Figure 6 presents that, in most cases, SODRPaC has a much smoother behavior than others with the change of ratio. It indicates that SODRPaC is more robust than other semi-supervised methods in terms of the imbalance between must-link constraints and cannotlink constraints.
We then make an analysis on the choice of parameters, given the three data sets, i.e., monks1, monks2 and monks3. In the analysis, we mainly consider four parameters: (1) λ that controls the balance between P − Q and M; (2) γ that is related to calculating the similarity degree between two points; (3) k S NN that is used to calculate the shared nearest neighbors; (4) k MF that is for calculating neighbors in the manifold regularization. We first change λ and γ with fixing k S NN and k MF . Here, PCA is employed as the baseline. Because of the different scale between λ and γ, λ-axis and γ-axis are thus plotted as λ/(1 + λ) and γ/(1 + γ), respectively.
The axis values are in the interval (0, 1). We empirically uncover two regions where SODRPaC is more likely to obtain fair performances. The first region is where λ/(1 + λ) is small, as shown Fig. 7 (a) , Fig. 7 (b) , Fig. 7 (c) , Fig. 7 (d) and Fig. 7 (e). In this situation, the variation of γ/(1 + γ) would not cause the dramatic change for the performance of SODRPaC. The second region is where both λ/(1 + λ) and γ/(1 + γ) are large, as shown in Fig. 7 (b) , Fig. 7 (e) and Fig. 7 (f) . In the second step, we change k S NN (k MF ) from 1 to 5, with fixing k MF = 5 (k S NN = 3), λ and γ. Note that λ and γ are set to be optimal values shown in Fig. 7 . Due to different scales on accuracies in different data sets, we rescale the values on accuracy into the range (0, 1) by simply using val./max., where val. and max. represent each accuracy and the highest accuracy. As shown in Fig. 8 (a) , we can see that the good performance would be achieved when k S NN is set to be 2 or 3. It is also seen from Fig. 8 (b) that setting k MF to be 4 or 5 is more likely to obtain fair results. This fact is also consistent with the default settings for k S NN and k MF .
Experiments on Image Data Sets
In this section, we performed experiments on two image databases which include the ETH-80 data set [3] and the Berkeley segmentation data set [2] . In the ETH-80 data set, it contains images from 8 categories, which are apples, pears, tomatoes, cows, dogs, horses, cups, and cars. Each category contains 10 objects with 41 views per object. We randomly selected 10 images from the objects 'apple', 'car' and 'cup'. In total, we had 300 images from 'apple', 'car' and 'cup'. We used VLFeat † to obtain feature vectors for images. For the experiment on the Berkeley segmentation data set, we chose three images. For each image, we extracted 1944 overlapping patches with each patch of size equal to 20 × 20 pixels. For each patch, the robust 'hue' descriptor [1] was used to calculate a 256-dimensional feature vector which is a histogram over 'hue' values observed in the patch. In the experiment, the image segmentation task is regarded as a clustering task that is expected to differentiate the object of interest from the image background. We also note that the number of must-link constraints is equal to that of cannot-link constraints.
The Results and Analysis
In the experiment on the ETH-80 data set, we first show the clustering performances on a specified reduced space when the number of pairwise constraints increases. Note that the specified reduced dimension changes from 10, 20 to 40. The number of pairwise constraints increases from 10 to 400. We use Normalized Mutual Information (NMI) [12] as the evaluation of performance, which is defined as follows
where c represents the number of classes and n i denotes the number of data contained in the cluster C i (1 ≤ i ≤ c),n j is the number of data belonging to the L j (1 ≤ j ≤ c) , and n i, j denotes the number of data that are in the intersection between the cluster C i and the class L j . The higher the values of NMI are, the better clustering performances we achieve. Since SCREEN [12] is designed for clustering problem, we compare it with SODRPaC in this experiment. For other methods, CLPP and SSDR are investigated, since the treatments to pairwise constraints in CLPP and SSDR are essentially similar to NPSSDR and CMM, respectively. As shown in Fig. 9 , we can see that the clustering performances in each reduced space (d = 10, 20, 40) are enhanced when the number of pairwise constraints increases. It is worth nothing that SODRPaC is superior to others. We can also notice that SODRPaC, SCREEN, CLPP and SSDR outperform PCA due to the aid of pairwise constraints. We also visualize the affinity matrix of reduced space in 20 dimensions as shown in Fig. 10 . The affinity matrix measures the degree of similarities between data points. The more obviously the white and black squares are visualized, the better the clustering performance is reached. For the limited space, we only compare SODRPaC with SSDR, as SSDR outperforms CLPP and SCREEN in the above experiments. It is observed from Fig. 10 (a) that the three clusters are not obviously visualized in the original space, while the three clusters are much more distinct in Fig. 10 (b)-10 (f) . We can infer that the reduced space is helpful for recognizing clusters. As shown in Fig. 10 (b) , we can see that the three clusters are less obvious than those in SODRPaC and SSDR, which are shown in Fig. 10 (d) and Fig. 10 (f) , respectively. The reason would be that pairwise constraints are informative on guiding the dimensionality reduction. In , the number of pairwise constraints increases from 10 to 400 in SODRPaC and SSDR, respectively. We can notice that the three clusters in each method are more and more obvious when the number of constraints increases. The above observations are also consistent with clustering performances shown in Fig. 9 . For the Berkeley segmentation data set, we examine image segmentation results of three images that include a eagle, a horse and a fishstar, as shown in Fig. 11 (a) , Fig. 11 (b) and Fig. 11 (c) , respectively. we also manually select patches from two classes, which represent the background and the object of interest. By using the selected patches, we construct must-link constraints and cannot-link constraints. In the second row and the third row of Fig. 11 , we show the results of PCA and SODRPaC performed on the three images, respectively. We can see that, when the reduced dimension d is set to be 3, the performances of SODRPaC are superior to those of PCA, as the selected patches serve as additional prior to differentiate the objects of interest from the background.
Conclusions
We have proposed a new linear semi-supervised dimensionality reduction method called SODRPaC, that is suitable for the data of multiple subclasses. Inspired by the observation that handling the inter-subclass must-link constraint is challenging for the existing methods, a novel discriminant criterion is invented by primarily generating new must-link constraints from must-link constraints. We also incorporate the manifold regularization into our dimensionality reduction framework. The results of extensive experiments show the effectiveness of our method.
