Abstract-Statistical tests developed for the analysis of (intrinsically complex valued) functional magnetic resonance time series, are generally applied to the data's magnitude components. However, during the past five years, new tests were developed that incorporate the complex nature of fMRI data. In particular, a generalized likelihood ratio test (GLRT) was proposed based on a constant phase model [19] . In this work, we evaluate the sensitivity of GLRTs for complex data to small misspecifications of the phase model by means of simulation experiments. It is argued that, in practical situations, GLRTs based on magnitude data are likely to perform better compared to GLRTs based on complex data in terms of detection rate and constant false alarm rate properties.
I. INTRODUCTION
M AGNETIC resonance imaging is not only capable of providing excellent anatomical information. It also offers the ability to visualize functional activity in the human brain, by means of so-called functional magnetic resonance imaging (fMRI). fMRI is a technique for determining which parts of the brain are activated by different types of stimuli. From a succession of rapidly acquired images that reflect localized changes in cerebral blood flow and oxygenation, fMRI can provide detailed images of localized brain activity induced by sensory, motor, or cognitive tasks, by processing each pixel's time series. Since activation-related signal changes are of the order of 1% to 10%, the construction of such activation maps requires sophisticated statistical tests.
In the past, many techniques were proposed for the construction of activation maps, often referred to as statistical parametric maps (SPMs). Initial detection methods were based on simple subtraction of images acquired during a resting state from images acquired during activation [1] , [31] . In order to improve the detection rate, activation detection methods using the -score, correlation coefficients, analysis of variance, or Student-test statistics were employed [20] , [23] . Those tests all fit into the framework of the so-called general linear model (GLM) test Manuscript received November 17, 2004 ; revised January 6, 2005. The Associate Editor responsible for coordinating the review of this paper and recommending its publication was P. M. Thompson. Asterisk indicates corresponding author.
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Digital Object Identifier 10.1109/TMI.2005.844075 [5] . A main advancement of the GLM test was the incorporation of a hemodynamic response function. Furthermore, more flexible and general variants of the general linear model were developed such as tests based on independent component analysis [16] , [27] , multiresolution analysis [4] , and likelihood ratio tests [19] , [22] . Although magnetic resonance data are intrinsically complex valued, statistical tests are generally applied to magnitude fMRI images, since only the signal amplitude is assumed to be related to neural activation. Indeed, most of the tests available for fMRI data analysis were specifically developed for magnitude (i.e., single-valued) times series. Only recently, tests were developed for complex valued data [3] , [19] , [21] . In this respect, Nan and Nowak showed how to construct a generalized likelihood ratio test (GLRT) for complex fMRI data with constant phase values [19] . Thereby, it was shown that, under the assumption of a constant phase model, the GLRT has a significantly higher detection rate compared to tests based on magnitude data, especially in low signal-to-noise (SNR) regions.
The assumption of constant phases, however, is crucial and may be too restrictive. In this respect, it has previously been reported that phase traces may exhibit activation-dependent modulations, especially for voxels with large venous blood fractions (i.e., voxels with high blood volume fractions show a time-dependency related to the paradigm) [10] , [17] . On the other hand, since in most fMRI studies, a voxel contains a large ensemble of vessels with various orientations and sizes, the assumption of a constant phase value may still be appropriate. However, there may also be other causes for nonconstant phases as a function of time. For example, due to physiological processes or instabilities of the MR imaging system, the phase may show a slowly varying drift [12] . Similar phase behavior was found in our experimental fMRI data sets: though most data sets show constant phase values as a function of time, some of those data sets clearly revealed linear phase drifts (e.g., see Fig. 1 ).
In this paper, we take a closer look at the feasibility of the constant phase assumption underlying the GLRT proposed by Nan and Nowak [19] . Thereby, we will try to answer questions like "What if the true phase values are not truly constant but, for example, are more appropriately described by a linear phase model?" and "Would it be helpful to construct a GLRT based on a more complex phase model, or should we rather apply a GLRT based on magnitude data?".
In order to simplify the discussion (as was also done by Nan and Nowak), the noise disturbing the fMRI time series is assumed to be Gaussian white noise [13] , [15] , [19] . The white noise model may be an oversimplification of the noises inherent in fMRI (especially if physiological noise is dominant Fig. 1 . Left: phase time courses of an experimental fMRI data set. The paradigm was four "dummy" images followed by a 12 rest-12 stimulus period, repeated three times (i.e., 76 images in total). Right: the magnitude traces corresponding to the phase traces on the left (the offset of each magnitude trace was adjusted for matching with the phase trace). No significant activation was detected in the magnitude traces, except for the middle trace (offset 200). For both plots, the task paradigm is shown in the background (gray denotes stimulus).
over thermal noise). However, if the data are observed to be correlated, they can be whitened based on an estimated autocorrelation structure [2] , [19] , [29] - [30] . Moreover, valuable methods exist to eliminate, for example, physiological noise from the fMRI time courses, prior to activation detection [3] , [7] , [28] . Hence, the conclusions of this work can easily be extended to more realistic noise models that incorporate colored noise.
The organization of this paper is as follows. Section II briefly reviews the general theory for the construction of a GLRT. In Section III, the GLRTs for magnitude as well as for complex data with a constant, linear, or random phase model are derived. Next, in Section IV, simulation experiments are discussed that were set up to test the performance of the GLRTs. Finally, conclusions are drawn in Section V.
II. A GENERAL DESCRIPTION OF GENERALIZED LIKELIHOOD RATIO TESTS
In this section, the general theory for the construction of a GLRT for the class of hypothesis testing problems considered in this paper will be outlined. Let be a random sample vector with joint probability density function (PDF)
, in which denotes the vector of unknown parameters and represents the vector of variables corresponding to the random sample vector . 1 The superscript denotes matrix transposition. Suppose that we wish to test the composite null hypothesis: (1) where are known and are left unspecified, against the alternative composite hypothesis under which all parameters are left unspecified. Next, suppose that we have a set of observations , and that we substitute these observations for the corresponding variables in the joint PDF of the random sample . The resulting function is a function of the unknown parameter vector only. By regarding these parameters as variables, the so called likelihood function is obtained. Then the generalized likelihood-ratio (GLR) is defined as follows [9] , [18] :
Note that is a function of the observations only. If these observations are replaced by their corresponding random variables , then we write for , that is, . Since is a function of the random vector , it is a random variable itself. In fact, is a statistic, since it does not depend on unknown parameters. Note that the denominator of is the likelihood function evaluated at the maximum likelihood (ML) estimator (MLE) under , whereas the numerator of is the likelihood function evaluated at the ML estimator under . The generalized likelihood ratio test principle now states that is to be rejected if and only if the sample value of satisfies the inequality where is some user specified threshold. It may sometimes be difficult to find the distribution of , which is required to evaluate the power of the test [18] . However, it can be shown that, asymptotically (i.e., for ), the modified GLR statistic possesses a distribution, that is, a chi-square distribution with degrees of freedom, when is true. Furthermore, it can be shown that for the case of a linear model and Gaussian distributed noise, these asymptotic properties are exact, even for a finite number of observations [11] . Alternative modified GLRT statistics having a known distribution (under ) may be found. Knowledge of the PDF of the test statistic allows one to compose GLRTs with a desired false alarm rate. The false alarm rate is given by the probability that the test will decide when is true. The detection rate is given by the probability that the test will decide when is true. Throughout this paper, we will denote the false alarm rate and the detection rate by and , respectively. Furthermore, a test has the so-called constant false-alarm rate (CFAR) property if, independent of the SNR, the threshold that yields a constant can be found. GLRTs will have the CFAR property at least asymptotically since the asymptotic PDF of a GLRT is known and does not depend on any unknown parameters. Whether or not a GLRT has the CFAR property for a finite number of observations can be found out by means of simulations. For more details on the GLRT, see [11] .
III. METHODS
In this section, we describe the construction of various GLRTs for fMRI data. Thereby, we will consider the problem of testing whether the response of an fMRI data set of sample size to a known reference function is significant. Without loss of generality, it is assumed that and , where 1 denotes an vector of ones. In addition, the noiseless magnitude data set is assumed to be described by the following deterministic signal vector:
Hence, is a constant baseline with height on which a reference function with amplitude is superimposed. The reference function may be, for example, a block function convolved with a hemodynamic response function. In the absence of activity, , so that . We will consider the problem of testing the hypothesis that against the hypothesis that .
A. GLRT for Magnitude fMRI Data
In this subsection, we describe the construction of a GLRT for a magnitude fMRI data set . It is well known that magnitude data are Rician distributed (magnitude data are derived from complex valued data of which the components are Gaussian distributed). The Rician PDF of magnitude data with deterministic signal component and noise variance , is given by [8] : (4) where is the zeroth order modified Bessel function of the first kind. With increasing SNR (defined as ), the Rician distribution tends to a Gaussian distribution [26] . (8) exceeds a user specified threshold value . In order to achieve a desired false alarm rate , the threshold can thus be chosen equal to , that is, the th quantile of the distribution. The quantile of the distribution of a continuous random variable is defined as the smallest number satisfying , with the cumulative distribution function of [18] .
B. GLRTs for Complex fMRI Data
In this subsection, three different GLRTs for complex valued, Gaussian distributed data will be discussed. Thereby, it is assumed that we have independent, complex data points of which the true (i.e., noiseless) components are described by , where (9) (10) with denoting the component of the deterministic phase vector . For these data, the joint PDF of the complex data is simply the product of the real and imaginary PDFs and the likelihood function is given by (11) Note that this implies independence of the real and imaginary data. Taking the logarithm yields (12) We now derive the MLEs of , , , and the parameters describing the phase vector in case the underlying true phase values are identical, in case they are described by a linear model, and in case they are randomly distributed. GLRT statistic: From (11) and using the MLEs given in (14)- (21), a closed-form expression for the GLR can be obtained (22) with and given by (17) and (21), respectively. Furthermore, it can be shown that the test statistic (23) is asymptotically -distributed under [24] . The test will decide if and only if the test statistic (23) exceeds a user specified threshold value. In order to achieve a specified false alarm rate , this threshold should be chosen equal to (i.e., the th quantile of the distribution). It should be mentioned that Nan and Nowak proposed as test statistic and as corresponding threshold, where the threshold was determined via Monte Carlo simulations [19] . Since it can be shown that for an increasing value of tends to , both approaches are approximately equal. This has also been verified by means of simulations.
2) Linear Phase Model: Next, it is assumed that the true phase model is described by a constant baseline on which an reference vector with amplitude is superimposed (24) For example, may be a linear trend or a reference function related to the employed paradigm. a) ML estimation under : Under (i.e., ), the MLEs of , , , and are found by maximizing (12) with respect to . In general, this is a four-dimensional optimization problem. However, by setting the first order derivatives with respect to , , and to zero, closed-form expressions for the MLEs of , , and can be obtained: (25) (26) (27) where . To evaluate the MLEs given by (25)- (27) , knowledge of the MLE is required. It can be found by maximizing (12) with respect to , under the constraints (25)- (27) . Note that this is a one-dimensional optimization problem. b) ML estimation under : Under (i.e., ), the MLEs of , , , , and are found by maximizing (12) with respect to . In general, this is a fivedimensional optimization problem. However, by setting the first order derivatives with respect to , , and to zero, closed-form expressions for the MLEs of , , and can be obtained
where . The MLEs given by (28)-(30) depend on the MLEs of and , of which no closed-form expression can be derived. Therefore, the latter estimators can only be obtained by maximizing (12) with respect to and , thereby using the constraints (28)- (30) . Note that this is a 2-D optimization problem. c) GLRT statistic: From (11) and using the MLEs given in (25) - (30), a closed-form expression for the GLR can be obtained (31) with and given by (27) and (30) Note that also in this case the MLEs given in (36)-(39) are simple closed-form expressions for which no numerical optimization is required. c) GLRT statistic: From (11) and using the MLEs given in (33)-(39), a closed-form expression for the GLR can be obtained (40) with and given by (35) and (39), respectively. Furthermore, it can be shown that the test statistic (41) is asymptotically -distributed under . The test will decide if and only if the test statistic (41) exceeds a user specified threshold value. In order to achieve a specified false alarm rate , this threshold should be chosen equal to
. Note that this test is identical to the well-known generalized linear model test applied to magnitude data [6] .
IV. SIMULATION RESULTS AND DISCUSSION
Monte Carlo simulation experiments were set up to compare the performance of the GLRT for magnitude data to the performance of the GLRTs based on complex data. The test's performances were evaluated in terms of the CFAR property and the detection rate . For this purpose, numerous realizations of fMRI time series were generated of which the noiseless real and imaginary components are described by (9) and (10), respectively. As a reference function, a square wave was considered, which fluctuates between 1 and 1 with period 20. Three phase models were considered: a constant phase model, a linear phase model, and a random phase model. For the linear phase model, a slope of 0.01 rad/point was applied. This is comparable with the slope observed from experimental fMRI data (see, e.g., Fig. 1 ). For the random phase model, the true phases were generated using a uniform random generator in the interval . Gaussian distributed, zero mean noise with variance was added to the noiseless, complex data. Hence, the magnitude data sets obtained from the complex data sets were Rician distributed.
A. CFAR Property
First, simulation experiments have been run so as to find out to what extent the tests under concern have the CFAR property. The reason for this is that tests that do not have the CFAR property are of little practical use, since the SNR is usually unknown beforehand. Although it is known that the GLRT has the CFAR property asymptotically, it remains to be seen whether this property still applies to a finite number of observations.
For all tests, the threshold was set to , that is, the 99% quantile of the distribution. For each point, a sample size of was employed. The simulation results for the CFAR property of the GLRTs can be summarized as follows.
• For numbers of observations that are representative of those available in practical fMRI measurements, the GLRT based on the magnitude data has the CFAR property, at least for . Of course, this holds for any underlying phase model since the GLRT based on magnitude data is not influenced by the underlying phases.
• The GLRT based on complex data and constant phases, as well as the GLRT based on complex data and a linear phase model was observed to have the CFAR property as long as the true, underlying phases were constant or described by the correct linear model, respectively. In general, as long as the true phase variations are correctly described by the imposed phase model, the CFAR property should hold. • Alternatively, from the simulation results it was also clear that, if the true underlying phases were not described by an appropriate model, the CFAR property did not hold. For example, the GLRT based on complex data and constant phases did not have the CFAR property when applied to data described by a linear phase model in which the model parameter was different from zero.
• Finally, the GLRT based on complex data and random phases was observed to lack the CFAR property (see Fig. 2 ). This may seem remarkable since any underlying phase model can be correctly modeled by a random phase model. However, the lack of CFAR property may be explained by the fact that for a random phase model the number of estimated parameters is very large in comparison with the number of data points [14] . These results, summarized in Table I , indicate that, for a very wide range of SNRs (simulations were run for SNRs larger than 1), a GLRT for magnitude data holds the CFAR property. On the other hand, when the phase model used in a GLRT based on complex data does not describe the underlying phases in an appropriate way, such a GLRT does not have the CFAR property and is therefore of little use in practice. In the following subsection, the GLRTs that do have the CFAR property are compared with respect to detection rate.
B. Detection Rate
For GLRTs that have the CFAR property, simulation experiments were run to test the detection rate. Thereby, for a fixed false alarm rate , the detection rate was determined as a function of the noise standard deviation (sample size was , ,
). In each experiment, the threshold was set to . For truly distributed test statistics, this would lead to a false alarm rate , which is a representative value of the values used in fMRI. The results obtained from the experiments showed that for low values of the SNR the detection rates for GLRTs based on complex data were significantly higher than the detection rates for the GLRT based on magnitude data, at least as long as the phase model was correctly specified. In particular, when the true phases were constant, it was noted that for low SNR
• the detection rate of the GLRT for complex data and constant phases was significantly higher than the GLRT for complex data and a linear phase model; • the detection rate of the GLRT for complex data and a linear phase model was significantly higher than the GLRT for magnitude data. This is shown in Fig. 3 . It shows the detection rates as a function of the noise standard deviation for the GLRT for magnitude data and the GLRT for a constant and linear phase model. For very small values of , i.e., at high SNR, the detection rates do not differ significantly. For increasing values of , the difference in detection rate between the GLRTs increases. From Fig. 3 , it is clear that the GLRT based on a constant phase model performs best with respect to detection rate. Note, however, that this is a very specific case, i.e., when the underlying phases are constant and a GLRT for complex data and a constant phase model is applied.
Whenever a GLRT for complex data is applied based on a more advanced phase model, the difference between the detection rate of this GLRT and the detection rate of a GLRT based on magnitude data drops significantly. Indeed, it seems that, with an increasing number of phase model parameters, the detection rate of the GLRT based on complex data decreases significantly. This can also be concluded from Fig. 3 . The detection rate for the GLRT based on complex data and a linear phase model (which also correctly models constant phases) is comparable to the detection rate of a GLRT based on magnitude data for a larger range of SNRs. Hence, it is clear that the addition of even a single phase parameter significantly lowers the detection rate of the GLRT based on complex data. Although no GLRT for complex data was constructed that had more than two phase parameters, it is expected that the detection rate of such a GLRT would hardly be any different from the detection rate of a GLRT for magnitude data. Fig. 3 . Detection rates as a function of the noise standard deviation (a = 10, P = 0:01). Results are shown for the GLRT based on magnitude data, for the GLRT based on complex data and constant phases, and for the GLRT based on complex data with a linear phase model. The true phases were constant.
V. CONCLUSION
Most statistical tests for detecting activation from functional fMRI data are applied to the magnitude components of intrinsically complex valued fMRI data. However, previous work has reported the observation that the phase components of an fMRI time course are virtually constant. Based on this observation, a generalized likelihood ratio test (GLRT) for complex valued fMRI data with constant phases was developed, showing significantly higher detection rates compared to standard tests in low SNR regions [19] .
However, phase values of complex fMRI time series may not be constant but for example linearly varying or related to the paradigm. Therefore, in this work, we tested the performance of the GLRT based on constant phases if a slight nonconstant behavior was introduced to the phase components. Simulation results show that, even with a small deviation from a constant baseline, the detection rate of this GLRT drops drastically, and, even worse, the GLRT looses its constant false alarm rate (CFAR) property. Hence, we conclude that a GLRT based on complex data and constant phases is very vulnerable to a misspecification of the phase model underlying the complex fMRI data.
Furthermore, a GLRT for complex data with a linear phase model was constructed. Such a test covers a much wider range of phase models, but requires the estimation of an additional parameter. It was shown that, whenever the underlying phase model was correct, this GLRT showed a slight improvement of detection rate compared to a GLRT based on magnitude data and was observed to have the CFAR property. In case the underlying phases could not be described by a linear phase model, the performance of this GLRT was observed to drop drastically as well.
In conclusion, we believe that in practice it is safer to use a GLRT for magnitude fMRI data than a GLRT for complex fMRI data, unless one is absolutely confident that the underlying phase values are constant.
