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Abstract We describe a method that uses total inter-
nal reflection (TIR) at the water-air interface inside a
large, transparent tank filled with water to measure the
interface’s deflections. Using this configuration, we ob-
tain an optical setup where the liquid surface acts as a
deformable mirror. The setup is shown to be extremely
sensitive to very small disturbances of the reflecting wa-
ter surface, which are detected by means of visualising
the reflections of a reference pattern. When the water
surface is deformed, it reflects a distorted image of the
reference pattern, similar to a synthetic Schlieren setup.
The distortions of the pattern are analysed using a suit-
able image correlation method. The displacement fields
thus obtained correlate to the local spatial gradients
of the water surface. The gradient fields are integrated
in a least-squares sense to obtain a full instantaneous
reconstruction of the water surface. This method is par-
ticularly useful when a solid object is placed just above
water surface, whose presence makes the liquid surface
otherwise optically inaccessible.
Keywords free surface visualisation · synthetic
Schlieren · liquid surface deflectometry
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1 Introduction
Measuring instantaneous free surface deformations of
liquids is of general interest in several practical applica-
tions such as in coating and food industries, in large ap-
plications such as to study ship wakes, and in off-shore
engineering [1, 2]. The interest also naturally extends
to more fundamental fluid dynamics and physics prob-
lems such as studying interfacial fluid instabilities [3, 4],
droplet dynamics [5, 6], wave formation and propaga-
tion on the surface of a fluid [7], and in oceanography
[8, 9].
The methods to quantitatively measure liquid sur-
face behaviour may be broadly divided into two cate-
gories based on whether they are intrusive or not. Intru-
sive methods can be used when the extent of intrusion
is small, and the average flow is not significantly dis-
turbed. Traditionally, arrays of resistive (or capacitive)
wave probes have been used to study the variation of
water level in large setups studying waves [9, 10], but
can only be installed in sparse distributions separated
by gaps of (at least) several centimetres. Less intru-
sive methods that rely on flow velocities collected us-
ing a stereo particle-image-velocimetry setup have also
been shown to work for large scale systems [11, 12].
Some non-intrusive methods for such measurements,
that only use reflections from the water surface and
a set of multiple cameras for reconstruction have also
been developed [9, 13].
A non-intrusive method compatible with smaller,
lab scale setups, to resolve deflections of the micrometer
to millimeter scale of the FS, is to use the liquid surface
as a refracting or reflecting interface. Usually refraction
is used, where the water surface acts as the surface of a
lens. A reference pattern is placed underneath the water
bath that is contained in a transparent tank. When the
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light rays from the pattern emerge through the liquid
surface, they are refracted due to the jump in refrac-
tive index. The variation in heights of the free surface
causes further movements of the refracted image of the
reference pattern. These movements can be recorded
using a camera and analysed to reconstruct the liq-
uid profile. This method is a spin on the well-known
Schlieren method, and is known as the free-surface syn-
thetic Schlieren method. It was first proposed by Ku-
rata et al. [14], and since has been matured by the works
of Moisy et al. [1] and Wildeman [15] to result in a pack-
aged method that is quick and inexpensive to arrange.
The optics of the problem are used to compute the spa-
tial gradients of the liquid surface. The gradient fields
are then integrated using a suitable algorithm to obtain
a full reconstruction of the imaged area. Even when a
fully quantitative reconstruction cannot be obtained, a
great deal of qualitative information can be learnt, as
discussed by Fermigier et al. [3] and Chang et al. [5, 6].
A few other methods use the reflections from the
liquid surface acting this time as a mirror to compute
its spatial profile. Cox & Munk [16] were the first to
use the specular reflections of the Sun from the sea sur-
face to obtain information about spatial gradients of
the water surface. Direct specular reflections can also
be obtained from suitably placed lamps, a method used
by Rupnik et al. [17] to reconstruct the liquid profile.
Another category of such methods uses structured light
(such as spatially periodic bright bands of light) that
are projected on the free surface. When the surface de-
forms, the projections also appear distorted. A cam-
era is used to record the movements of the projected
fringes, whose phase changes are interpreted to recon-
struct the height profile of the liquid surface [18, 19].
Such methods have long been used in solid mechanics
where extremely small displacements (of the order 10
nm) need to be resolved [20–24]. They have come to be
known as ‘deflectometry’.
Here we visualise the movements of the water sur-
face by using it as a specularly reflecting surface in
a total-internal-reflection (TIR) configuration. Taking
inspiration from Moisy et al. [1] and Wildeman [15],
we use a fixed pattern, whose distortions by the mov-
ing free surface are interpreted in a synthetic-Schlieren
sense to obtain displacement fields. Note that contrary
to Moisy et al. [1] and Wildeman [15], we use the wa-
ter surface as a mirror rather than as a lens. From the
point of view of a ray-optics problem, the presence of
a mirror results in an additional complication as it is
the reflecting ‘mirror’ that undergoes deformation, and
not the apparent object that is behind the mirror. We
exploit the ray optics in the setup to derive relations
between the measured displacement fields and the lo-
cal spatial gradients of the free surface. Finally we dis-
cuss how this gradient information is integrated in a
least-squares sense to obtain a fully reconstructed liq-
uid surface profile from the imaged snapshot at a given
instant.
The main offering of this particular method is that
the liquid surface can be visualised when it is not op-
tically accessible, due to, for instance, the presence of
an opaque object above the free surface. An example
of such a situation is when a solid projectile is close to
slamming onto the liquid surface, and obstructs direct
imaging needed for synthetic Schlieren.
As imperfections on a mirror are much easier de-
tected than on a lens, our the method is inherently more
sensitive than classical synthetic Schlieren.
The paper is organised as follows: in section 2, we
introduce the optics which allow the technique to work,
and details of the setup in which we implemented the
method. The first stage of the technique involves mea-
suring the displacements of the reference pattern in the
mirror plane. The methods to quantify these displace-
ments are discussed in section 3. Next in section 4, we
discuss the relation these displacements and the defor-
mation of the water surface from which they originate.
In section 5, we discuss some subtleties involved in per-
forming the inverse gradient operation in order to fi-
nally obtain the final height field, along with an exam-
ple of the reconstructed surface. We end in section 6
with conclusions, the advantages of this technique, and
its limitations when compared to other methods which
may offer a similar range of accuracy in measurements.
2 Setup requirements
The setup consists of a water-filled transparent tank
with flat walls, a fixed pattern that is allowed to project
onto the liquid surface of interest, and a camera to im-
age the reflection from the liquid surface. A light source
is used to illuminate the fixed pattern as shown in figure
1.
The light which enters the water tank is refracted
towards the interface’s normal, as it enters an optically
denser medium. Eventually it reaches the air-water in-
terface, where depending on the magnitude of angle of
the incidence (represented by θ in figure 1), the light
rays might either pass into the surrounding optically
rarer medium (here, air) or get specularly reflected as
if by a mirror. The latter case is what we aim to obtain,
known as total internal reflection (TIR). It requires the
angle of incidence at water surface to be greater than
the critical angle θc = arcsinna/nw, where na and nw
are the refractive indices of air and water respectively.
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TIR
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Original printed
pattern, O
Apparent object 
behind the 'mirror', O' 
Fig. 1 Schematic of TIR setup. A brightly lit, large light
source is used to illuminate the printed pattern O. The image
from the printed pattern is reflected at the water-air interface
and enters a suitably placed high speed imaging camera. At a
large enough angle of incidence, the interface acts as a mirror
due to total internal reflection, and the camera only captures
the mirror image. The light rays illustrate the general optics
of the problem.
For TIR to occur at an air-water interface, the angle of
incidence needs to be greater than θc ≈ 48.75◦, which
may require the water bath depth to be of the order of
the lateral width of the tank. Here we use a tank that
is 50 cm in length and width, and is filled with water
up to a depth of ∼ 30 cm .
2.1 Operating conditions
The method described here can be used to visualise the
motion of air-water interface only if the light passing
from water to air is fully reflected at the surface, which
is easily obtained with large incident angles. However,
TIR cannot be achieved if the air were replaced by a
medium optically denser than water, such as glass (n ≈
1.52) or silicone oil (n ≈ 1.40): the image of the original
pattern (O in figure 1) would always be refracted and
never reflected.
With the above conditions satisfied, the air-water
surface will only act as a mirror if it exists. Any small
contamination floating at the surface disrupts the free
surface, such that the ‘mirror’ disappears at all such lo-
cations. This condition also sets the maximum magni-
tude of deformations that can be measured. Indeed, lo-
cal and sharp distortions of the air-water interface pro-
duce large curvatures. Thus, with the condition θ > θc
still holding true, the light rays reflected at the inter-
face can be deflected away from the sensor of the cam-
era. Additionally, even at small deformations, some ray-
crossing may occur, especially where curvature is large,
making the imaging and interpretation ambiguous.
Note that due to arrangement of the optical setup,
the images recorded by an observer at the camera’s lo-
cation are flattened in the y−direction, i.e., along the
direction in which light rays are shown to propagate
in figure 1 (to the reader, the direction in the plane of
the paper). The result is such that a circular objected
suspended at the water surface appears elliptical. Thus
a conversion factor applies to the aspect ratio. This is
found by placing a circular disc at the water surface,
and measuring the eccentricity of the ellipse that results
from the distortion. There is no such distortion along
the x-direction (to the reader, normal to the plane of
the paper), and the pattern is reflected as is.
Clearly, also other deformations created by optical
imperfections in the setup (e.g., curved container walls)
can be dealt with using standard digital image correla-
tion techniques performed on the undisturbed image of
the pattern.
3 Quantifying displacement fields
An example of the image of a stationary water surface,
as recorded on camera, is shown in figure 2(a). When a
disturbance travels across the water surface, it deforms
the interface such that the reflected image is distorted,
as seen in figure 2(b). The disturbances of the water
surface are recorded with time, and the images are pro-
cessed using an appropriate method to extract displace-
ment vectors from the movements of the pattern. Two
such methods are discussed.
3.1 Using cross-correlation
Cross-correlation methods are usually deployed on two
subsequent images from a time series (for instance as
they are used in particle image velocimetry, PIV), and
divide the region of interest into interrogation windows.
In typical PIV measurements, a multi-stage algorithm
is used, whereby each image is scanned multiple times,
with successively decreasing size of the interrogation
windows. Cross-correlation techniques, by their very
nature, are best used with images that contain a large
number of randomly distributed ‘particles’ (here, dots
or squares) [25]. Note that although we use here a pat-
tern with regularly spaced squares due to demanding il-
lumination requirements, a pattern with randomly dis-
tributed dots may in general be better suited for use
with cross-correlation techniques. Any freely available
or commercial PIV program may be used to obtain two-
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(a) (b)
(c) (d)
Fig. 2 (a) The reference pattern O is reflected, as is, when the water surface is stationary. (b) Waves passing on the water
surface create disturbances on the reflecting ‘mirror’, which results in a distorted image of the reference pattern being reflected
towards the camera. (c) The magnitude
√
u2x + u
2
y of the displacement vectors (ux, uy) of bright squares such as shown in
panel (b) are measured using a PIV routine. (d) The magnitude of displacement vectors of the same pattern shown in panel
(b) are measured using Fourier demodulation. See section 3.3 for comparisons between the two methods.
dimensional displacement fields in the x and y direc-
tions.
During the interrogation process, we choose window
sizes in keeping with the recommendations made by
Raffel et al. [25] and Keane & Adrian [26]. However, it
can be seen in figure 2(c) that the displacement field can
still contain anomalies in some regions. This is due to
how the spatial resolution and displacement resolution
are affected by the size of the interrogation window.
Most of the noise in the data may be smoothened in
later stages when reconstructing the water surface (see
section 5.2).
3.2 Using Fourier Demodulation
When regularly spaced patterns are used (O in figure 1),
the images (shown in figure 2) can be processed using
Fourier-demodulation (FD) based methods to extract
displacement fields. In this case, images from a time se-
ries are usually compared to a reference image with the
undisturbed pattern. These methods have been com-
monly used in solid mechanics [21, 24] as they can re-
solve extremely small disturbances which are of use in
measuring 2D strain fields. Recently these techniques
have been introduced in fluid mechanics [15]. The prin-
ciple is the following: given a regularly spaced pattern
with a periodicity determined by two orthogonal wave
vectors ks for s = 1, 2, the intensity profile of the undis-
turbed pattern, I0(r) is dominated by the Fourier com-
ponents corresponding to ks. Here, r is the position
vector. A disturbed free surface reflects a distorted pat-
tern, such that the reference intensity profile is slightly
deformed, and changes to
I(r) = I0(r− u(r)) , (1)
where u(r) denotes the displacement u of the pattern
at position r. By filtering out only the dominant Fourier
modes, I0(r) transforms into
g0(r) ≈ as exp[iks · r] for s = 1, 2 , (2)
with as constant. Consequently, the deformed pattern
I(r) transforms into
g(r) = g0(r− u(r)) ≈ as exp[iks · (r− u(r))] (3)
for s = 1, 2 ,
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i.e., it is phase-modulated by the disturbances u(r) of
the pattern. The latter can be extracted by multiplying
g(r) with the complex conjugate of the filtered reference
pattern g∗0(r) and determining the phase shift
arg(g(r)g∗0(r)) ≈ −ks · u(r) for s = 1, 2 . (4)
For each position r this constitutes a pair of linear equa-
tions, which can be readily solved for u(r).
An example resulting from this procedure is shown
in Figure 2(d). Naturally, some restrictions apply. For
example, the components in the signal whose wave-
lengths are significantly shorter than the pattern wave-
length are simply filtered out. The reader can refer to
Wildeman [15] for a more detailed discussion on how to
select the wave vectors ks of the pattern appropriately.
3.3 Comparisons between the two methods
The main difference between using FD and PIV is that
while the former compares each image on a stack to the
same reference image (typically the first in the stack) to
calculate the displacement, the latter involves compar-
ing each image to the preceding one in the series. Thus
when a pattern deforms beyond a certain extent such
that no amount of (even distorted) periodicity of the
pattern can be detected, the FD method will fail to de-
tect a displacement. In such instances auto-correlation
based PIV will still yield a displacement field, which
however, will likely contain some inaccuracies.
Since PIV divides the total image into multiple win-
dows, the displacements that occur within the outer
margins of the image that are half the width of the
interrogation windows, are not resolved. Additionally,
the resolution of the displacement field depends on the
overlap between adjacent interrogation windows. Ob-
taining a full-pixel resolution between the image and
the displacement field are often computationally very
expensive. In contrast, FD yields displacement fields at
full-pixel resolution as that of the images being pro-
cessed, and no information at the margins of the image
is lost.
In both methods, displacements may be measured
with sub-pixel resolution, but spatial structures smaller
than the interrogation window (in the case of PIV), or
the wavelength of the pattern (for FD) cannot be easily
resolved.
4 Surface movements from projected
distortions
The last step is to relate the displacement vector u(r)
to the actual deformation of the liquid surface. To do so,
we consider the ray optics of the setup. As illustrated
in figure 3, a source object is placed at position P , from
which a light ray travels towards the ‘mirror’ (here, the
air-water interface). Although we measure the displace-
ment fields by tracking the deformation of a fixed pat-
tern (O → O′ in figure 1), the deformations actually
take place at the air-water interface. In other words,
it is the mirror that deforms, and makes the apparent-
object behind it look distorted. The reader is asked to
refer to figure 3 as a guide. Since the water surface can
both move vertically, or just tilt by some angle, we have
here a set of two, generally coupled problems, which we
may treat as uncoupled by virtue of the smallness of the
free surface deformations that we aim to measure: the
‘mirror’ may undergo angular deflection (figure 3(a)),
or it may simply move in the vertical direction (figure
3(b)).
The first case, where the angular deflection occurs in
isolation, is shown in figure 3(a). A light ray emerging
from P travels towards the ‘mirror’ and gets reflected
to point C, the observer. To the observer at C, this
light ray appears to travel from a point P ′, the mirror
image of P . With the observer still at point C, let the
mirror tilt by a small angle α. As a result, the point P ′
now translates in the horizontal apparent object plane
to point P ′′a . The displacement P
′P ′′a can be seen by the
observer at C. From figure 3(a), P ′′a is related to, (in
this case), the y−component of the height gradient ∇h
via tanα = P ′P ′′a /2H = ∂h/∂y.
The other case occurs when the water surface only
undergoes vertical translation, and no angular deflec-
tion. As shown in figure 3(b), a light ray travelling from
P to the mirror, incident at some angle θ, is reflected
to the observer at C. As the mirror is vertically shifted
by some distance h, the apparent object P ′ moves to
some other point P ′′v in the apparent-object plane. Us-
ing geometry of the problem as shown in figure 3(b),
the displacement P ′P ′′v as seen by the observer at C
can be related to h via tan θ. With the same conven-
tion in both cases that displacements to the right of the
line segment P ′P ′′ would be considered positive, and
those to the left as negative, we obtain the following
two relations:
P ′P ′′a = −2H∇h, and (5)
P ′P ′′v = −2h tan θ, (6)
which relate the displacements P ′P ′′ of the pattern to
the height variations h. Height of the bath H and an-
gle of incidence θ are obtained from the experimental
setup. Denoting the unit vectors in x and y directions
as iˆ and jˆ respectively, the overall displacement at any
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(a) (b)
Fig. 3 Ray diagrams representing the decoupled ‘mirror’ deformation problem, which gives us the relations between dis-
placements recorded in apparent-object plane and the surface deformation h. A light ray coming from P gets reflected and
is seen by an observer at C. However, to the observer at C, the object at P appears to lie at its mirror image P ′. When the
reflecting ‘mirror’ (in the experiment, the air-water interface, with the undisturbed and disturbed interface denoted by solid
and dashed lines respectively) deforms, to the observer at C, the apparent object moves to a point P ′′. The optics of this
mirror deformation problem is decoupled into two cases: (a) Angular deflection of the mirror and (b) Vertical translation of
the mirror. See main text for details.
point, P ′P ′′a iˆ + P
′P ′′a jˆ + P
′P ′′v jˆ is equivalent to the 2-
dimensional total displacement field uxiˆ + uy jˆ (where
we have used that a tilt of the interface in the x- and
y-direction would lead to a shift of the image point in
the x- and y-direction respectively, whereas a vertical
displacement of the interface causes a shift in the y-
direction only). Thus, the above system of equations
can be re-written as
u ≡ uxiˆ+ uy jˆ = −2H∇h− 2h tan θjˆ, (7)
which can be rewritten to give the height gradient
∇h = − u
2H
− h
H
tan θjˆ. (8)
Equation 8 can be separated for the two directions x
and y as
∂h
∂x
= − ux
2H
and (9)
∂h
∂y
= − uy
2H
− h tan θ
H
. (10)
The surface h(x, y) is then reconstructed by solving the
system of equations expressed in equation (8). The nu-
merical implementation to do so is described in the next
section.
5 Spatial integration of gradient fields
5.1 Recasting the integrand using an integrating factor
Note that equation (8) cannot be directly integrated
due to the additional dependence on h. Thus we re-
cast the expression using an integrating factor. Equa-
tion (10) can be re-written as
− uy
2H
=
∂h
∂y
+
h tan θ
H
= e−y tan θ/H
∂
∂y
(
ey tan θ/Hh
)
. (11)
Similarly, equation (9) can be re-written using the same
integrating factor
−ux
2H
=
∂h
∂x
= e−y tan θ/H
∂
∂x
(
ey tan θ/Hh
)
. (12)
Equations (11) and (12) can be combined using vector
notation as
u
2H
= e−y tan θ/H∇
(
ey tan θ/Hh
)
, (13)
or,
∇
(
ey tan θ/Hh
)
= −e
y tan θ/H
2H
u. (14)
The gradient fields in x and y directions, that are to
be integrated over, are expressed in the form shown on
the right hand side of equation (14). The result ob-
tained from surface integration is divided by the factor
exp(y tan θH ) to obtain the final height field h(x, y).
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With equation 14, we have now recast our original
problem in a conservative form
∇f = ξ, (15)
where ξ is the known vector field, and f is to be deter-
mined. Mathematically such an expression can be di-
rectly integrated since ∇× ξ =∇×∇f ≡ 0. However,
since ξ is only approximately known due to unavoid-
able noise in the experiments, some additional care is
needed during the integration.
5.2 Inverse gradient operation
The inverse gradient operation is performed on equa-
tion (14) to obtain the final result
f(x, y) = ey tan θ/Hh(x, y) =∇−1
(
−e
y tan θ/H
2H
u
)
+ f0,
(16)
where f0 is an integration constant, connected to the
absolute height of the free surface. In the following dis-
cussion, f0 is set to zero for convenience. One way to
integrate over the gradient information ξ is to start at
a reference point (xr, yr), and integrate along a path
such that
f(x, y) =
∫ x
xr
ξx(x
′, yr)dx′ +
∫ y
yr
ξy(x, y
′)dy′. (17)
However, using this approach, any noise in the local
gradient information may get added over the path of in-
tegration [1]. Moreover, in a discretised implementation
of this method, it is not clear how the final result would
be modified if the order of integration along the paths
in x and y direction were switched. Both drawbacks can
be avoided by using a ‘global’ approach. This is done
by building a linear system of equations using a 2nd-
order centred finite difference operator G = (Gx, Gy) as
the gradient operator. In x and y directions, the matrix
system of discretised equations (from equation (14)) has
the form [1]
GxF = ξx, and (18)
GyF = ξy. (19)
Here Gx, Gy,F , ξx, and ξy are matrices with M × N
elements defined on the discrete (x, y)-mesh. The two
equations can be written in combined vector notation
as(
Gx 0
0 Gy
)(F
F
)
=
(
ξx
ξy
)
, (20)
or, in short, GF = ξ. Since the matrix dimensions of
the variables in the above equations are M ×N , there
Fig. 4 Reconstructed surface profile of water from the dis-
placement field shown in figure 2(d). The arbitrary distur-
bances on the water surface were recorded and measured over
a small section of the total water surface in the tank, that is
shown above.
are 2M ×N knowns (the gradient information) in the
system. However there are only M ×N unknowns (the
components of F) in the above system. Thus, equation
(20) is an over-determined matrix system, and cannot
be simply inverted to find F . The inversion is therefore
performed while minimising a residual cost function of
form [1, 27]:
‖GF − ξ‖2. (21)
The least-squares solution thus found has the effect
of smoothening out local outliers present in the gra-
dient fields. An efficient MATLAB implementation was
written and made public by DErrico [28]. More details
on global least squares reconstruction, and further ad-
vanced methods can be found in the works by Harker
& O’Leary [27, 29, 30]. We use the implementation by
D’Errico which is now commonly used in reconstruction
problems that involve an inverse gradient operation to
be performed on a mesh of spatial gradients [1, 31–33].
An example of the reconstructed surface profile, based
on the typical displacement field shown in figure 2(d),
is shown in figure 4.
6 Conclusions
Here, we described a TIR-based method to measure
small-scale deformations of a water surface, consisting
of two steps: First, the movement of the water surface is
measured by recording the deformation of a reference
pattern. The displacement of the reference pattern is
then quantified using an image correlation method such
as PIV or FD.
Secondly, these displacements are interpreted as pro-
jections in the two-dimensional image plane, and re-
lated to the instantaneously deforming water surface
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and its spatial gradients. By decoupling the light paths
when the reflecting surface either undergoes an angular
deflection, or a vertical translation, we build a system
of equations that relate the pattern deformation to the
local surface deflection. This second step thus involves
recasting the measured displacement fieldsto a suitable
integrable form, and calculating the final height field.
Some examples of the use of this method are de-
scribed in ref. [34]. They are shown to agree with theo-
retical models and numerical simulations, thus showing
its effectiveness in resolving micron scale deformations.
A relative drawback of TIR-D arises from the high
sensitivity it offers: it requires the water surface to be
very well isolated from external sources of noise. This
high degree of isolation from mechanical disturbances
limits the method’s application to well-controlled en-
vironments. Another consequence of the sensitivity is
that using menisci of a stationary object for calibration
purposes is difficult, since deflections easily become too
large to be measurable. It is therefore preferable to use
waves of known amplitude for calibration. Finally, using
TIR requires a large depth of the liquid bulk (compa-
rable to the size of the water surface), which may be a
limiting factor in some cases.
The method’s greatest merit lies in it using total in-
ternal reflection at the water surface. First, this implies
that whatever moves above the water surface remains
invisible to the camera. Secondly, it is inherently more
sensitive than compared to using it as a refracting (lens
like) surface. However this does not naturally imply a
greater precision than synthetic Schlieren methods - a
high degree of precision may be achieved using either of
the methods, depending on the exact nature and scale
of the experiment. The present technique does, how-
ever, make the liquid surface optically accessible in set-
tings where synthetic Schlieren cannot be used.
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