We build up an asymptotic observability identity for the heat equation in the whole space. It says that one can approximately recover a solution, through observing it over some countable lattice points in the space and at one time. This asymptotic identity is a natural extension of the wellknown Shannon-Whittaker sampling theorem [13, 16] . According to it, we obtain a kind of feedback null approximate controllability for impulsively controlled heat equations. We also obtain a weak asymptotic observability identity with finitely many observation lattice points. This identity holds only for some solutions to the heat equation.
Introduction
The well-known Shannon-Whittaker sampling theorem [13, 16] (see also [6, 8, 10, 18] ) says that any function f in the Wiener class (i.e., f ∈ L 2 (R) and its Fourier transform 1f has a compact support in R) can be completely determined by its values on some lattice points in R. Given N > 0 and n = (n 1 , . . . , n d ) ∈ Z d , we define
sin π(N x j − n j ) π(N x j − n j ) , x = (x 1 , . . . , 1) and
where Q πN (0) denotes the closed cube in R d , centered at the origin and of side length 2πN . (Some properties on {f N,n } n∈Z d are given in Lemma 5.1 in Appendix of this paper.) A high-dimensional version of the Shannon-Whittaker sampling theorem is as follows: Theorem 1.1. For each N > 0, any function f ∈ P N satisfies that
(1.3) (Theorem 1.1 is almost the same as Theorem 6.6.9 in [5] . For the sake of the completeness of the paper, we will give its proof in Appendix.) In this paper, we will extend the first identity in (1.3) to an asymptotic observability identity for functions u(T, ·), where T > 0 and u solves the heat equation:
Throughout this paper, we use · and ·, · to denote the norm and the inner product of L 2 (R d ); we use Q r (x) and B r (x), with x ∈ R d and r > 0, to denote respectively the closed cube in R d (centered at x and of side length 2r) and the closed ball in R d (centered at x and of radius of r); we let N + := {1, 2, . . . }; we usef or F (f ) to denote the Fourier transform of a function f ; we use {e t△ } t≥0 to denote the semigroup on L 2 (R d ), generated by the operator △ (with its domain D(△) = H 2 (R d )). The main theorem of this paper is as follows: We now give several notes on Theorem 1.2.
(a1) The most important result in this theorem is (1.6), which we call an asymptotic observability identity for the heat equation (1.4) . Two motivations to derive (1.6) are given in order. First, it corresponds to a kind of feedback null approximate controllability, with a cost, for some impulsively controlled heat equations (see Theorem 4.4) . Second, it is a natural extension of the first identity in (1.3). The later can be explained as follows: The first identity in (1.3) says that a function f ∈ P N can be completely determined by its values at lattice points { n N } n∈Z d . The asymptotic observability identity (1.6) says that by observing a solution u of (1.4) over countably many lattice points { n N } n∈Z d in R d and at time T , one can approximately recover u(T, ·), with the error R.
(a2) The error R in (1.6) depends on T , N and u. It is a small term when N is larger. This can be understood in the following way: Let T > 0 and N > 0. We define three operators on
where R u0 is the error R in (1.6) corresponding to the solution of (1.4) with u(0, ·) = u 0 (·). They are clearly linear and bounded operators. We treat M N (u 0 ) as the main part of W N (u 0 ) and R N (u 0 ) as the residual part of W N (u 0 ). Now, (1.6) can be rewritten as:
According to Proposition 2 in [15, p. 28] ,
When N satisfies that
From these, we see that if N satisfies (
(a3) The asymptotic observability identity (1.6) is not true when the sum on the right hand side of (1.6) is taken over finitely many lattice points (see Proposition 3.1). This motivates us to derive a weak asymptotic observability identity (see Theorem 3.2) which says what follows: If it is known in advance that the initial datum of a solution u to (1.4) has some kind of decay at infinity, then by observing this solution over finitely many lattice points {n/N } n∈Z d ⊂ B r (0) and at time T , one can approximately recover u(T, ·), with an error R. Moreover, R tends to zero when N, r → ∞. This weak asymptotic observability identity gives a weak feedback null approximate controllability, with a cost, for some impulsively controlled heat equations (see Theorem 4.7).
(a4) More general, we build up a similar asymptotic identity to (1.6) for functions in the space H s (R d ) with s > d/2 (see Theorem 2.1). Moreover, we explained that s = d/2 is critical (see Remark 2.2). Notice that the Fourier transform of a function in this space decays more slowly than the Fourier transform of such a function u(T, ·) that u solves (1.4) and T > 0, in general. So the asymptotic observable identity (1.6) is a special case of Theorem 2.1. This will be seen from the proof of Theorem 1.2.
(a5) The conclusion (ii) gives an estimate for the sampling values {u(T, n N )} n∈Z d . The conclusion (iii) says that the error term R(·) in (1.6) cannot be dropped in general. The conclusion (iv) shows some robustness of (1.6) with respect to the sampling lattice points { n N } n∈Z d . The rest of this paper is organized as follows: Section 2 proves Theorem 1.2. Section 3 gives some further studies on the asymptotic observability identity. Section 4 presents some applications of the main results to some controllability.
Proof of main results
In the rest of the paper, we use C(· · · ) to denote a positive constant which depends only on what are enclosed in the brackets and varies in different contexts. The aim of this section is to show Theorem 1.2.
Some properties on functions in Bessel potential spaces
Consider the Bessel potential space H s (R d ) (with s ∈ R) equipped with the norm:
For each s ∈ R, we define a linear bounded operator
One can easily see that
3)
The main purpose of this subsection is to present the next Theorem 2.1 which plays an important role in the proof of the conclusion (i) in Theorem 1.2.
If u solves Equation (1.4) and T > 0, then for any s ∈ R, the function u(T, ·) belongs to H s (R d ). So the asymptotic observable identity (1.6) is a special case of the asymptotic identity (2.5). Indeed, as what we will see in the proof of Theorem 1.2, the conclusion (i) in Theorem 1.2 is a direct consequence of Theorem 2.1.
(ii) From (2.4), we see that when f ∈ P N , R in (2.5) disappears, consequently, (2.5) is exactly the same as the first identity in (1.3). The next Lemma 2.3 serves for the proof of Proposition 2.4 which plays a big role in the proof of the conclusion (i) in Theorem 2.1. Proof. Arbitrarily fix
where
By the definitions of I and II, (2.2) and (2.3), after some direct computations, we obtain that
Now (2.6) follows from (2.9) and (2.8) at once. This ends the proof of Lemma 2.3.
We divide the proof into the following three steps:
Step 1. We prove that for some C = C(s, d),
be a smooth cutoff function so that
We now claim that
To this end, two facts are given in order. Fact One: It follows from (2.13) and (2.12) that
Fact Two: It follows from Lemma 2.3 that
From (2.16), (2.14) and (2.17), we are led to (2.15). Next, according to the properties of ϕ n (see (2.13) and (2.12)), there is C 2 (s) > 0 so that
Finally, from (2.15) and (2.18), we find that
which, together with (2.1) and (2.2), leads to (2.11).
Step 2. We show (2.10) for the case that 0 < r ≤ 1.
, we deduce from (2.19) and (2.11) (where f is replaced by g) that when
(In the last inequality in the above, we used the fact that 0 < r ≤ 1.) This proves (2.10) for the case that 0 < r ≤ 1.
Step 3. We show (2.10) for the case that r > 1. We first claim that for any 2 ≤ m ∈ N and ρ > 0,
For this purpose, we arbitrarily fix 2 ≤ m ∈ N and ρ > 0. Three observations are given in order.
(O2) For each n ∈ Z d , we can choose and then fix a β n ∈ Z d so that
Then it follows from (O1) and (O2) that
Meanwhile, it follows by (O3) that
Combining (2.21) and (2.22) leads to the claim (2.20). We now arbitrarily fix r > 1. One can always find 2 ≤ m ∈ N + and ρ ∈ (
(2.23) which leads to (2.10) for the case that r > 1. This ends the proof of Proposition 2.4.
We now on the position to prove Theorem 2.1.
Proof of Theorem 2.1.
where Q c πN denotes the complementary set of Q πN in R n . Then, we arbitrarily fix s >
We organize the rest of the proof by two steps.
Step 1. We make decompositions on f .
First of all, by (2.25), we can directly check that
In particular, we have that
By (2.26) and the imbedding
From (2.27), we can use Proposition 2.4 to see that
These, along with the conclusion (iii) in Lemma 5.1, imply that
From (2.29) and (2.27), we can define
From (2.28) and (2.29), one can easily obtain that
Meanwhile, by (2.25) and (1.2), we have that χ ≤N (D)f ∈ P N . Thus, we can use Theorem 1.1, where f is replaced by χ ≤N (D)f , to see that
Finally, by (2.30), (2.31), (2.32) and (2.26), we obtain that
Step 2. We estimate two terms on the right hand side of (2.30).
For the second one, we use the Parseval-Plancherel formula and (2.25) to see that
Next we deal with the term:
Now, it follows from (2.35)-(2.36) that
. (2.37)
Step 3. We finish the proof.
From (2.30), (2.34) and (2.37), we see that
This, together with (2.33), leads to (2.4) and (2.5). Hence, we end the proof of Theorem 2.1.
Some estimates on solutions of the heat equation
This subsection presents one lemma on properties of the heat equation. It will be used in the proof of the conclusion (ii) in Theorem 1.2. It will also be used in the proof of Proposition 2.8 (in the next subsection) which will play an important role in the proof of the conclusion (iv) in Theorem 1.2.
Lemma 2.5. There is C = C(d) so that for each solution u to (1.4), each r > 0 and each T > 0,
Proof. Arbitrarily fix T > 0, r > 0 and a solution u to (1.4).
We first show (2.38). To this end, we let
We claim the following three facts:
Fact Two: We have that
To show (2.42), we use the Parseval-Plancherel formula to see that 
Changing variable y → √ T y in (2.46) and using (2.41), we find that
This gives (2.43).
To prove (2.44), we first apply Proposition 2.4, where (s, r, f ) is taken as (d,
Here C is given by Proposition 2.4. Then from the above, (2.41) and (2.42) (where T = 1 and |α| ≤ d), we can find some
This gives (2.44). Now, it follows by (2.43), (2.41) and (2.44) that
which leads to (2.38). We next show (2.39). Arbitrarily fix j ∈ {1, · · · , d}. Notice that ∂ j u is the solution to the heat equation:
Thus, by the smooth effect of the heat equation and by the standard translation argument, we can apply (2.38), where
This yields that
which, together with (2.42), leads to (2.39). Finally, (2.40) follows directly from (2.38). This ends the proof of Lemma 2.5.
Stability of some functions on sampling lattice points
This section gives some stability estimates for some functions on sampling lattice points. The next Lemma 2.6 serves for the proof of Corollary 2.7, while the later will be used in the proof of Proposition 2.8 which plays a big role in the proof of the conclusion (iv) in Theorem 1.2. Recall (1.2) for the definition of P N .
Lemma 2.6. Let B and L be two positive constants. Let
Proof. For the case that d = 1, Lemma 2.6 was proved in [18, Lemma 3, p. 181] . For the high-dimensional case, the proof is very similar, provided that one uses the Taylor expansion in several variables, instead of one variable. We omit the details. This ends the proof of Lemma 2.6.
Corollary 2.7. Let N > 0 and ε ∈ (0, 1).
Proof. Arbitrarily fix N , ε, {λ n } n∈Z and f as required. Set g(x) := f (N −1 x), x ∈ R d . Then one can directly check that g ∈ P 1 . Meanwhile, by the second equality in (1.3) in Theorem 1.1, we find that
From this, we see that
Since g ∈ P 1 and because of (2.49), we can use Lemma 2.6, where (f, B, L, λ n , µ n ) is replaced by (g, 1, ε, n, N λ n ), to obtain that
Because 0 ≤ e s − 1 ≤ se s for all s ≥ 0, the above indicates that
which, along with the definition of g, leads to (2.48). This ends the proof of Corollary 2.7.
Propositon 2.8. There is C(d) so that any solution u to Equation (1.4) has the property: If T > 0, N > 0, ε ∈ (0, 1) and 
We now claim that there exists
, we can use the mean value theorem and (2.50) to find that
from which, it follows that
.
This, together with (2.39) in Lemma 2.5, where (r, T,
Meanwhile, we clearly have that for some C(d) > 0,
These, along with (2.54), lead to the claim (2.53). Next, by the definition of χ ≤N (D) (see (2.25)), we find that e T △ χ ≤N (D)u 0 ∈ P N . From this and (2.50), we can apply Corollary 2.7, where f is replaced by e T △ χ ≤N (D)u 0 , to find that
Finally, it follows from (2.52), (2.55) and (2.53) that
which leads to (2.51). This completes the proof of Proposition 2.8.
Proof of Theorem 1.2
We are now in the position to show Theorem 1.2.
Proof of Theorem 1.2. Let u be a solution to (1.4). We will show the conclusions (i)-(iv) one by one.
(i) Arbitrarily fix T > 0 and N > 0. Set
so that
We first use (2.58) to show that
where R is defined by
Indeed, it follows by (1.1) and (2.56) that
Since by (2.58), we have that
it follows from (2.61) and (2.62) that
Meanwhile, by (2.62), (2.58), (2.61) and (2.60), one can directly check that
Thus, (2.59) follows from (2.64) and (2.63) at once.
We next estimate R . By (2.60) and (2.57), we see that
Here, we used the fact that T where
This, along with the fact:û From (2.70) and (1.2), we see that u(0, ·) ∈ P N , which leads to the right hand side of (1.8).
Next, we suppose that the right hand side of (1.8) is true. Then from (1.2), we obtain (2.70). This, along with (2.69), yields that suppû(T, ·) ⊂ Q πN (0), from which, we can use Theorem 1.1 to get the left hand side of (1.8).
(iv) Arbitrarily fix T > 0, N > 0 and ε ∈ (0, 1). Arbitrarily take a sequence
We now claim that for some
Indeed, by (2.71), we can use (2.51) in Proposition 2.8 to find
From this and the conclusion (iii) in Lemma 5.1 in Appendix, where a n is taken as (u(T, λ n )−u T, n/N )), we are led to (2.74).
From (2.73) and (2.75), we find that
Meanwhile, by (2.77), (2.72) and (2.74), we obtain that
which, along with (2.76), leads to (1.9) and (1.10).
In summary, we end the proof of Theorem 1.2.
Weak asymptotic observability identity
We first shows that the asymptotic observability identity (1.6) is not true when the sum on the right hand side of (1.6) is taken over finite lattice points.
Propositon 3.1. For any T > 0, N > 0 and any
where the supremum is taken over all solution u to (1.4) with u(0, ·) ≤ 1.
Proof. Arbitrarily fix T > 0, N > 0 and G(·) ∈ C(R + , R + ). We define
Then one can easily check that u N solves the heat equation (1.4) and satisfies that
Indeed, it follows by (ii) of Lemma 5.1 that
This, together with the second equality in (3.2), implies that
Meanwhile, it follows from the first equality in (3.2) that
Notice that the set {n ∈ Z d : |n| ≤ G(N )} has at most 2(G(N ) + 1) d elements. This, along with (3.5) and (3.6), yields that
which leads to (3.4).
Finally, after some computations, we see from (3.2) and (3.3) that
From (3.4) and the first equality in (3.7), we get that for each N > 0,
which, along with the second equality in (3.7), leads to (3.1). This ends the proof of Proposition 3.1.
Next we will introduce a weak asymptotic observability identity with finite many observation lattice points. This identity holds only for some solutions to Equation (1.4) . The main result of this section is as follows: 2 |u(0, x)| 2 dx < ∞, has the following properties:
To prove Theorem 3.2, we first show the next lemma. Throughout the rest of this section, we write C
Proof. Arbitrarily fix T > 0, α ∈ N d and k ∈ N. Then arbitrarily fix a solution u to (1.4) so that
To this end, we arbitrarily fix β = (β 1 , . . . , β d ) ∈ N d . By the Parseval-Plancherel formula, we obtain that
Meanwhile, by using induction, one can easily obtain that
from which, it follows that for each
This, together with (3.10), indicates that
Making use of the Parseval-Plancherel formula to the above, we deduce that
we get (3.9) from (3.11) immediately. Finally, since
it follows from (3.9) that
which leads to the desired result. This ends the proof of Lemma 3.3.
We are in the position to prove Theorem 3.2.
Proof of Theorem 3.2. We claim the following statement:
(P) There is C(d) > 0 so that for any T > 0, N > 0, k ∈ N, r ≥ 1 and any solution u to (1.4), with
, with the estimate:
It is clear that the desired conclusion in Theorem 3.2 is exactly the conclusion (P) where k = 1. To prove (P), we arbitrarily fix required T , N , k, r and u as required. Set
It is clear that
Step 1. We prove that for some
By (iii) of Lemma 5.1, it follows that
Then we can apply Proposition 2.4 (where s = d, f (·) = ρ(·)u(T, ·) and r = 1/(N √ T )), as well as (3.15) , to find C(d) > 0 so that
We now estimate the term ρe
First, according to the properties of ρ, there is C 2 (d) > 0 so that
from which, it follows that for some
Second, we can use Lemma 3.3 (where T = 1 and u(0, ·) = v 0 (·)) to see that for each β ∈ N d with |β| ≤ d,
From (3.17) and (3.18), we see that for some
This, together with (3.16) and (3.12), leads to (3.14).
Step 2. We prove the conclusion (P).
It follows from (3.13), (2.61) and (3.14) that
This, along with Theorem 1.2, leads to (P). Thus we end the proof of Theorem 3.2.
Application to controllability
In this section, we will apply Theorem 1.2, as well as Theorem 3.2, to build up some kind of feedback null approximate controllability for some impulsively controlled heat equations. We start with introducing the controlled system for the application of Theorem 1.2. Throughout this section, we arbitrarily fix
Consider the following control system: 2) where
is a control and y| t=τ − denotes the left limit of y (which is treated as a function from R + to R d ) at time τ . Notice that in the system (4.2), controls are added impulsively in both time and space. It will be seen in Lemma 4.1 that for each 
Proof. Arbitrarily fix N > 0 and s > d 2 . The conclusion (i)-(ii) will be proved one by one.
Three facts are given in order. Fact One: We have that
Fact Two: It follows from (4.1) that for each 
Now, from (4.3), (4.4) and (4.5), it follows that
which leads to the conclusion (i).
(
It is clear that the unique solution to (4.2) can be expressed as
Several facts are stressed: First, by the conclusion (i) of this lemma,
Second, in the second line on the right hand side of (4.6), {e t∆ } t≥0 is treated as a semigroup on H −s (R d ); Third, by the smooth effect of the semigroup, we have that
. From these facts and (4.6), we can easily obtain the desired results.
Hence, we end the proof of Lemma 4.1.
Now we define, for each
Proof. Arbitrarily fix N > 0. On one hand, it follows by (4.7) and (ii) of Lemma 5.
On the other hand, by making use of (4.7) and (ii) of Lemma 5.1 in Appendix again, we find that
Thus, the desired result follows at once. This ends the proof of Lemma 4.2. The main result of this section is the next theorem.
To prove Theorem 4.4, we need the next lemma.
Lemma 4.5. Let N > 0 and ε > 0. Then the following two statements are equivalent:
where u solves Equation (1.4) with
Proof. Arbitrarily fix N > 0 and ε > 0. We organize the proof by the following two steps:
Step 1. We show that (i)=⇒(ii). where R u0 is given by the statement (i). Hence, the statement (ii) is true.
controllability from the following perspectives: First, in our case, the control operator depends on ε, while in usual ones (see, for instance, [1] , [2] , [3] , [4] , [7] , [11] and [12] ), control operators are independent of ε; Second, our controls are active only on some lattice points in the space, while controls in usual cases are active on open or measurable subsets of spaces; Third, in our case, control has a feedback form, while in usual ones, controls are open-looped.
(ii) The following statement is not true: There is N > 0 so that y(T ; N, y 0 , K N y(t; N, y 0 , 0)| t=τ − ) L 2 (R d ) ≤ ε y 0 for each ε > 0 and y 0 ∈ L 2 (R d ).
This can be easily proved by Lemma 4.5 and the conclusion (iii) of Theorem 1.2. We omit the details. for each g ∈ L 2 (R d ).
We consider the control system (4.2) with B N being replaced by B N,r , and write y N,r (·, ·; y 0 , v) for its solution. The next Theorem 4.7 gives an application of Theorem 3.2 to some feedback controllability. Its proof is quite similar to that of Theorem 4.4 and will be omitted. 
Appendix
The following results present some properties on the family {f N,n } n∈Z d (given by (1.1)). Finally, by the first equality in (1.3) and (iii) of Lemma 5.1, we get the second equality in (1.3) . This ends the proof of Theorem 1.1.
