Abstract.
1. Introduction. L is the Laplace transform defined by (1) /■ oo e-xt<t>(x) dx = $(t). n L"1 is the inverse of L. With cf>(x) and ip(t) as in (1) we then have (2) £-M#(0} = *(*).
Our aim is to show that a large variety of integral equations can be solved by means of the operators L and L~l.
Given ^(t), we can evaluate L~l{ip(t)] by several methods. One is by complex integration [8, p. 66, Theorem 7.3] ; another is by using Post's operator [8, p. 277, (6) ] which uses real variable methods only.
Here we assume that L~l{^/(t)] is found by reading a table of Laplace transforms in reverse. We then have
2. The annihilating power of L~l. Our basic result is as follows :
Theorem. If (i) a>0, ¿a-|-|S>0, i>0; (ii) s = a A-ip, a and pboth real; F(s)EL(\-i<*>, \-\-i<x>) then (4) Z,-1 {-; f T(as + ß)F(s)r°'-i>ds\ = -f Fis)ar**-lds, \2iriJc ) 2iriJc
where, for both integrals, the contour C may be the line a = \, a line parallel to the imaginary axis in the complex s plane.
Proof. Let R denote the right-hand side of (4). When C is the line <r=2 we see from a>0 and F(s)EL(% -i<x>, %-\-i<x>) that the 5-integral in R, with the factor x^_1 excluded, is absolutely convergent for all values of x.
Let C be the line a = \ and consider
The modulus of the integrand is e~xi\ F(s)|xa/s+ff_1. Hence, from the conditions, the right-hand side of (5) is an absolutely convergent double integral. Consequently we may change the order of integration and integrate first with respect to x. This gives us (6) L{R] = -: I T(as + ß)F(s)r°«-i>ds. (3), and the remark prior to it, an application of L~l to both sides of (6) gives us (7) R = ¿-1 |-; r r(as + ß)Fis)t--tds\ ,
where Ccan be the line o = \. This completes the proof of (4).
3. Some corollaries of (4). s-integrals and integrands, as in (4), will be called Mellin type integrals and Mellin type integrands.
(i) (4) shows that when L~l acts on a Mellin type integral it can eliminate the factor Y(as-\-ß) from the numerator of the integrand. (ii) In (4) write F(s) =H(s)/T(asA-ß) and cancel out the common factor T(as-\-ß) in the left-hand side. We then see that when L~l acts on a Mellin type integral it can introduce a new factor r(as+|3) in the denominator of the integrand. (iii) R denotes the right-hand side of (4) . Hence (6) shows that when L acts on a Mellin type integral it can introduce a new factor T(as+ß) into the numerator of the integrand.
in (6) and cancel out the common factor r(a5+j3) on the right-hand side. Then we can see that L acting on a Mellin type integral can eliminate T(as+ß) from the denominator of the integrand.
In the special case when a = 1 and
The eliminating powers of L and L~l in (i) and (iv) enable us to solve a wide variety of integral equations. where g(u) is known and f(x) is to be found. For this example we must first express the integral in (11) in the form of a Mellin type integral and this can be done by using the Parseval theorem (10). The application of (10) is justified by [4, p. 60, Theorem 43] with k = %, if f(x) and /(x)x~1/2 both belong to i(0, °°) and F(s), the Mellin transform of f(x), belongs to P(A-joo, 5-H00). The last condition will also allow us to use the theorem in §2.
The Mellin transform of sin x is given by [4, p. 196, (7.9. 3)] with v = \, and for sin(wx) we must multiply by u~'. Hence, the application of (10) to (11) gives us
where, since we can take k = \ in Theorem 43, we may also take C to be the line <r = \.
Consider now Z,{g(w1/2)}, which is a double integral in u and s. If F(s) belongs to P( §-¿°°, 5+¿°°) so does P(l -s). Hence, from the asymptotic expansion of the Gamma function [7, p. 273 ] and with the 5-integral taken along a = \, this double integral is absolutely convergent. On integrating first with respect to u the factor T(l -%s) is cancelled out and we obtain (13) ¿U(«1/2)} = -f 23-1/2r( § + is)F(l -s)t-i+"2ds. Finally, on applying (9) to the right-hand side of (16), our solution of (11) becomes
To illustrate (17) let g(u) =0 when 0<u<a and g(u) = (u2 -a2)~112 The solution of (11) The classical solution of (11) is (21) f(x) = I -j I sin(xu)g(u) du.
For our choice of g(u) the solution of (11) can be obtained from The L and L-1 solution of (22), analogous to (17), is
On applying the operator L to both sides of (23) we obtain a result equivalent to one discovered by Tricomi [5, equations (9) , (9') and (15)], all of which are equivalent to each other. The final result is
where, in (26), 5 is replaced by 1-s and then (9) is used to obtain (27), as in going from (16) to (17). (27) is then our solution of (24).
If. e.g., git) = 1 /(i2+a2) then, from [l, p. 229, (1)], we have L-1{git1'2)}=expi-a2x) and from [l, p. 245
L-^t-'-'e-'2"} = a-'xr'Vtfax1!*).
From (27), for this choice of git), our solution of (24) is
This solution is easily checked from the K, tables [2, p. 137, (16)]
with v= -p, noting that the tables have («i)I/2 in the integrand of (24) instead of (mí)' as we have.
7. Some general remarks. Suppose that we have the integral equation
where g{u) and kiux) are given and/(x) is to be found. On applying the Parseval theorem for Mellin transforms (10) to the right-hand side of (30) we find that instead of having one Gamma function in the numerator and one in the denominator, as in (12), we have n?=i r(a¿s-f-/3i) in the numerator and H™ x TiajS+ßs) in the denominator. Then we can proceed as follows: (i) by means of an m succession of L operators we can eliminate all the Gamma functions from the denominator, as in the elimination from (12) to (13) and
(ii) by means of an n succession of L~x operators we can eliminate all the Gamma functions from the numerator, as in going from (25) to (26).
If convergence conditions allow all these operations to be performed we shall then have F(\-s) standing free, as in (26). Since F(s) is the Mellin transform of f(x) we can then express the final integral obtained in terms of f(x), as in going from (26) to (27), and so obtain the solution of (30). This method enables us to solve a large variety of integral equations by using tables of Laplace transforms only.
In the next section we give another useful method of solving integral equations by using the L and L~l operators. We now apply L~l to (32), using (2) , and obtain
as our solution of (31). In order to test (33) take a= 1 and where a>0 and -lO<3/2 and J,(x) is a Bessel function of order v. This is easily checked from the Stieltjes transform tables [2, p. 225, (10)], with k = 0.
Studies of (31), from a point of view quite different from that given here, are found in Widder [8, Chapter VIIl], Erdélyi [3] , and in [2, p. 237, Í33)] a general solution of (31) is given with g(í) and/(ii) both expressed as hypergeometric functions. The reduction of (31) to an integral equation whose solution can be obtained by known methods requires an application of L~l. A general application of this method will usually require a combination of L and L~l operators to make a successful reduction of this nature.
9. Some further general remarks. In §3 we have shown that L and L~l, when acting upon Mellin type integrals, have the power to annihilate or to introduce Gamma function factors into the integrand. Here we have only used the annihilating powers of L and L~l. But the power of introducing new Gamma function factors is also useful and leads to many interesting results. For example this power can be used to show that (17) and (21), the two solutions of (11), although apparently quite different from each other are in fact identical.
