Introduction
Machine Learning, a blend of statistics and computer science, has been an active field of research in recent years. Applications include characters and face recognition, spam filtering and medical diagnosis. In the case of supervised learning one has at hand random sample (X i , Y i ) from an unknown distribution of a random pair X ∈ S and Y ∈ R. Given a class of functions G : S → R and a risk functional L : G → R, which depends on the distribution of (X, Y ), we wish to find g ∈ G with minimal risk L(g). Usual risk functions are the absolute expected deviation and the expected square loss.
In practice, the task of finding such a function is rather impossible, as the underlying distribution is not known, and one resorts to finding a function that minimizes the empirical risk defined by the random sample, and then finding a confidence interval for the real loss of the function. In the case where Y is a {0, 1} random variable the problem is known as classifier selection and the consistency of such methods have been shown to depend upon a theorem of uniform convergence of relative frequencies of events to their true probabilities, over a class of sets. During the 1970's, Vladimir Vapnik and Alexey Chervonenkis, proved that such a theorem holds if and only if a certain combinatorial quality of the class G, called the VC dimension, is finite. Confidence intervals for the real risk of a classifier, criteria for model selection, among other results can be defined in terms of this quantity, and numerous computations and bounds of such numbers for different classes are readily available in the literature.
However, in the case where Y takes values on the interval [0, 1], which we refer to as the problem of Regression Estimation, consistency of methods based on empirical risk minimization requires uniform convergence of means to expectations, and necessary and sufficient conditions for such convergence become rather difficult to define based on G. Sufficient conditions have been shown to depend on the topology of the class when equipped with the L 1 (P ) norms, where P is a probability measure on the underlying space. Such conditions measure in some way, the complexity of the class.
In the context of Structural Risk Minimization, one is presented a sequence of classes {G j } from which, given a random sample (X i , Y i ) one wants to choose a strongly consistent estimator. For certain types of classes of functions, we present a criterion to choose an estimator, based on the minimization of the sum of empirical error and a complexity penalty r(n, j) over each class G j .
We present also several other results together with important results found on current literature on the subject, in an attempt to present and unify the theory in the context of regression estimation.
In particular we present a generalization of the consistency of Structural Risk Minimization in the context of regression estimation which are all new results found on Chapter 5.
Classifier Selection
In this section we present the main foundation of the subject. Most of the results are due to Vapnik and Chervonenkis, and most of the proofs can be found, for example, in the book on the subject by Luc Devroye, László Gyorfi and Gábor Lugosi [2] . Throughout we use S to denote a subset of R d and we refer to a function g : S → {0, 1} as a classifier .
Uniform Convergence of Relative Frequencies to Probabilities
Definition 2.1. X 1 , . . . , X n , be an i.i.d. random sample from a distribution P on a set S. The associated empirical measure P n is the random measure
For a function g : S → R we define its empirical integral as
As usual denote P (A) the probability of the set A and P (g) the expected value of g. Definition 2.2. Let P be a probability measure on a set S. We say that a class of functions F with domain S, is a P-Glivenko-Cantelli Class if P sup g∈G |P n (g) − P (g)| > ǫ → 0 a.s. as n → ∞ A class of sets A is called a P-Glivenko-Cantelli Class if its class of characteristic functions {1 A : A ∈ A} is P-Glivenko-Cantelli.
The supremum on the definition is a minor nuisance as it might not be measurable. Some measurability conditions on the class must be assumed for most of the results presented to hold. In the case of most practical examples such conditions are easily met. All results presented will assume such conditions hold. Refer to [1] , Appendix C.
Definition 2.3. Let T be a separable metric space and let B(T ) be its Borel σ-algebra. Let (S, C) be a measurable space and F = {f (·, t) : t ∈ T } be a class of functions on S indexed by T such that:
1. The function f (·, ·) is C ⊗ B(T )-measurable as a function from S ⊗ T into the real line.
2. T is an analytic subset of a compact metric space T (from which it inherits its metric and Borel σ-algebra).
To prove that a class of functions G is a P -Glivenko-Cantelli class one makes heavy use of the following corollary to the well known Borel-Cantelli Lemma:
Theorem 2.4. (Borel-Cantelli) For a sequence of random variables {X n : n = 1, 2, . . .} and a random variable X
If a class of functions G is P-Glivenko-Cantelli we also say that a uniform law of large numbers holds over G. A class of sets A is known to be P-Glivenko-Cantelli for any probability measure if and only if certain combinatorial quantity that depends on A is finite.
Definition 2.5. Let A be a class of subsets of R d and E ⊂ R d be subset. Let E ∩ A := {E ∩ A : A ∈ A} and ∆ A (n) := sup {E:|E|=n}
|E ∩ A|
When ∆ A (n) is bounded by a polynomial in n, A is called a VC class or a polynomial class of sets. The VC dimension of A, V A is the largest positive integer m such that ∆ A (m) = 2 m . If no such m exists then V A = ∞. The VC density of A, dV A is the infimum over the set of positive reals r such that a constant C exists with the property that ∆ A (n) ≤ Cn r for all n ∈ N.
The following is one of the cornerstones of the so-called VC theory:
A is a P-Glivenko-Cantelli class for any measure P if and only if its VC dimension is finite.
The if part of proof of 2.6 is based on the next results:
n the empirical measure associated to the sample Z ′ 1 , . . . , Z ′ n and by P n the empirical measure associated to the sample Z 1 , . . . , Z n . Then for nǫ 2 ≥ 2 we have
Proof. Let A * ∈ A be a set such that |P n (A * ) − P (A * )| > ǫ, otherwise let A * be any fixed set in A. Then
Where B is the event |P n (A * ) − P (A * )| > ǫ. Bound the conditional probability inside using Chebyshev's inequality 
Proof. By independence, the next two random variables have the same distribution
then we have that
Lemma 2.9. (Hoeffding's Inequality, for a proof see [1] , Appendix B) Let Y 1 , . . . , Y n be independent random variables with zero means and bounded ranges a i ≤ Y i ≤ b i . For each η > 0
We have the following bound, which is obtained using simple arguments involving the well known symmetrization lemma and Hoefding's inequality:
Proof. By lemmas 2.7 and 2.8 we have
To bound the right hand side, condition on the value of Z 1 , . . . , Z n . Upon conditioning, the value of | n i=1 σ i 1 A (Z i )| depends on the set A ∩ {Z i : i = 1, . . . , n} and there are at most ∆ A (n) such different sets, by the union bound this implies that
Given the value of Z i , the variables σ i 1 A (Z i )are independent and take values in [−1, 1]. Using lemma 2.9 we get
Take expectation and plug into equation (1).
is bounded by a polynomial in n, then the class A is P -Glivenko-Cantelli for any probability measure P .
Proof. Under this condition, the bound of theorem 2.10 is summable in n. Use Theorem 2.4.
and we have the following bounds for ∆ A (n) in terms of the VC dimension of the class A:
In this case, together with theorem 2.10 we have:
Remark 2.13. The authors of [9] point out that the actual quantity involved in the proof of such theorem is the VC density of the class, hence, a class is P-Glivenko-Cantelli for any probability measure P if and only if its VC density is finite. Also, bounds in terms of the V C dimension of a class, can be replaced by analogous bounds in terms of the VC density. For example, theorem 2.10 becomes the following:
where the constant C depends on the class A.
Empirical Risk Minimization
Let X be a random variable taking values on a set S ⊂ R d and Y a random variable taking values on the set {0, 1}, both defined on the same probability space. Let G be a class of functions with domain S taking values in {0, 1} and let P be the joint distribution of (X, Y ).
Definition 2.14. Define the risk of a function g ∈ G as
For a class G we would like to bound the quantity
This measures how far is the empirical risk of a function g, directly computable from a random sample (X i , Y i ), from the actual risk, which is not directly computable in most practical situations.
Definition 2.15. Let G be a class of functions of the form g : S → {0, 1}. DefineÃ as the collection of sets 
In the case where 2 < VÃ < ∞ and n > 2VÃ, by theorem 2.12
Proof. Direct consequence of lemma 2.16 and theorems 2.10 and 2.12.
Lemma 2.18. (For a proof see [2] , Theorem 13.1.) Let A be the class of sets of the form {x : g(x) = 1} with g ∈ G then for every n, ∆Ã(n) = ∆ A (n) and hence VÃ = V A . 
Vapnik's η trick
Definition 2.20. Letĝ n be a classifier in G minimizing the empirical risk over the class.
We will obtain a bound for the real risk of this classifier in term of its empirical risk and the VC dimension of the class.
Theorem 2.21. with probability at least
Proof. Let η = 8n V G exp(−nǫ 2 /32). Solving for ǫ we get
Then by theorem 2.17 we have that with probability at least 1 − η and any g ∈ G
We also have the following Lemma 2.22. Let C be a class of {0, 1} mappings, (X 1 , Y 1 ), . . . , (X n , Y n ) a random sample from the distribution of (X, Y ) and φ * n a classifier minimizing the empirical risk over the class, then
and with probability at least 1 − η
In sections 3.3 and 3.4 we will generalize this method to obtain such type of bounds in the context of Regression Estimation.
Structural Risk Minimization
Definition 2.24. (Bayes Risk) For a given distribution of (X, Y ) define the Bayes regression function as a function g * :
In practice, as the distribution of (X, Y ) is unknown, so is the Bayes classifier g * , which means we can only aim to find a function g n based on the sample that is close to g * in some way. This motivates the following
and it is called strongly universally consistent, if it is strongly consistent for any distribution of (X, Y ).
. . be a sequence of classes of classifiers. Letĝ n,j be a classifier in G j minimizing the empirical error L n . Let g * n be the classifier among {ĝ n,j : j = 1, 2, . . .} minimizing the term
Suppose also that the VC dimensions of G 1 , G 2 , . . . are finite and satisfy
Then the classification rule g * n based on structural risk minimization, is strongly universally consistent.
In Chapter 5 we will state and prove a more general result based on the previous theorem. The idea behind this approach is to minimize the sum of the empirical error on the sample and a complexity term r(j, n) depending on the size of the sample and the index j of the class. With increasing j, each class G j is a more complex class with larger VC dimension, leading to a potential decrease in empirical error over the sample. However choosing a class with complexity too large, may lead to a higher risk, this is known as the problem of overfitting. The theorem shows that the additional complexity term prevents this from happening. This comes from equation (3) where we got that the empirical error plus an O( V G log(n)/n) term bounds the real risk. Adding a term of the same magnitude prevents from underestimating such risk.
In section 5 we will prove a similar result in the context of Regression Estimation.
Regression Estimation
Just as P-Glivenko-Cantelli classes of sets are the core of classifier selection, P-Glivenko-Cantelli classes of functions are the basis of regression function estimation. However a characterization of such classes is far more difficult than in the case of classes of sets. We will state some sufficient conditions based on concepts from metric spaces. All the results and definitions also work in the case where we have a pseudometric space. We might refer to a pseudometric space as a metric space if no confusion arises.
Metric Space Theory
) is the minimal cardinality of an ǫ-cover for M . It is defined to be ∞ if no such finite cover exists. Let P be a probability measure on a set S and F be a set of P -measurable functions with domain S. Define N p (ǫ, F, P ) to be the ǫ-covering number of F with respect to the L p (P ) metric and log N p (ǫ, F, P ) to be the ǫ-metric entropy of the class.
Remark 3.2. The ǫ-covering number of a subset A ⊂ M of a metric space is defined as the minimum cardinality of a set {x i } of elements of M such that the balls with center x i and radius ǫ cover A. Denote such covering number as N (ǫ, A ⊂ M, d). Regarding the ǫ covering numbers of A as a metric space on its own we get the following inequality:
2 ) be two metric spaces and f : M 2 → M 1 a function such that there exist constants α > 0, K > 0 such that 
Proof. let {x 1 , . . . x m } ⊂ M 2 be a set of minimum cardinality such that for any x ∈ M 2 there exists
For ease of computations we will assume the class G comprises of positive functions bounded by 1, so that the constant function 1 is an envelope for the class. Results easily generalize for classes of functions with constant envelope.
Lemma 3.6. Let G be a class of positive functions with domain S and constant envelope 1. Then for any probability measure P on S
where G 2 = {g 2 : g ∈ G} is the class of squared functions.
Proof.
by virtue of the Cauchy-Schwarz inequality. Use lemma (3.4) for the function g → g 2 which is Lipschitz continuous with constant 2.
This means that the N 1 entropy of the square of a class of functions with constant envelope can be bounded by the N 2 entropy of the class.
Lemma 3.7. Let G be a class of functions with domain S and h a fixed function with the same domain but possibly not in G. Let G + h = {g + h : g ∈ G}. Then for any probability measure P, if
This shows that the set {g 1 + h, . . . , g m + h} is an ǫ-cover for the class G +h with metric L p (P ) so that
. A symmetric argument yields the result.
2 ) be two (pseudo)metric spaces, and let f :
for all x, y ∈ M 1 . Then
Definition 3.9. Let (M, d) be a metric space and x ∈ M .
2 ) be two metric spaces. f : M 1 → M 2 be a surjective map and x 0 ∈ M 1 a fixed element. Suppose that for any
Uniform Convergence of Means to Expectations
Focusing on the case of a class of positive functions bounded by 1, we have the following theorem, which is a direct adaptation of [1] Chapter 2, Theorem 24.
Theorem 3.11. Let F be a permissible class of positive functions bounded by 1.
where we denote
A sufficient condition for a law of large numbers to hold over F is that log N 1 (ǫ, F, P n )/n → 0 in probability as n → ∞, for any ǫ > 0 .
For the proof of this theorem we need the following lemmas which are a direct generalization of lemmas 2.7 and 2.8.
n the empirical integral associated to the sample Z ′ 1 , . . . , Z ′ n and P n the empirical integral associated to the sample Z 1 , . . . , Z n . Then for nǫ 2 ≥ 2 we have
Proof. The proof of lemma 2.7 carries verbatim replacing A * by a function f * such that |P n (f * ) − P (f * )| > ǫ, replacing A ∈ A by f ∈ F and noting that
Wich has maximum value 
Proof. The proof of lemma 2.8 carries verbatim replacing A ∈ A by f ∈ F and 1 A by f .
Proof of theorem 3.11:
Proof. The two lemmas 3.12 and 3.13 yield, for nǫ 2 ≥ 2
Now given Z 1 , . . . , Z n let {f 1 , . . . , f m }, where m = N 1 (ǫ/8, F, P n ), such that for any f ∈ F,
Using this and working out the right hand side of equation (5) we have
Finally, using again Hoeffding's inequality we have that
Take expectation to get rid of the conditional and plug into equation (5).
Definition 3.14. In the case of regression estimation, given a random sample
where Y is a [0, 1] valued random variable, X takes values on a set S, and G is a class of positive functions bounded by 1 with domain S, we will define our risk as the expected squared error
and the empirical risk will be
The mean square error over the sample. Proof. As 0 ≤ g(x) ≤ 1 and 0 ≤ y ≤ 1, 0 ≤ |g(x) − y| ≤ 1 and 0 ≤ (g(x) − y) 2 ≤ 1, for all x ∈ S and g ∈ G.
Theorem 3.17.
Proof. Note that
Using theorem (3.11) we get the result. Y 1 ) , . . . , (X n , Y n ) from the distribution of (X, Y ) letĝ n be a function in G such that
We assume such function exists. Call this function the least squares estimator.
We want to obtain a confidence interval for |L(g) − L n (g)|, the deviation of the empirical risk from the real risk, and a confidence interval for L(ĝ n ) − L(g 0 ), the deviation of the real risk of the least squares estimator to that of the best function in the class. 
Proof. The same as the proof of lemma 3.19.
This lemma shows that bounds for sup g∈G | L n (g) − L(g)| yield bounds for the efficiency of the least squares estimator. The following corollary makes this precise:
VC Subgraph Classes
There is a large class of function classes for which the L r (P ) ǫ-metric entropy is bounded by a polynomial in ǫ −1 that depends only on the class of functions and r, for any probability measure. We refer to the well known VC subgraph classes. We show that if G is a VC subgraph class, then the class of squared errors L G = {(g(x) − y) 2 : g ∈ G} is also a VC subgraph class and hence the L 1 (P ) ǫ-covering numbers are bounded by a polynomial in ǫ −1 .
Definition 3.21. Let F be a class of real valued functions. The set
is called the subgraph of f and subg(F) = {subg (f ) : f ∈ F} is called the subgraph class of F.
Definition 3.22. Call a class of functions F a VC subgraph class if subg(F) is a VC class. The VC subgraph dimension of this class V F is defined as the VC dimension of its class of subgraphs.
The following lemma is useful for computing VC subgraph dimensions of classes of functions from the VC subgraph dimension of other classes.
Lemma 3.23. ([11], 2.6.18) Let F and G be two VC subgraph classes with domain S. y : S → R, φ : R → R be fixed functions. Denote ∧ and ∨ as minimum and maximum, respectively.Then the following hold
3. −F is VC subgraph with V −F = V F .
4. F + y = {f + y : f ∈ F} is VC subgraph with V F +y = V F .
φ • F is VC subgraph with
Lemma 3.24. let G be a VC subgraph class of functions. Then the class of square errors L G is a V C subgraph class with V L G ≤ 2V G − 1.
Proof. By lemma 3.23 (4.) if G is VC subgraph then G − y is VC subgraph with the same index, so it suffices to show that G 2 is VC subgraph whenever G is.
Let {(x 1 , t 1 ), . . . , (x n , t n )} be a maximal set of points shattered by subg(G 2 ). That is n = V G 2 . The class of squares is a class of positive functions and hence t i > 0 for all i, otherwise (x i , t i ) would lie on the subgraph of all the functions in the class. now if
) and the set {(x 1 , √ t 1 ), . . . , (x n , √ t n )} is shattered by the subgraph of {g ∨ −g : g ∈ G} ⊂ {g ∨ h : g ∈ G, h ∈ −G} then by monotonicity of the subgraph dimension and lemma 3.23 (2.) the result follows.
Lemma 3.25. Let G be a VC subgraph class, then |G| is a V C subgraph class with V |G| ≤ 2V G − 1.
Proof. In lemma 3.24 we proved that V G 2 ≤ 2V G − 1 and by monotonicity of the square root and lemma 3.23 (5.) we get that
We have the following way to bound the metric entropy depending on the VC subgraph dimension of the class.
Theorem 3.26. ([11]
, Theorem 2.6.7) For a VC class of functions F with constant envelope 1, for any probability measure P
For a universal constant K and 0 < ǫ < 1.
Theorem 3.26, Lemma 3.24 and 3.6 actually yield two different bounds for N 1 (ǫ, L G , P ):
Proof. by Lemma 3.24 the class L G is a VC subgraph class with V L G ≤ 2V G − 1. Put this upper bound and r = 1 in Theorem 3.26.
Lemma 3.28.
Proof. First inequality comes from lemma 3.6. Second inequality is Theorem 3.26 with r = 2.
Parametric Classes
Another large class of classes of functions are the so called parametric classes where the functions are indexed by a subset of parameters in R d . The following is a direct adaptation of [10] , Example 19.7:
Theorem 3.29. Let F := {f θ : θ ∈ Θ} be a collection of measurable functions indexed by a bounded subset Θ ⊂ R d . Denote by · the euclidean norm in R d . Suppose that there exists a measurable function m such that
where K is a constant which depends only on Θ and d and ||m|| p,P = (P (|m| p ))
For the proof of this theorem we will need to introduce the concept of bracketing number and their relation to covering numbers.
Definition 3.30. Given two functions l and u with domain S, the bracket [l, u] is the set of all functions f with domain S and with l ≤ f ≤ u. Let P be a probability measure on S and p ≥ 1.
is the minimum number of brackets of size ǫ needed to cover F. l and u need not be in F but are assumed to have finite L p (P ) norms.
Lemma 3.31. ([11]
, Theorem 2.7.11) Let F = {f t : t ∈ T } be a class of functions indexed by a metric space (T, d). Supppose that for some fixed function m and every s, t ∈ T :
Then for any measure P and p ≥ 1:
Proof. Let t 1 , . . . , t p be an ǫ-cover for T with the metric d. Then the brackets [f t i −ǫm, f t i +ǫm] have size 2ǫ m p,P . Let f t ∈ F and t i such that
Proof. If f is in the bracket of size 2ǫ [l, u] then it is in the ball of radius ǫ around (l + u)/2.
Proof of Theorem 3.29
Proof. By Lemma 3.31 we have that N [p] (2ǫ m p,P , F, P ) is bounded by the ǫ covering number of Θ in the euclidean metric. After a translation, Θ is contained in the cube [0, diam(Θ)] d . This cube can be covered by (diam(Θ)/ǫ) cubes of side ǫ. The circumscribed balls have radius √ dǫ/2 and they still cover the cube. The centers of these balls may be any x ∈ R d . As the covering numbers in this case are translation invariant we conclude that
Changing ǫ for 2ǫ/ √ d and using Remark 3.2 yields that
Now by Lemma 3.32 and 3.31 we get
putting things together:
Lemma 3.33. Let G be a class of positive functions on a set S satisfying the hypothesis of theorem 3.29 and bounded by 1, then the class
Proof. L G is also a parametric class with parameter set Θ ⊂ R d .
Plug in 2m(x) in 3.29 to obtain the result.
As in the section of VC subgraph classes we have another bound arising from Lemma 3.6
Lemma 3.34.
Proof. First inequality comes from Lemma 3.6. The second inequality comes from the proof of Theorem 3.29.
Revisiting Vapnik's η trick
In section 2.3 we followed a method to produce bounds for the real risk of a classifier in terms of its empirical risk and a complexity term. This method can also be used to bound the real risk in the context of regression estimation, where F is a class of positive functions bounded by 1 such that we can bound, for any probability measure, the L 1 (P n ) ǫ-covering numbers by a polynomial in ǫ −1 . Precisely, we will prove the following result: Y 1 ) , . . . , (X n , Y n ) be an i.i.d random sample from the distribution of (X, Y ). Moreover suppose that
For some constants A, W depending only on the class G.
Z With probability at least 1 − η, simultaneously for all g ∈ G
To prove this bound we will need the following definition: The W function has two important properties:
Proof of Theorem 3.35.
Proof. By Theorem 3.11 we have
Let γ = ǫ 2 and equate the previous bound to η
Work out the previous expression for η:
We conclude that with probability at least 1 − η and n large enough so that the previous condition holds, for any g ∈ G P (g) − P n (g) ≤ |P (g) − P n (g)| ≤ ||P − P n || ≤ ǫ
Complexity Penalty Based on Local Metric Entropy

Definitions
Definition 4.1. Let G be a class of real valued functions with domain S and range [0, 1], and let P be a probability measure on S. Let r ≥ 1 and B P (g 0 , δ) be a ball of radius δ around some g 0 ∈ G with respect to the L r (P ) metric.
is the local r-metric entropy integral of G. Let X 1 , . . . , X n be an i.i.d. random sample from the distribution P
is the random local r-metric entropy integral of G with respect to the random sample X 1 , . . . , X n .
is the uniform local metric entropy integral of G, where the supremum is taken over all probability distributions ons S.
These definitions will be used to define a complexity penalty for the class G. Recall the following theorem that can be found in [1] , Chapter 2, Theorem 37.
Theorem 4.2. For each n, let F n be a permissible class of positive functions bounded by 1, whose covering numbers satisfy
with constants A, W not depending on n. Let α n be a non-increasing sequence of positive numbers for which nδ 2 n α 2 n ≫ log(n). If |f | ≤ 1 and (P f 2 ) 1/2 ≤ δ n for each f ∈ F n , then
where the notation a n ≫ b n means b n /a n → 0 as n → ∞.
For all n, let F n = L G for a class of positive functions G with envelope 1 and Y a [0, 1] valued random variable. Suppose that for L G the condition (8) holds. By lemma 3.16 the class L G also comprise positive functions bounded by 1. For all n, let δ n = 1 and α n = log(n)/ √ n then nδ 2 n α 2 n = log 2 (n) ≫ log(n) so the hypothesis of the theorem are satisfied and we get 
Estimating the Local Metric Entropy of a class of functions
Let X 1 , . . . , X n ∈ R k be an i.i.d. sample drawn from an unknown distribution. Suppose the distribution has a density in R k with the Lebesgue Measure. Let G be a class of functions with domain R k . Define the seminorm L 2 (P n ):
And the L 2 (P ) norm
Both induce a pseudometric on G. Suppose G := g θ : θ ∈ Θ ⊂ R d is a family of parametric functions and let g * be some function in G. Let B * n (δ) be the ball around g * with radius δ in the L 2 (P n ) metric and let B * (δ) be the ball around g * with radius δ in the L 2 (P ) norm. We want to estimate log N 2 (ǫ, B * n (δ), P n ) and log N 2 (ǫ, B * (δ), P ), the random local metric entropy and the local metric entropy of this class of functions. Throughout we suppose that the map θ → g θ is bijective.
Random Local Metric Entropy for Linear Regression
First consider the case where g θ (x) = θ T x, θ ∈ R k and g * = g 0 = 0, then B * n (δ) = g θ ∈ G : g θ 2 n < δ 2 and define
Then we have the following equality
For n ≥ k, with probability 1 the matrix X n is positive definite and symmetric.
Proof. For each i, the matrix X i X T i is clearly symmetric and it is positive semidefinite as for any nonzero vector z,
This implies that X is also symmetric and positive semidefinite. Notice that the equation |X T i z| = 0 Defines a random hyperplane in R k , and since the X i 's are independent, the probability that two of such hyperplanes are linearly dependent is zero, implying that for n ≥ k the intersection of all such hyperplanes has zero dimension. This is equivalent to X n being positive definite with probability one for n ≥ k.
Let X n = Q T DQ be an orthogonal diagonalization of X n , λ T = (λ 1 , . . . , λ k ) > 0 its vector of eigenvalues in decreasing order and (Qθ) T = α T = (α 1 , . . . , α k ). Then
Then the set {θ : g θ 2 n < δ 2 } is actually an ellipsoid in euclidean space with elliptical radii equal to δ/ √ λ i .
Notice that the following holds
And because X n is symmetric and positive definite, it defines an inner product and hence, a metric on the space of parameters. The map f (g θ ) = θ is a bijection between the set of functions and the set of parameters, and the conditions of lemma 3.8 hold with K = 1. In the same manner, the map h(θ) = Qθ is bijective between the space of parameters Θ with the metric induced by X n , and the space of parameters QΘ with the metric induced by the diagonal matrix D.
Finally the map h(α) = √ Dα is a bijection between the space QΘ and its image, and α T Dα < δ 2 ⇔ h(α) T h(α) < δ 2 so the conditions of lemma 3.8 hold with K = 1 and with the metric of the image space being the usual euclidean metric. Under these maps, the image of the ball B * n (δ) = g θ ∈ G : g θ 2 n < δ 2 is contained in the ball β ∈ R k : β T β < δ 2 which is a sphere with radius δ in euclidean space. We have the following results:
δ be a ball with radius δ in euclidean space R k . In the case of linear regression g θ = θ T x and g * = θ * x we have
be the covering number of B k δ with balls of radius 1 and k ≥ 9. then
Where C is an absolute constant.
Note that N (u, B k δ ), the covering number with balls of radius u, is equal to N (B k δ/u ). We get the following corollary Corollary 4.6.
To ease the computations, we may use the following well known bound for the ucovering number of a ball with radius δ in euclidean space R k
We conclude the following Corollary 4.8.
Random Local Metric Entropy for General Linear Regression
Now consider the case where
x ∈ R k and {ψ i } linearly independent functions. We want to estimate again the metric entropy of a ball with respect to the semi norm given by an i.i.d. random sample X 1 , . . . , X n , where the distribution has a density in R k . In this case
that of the previous section shows that this matrix is symmetric and for n ≥ d it is positive definite with probability one. A straightforward generalization of the previous section yields Lemma 4.9. For the case of general linear regression
Local Metric Entropy for General Linear Regression
Let P be a probability measure on a set S and
by linearity and independence. Then the matrix Ψ = P (ψψ T ) is symmetric and positive definite. The arguments of the previous section generalize in this case to conclude that, for any probability measure
Now in all these cases, for
Upon the substitution 3δ n /u = 1/z, this bound becomes
Corollary 4.10. Y 1 ) , . . . , (X n , Y n ) a random sample from the probability distribution P of (X, Y ). Letĝ n,j be the least squares estimator of the class G j and let r(n, j) be a function depending on the index j of the class and n the sample size.
Definition 5.1. The Structural Risk of the class G j for the complexity penalty r(n, j) is the random variable
Let g * n be a function among theĝ n,j minimizing such quantity. We refer to this function as the estimator based on Structural Risk Minimization.
Let L * be the Bayes Risk. Assume that
We want to find sufficient conditions for the complexity penalty r(j, n) such that the estimator based on Structural Risk Minimization is strongly consistent, as defined in 2.25.
Consider the decomposition
It suffices to show both terms converge to zero almost surely. For the first term we have the following which is a direct adaptation of [2] Theorem 18.2:
Focusing on the second term we have the following lemma which is an adaptation of [2] Theorem 18.2:
and that r(n, j) → 0 for n → ∞ and any index j. Moreover suppose that for any index j and any ǫ > 0
Proof. By the hypothesis, for any ǫ > 0 there exists an integer k such that
By hypothesis there exist n 0 large enough such that r(n, k) ≤ ǫ/2 for n ≥ n 0 . Then for such n
By hypothesis such bound is summable in n. By the Borel-Cantelli Lemma we have the desired result.
Structural Risk Minimization for VC subgraph classes
With these results we are ready to prove the following
. . be classes of functions such that for all j there exists a quantity W j ≥ 1 and absolute constants K, A such that for all 0 < ǫ < 1
Define the complexity penalty r(n, j) = 128W j log(Aen) n and suppose that
Let (X, Y ) be a random pair such that
Where L * is the Bayes Risk. Then the estimator g * n based on Structural Risk Minimization is strongly consistent.
Proof. Define the following:
Then we have that
Working out the terms T 1 , T 2 we have
Where the last inequality comes from the fact that log(W j ) − W j ≤ 0. We can bound the last inequality in the following way log(nr(n, j)) = log 128W j n log(Aen) = 1 2 log (128W j n log(Aen))
For n ≥ A −1 which does not depend on j. In summary we have
By lemma 5.2 and (12) we get for
By the Borel-Cantelli Lemma we get that
Finally by the definition of the complexity term, for any index j, r(n, j) → 0 as n → ∞ and also by (11)
Then by the decomposition of equation (10) we conclude that the estimator is strongly consistent. 
This implies by Theorem 3.17
Define the complexity penalty
The conditions imposed on the class of functions are not so restrictive. We could take a nested sequence G 1 ⊂ G 2 ⊂ . . . of VC subgraph classes such that the VC subgraph index increases by one for each class. The union of all such classes is a class with infinite VC dimension so that g * , the Bayes regression function, most likely belongs to one of the classes, implying the last condition.
Structural Risk Minimization in parametric classes
By lemma 3.33 we have that for a parametric class with d parameters satisfying the conditions of theorem 3.29:
Example 5.6. Consider the case of a sequence of linearly independent positive functions on a set S, ψ 1 , ψ 2 , . . . bounded by 1. Let ψ (j) = (ψ 1 , . . . , ψ j ) T and consider the class
One can check all this sets have diameter √ 2.
Lemma 5.7. diam(Θ 1 ) = 1 and for j ≥ 2, diam(Θ j ) = √ 2.
Proof. The assertion for Θ 1 is trivial. For j ≥ 2 note that Θ j is a closed convex polytope. Its diameter is equal to the maximum distance between any two vertices. The vertices of such polytope are the zero vector and the unitary vectors {e i : 1 ≤ i ≤ j}.
Lemma 5.8. Let m j (x) = √ j, then
The bound is tight if for some x, ψ (j) (x) = (1, . . . , 1).
We would like to obtain an analogous result to Theorem 5.4 in this case.
Theorem 5.9. Let G 1 , G 2 , . . . be classes of functions such that for all j there exists a quantity M j ≥ 1 such that for all 0 < ǫ < 1
Define the complexity penalty r(n, j) = 128j log(2j 1/2 M j n) n Let (X, Y ) be a random pair such that
Proof. Define the following: Working out the terms T 1 , T 2 we have T 1 = exp(j log(2) + 1 2 j log(j) + j log(M j ) − j log(r(n.j)))
T 2 = exp(−j log(2) − 1 2 j log(j) − j log(M j ) − j log(n)) T 1 T 2 ≤ exp(−j log(nr(n, j)))
We can bound the last inequality in the following way, for n, j ≥ 1 log(nr(n, j)) = log 128jn log(2j 1/2 M j n) ≥ 1
In summary we have P sup Finally by the definition of the complexity term, for any index j, r(n, j) → 0 as n → ∞ and also by (13) Then by the decomposition of equation (10) we conclude that the estimator is strongly consistent. 
Further considerations:
It is not easy to obtain bounds for the local metric entropy of a class of functions G, we have done so in the case of general linear regression which is an important but simple case. In further work we aim to establish similar kind of bounds for example in the case of VC subgraph classes. For a sequence of classes G 1 , G 2 , . . . ,, and a probability measure P we aim to find a bound N 2 (u, B(g 0,j , δ), P ) ≤ Ψ(u, j, δ)
where B(g 0,j , δ) ⊂ G j is the ball around some g 0,j ∈ G j with respect to the L 2 (P ) metric. And study the complexity penalty r(n, j) = δn 0 log(Ψ(u, j, δ n ))du for δ n = log(n)/n. In the case of 5.6, By lemma 4.10, we would define the complexity penalty δn 0 log N 2 (u, B(g 0,j , δ n ), P )du ≤ 3A log(n) j n = r(j, n)
We would get the following bound Working out the terms T 1 , T 2 we have T 1 = exp(j log(2) + 1 2 j log(j) + j log(8 2j) − j log(r(n.j)))
T 2 = exp(−j9A 2 log 2 (n)/128))
Now log(r(n.j)) ≤ log(2A √ j) so that −j log(r(n, j)) ≥ −j log(3A √ j). Then fails to converge. We are not able to mimic the proof of 5.9.
