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Abstract
Using tools from extreme value theory (EVT), it is proved that the limiting distribution of the
maximum of L independent and identically distributed (i.i.d.) signal-to-interference ratio (SIR) random
variables (RVs) is a Frechet distribution, when the user and the interferer signals undergo independent
and non-identically distributed (i.n.i.d.) κ − µ shadowed fading. This limiting distribution is used to
analyze the outage probability for selection combining (SC). Further, the moments of the maximum is
shown to converge to the moments of the Frechet RV. This is used in deriving results for the asymptotic
rate for SC. Finally, the rate of convergence of the actual maximum distribution to the Frechet distribution
is derived and is analyzed for different κ and µ parameters. Further, results from stochastic ordering are
used to analyze the variations in the limiting distribution with respect to variations in the source fading
parameters. A close match is observed between Monte-Carlo simulations and the limiting distributions
for outage probability and rate.
Index Terms
Selection combining, extreme value theory, κ − µ shadowed fading, outage probability, rate of
convergence
I. INTRODUCTION
Co-channel interference (CCI), which is caused by sharing of common system resources by
multiple users and by frequency reuse among adjacent cells, is one of the impediments to a dense
deployment of cellular networks. Therefore, the effect of CCI on the quality of the wireless link
June 15, 2018 DRAFT
ar
X
iv
:1
80
6.
05
45
0v
1 
 [c
s.I
T]
  1
4 J
un
 20
18
2has to be studied extensively before undertaking deployment of cellular networks and employing
interference mitigation techniques. A metric that directly quantifies the effect of CCI in a cellular
network is the SIR. A vast amount of attention and research in literature has been devoted to the
study of SIR. Since the SIR is also a RV that depends on the type of fading signal of interest (SOI)
and CCI experience, characterizing and studying the probability density function (pdf) or the
cumulative distribution function (CDF) of SIR is imperative to assess the quality of the wireless
link. Also, characterizing the pdf/CDF of SIR is useful in studying other performance metrics
like outage probability, coverage probability, rate, etc. Applications such as selection combining,
base station (BS) selection by a user and maximum rate scheduling require the knowledge of
the CDF of the largest RV among multiple RVs. It is obvious that the CDF of maximum of
independent random variables is given by the product of CDF of each of the variables. In case
of L i.i.d. RVs, the CDF of the maximum is given by the Lth power of the common CDF.
In several cases, given that the CDF of a single RV can itself involve complicated mathematical
functions, the CDF of order statistics like maximum and minimum, even over i.i.d. RVs can be
fairly complicated. Also, providing a meaningful analysis for performance metrics like outage for
SC becomes mathematically intractable, if not impossible. In such cases, we can use EVT and
propose a systematic approach to characterize the asymptotic maximum or minimum SIR in terms
of very simple pdfs/CDFs that are amenable to analysis. For example, works like [1]–[3] study
the capacity limits of Rayleigh faded multicast channels using EVT, without which the capacity
limits would have been intractable to analyze. EVT has also been used effectively in studying
the asymptotic behaviour of performance metrics in opportunistic scheduling. For example,
the limiting distribution of spectral efficiency for multi-hop relaying techniques employing
opportunistic scheduling is analyzed in [4]–[6] using EVT. The ergodic capacity of opportunistic
scheduling for a gamma-gamma composite fading channel is investigated in [7]. The asymptotic
distributions of metrics such as ergodic capacity, mutual information, end-to-end SNR, ergodic
secrecy rate (ESR) in a multi-relay setup are discussed in works such as [8]–[12]. The asymptotic
pdf of the maxima of i.i.d. sums of i.n.i.d. gamma RVs is shown to be a Gumbel pdf in [13]. An
SIR based asymptotic throughput analysis is performed in [14] for opportunistic scheduling in
MIMO downlink systems with Rayleigh faded channels and using EVT the limiting distribution
is found to be the Frechet distribution.
To the best of our knowledge, there is currently no work that gives results similar to [14] for
even Rician or Nakagami faded channels. In recent times, there has been a significant focus on
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3generalized multipath fading models first discussed in [15]. These fading models called κ − µ
and η − µ fading distributions, model small-scale variations in the fading channel in the line
of sight (LOS) and non-line of sight (NLOS) conditions respectively. Further, these generalized
fading distributions include Rayleigh, Rician, Nakagami-m, Nakagami-q, one-sided Gaussian
distributions as their special cases. To investigate the effects of shadowing of the dominant
component, a shadowed Rice model in which the LOS component is assumed to be random is
introduced in [16]. A further generalization of the shadowed Rician fading is the κ−µ shadowed
fading, which has been studied in both [17] and [18]. Also, κ − µ shadowed fading has been
shown to unify the κ−µ and η−µ fading models [19] and to have a wide variety of applications
ranging from land-mobile satellite systems to device to device communication [18].
Performance metrics for κ− µ shadowed fading have been extensively studied in works like
[20]–[27]. For example, exact capacity and effective capacity expressions for κ − µ shadowed
fading channel have been derived in [20] and [21] respectively. Expressions for the effective rate
of MISO systems over κ− µ shadowed fading models have been derived in [24]. However, all
the above works do not consider the impact of CCI or consider only Rayleigh faded interferers.
There are some works like [28]–[32], which consider CCI in a generalized fading setting and
characterize the SIR. For example, outage probability expression for η − µ faded SOI and
Rayleigh faded interferers is derived in terms of confluent Lauricella function in [28]. Outage
probability expressions, when SOI experiences η−µ or κ−µ fading and the interfering signals
are subject to η − µ fading, have been derived in [29]. This was further improvised in [30], for
scenarios where CCI can be either η−µ or κ−µ faded and background white Gaussian noise is
also present. Expressions for coverage probability and rate are derived in terms of Lauricella’s
function of the fourth kind in [31], when SOI and interferers experience κ−µ and η−µ fading
respectively. Approximate outage probability and rate expressions are derived in terms of the
Appell function in [32], when the user channel and the interferers experience κ− µ and η − µ
fading respectively.
Though new, κ− µ shadowed fading has its fair share in the literature that characterize SIR.
In [33], coverage probability expressions are derived when the base stations are modeled as
Poisson point process and all the channels experience κ− µ shadowed fading. Expressions for
error vector magnitude (EVM) is derived in [34] for an interference-limited system when both the
desired channel and interferers experience i.n.i.d. κ− µ shadowed fading. Approximate outage
probability and capacity expressions were derived for κ− µ shadowed fading channels in [35].
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4Exact outage and rate expressions in the presence of CCI was studied in [36] only quite recently.
One thing that is common among [23], [28]–[36] is the complicated nature of the pdf and
the CDF of SIR. For example, the recent work [36], which generalizes all existing results and
considers the SOI and CCI to be i.n.i.d. κ − µ shadowed fading, derives the CDF of SIR in
terms of an infinite summation of the Lauricella function of the fourth kind. This Lauricella
function itself involves N-fold infinite summation (Here, N denotes the number of interferers).
Now, determining the CDF of maximum over L such i.i.d. SIR realizations for applications
such as SC, opportunistic scheduling, etc., involves raising the CDF to power L, making further
mathematical analysis very difficult. Therefore, a limiting distribution for the maximum of SIR
RVs, which is not only easy to compute but is also amenable to mathematical analysis, will have
significant utility. Our major contributions in this paper are as follows:
• Assuming that the user and the interferer signals undergo i.n.i.d. κ − µ shadowed fading,
we prove using tools from EVT that the limiting distribution of the maximum of L such
i.i.d. SIR RVs is a Frechet distribution. We then apply it to analyze the outage probability
at the output of SC receiver.
• We then extend the notion of convergence to the moments of the maximum RV and use it
to analyze the asymptotic rate of SC.
• Further, we derive the rate of convergence of the actual maximum distribution to the
asymptotic distribution and study the impact of various κ-µ parameters on the same.
• Finally, we use results from stochastic ordering to analyze the variations in the distribution
of maxima with respect to variations in the source fading parameters.
Our results hold for Rayleigh, Rician, Nakagami-m, κ−µ and η−µ faded user and interferers also
since all these are special cases of κ− µ shadowed fading. Since we assume i.n.i.d. interferers,
we also account for interferers having different path-loss or having unequal powers. Finally,
though the application considered here is SC, this analysis is applicable to any other application
that involves determining the asymptotic maximum of the ratio of κ− µ shadowed RVs and is
an important value addition to the vast literature of generalized fading.
The rest of the paper is organized in the following fashion. In Section II, we focus on the system
model and introduce the problem at hand. In Section III, we find the asymptotic distribution of the
maximum SIR using tools of EVT. We also give brief notes on the convergence of moments and
the rate of convergence. In Section IV we present the results for special cases of κ−µ shadowed
fading and give analysis of the derived results with respect to variations in fading parameters. In
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5Section V, we present the simulation results and finally in Section VI, we conclude the work.
II. SYSTEM MODEL
We consider an interference-limited SIMO link, with L antennas at the receiver in the presence
of N co-channel interferers. The corresponding received signal vector r can be written as
r = h0s0 +
N∑
i=1
hisi, (1)
where h0 = [h01, · · · , h0L]T , hi = [hi1, · · · , hiL]T are the L× 1 channel coefficient vectors cor-
responding to the source signal and the ith interferer signal respectively. s0 and si are the symbols
transmitted from the source and the ith interferer respectively. Unless mentioned otherwise, the
channel coefficients of the source and the N interferer links are assumed to follow independent
κ− µ shadowed probability distribution. The power pdf of a κ− µ shadowed random variable
with parameters {κ, µ,m, x¯} is given by [17]
fX(x) =
xµ−1
θµ−mλmΓ[µ]
e−
x
θ 1F1
(
m,µ,
x
θ
− x
λ
)
, (2)
where 1F1(.) is the confluent hypergeometric function, Γ[.] is the gamma function, θ =
x¯
µ(1 + κ)
,
λ =
(µκ+m)x¯
µ(1 + κ)m
and x¯ = E[x]. Here, E[.] represents expectation of a RV. We assume that the
L elements of h0 are i.i.d. κ− µ shadowed RVs with parameters {κ, µ,m, x¯}. Similarly, the L
elements of hi are also κ− µ shadowed RVs with parameters {κi, µi,mi, y¯i} for i = 1, · · · , N .
Note that, we assume non-identical fading parameters for different interferers. Now, the SIR at
the jth receiver antenna is given by
γj =
|h0j|2
N∑
i=1
|hij|2
. (3)
The CDF of the SIR RV is given by
Fγj(z) = P(γj ≤ z) = Fγ(z), (4)
where P(.) represents the probability of an event. Also, Fγj(z) = Fγ(z), ∀ j ∈ {1, · · · , L},
since we assume that all the antennas see the same fading environment. Note that, (4) is equivalent
to the expression for outage probability with a threshold z. The expression for outage probability
in a κ − µ shadowed interference-limited scenario is given in [36, Eqn.(6)]. Using this, the
expression for CDF of γj is given by
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6Fγ(z) = 1−K1
(
zθ1
θ + zθ1
) N∑
i=1
µi+µ
×(1)(1) E(2N+1)D
[
N∑
i=1
µi + µ,m, 1, µ2 −m2, · · · , µN −mN ,m1,
· · · ,mN , µ, 1 +
N∑
i=1
µi;
(λ− θ)zθ1
(θ + zθ1)λ
,
θ
θ + zθ1
,
θθ2 − θθ1
θ2(θ + zθ1)
, · · · , θθN − θθ1
θN(θ + zθ1)
,
θλ1 − θθ1
λ1(θ + zθ1)
,
· · · , θλN − θθ1
λN(θ + zθ1)
]
,
(5)
where K1 =
Γ
[
N∑
1=1
µi + µ
](
N∏
i=1
θ
−(µi−mi)
i λ
−mi
i
)
θ
N∑
i=1
µi+m
Γ
[
N∑
1=1
µi + 1
]
z
N∑
i=1
µi
λmΓ[µ]
and (1)(1)E
(N)
D (.) is a multivariate hy-
pergeometric function closely related to the Lauricella function of fourth kind F (N)D (.) [37]
1.
Here,
θ =
x¯
µ(1 + κ)
, θi =
y¯i
µi(1 + κi)
, λ =
(µκ+m)x¯
µ(1 + κi)
, λi =
(µiκi +mi)y¯i
µi(1 + κi)mi
, (6)
x¯ = E[|h0[j]|2] and y¯i = E[|hi[j]|2], ∀ i ∈ {1, · · · , N} and ∀ j ∈ {1, · · · , L} .
An equivalent expression for the above CDF in the form of an infinite sum of Lauricella functions
of the fourth kind is given below [36, Eqn. (20)] :
Fγ(z) =1−K2
∞∑
p=0
(m)p
(
1− θ
λ
)p
Γ
[
N∑
i=1
µi + µ+ p
]
(µ)pp!
F
(2N)
D (1− p− µ, µ1 −m1, · · · , µN −mN ,
m1, · · · ,mN , 1 +
N∑
i=1
µi;
θ
θ + zθ1
, · · · , θ
θ + zθN
,
θ
θ + zλ1
, · · · , θ
θ + zλN
),
(7)
where K2 =
N∏
i=1
((
θ
θ+zθi
)µi−mi (
θ
θ+zλi
)mi)
θm
Γ
[
N∑
i=1
µi + 1
]
Γ[µ]λm
and (m)p =
Γ[m+ p]
Γ[m]
is the Pochhammer
symbol 2 . The maximum SIR, when one looks at L i.i.d. SIR RVs each with CDF Fγ(z), is given
1Note that there was an typo in the equation in the original version of [36] and the correct expression is used above. An
errata for [36] has also been communicated.
2This expressions in [36] are valid for all fading parameters except for the limiting value of m → ∞ for the interferer
parameter.
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7by γmax = max
1,··· ,L
{γ1, · · · , γL}, where γj is the SIR available at the jth antenna, ∀ j ∈ {1, · · · , L}.
The corresponding CDF is then given by
Fγmax(z) =
L∏
j=1
Fγj(z) = (Fγ(z))
L , (8)
where Fγ(z) is given in (7). The expression for Fγmax(z) involves product of L N -fold infinite
sums. In massive MIMO scenarios, the value of L can be so large that the evaluation of (8)
becomes fairly convoluted. Also, it is difficult to use (8) to draw any inference about the impact
of various fading parameters on the maxima. Instead, if we obtain the CDF of the maxima in
a simpler form, one can actually study the impact of the various fading parameters. In the next
section, we show how we can use EVT to achieve this.
III. EVT BASED MAXIMA OF L I.I.D. SIR RVS
EVT studies the statistical properties of extreme events like maximum or minimum of RVs,
which are far from the median of the original probability distribution. Though the results derived
are true in an asymptotic sense, it has been observed that they hold fairly well for the maximum
over a moderate number of RVs as well. In this section, the following analysis are carried out: (a)
the asymptotic distribution of maximum of L SIR random variables is derived, (b) convergence
of the moments of the asymptotic distribution to the moments of Fγmax(z) is analyzed and (c)
the rate of convergence of the distribution of γmax to the asymptotic distribution is derived.
A. Maximum of SIR RVs in κ− µ shadowed fading environment.
We prove that the CDF of maximum of L i.i.d. SIR RVs converges to the CDF of a Frechet
RV. For this, we make use of Fisher-Tippet theorem, which forms the corner-stone of EVT. The
seminal theorem is as follows [38]:
Theorem 1. Fisher-Tippet Theorem, Limit Laws for Maxima:
Let z1, z2, · · · , zL be a sequence of L i.i.d. RVs and ML = max{z1, z2, · · · , zL}; if ∃ constants
aL > 0 and bL ∈ R and some non-degenerate CDF Gβ such that, as L→∞,
a−1L (ML − bL) d−→ Gβ, (9)
where d−→ denotes convergence in distribution, then the CDF Gβ is one of the three CDFs:
June 15, 2018 DRAFT
8Frechet : Λ1(z) :=
0, z ≤ 0exp(−z−β), z > 0,
Reversed Weibull : Λ2(z) :=
exp(−(−z)
β), z ≤ 0,
1, z > 0,
Gumbel : Λ3(z) := exp(−exp(−z)), z ∈ R.
Proof. Please refer to [38] for the proof.
To determine which CDF the maxima converges to, we have to first define the Maximum
Domain of Attraction (MDA).
Definition 1. Maximum Domain of Attraction [38]: The CDF F of i.i.d. RVs z1, · · · , zL belongs
to the MDA of the extreme value distribution (EVD) Gβ , if and only if ∃ constants aL > 0 and
bL ∈ R, such that (9) holds.
Theorem 2. A CDF F belongs to the MDA of the Frechet distribution, if it satisfies the following
relation from [38]:
lim
t→∞
1− F (tz)
1− F (t) = z
−β. (10)
Proof. Please refer to [38] for the proof.
Now, if we show that the CDF Fγ(z) in (7) satisfies the relation in (10), then from the
definition of the MDA of an EVD, we can conclude that there exists aL and bL satisfying (9).
A choice for the corresponding constants for the Frechet distribution is given in [38] as bL = 0
and aL = F−1(1− L−1).
Theorem 3. The CDF Fγ(z) is in the MDA of the Frechet distribution.
Proof. Fγ(z) belongs to the MDA of the Frechet distribution, if it satisfies (10). To show this,
we first do some simplifications of the CDF in (7). This CDF expression has a Lauricella function
of the fourth kind (F (2N)D (.)), which has the following series expansion [37]:
F
(N)
D (a, b1, · · · , bN , c;x1, · · · , xN) =
∞∑
p1,··· ,pN=0
(a)p1+··· ,pN
(c)p1+···+pN
N∏
i=1
(bi)pi
xpii
pi!
. (11)
Substituting (11) in (7), we get an expanded form for the CDF of γj as given in (12). Further, by
rewriting the inner 2N fold summation in (12) as two separate terms one with p1 = · · · = p2N = 0
and the second with rest of the terms,we get (13).
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9Fγ(z) = 1−
N∏
i=1
(
θ
θ+zθi
)µi−mi (
θ
θ+zλi
)mi
θm
Γ
[
N∑
i=1
µi + 1
]
Γ[µ]λm
×
∞∑
p=0
(m)p
(
1− θ
λ
)p
(µ)pp!
Γ
[
N∑
i=1
µi + p+ µ
]
×
∞∑
p1,··· ,p2N=0
(1− p− µ)p1+···+p2N
N∏
i=1
(µi −mi)pi (mi)pi+N(
1 +
N∑
i=1
µi
)
p1+···+p2N
N∏
i=1
(
θ
θ+zθi
)pi (
θ
θ+zλi
)pi+N
pi!pi+N !
.
(12)
1− Fγ(z) = K3
∞∑
p=0
C1
{
C2z
−
N∑
i=1
µi
N∏
i=1
(
θ
z
+ θi
)−(µi−mi)(θ
z
+ λi
)−mi
+
∞∑
p1···p2N=0,
s.t ∃ pi1 6=0; i1∈{1,··· ,2N}
C2z
−
N∑
i=1
µi
z
−
N∑
i=1
(pi+pi+N )
N∏
i=1
(
θ
z
+ θi
)mi−µi−pi ( θ
z
+ λi
)−mi−pi+N
pi!pi+N !
 ,
(13)
where K3 =
(θ/λ)m
Γ
[
1 +
N∑
i=1
µi
]
Γ[µ]
, C1 =
(m)p
(
1− θ
λ
)p
(µ)pp!
Γ
[
N∑
i=1
µi + p+ µ
]
and
C2 =
(1− p− µ)p1+···+p2N
N∏
i=1
(µi −mi)pi (mi)pi+N(
1 +
N∑
i=1
µi
)
p1+···+p2N
θ
N∑
i=1
µi+pi+pi+N
. After further rearrangement of
the terms, we obtain,
1− Fγ(z) = K3
∞∑
p=0
C1
{
C2z
−
N∑
i=1
µi
N∏
i=1
(
θ
z
+ θi
)−(µi−mi)(θ
z
+ λi
)−(mi)
+ z
−
N∑
i=1
µi
h(z)
}
,
(14)
where h(z) =
∞∑
p1···p2N=0,
s.t ∃ pi1 6=0; i1∈{1,··· ,2N}
C2z
−
N∑
i=1
(pi+pi+N )
N∏
i=1
(
θ
z
+ θi
)mi−µi−pi ( θ
z
+ λi
)−mi−pi+N
pi!pi+N !
.
Now, let us focus on the term h(z). As z →∞, z−
N∑
i=1
(pi+pi+N )
tends to zero and the prod-
uct
N∏
i=1
(
θ
z
+ θi
)mi−µi−pi ( θ
z
+ λi
)−mi−pi+N
pi!pi+N !
will tend to a finite and positive value, which is
N∏
i=1
θmi−µi−pii λ
−mi−pi+N
i
pi!pi+N !
. Hence lim
z→∞
h(z) = 0. Recall from (10) that the condition for a CDF
F to belong to the MDA for Frechet distribution is
lim
t→∞
1− F (tz)
1− F (t) = z
−β. (15)
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Substituting (14) in the LHS of the above relation, we have,
lim
t→∞
K3
∞∑
p=0
C1{C2(tz)
−
N∑
i=1
µi N∏
i=1
( θ
tz
+ θi)
−(µi−mi)( θ
tz
+ λi)
−(mi) + (tz)
−
N∑
i=1
µi
h(tz)}
K3
∞∑
p=0
C1{C2(t)
−
N∑
i=1
µi N∏
i=1
( θ
t
+ θi)−(µi−mi)( θt + λi)
−(mi) + (t)
−
N∑
i=1
µi
h(t)}
. (16)
Cancelling the terms common to both numerator and denominator, we obtain,
lim
t→∞
z
−
N∑
i=1
µi
K3
∞∑
p=0
C1{C2
N∏
i=1
( θ
tz
+ θi)
−(µi−mi)( θ
tz
+ λi)
−(mi) + h(tz)}
K3
∞∑
p=0
C1{C2
N∏
i=1
( θ
t
+ θi)−(µi−mi)( θt + λi)
−(mi) + (h(t)}
. (17)
Since we have already proven that lim
z→∞
h(z) = 0, (17) evaluates to z
−
N∑
i=1
µi
.
Hence, we conclude that the CDF of γmax converges to the CDF of a Frechet RV with shape
parameter
β =
N∑
i=1
µi (18)
and scale parameter
aL = F
−1
γ (1− L−1). (19)
The asymptotic distribution of the CDF of γmax is hence given by
F˜γmax(z) =
0, z ≤ 0exp(−( z
aL
)−β
), z > 0.
(20)
Now, the expression in (20) can be chosen over the expression for the Lth power of (7), for
analysis in all scenarios involving maxima statistics. The above expression is far easier to evaluate
than the Lth power of (7) and also simplifies analytic expressions involving any SIR maxima
statistics.
B. Moment Convergence
In this subsection, we will examine the convergence of moments of γmax to those of the
corresponding Frechet RV. This is useful in evaluating the ergodic performance metrics like
rate, capacity, etc. We make use of the following results from [38] to prove the convergence of
moments:
June 15, 2018 DRAFT
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Lemma 1. If F, the CDF of a RV Z, belongs to the domain of attraction of Gβ , then ∀
−∞ < z < ω(F ),
E[|Z|ν 1Z>z] :
< ∞, if 0 < ν < β
+,
= ∞, if ν > β+,
(21)
where β+ := max{0, β}, ω(F ) := sup{z ∈ R : F (z) < 1} and 1Z>z is the indicator function
for the event given by Z > z.
Theorem 4. Let Z be an F distributed RV and F belongs to the domain of attraction of Gβ , if
E[Zν ] is finite for some ν < β+ then,
lim
n→∞
E
[(
Mn − bn
an
)ν]
=
∞∫
−∞
zνdGβ(z), (22)
where β+ := max{0, β}.
From Lemma 1, we observe that E[Zν ] is finite for all values of 0 < ν < β+. So, according
to Theorem 4, (22) holds for all ν in this range. Hence, we conclude that the νth moment of the
RV γmax converges to the νth moment of the Frechet distribution (with parameters as derived
in the previous subsection), for all ν <
N∑
i=1
µi.
Asymptotic rate of SC: The rate of an SC receiver with SIR γmax at the receiver is given by
R = E[log2(1 + γmax)]. (23)
Given that we have proved the convergence of moments of γmax to the moments of the limiting
distribution, the expectation in (23) can now be evaluated with respect to the Frechet RV with
CDF as in (20), instead of the true distribution of γmax. The asymptotic rate of an SC receiver is
therefore given by R =
∞∫
0
log2(1 + z) f¯γmax(z) dz, where f¯γmax(z) is the asymptotic pdf of the
Frechet RV γmax. Substituting the Frechet pdf, previous expression can be rewritten as follows :
R = β(aL)
β
∞∫
0
log2(1 + z)z
−β−1e−
(
z
aL
)−β
dz. (24)
From (24), we obtain the following observation :
Observation 1 : Rate increases with increase in aL, for a constant shape parameter β.
Note that both β and z are non-negative and hence log2(1 + z)z−β−1 will also be non-negative
for all values of β and z. Hence, with an increase in aL, the rate increases. Thus, if the variations
in aL with respect to changes in the fading environment is analyzed, the above observation will
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facilitate obtaining inferences on the corresponding variations in the asymptotic data rates of the
SC receiver. The variations in aL with respect to changes in the source’s fading parameters is
discussed in Section IV.
C. Rate of convergence
Note that, (9) guarantees the convergence of the distribution of γmax to a Frechet distribution,
but does not discuss the rate of convergence. The rate of convergence is not the same for
all distributions in any domain of attraction. In fact, it is a function of the initial distribution
parameters, i.e., a function of (5) and depends on the equivalence of the tail of the initial
distribution function to the tail of a generalized pareto distribution (GPD) [38]. The closer the
tail-behaviour of the initial distribution to the tail-behaviour of a GPD, faster is its rate of
convergence. We now give the rate of convergence for our case through the following theorem.
Theorem 5. The rate of convergence of Fγmax(z) to the Frechet distribution is
O
L−
(
N∑
i=1
µi
)−1
+ L−1
.
Proof. Please see Appendix. A for the detailed proof.
This result shows that the rate of convergence is determined by the number of interferers
N and the number of clusters µi (for i = 1, · · · , N ) in the interferers’ fading distribution. As
discussed in Appendix A, any EVD belongs to the δ-neighbourhood of a GPD with δ = 1 and
hence the fastest rate of convergence corresponds to δ = 1. Here, it can be observed that, the
convergence rate decreases as the number of interferers increases or the number of clusters µi
increases. Hence, the distribution of γmax for interferers with fading environments having µi = 1
(Rayleigh, Rician or shadowed Rician) converge faster to the asymptotic maximum distribution
given by (20) than those having µi > 1 (Nakagami-m, κ-µ or η-µ). Also, the parameters κ, µ
and m of the source and the parameters κi and mi (for i = 1, ..., N ) of the interferers do not
effect the convergence rate.
IV. ANALYSIS AND SPECIAL CASES
For analyzing the impact of various fading parameters on the Frechet distribution, we give
the following two key lemmas :
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Lemma 2. Consider two Frechet RVs P and Q with parameters {aL1, β} and {aL2, β} respec-
tively. P is stochastically larger than Q if
P(P < z) < P(Q < z), ∀z > 0. (25)
In other words, P >st Q if
exp
(
−
(
z
aL1
)−β)
< exp
(
−
(
z
aL2
)−β)
. (26)
The above condition is achieved when aL1 ≥ aL2.
Lemma 3. Consider two Frechet RVs P and Q with parameters (aL, β1) and (aL, β2) respec-
tively, such that β1 < β2. Then,
P(P < z) < P(Q < z), ∀z > aL and P(P < z) > P(Q < z), ∀z < aL. (27)
Equating the CDFs of P and Q, we obtain
exp
(
−
(
z
aL
)−β1)
− exp
(
−
(
z
aL
)−β2)
= 0. (28)
The only positive finite root of the above equation is at z = aL. Hence, (27) follows.
A. I.I.D. interferers
In this section, we consider i.i.d. interferers with fading parameters {κI , µI ,mI , y¯I}. The
corresponding parameters θi and λi (as in (6)) are now given by θi = θI =
y¯I
2µ¯I(1 + κI)
and
λi = λI =
y¯I(2κI + 1)
2µ¯I(1 + κI)
∀ i ∈ {1, · · · , N}. Note that, when we consider the above parameters
for evaluating (5), all the arguments of E(2N+1)D (.) of the form
θ(θi − θ1)
θi(θ + zθ1)
evaluate to zero and
all arguments of the form
θ(λi − θ1)
λi(θ + zθ1)
become equal. This will allow further simplification of
(7) as follows:
Fγ(z) =1−K4
∞∑
p=0
Γ[NµI + µ+ p](m)p
Γ[NµI + µ](µ)pp!
(
(λ− θ)zθI
λ(zθI + θ)
)p
F1 (NµI + µ+ p, 1,
mIN, 1 +NµI ,
θ
θ + zθI
,
θ(λI − θI)
λI(θ + zθI)
)
,
(29)
where K4 =
Γ[NµI+m](θ
µI−mI
I λ
mI
I )
−N
θNµI+m
Γ[NµI+1]z
NµIλmΓ[µ]
. Here, F1(.) is the Appell hypergeometric function of
the first kind.3 Now, we make use of the transformation [37, Eqn. 4.2.4] to get the following
3This hypergeometric function is the same as Lauricella function of the fourth kind (F (N)D (.)) with 2 arguments (i.e F
(2)
D (.))
[37, Eqn. (1.4.1)].
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converging form for the CDF:
Fγ(z) = 1−K5
∞∑
p=0
(m)p
(
1− θ
λ
)p
Γ[NµI + p+ µ]
(µ)pp!
F1 (1− p− µ,N(µI −mI),mIN,
1 +NµI ,
θ
θ + zθI
,
θ
θ + zλI
)
,
(30)
where K5 =
((
θ
θ+zθI
)µI−mI (
θ
θ+zλI
)mI)N
θm
Γ[1 +NµI ]Γ[µ]λm
. According to Lemma 2, the variation in the
asymptotic maxima CDF is governed by the variation in aL, which is given by aL = F−1γ (1− L−1).
Hence, the variation in the maxima CDF with respect to variations in the fading environment
can be studied by analyzing the variations in Fγ(z) with respect to the fading parameters. Now,
(30) contains an infinite summation of Appell hypergeometric functions, which are expressible
as infinite summations in terms of the corresponding arguments [37]. Hence, the relationship
between the various parameters and Fγ(z) is highly non linear, and therefore comprehending
the variations in (30) with respect to changes in the fading parameters is very difficult. One way
to circumvent this problem is to use moment matching as in [39], and approximate the user’s
κ − µ shadowed RV with parameters {κ, µ,m, x¯} with a gamma RV with shape and the scale
parameters ψ1 and ψ2 respectively. Here, ψ1 =
mµ(1 + κ)2
m+ µκ2 + 2mκ
and ψ2 =
x¯
ψ1
. Similarly, each
of the interferer can be approximated by a gamma RV with shape and the scale parameters φ1
and φ2 respectively. Now that we have approximated the κ − µ shadowed RV with a gamma
RV, the approximate distribution of SIR is a beta-prime distribution [40]. Hence, we have
Fγ(z) = P(γ ≤ z) ≈ P
(
Γ(ψ1, ψ2)
Γ(Nφ1, φ2)
≤ z
)
= P
(
Γ(ψ1, 1)
Γ(Nφ1, 1)
≤ z φ2
ψ2
)
, where Γ(., .) represents
a gamma distributed RV. This beta-prime CDF has parameters ψ1 and Nφ1 =
NmIµI(1 + κI)
2
mI + µIκ2I + 2mIκI
and is evaluated at z
φ2
ψ2
. Now, the analysis in [41] can be used to make inferences about the
approximate variation in Fγ(z), with respect to the changes in κ, µ and m. Based on the analysis,
we give the following observations:
Observation 2 : Scale parameter of the Frechet distribution aL increases with increase
in µ or m .
Observe that, an increase in µ or m results in an increase in ψ1. According to I4 in Section
III of [41], with an increase in ψ1 along with a proportionate increase in x¯, we can observe a
decrease in Fγ(z). Since CDF is an monotonically increasing function, to obtain the same CDF
value of 1 − 1
L
even after an increase in µ or m, the CDF evaluation point, which in our case
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is aL, has to increase.
Observation 3 : Scale parameter of the Frechet distribution aL increases with increase in
κ if µ−m ≥ 0 and decreases otherwise .
The derivative of ψ1 with respect to κ is given by
2κ(1 + κ)mµ(m− µ)
(m+ 2κm+ κ2µ)2
. This shows that ψ1
increases with an increase in κ if m− µ > 0 and decreases otherwise. This in turn implies that
the scale parameter F−1γ (1− L−1) increases with an increase in κ, if m− µ > 0 and decreases
otherwise. Hence, following the same reasoning given in Observation 2, we can infer that an
increase in κ increases aL, if m− µ > 0, owing to the increase in ψ1. Similarly, an increase in
κ results in an decrease in aL, if m− µ < 0.
The shape parameter β of the asymptotic maxima CDF in (20) depends only on the fading
parameters of the interferers. If we assume that the interferer fading parameters remain constant,
the variations in the statistical properties of maxima are due to the variations in the scale
parameter aL alone. Hence, Observation 2 and Observation 3 can be used to give inferences on
this variation with respect to the changes in the source’s fading environment.
B. η − µ/η − µ with i.i.d. interferers
η − µ fading with parameters η, µ¯ in Format 1 is a special case of κ − µ shadowed fading
with parameters κ =
1− η
2η
, µ = 2µ¯ and m = µ¯ [19]. Using this relation, parameters θ, λ
for the η − µ case can be redefined as θ¯ = x¯
2µ¯(1 + κ)
, λ¯ =
x¯(2κ+ 1)
2µ¯(1 + κ)
, θ¯I =
y¯I
2µ¯I(1 + κI)
and
λ¯I =
y¯I(2κI + 1)
2µ¯I(1 + κI)
. Evaluation of (30) with the above described parameters gives the correspond-
ing CDF. Hence the analysis of η − µ/η − µ with i.i.d. interferers is similar to the analysis of
κ− µ shadowed /κ− µ shadowed with i.i.d. interferers discussed in the previous section.
C. Nakagami-m/Nakagami-m with i.i.d. interferers
The Nakagami-m distribution with parameter m¯ is a special case of the Format-I η − µ
distribution with parameters η = 1 and µ¯ =
m¯
2
[15]. Hence, the CDF of Fγ(z), for the case
where the source signal experiences Nakagami-m fading with parameter m¯ and the interferers
undergo i.i.d. Nakagami fading with parameter m¯I can be derived by evaluating (29) with
parameters {κ, µ,m, x¯} = {0, m¯, m¯
2
, x¯} and {κI , µI ,mI .y¯I} = {0, m¯I , m¯I
2
, y¯I}. Substituting the
above parameters and using the series expansion for the Lauricella function ( [37, Eqn. (2.1.4)]),
the infinite summation in (29) can be simplified to the following form:
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∞∑
p=0
(Nm¯I + m¯)p(1)p
(1 +Nm¯I)pp!
(
1
1 + zm¯y¯I
m¯I x¯
)p
. (31)
One can identify (31) to be the series expression for the Gauss hypergeometric function [37,
Eqn. (1.3.1)]. Using the transformation in [37, Eqn. (1.2.2.2)], the CDF can be further simplified
as follows :
Fγ(z) = 1−
Γ[Nm¯I + m¯]
(
m¯I
y¯I
)Nm¯I (
m¯
x¯
)−Nm¯I z−Nm¯I
Γ[Nm¯I + 1]Γ[m¯]
2F1
(
Nm¯I , Nm¯I + m¯,Nm¯I + 1,
−m¯I x¯
zm¯y¯I
)
.
(32)
Note that (32) is the CDF of a beta-prime distributed RV z with parameters m¯ and Nm¯I
evaluated at the point
zm¯y¯I
m¯I x¯
[40]. Finally, the distribution of asymptotic maxima of SIR RVs
will be a Frechet distribution with CDF given by (20) with shape parameter β = Nm¯I and scale
parameter aL = F−1γ (1− L−1), where Fγ(z) is evaluated using (32). Now, we have the following
observation about the variation in scale parameter aL with variation in m¯:
Observation 4 : Scale parameter of the Frechet distribution aL increases with increase
in m¯.
Since the SIR in the case of Nakagami-m fading is exactly a beta-prime RV (unlike the η−µ and
i.i.d. κ − µ shadowed case, which were beta-prime distributed approximately) with parameters
ψ1 = m¯ and φ1 = Nm¯I , the analysis in Observation 2 holds true. Hence, an increase in m¯
results in an increase in ψ1 and hence an increase in aL. Similarly, a decrease in m¯ results in a
decrease in the value of aL.
D. Rayleigh/Rayleigh with i.i.d. interferers
Similar to the previous case, Rayleigh fading is a special case of Format-I η − µ fading
with parameters η = 1 and µ¯ = 0.5. Thus the CDF of γ in the case of unit power Rayleigh
fading source and interferers can be derived by evaluating (29) with parameters {κ, µ,m, x¯} =
{0, 1, 0.5, 1} and {κI , µI ,mI , y¯I} = {0, 1, 0.5, 1}. Proceeding similar to the previous case, the
infinite sum in this case simplifies as follows :
∞∑
p=0
1
p!
(
1
1 + z
)p
, (33)
and hence the CDF is given by,
Fγ(z) = 1−
(
1
1 + z
)N
. (34)
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The corresponding SIR maxima will have a Frechet distribution with shape parameter β = N
and scale parameter aL = (L)
1
N − 1. Hence the limiting distribution of outage is given by
Fγmax(z) = exp
(
−
(
z
L1/N − 1
)−N
.
)
. (35)
Note that the above expression can also be derived from [14], which gives the asymptotic
analysis for maximum SIR over multiple users with SC receivers. (35) corresponds to their case
of L single antenna users and N + 1 transmit antennas.
From the results derived above, we can observe that a decrease in L decreases the Frechet
parameter aL, which according to Lemma 2 leads to an increase in the asymptotic outage
probability. In case we maintain a constant L and increase N by 1, the new limiting distribution
is given by
F ′γmax(z) = exp
(
−
(
z
L
1
(N+1) − 1
)−N−1)
. (36)
The CDFs given by (35) and (36) are equal when
exp
(
−
(
z
L1/N − 1
)−N)
= exp
(
−
(
z
L
1
(N+1) − 1
)−N−1)
. (37)
In other words, the CDFs are equal when
z =
(L
1
N+1 − 1)N+1
(L
1
N − 1)N , (38)
which implies outage probability increases with an increase in N for z >
(L
1
N+1 − 1)N+1
(L
1
N − 1)N and
vice versa for z <
(L
1
N+1 − 1)N+1
(L
1
N − 1)N .
E. Approximate analysis for κ− µ shadowed/κ− µ shadowed with i.n.i.d. interferers
The CDF Fγ(z), in the presence of i.n.i.d. interferers, can also be approximated by a beta-prime
distribution using the results from [39]. [42] uses moment matching to approximate the sum of
i.n.i.d. gamma RVs with another gamma RV. Hence, each κ−µ shadowed interferer can be first
approximated as a gamma RV and their sum can be further approximated by another gamma
RV with parameters (φ1, φ2) as given in [32, Eqn. (4)]. Now, following the same arguments as
in Section. IV-A, the SIR is approximately a beta-prime distributed RV with parameters (ψ1, φ1)
evaluated at z
φ2
ψ2
. Hence, Observation 2 and Observation 3 remain valid for i.n.i.d. interferers
also.
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V. SIMULATION RESULTS
In this section, we provide Monte Carlo simulations to validate the expressions derived in
Section III. First, SIR RVs γj are generated according to (3) with the channel coefficients
belonging to κ−µ shadowed pdf or its special cases. The CDF of γmax, which is the maximum
over L such SIR RVs is then determined. This simulated CDF is then compared with the
asymptotic CDF given by (20), where β =
N∑
i=1
µi and aL = F−1γ (1− L−1).
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Fig. 1: CDF of γmax for Rayleigh
fading with L=5.
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Fig. 2: CDF of γmax for Rayleigh
fading with L=15.
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Fig. 3: CDF of γmax for Rayleigh fading with L=100.
Fig. 1-3 show the simulated CDF and the derived asymptotic CDF of γmax (given by (35)), for
the case of Rayleigh faded source and interferers. We observe that, as L increases, the simulated
CDF is closer to the asymptotic CDF. Also, the value of aL, which is given by L1/N − 1,
increases and hence the outage probability decreases. This is also corroborated by Lemma 2.
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Further, the outage probability increases with an increase in the number of interferers given by
N . Fig. 4 compares the CDFs in the case of Nakagami fading environment for different source
parameter m¯. We can observe that as m¯ changes, only the scale parameter aL varies and the
shape parameter β remains constant. According to Observation 4 in Section. IV-C, an increase
in m¯ increases the scale parameter aL of Frechet distribution. Increase in the scale parameter
for a constant shape parameter results in a shift of the CDF to the right, i.e., results in lesser
probabilities of outage for the same threshold. This can be observed in Fig. 4 where the case
corresponding to m¯ = 6, m¯I = 2 shows lesser outage conditions when compared to the case
corresponding to m¯ = 2, m¯I = 2. Fig. 5 compares the CDFs in the case of Nakagami fading
environment for different interferer parameter m¯I . In this case, both the shape as well as the
scale parameter of the Frechet distribution changes and hence a direct analysis as given in the
previous case is not possible. Nevertheless, we can observe that as m¯I increases, the outage
probability increases for a constant threshold. This can be interpreted as the interferers getting
stronger with an increase in the number of interferer paths and resulting in lesser SIR at the
receiver.
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Fig. 4: CDF of γmax for Nakagami-m
fading with N=2, L=80.
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Fig. 5: CDF of γmax for Nakagami-m
fading with N=2, L=80.
Fig. 6-9 compares the asymptotic CDF with the simulated CDF in κ − µ shadowed fading
environment with i.i.d. interferers. Fig. 6 and Fig. 7 show the variation in outage probability
with changes in the parameters µ and m respectively. As mentioned in Observation 2 in Section
IV-A, an increase in µ or m increases the scale parameter aL. This results in a decrease of
outage probability, as was reasoned in the case of m¯ in Nakagami fading. This is validated by
the simulation results.
June 15, 2018 DRAFT
20
0 100 200 300 400 500 600
z
0
0.2
0.4
0.6
0.8
1
F γ
m
a
x
(z)
Simulated
Theoretical
κ=2,µ=1,m=1
κ=2,µ=3,m=1
Fig. 6: CDF of γmax for κ− µ
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Fig. 7: CDF of γmax for κ− µ
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Fig. 8: CDF of γmax for κ− µ
shadowed fading with N=1, L=200,
κI = 2,µI = 3,m = 1 .
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Fig. 9: CDF of γmax for κ− µ
shadowed fading with N=1, L=200,
κI = 2,µI = 3,m = 1 .
Fig. 8 and 9 show the variation of CDF with respect to variation in κ. From Observation 3
Section. IV-A, we know that with an increase in κ the scale parameter aL decreases, if m−µ is
positive and increases otherwise. This would result in a decrease in outage probability with an
increase of κ if m−µ ≥ 0. Fig. 8 shows such a scenario and the result is in agreement with the
expected observation. Fig. 9 corresponds to a case where µ < m and hence, in this case, it can
be observed that an increase in κ results in an increase in outage probability. But the change
in outage probability with change in κ is not very large. Hence, for clarity in Fig. 8 and 9, we
have given only the theoretical Frechet distribution curves.
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Fig. 10 compares the simulated and theoretical CDF for cases where the receiver sees i.n.i.d.
κ − µ shadowed interferers. Following are the interferer parameters corresponding to the three
cases mentioned in the figure: Case 1 : κi = {2, 2},µi = {2, 3},mi = {3, 2}, Case 2 : κi =
{2, 2, 10},µi = {2, 3, 2},mi = {3, 2, 3}; and Case 3 : κi = {2, 2, 10, 3},µi = {2, 3, 2, 2},mi =
{3, 2, 3, 10}.
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Fig. 12: L vs rate for {κ = 2, µ =
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Fig. 13: L vs rate for
{κ = 2, µ = 1,m = 1}, N =1
Fig. 11 compares the simulated and theoretical values of the first moment of γmax for different
values of L and N . As discussed in Section III-B, the moments of the asymptotic distribution
are expected to converge to the moments of the original distribution of γmax. From the results,
it is clear that the simulated and theoretical values of expectation get closer as L increases and
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this convergence is faster for smaller values of N . This result further validates the utility of
the asymptotic distribution in predicting the asymptotic rate of SC systems. Fig. 12 compares
simulated values of the rate with the rate computed using (??), for different values of L and
N . The results show that there is a good match between the simulated and theoretical values
over a wide range of L and N . As expected, the rate increases with the number of antennas
at the receiver. However, with an increase in the number of interferers SIR signals of smaller
magnitude are available at the receive antennas and hence the rate reduces significantly. Fig. 13
further shows the variation in rate for changes in the interferer fading parameters (interferers
are assumed to be i.i.d.). Increase in µI ,mI results in stronger interferers and hence results in
a decrease in the rate.
Fig. 14 shows the variation in rate for different values of source fading parameters. As
previously discussed for the case of outage probability, increase in m, µ results in better coverage
conditions and hence higher rates. Similarly, the variation of the rate with respect to κ depends
upon the sign of µ−m. Fig. 15 shows the difference in the simulated and theoretically predicted
values of the rate for different values of L and N . In the figure, Rsim represents the simulated
value of rate and Rtheo represents the rate computed using (24). As per the rate of convergence
results derived in Section. III-C, the rate of convergence will decrease with an increase in
N∑
i=1
µi.
From the figure, we can observe that the slope of difference decreases with an increase in the
sum and hence validates the result. Further, as L increases, the difference decreases for all values
of N , as is expected from Theorem 5.
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VI. CONCLUSIONS
We considered a SIMO receiver with L antennas in the presence of N co-channel interferers ex-
periencing non-identical κ−µ shadowed fading conditions with {κ, µ,m, x¯} and {κi, µi,mi, y¯i; i =
1, · · · , N} being the fading parameters of the source and interferers respectively. γ = γj, ∀ j ∈
{1, · · · , L} represent the SIR available at each antenna and γmax is the effective SIR available
after SC. Following are our key results and observations :
• The asymptotic distribution of γmax is a Frechet distribution with scale parameter aL =
F−1γ (1− L−1) and shape parameter β =
N∑
i=1
µi.
• The νth moment of γmax converges to the νth moment of the corresponding Frechet
distribution for all ν <
N∑
i=1
µi.
• The rate of convergence of Fγmax(z) to the Frechet distribution is O
L−
(
N∑
i=1
µi
)−1
+ L−1
.
• The asymptotic rate for SC receiver is given by R = β(aL)β
∞∫
0
log2(1 + z)z
−β−1e−
(
z
aL
)−β
dz.
• Using results from stochastic ordering analysis is provided to study the variation in the
behaviour of the asymptotic maxima and rate with respect to variations in the source fading
environment.
Further, simulations are provided to validate the above results. As the κ − µ shadowed fading
model is a generalized fading model encompassing most of the general fading scenarios as
special cases, above results can be used in a number of problem scenarios involving maxima.
APPENDIX A
DERIVATION OF RATE OF CONVERGENCE
To derive the result in Theorem 5, we first define the δ-neighborhood of GPD for a Frechet
RV. Let the δ-neighbourhood be denoted by Q1(δ) and the GPD for a Frechet RV be denoted
by W{1,β}. The Extreme Value Distributions (EVDs) lies in the δ neighbourhood of one of three
GPD W{i,β}; i = 1, 2, 3 with δ = 1 .
Definition 2. δ-neighborhood Q1(δ) of the GPD W{1,β} [43] is defined as Q1(δ) := {F : ω(F)
= ∞} and F has a density f on [z0,∞] for some z0 > 0 such that for some shape parameter
β > 0 and some scale parameter a > 0 on [z0,∞], we have,
f(z) =
1
a
W ′1,β
(z
a
)
(1 +O((1−W1,β(z))δ)}, (39)
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where ω(F ) := sup{z ∈ R : F (z) < 1}. In fact the GPD for the Frechet distribution is defined
in [43] as W1,β = 1− z−β; z ≥ 1 and using this, (39) can be rewritten as
f(z) =
β
a
(z
a
)−β−1 (
1 +O((z−β)δ)
)
. (40)
This definition says that, if a pdf f on [z0,∞] for some z0 > 0 can be written in the form
of (40), then the corresponding CDF F belongs to the δ-neighborhood Q1(δ) of the Frechet
distribution4. The pdf of the SIR RV at the jth antenna is given by,
fγ(z) = K8z
−
(
1+
N∑
i=1
µi
)(
1 +
θ
zθ1
)−(µ+ N∑
i=1
µi
)
×(1)(1) E(2N)D
[
µ+
N∑
i=1
µi,m, µ2 −m2, · · · ,
µN −mN ,m1, · · · ,mN , µ,
N∑
i=1
µi,
zθ1(λ− θ)
λ(θ + zθ1)
,
θ(θ2 − θ1)
θ2(θ + zθ1)
, · · · , θ(θN − θ1)
θN(θ + zθ1)
,
θ(λ1 − θ1)
λ1(θ + zθ1)
,
· · · , θ(λN − θ1)
λN(θ + zθ1)
]
,
(41)
where K8 =
θ
(m+
N∑
i=1
µi)
Γ
[
µ+
N∑
i=1
µi
]
λmΓ[µ]Γ
[
N∑
i=1
µi
]
N∏
i=1
θµi−mii λ
mi
i
(The pdf expression is not given in [36] and is a
non-trivial derivation. Hence, we derive the pdf in Appendix B). Also, we get the following
form for the pdf fγ(z) by following the simplification steps given in Appendix C:
fγ(z) = K9z
−(1+
N∑
i=1
µi)
1 + (µ+
N∑
i=1
µi)m(λ− θ)
µλ
 (1 +O(z−1)). (42)
This is in the same form as that of (40). Comparing (42) with (40), we can identify that the
CDF Fγ(z) belongs to the δ neighborhood of Q1(δ) with δ =
(
N∑
i=1
µi
)−1
and β =
N∑
i=1
µi. Now
that we have identified the δ neighbourhood for Fγ(z), we make use of the following lemma
from [43] to conclude the proof.
4For a real or complex valued function g1(x) and a strictly positive real valued function g2(x) both defined on some unbounded
subset of R+, we say g1(x) = O(g2(x)), iff ∃ M ∈ R+ and x0 ∈ R such that, |g1(x)| ≤Mg2(x) ∀x ≥ x0.
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Lemma 4. Suppose that the CDF F (of i.i.d. RVs z1, · · · , zL) is in the δ neighborhood Q1(δ) of
the GPD W1,β then there obviously exist constant a > 0 such that f(z) =
1
a
W ′1,β(
z
a
)(1 +O((1−
W1,β(z))
δ) for all z in the left neighborhood of ω(W1,β). Consequently we have,
sup
B∈B
∣∣∣∣P(((MLa
)
/Lβ
)
∈ B
)
−Gβ(B)
∣∣∣∣ = O
((
1
L
)δ
+
1
L
)
, (43)
where B denotes the Borel σ algebra on R and ML = max{z1, · · · , zL}.
Since the CDF Fγ(z) belongs to the δ neighborhood of Q1(δ), by the previous lemma, the
rate of convergence is O
((
1
L
)δ
+ 1
L
)
with δ =
(
N∑
i=1
µi
)−1
.
APPENDIX B
DERIVATION OF PDF OF SIR RANDOM VARIABLE
Let Z = X
Y
, Y =
N∑
i=1
Yi. Here, X and Yi are κ−µ shadowed RVs with parameters {κ, µ,m, x¯}
and {κi, µi,mi, y¯i} respectively. Then by the method of transformation of RVs, the pdf of Z can
be expressed as fZ(z) =
∞∫
0
yfX(yz)fY (y) dy, where fX(x) and fY (y) represent the pdfs of X
and Y respectively. The expression for the pdf of X is given in (2). The pdf of sum of i.n.i.d.
κ− µ shadowed RVs is given in [17] as follows,
fY (y) =
y
N∑
i=1
µi−1
Γ
[
N∑
i=1
µi
]
N∏
i=1
(
θµi−mii λ
mi
i
)φ(2N)2 (µ1 −m1, · · · , µN −mN ,m1, · · · ,mN ,
N∑
i=1
µi,− y
θ1
, · · · ,− y
θN
,− y
λ1
, · · · ,− y
λN
)
,
(44)
where θi =
y¯i
µi(1 + κi)
, λi =
(µiκi +mi)y¯i
µi(1 + κ)mi
for i = 1, · · · , N and φ(2N)2 (.) is the confluent mul-
tivariate hypergeometric function of 2N variables. Substituting the pdfs of X and Y in the
expression for fZ(z), we obtain,
fZ(z) = K6
∞∫
0
y
µ+
N∑
i=1
µi−1
e−
yz
θ ×1 F1
(
m,µ,
yz
θ
− yz
λ
)
×
φ
(2N)
2
(
µ1 −m1, · · · , µN −mN ,m1, · · · ,mN ,
N∑
i=1
µi,− y
θ1
, · · · ,− y
θN
,− y
λ1
, · · · ,− y
λN
)
,
(45)
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where K6 =
zµ−1
θµ−mλmΓ[µ]Γ
[
N∑
i=1
µi
] 1
N∏
i=1
θµi−mii λ
mi
i
. We use the following integral identity from
[37] to simplify the integral expression in (45):
Γ[a]
(1)
(1)E
(N)
D [a, b1, · · · , bN , c, c′;x1, · · · , xN ] =
∞∫
0
e−tta−1φ(k)2 [b1, · · · , bk, c, x1t, · · · , xkt]
×φ(N−k)2 [bk+1, · · · , bN , c′, xk+1t, · · · , xN t] dt.
(46)
Now, the pdf of Z is given by,
fZ(z) = K7 ×(1)(1) E(2N+1)D
[
µ+
N∑
i=1
µi,m, µ1 −m1, · · · , µN −mN ,m1, · · · ,mN , µ;
N∑
i=1
µi
1− θ
λ
,− θ
zθ1
, · · · ,− θ
zθN
,− θ
zλ1
, · · · ,− θ
zλN
]
,
(47)
where K7 = K6Γ
[
µ+
N∑
i=1
µi
]
. Now, we make use of the following transformation from [37]
to get a converging form for the pdf: (1)(1)E
(N)
D (a, b1, · · · , bN ; c, c′, x1, · · · , xN) = (1− x2)−a ×(1)(1)
E
(N)
D (a, b1, c
′ − b2 − · · · − bN , b3, · · · , bN ; c, c′; x11−x2 , x2x2−1 , x2−x3x3−1 , · · · , x2−xNx2−1 ).
Hence, we obtain the following expression:
fZ(z) = K8z
−(1+
N∑
i=1
µi)
(
1 +
θ
zθ1
)−(µ+ N∑
i=1
µi
)
×(1)(1) E(2N)D
[
µ+
N∑
i=1
µi,m, µ2 −m2, · · · ,
µN −mN ,m1, · · · ,mN , µ,
N∑
i=1
µi,
zθ1(λ− θ)
λ(θ + zθ1)
,
θ(θ2 − θ1)
θ2(θ + zθ1)
, · · · , θ(θN − θ1)
θN(θ + zθ1)
,
θ(λ1 − θ1)
λ1(θ + zθ1)
,
· · · , θ(λN − θ1)
λN(θ + zθ1)
]
,
(48)
where K8 =
θ
(m+
N∑
i=1
µi)
Γ
[
µ+
N∑
i=1
µi
]
λmΓ[µ]Γ
[
N∑
i=1
µi
]
N∏
i=1
θµi−mii λ
mi
i
.
APPENDIX C
SIMPLIFICATION OF PDF TO IDENTIFY δ NEIGHBOURHOOD
To begin with, the pdf fγ(z) given by (41) is rewritten as,
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fγ(z) =
z
−
(
1+
N∑
i=1
µi
)
θ
(
m+
N∑
i=1
µi
)
Γ
[
µ+
N∑
i=1
µi
]
λmΓ[µ]Γ
[
N∑
i=1
µi
]
N∏
i=1
θµi−mii λ
mi
i
(
1 +
θ
zθ1
)−(µ+ N∑
i=1
µi
)
×(1)(1) E(2N)D
(
µ+
N∑
i=1
µi,m, µ2 −m2, · · · , µN −mN ,m1, · · · ,mN , µ,
N∑
i=1
µi, z1, · · · , z2N
)
,
(49)
where z1 =
(λ− θ)zθ1
λ(zθ1 + θ)
, zi =
θ(θi − θ1)
θi(θ + zθ1)
for i ∈ {2, · · ·N} and zi = θ(λi − θ1)
λi(θ + zθ1)
for
i ∈ {N + 1, · · · , 2N}. The E(2N)D (.) term in the previous expression has the following series
expansion from [37]:
(1)
(1)E
(N)
D [a, b1, · · · , bN ; c, c′;x1, · · · , xN ] =
∞∑
p1,··· ,pN=0
(a)p1+···+pN
N∏
i=1
(bi)pi
N∏
i=1
xpii
(c)p1(c
′)p2+···+pNp1! · · · pN !
. (50)
Using the above series expansion, we rewrite (49) as
fγ(z) =K9z
−
(
1+
N∑
i=1
µi
)(
1 +
θ
zθ1
)−(µ+ N∑
i=1
µi
)
∞∑
p1,··· ,p2N=0
(
µ+
N∑
i=1
µi
)
p1+···+p2N
(µ)p1
×
(m)p1
N∏
i=2
(µi −mi)pi
2N∏
i=N+1
(mi)pi(
N∑
i=1
µi
)
p2+···+p2N
2N∏
i=1
zpii
pi!
,
(51)
where K9 :=
θ
(
m+
N∑
i=1
µi
)
Γ
[
µ+
N∑
i=1
µi
]
λmΓ[µ]Γ
[
N∑
i=1
µi
]
N∏
i=1
θµi−mii λ
mi
i
. We then expand the 2N fold summation in (51)
into three terms: the first term with all the iterating variables p1, p2, ..., p2N taking the value zero,
the second term with exactly one non-zero iterating variable and the third term with the rest.
By expanding, (51) becomes the expression given in (55). The term
1
θ + zθ1
present in Term a
and Term b of (55) has the following converging series expansion:
1
zθ1 + θ
=
1
θ
{
1
zθ1/θ
− 1
(zθ1/θ)2
+
1
(zθ1/θ)3
− 1
(zθ1/θ)4
+O(z−5)
}
. (52)
Using (52), Term a can be represented as
(µ+
N∑
i=1
µi)m(λ− θ)
µλ
{
1− 1
zθ1/θ
+
1
(zθ1/θ)2
− 1
(zθ1/θ)3
+O(z−4)
}
. (53)
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Similarly, Term b can also be expanded to get a series expression, but the expansion will have
only negative powers of z. Term 3 will also have only powers of z less than 1. Combining
these series expansions, the SIR pdf can be finally expressed as,
fγ(z) = K9z
−(1+
N∑
i=1
µi)
1 + (µ+
N∑
i=1
µi)m(λ− θ)
µλ
 (1 +O(z−1)). (54)
fγ(z) =
K9z−
(
1+
N∑
i=1
µi
)(
1 +
θ
zθ1
)−(µ+ N∑
i=1
µi
){ 1︸︷︷︸
Term 1
+
(µ+
N∑
i=1
µi)m(λ− θ)zθ1
µλ(zθ1 + θ)︸ ︷︷ ︸
Term a
+
N∑
k=2
(µ+
N∑
i=1
µi)(µk −mk)θ(θk − θ1)
N∑
i=1
µiθk(θ + zθ1)
+
2N∑
k=N+1
(µ+
N∑
i=1
µi)(mk)θ(λk − θ1)
N∑
i=1
µiλk(θ + zθ1)︸ ︷︷ ︸
Term b︸ ︷︷ ︸
Term 2
+
∞∑
p1,··· ,p2N=0;
∃ i1,i2s.t pi1pi2 6=0 ∀ i1 6=i2
(µ+
N∑
i=1
µi)p1+···+p2N
(µ)p1
(m)p1
N∏
i=2
(µi −mi)pi
2N∏
i=N+1
(mi)pi
2N∏
i=1
z
pi
i
pi!(
N∑
i=1
µi
)
p2+···+p2N︸ ︷︷ ︸
Term 3

.
(55)
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