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Resumen
El ana´lisis de datos composicionales, basado en las ideas de Aitchison (Aitchison, 1986),
inspiro´ la introduccio´n de operaciones y una me´trica en el s´ımplex que lo constituye
como un espacio eucl´ıdeo (pre-Hilbertiano). Los elementos del s´ımplex o composiciones
se interpretan como representantes de clases de equivalencia de vectores proporcionales
de componentes positivas. Un ejemplo t´ıpico de composiciones son los histogramas de
frecuencias, que describen una distribucio´n de probabilidad discreta. La dimensio´n del
s´ımplex de D partes como espacio vectorial es D−1; por tanto, aumentando la dimensio´n
se puede aproximar a un espacio de Hilbert de funciones de densidades de probabilidad
con soporte continuo. Un primer resultado, para distribuciones con soporte en un intervalo
real, lo desarrollo´ Egozcue et al. (2006). Las medidas con densidades cuyo logaritmo es de
cuadrado integrable constituyen un espacio de Hilbert. Un caso particular del ana´lisis de
datos funcionales es cuando las funciones observadas son funciones de densidad de proba-
bilidad, que son tambie´n un ejemplo de datos composicionales de dimensio´n infinita.
Este trabajo trata de la prediccio´n de funciones de densidad de probabilidad, cuando se
dispone de una muestra de funciones de densidad de una regio´n con continuidad espacial.
El propo´sito es ofrecer una solucio´n al problema de la prediccio´n espacial de funciones de
densidad de probabilidad en lugares no muestreados de una regio´n, basado en el ana´lisis
de datos funcionales y la estad´ıstica espacial. Se propone un predictor que tiene la misma
forma que el predictor kriging ordinario cla´sico, pero teniendo en cuenta las funciones de
densidad en lugar de datos de una sola dimensio´n, el cual esta´ definido en te´rminos de
para´metros escalares. Adema´s, se adopta un enfoque no parame´trico basado en la expan-
sio´n en te´rminos de bases de funciones que se usa para obtener las funciones de densidad
a partir de datos discretos.
Palabras clave: Dato Funcional, Funcio´n de Densidad de Probabilidad, Geometr´ıa
de Aitchison, Kriging, Kriging Ordinario, Perturbacio´n, Potenciacio´n, Prediccio´n
Espacial, Validacio´n Cruzada.
Abstract
The analysis of compositional data, based on Aitchison’s ideas (Aitchison, 1986), has
inspired the introduction of operations and a metric in the simplex, which is transformed
in an Euclidian space (pre-Hilbert space). The elements of the simplex or compositions
represents equivalence classes of proportional vectors with positive components. A tipical
example of such compositions is the histogram of frequencies, which describe a discrete
probability distribution. The dimension of the simplex of D parts as a vector space is
xD − 1; therefore, increasing the dimension, it can be approximated to a Hilbert space of
probability density functions with a continuo’s support. A first result, for distributions
with support in a real interval, was developed by Egozcue et al. (2006). The measures with
densities whose logarithm is of square integrable represent a Hilbert space. A particular
case of the analysis of functional data is given when the observed functions are probability
density functions. They are also an example of compositional data of infinite dimensions.
This work treats the problem predicting of probability density functions, when you have a
sample of density functions of a region with spatial continuity. The purpose is to provide
a solution to the problem of spatial prediction of probability density functions on unsam-
pled places of a region, based on the functional data analysis and the spatial statistics. We
propose a predictor that has the same form that the classic ordinary kriging predictor, but
considering density functions instead of one-dimensional data, which is defined in terms
of scalar parameters. We do a nonparametric approach based on expansion in terms of
basis functions used to estimate the density functions from discrete data.
Keywords: Functional data, Probability density function, Geometry Aitchison, krig-
ing, Ordinary kriging, Perturbation operation, Power transformation, Spatial pre-
diction, Cross validation.
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1. Introduccio´n
Un dato composicional es un vector cuyas componentes representan proporciones respecto
de un todo, por ejemplo, porcentajes, partes por millo´n, o similar. Por lo tanto, esta´ su-
jeto a la restriccio´n que las componentes siempre son positivas y su suma es constante, lo
cual provoca que los me´todos estad´ısticos habituales sean inadecuados (Mateu-Figueras
et al., 2003). Estos datos se presentan en muchas disciplinas, por ejemplo, en el campo
econo´mico como en la distribucio´n del presupuesto familiar en distintas partidas de gasto,
la composicio´n relativa de una cartera de inversio´n, el patro´n de actividad de una cade-
na de produccio´n, la distribucio´n de las ventas de un producto en distintas regiones, la
distribucio´n de trabajadores en distintos sectores de actividad. En sociolog´ıa y psicolog´ıa
como partes de un per´ıodo de tiempo asignado a las diversas actividades. En pol´ıtica
como proporcio´n del electorado que vota por diferentes partidos pol´ıticos. En gene´tica
como la composicio´n e´tnica de una poblacio´n, entre otros. Es por esto que un cambio en
una componente conlleva un cambio en, al menos, una de las dema´s componentes. Por lo
que hay que replantear, entre otros, el concepto de independencia.
Los problemas del ana´lisis estad´ıstico de datos composicionales son conocidos desde 1897,
an˜o en que Karl Pearson publico´ su art´ıculo cuyo t´ıtulo se inicio´ con la frase On a form of
spurious correlation . . . donde advert´ıa a la comunidad cient´ıfica de la existencia de una
falsa correlacio´n entre las partes de una composicio´n. La matriz de correlaciones habitual
no puede analizarse en el estudio de vectores de suma constante porque presenta necesa-
riamente correlaciones negativas no nulas, determinadas precisamente por la mencionada
restriccio´n. Pearson califico´ estas correlaciones como espurias ya que falsean la imagen
de las relaciones de dependencia y pueden conducir a interpretaciones erro´neas. Desde
entonces, como se indica en Aitchison y Egozcue (2005), la manera de tratar con este tipo
de datos ha pasado por cuatro etapas: la primera se presenta antes de 1960 con el desarro-
llo del ana´lisis estad´ıstico multivariante esta´ndar. Los cient´ıficos y estad´ısticos aplicaban
sin restricciones las complejidades del ana´lisis multivariante esta´ndar, en particular del
ana´lisis de correlacio´n, a vectores composicionales, a pesar de las advertencias hechas por
Karl Pearson en 1897 sobre correlaciones espurias, pero no fue sino hasta 1960 cuando se
rechaza este tipo de planteamiento. La segunda etapa comprendida entre 1960 y 1980 se
caracteriza por continuar con el mismo ana´lisis erro´neo y sin metodolog´ıa adecuada para
datos composicionales. Sin embargo, incluso los investigadores conscientes, en lugar de
avanzar hacia una metodolog´ıa apropiada, adopto´ lo que so´lo puede describirse como un
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enfoque patolo´gico: la distorsio´n de las te´cnicas multivariantes esta´ndar cuando se aplican
a datos composicio´n era el objetivo principal de estudio (Pawlowsky-Glahn et al., 2007).
Au´n siendo estos datos de manejo cotidiano en la mayor parte de a´reas, y por ende, de re-
flexio´n para muchos cient´ıficos, no fue sino hasta los an˜os 80 que John Aitchison sento´ las
bases para desarrollar una metodolog´ıa consistente para su ana´lisis. La tercera etapa se
debe precisamente a dicho autor en la de´cada de 1980 quie´n afirma que las composiciones
proporcionan valores relativos, no absolutos, de las componentes, y por tanto, todas las
afirmaciones acerca de una composicio´n se puede expresar en te´rminos de razones entre
componentes (Aitchison, 1981). Adema´s, plantea que la transformacio´n log-cocientes es
ma´s sencilla, matema´ticamente, que la razo´n, puesto que proporciona aplicaciones uno
a uno en un espacio real, lo cual fundamento´ la defensa de una metodolog´ıa basada en
transformaciones log-cociente que transforma las observaciones del s´ımplex en datos del
espacio real multidimensional sobre los que se aplican las te´cnicas multivariantes esta´ndar;
a partir de e´stas, se introducen de forma natural los conceptos ba´sicos para el ana´lisis de
datos composicionales como la medida de tendencia central, la variabilidad total, la dis-
tancia Aitchison y la transformacio´n log-cociente centrada. La cuarta etapa se deriva de la
constatacio´n de que la operacio´n interna de perturbacio´n, la operacio´n externa de poten-
ciacio´n y la me´trica definida en el s´ımplex constituyen un espacio vectorial (me´trico) y de
hecho un espacio de Hilbert (Billheimer et al., 1997, 2001, Pawlowsky-Glahn y Egozcue,
2001). As´ı, muchos de los problemas de composicio´n se pueden investigar dentro de e´ste
espacio con su estructura algebraica o geome´trica espec´ıfica, puesto que todo espacio eu-
cl´ıdeo de dimensio´n n es isomorfo al espacio real Rn (Berberian, 1970). Entonces desde el
punto de vista formal todo se reduce al estudio del espacio real ya que sus propiedades se
pueden trasladar automa´ticamente a cualquier otro espacio eucl´ıdeo.
Finalmente, la estructura eucl´ıdea del s´ımplex se extiende al espacio de funciones de den-
sidad de probabilidad positivas cuyo logaritmo es de cuadrado integrable, dando lugar a
un espacio de Hilbert (Egozcue et al., 2006).
Un caso particular del ana´lisis de datos funcionales es cuando las funciones observadas
son funciones de densidad de probabilidad, que son tambie´n un ejemplo de datos composi-
cionales de dimensio´n infinita. El conjunto de funciones de densidad de probabilidad es un
subconjunto convexo de L1 que no tiene estructura de espacio vectorial cuando utilizamos
la suma y la multiplicacio´n por escalar ordinaria. Adema´s, las distancias usuales no son
invariantes bajo transformaciones de densidades (Egozcue et al., 2006). Estas dificultades
se superan extendiendo las ideas de Aitchison sobre ana´lisis de datos composicionales,
a un s´ımplex infinito dimensional, para lo cual se generaliza, tanto la perturbacio´n y la
potenciacio´n, como el producto interno Aitchison, a las operaciones sobre funciones de
densidad de probabilidad con soporte un intervalo finito. Con estas u´ltimas operaciones,
se demuestra que el conjunto de funciones de densidad de probabilidad acotadas sobre
intervalos finitos es un espacio pre-Hilbertiano, y consecuentemente, a partir de la com-
3pletacio´n natural del mismo, se obtiene un espacio de Hilbert de funciones de densidades,
cuyo logaritmo es de cuadrado integrable (Egozcue et al., 2006).
Egozcue et al. (2006) amplio´ la estructura euclidiana del S´ımplex a una estructura de
espacio de Hilbert del conjunto de densidades dentro de un intervalo acotado y Van den
Boogaart (2005), generalizo´ e´sta al conjunto de densidades acotadas por una funcio´n de
densidad de referencia arbitraria. Delicado (2008a, 2010) comparo´ varios me´todos para
reducir la dimensionalidad cuando los datos son funciones de densidad de probabilidad
y los aplico´ tanto a datos simulados como a reales (distribucio´n del ingreso en hogares).
Dos de esos me´todos son: el ana´lisis funcional de componentes principales (ACP) con o
sin previa transformacio´n de los datos y el escalamiento multidimensional para diferentes
distancias entre densidades, cada uno de ellos tienen en cuenta la naturaleza de la com-
posicio´n de funciones de densidad.
Tolosana-Delgado et al. (2008) trabaja con tres espacios de funciones de densidad: para
variables acotadas, utiliza una base derivada de polinomios de Legendre; para variables
acotadas inferiormente, normaliza con respecto a una distribucio´n exponencial y expresa
sus densidades como coordenadas en una base de derivadas de polinomios de Laguerre,
y finalmente para variables no acotadas, utiliza una distribucio´n normal como referencia;
las coordenadas las obtiene con respecto a polinomios de bases de Hermite.
Mart´ın-Ferna´ndez et al. (2006) en lugar de usar kriging indicador para estimar las ver-
siones discretas de funciones de distribucio´n acumulada, con sus problemas de relacio´n de
orden, sugiere un enfoque composicional para la estimacio´n de funciones de probabilidad.
Se necesita un tratamiento Bayesiano preliminar para obtener estimaciones de funciones
de densidad de probabilidad (sin ceros) en lugares de muestreo, y despue´s una trans-
formacio´n log-cociente isome´trica proporciona resultados reales no acotados, a quienes
finalmente se le aplica la te´cnica kriging.
Lyons et al. (2010) presenta una medida de informacio´n que se origina a partir de un
producto escalar en una clase de funciones de densidad continuas y la aplico´ al campo
de la gestio´n de sensores. E´l asume que f : Ω → R es una funcio´n de densidad y que
log f ∈ L2(Ω), donde Ω denota un espacio de probabilidad con medida finita µ(Ω), y de-
fine la medida de informacio´n de f como N(f) :=
√∫
Ω
∫
Ω
[
log
(
f(x)
g(y)
)]2
dxdy. Tambie´n
establece un ana´logo de la desigualdad triangular en la fusio´n de medida de informa-
cio´n Bayesiana de dichas funciones y plantea que el factor de escala en fusio´n de datos
Bayesiano no tiene influencia sobre la medida de informacio´n de la fusio´n de dos densi-
dades de probabilidad porque en la definicio´n de medida de informacio´n se consideran
solamente cocientes de densidades de probabilidad.
Giraldo et al. (2010) construyen la funcio´n traza-variagrama usando la distancia L2 entre
curvas puesto que estas no tienen restriccio´n alguna. En esta tesis se pretende aplicar una
metodolog´ıa similar a la desarrollada en dicho trabajo, pero asumiendo que las curvas en
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cada sitio son funciones de densidad de probabilidad. Ahora bien, en este caso se tiene la
restriccio´n de que las curvas integran a 1.
El propo´sito es ofrecer una solucio´n al problema de prediccio´n espacial de funciones de
densidad de probabilidad en lugares no muestreados de una regio´n, aplicando la te´cnica
kriging ordinario para datos funcionales.
El trabajo se desarrolla con el siguiente orden:
En en el cap´ıtulo 2 se presentan los conceptos fundamentales del ana´lisis de datos composi-
cionales, la estructura algebraica y geome´trica de funciones de densidad de probabilidad
sobre intervalos finitos (a, b) quienes permiten definir el espacio de Hilbert A 2(a, b), en
el cual se construyen bases de Fourier, de Haar y de Legendre. Adema´s, se describe el
procedimiento para convertir datos en funciones a trave´s de bases de funciones, como
Fourier, Wavelets y B-splines. Posteriormente, se hace una breve descripcio´n de co´mo
estimar una funcio´n de densidad por medio del estimador kernel y finalmente se describen
los elementos ba´sicos asociados con la geoestad´ıstica y en especial a la geoestad´ıstica de
datos funcionales donde se resalta la importancia del ana´lisis de datos funcionales, de los
me´todos de suavizado y de la regresio´n funcional.
En el cap´ıtulo 3 se propone el fundamento estad´ıstico-matema´tico del kriging ordinario
para datos funcionales, en especial cuando las curvas son funciones de densidad, principal
propo´sito de esta tesis, la cual surge como una adaptacio´n del kriging ordinario de la
geoestad´ıstica cla´sica a los datos funcionales donde la prediccio´n funcional en un sitio no
visitado se obtiene a trave´s de una combinacio´n lineal de las funciones de densidad en los
sitios muestreados, junto con una condicio´n de insesgamiento. Siguiendo esta te´cnica, se
propone un predictor de funciones de densidad en sitios no visitados.
Finalmente, en el cap´ıtulo 4 se muestran dos ejemplos de la metodolog´ıa propuesta con
base en igual nu´mero de conjuntos de datos: uno simulados y otro correspondiente a
las temperaturas ma´ximas del mes de enero medidas durante 40 an˜os en 29 estaciones
meteorolo´gicas de Canada´.
2. MARCO TEO´RICO
En este cap´ıtulo se presentan los conceptos ba´sicos del ana´lisis de datos composicionales,
de la teor´ıa geoestad´ıstica de datos funcionales y del ana´lisis de datos funcionales, es-
pec´ıficamente en lo referente a las te´cnica kriging ordinario de datos funcionales.
2.1. Ana´lisis de datos composicionales
El s´ımplex de D partes o componentes suele definirse como el conjunto de vectores cuyas
componentes son nu´meros reales positivos y su suma es constante. Aparece en contextos
muy diversos, desde la teor´ıa de la probabilidad hasta problemas de optimizacio´n o ecua-
ciones diferenciales y sistemas dina´micos.
El desarrollo y notacio´n que se emplea en esta seccio´n proviene del estudio sobre ana´lisis
estad´ıstico de datos composicionales establecido por Aitchison (1981, 1982, 1983, 1984,
1986), Aitchison et al. (2002, 2000), Aitchison y Egozcue (2005), Billheimer et al. (1997,
2001).
Definicio´n 1. Un dato composicional X = [x1, . . . , xD] con D-partes, es un vector aleato-
rio cuyas componentes son nu´meros reales estrictamente positivos, tal que la suma de estas
es igual a una constante, por lo general uno.
Es decir, X = [x1, · · · , xD] es una composicio´n con D-partes si y so´lo si xi > 0, i =
1, · · · , D y
D∑
i=1
xi = k.
Existe muchos ejemplos donde aparecen vectores cuyas componentes son positivas y su
suma es igual a una constante. En casi todas las ciencias experimentales (qu´ımica, ge-
olog´ıa, biolog´ıa, f´ısica) intervienen datos expresados en proporciones, porcentajes, con-
centraciones, etc. En algunos casos esos datos, llamados composicionales, esta´n en formas
disimuladas, como en qu´ımica cuando se expresan las concentraciones como molaridades
o partes por millo´n. Pero tambie´n en matema´ticas aparecen frecuentemente restricciones
de suma constante. Un ejemplo obvio es el ana´lisis convexo.
Definicio´n 2. El espacio soporte asociado con los datos composicionales es el s´ımplex.
Formalmente, el s´ımplex de D partes esta´ definido como
SD =
{
X = [x1, · · · , xD] /xi > 0, i = 1, · · · , D,
D∑
i=1
xi = k
}
.
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E´ste es un espacio de dimensio´n D − 1 debido a la restriccio´n
D∑
i=1
xi = k.
La condicio´n
D∑
i=1
xi = k se conoce como la restriccio´n de la suma constante.
En otros contextos, el super´ındice D hubiera sido sustituido por D − 1 (la dimensio´n de
la variedad o grados de libertad). El corchete en el que se encierran las componentes de
X indica que se trata de un vector fila. Las condiciones xi > 0 se sustituyen a veces por
xi ≥ 0. En el presente trabajo, los elementos en que alguna componente es nula correspon-
den a los puntos del infinito, por lo que excluirlos de la definicio´n facilita el desarrollo.
Finalmente, en e´sta tesis se hace necesaria la condicio´n donde la suma de componentes
sea igual a 1. En general, no hay problema en suponer cualquier otro valor positivo.
La definicio´n de una operacio´n clausura facilita las expresiones en componentes. Con-
siste en dividir las componentes positivas de un vector por la suma de todas ellas, para
reducirlas a suma unitaria:
Definicio´n 3. Para cualquier vector de D componentes reales positivas
X = [x1, x2, . . . , xD] ∈ RD+ , para todo i = 1, . . . , D, la clausura de X se define como:
C (X) =
 x1D∑
i=1
xi
,
x2
D∑
i=1
xi
, . . . ,
xD
D∑
i=1
xi

La clausura es una operacio´n de normalizacio´n mediante la cual las componentes del
vector original son divididas por la suma de todas ellas. De esta forma las componentes
del nuevo vector suman 1 y por tanto, pertenece a RD+ (Aitchison et al., 2002).
Cualquier vector de componentes positivas se pueden proyectar en el s´ımplex por la ope-
racio´n clausura.
Es bueno aclarar que el concepto de clausura en el s´ımplex no coincide con su ana´logo en
el contexto topolo´gico.
Definicio´n 4. Dadas dos composiciones de D-partes X, Y ∈ SD, la perturbacio´n (opera-
cio´n ana´loga a la suma de vectores)se define como el producto directo por componentes,
clausurado, de los dos vectores, esto es:
X ⊕ Y = C [x1y1, · · · , xDyD] = C (XY ) ,
donde C es la clausura.
Definicio´n 5. Dada una composicio´n X ∈ SD y un nu´mero α ∈ R, la potenciacio´n
(operacio´n ana´loga a la multiplicacio´n de un vector por un escalar) se define como el
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vector clausurado obtenido a partir de potenciar cada componente de la composicio´n por
un nu´mero real α, esto es:
α⊗X = C [xα1 , · · · , xαD] = C (Xα) ,
donde C es la clausura.
Observe que
(
SD;⊕;⊗) es un espacio vectorial real de dimensio´n D− 1 (Aitchison, 1986,
Pawlowsky-Glahn y Egozcue, 2002).
Definicio´n 6. Aitchison (1986) introduce una nueva me´trica dA : S
D × SD → R+ que
recibe el nombre de distancia Aitchison y se define de la siguiente manera:
dA (X, Y ) =
[
D∑
i=1
(
ln
xi
g(X)
− ln yi
g(Y )
)2] 12
=
[
1
D
D∑
i<j
(
ln
xi
xj
− ln yi
yj
)2] 12
,
donde g (·) es la media geome´trica de las partes de la composicio´n.
Definicio´n 7. Consistentes con la distancia dA , se define la norma ‖X‖A como:
‖X‖2A = d2A (X, e) =
D∑
i=1
(
ln
xi
g(X)
)2
=
1
D
D∑
i<j
(
ln
xi
xj
)2
,
donde e =
[
1
D
, . . . , 1
D
]
= C [1, 1, . . . , 1] es el elemento neutro SD (Aitchison et al., 2000).
Definicio´n 8. El producto interior Aitchison 〈X, Y 〉A se define como:
〈X, Y 〉A =
D∑
i=1
ln
xi
g(X)
ln
yi
g(Y )
=
1
D
D∑
i<j
ln
xi
xj
ln
yi
yj
.
(
SDC ;⊕;⊗; 〈·, ·〉A
)
es un espacio eucl´ıdeo (Aitchison, 1986, Pawlowsky-Glahn y Egozcue,
2002).
2.2. Estructura algebraica de funciones de densidad de
probabilidad sobre intervalos finitos
Las funciones de densidad de probabilidad son funciones reales no negativas definidas en
la recta real cuya integral es igual a 1 y, por tanto, esta´n en L1(R).
Se restringe la atencio´n a densidades de probabilidad que representan medidas cuyo so-
porte es un intervalo finito (a, b). Estas densidades de probabilidad se pueden considerar
nula en el complemento de (a, b) sobre R o, alternativamente, solo definida en (a, b). Se
adopta esta u´ltima posibilidad, aunque ninguna dificultad surge con la extensio´n nula
alternativa (Egozcue et al., 2006).
Recuerde que:
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Definicio´n 9. Se define el soporte de una funcio´n f(x) cualquiera, denotado sopr(f),
como:
sopr(f) = {x ∈ Rn/f(x) 6= 0} .
La distribucio´n de una variable aleatoria determina que´ valores puede tomar y con que´ pro-
babilidad. El conjunto de valores que puede tomar, con probabilidad distinta de cero, es
lo que se conoce como su soporte.
Una funcio´n de probabilidad (o funcio´n de masa) asigna a cada punto del soporte su
probabilidad y toma el valor cero en cualquier punto que no pertenezca al soporte. Se
tiene por tanto, en el caso discreto, una funcio´n p : R→ [0, 1] tal que p(x) = P (X = x).
Las funciones de densidad de probabilidad sobre un intervalo finito (a, b), con longitud
η = b− a, son funciones reales f : (a, b)→ R tal que (i) 0 ≤ f(x) y (ii)
∫ b
a
f(x)dx = 1,
para todo x en (a, b).
La condicio´n (i) supone que f esta´ definida en (a, b), salvo en un conjunto de medida de
Lebesgue nula, es decir, definida en casi todas partes (a.e.). La condicio´n (ii) es equiva-
lente a decir que esta´ en L1(a, b), el conjunto de funciones absolutamente integrables en
el intervalo (a, b), con norma de L1(a, b) igual a 1.
Note que, si se adopta la extensio´n nula de f , la integral de la condicio´n (ii) se debe
extender a todo R.
Ahora, se restringe la atencio´n a funciones de densidad de probabilidad acotadas sobre
un intervalo finito, 0 < m ≤ f(x) < M , donde m y M son la cota inferior y superior,
respectivamente, y se denota por A 2b (a, b) el conjunto de tales funciones. Es decir,
A 2b (a, b) =
{
f : (a, b)→ R, tal que 0 < m ≤ f(x) < M y
∫ b
a
f(x)dx = 1
}
(Egozcue et al., 2006).
Las leyes de composicio´n algebraica fundamentales son la perturbacio´n y la potenciacio´n,
que en A 2b (a, b) se definen de la siguiente manera:
Definicio´n 10. Sean f, g ∈ A 2b (a, b). La perturbacio´n es el operador interior
⊕ : A 2b (a, b)×A 2b (a, b)→ A 2b (a, b) tal que, para todo x en (a, b) :
(f ⊕ g) (x) = f(x)g(x)∫ b
a
f(ξ)g(ξ)dξ
= C (fg), (2-1)
donde C es la clausura (Egozcue et al., 2006, Egozcue y Dı´az-Barrero, 2003).
En general, para todo i = 1, 2, . . . , n y todo x en (a, b), la funcio´n
n⊕
i=1
fi : (a, b) → R se
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define por:
(
n⊕
i=1
fi
)
(x) :=
n∏
i=1
fi(x)∫ b
a
n∏
i=1
fi(ξ)dξ
= C
(
n∏
i=1
fi
)
. (2-2)
Definicio´n 11. Sean f ∈ A 2b (a, b) y α ∈ R. El operador potenciacio´n es el operador
externo ⊗ : R×A 2b (a, b)→ A 2b (a, b) tal que, para todo x en (a, b).
(α⊗ f) (x) = f
α(x)∫ b
a
fα(ξ)dξ
= C (fα). (2-3)
(Egozcue et al., 2006).
Se usan los operadores ⊕ y ⊗ para destacar la analog´ıa entre estas operaciones con la suma
y el producto por un escalar (Aitchison et al., 2002). Es evidente que existen tambie´n las
operaciones opuestas 	 y , ana´logas a la resta y la divisio´n por un escalar.
Definicio´n 12. Sean f, g ∈ A 2b (a, b). La inversa de la perturbacio´n (ana´loga a la resta
de vectores) es el operador 	 : A 2b (a, b) × A 2b (a, b) → A 2b (a, b) tal que, para todo x en
(a, b) :
(f 	 g) (x) = f(x)/g(x)∫ b
a
(f(ξ)/g(ξ)) dξ
= C (f/g), (2-4)
donde g 6= 0 en (a, b).
Teorema 1. El conjunto de funciones de densidad de probabilidad acotadas sobre un
intervalo finito con la perturbacio´n y la potenciacio´n, (A 2b (a, b), ⊕, ⊗), es un espacio
vectorial.
Una demostracio´n de este teorema se puede ver en Egozcue et al. (2006).
Como para cualquier espacio vectorial, los espacios generados de vectores, bases, depen-
dencia lineal, bases ortonormales y subespacios desempen˜an un papel fundamental, esto
es igualmente va´lido para el espacio vectorial (A 2b (a, b), ⊕, ⊗) . En tales conceptos la con-
traparte de combinacio´n lineal es una combinacio´n de perturbaciones y potenciaciones tal
que para todo x ∈ (a, b), f0 ∈ A 2b (a, b), fijo, y αi ∈ R, con i = 1, 2, . . . , n, se tiene que
f0(x) = (α1 ⊗ f1) (x)⊕ (α2 ⊗ f2) (x)⊕ . . .⊕ (αn ⊗ fn) (x)
=
n⊕
i=1
(αi ⊗ fi) (x) (2-5)
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tales combinaciones desempen˜an un papel fundamental, como se vera´ en el pro´ximo cap´ıtu-
lo, en la prediccio´n de funciones de densidad de probabilidad definidas en un intervalo
finito.
Por otro lado, de las ecuaciones (2-2) y (2-5), se obtiene que, para todo x en (a, b), la
funcio´n
n⊕
i=1
(αi ⊗ fi) : (a, b)→ R. se puede definir como:
[
n⊕
i=1
(αi ⊗ fi)
]
(x) =
n∏
i=1
(αi ⊗ fi) (x)∫ b
a
n∏
i=1
(αi ⊗ fi) (ξ)dξ
(2-6)
Luego, desarrollando el lado derecho de (2-6), se obtiene:
[
n⊕
i=1
(αi ⊗ fi)
]
(x) =
n∏
i=1
fαii (x)∫ b
a
n∏
i=1
fαii (ξ)dξ
= C
{
n∏
i=1
fαii
}
. (2-7)
2.3. Estructura geome´trica de funciones de densidad de
probabilidad sobre intervalos finitos
Con el fin de estructurarA 2b (a, b) como un espacio con producto interior (pre-Hilbertiano),
se define el producto interno de densidades de probabilidad acotadas. La norma y distancia
asociadas se siguen inmediatamente. Estas definiciones se inspiran en el correspondiente
producto interno, norma y distancia en el simplex, las cuales constituyen las principales
caracter´ısticas de la llamada geometr´ıa de Aitchison (Aitchison et al., 2002, Egozcue et al.,
2006). Por esta razo´n las definiciones fundamentadas en la geometr´ıa de Aitchision tienen
sub´ındice A y los espacios de funciones de densidades se denotan con A (Egozcue et al.,
2006).
Definicio´n 13. Sean f, g ∈ A 2b (a, b). Se define el producto interior como el funcional
〈·, ·〉A : A 2b (a, b)×A 2b (a, b)→ R dado por:
〈f, g〉A =
1
2η
∫ b
a
∫ b
a
log
f(x)
f(y)
· log g(x)
g(y)
dxdy, donde η = b− a (2-8)
(Egozcue et al., 2006).
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El funcional definido en (2-8) es, de hecho, un producto interior. Esta´ definido para fun-
ciones de densidad de probabilidad sobre un intervalo finito en A 2b (a, b) por el cara´cter
acotado del integrando en (2-8). La simetr´ıa y positividad de 〈f, f〉A son obvias por la
definicio´n. La bilinealidad se observa sin dificultad de (2-8) aunque requiere un poco ma´s
de desarrollo (Egozcue et al., 2006).
As´ı, la existencia del producto interno en A 2b (a, b) esta´ garantizada puesto que las fun-
ciones y sus logaritmos esta´n acotadas.
Desarrollando el lado derecho de (2-8) se obtiene:
〈f, g〉A =
∫ b
a
[log f(x) log g(x)]dx− 1
η
∫ b
a
log f(x)dx
∫ b
a
log g(y)dy. (2-9)
No´tese que, existe una constante real c tal que
∫ b
a
log(cf)(x)dx = 0; cuando se realiza el
producto interior, este no cambia el resultado. Luego, el producto interior de funciones de
densidad de probabilidad sobre intervalos finitos en A 2b (a, b) es igual al producto interior
ordinario en L2(a, b) de los logaritmos de estas funciones de densidad de probabilidad
multiplicadas por un escalar c (Egozcue et al., 2006). Es decir, existe c ∈ R tal que∫ b
a
log(cf)(x)dx = 0 y
〈cf, g〉A = 〈log(cf), log(g)〉L2 .
donde,
L2(a, b) =
{
f : (a, b)→ R, tal que
∫ b
a
f(t)2dt <∞
}
. (2-10)
Definicio´n 14. Sea f ∈ A 2b (a, b). Se define la norma de f, asociada con el producto
interior definido en (2-8), como el funcional ‖·‖A : A 2b (a, b)→ R dado por:
‖f‖A =
√
〈f, f〉A
=
[
1
η
∫ b
a
∫ b
a
log2
f(x)
f(y)
dxdy
] 1
2
=
[∫ b
a
log2 f(x)dx− 1
η
(∫ b
a
log f(x)dx
)2] 12
(2-11)
(Egozcue et al., 2006).
Note que para la funcio´n e : (a, b) → R definida por e(x) = 1
η
, donde η = b − a, se tiene
que 〈e, g〉A = 0 para todo g ∈ A 2b (a, b) y por ende ‖e‖A = 0 y sin embargo, e 6= 0 para
todo x ∈ (a, b). Esto no es motivo de preocupacio´n, porque lo que sucede es que e es el
elemento neutro (cero) para (A 2b (a, b), ⊕,) .
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Definicio´n 15. Sean f, g ∈ A 2b (a, b). Se define la distancia entre ellas como el funcional
dA (·, ·) : A 2b (a, b)×A 2b (a, b)→ R dado por:
dA (f, g) =
[
1
2η
∫ b
a
∫ b
a
(
log
f(x)
f(y)
− log g(x)
g(y)
)2
dxdy
] 1
2
, donde η = b− a. (2-12)
(Egozcue et al., 2006).
Teorema 2. El conjunto de funciones de densidad de probabilidad en un intervalo finito
(a, b), con producto interior, norma y distancia definidas anteriormente,
(A 2b (a, b), 〈·, ·〉A , ‖·‖A , dA (·, ·)) es un espacio pre-Hilbertiano (tambie´n espacio me´trico
y normado).
La demostracio´n se sigue inmediatamente de (2-8), (2-11) y (2-12), (Egozcue et al., 2006).
Por otro lado, en el espacio A 2b (a, b) la distancia es invariante con respecto a la operacio´n
interna ⊕, como tambie´n a la operacio´n externa ⊗. En efecto:
d2A (f ⊕ h, g ⊕ h) =
1
2η
∫ b
a
∫ b
a
(
log
(
f(x)h(x)
f(y)h(y)
)
− log
(
g(x)h(x)
g(y)h(y)
))2
dxdy
=
1
2η
∫ b
a
∫ b
a
(
log
(
f(x)h(x)
f(y)h(y)
/
g(x)h(x)
g(y)h(y)
))2
dxdy
=
1
2η
∫ b
a
∫ b
a
(
log
(
f(x)
f(y)
/
g(x)
g(y)
))2
dxdy
=
1
2η
∫ b
a
∫ b
a
(
log
(
f(x)
f(y)
)
− log
(
g(x)
g(y)
))2
dxdy
= d2A (f, g)
Luego, dA (f ⊕ h, g ⊕ h) = dA (f, g) .
En forma ana´loga, se obtiene que:
d2A (λ⊗ f, λ⊗ g) = λ2d2A (f, g)
Con el fin de completar A 2b (a, b) en un espacio de Hilbert de funciones de densidad de
probabilidad se necesita caracterizar la clausura de A 2b (a, b) (la clausura en el contexto
topolo´gico). Es decir, se requiere identificar todos los l´ımites de sucesiones de Cauchy de
elementos en A 2b (a, b). Una forma co´moda de hacerlo es construir un conjunto ortonormal
en A 2b (a, b) y luego obtener los coeficientes de Fourier de las densidades de probabilidad.
La completacio´n de A 2b (a, b) se logra cuando se consideran todas las sucesiones de coefi-
cientes de Fourier absolutamente convergentes de cuadrado sumable. Esto es, el espacio
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de sucesiones `2 es el completado de A 2b (a, b) (Berberian, 1970).
Luego, el conjunto ortonormal mencionado anteriormente se convierte en una base de
Hilbert del espacio completado.
Para alcanzar este objetivo, primero se demuestra la existencia de un conjunto ortonormal
y total (completo) en A 2b (a, b) (Egozcue et al., 2006).
Pero antes se da una idea de co´mo se formaliza lo anterior. Segu´n Berberian (1970),
con la demostracio´n el Teorema de Riesz-Fischer, en 1907, mediante el cual el espacio
me´trico L2(a, b) es completo, separable e isomorfo al espacio de Hilbert de sucesiones
`2 :=
X = (xn) : ‖X‖2 =
( ∞∑
k=0
|xn|2
) 1
2
<∞
 , (2-13)
introducido por David Hilbert al estudiar la ecuacio´n integral
f(x) +
∫ b
a
K(x, y)f(y)dy = g(x),
donde f, g y K son funciones continuas. Hilbert hab´ıa tenido la idea de considerar
un sistema ortonormal completo de funciones continuas (ψn) (por ejemplo, el sistema
trigonome´trico) y reducir la ecuacio´n anterior a la determinacio´n de los coeficientes
αn =
∫ b
a
f(x)ψn(x)dx respecto a ese sistema. Luego, sustituyendo en la ecuacio´n integral,
el problema se transforma entonces en el de resolver el sistema de infinitas ecuaciones
lineales con infinitas inco´gnitas
an +
∞∑
r=1
knrαr = βn (n = 1, 2, 3, . . .), (2-14)
donde los βn y los knr son los coeficientes de g y K respecto al sistema ortonormal (ψn).
Pero por la desigualdad de Bessel, tanto los datos como las inco´gnitas deben ser sucesiones
de cuadrado sumable, es as´ı como surge el espacio de Hilbert de sucesiones `2 (no´tese que
la distancia considerada en e´l, d(x, y) = ‖x− y‖2 =
√ ∞∑
i=1
|xn − yn|2, es la generalizacio´n
natural de la distancia eucl´ıdea para infinitas coordenadas). Uno de los efectos inmedia-
tos del teorema de Riesz-Fischer es que todos los resultados de Hilbert se generalizan
inmediatamente al caso en que tanto f como g y K son funciones de L2, en lugar de
continuas (lo que resultaba demasiado restrictivo en las aplicaciones), resolviendo as´ı de
golpe un problema que hab´ıa tenido en jaque a muchos importantes matema´ticos de la
e´poca (Berberian, 1970).
Ahora, se define sistema ortonormal completo o total y base ortonormal.
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Definicio´n 16. Sea {ψj}j≥1 un sistema ortonormal en A 2b (a, b). El sistema ortonormal
{ψj}j≥1 se dice que es completo o total, en A 2b (a, b), si en el espacio funcional A 2b (a, b)
no existe ninguna funcio´n, con norma positiva, que sea ortogonal a todas las funciones
ψj.
Definicio´n 17. Una sucesio´n (finita o infinita) de funciones {ψj}j>1 se llama base
ortonormal de un espacio de Hilbert, si (i) es ortogonal, y (ii) es total.
Por ejemplo, en el espacio `2, la sucesio´n de vectores e1 = 〈1, 0, 0, . . .〉, e2 = 〈0, 1, 0, . . .〉,
e3 = 〈0, 0, 1, . . .〉, . . . es ortonormal y total. Por lo tanto, es una base de `2, llamada base
ortonormal cano´nica de `2 (Berberian, 1970).
Teorema 3. Si {ϕj}j≥0 con ϕ0(x) = 1√η es un conjunto de funciones acotadas que son
una base de Hilbert de L2(a, b), entonces {ψj}j≥1 , donde ψj = C [exp(ϕj)], es un conjunto
ortonormal en A 2b (a, b). Adema´s, {ψj}j≥1 es un conjunto total en A 2b (a, b)
La demostracio´n se puede consultar en Egozcue et al. (2006), Egozcue y Dı´az-Barrero
(2003).
2.4. El espacio de Hilbert A 2(a, b)
Ahora se procede a extender el espacio pre-Hilbertiano de funciones de densidad de pro-
babilidad en un intervalo finito, A 2b (a, b), a un espacio de Hilbert.
Se define el siguiente conjunto de clases.
Definicio´n 18. Segu´n Egozcue et al. (2006) una clase de funciones f : (a, b)→ R se dice
que esta´ en A 2(a, b) si:
(i) f ≥ 0 a.e. en (a, b); y
(ii) log f ∈ L2(a, b).
Esto es, A 2(a, b) = {f : (a, b)→ R tal que f ≥ 0 a.e. en (a, b) y log f ∈ L2(a, b)} .
Sean f y g dos elementos de A 2(a, b) y α ∈ R un valor real. Se dice que f y g son
equivalentes en un sentido Aitchison, denotado f =A g, si existe una u´nico escalar posi-
tivo α tal que
f(t) = α · g(t), para todo t ∈ (a, b). (2-15)
Por conveniencia, de ahora en adelante, se llamara´ a esta clase de funciones justamente
funciones en A 2(a, b).
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Esto define una clase de equivalencia. Para las clases de equivalencias de funciones f con
integral acotada, es decir, si
∫ b
a
f(x)dx < +∞, se puede tomar como representante de la
clase su funcio´n de densidad de probabilidad en un intervalo finito (a, b), esto es C (f),
mientras que si
∫ b
a
f(x)dx = +∞, se puede tomar como representante una funcio´n f que
satisfaga
∫ b
a
log f(x)dx = 0.
La notacio´n =A se utiliza cuando los dos miembros de la igualdad son equivalentes en el
sentido de Aitchison, es decir, cuando un elemento se obtiene de otro an˜adiendo o elimi-
nando un factor, el cual es una funcio´n multiplicativa que no depende de la variable en
consideracio´n (Tolosana-Delgado et al., 2008).
Algo similar plantea Lyons et al. (2010) para datos Bayesiano en la medida de informacio´n
de la fusio´n de dos clases de funciones de densidades de probabilidad.
El espacio de funciones A 2(a, b) es un espacio de Hilbert (Egozcue et al., 2006).
Para probar que el espacio A 2(a, b) es de Hilbert, primero se demuestra que los coefi-
cientes de Fourier de funciones en A 2(a, b) existen y son de cuadrado sumable. Siguiendo
la anotacio´n en el teorema (3), se supone que {ψj}j≥1 es un conjunto ortonormal y total
en A 2b (a, b) generado por la base de Hilbert {ϕj}j≥0 de L2(a, b).
En lo que sigue, se centra la atencio´n en las clases de funciones no negativas en (a, b). Las
funciones de densidad de A 2(a, b) no esta´n expl´ıcitamente caracterizadas. El siguiente
teorema da una definicio´n expl´ıcita equivalente de A 2(a, b).
Teorema 4. Sea g : (a, b)→ R una funcio´n no negativa tal que
∫ b
a
g(x)dx = 1. Entonces
g ∈ A 2(a, b) s´ı y so´lo si log g ∈ L2(a, b)
Para una demostracio´n del teorema (4) ver Egozcue y Dı´az-Barrero (2003).
No toda funcio´n de A 2(a, b) esta´ en A 2b (a, b). Por ejemplo, una funcio´n de densidad
simple en (0, 1) es la funcio´n de densidad de probabilidad Beta, a saber,
f(x) =
1
B (α, β)
xα−1(1− x)β−1, α > 0, β > 0,
donde B (α, β) es la funcio´n Beta de Euler. La funcio´n de densidad de probabilidad Beta
tiene ceros o as´ıntotas en 0 o 1 y, en consecuencia, no esta´ en A 2b (0, 1). Sin embargo,
log f(x) esta´ en L2(0, 1) y por lo tanto, f ∈ A 2(0, 1). Observe que la perturbacio´n de dos
funciones de densidades Beta en de nuevo una funcio´n de densidad Beta. Sin embargo,
cuando una funcio´n de densidad Beta con, por ejemplo, α o β mayor que uno, se eleva a
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una potencia negativa menor que −1, la funcio´n resultante no es una funcio´n de densidad
de probabilidad y la clausura constante en (2-3) no existe, es decir, su integral es infinita,
pero au´n esta´ en A 2(0, 1) (Egozcue et al., 2006, Egozcue y Dı´az-Barrero, 2003). As´ı, la
funcio´n de densidad de probabilidad Beta esta´ en ker(log f(x)) pero no esta´ en A 2(0, 1).
Teorema 5. Si g ∈ A 2(a, b), entonces
(i) 〈g, ψj〉A = 〈log g, ϕj〉 y
(ii)
∞∑
j=1
∣∣〈g, ψj〉A ∣∣2 < +∞
Una demostracio´n de este teorema se puede ver en Egozcue et al. (2006).
El teorema (5) permite asignar sucesiones de cuadrados sumable de coeficientes de Fourier
a funciones en A 2(a, b).
La perturbacio´n (2-1) se extiende de A 2b (a, b) a A
2(a, b) de manera natural. Cualesquiera
dos densidades f, g ∈ A 2(a, b) se caracterizan por sucesiones de Cauchy de densidades
acotadas en A 2b (a, b), a saber, {fi}i≥1 y {gi}i≥1 (Egozcue et al., 2006). La Perturbacio´n
se define por el i-e´simo te´rmino, fi⊕ gi = hi. Es fa´cil demostrar que la sucesio´n {hi}i≥1 es
una sucesio´n de Cauchy en A 2b (a, b) y, por tanto, representa una densidad h ∈ A 2(a, b).
La extensio´n se alcanza estableciendo f⊕g = h. Extensiones de la operacio´n potenciacio´n
(2-3), producto interior (2-8), norma (2-11) y distancia (2-12) se definen de manera similar
en Egozcue et al. (2006).
Una extensio´n natural de las operaciones y el producto interior en el espacio de sucesiones
de cuadrados sumable `2 da la estructura de un espacio de Hilbert separable a A 2(a, b).
La definicio´n de dicho operador es la siguiente:
Definicio´n 19. Sea g ∈ A 2(a, b) y log g(x) =
∞∑
k=0
αkϕk(x),
∞∑
k=0
|αk|2 < +∞. Se define la
funcio´n coeficiente T : A 2(a, b)→ `2 como Tg = {αk}k≥1 (Egozcue et al., 2006).
Esta definicio´n asocia todas las funciones proporcionales no negativas con el mismo conjun-
to de coeficientes, que es equivalente a las clases de funciones en A 2(a, b) (Egozcue et al.,
2006). Ahora esta´n dadas las condiciones para definir la potenciacio´n y la perturbacio´n
en A 2(a, b). Estos operadores fueron bien definidos en A 2b (a, b), pero las definiciones re-
quieren que la integral de las funciones de densidad de probabilidad en un intervalo finito
sea finita.
Definicio´n 20. Sea c una constante real y f ,g en A 2(a, b). Se define perturbacio´n y
potenciacio´n en A 2(a, b) como (Egozcue et al., 2006):
f ⊕ g = T−1 (Tf + Tg) , c⊗ f = T−1 (c · Tf) , (2-16)
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respectivamente, donde los signos (+) y (·) son la suma y multiplicacio´n por un escalar
ordinarias en `2. Adema´s, el producto interior en A 2(a, b) esta´ definido como:
〈f, g〉A = 〈Tf, Tg〉2 , (2-17)
donde 〈·, ·〉2 denota el producto interior ordinario en `2.
En general, para todo i = 1, 2, . . . , n, la funcio´n
n⊕
i=1
fi : (a, b)→ R se define por:
n⊕
i=1
fi = T
−1
[
n∑
i=1
Tfi
]
de donde se tiene que
T
(
n⊕
i=1
fi
)
=
n∑
i=1
Tfi (2-18)
Como para cualquier espacio vectorial, los espacios generados de vectores, bases, depen-
dencia lineal, bases ortonormales y subespacios desempen˜ar un papel fundamental, esto es
igualmente va´lido para el espacio vectorial (A 2(a, b), ⊕, ⊗) . En tales conceptos la con-
traparte de combinacio´n lineal es una combinacio´n de perturbaciones y potenciaciones tal
que para todo f0 ∈ A 2(a, b), fijo, y λi ∈ R, con i = 1, 2, . . . , n, se tiene que
f0 =
n⊕
i=1
(λi ⊗ fi)
= (λ1 ⊗ f1)⊕ (λ2 ⊗ f2)⊕ . . .⊕ (λn ⊗ fn)
= T−1
[
n∑
i=1
(λi · Tfi)
]
(2-19)
De (2-19) se obtiene que
Tf0 =
n∑
i=1
(λi · Tfi) (2-20)
Segu´n Berberian (1970), todos los espacios de Hilbert separables son isomorfos, en parti-
cular, isomorfo a `2. La funcio´n coeficiente T es uno de tales isomorfismos por definicio´n,
y corresponde a las operaciones y el producto interno inducido de `2. Como conclusio´n,
se tiene el siguiente resultado:
Teorema 6. A 2(a, b), con las operaciones (2-16) y el producto interior (2-17), es un
espacio de Hilbert separable.
Una demostracio´n del teorema (6) se encuentra en Egozcue et al. (2006).
Es bueno recordar que:
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Definicio´n 21. Sean H1 y H2 dos espacios de Hilbert. T : H1 → H2 es un isomorfismo
si T es una transformacio´n lineal, inyectiva y sobre tal que 〈Tx, Ty〉 = 〈x, y〉 para todo
x, y ∈ H1.
T : H1 → H2 es una isometr´ıa si es una transformacio´n lineal tal que ||Tx|| = ||x|| para
todo x ∈ H1.
Dos espacios de Hilbert se llaman isomorfos si existe un isomorfismo entre ellos.
Los espacios de Hilbert isomorfos son, en cierto sentido, “iguales”, pues un isomorfismo
T distingue entre puntos distintos y “conserva”las sumas, multiplicacio´n por escalar y
productos interiores. Se puede considerar que H1 es esencialmente el espacio H2 con una
“marca”T sobre cada vector x (Berberian, 1970).
Algunos autores requieren en la definicio´n de espacio de Hilbert que el espacio sea de
dimensio´n infinita y separable, es decir, se requiere la existencia de un subconjunto nume-
rable denso en H. Bajo estas hipo´tesis puede demostrarse la existencia de un subconjunto
ortonormal maximal que es a lo sumo numerable. Los conjuntos ortonormales maximales
se llaman frecuentemente conjuntos ortonormales completos o bases.
As´ı, un isomorfismo preserva toda la estructura del espacio de Hilbert, esto es, dos espa-
cios de Hilbert isomorfos poseen esencialmente la misma geometr´ıa.
Si A 2(a, b) es un espacio de Hilbert separable, se prueba que existe una sucesio´n ortonor-
mal (base ortonormal) {ψk}k>1 en A 2(a, b) tal que para todo f ∈ A 2(a, b) se tiene
f =
∞∑
k=1
〈f, ψk〉ψk, donde 〈·, ·〉 es producto interno en A 2(a, b) (Berberian, 1970).
Por otro lado, para cada f ∈ A 2(a, b) y todo k > 1, se define αk = 〈f, ψk〉A .
Luego, por la identidad de Parseval, ‖f‖A =
∞∑
k=1
|〈f, ψk〉A |2 =
∞∑
k=1
|αk|2 <∞. Esto implica
que {αk}k>1 ∈ `2 (Berberian, 1970).
As´ı las cosas, el operador T : A 2(a, b)→ `2 dado por Tf = (αk)k>1 , para todo
f ∈ A 2(a, b) esta´ bien definido y es lineal.
Veamos que T es un isomorfismo isome´trico. En efecto:
T es inyectivo puesto que Tf = 0 implica que 〈f, ψk〉A = 0 y esto a su vez implica
que f = 0 pues {ψk}k>1 es total.
T es sobreyectivo puesto que si {βk}k>1 ∈ `2, entonces
∞∑
k=1
|βk|2 <∞, lo que implica
que
∞∑
k=1
βkψk converge a algu´n f ∈ A 2(a, b).
De donde, βk = 〈f, ψk〉A . Es decir, (βk)k>1 = Tf.
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T es una isometr´ıa pues ‖Tf‖22 = 〈Tf, Tf〉2 =
∞∑
k=1
|〈f, f〉A |2 =
∞∑
k=1
|αk|2 = ‖f‖2A .
El conjunto ortonormal y total {ψk}k>1 en A 2b (a, b), se convierte en una base de Hilbert
de A 2(a, b) y expresiones de series infinitas en esta base se puede identificar con la co-
rrespondiente funcio´n l´ımite. Una consecuencia es que una funcio´n f en A 2(a, b), cuyo
logaritmo es log f =
∞∑
k=0
αkϕk con
∞∑
k=0
|αk|2 < +∞, tiene la representacio´n en serie de
Fourier f =
∞⊕
k=1
(αk ⊗ ψk) , que converge en el sentido de la norma ‖·‖A extendida a
A 2(a, b), o equivalentemente, aplicando el operador T , se tiene que Tf =
∞∑
k=0
(αk · Tψk),
con
∞∑
k=0
|αk|2 < +∞. Sin embargo, este resultado so´lo alcanza su pleno sentido si la per-
turbacio´n, la potenciacio´n y el producto interior en A 2b (a, b) (2-1), (2-3), (2-8) coinciden
con las que se extendieron en A 2(a, b) (2-16), (2-17) (Egozcue et al., 2006).
El siguiente teorema confirma esta identificacio´n.
Teorema 7. Sea c una constante real y f, g en A 2(a, b) con coeficientes de Fourier
αk = 〈f, ψk〉A y βk = 〈g, ψk〉A para k = 1, 2, . . ., respectivamente, en la base de Hilbert
{ψk}k>1. Entonces se cumple que:
(i) Si
∫ b
a
f(x)g(x)dx < +∞, entonces
C (fg) =
∞⊕
k=1
[(αk + βk)⊗ ψk] ; (2-21)
(ii) Si
∫ b
a
f c(x)dx < +∞, entonces
C (c · f) = ∞⊕
k=1
[(c · αk)⊗ ψk (x)] ; (2-22)
(iii) ∫ b
a
log f(x) log g(x)dx− 1
η
∫ b
a
log f(x)dx
∫ b
a
log g(y)dy = 〈f, g〉A , (2-23)
donde los s´ımbolos ⊕,⊗ y 〈·, ·〉A esta´n definidos en (2-16) y (2-17) para A 2(a, b)
Una demostracio´n del teorema (7) se encuentra en Egozcue et al. (2006).
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2.5. Bases de Hilbert en A 2(a, b)
El teorema (3) proporciona un me´todo sencillo para determinar bases de Hilbert en
A 2(a, b). Cada base de Hilbert acotada en L2(a, b) que contiene la funcio´n constante,
se puede transformar en una base de Hilbert en A 2(a, b) tomando la clausura de la expo-
nencial. Las siguientes son tres bases de Hilbert esta´ndares para A 2(a, b) (Egozcue et al.,
2006):
2.5.1. Base de Fourier
Para i = 1, 2 y k ≥ 1, {fik(x)} , donde f1k(x) = C
[
exp
(
1√
η′ cos
kpix
η′
)]
,
f2k(x) = C
[
exp
(
1√
η′ sen
kpix
η′
)]
, es una base de Fourier en A 2(a, b). La longitud media
del intervalo se ha denotado por η′ = η
2
.
2.5.2. Base de Haar
Para m = 0, 1, 2, . . . y n = 0, 1, 2, . . . , 2m − 1, ψmn(x) = C
[
exp
{√
2m
η
ψ
(
2mx−α
η
− n
)}]
,
donde ψ(x) =

1, si 0 ≤ x < 1
2
,
−1, si 1
2
≤ x < 1,
0, en otros casos.
es la funcio´n Haar(1910). Es una base de Haar en
A 2(a, b).
2.5.3. Base de Legendre
Para n ≥ 1, ξn(x) = C
[
exp
[√
2n+1
b−a Pn
(
2(x−a)
b−a − 1
)]]
, donde Pn son los polinomios ordi-
narios de Legendre, es decir, P0(z) = 1, P1(z) = z, P2(z) =
3z2 − 1
2
, y
Pn(z) =
1
2n
[n2 ]∑
k=0
(−1)k
(
n
k
)(
2n− 2k
n
)
zn−2k, n = 1, 2, 3, . . . , forman una base de Legendre
en A 2(a, b).
Una base de Hilbert en A 2(a, b) admite la representacio´n de las densidades en series
de Fourier. Supongamos que {ψi}i≥1 es una base de Hilbert en A 2(a, b) y f ∈ A 2(a, b).
El i-e´simo coeficiente de Fourier de f es ci = 〈f, ψi〉A y f se representa por la serie de
Fourier f(x) =
∞⊕
i=1
(αi ⊗ ψi(x)) . Las series de Fourier truncadas producen por lo menos
aproximaciones de mı´nimos cuadrados de densidades de probabilidad en el sentido de
la norma cuadrada Aitchison, es decir, el error es Aitchison-ortogonal al subespacio de
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proyeccio´n. Por otra parte, la aproximacio´n Aitchison de la norma obliga a la serie trun-
cada para que coincida con mayor exactitud a valores bajos de la densidad que a los
superiores, como se espera cuando se aproximan composiciones en la simplex siguiendo la
geometr´ıa de Aitchison (Egozcue et al., 2006).
2.6. De datos a funciones usando bases de funciones
Una base es un conjunto de funciones conocidas {φk}k∈N que son matema´ticamente inde-
pendientes entre s´ı y que tienen la propiedad de que cualquier funcio´n se puede aproximar,
tan bien como se quiera, mediante una combinacio´n lineal de K de estas funciones (Ram-
say y Silverman, 2005). Se trunca en un cierto K con un error asumible.
Los procedimientos de base de funciones aproximan una funcio´n f usando una expansio´n
lineal fija de base truncada
f(t) =
K∑
k=1
ckφk(t) = c
Tφ(t) (2-24)
en te´rminos de K funciones bases conocida φk. Donde c indica el vector de longitud K
de coeficientes ck y φ es el vector funcional cuyos elementos son las funciones bases φk
(Ramsay y Silverman, 2005).
De esta manera, los datos siguen siendo funciones (una composicio´n) y por tanto conservan
ciertas propiedades, aunque al ser aproximaciones los resultados se vera´n influenciados por
el tipo de base elegida. La dificultad de esta operacio´n vendra´ determinada por el espacio
en el que habiten las funciones. Por ejemplo, en todo espacio de Hilbert existe una base
ortonormal tal que f(t) =
∞∑
k=1
〈f, ϕj〉ϕj, donde {ϕj}j≥1 es una base ortonormal para
el espacio de Hilbert, y teniendo un producto interno es fa´cil calcular los coeficientes
resolviendo el siguiente sistema:
〈f, ϕ1〉
...
〈f, ϕj〉
...
〈f, ϕK〉

=

〈ϕ1, ϕ1〉 · · · 〈ϕj, ϕ1〉 · · · 〈ϕK , ϕ1〉
...
. . .
...
. . .
...
〈ϕ1, ϕj〉 · · · 〈ϕj, ϕj〉 · · · 〈ϕK , ϕj〉
...
. . .
...
. . .
...
〈ϕ1, ϕK〉 · · · 〈ϕj, ϕK〉 · · · 〈ϕK , ϕK〉


c1
...
cj
...
cK

.
Salvo para ejemplos muy sencillos, la expresio´n de la funcio´n seguira´ siendo infinita o
demasiado grande, por lo que habra´ que truncar la serie. Aqu´ı entra en juego la eleccio´n
de K, que se comporta como otro para´metro del modelo midiendo el grado de interpo-
lacio´n/suavizado de la funcio´n; cuanto menor sea el nu´mero de elementos en la base menor
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sera´ el coste computacional, pero se puede realizar un suavizado excesivo perdiendo in-
formacio´n relevante. Elegir el K en el que finalizar es a menudo punto de discusio´n y no
hay un me´todo claro para hacerlo, se suele elegir con algu´n mecanismo de validacio´n.
De Ramsay y Silverman (2005) se sigue que, idealmente, las funciones base deben tener
caracter´ısticas que coinciden con las conocidas de las funciones que se estima. Esto hace
que sea ma´s fa´cil lograr una aproximacio´n satisfactoria con un nu´mero K relativamente
pequen˜o de funciones base. El K ma´s pequen˜o y la mejor funciones base reflejan ciertas
caracter´ısticas de los datos,
los mayores grados de libertad que se tienen para poner a prueba hipo´tesis y calcular
los intervalos de confianza exactos,
se requiere menos ca´lculos, y
lo ma´s probable es que los coeficientes por s´ı mismos puede convertirse en descrip-
tores interesantes de los datos de una perspectiva sustantiva.
Las bases que se suelen usar para datos funcionales son las bases de Fourier, si los datos son
perio´dicos, bases B-spline, para ca´lculos ra´pidos y flexibles, bases de Wavelets apropiada
para modelar discontinuidades, exponencial, potencial, polinomial, etc. En este trabajo
se realiza suavizado utilizando B-spline, pero cualquier otra funcio´n base o me´todo de
regresio´n no parame´trica tambie´n se podr´ıan usar.
Una vez que se ha decidido usar la representacio´n en bases de las funciones surgen para
cuestiones de ca´lculo las tres preguntas siguientes (Giraldo et al., 2010):
¿Que´ funciones base son las ma´s adecuadas?
¿ Cua´ntas funciones base se deben seleccionar para describir los datos en la muestra?
¿Co´mo se determinan los coeficientes c basados en funciones parcialmente obser-
vadas?
En el libro de Ramsay y Silverman (2005) se encuentran detalladamente resueltas estas
preguntas. En el pro´ximo cap´ıtulo se define un criterio u´til para la eleccio´n del nu´mero de
funciones base. El me´todo de mı´nimos cuadrados esta´ndar se usa para estimar el vector
de coeficientes c, aunque, una penalizacio´n de rugosidad tambie´n se puede incluir en el
problema de minimizacio´n (Giraldo et al., 2010).
A continuacio´n se describen las tres bases ma´s comunes, especialmente, se estudian las
funciones base B-splines.
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2.6.1. Base de Fourier
La base de Fourier es una de las ma´s antiguas y conocidas junto con la de los polinomios.
Mientras la segunda ha quedado relegada a los problemas ma´s sencillos, la primera se
sigue utilizando en mu´ltiples problemas (Torrecilla-Noguerales, 2010), pero aunque puede
utilizarse en casi todos los casos, no suele obtener resultados espectaculares.
La extensio´n de Fourier de f(t) es de la forma
f̂(t) = c0ϕ0 +
∑
r
c2r−1ϕ2r−1(t) + c2rϕ2r(t)
donde
ϕ0(t) =
1√
T
,
ϕ2r−1(t) =
sen(rωt)√
T
2
,
y
ϕ2r(t) =
cos(rωt)√
T
2
forman una base perio´dica de periodo T =
2pi
ω
que sera´ ortonormal si los {tj} se toman
equiespaciados en [0, T ].
La expansio´n de Fourier es bien conocida, as´ı como sus limitaciones. Esta representacio´n
sera´ especialmente u´til para funciones estables, sin grandes variaciones y con una curvatura
ma´s o menos constante. Tambie´n sera´ conveniente que los datos muestren una cierta
periodicidad, por ejemplo, la variacio´n anual de temperatura o precipitaciones. Fourier
genera expansiones suaves en el sentido de diferenciabilidad, por lo que no sera´ apropiada
para funciones que tengan discontinuidades o que las presenten en sus derivadas de orden
bajo.
2.6.2. Base de Wavelets
Los wavelets u ond´ıculas son un sistema de representacio´n muy extendido en el mane-
jo de sen˜ales, utiliza´ndose la transformada discreta para la codificacio´n de sen˜ales y la
continua en el ana´lisis de sen˜al, pero tambie´n esta´n ganando terreno en a´mbitos como la
compresio´n de datos, la sismolog´ıa o la gene´tica, y tambie´n en la clasificacio´n funcional
(Torrecilla-Noguerales, 2010).
La trascendencia de e´stas transformaciones se debe a que combinan el ana´lisis de frecuen-
cias de las series de Fourier con la informacio´n temporal (o espacial). Adema´s, una base
de wavelets se puede adaptar fa´cilmente para trabajar con funciones discontinuas o no
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diferenciables, al contrario que Fourier.
La idea de los wavelets aprovecha que cualquier funcio´n de L2 puede representarse a partir
de dos funciones. El wavelet padre φ que verifica que
∫
φ(t)dt = 1 y el wavelet madre ψ
que verifica que
∫
ψ(t)dt = 0. Los elementos de la base se obtienen a partir de estas dos
funciones ortogonales por traslacio´n y cambio de escala.
φj,k(t) = 2
j
2φ(2−jt− k),
ψj,k(t) = 2
j
2ψ(2−jt− k),∫
φj,k(t)φj,k′(t)dt = δj,j′δk,k′ ,∫
ψj,k(t)φj′,k′(t)dt = 0,∫
ψj,k(t)ψj′,k′(t)dt = δj,j′δk,k′
Elegida la base, la aproximacio´n ortogonal wavelet de una funcio´n f(t) viene dada por:
f(t) ≈
∑
k
SJ,kφJ,k(t) +
∑
k
dJ,kψJ,k(t) +
∑
k
dJ−1,kψJ−1,k(t) + . . .+
∑
k
d1,kψ1,k(t),
donde
SJ(t) =
∑
k
SJ,kφJ,k(t),
DJ(t) =
∑
k
dJ,kψJ,k(t),
DJ−1(t) =
∑
k
dJ−1,kψJ−1,k(t),
D1(t) =
∑
k
d1,kψ1,k(t)
A la funcio´n Sj(t) se la conoce como sen˜al suave y a las funciones Dj(t) como las fun-
ciones detalle. A esta descomposicio´n se le llama descomposicio´n multiresolucio´n.
2.6.3. Base B-splines
Puede que los splines sean la aproximacio´n ma´s utilizada en el caso de datos no perio´di-
cos reemplazando de alguna manera a los polinomios que quedan contenidos en ellos. Los
splines combinan la eficiencia computacional de los polinomios con una mayor flexibilidad,
que muchas veces hace que la K necesaria para obtener buenos resultados sea pequen˜a.
Parte del e´xito de estos me´todos es que se han desarrollados sistemas para funciones de
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spline con un coste computacional del orden de n, lo que los hace interesantes para grandes
cantidades de datos (Torrecilla-Noguerales, 2010).
El nu´mero de grados de libertad del spline (los para´metros a definir) sera´ p+L−1, donde
p es el grado del spline y L es un conjunto de puntos interior a [a, b]. Por tanto, un punto
importante sera´ definir el orden de los polinomios, el nu´mero de particiones y el punto
en que se fijen los nodos. Normalmente, a mayor grado del polinomio y a particiones ma´s
finas, la funcio´n de spline se ajusta mejor, pero el coste es mayor y no siempre se consigue
un mejor resultado. En el caso ma´s simple, si no hay nodos interiores, el spline se convierte
en un polinomio con p grados de libertad.
Los splines son extremadamente u´tiles para ajustar un suavizado a una l´ınea o superficie
de puntos datos, irregularmente espaciados. Tambie´n son u´tiles para interpolar puntos
datos. Existen como polinomios a trozos obligado a tener derivadas continuas en las ar-
ticulaciones entre los segmentos. Esencialmente, los splines son funciones a trozos para
conectar los puntos en 2 o 3 dimensiones. Ellos no son funciones anal´ıticas ni son mo-
delos estad´ısticos, sino que son puramente emp´ırico y carece de base teo´rica (Torrecilla-
Noguerales, 2010).
El spline ma´s comu´n (hay muchos de ellos) es el spline cu´bico. Un polinomio cu´bico
puede pasar a trave´s de cualquiera de cuatro puntos a la vez. Para asegurarse de que es
continuo suave, un spline cu´bico se ajusta para so´lo dos de los puntos datos a la vez. Esto
permite el uso de la otra informacio´n para mantener la suavidad.
Definicio´n 22. Dado un conjunto de L puntos interior a [a, b].
La funcio´n S : [a, b] → R es una funcio´n spline (o un spline) de grado p con nodos
τ1, . . . , τL si se verifica lo siguiente:
1. a < τ1 < . . . < τL < b (se denota τ0 = a, τL+1 = b).
2. En cada intervalo [tj, tj+1], j = 0, . . . , L, S(x) es un polinomio de grado p (o inferior)
que trata de ajustar la curva.
3. La funcio´n S(x) tiene (p− 1) derivadas continuas en [a, b] (es decir, los polinomios
que definen la funcio´n S(x) en los intervalos [tj−1, tj] y [tj, tj+1] enlazan bien en tj)
(Delicado, 2008b).
Las funciones splines ma´s comu´nmente utilizadas son las de grado 3, o cu´bicas. Son
polinomios de grado 3 a trozos, que en los nodos son continuos con primera y segunda
derivada continua. Se dice que el ojo humano no es capaz de apreciar discontinuidades
en la derivada tercera (o superiores) de una funcio´n. Por lo tanto, las funciones spline
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cu´bicas representan adecuadamente el concepto poco formal de funcio´n suave.
Se dice que un spline es perio´dico si S(a) = S(b). Se dice que un spline de grado p
es natural si p es impar, p = 2l − 1 con l ≥ 2, y satisface que S(l+j)(a) = S(l+j)(b) = 0,
j = 0, 1, . . . , l − 1 (Delicado, 2008b).
Obse´rvese que e´stas son p+ 1 = 2l restricciones.
Se puede demostrar que el conjunto de splines cu´bicos con nodos τl, l = 0, 1, . . . , t + 1,
es un espacio vectorial de dimensio´n L+ 4 (Giraldo et al., 2010). Los splines cu´bicos son
muy flexibles y comu´nmente se utiliza para aproximar funciones desconocidas. De hecho,
cualquier conjunto de puntos (τl, fl), l = 0, 1, . . . , t + 1 se puede interpolar utilizando un
spline cu´bico. La flexibilidad se consigue cuando el nu´mero de nodos se incrementa.
Un sistema completo de funciones base para el conjunto de spline cu´bicos con nodos τl,
l = 0, 1, . . . , t + 1 es el conjunto de B-spline cu´bicos Bk(t), k = 1, . . . , t + 4. Ellos tienen
una propiedad interesante desde el punto de vista computacional: son distintos de cero en
no ma´s de 4 intervalos inter-nodos (Giraldo, 2009b). Cualquier spline cu´bico S con nodos
τl, l = 0, 1, . . . , t+ 1 puede ser expresado como:
S(t) =
L+4∑
k=1
ckBk(t) = c
TB(t),
donde c es el vector de coeficientes ck y B es una funcio´n L+ 4-dimensional con compo-
nentes Bk. Por lo tanto, trabajar con spline cu´bicos es equivalente a trabajar con vectores
l + 4-dimensional de coeficientes c.
Se asume que una funcio´n f definida en T = [a, b] ha sido observada en los puntos
t1, . . . , tM ∈ T, posiblemente con un error de observacio´n. Tambie´n se asume que los
valores yj = f(tj) + εj, donde los εj son observaciones independientes de una variable
aleatoria con media cero. Por lo tanto, la forma como se aproxima una funcio´n f(t) por
un spline cu´bico es resolviendo el problema
mı´n
c∈RL+4
M∑
j=1
(yj − S(tj))2 + η
∫
T
(
S
′′
(t)
)2
dt. (2-25)
Minimizando so´lo el primer te´rmino (fijando η = 0) conduce a spline S que ajusta bien el
dato observado, pero produciendo tambie´n mucha variables spline ajustadas. En el caso
extremo de escoger t1, . . . , tM ∈ T, como nodos interiores, el resultado del spline cu´bico
deber´ıa interpolar las observaciones (tj, yj), lo cual no tiene sentido porque pueden estar
presentes observaciones ruido. Esta es la razo´n por la que un segundo te´rmino aparece en
(2-25): la integral del cuadrado de la segunda derivada de S es una buena medida de su
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curvatura total, as´ı, tambie´n sera´ una penalidad de rugosidad para muchos candidatos a
splines (Giraldo, 2009b).
El para´metro η es un para´metro de suavizado que controla el equilibrio entre el ajuste
a los datos observados y la suavidad de la aproximacio´n spline cu´bico. Si η tiende a
infinito, la solucio´n spline (2-25) se aproximara´ al mı´nimo cuadrado de la regresio´n lineal.
η tambie´n se conoce como para´metro de penalidad de rugosidad. En este enfoque,
hay para´metros adicionales que afectan a las propiedades de suavizado de la aproximacio´n
spline cu´bica: el nu´mero y ubicacio´n de los nodos interiores. En el presente trabajo se
utilizan siempre nodos interiores uniformemente espaciados en T . Por lo tanto, se trabaja
con dos para´metros de suavizado: η y L. El grado de suavizado es una funcio´n creciente
de η y decreciente de L (Giraldo, 2009b).
El spline cu´bico hallado como solucio´n de (2-25) es un ejemplo de los estimadores de
regresio´n no parame´trica de la funcio´n desconocida f(t). La definicio´n de todos estos
estimadores involucra uno (o ma´s) para´metro de suavizado que tiene que fijarse para
obtener las estimaciones reales de f(t). El para´metro de suavizado seleccionado es el paso
ma´s dif´ıcil en la regresio´n no parame´trica. Cuando el objetivo de la estimacio´n es predecir
el valor de la funcio´n f(t) en un valor no muestreado t ∈ T , la validacio´n cruzada no
parame´trica (NPCV ) es una forma u´til para la eleccio´n del para´metro de suavizado.
En el caso de splines cu´bicos con L nodos interior, (NPCV ) funciona como sigue. Para
j = 1, . . . ,M , sea S
(j)
L,η la solucio´n del problema (2-25) cuando la observacio´n (tj, yj) ha
sido omitida por la muestra y los valores de los para´metros η y L son utilizados para
ajustar el resto de los datos. Se define
NPCV (L, η) =
M∑
j=1
(
yj − S(j)L,η(t)
)2
. (2-26)
Entonces los para´metros de suavizado (L, η) se escogen para minimizar NPCV (L, η).
Con gran cantidad de datos el ca´lculo de NPCV (L, η) es bastante pesado. Una alterna-
tiva es considerar la validacio´n cruzada generalizada (GCV ) en vez de (CV ). Dados los
valores de las funciones base en los M puntos muestrales y utilizando mı´nimos cuadrados
generalizados los coeficientes en la ecuacio´n (2-25) se estiman por
ĉ =
(
ΦTGΦ + ηR
)−1
ΦTGTY, (2-27)
con R =
∫
S
′′
(t)S
′′Tdt (Giraldo, 2009b). El vector de valores estimados viene dada por
ŷ = Φ
(
ΦTGΦ + ηR
)−1
ΦTGTY = Hy. (2-28)
El criterio no parame´trico de validacio´n cruzada generalizada (NPGCV ) se expresa como
NPGCV (η) =
M−1
M∑
j=1
(yj − S(t))2 .
M−1traza(I −H) . (2-29)
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2.7. Estimacio´n no parame´trica de la densidad
El desarrollo y notacio´n que se emplea en esta seccio´n proviene del estudio sobre estimacio´n
no parame´trica de la densidad establecido por Delicado (2008b).
Los me´todos no parame´tricos de estimacio´n de la funcio´n de densidad son extremadamente
u´tiles para determinar las caracter´ısticas de una poblacio´n a partir de una muestra, y
tienen aplicaciones directas en muchos problemas de inferencia.
2.7.1. La estimacio´n de la densidad
Sean x1, . . . , xn observaciones independientes de una variable aleatoriaX que tiene funcio´n
de densidad f. Sea x ∈ R. Se quiere estimar el valor de la funcio´n de densidad f en x :
f(x). Algunas propiedades conocidas de la funcio´n de densidad son:
Una funcio´n de densidad es cualquier funcio´n que verifica f(x) ≥ 0 para todo x ∈ R,∫ ∞
−∞
f(x)dx = 1.
f es funcio´n de densidad de X si y so´lo si para todo a, b reales con a ≤ b se tiene
que
P (a < X ≤ b) =
∫ b
a
f(x)dx.
Si dx es una longitud pequen˜a, f(x) ≈ P (X∈[x,x+dx])
dx
.
Sea F (x) la funcio´n de distribucio´n de X. Entonces,
F (x) =
∫ x
−∞
f(u)du, f(x) =
d
dx
F (x) = F ′(x).
(Delicado, 2008b):
Una forma de estimar f(x) es hacer supuestos parame´tricos sobre la distribucio´n de X :
f ∈ {f(x; θ) : θ ∈ Θ ⊆ Rk} :
Por ejemplo, se podr´ıa suponer que X v N (µ, σ2), y as´ı, k = 2, θ = (µ, σ2).
Bajo ese supuesto parame´trico, se usa la muestra observada para estimar el para´metro θ
mediante θ̂ (por ejemplo por ma´xima verosimilitud) y se toma como estimador de f(x) el
valor f̂θ(x) = f(x; θ̂).
Este procedimiento, que se conoce como estimacio´n parame´trica de la densidad, es
muy dependiente del modelo elegido. No tiene flexibilidad para detectar desviaciones de
esa hipo´tesis (Delicado, 2008b).
Aqu´ı se va a abordar la estimacio´n no parame´trica de la densidad.
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2.7.2. El histograma de frecuencias
El primer estimador no parame´trico de la funcio´n de densidad y quiza´s au´n el ma´s uti-
lizado es el histograma, pero su construccio´n es muy subjetiva. Muestra que´ zonas de la
recta acumulan ma´s probabilidad y cua´les menos. El histograma tiene un inconveniente
fundamental: es una funcio´n poco suave (de hecho es discontinua en los bordes de cada
una de las cajas) y es constante a trozos. Estas caracter´ısticas no son las que acostumbran
a tener las funciones de densidad. Los me´todos modernos de estimacio´n de la densidad se
han ido desarrollando a partir de los an˜os 50, dando lugar a estimadores continuos, ma´s
adecuados que los simples histogramas: el me´todo del vecino ma´s pro´ximo, el estimador
de series, el estimador spline y los wavelets son algunos de los me´todos no parame´tricos
para estimar la densidad.
El histograma se construye de la siguiente forma (Delicado, 2008b).
Se eligen marcas b0 < b1 < . . . < bm en R con
b0 < mı´n
i=1,...,n
xi, ma´x
i=1,...,n
xi < bm
y se definen los intervalos Bj = (bj−1, bj], j = 1, . . . ,m. Sea nj el nu´mero de observaciones
que caen en Bj, y fj la frecuencia relativa de este intervalo (la proporcio´n de observaciones
que caen en Bj):
nj = # {xi : xi ∈ Bj} =
n∑
i=1
IBj(xi), fj =
nj
n
=
1
n
n∑
i=1
IBj(xi)
Sobre cada intervalo Bj se dibuja un recta´ngulo que tiene Bj por base y cuya altura aj
es tal que el a´rea es igual a fj:
aj (bj − bj−1) = fj = 1
n
n∑
i=1
IBj(xi) esto implica que aj =
fj
bj − bj−1 .
Sea x el punto donde se quiere estimar la densidad f(x). Si x no esta´ dentro de ningu´n
intervalo Bj, el estimador histograma de f(x) es 0. Si x ∈ Bj, el estimador histograma de
f(x) es la altura aj del histograma en Bj:
f̂H(x) =
fj
bj − bj−1 si x ∈ Bj
Observe que la funcio´n f̂H(x) cumple las propiedades de una funcio´n de densidad: es no
negativa e integra 1.
Usualmente se toman todos los intervalos de la misma anchura: bj−bj−1 = b, j = 1, . . . ,m.
As´ı, f̂H(x) =
fj
b
lo que tambie´n se puede escribir como
f̂H(x) =
m∑
j=1
fj
b
IBj(x) =
m∑
j=1
nj
nb
IBj(x) =
m∑
j=1
fj
1
b
IBj(x).
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No´tese que esta u´ltima expresio´n corresponde a la mixtura de m densidades, cada una de
ellas uniforme en Bj, con pesos iguales a las frecuencias relativas de cada intervalo Bj.
2.7.3. Motivacio´n del histograma como estimador de la densidad
Recuerde que
f(x) =
d
dx
F (x) = l´ım
h→0
F (x+ h)− F (x)
h
= l´ım
u+v→0
F (x+ u)− F (x− v)
u+ v
u ≥ 0 v ≥ 0.
Si se divide R en intervalos de amplitud b, con b pequen˜o, y se llama a los extremos de los
intervalos bj, j ∈ Z, un punto x ∈ R pertenecera´ a uno de esos intervalos: x ∈ (bj, bj+1].
Sean u = bj+1 − x y v = x− bj, esto es, x+ u = bj+1, x− v = bj y u+ v = bj+1 − bj = b.
As´ı, si b es pequen˜o,
f(x) ≈ l´ım
u+v→0
F (x+ u)− F (x− v)
u+ v
= l´ım
u+v→0
F (bj+1)− F (bj)
b
.
Si se estima la funcio´n de distribucio´n F mediante la funcio´n de distribucio´n emp´ırica F̂ ,
se tiene que
F̂ (bj) =
# {xi ≤ bj}
n
.
Si se sustituye en la expresio´n anterior de f(x), se obtiene el siguiente estimador (Delicado,
2008b):
f̂(x) = l´ım
u+v→0
F̂ (bj+1)− F̂ (bj)
b
=
# {xi ≤ bj+1} −# {xi ≤ bj}
nb
=
# {bj < xi ≤ bj+1}
nb
=
nj
nb
=
fj
b
= f̂H(x).
Es decir, se llega a la expresio´n del histograma que ya se conoc´ıa.
2.7.4. Caracter´ısticas del histograma
1. El histograma es muy simple, tanto de ca´lculo como de interpretacio´n.
2. Su aspecto depende mucho de la anchura de los intervalos: b.
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3. El aspecto del histograma depende del ancla del histograma, que es el punto desde
donde arranca el primer intervalo.
4. El histograma no es un estimador suave de la funcio´n de densidad: es discontinuo
y constante a intervalos.
5. La anchura de las cajas b tiene una influencia important´ısima en el comportamiento
del histograma como estimador de la funcio´n de densidad (adema´s de la ya men-
cionada influencia en su aspecto), que puede resumirse como sigue:
Si b es pequen˜o, el histograma tiene poco sesgo y mucha varianza.
Si b es grande, el histograma tiene mucho sesgo y poca varianza.
(Delicado, 2008b).
2.7.5. Estimador kernel de la densidad
El estimador tipo kernel ha sido quiza´s el ma´s popular y ma´s usado, exceptuando el his-
tograma, en la estimacio´n de la funcio´n de densidad. Este estimador introduce dos mejoras
destacadas respecto al estimador histograma:
Localizacio´n. Se ha visto que el histograma es mejor estimador en el centro de cada
intervalo que en otros puntos. Sea x el punto donde se quiere estimar la densidad, es decir,
el centro de uno de los intervalos del histograma: Bx = [x− b/2, x+ b/2] = [x− h, x+ h].
(Pasar de intervalos semi-abiertos a intervalos cerrados no tiene implicaciones teo´ricas ni
pra´cticas). As´ı, el estimador de f(x) sera´
f̂U(x) =
1
nb
n∑
i=1
I[x−b/2,x+b/2](xi) =
1
nh
n∑
i=1
1
2
I[−1,1]
(
x− xi
h
)
.
Cuando se desea estimar la densidad en otro punto x0, se situ´a el intervalo del histograma
alrededor de x0 y se aplica la fo´rmula anterior. Cuando x recorre R, la funcio´n f̂U(x)
as´ı construida constituye un estimador de f .
Suavidad. La funcio´n f̂U(x) anterior no es suave (es discontinua y constante a tro-
zos), puesto que en su expresio´n aparece la funcio´n de densidad de la variable aleatoria
U([−1, 1]),
g(u) =
1
2
I[−1,1](u),
que es discontinua y constante a trozos. Si se sustituye esa densidad por otra K(u) ma´s
suave (por ejemplo, derivable unas cuantas veces) se obtiene un estimador de la densidad
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que hereda esas propiedades de suavidad. El estimador resultante
f̂K(x) =
1
nh
n∑
i=1
K
(
x− xi
h
)
=
1
n
n∑
i=1
1
h
K
(
x− xi
h
)
(2-30)
se denomina estimador kernel o estimador nu´cleo.
La funcio´n K se llama funcio´n kernel (o nu´cleo) y, en general, es una funcio´n de
densidad continua, unimodal y sime´trica alrededor del 0. El para´metro h se conoce como
para´metro de suavizado. Las condiciones que normalmente ha de verificar la funcio´n
kernel es que sea positiva, sime´trica y que
∫
K(u)du = 1. Por tanto, en general, ha
de ser una funcio´n de densidad, pues as´ı f̂K(·) tambie´n lo sera´ ya que hereda todas las
propiedades anal´ıticas del kernel (Delicado, 2008b).
Otra forma de interpretar el estimador kernel es observar que es la densidad de la con-
volucio´n de la distribucio´n emp´ırica y la distribucio´n con densidad Kh(e) = K(e/h)/h.
En efecto, se considera una variable aleatoria XK que se construye de la siguiente forma:
1. Generar un ruido  de una variable aleatoria con densidad K(e/h)/h.
2. Elegir al azar con equiprobabilidad uno de los n puntos observados x1, . . . , xn. Sea
xE el valor elegido.
3. Hacer XK = xE + .
Entonces la variable aleatoria XK tiene funcio´n de densidad igual a f̂K(x). Este estimador
distribuye el peso 1/n de cada dato observado en un entorno suyo de forma continua.
Note que el estimador kernel se puede expresar como
f̂K(x) =
1
n
n∑
i=1
1
h
K
(
x− xi
h
)
=
1
n
n∑
i=1
Kh (x− xi).
Es decir, f̂K es la mixtura de n densidades (con pesos 1/n) con la misma forma que el
kernel K, reescaladas segu´n el para´metro h, y centradas cada una en observacio´n xi.
De todo lo anterior se deduce que el estimador kernel es una funcio´n de densidad (siempre
que lo sea K).
El para´metro de suavizado h (o ventana o bandwidth) controla la concentracio´n del peso
1/n alrededor de cada xi: si h es pequen˜o u´nicamente las observaciones xi ma´s cercanas a
x sera´n relevantes en la estimacio´n de f(x), mientras que valores grandes de h permiten
que observaciones ma´s alejadas de x tambie´n intervengan en la estimacio´n f̂(x).
La estimacio´n final se ve notablemente afectada por cambios en la eleccio´n del para´metro
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de suavizado, por lo que esta tarea resulta crucial en la estimacio´n no parame´trica de
la densidad. Valores grandes de h hacen que los estimadores de la densidad sean muy
estables de muestra a muestra (poca varianza) pero las estimaciones presentan gran
sesgo. Por el contrario, si h es pequen˜o el estimador var´ıa mucho en muestras diferentes
(mucha varianza), pero en promedio estima bien la densidad desconocida (poco sesgo).
Hay una serie de propiedades que hacen que una funcio´n K que cumpla algunas de ellas
sea una funcio´n kernel satisfactoria para ser utilizada en la definicio´n (2-30) del estimador
kernel de la densidad.
1. K es sime´trica alrededor de 0.
Es una propiedad deseable, pero no imprescindible. Implica que el peso 1/n de cada
dato observado se reparte de forma sime´trica alrededor de la observacio´n.
2. K es unimodal (con moda en 0, si K es adema´s sime´trica).
Es una propiedad deseable, pero no imprescindible. Implica que el peso 1/n de cada
dato observado se reparte de forma que queda ma´s peso en las zonas ma´s cercanas
a la observacio´n.
3. RK es una funcio´n de densidad: K(u) ≥ 0 para todo u ∈ R y
∫
R
K(u)du = 1.
Esta propiedad garantiza que el estimador kernel definido en (2-30) es una funcio´n
de densidad. No es una propiedad necesaria para que el estimador kernel tenga
buenas propiedades asinto´ticas.
4. K es positiva: K(u) ≥ 0 para todo u ∈ R.
No es una propiedad necesaria para que el estimador kernel tenga buenas propiedades
asinto´ticas.
5. K integra 1:
∫
R
K(u)du = 1.
E´sta es una propiedad necesaria para que el sesgo asinto´tico del estimador sea nulo.
6. K tiene momento de orden 1 nulo:
∫
R
uK(u)du = 0.
Se cumple si K es sime´trica (y tiene esperanza 0). Si K no tiene esperanza 0 entonces
el sesgo del estimador decrece ma´s lentamente hacia 0.
7. K tiene momento de orden 2 finito:
∫
R
u2K(u)du = σ2K <∞.
Que la varianza de K sea finita es necesario para que el estimador tenga sesgo
asinto´tico acotado. Por otra parte, se pueden construir kernel no positivos con mo-
mento de orden 2 nulo que permiten reducir el sesgo asinto´tico (son los llamados
kernel de alto orden).
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8. K es una funcio´n suave (tiene r derivadas continuas).
El estimador kernel hereda las propiedades de suavidad del kernel K a partir del
que se define. Por tanto, es necesario utilizar kernel suaves para obtener estimadores
suaves.
9. K tiene soporte compacto.
Esta propiedad es deseable desde el punto de vista computacional. Si K(u) se anula
fuera del intervalo [−c, c], entonces para evaluar f̂K en un punto x so´lo hay que
utilizar los puntos xi situados en [x− ch, x+ ch].
Funciones kernel con ventanas comparables
Algunos programas (por ejemplo la funcio´n density de R Development Core Team (2011))
utilizan versiones ajustadas (reescaladas) de las funciones kernel usuales de tal modo que
la varianza de todas estas versiones reescaladas sea igual a 1. De esta forma el para´metros
de suavizado h (la ventana) tiene para todos las funciones kernel el mismo significado: es
la desviacio´n esta´ndar del kernel que se utiliza en el suavizado. Es decir, si K(u) es un
kernel ya reescalado para tener varianza 1,
σ2K =
∫
R
u2K(u)du = 1
y Kh(u) = (1/h)K(u/h) se tiene que (con el cambio de variable v = u/h)
σ2Kh =
∫
R
u2Kh(u)du =
∫
R
u2
1
h
Kh
(u
h
)
du = h2
∫
R
v2Kh(v)dv = h
2.
Si K0(u) es un kernel con varianza σ
2
K0
el kernel reescalado para que tenga varianza 1 es
K(u) = σK0K0(σK0u).
La figura (2-1) muestra las ecuaciones de los kernel usuales reescaladas para que el
para´metro h sea en todos ellos la desviacio´n esta´ndar.
2.8. Elementos de geoestad´ıstica
La gran relevancia que tiene actualmente a nivel mundial el tema ambiental ha hecho que
los profesionales en estad´ıstica encaminen esfuerzos en el desarrollo de nuevas te´cnicas
apropiadas para el ana´lisis de informacio´n enmarcada dentro de este contexto (Giraldo,
2002).
De manera general, datos espaciales son aquellos que tienen asociada una localizacio´n en
el espacio. Consecuentemente, y ampliando la idea anterior, un dato espacio-temporal
es simplemente la observacio´n de una variable en cierta localizacio´n espacial considerando
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Figura 2-1.: Gra´ficos en R Development Core Team (2011) de algunos kernel reescalados
al tiempo como coordenada adicional. Este tipo de datos es muy comu´n en las ciencias de
la tierra (geolog´ıa, meteorolog´ıa, oceanograf´ıa, paleontolog´ıa, . . . ), pero tambie´n en otras
a´reas del conocimiento tales como epidemiolog´ıa, geograf´ıa, ecolog´ıa, astronomı´a, ciencias
agr´ıcolas, etc.
Las variables espacio-temporales de intere´s pueden ser continuas o discretas, y se
presupone que existe correlacio´n entre dos variables que tengan asociada distinta referen-
cia geogra´fica. La idea fundamental con este tipo de datos es que las observaciones ma´s
cercanas son ma´s parecidas entre s´ı, y conforme e´stas se distancian, la correlacio´n entre
las variables tiende a disminuir, anula´ndose en algu´n momento (Diggle y Ribeiro, 2007).
Se llama estad´ıstica espacial al conjunto de modelos y me´todos que tienen por ob-
jetivo el ana´lisis de datos espacialmente referenciados. La estad´ıstica espacial trata con el
ana´lisis de realizaciones de un proceso estoca´stico {Z(s) : s ∈ D} (coleccio´n de variables
aleatorias indexadas), en el que s ∈ Rd representa una ubicacio´n en el espacio euclidiano
d-dimensional, Z(s) es una variable aleatoria en la ubicacio´n s, donde s var´ıa sobre un
conjunto de ı´ndices D ⊂ Rd.
La estad´ıstica espacial se subdivide en tres grandes a´reas: los patrones espaciales, donde
las ubicaciones s pertenecen a un conjunto D que puede ser discreto o continuo y su selec-
cio´n no depende del investigador (D aleatorio); los lattices o enmallados, las ubicaciones
s pertenecen a un conjunto D discreto y son seleccionadas por el investigador (D fijo) y
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la geoestad´ıstica, donde las ubicaciones s provienen de un conjunto, D fijo, continuo y
son seleccionadas a juicio del investigador (Giraldo, 2009a). Es decir, la geoestad´ıstica es
el conjunto de me´todos y modelos para el estudio de datos espaciales con las siguientes
caracter´ısticas (Diggle y Ribeiro, 2007):
1. Los valores de la variable se observan en un conjunto discreto de localizaciones
muestrales dentro de alguna regio´n espacial.
2. Cada observacio´n es una medida de (o esta´ relacionada directamente con) un feno´meno
espacial continuo en las correspondientes localizaciones muestrales.
La geoestad´ıstica es una rama de la estad´ıstica aplicada que se especializa en el ana´li-
sis, modelacio´n y prediccio´n de la variabilidad espacial de feno´menos en ciencias de
la tierra. En geoestad´ıstica se trabaja con variables distribuidas espacialmente, estas
variables no se consideran independientes como en la estad´ıstica cla´sica sino que esta´n
correlacionadas unas con otras en una dependencia espacial (variables regionalizadas).
Esto indica que mientras ma´s cercanos este´n situados dos puntos hay ma´s correlacio´n y
mientras ma´s separados hay menos correlacio´n (Giraldo, 2002).
El intere´s primordial de la geoestad´ıstica es la estimacio´n, prediccio´n y simulacio´n de
feno´menos espaciales (Giraldo, 2002).
Cuando el objetivo es hacer prediccio´n, la geoestad´ıstica opera ba´sicamente en dos eta-
pas. La primera es el ana´lisis estructural, en la cual se describe la correlacio´n entre
puntos en el espacio y en la segunda fase se hace prediccio´n en sitios no muestrados de
la regio´n por medio de la te´cnica del kriging. Este es un proceso que consiste en una
combinacio´n lineal de pesos asociados a cada localizacio´n donde fue muestreado un valor
Z(si) i = 1, . . . , n del feno´meno estudiado (Giraldo, 2002).
El ana´lisis exploratorio de los datos es ba´sicamente una etapa de aplicacio´n de la es-
tad´ıstica, se estudian los datos puros sin tener en cuenta su distribucio´n geogra´fica en el
espacio. Se verifica la normalidad de los datos y se transforman los mismos si es necesario.
En el ana´lisis estructural se estudia la continuidad espacial; aqu´ı es indispensable cono-
cer la distribucio´n geogra´fica de las variables para realizar esta etapa del estudio. Se cal-
culan los variogramas que expliquen la variabilidad espacial y se ajustan a un variograma
teo´rico.
Una variable regionalizada es una funcio´n que describe un feno´meno natural geogra´fi-
camente distribuido. El dato inicial obtenido se conoce como variable aleatoria; adema´s
de su valor, este dato esta´ distribuido en el espacio y tiene coordenadas geogra´ficas,
por tal motivo, se conoce como variable regionalizada. De manera ma´s formal se puede
definir como un proceso estoca´stico con dominio contenido en un espacio euclidiano d-
dimensional Rd,
{
Z(s) : s ∈ D ⊂ Rd}. Una variable regionalizada presenta una estructura
2.8 Elementos de geoestad´ıstica 37
de correlacio´n espacial (autocorrelacio´n). Toda variable regionalizada esta´ formada por
dos componentes, una estructurada (marca la relacio´n entre el valor de la variable y
puntos pro´ximos) y otra aleatoria (representa un valor desconocido) (Giraldo, 2002).
Dados s1, s2, . . . , sn, puntos de un cierto dominio D, el vector aleatorio
Z(s) = (Z(s1), Z(s2), . . . , Z(sn))
t
esta´ definido por su distribucio´n conjunta acumulada
F (z1, . . . , zn) = P (Z(s1) ≤ z1, . . . , Z(sn) ≤ zn).
Conocidas las densidades marginales univariadas y bivariadas se pueden establecer los
siguientes valores esperados (momentos univariados y bivariados de una variable regiona-
lizada):
E(Z(si)) = m(si),
V(Z(si)) = E [Z(si)−m(si)]2 = σ2i ,
Cov
(
Zsi , Zsj
)
= E [Z(si)−m(si)] [Z(sj)−m(sj)] . Funcio´n de autocovarianza.
γ
(
Zsi , Zsj
)
= 1
2
E [Z(si)− Z(sj)]2 . Funcio´n de semivarianza.
Se dice que una variable regionalizada es estrictamente estacionaria si su funcio´n de
distribucio´n conjunta es invariante respecto a cualquier traslacio´n del vector h, o lo que
es lo mismo, si dado un conjunto de n puntos {s1, s2, . . . , sn} , y para algu´n vector h, se
cumple que
Fs1,s2,...,sn(z1, z2, . . . , zn) = Fs1+h,s2+h,...,sn+h(z1, z2, . . . , zn),
lo que significa que si se cambia la configuracio´n de puntos en una determinada direccio´n,
la distribucio´n mu´ltiple no se altera. Dado que usualmente se trabaja con los momentos
hasta de segundo orden, tiene sentido pra´ctico acotar y relajar la hipo´tesis de estaciona-
riedad estricta a estos primeros momentos (Diggle y Ribeiro, 2007).
Por lo general, en las aplicaciones geoestad´ısticas resulta suficiente estimar los momentos
de Z(s) hasta de segundo orden, adema´s de que en la mayor´ıa de los casos la informacio´n
disponible no permite inferir momentos de orden superior. El proceso es de´bilmente
estacionario o estacionario de segundo orden si se cumplen:
E(Z(s)) = m para todo s ∈ D ⊂ Rd. El valor esperado de la variable aleatoria es
finito y constante para todo punto en el dominio.
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Cov(Z(s), Z(s + h)) = C(h) < ∞. Esta condicio´n implica que para toda pareja
(Z(s), Z(s+h)) la varianza existe, es finita y es funcio´n u´nica del vector de separacio´n
h. Es decir, no depende de s, pues σ2 = C(0) = V(Z(s)). C(h) es la funcio´n de
covarianza o covariograma del proceso espacial.
La estacionariedad de´bil o intr´ınseca se presenta cuando existen algunos feno´menos
f´ısicos reales con una capacidad de variacio´n pra´cticamente ilimitada, por lo que para
estas funciones no esta´ definida la varianza ni la covarianza. Sin embargo, es posible que
sus diferencias Z(s + h) − Z(s) tengan varianza finita; es decir, que las diferencias sean
estacionarias de segundo orden. En estos casos se trabaja so´lo con la hipo´tesis que pide
que los incrementos Z(s+ h)− Z(s) sean estacionarios, esto es: (Giraldo, 2002)
Z(s) tiene esperanza finita y constante para todo punto en el dominio. Lo que
implica que la esperanza de los incrementos es cero. E[Z(s+ h)− Z(s)] = 0
Para cualquier vector h, la varianza del incremento esta´ definida y es una funcio´n
u´nica de la distancia.
V[Z(s+ h)− Z(s)] = E [(Z(s+ h)− Z(s))2] = 2γ(h)
γ(h) es la funcio´n de semivarianza o el semivariograma del proceso espacial. En
presencia de estacionariedad de segundo orden las funciones de covarianza y semi-
varianza cumplen la siguiente relacio´n:
C(h) = C(0)− γ(h).
A la funcio´n denotada por 2γ(h) se le denomina variograma (Giraldo, 2002).
Si C(h) o γ(h) son funciones u´nicas de la magnitud ‖h‖, es decir, si
Cov (Z(s), Z(s+ h)) = C (‖h‖) o 1
2
V [Z(s+ h)− Z(s)] = γ (‖h‖)
se dice que el proceso posee funcio´n de covarianza o semivarianza isotro´pica. Esto es, la
correlacio´n entre los datos no depende de la direccio´n en la que esta se calcula. As´ı, un
campo aleatorio que es estacionario pero no isotro´pico se desarrolla de manera diferente
segu´n las diferentes direcciones del espacio; no solo basta con conocer cuanto esta´n sepa-
rados un par de puntos, sino tambie´n se necesita conocer la orientacio´n de dicha distancia.
En te´rminos geome´tricos la estacionariedad y la isotrop´ıa son propiedades de invarianza.
La estacionariedad es invarianza bajo la traslacio´n. La isotrop´ıa es invarianza bajo rota-
ciones y reflexiones.
Por lo anterior, si un proceso espacial tiene varianza finita, eso implica que sus diferencias
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tambie´n tendra´n varianza finita; es decir, que si un proceso espacial es estacionario de se-
gundo orden tambie´n sera´ estacionario intr´ınseco. En contraparte, si un proceso espacial
es estacionario intr´ınseco, no se puede asegurar que tambie´n sea estacionario de segundo
orden (Diggle y Ribeiro, 2007). A las funciones que cumplen con la hipo´tesis intr´ınseca se
les considera como de´bilmente estacionarias.
Normalmente, el variograma es una funcio´n mono´tona creciente, alcanzando un valor
l´ımite, denominado meseta, equivalente a la varianza muestral. La meseta se alcanza para
un valor de h conocido como rango o alcance (figura 2-2). El rango determina la zona de
influencia en torno a un punto, ma´s alla´ del cual la autocorrelacio´n es nula. Sin embargo,
no todos los variogramas alcanzan una meseta. Es posible que un variograma no tienda
asinto´ticamente a la varianza, sino que tienda a infinito cuando as´ı lo haga h. El variogra-
ma representa la tasa media de cambio de una propiedad con la distancia. El hecho de
que dos observaciones pro´ximas sean ma´s parecidas que si estuvieran ma´s separadas se
refleja en el mismo concepto del variograma. La dependencia espacial disminuye a medida
que se incrementa la distancia, h, y finaliza a una cierta distancia, el rango. Ma´s alla´ del
rango, la tasa media de cambio es independiente de la separacio´n entre las observaciones.
El variograma es un estimador de la varianza poblacional, por lo tanto debe tener una
tendencia de estacionaridad y es un soporte para las te´cnicas del kriging puesto que
permite representar cuantitativamente la variacio´n de un feno´meno regionalizado en el
espacio. El variograma esta´ relacionado con la direccio´n y la distancia (h).
Utilizando la definicio´n teo´rica de la varianza en te´rminos del valor esperado de una
variable aleatoria, se tiene:
2γ(h) = V [Z(s+ h)− Z(s)]
= E [Z(s+ h)− Z(s)]2 − (E[Z(s+ h)− Z(s)])2
= E [Z(s+ h)− Z(s)]2
De la definicio´n del varioagrama se deduce que la funcio´n γ(h), llamada semivariograma,
cumple las siguientes propiedades:
Es siempre positivo o cero, si es que se evalu´a en el origen γ(h) ≥ 0.
Es una funcio´n par γ(h) = γ(−h).
El variograma aumenta ma´s lentamente que ‖h‖2, l´ım
‖h‖→∞
γ(h)
‖h‖2 = 0.
La forma t´ıpica de un variograma acotado se muestra en la figura (2-2).
La funcio´n γ(h; θ) debe ser definida negativa para ser un modelo va´lido de semi-
variograma.
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Figura 2-2.: La figura muestra la funcio´n semivariograma γ(h) con sus elementos.
Al valor que acota superiormente al variograma se le denomina sill o meseta. Si
la variable Z(s) es estacionaria de segundo orden, entonces la meseta coincide con
Var(Z(s)).
Al valor de ‖h‖ a partir del cual el valor del variograma es constante e igual a la
meseta, se le denomina rango. Para ‖h‖ mayores que el rango Z(s) y Z(s+ h) son
icorrelacionadas.
Teo´ricamente, γ(0) = 0. Sin embargo, en la pra´ctica suele ocurrir que l´ım
‖h‖→0
γ(h) 6= 0.
A esta desigualdad en el origen se le denomina efecto nugget (Co) o pepita. Su
existencia se debe a variaciones espaciales a distancias menores que el intervalo de
muestreo ma´s pequen˜o.
A la diferencia entre la meseta y el nugget se le denomina sill parcial (psill) o
meseta parcial.
El sill(C) conocido tambie´n como la meseta es el valor ma´ximo que alcanza el
semivariograma cuando la variable es estacionaria. Teo´ricamente, la meseta coincide
con el valor de la varianza y por tanto un buen estimador de la misma sera´ la varianza
experimental de los datos.
El rango(a) o alcance, es la distancia a la cual el variograma se estabiliza y las
muestras se relacionan espacialmente. El valor tal que Co + C = Sill se llama escala.
Por su parte, la funcio´n de covarianza o covariograma se define a partir de la condicio´n
de estacionariedad de segundo orden, dada anteriormente. Con respecto a esta funcio´n,
se puede decir que:
E´sta es una funcio´n acotada superiormente por la varianza, es decir, ‖C(h)‖ ≤ C(0).
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Al igual que con el variograma, la covarianza es una funcio´n par, C(−h) = C(h),
pero, a diferencia de la primera, e´sta s´ı puede adquirir valores negativos.
En ocasiones suele dividirse la covarianza entre la varianza, dando lugar a la funcio´n
de correlacio´n o correlograma, ρ(h) =
C(h)
C(0)
, expresio´n que esta´ acotada entre -1 y
1.
Dada una realizacio´n del feno´meno, se estima la funcio´n semivarianza, por el me´todo de
momentos, a trave´s del semivariograma experimental, que se calcula mediante
γ̂(h) =
∑
(Z(s+ h)− Z(s))2
2n
,
donde Z(s) es el valor de la variable en un sitio s, Z(s+h) es otro valor muestral separado
del anterior por una distancia h y n es el nu´mero de parejas que se encuentran separadas
por dicha distancia. Esta operacio´n nos da como resultado el valor de la semivarianza
(Giraldo, 2002). Este estimador presenta los inconvenientes ya conocidos de la varianza
muestral, principalmente su sensibilidad a datos at´ıpicos.
2.8.1. Prediccio´n espacial
Sea el campo aleatorio
{
Z(s) : s ∈ D ⊂ Rd} donde se ha observado el atributo Z en las
ubicaciones s1, s2, . . . , sn y se desea predecir dicho atributo en una ubicacio´n no observada
s0, basa´ndose en los valores obtenidos en las muestras hechas.
Las te´cnicas de prediccio´n espacial son modalidades de una familia de me´todos llamada
kriging. Esta palabra es anglosajona y es en honor al ingeniero en minas sudafricano Danie
G. Krige, quien fue probablemente el primero en hacer uso de la correlacio´n espacial y
del mejor estimador lineal insesgado, que es como se designa al kriging, Krige aplico estos
me´todos de interpolacio´n espacial en la de´cada de los 50, en el campo de la miner´ıa, mas
espec´ıficamente para la prediccio´n de reservas de oro (Giraldo, 2002).
El kriging es un me´todos emp´ıricos para predecir caracter´ısticas de una mina en alguna
ubicacio´n de intere´s donde no se conoc´ıan datos, usando las caracter´ısticas conocidas en
lugares cercanos donde si hab´ıan sido tomados. Su me´todo original se conoce como kriging
ordinario.
2.8.2. Kriging
El kriging es un me´todo de interpolacio´n geoestad´ıstico asociado con las siglas en ingle´s
B.L.U.P. (Best linear unbiased predictor), es lineal porque los estimadores se forman por
la combinacio´n lineal de los datos disponibles. Tiene dos caracter´ısticas ba´sicas:
Se minimiza V ar
[
Ẑ(s0)− Z(s0)
]
.
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Es insesgado, E
[
Ẑ(s0)− Z(s0)
]
= 0.
Es importante recordar que el kriging no es el u´nico me´todo de prediccio´n espacial;
existen me´todos determin´ısticos como distancia inversa, interpolacio´n polinomial global,
interpolacio´n polinomial local, triangulacio´n lineal, funciones de base radial, entre otros.
La ventaja del kriging sobre los me´todos determin´ısticos es la estimacio´n de la varianza
del error de prediccio´n, lo cual permite adema´s estimar intervalos de confianza para dicha
prediccio´n. El kriging es un me´todo de prediccio´n que da el mejor predictor lineal insesgado
(cuando se cumplen todos los supuestos).
El kriging utiliza el variograma para predecir valores desconocidos de variables distribuidas
espacialmente, a partir de datos observados en lugares conocidos. El kriging es por lo tanto,
el me´todo para predecir el valor de una variable Z en un punto s0 que ha sido considerado
anteriormente, realiza una combinacio´n lineal tomando los vecinos ma´s cercanos al punto
de intere´s s0, utiliza la fo´rmula que es la suma ponderada sobre todos los sectores que
conforman la zona de estudio
Ẑ(s0) = λ1Z(s1) + λ2Z(s2) + . . .+ λnZ(sn) =
n∑
i=1
λiZ(si),
donde Z(si) son los valores en los sitios donde hubo medicio´n y λ = (λ1, . . . , λn)
T es el
vector de ponderacio´n que minimiza el error de prediccio´n.
El kriging consiste en asignar pesos a los valores observados ma´s cercanos, los pesos son
calculados de manera que minimice la varianza de estimacio´n resultante, teniendo en
cuenta las caracter´ısticas geome´tricas del problema, estos pesos son asignados a partir de
un ana´lisis espacial, basado en el variograma experimental, la diferencia del kriging con
otros me´todos de interpolacio´n es que utiliza un me´todo semejante a la interpolacio´n por
media mo´vil ponderada.
El valor esperado de Z en la posicio´n s representa el valor de la tendencia en dicha
posicio´n: E [Z(s)] = m(s).
Las variantes de kriging dependen del modelo que se adopte para la tendencia m(s).
El Kriging Simple (KS) supone m(s) = m, es decir, que la media m(s) es conocida
en todo el dominio D.
El Kriging Ordinario (KO) supone que la tendencia m(s) = m es constante pero
desconocida. Adema´s, la media var´ıa suave y localmente dentro de una vecindad
W (s), dentro de la cual se pueda considerar la media estacionaria.
El Kriging Universal (KU) considera que la media m(s) es una funcio´n que var´ıa
suavemente en todo el dominio D. La tendencia se modela por medio de combina-
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ciones lineales de cierta funciones de las coordenadas, fi(s):
m(s) =
K∑
i=0
αifi(s),
donde los coeficientes αi se consideran desconocidos. Se considera que f0(s) = 1,
de tal manera que cuando K = 0, se llega al caso particular del kriging ordinario
(Giraldo, 2002).
2.8.3. Teor´ıa de kriging ordinario
Estad´ısticamente la propiedad de insesgamiento se expresa a trave´s de
E[Ẑ(s0)] = E[Z(s0)].
Para demostrar que la suma de las ponderaciones debe ser igual a 1, se asume que el
proceso es estacionario de media µ (desconocida) y se hace uso de las propiedades del
valor esperado. En efecto:
E[
n∑
i=1
λiZ(si)] = µ, de donde
n∑
i=1
λiE[Z(si)] = µ. As´ı que,
n∑
i=1
λiµ = µ.
Por lo tanto,
n∑
i=1
λi = 1.
Se dice que Ẑ(s0) =
n∑
i=1
λiZ(si) es el mejor predictor lineal, porque los pesos se obtienen
de tal manera que minimicen la varianza del error de prediccio´n sujeto a que se cumpla
el requisito de insesgamiento, es decir, que se minimice la expresio´n:
V(Ẑ(s0)− Z(s0)) sujeto a
n∑
i=1
λi = 1.
2.9. Ana´lisis de datos funcionales (FDA)
En esta seccio´n se resumen los temas estudiados por Giraldo (2009b), Giraldo et al.
(2010) y Torrecilla-Noguerales (2010), con el objetivo de presentar el campo del ana´lisis
de datos funcionales, llamado FDA por sus siglas en ingle´s.
E´sta es una rama de las matema´ticas, en concreto de la estad´ıstica, que estudia y analiza
la informacio´n contenida en curvas, superficies, o cualquier elemento que var´ıa sobre un
continuo, generalmente el tiempo. Las particularidades de estos objetos, las funciones,
hacen que surja todo un aparato de definiciones, teoremas y herramientas para poder
estudiarlas correctamente (Torrecilla-Noguerales, 2010).
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Segu´n Giraldo (2009b), el ana´lisis de datos funcionales es una forma general de pen-
samiento, donde la unidad ba´sica de informacio´n es toda una funcio´n observada en lugar
de una cadena de nu´meros.
En general, cualquier observacio´n que var´ıe sobre un continuo se puede tomar como un
dato funcional, desde un electrocardiograma hasta la temperatura de una ciudad. Este
tipo de datos, que se llaman datos funcionales, surgen de manera natural en muchas
disciplinas, como ejemplo podr´ıamos citar diversos campos como la economı´a, ingenier´ıa,
medio ambiente, . . .. Ante estos nuevos retos surge como respuesta la estad´ıstica de datos
funcionales que originalmente identificaba dato funcional con funcio´n en un intervalo
continuo. En la pra´ctica, estos sucesos son recogidos por ma´quinas que toman mues-
tras de una determinada variable aleatoria en distintos instantes de tiempo dentro de
un cierto rango (tmı´n, tma´x). De este modo, una observacio´n puede expresarse mediante
la familia {X(tj)}j=1,...,J . Actualmente, los avances en computacio´n hacen posible ha-
cer la rejilla cada vez ma´s fina (uno de los motivos de la relevancia del FDA) de mo-
do que se podr´ıan considerar estas muestras como observaciones de la familia continua
f = {X(t) : t ∈ (tmı´n, tma´x)} (Giraldo, 2009b).
Hasta aqu´ı la atencio´n se centra en el caso de una curva unidimensional, que es el ma´s
comu´n, pero la definicio´n es general, f = {X(t) : t ∈ T} y por tanto, f = {x(t) : t ∈ T}
donde si T ⊂ R se dara´ el caso unidimensional, pero tambie´n puede ser T ⊂ R2 en
ima´genes, u otras expresiones para casos ma´s complejos.
Ba´sicamente, los problemas a los que se debe enfrentar la estad´ıstica con datos funcionales
responde a las mismas necesidades que la estad´ıstica cla´sica. Estos se podr´ıan categorizar
de la siguiente manera:
1. Explorar y describir el conjunto de datos funcionales resaltando sus caracter´ısticas
ma´s importantes.
2. Explicar y modelar la relacio´n entre una variable dependiente y una independiente
(modelos de regresio´n).
3. Me´todos de clasificacio´n supervisada o no supervisada de un conjunto de datos
respecto a alguna caracter´ıstica.
4. Contraste, validacio´n y prediccio´n.
Definicio´n 23. Una variable aleatoria f se llama variable funcional (f.v.) si toma valores
en un espacio de dimensio´n infinita (o espacio funcional). Una observacio´n f de f se
llama un dato funcional.
Definicio´n 24. Un conjunto de datos funcionales f1, . . . , fn, es la observacio´n de n va-
riables funcionales f 1, . . . ,fn ide´nticamente distribuidas como f .
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(Giraldo, 2009b).
Una funcio´n aleatoria puede visualizarse como definida en todos los puntos del espacio,
o lo que es igual, cada realizacio´n de la funcio´n aleatoria es una funcio´n espacial. Lo
caracter´ıstico de las funciones aleatorias es que cada realizacio´n se puede concebir como
suma de una componente estructurada y otra aparentemente erra´tica. La componente
estructurada es la que permite asegurar que, si nos encontramos en una zona en que se
han realizado varias medidas por encima de lo normal, lo ma´s probable es que las medidas
adicionales tambie´n sean altas. La componente aleatoria es la que impide predecir el valor
exacto de dichas hipote´ticas medidas. La geoestad´ıtica provee modelos para este tipo de
feno´menos.
Por otra parte, se necesitan herramientas para extraer la informacio´n de las funciones. Es-
tas herramientas vendra´n dadas por el espacio en el que habite la funcio´n y determinara´n
la dificultad del problema. De este modo interesara´, o por lo menos facilitara´ el trabajo,
poder estimar una serie de magnitudes. En primer lugar se quiere saber si las cosas esta´n
lejos o cerca en el espacio de funciones o cua´l es el taman˜o de cada objeto. Es decir, se
necesita conocer la distancia (2-12) y la norma (2-11).
Todo espacio normado se puede convertir en un espacio me´trico con la distancia inducida
por la norma d(f, g) = ‖f − g‖. Adema´s, si el espacio es completo (toda sucesio´n de
Cauchy converge con la norma) se dice que es un espacio de Banach. Los espacios de
Banach pueden ser un buen punto de partida, pero generalmente se pide un poco ma´s,
esto es, conocer las orientaciones, posiciones relativas o a´ngulos.
Todo espacio eucl´ıdeo se convierte en un espacio normado con la norma inducida por el
producto escalar, ‖f‖ = √〈f, f〉. Si el espacio adema´s es completo se dice que es un espa-
cio de Hilbert. Generalmente se intenta trabajar en espacios de Hilbert por la comodidad,
aunque no siempre es posible (Torrecilla-Noguerales, 2010).
Las definiciones 23 y 24 se pueden aplicar a muchos tipos de espacios. En particular, Rp
con las me´tricas usuales es un espacio funcional y por tanto puede deducirse que toda
te´cnica que se desarrolle para datos funcionales puede ser aplicada con ciertas garant´ıas
en el entorno multivariante. El espacio ma´s comu´nmente usado cuando se habla de datos
funcionales es el espacio
L2[T ] =
{
f : T → R, tal que
∫
T
f 2(t)dt <∞
}
,
esto es, las funciones de cuadrado integrable en el intervalo T = [a, b] ⊂ R. Desde un
punto de vista ma´s general se pueden tener datos funcionales en la familia:
Lp[T, µ] =
{
f : T → R, tal que
∫
T
|f(t)|pdµ <∞
}
,
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donde (T, µ) es un espacio de medida y 1 < p < ∞. Estos espacios son semi-normados
salvo el caso p = 2 que es el u´nico de esta familia que es un espacio de Hilbert separable.
Cuando se desarrolla una nueva te´cnica para datos funcionales la primera preocupacio´n
es siempre determinar en que´ espacio funcional vamos a trabajar. Esto determinara´ de-
cisivamente el conjunto de herramientas que se puedre usar. Una preocupacio´n similar
se tiene al aplicar una te´cnica de datos funcionales a un conjunto de datos. La me´trica
del espacio funcional que se elija para encuadrar estos datos debe ser coherente con la
interpretacio´n f´ısica del feno´meno que describan (Febrero-Bande, 2008).
Dependiendo del espacio elegido el conjunto de herramientas disponibles cambia no-
tablemente. El caso del espacio ma´s utilizado L2[T ] es el ma´s favorable. E´ste, por ser
separable, dispone de bases ortonormales que dan mucho juego a la hora de disen˜ar pro-
cedimientos. En general, la representacio´n de un dato funcional en una base ortonormal
proporcionara´ ventajas tanto desde el punto de vista teo´rico como pra´ctico sirviendo de
puente entre la inevitable discretizacio´n del dato funcional y su verdadera forma funcional
(Febrero-Bande, 2008).
Una base es un conjunto de funciones conocidas e independientes {φk}k∈N tales que
cualquier funcio´n puede ser aproximada, tan bien como se quiera, mediante una com-
binacio´n lineal de K de ellas con K suficientemente grande. De esta forma, la observacio´n
funcional puede aproximarse como
f(t) ≈
K∑
k=1
ckφk(t).
Si los elementos de la base son fa´cilmente diferenciables hasta orden q se tiene
f (q)(t) ≈
K∑
k=1
ckφ
(q)
k (t).
Ba´sicamente, la idea clave cuando se pueden usar bases ortonormales es representar cada
dato funcional en la base usando aquellas coordenadas funcionales que son ma´s significa-
tivas. Debido a la alta dimensio´n de los datos funcionales, se elige en general un nu´mero
K para representar los datos en el subespacio, convirtiendo el problema de dimensio´n
infinita en un problema multidimensional. La eleccio´n del para´metro K y de la base ma´s
adecuada para los datos observados se antoja crucial y, en principio, no hay ninguna regla
que permita hacer una seleccio´n o´ptima de forma universal. El para´metro K es, en cierto
modo, un para´metro de suavizacio´n de los datos funcionales. Si K es bajo se tiene un
modelo muy manejable pero posiblemente se ha perdido informacio´n relevante. Si K es
alto se representan muy bien los datos pero el problema de la dimensio´n cobra importan-
cia. Si se atiende a la eleccio´n de la base, para datos perio´dicos se suele emplear la base de
Fourier y para datos no perio´dicos la base B-spline o la wavelet (Febrero-Bande, 2008).
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2.9.1. Estad´ısticas descriptivas de datos funcionales
Las estad´ısticas descriptivas univariadas y bivariadas cla´sicas se aplican igualmente cuan-
do se tienen datos funcionales. Suponiendo que un dato funcional para la replicacio´n i
llega como un conjunto de valores discretos medibles fi1, . . . , fin, la primera tarea es con-
vertir estos valores, usando me´todos no parame´tricos, a una funcio´n fi(t) calculable para
cualquier valor deseado del argumento t. Si se supone los valores discretos sin errores,
entonces el proceso es la interpolacio´n, pero si tienen algu´n error en las observaciones que
hay que eliminar, entonces la conversio´n de discretos a funciones puede implicar suaviza-
do.
Aunque probablemente cualquier estudio estad´ıstico de un conjunto de datos debiera em-
pezar por un ana´lisis descriptivo, sin duda alguna este apartado no ha merecido demasiada
atencio´n hasta el momento. En Ramsay y Silverman (2005) so´lo se recogen como herra-
mientas para resumir los datos: la media funcional, la varianza funcional y la funcio´n de
covarianza.
La media, varianza, covarianza y correlacio´n para muestras de datos funcionales se dan
para las expresiones siguiente (Ramsay y Silverman, 2005).
Media: f(t) = n−1
n∑
i=1
f i(t).
Varianza: V ar(f(t)) = (n− 1)−1
n∑
i=1
(
f i(t)− f(t)
)2
.
Covarianza: Cov (f(t1), f(t2)) = (n− 1)−1
n∑
i=1
(f i(t1)− f(t1))(f i(t2)− f(t2)).
Correlacio´n: Corr (f(t1), f(t2)) =
Cov(f(t1), f(t2))√
V ar(f(t1))V ar(f(t2))
.
Covarianza cruzada: Cov (f(t1), g(t2)) = (n−1)−1
n∑
i=1
(f i(t1)−f(t1))(gi(t2)−g(t2)).
Correlacio´n cruzada: Corr (f(t1), g(t2)) =
Cov(f(t1), g(t2))√
V ar(f(t1))V ar(g(t2))
.
Ba´sicamente esto era todo el ana´lisis descriptivo de un conjunto de datos funcionales. Sin
embargo, el ana´lisis descriptivo se revela decisivo para el tratamiento de datos funcionales.
Para datos funcionales la cuestio´n se complica si pensamos que nuestros datos pueden estar
sujetos a me´tricas no usuales y por tanto, las representaciones usuales engan˜ar´ıan nuestra
mirada. En este campo hacen falta herramientas descriptivas que en otros a´mbitos, como
el multivariante, se han desarrollado expresamente. Manejando diferentes conceptos sobre
profundidad estad´ıstica tambie´n se han definido extensiones de medidas robustas para
datos funcionales, incluyendo incluso el bootstrap para datos funcionales como herra-
mienta para analizar la variabilidad de los distintos estimadores (Febrero-Bande, 2008).
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Componentes principales
a) Componentes principales multivariante
Las componentes principales son una herramienta ba´sica en el entorno multiva-
riante disen˜ada para explicar un conjunto de datos X = (Xij)n×p mediante una
combinacio´n de variables ortonormales que cumplen la propiedad de maximizar la
varianza. Es la solucio´n del siguiente algoritmo:
• Encontrar el vector ξ1 de norma 1 tal que la combinacio´n lineal −→f 1 = ξ′X
maximice
p∑
i=1
f 2i1.
• Repetir el proceso anterior, exigiendo adema´s en el paso m que ξm ⊥ ξk, k < m.
b) Componentes principales para FDA (FPCA)
Algoritmo adaptado para datos funcionales:
• Encontrar la funcio´n ξ1(s) de norma 1
(∫
ξ1(s)
2ds = 1
)
tal que f1 =
∫
ξ1(s)Xi(s)ds
maximice
p∑
i=1
f 2i1.
• Repetir el proceso anterior, exigiendo ademas en el paso m que ξm(s) ⊥ ξk(s),
k < m.
La descomposicio´n en esta base ortonormal permite escribir cada dato como:
X̂i(t) =
K∑
k=1
fikξk(t),
donde fik es el valor de la componente principal
∫
Xiξk.
Las caracter´ısticas ma´s notables de las componentes principales son las siguientes:
Resumen ra´pidamente la informacio´n de la muestra.
Permiten obtener una base ortonormal emp´ırica adaptada a los datos.
Pueden servir para detectar datos at´ıpicos (aunque tambie´n pueden esconderlos).
La rotacio´n de las componentes pueden ayudar a encontrar mejores explicaciones
de las componentes.
Posibilidad de modificar el algoritmo para conseguir suavidad en las componentes.
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2.9.2. Modelos de regresio´n de datos funcionales
Teniendo en cuenta que dada una variable aleatoria dependiente Y (llamada variable res-
puesta) y k variables explicativas, fijas, linealmente independientes X1, · · · , Xk, la regre-
sio´n lineal mu´ltiple cla´sica consiste en estimar los para´metros α, β1, · · · , βk en el modelo:
Yi = α +
∑
j
βjXij + εi, (2-31)
donde εi es un error aleatorio (generalmente se asume como ruido blanco), y los para´metros
se estiman a partir del me´todo de los mı´nimos cuadrados, el cual consiste en minimizar
la expresio´n
SSE =
n∑
i=1
(
Yi − α−
∑
j
βjXij
)2
(2-32)
Ahora bien, se sabe que para el caso k = 1 se tiene el modelo de regresio´n lineal simple
cuyo modelo ba´sico es, por analog´ıa con el modelo tradicional de regresio´n lineal simple,
Y = Tx+ e, (2-33)
donde Y es la respuesta, y x es la variable regresora que, en este caso, es una funcio´n
x : [a, b]→ R, e es el error aleatorio y T es un operador lineal que actu´a sobre la entrada
x (Cuevas, 2004).
La respuesta Y puede ser escalar o funcional y la entrada (input) x puede ser fijado
de antemano por el experimentador (modelo de disen˜o fijo) o corresponder a una obser-
vacio´n aleatoria (modelo de disen˜o aleatorio).
Si se considera el caso ma´s general en el que Y = Y (t) resulta ser una funcio´n, se puede
suponer (bajo condiciones bastante generales) que el operador T tiene la forma t´ıpica de
una transformacio´n lineal entre espacios de funciones, es decir, que viene definido por una
expresio´n del tipo
(Tx)(t) =
∫ b
a
x(s)β(s, t)ds, (2-34)
donde β(s, t) es una funcio´n kernel que, en cierto modo, hace aqu´ı el mismo papel que
el coeficiente de regresio´n β1 en el cla´sico modelo de regresio´n lineal simple, pero el cual
no suele estimarse por el me´todo de mı´nimos cuadrados sino que usualmente se obtiene a
partir de algu´n me´todo de regularizacio´n (Ramsay y Silverman, 2005).
El estudio de operadores de la forma (2-34) es un problema matema´tico de gran tradicio´n y
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Modelo Funcional Variables independientes
Variable respuesta Y Escalar Funcional
Escalar Tipo I
Funcional Tipo II Tipo III
Tabla 2-1.: Tipos de modelos lineales funcionales
enorme importancia, tanto teo´rica como aplicada. Por ejemplo, en transmisio´n de sen˜ales,
la funcio´n Y (t) podr´ıa ser la se~nal de salida obtenida como respuesta a la se~nal de
entrada x(t) en un sistema de comunicaciones que distorsiona o codifica la entrada segu´n
un operador T (conocido) y un ruido aleatorio (y desconocido) e(t). El problema (llamado
signal recovery) ser´ıa entonces recuperar la sen˜al original (Cuevas, 2004).
Sin embargo, el planteamiento del problema bajo el punto de vista estad´ıstico de la re-
gresio´n funcional es claramente distinto: aqu´ı el objetivo ser´ıa estimar el operador T (lo
que equivale a estimar el kernel β(s, t)) a partir de la observacio´n de una muestra que
vendra´ dada por n pares de observaciones input-output (xi, Yi), i = 1, · · · , n.
Una vez que se haya obtenido un estimador T̂ , puede utilizarse para dar una predic-
cio´n Ŷ = T̂ x0 de la respuesta correspondiente a una entrada x0 no incluido en la muestra
(Cuevas, 2004).
En general los modelos de regresio´n funcional permiten explorar que´ tanta variabilidad de
una variable funcional puede ser explicada por otras variables (covariables). El principal
cambio sobre los modelos lineales convencionales radica en que ahora los coeficientes de
regresio´n resultan ser funciones. La tabla (2-1) muestra una clasificacio´n de los modelos
de regresio´n funcional a partir de la estructura de las covariables.
1. Modelo lineal para respuesta escalar: Tipo I
Aqu´ı se considera un modelo de regresio´n funcional con respuesta escalar y cuyos
valores deben ser predichos o aproximados con base a un conjunto de variables
independientes, y donde al menos una de ellas es de naturaleza funcional.
Si el vector de observaciones covariables xi = (xi1, · · · , xip) es ahora una funcio´n
xi(t), es posible discretizar cada una de las N funciones covariables xi(t) seleccionado
un conjunto de tiempos (o distancias) t1, · · · , tq y considerando el modelo de ajuste:
yi = α0 +
q∑
j=1
xi(tj)βj + εi, (2-35)
siendo q < N.
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Ahora si se considera una malla de tiempos condicionada al hecho de que la diferen-
cia entre dos tiempos consecutivos se haga cada vez ma´s pequen˜a, entonces la suma
en la expresio´n (2-35) se aproxima a la ecuacio´n integral:
yi = α0 +
∫
xi(t)β(t)dt+ εi. (2-36)
Por tanto, se tiene un nu´mero finito N de observaciones con los cuales determinar
el para´metro funcional infinito-dimensional β(t).
A continuacio´n se muestran tres enfoques mediante los cuales se puede estimar
el para´metro β, aunque vale la pena tener en cuenta que la reduccio´n de dimensio´n
o regularizacio´n es esencial cuando la dimensionalidad de la covariable excede la
dimensionalidad de la respuesta. Cada uno de los enfoques plantea una salida al
problema de la indeterminacio´n. Las dos primeras propuestas redefinen el problema
utilizando la expansio´n en base del coeficiente β:
β(t) =
Kβ∑
k=1
bkθk(t) = θ
T (t)b (2-37)
y el tercer enfoque reemplaza las funciones covariables potencialmente de alta di-
mensio´n por una aproximacio´n de menor dimensio´n, utilizando el ana´lisis de com-
ponentes principal funcional.
Regularizacio´n utilizando bases de funciones restringidas:
La estrategia ma´s simple para estimar β es seleccionar la dimensionalidad K
de β menor en relacio´n a N , es decir, utilizar bases de baja dimensio´n para
β(t) con t ∈ T .
Se asume que las funciones covariables se expanden en te´rminos del vector base
Ψ de largo Kz: xi(s) =
Kz∑
k=1
cikψk(s) o en notacio´n matricial x(s) = C
TΨ(s),
siendo C el vector de coeficientes. Entonces el modelo (2-36) se reduce a:
ŷi =
∫
T
xi(s)β(s)ds =
∫
T
CTi Ψ(s)θ
T (s)bds = CTi JΨθb (2-38)
donde JΨθ =
∫
T
Ψ(s)θT (s)ds. Ahora definiendo ζ = (α, b1, · · · , bKβ) y
Z = [1 CJΨθ] , el modelo (2-36) se convierte en Ŷ = Zζ̂ , donde la estimacio´n
por mı´nimos cuadrados del vector de para´metros ζ resulta ser la solucio´n del
sistema: ZTZζ̂ = ZTy. Un me´todo conveniente de regularizacio´n consiste en
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truncar las bases tal que Kβ < Kz. Luego, es posible ajustar ζ por mı´nimos
cuadrados, de tal forma que el problema se reduce a una regresio´n mu´ltiple
esta´ndar. Sin embargo, una aproximacio´n ma´s flexible consiste en utilizar el
me´todo de penalizacio´n a la rugosidad.
Regularizacio´n utilizando penalizacio´n a la rugosidad:
Es posible tener un control ma´s directo sobre lo que se entiende como suave
utilizando la penalizacio´n a la rugosidad. La combinacio´n de una base de alta
dimensio´n con una penalizacio´n de la rugosidad reduce la posibilidad de que
tanto, se pierdan caracter´ısticas de importancia o que caracter´ısticas extran˜as
sean forzadas en la imagen como resultado de la utilizacio´n de un conjunto de
bases que es demasiada pequen˜a para la aplicacio´n. Con este procedimiento se
eliminan las perturbaciones locales excesivas en la funcio´n estimada. Se debe
minimizar la suma de los cuadrados residual penalizada:
PENSSEλ(α0, β) =
∑[
yi − α0 −
∫
xi(t)β(t)dt− εi
]2
+ λ
∫
[Lβ(t)]2 dt
(2-39)
donde L es un operador lineal adecuado al problema, y nos permite disminuir
la variacio´n en β tan cercana como se quiera a la solucio´n de la ecuacio´n
diferencial Lβ = 0 (si se trabaja con datos perio´dicos se puede utilizar como
Lβ al operador de aceleracio´n armo´nica).
i. Estimacio´n por mı´nimos cuadrados con ma´s de una funcio´n co-
variable y covariables escalares:
Supo´ngase que para cada yi se tienen medidas p covariables escalares
zi = (zi1, · · · , zip) y q funciones covariables xi1(t), · · · , xiq(t). El modelo
lineal correspondiente resulta ser:
yi = α0 + z
T
i α+
q∑
j=1
∫
xij(t)βj(t)dt+ εi (2-40)
Seguido se puede utilizar una penalizacio´n de suavizado separada para ca-
da βj(t), j = 1, · · · , q.
Se define Z:
Z=

zT1
∫
x11(t)φ1(t)dt · · ·
∫
x1q(t)φq(t)dt
...
. . .
...
zTn
∫
xn1(t)φ1(t)dt · · ·
∫
xnq(t)φq(t)dt

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donde φk es la base utilizada en la representacio´n de βk(t). Del mismo
modo se define la matriz de penalizacio´n:
R(λ)=

0 0 · · · 0
0 λ1R1 · · · 0
...
...
. . .
...
0 0 · · · λqRq

donde Rk es la matriz de penalizacio´n asociada con la penalizacio´n de
suavizado para βk, y λk es el para´metro de suavizado correspondiente.
Teniendo en cuenta las definiciones de Z y R(λ) se puede definir:
b̂ = (ZTZ + R(λ))−1ZTy (2-41)
para obtener el vector de coeficientes estimados α̂ junto con los coeficientes
que definen cada funcio´n coeficiente estimada β̂k(t) conseguida mediante
mı´nimos cuadrados penalizada:
PENSSEλ(α, β) =
N∑
i=1
[
yi − α−
∫
zi(s)β(s)ds
]2
+ λ
∫
[Lβ(s)]2 ds
(2-42)
ii. Seleccio´n de los para´metros de suavizado: validacio´n cruzada
Sean α−iλ y β
−i
λ las estimaciones de α y β obtenidas minimizando la suma
de cuadrados residual penalizada basada en todos los datos excepto (xi, yi),
el score de validacio´n cruzada es:
CV(λ) =
N∑
i=1
[
yi − α(−i)λ −
∫
xi(t)β
(−i)
λ (t)dt
]2
(2-43)
O para p variables escalares:
CV(λ) =
N∑
i=1
[
yi − α(−i)λ −
∫
zi(t)β
(−i)
λ (t)dt
]2
(2-44)
Entonces, minimizando CV(λ) con respecto a λ resulta una eleccio´n au-
toma´tica de dicho para´metro.
iii. Intervalos de confianza:
Generalmente un intervalo de confianza puede ser un gran indicador acer-
ca del grado de precisio´n con el que se ha estimado cada β̂j(t). Suponien-
do que los εi son independientes y tienen distribucio´n normal con me-
dia 0 y varianza σ2ε , entonces, la covarianza de ε resulta ser Σ = σ
2
εI,
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con lo que la varianza muestral del vector de para´metros estimados b es:
V ar[b] =
(
ZTZ + R(λ)
)−1
ZT
∑
Z
(
ZTZ + R(λ)
)−1
.
Por u´ltimo un estimador para σ2ε puede obtenerse de los residuales para
poder construir un intervalo de confianza para β̂j(t).
Modelos de respuesta escalar mediante el uso de componentes prin-
cipales funcionales:
Este tercer enfoque consiste en realizar la regresio´n de y con los scores de las
componentes principales para las funciones covariables. Es decir, la utilizacio´n
de ACP en regresio´n lineal mu´ltiple consiste en (Yao et al., 2005):
a) Realizar el ACP sobre la matriz covariable X y derivar los scores de las
componentes principales fij de cada observacio´n i en cada componente
principal j:
xi(t) = x¯(t) +
∑
j≥0
cijξj(t) (2-45)
b) Realizar la regresio´n de la respuesta yi sobre el score del componente prin-
cipal cij, para obtener el modelo:
yi = β0 +
∑
cijβj + εi (2-46)
Llamando cij =
∫
ξj(t) [xi(t)− x¯(t)]dt, se tiene:
yi = β0 +
∫ ∑
βjξj(t) [xi(t)− x¯(t)] dt+ εi (2-47)
Que produce: β(t) =
∑
βjξj(t).
2. Modelo lineal con respuesta funcional a partir de covariables escalares:
Tipo II
Se considera ahora que la variable respuesta es de tipo funcional, y se tendra´ en
cuenta en primera instancia el hecho de que las covariables sean escalares. Esto
es, se busca efectuar la regresio´n de una variable funcional a partir de covariables
independientes multivariantes o sobre una matriz de disen˜o, lo cual en cierto modo
no difiere tanto del ana´lisis de regresio´n convencional. Algunas diferencias se pueden
resaltar:
a) Realizacio´n de inferencias puntuales y una estimacio´n por intervalos.
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b) Capacidad de suavizar los para´metros funcionales estimados, teniendo en cuen-
ta que el nu´mero de funciones base que se utiliza no es un para´metro fijo.
Aqu´ı, la variacio´n de una respuesta funcional se descompone en efectos funcionales
a trave´s del uso de una matriz de disen˜o escalar Z (covariables escalares) de valores
xij (ceros y unos).
Estimacio´n del modelo:
yi(t) = β0(t) +
q−1∑
j=1
xijβj(t) + εi(t) (2-48)
O en su forma matricial: y(t) = Zβ(t) + ε(t)
donde β = (µ, α1, · · · , αq−1)T y debe ser seleccionado minimizando las suma
de residuos cuadrados (criterio de mı´nimos cuadrados), y(t) es el vector de
observaciones N -dimensional, β(t) es el vector de funciones de regresio´n q-
dimensional y Z es la matriz de disen˜o N × q.
Ajuste del modelo: mı´nimos cuadrados no-ponderados
Ahora y(t)− Zβ(t) es una funcio´n que permite calcular:
LMSSE(β) =
∫
[y(t)− Zβ(t)]T [y(t)− Zβ(t)] dt (2-49)
Con la restriccio´n
∑
βj = 0 (equivalente a
∑
αj = 0).
Evaluacio´n del ajuste:
Se deben estimar y graficar los efectos individuales de la variable dependiente
para caracterizar el patro´n de respuesta segu´n los predictores.
i. Importancia del efecto αj
Se debe comparar la funcio´n suma de cuadrados (SSE(t)) con la funcio´n
suma de errores cuadrados (SSY (t)), mediante la funcio´n RSQ(t):
SSE(t) =
∑
i
[
yi(t)− Ziβ̂(t)
]2
, SSY (t) =
∑
i
[yi(t)− µ̂(t)]2
y RSQ(t) =
[SSY (t)− SSE(t)]
SSY (t)
.
ii. Tabla fanova:
a) Funciones de error cuadra´tico medio para el error y la regre-
sio´n:
MSE(t) = SSE(t)/df(error)
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MSR(t) = [SSY (t)− SSE(t)] /df(modelo)
b) Funcio´n F-RATIO:
F −RATIO = MSR(t)/MSE(t)
iii. Contraste gra´fico:
Se grafican RSQ(t) y F −RATIO vs t.
Expansio´n de bases regularizadas(o penalizacio´n de la rugosidad)
Se desea una herramienta general para estimar los para´metros funcionales en
modelos lineales, por lo que se penalizara´ la rugosidad de cualquier para´metro
βj. Adema´s, se estimara´n intervalos de confianza para los para´metros y fun-
cionales ρ(βj) de los para´metros.
Se asume que las funciones observadas yi y las funciones de regresio´n βj se
pueden expresar como expansio´n de bases, ya sean de tipo Fourier, Spline o
algu´n otro sistema:
y(t) = Cφ(t) (2-50)
donde y es un N -vector, φ es un Ky-vector de bases linealmente independiente,
C es una matriz (N ×Ky) de coeficientes de la expansio´n de la funcio´n yi en
su i-e´sima fila. Adema´s:
β̂ = Bθ (2-51)
es decir, se expresa β̂ como expansio´n de la base θ (1 × Kβ) y la matriz B
(q ×Kβ).
Regularizacio´n por penalizacio´n a la rugosidad para βj(t):
Si las funciones respuestas y(t) son rugosas, se hace necesario aplicar un proceso
de suavizado a los βj estimados. Sea L un operador lineal diferencial (L = D
2)
que define la variacio´n Lβ(t) que se desea penalizar. Luego, la penalizacio´n de
rugosidad en βj(t) es:
PEN(β) =
∫
[Lβ(s)]T [Lβ(s)] ds (2-52)
Criterio de mı´nimos cuadrados penalizada
Si la funcio´n vectorial respuesta y(t) posee una expansio´n en te´rminos de Ky
funciones base φk(t): y(t) = Cφ(t); entonces la funcio´n de mı´nimos cuadrados
penalizada resulta ser:
PENSSE(y|β) =
∫
[Cφ− Zβθ]T W [Cφ− Zβθ]+λ
∫
[Lβθ]T [Lβθ] (2-53)
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Ecuaciones normales
Tomando la matriz derivada respecto a B e igualando a cero, se tiene:
(ZTZBJθθ + λBR) = Z
TCJφθ, siendo Jθθ =
∫
θθT y Jφθ =
∫
φθT .
Pruebas funcionales o contrastes
El epicentro de ana´lisis debe girar en torno a las caracter´ısticas locales o es-
pec´ıficas de la curva βj(t). Un contraste funcional es de la forma: ρ(β) =∫
ξ(s)βj(s)ds, donde ξ(s) es la funcio´n peso elegida con el fin de concentrar
la atencio´n sobre la regio´n local, o para observar patrones espec´ıficos de la
variacio´n en βj(t). Cuando βj(s) tiene expansio´n por medio de funciones base:
βj(s) = Bjθ(s), donde Bj representa la j-e´sima fila de B, entonces el contraste
resulta ser: ρ(β) = Bj
∫
ξ(s)θ(s)ds.
Seleccio´n de para´metros de suavizamiento
De la misma manera que en los modelos de respuesta escalar, se desea tener
un criterio de seleccio´n de los para´metros de suavizado que sera´n utilizados.
Aqu´ı toca utilizar el error cuadra´tico integrado por validacio´n cruzada en vez de
utilizar una validacio´n cruzada ordinaria para el modelo de respuesta funcional,
es decir:
CV ISE(λ) =
N∑
i=1
∫ [
yi(t)− ŷ(−1)i (t)
]2
dt (2-54)
donde y(−i)(t) es el valor predicho para yi(t) cuando este se omite de la predic-
cio´n.
3. Respuesta funcional ma´s covariables funcionales: Tipo III
Por u´ltimo se mostrara´ el caso en el cual las covariables resultan ser funciones.
Aqu´ı se tiene dos posibles situaciones a presentarse cuando de modelos lineales
funcionales se trata. El caso ma´s sencillo se denomina modelo concurrente, en el cual
el valor de la variable respuesta y(t) se predice so´lo a partir de los valores de una o
ma´s covariables funcionales en el mismo tiempo t. El otro caso queda determinado
por el hecho de que las variables funcionales contribuyen a la prediccio´n de todos
los tiempos posibles s.
Modelo concurrente
Se extiende el modelo anterior, ecuacio´n (2-48), para permitir la incorporacio´n
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de covariables funcionales y construir el modelo concurrente:
yi(t) = β0(t) +
q−1∑
j=1
xij(t)βj(t) + εi(t) (2-55)
donde xij(t) puede ser una observacio´n funcional (tambie´n puede ser una ob-
servacio´n funcional o un indicador catego´rico, y en tal caso se interpreta como
una funcio´n que es constante a lo largo del tiempo). Este modelo solo relaciona
el valor de yi con el valor xij(t) en los mismos puntos temporales t. La funcio´n
intercepto β0(t) multiplica la covariable escalar cuyo valor es siempre uno, y
captura la variacio´n en la respuesta que no depende de ninguna covariable.
i. Estimacio´n del modelo concurrente
Bien se sabe que la multicolinealidad conlleva grandes problemas entre los
que resaltamos: Falta de precisio´n en la estimaciones debido al error de
redondeo, dificultad en discernir cuales covariables juegan un papel signi-
ficativo en la prediccio´n de la variable dependiente, y la inestabilidad en
los coeficientes de regresio´n estimados debidos a los trade-offs entre co-
variables a la hora de predecir la variacio´n en las variables dependientes
(Ferrero, 2008).
Si Z es la matriz funcional (N × q) que contiene las q funciones cova-
riables xij, y dado el vector de funcio´n coeficiente β (1 × q) que contiene
cada funcio´n coeficiente de regresio´n βj, la notacio´n matricial del modelo
lineal funcional concurrente es:
y(t) = Z(t)β(t) + ε(t) (2-56)
donde y es un vector funcional (1×N) que contiene las funciones respuesta.
ii. Regularizacio´n por penalizacio´n a la rugosidad para βj(t):
Se estima la expansio´n por funciones base para cada funcio´n coeficiente de
regresio´n βj con penalizacio´n de rugosidad para controlar el suavizado de
las estimaciones para los βj:
PENj(βj) = λj
∫
[Ljβj(t)]
2 dt (2-57)
separadamente para cada funcio´n coeficiente de regresio´n. Cada penaliza-
cio´n se define eligiendo un operador diferencial lineal Lj que es apropiado
para cada para´metro funcional.
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Modelos de respuesta funcional mediante componentes principales
funcionales (CPF)
Se considera la variable predictora funcional {Xw(t) : t ∈ T, x ∈ Ω} y la varia-
ble respuesta funcional {Yw(s) : s ∈ T, x ∈ Ω} con (Ω, A, P ) el espacio pro-
babil´ıstico, T y S intervalos en R, donde ambos procesos tienen trayectorias
cuadrado integrables. La muestra consiste en pares de trayectorias aleatorias:
{Xw(t), Yw(t) : w = 1, · · · , n} que pueden ser consideradas como realizaciones
de las variables predictora y respuesta, respectivamente.
El modelo de regresio´n lineal para estimar la respuesta funcional Y (s) a partir
del predictor funcional X(t), es:
yw(t) = α(s) +
∫
T
β(t, s)xw(t)dt+ εw(s) (2-58)
donde εw son los errores aleatorios independientes y centrados, β es la funcio´n
de regresio´n bivariada y de cuadrado integrable y donde se considera que la
variable predictora y respuesta son centradas.
2.9.3. Ana´lisis geoestad´ıstico de datos funcionales
La te´cnica del kriging proporciona una estimacio´n lineal como una funcio´n de los valores
de la variable en las localizaciones cercanas. El kriging tiene dos ventajas principales con
respecto a otros estimadores lineales: los pesos usados en la estimacio´n son determinados
como una funcio´n entre la distancia estructural (el variograma) del valor y la localizacio´n
a ser estimada y la distancia estructural (el variograma) de cualquier otro par de datos, y
la estimacio´n se acompan˜a por una cuantificacio´n de incertidumbre, es decir, la varianza
del kriging.
La estimacio´n kriging se conoce como el mejor estimador lineal insesgado, en el sentido
que el sistema de ecuaciones que se tiene que resolver para determinar los coeficientes de
la estimacio´n lineal se obtiene bajo las condiciones que el promedio de los f̂ (estimados)
es igual al promedio de los datos, y que el promedio del cuadrado de la diferencia entre
las estimaciones y los valores reales (interpretado como una realizacio´n del modelo de la
funcio´n aleatoria) es mı´nima (Giraldo et al., 2010).
En este contexto, primero se supone que, para cada t ∈ T = [a, b], fijo, se tiene que{
f s(t) : s ∈ D ⊂ Rd
}
es un proceso aleatorio con valores escalares definido en Rd con
valores en R. Donde el ı´ndice espacial s es continuo y fs(t) es un posible valor escalar del
vector aleatorio f s evaluado en un sitio determinado s y un espacio de tiempo t (Giraldo,
2009b). Esto implica que el feno´meno estudiado esta´ bien definido en todo punto de D.
Tambie´n al igual que Giraldo (2009b), se asume que {f s : s ∈ D ⊂ Rp} es de´bilmente
estacionaria en el siguiente sentido:
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Para todo t ∈ T y s ∈ D, E (f s(t)) = µ(t).
Para todo t ∈ T y s ∈ D, Var (fs(t)) = σ2(t).
Para todo t ∈ T y s, s′ ∈ D, Var (fs′(t)− fs(t)) = E
(
(fs′(t)− fs(t))2
)
existe y
depende de s y s′ so´lo a trave´s de su diferencia h = ‖s′ − s‖.
Para todo t ∈ T y s, s′ ∈ D, Cov (fs′(t), fs(t)) depende de s y s′ so´lo a trave´s de su
diferencia h = ‖s′ − s‖.
Luego, se puede definir la funcio´n Cov (fs′(t), fs(t)) = C(h; t) = Cs′s(t), para todo
s′, s ∈ D, t ∈ T, donde h = ‖s′ − s‖.
Para todo t ∈ T y s′, s ∈ D, 1
2
Var (fs′(t)− fs(t)) = γ(h; t) = γs′s(t), donde
h = ‖s′ − s‖.
Luego, la funcio´n γ(h; t), como funcio´n de h, se llama semivariograma de f(t).
Se supone que C·,·(t) : D × D −→ R≥0 es de cuadrado integrable. Esto asegura que la
varianza del proceso asociado C·,·(0) existe y es finita (Giraldo et al., 2010).
El semivariograma experimental, se calcula mediante
γ̂(‖h‖) = 1
2N(‖h‖)
∑
(fs+h(t)− fs(t))2 ,
donde fs(t) es el valor de la variable en un sitio s, fs+h(t) es otro valor muestral separado
del anterior por una distancia ‖h‖ y N(‖h‖) es el nu´mero de parejas que se encuentran
separadas por dicha distancia. Esta operacio´n nos da como resultado el valor de la semi-
varianza (Giraldo, 2009b). Este estimador, propuesto por Matheron en 1962, se considera
el estimador cla´sico del variograma teo´rico.
De Giraldo (2009b) se sigue que la funcio´n covarianza definida bajo esta configuracio´n es
definida positiva y su correspondiente variograma es definida condicionalmente negativa.
Asimismo, se asume que las funciones covarianza y variograma son isotro´picas. Es decir,
la media y la varianza de las funciones son constantes y la covarianza so´lo depende de
la distancia entre los sitios de muestreo. Sin embargo, la metodolog´ıa tambie´n se puede
desarrollar sin asumir estas condiciones.
Luego, el mejor predictor lineal insesgado (Best Linear Unbiased Estimator, BLUE, en
ingle´s) para fs0(t) esta´ dado por
f̂s0(t) =
n∑
i=1
λifsi(t) (2-59)
Los λ′s en el predictor (2-59) dan la influencia de las curvas que rodean el lugar no
muestreado donde se quiere llevar a cabo la prediccio´n. Las curvas localizadas cerca de
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los puntos de prediccio´n, naturalmente, tendra´n ma´s influencia que otros que se encuen-
tren ma´s separadas. Adema´s, los λ′s representan los pesos o ponderaciones de los valores
originales. Dichos pesos se calculan en funcio´n de la distancia entre los puntos muestrales
y el punto donde se va a hacer la correspondiente prediccio´n. La suma de los pesos debe
ser igual a uno para que la esperanza del predictor sea igual a la esperanza de la variable.
Esto u´ltimo se conoce como el requisito de insesgamiento.
Estad´ısticamente la propiedad de insesgamiento se expresa a trave´s de
E
(
f̂s(t)
)
= µ(t) = E (fs(t)) .
Para demostrar que la suma de las ponderaciones debe ser igual a 1, se asume que el
proceso es estacionario de media µ(t) (desconocida) y se utilizan las propiedades del valor
esperado. En efecto:
E
[
f̂s0(t)
]
= E
[
n∑
i=1
λifsi
]
=
n∑
i=1
λiE [fsi ]
=
n∑
i=1
λiµ(t)
= µ(t)
n∑
i=1
λi
Puesto que E
[
f̂s0
]
= E [fs0 ] = µ(t), se concluye que
n∑
i=1
λi = 1.
En este caso se dice que f̂s0 es el mejor predictor lineal insesgado porque las ponderaciones
λi se obtienen de tal manera que minimicen la varianza del error de prediccio´n, es decir,
que minimicen la expresio´n:
Var
[
f̂s0 − fs0
]
Esta u´ltima es la caracter´ıstica distintiva de los me´todos kriging, puesto que existen otros
me´todos de interpolacio´n como el de distancias inversas o el poligonal, que no garantizan
varianza mı´nima de prediccio´n (Samper y Carrera, 1990).
En resumen, el predictor kriging ordinario se define como
n∑
i=1
λifsi(t) y el mejor predictor
lineal insesgado (BLUE) se obtiene minimizando (Giraldo, 2009b):
σ2s0 = Var
[
f̂s0 − fs0
]
sujeto a
n∑
i=1
λi = 1
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Se tiene que:
Var
[
f̂s0 − fs0
]
= Var
[
f̂s0
]
− 2Cov
(
f̂s0 , fs0
)
+ Var [fs0 ]
= Var
[
n∑
i=1
λifsi
]
− 2Cov
(
n∑
i=1
λifsi , fs0
)
+ Var [fs0 ]
=
n∑
i=1
n∑
j=1
λiλjCov
(
fsi , fsj
)− 2 n∑
i=1
λiCov (fsi , fs0) + Var [fs0 ]
=
n∑
i=1
n∑
j=1
λiλjCsisj − 2
n∑
i=1
λiCsis0 + σ
2,
donde Cov
(
fsi , fsj
)
= Csisj , Cov (fsi , fs0) = Csis0 y Var [fs0 ] = σ2.
Luego se debe minimizar:
Var
[
f̂s0 − fs0
]
=
n∑
i=1
n∑
j=1
λiλjCsisj − 2
n∑
i=1
λiCsis0 + σ
2 sujeto a
n∑
i=1
λi = 1.
Esto significa que en el kriging ordinario hay que buscar los valores λ′s que minimizan
la varianza y que satisfagan que su suma sea igual a 1, para garantizar la condicio´n de
insesgamiento.
Este tipo de problema de minimizacio´n con restricciones se resuelve utilizando la te´cnica
denominada multiplicadores de Lagrange. La idea es establecer un sistema de ecuaciones
que incluya la restriccio´n sobre los valores λ′s. Para ello, conside´rese una nueva funcio´n
Φ de la forma siguiente:
Φ (λ1, . . . , λn, µ) =
n∑
i=1
n∑
j=1
λiλjCsisj − 2
n∑
i=1
λiCsis0 + σ
2 − 2µ
(
n∑
i=1
λi − 1
)
(2-60)
donde
n∑
i=1
n∑
j=1
λiλjCsisj − 2
n∑
i=1
λiCsis0 + σ
2 es la varianza del error de prediccio´n y µ un
multiplicador de Lagrange.
No´tese que la funcio´n Φ a minimizar consta de la varianza del error de prediccio´n Var
[
f̂s0 − fs0
]
e incluye la condicio´n que garantiza el no sesgo de la prediccio´n.
El punto donde la funcio´n Φ alcanza un mı´nimo contiene los valores de los λ′s que min-
imizan la varianza y cuya suma es igual a 1. Para minimizar la funcio´n Φ no existen
restricciones, por lo que so´lo hay que calcular las derivadas e igualarlas a cero.
∂Φ (λ1, . . . , λn, µ)
∂λi
= 0 i = 1, 2, . . . , n
∂Φ (λ1, . . . , λn, µ)
∂µ
= 0
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De donde se tiene que
∂Φ (λ1, . . . , λn, µ)
∂λi
=
∂Var
[
f̂s0 − fs0
]
∂λi
− 2µ i = 1, 2, . . . , n
∂Φ (λ1, . . . , λn, µ)
∂µ
= 2
(
n∑
i=1
λi − 1
)
Igualando a cero las derivadas se obtiene que:
∂Var
[
f̂s0 − fs0
]
∂λi
= 2µ i = 1, 2, . . . , n
n∑
i=1
λi = 1
Se sabe que
∂Var
[
f̂s0 − fs0
]
∂λi
= 2
n∑
j=1
λjCsisj − 2Csis0 .
Por lo tanto, se obtiene:
2
n∑
j=1
λjCsisj − 2µ = 2Csis0
n∑
i=1
λi = 1
El sistema de (n+1) ecuaciones con (n+1) inco´gnitas, se puede escribir en forma matricial
como:
Cs1s1 . . . Cs1sn 1
...
. . .
...
...
Csns1 . . . Csnsn 1
1 . . . 1 0


λ1
...
λn
µ
 =

Cs1s0
...
Csns0
1
 (2-61)
Este sistema de ecuaciones tiene solucio´n u´nica si y so´lo si la matriz es no singular, lo
cual se cumple cuando la matriz de covarianzas es estrictamente positiva definida. Esto
se puede garantizar si se usan modelos de funcio´n de covarianzas estrictamente positivo
definidos y no se incluyen puntos duplicados. Es decir, no se puede usar una muestra
donde la variable aleatoria tome dos valores distintos en un mismo punto. No obstante la
matriz resultante en la pra´ctica resulta no positiva definida, pero este problema se resuelve
de manera simple (Dı´az-Viera, 2002).
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Ahora la varianza del error de prediccio´n se puede calcular de una manera ma´s simple si
se sustituye el valor de µ:
Var
[
f̂s0 − fs0
]
= σ2 −
n∑
i=1
λiCsis0 − µ
No´tese que el error no depende directamente de los datos sino de la continuidad espacial
de estos.
Kriging ordinario usando el variograma
El variograma es la piedra angular de la geostad´ıstica, modela el grado de correlacio´n
espacial de la variable.
Generalmente, el variograma (γ) es una funcio´n mono´tona no decreciente de h. γ alcanza
un valor l´ımite constante llamado meseta que coincide con la varianza de la variable en
estudio. La distancia a la que alcanza este valor se denomina rango o alcance y marca la
zona de influencia en torno a un punto, ma´s alla´ del cual la autocorrelacio´n es nula. Con
frecuencia el variograma es discontinuo en el origen, con un salto finito que se denomina
efecto pepita, el cual se produce por no poder medir en el espacio inmediato (Giraldo,
2002).
El variograma es una herramienta poderosa para analizar los modelos de variabilidad espa-
cial de un feno´meno. Interpreta´ndolo como una medida vectorial de distancia estructural,
es posible usarlo para descubrir direcciones de ma´xima y mı´nima continuidad. Tambie´n
permite hacer una estimacio´n cuantitativa sobre el grado de suavidad desplegado por la
variable. En el ana´lisis multivariante, el variograma cruzado (una extensio´n del variograma
para dos variables) puede usarse para cuantificar la inter-relacio´n entre varias variables y
su grado de inter-dependencia espacial.
En resumen, la variograf´ıa ayuda en el ana´lisis exploratorio de los datos.
Volviendo a nuestro contexto, usando la relacio´n usual entre el variograma y la cova-
rianza. Antes de esto es conveniente tener en cuenta la siguiente notacio´n:
σ2 = Var [fsi ], γsisj = γ(h), donde h = ‖si − sj‖ y ana´logamente Csisj = C(h).
La relacio´n entre las dos funciones en cuestio´n es la siguiente:
γsisj =
1
2
E
[
(fsj − fsi)2
]
= σ2 − Csisj .
De donde,
Csisj = σ
2 − γsisj
2.9 Ana´lisis de datos funcionales (FDA) 65
Entonces sustituyendo la expresio´n de la covarianza en funcio´n de la semivarianza se
obtiene el sistema del kriging en funcio´n de las semivarianzas:
n∑
j=1
λj
[
σ2 − γsisj
]− µ = σ2 − γsis0 i = 1, 2, . . . , n
n∑
j=1
λjγsisj + µ = γsis0 i = 1, 2, . . . , n
Y el sistema de ecuaciones escrito en forma matricial es entonces
γ11 . . . γs1sn 1
...
. . .
...
...
γsns1 . . . γnn 1
1 . . . 1 0


λ1
...
λn
µ
 =

γs1s0
...
γsns0
1
 (2-62)
De manera ana´loga, este sistema de ecuaciones tiene solucio´n u´nica si y so´lo si la ma-
triz es no singular, lo cual se cumple cuando la matriz de covarianzas es estrictamente
condicionalmente negativa definida. Esto se puede garantizar usando un modelo va´lido
de variograma. Sin embargo, a diferencia del caso anterior no existe una simplificacio´n
evidente para la solucio´n nume´rica del sistema (Dı´az-Viera, 2002).
Ana´logamente, la varianza del error de prediccio´n en te´rminos de la funcio´n de semiva-
rianza esta´ dada por:
σ2k =
n∑
i=1
λiγsis0 + µ.
Validacio´n cruzada del kriging
Existen diferentes me´todos para evaluar la bondad de ajuste del modelo de semivariograma
elegido con respecto a los datos muestrales y por ende de las predicciones hechas con
kriging. La te´cnica ma´s empleada es la de validacio´n cruzada CV (cross-validation,
en ingle´s) sirve para comparar valores estimados por el modelo con los reales (Giraldo,
2009b). La idea consiste en excluir la observacio´n de uno de los n puntos muestrales y con
los n − 1 valores restantes y el modelo de semivariograma escogido, predecir v´ıa kriging
el valor de la variable en estudio en la ubicacio´n del punto que se excluyo´. Cada uno
de estos valores se compara, por ejemplo mediante regresio´n lineal, con el valor real. Se
piensa que si el modelo de semivarianza elegido describe adecuadamente la estructura de
autocorrelacio´n espacial, entonces la diferencia entre el valor observado y el valor predicho
(llamada residual) debe ser pequen˜a. Este procedimiento se realiza en forma secuencial con
cada uno de los puntos muestrales y as´ı se obtiene un conjunto de n errores de prediccio´n
(Giraldo, 2009b). Lo usual es calcular medidas que involucren a estos errores de prediccio´n
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para diferentes modelos de semivarianza y seleccionar aque´l que optimice algu´n criterio
como por ejemplo el del mı´nimo error cuadra´tico medio (MECM).
La existencia de grandes diferencias entre los valores observados y predichos, pueden
indicar la presencia de outliers espaciales, o puntos que aparentemente no pertenecen
a esos contornos.
Los para´metros del modelo a validar (pepita, meseta y rango) se van modificando en
un procedimiento de prueba y error hasta obtener los estad´ısticos de validacio´n cruzada
adecuados. Estos estad´ısticos son los siguientes:
Media de los errores de estimacio´n (MEE)
MEE =
1
n
n∑
i=1
[f̂si − fsi ], (2-63)
donde f̂si es el valor estimado de la variable de intere´s en el punto si, fsi es el valor medido
de la variable de intere´s en el punto si y n es el nu´mero de puntos muestrales utilizado
en la interpolacio´n. La MEE no debe ser significativamente distinta de 0, en cuyo caso,
indicar´ıa que el modelo de semivariograma permite el ca´lculo de estimaciones no sesgadas.
Error cuadra´tico medio (ECM)
ECM =
1
n
n∑
i=1
[(
f̂si − fsi
)2]
. (2-64)
Un modelo de semivariograma se considera adecuado si, como regla pra´ctica, el ECM es
menor que la varianza de los valores muestrales.
Una forma descriptiva de hacer la validacio´n cruzada es mediante un gra´fico de dispersio´n
de los valores observados contra los valores predichos. En la medida en que la nube de
puntos se ajuste ma´s a una l´ınea recta que pasa por el origen, mejor sera´ el modelo de
semivariograma utilizado para realizar el kriging (Giraldo, 2009b).
Sin embargo, la utilizacio´n de la validacio´n cruzada para seleccionar modelos de semiva-
riogramas, tiene algunas restricciones:
1. Un remuestreo del modelo de semivariograma no influye en los pesos y kriging. As´ı,
los valores de sill total no pueden ser obtenidos por validacio´n cruzada de valores
restimados.
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2. El sill relativo y el comportamiento del semivariograma en el origen nugget, no
se pueden usar simulta´neamente con la validacio´n cruzada.
3. Si el modelo es inadecuado, entonces no esta´ claro que´ para´metros deben ser cam-
biados.
Representacio´n de las predicciones
Una vez que se ha hecho la prediccio´n en un conjunto de puntos diferentes de los muestrales
v´ıa kriging, se debe elaborar un mapa que de una representacio´n global del comportamien-
to de la variable de intere´s en la zona estudiada. Los ma´s empleados son los mapas de
contornos, los mapas de residuos y los gra´ficos tridimensionales. En el caso de los mapas
de contornos, en primer lugar se divide el a´rea de estudio en un enmallado y se hace
la prediccio´n en cada uno de los nodos del mismo. Posteriormente se unen los valores
predichos con igual valor, generando as´ı las l´ıneas de contorno (isol´ıneas de distribucio´n).
Este gra´fico permite identificar la magnitud de la variable en toda el a´rea de estudio. Es
conveniente acompan˜ar el mapa de interpolaciones de la variable con los correspondientes
mapas de isol´ıneas de los errores y de las varianzas de prediccio´n (posiblemente estima-
dos a trave´s de me´todos matema´ticos), con el propo´sito de identificar zonas de mayor
incertidumbre respecto a las predicciones (Giraldo, 2009b).
3. Prediccio´n espacial de funciones de
densidad de probabilidad
A continuacio´n se presenta una primera aproximacio´n al problema de prediccio´n espacial
de datos funcionales cuando estos son funciones de densidad de probabilidad. Se propone
un procedimiento kriging ordinario funcional en el espacio de funciones A 2b (a, b) donde la
densidad de probabilidad a predecir es una combinacio´n lineal de las funciones de densi-
dad observadas en la que los coeficientes son nu´meros reales.
Primero, de la definicio´n 18, se sigue que existe una transformacio´n L de A 2(a, b) en
L2(a, b) definida por
L(f(x)) = log f(x),
para todo x ∈ T = [a, b], como se observa en el esquema de la figura 3-1.
Luego, en el esquema de la figura 3-2 se muestra la relacio´n de una variable aleato-
ria f con el espacio muestral A 2(a, b) y de una variable aleatoria L(f) con el espacio
funcional L2(a, b) a trave´s de la transformacio´n L.
Por otro lado, cuando se establece una combinacio´n lineal de los logaritmos de n fun-
ciones en A 2(a, b), en las que los coeficientes λ′s esta´n en R, podr´ıa suceder que la funcio´n
resultante no este´ en la imagen de L, Im(L), aunque en general, se encuentra en el es-
pacio generado por los logaritmos de las n funciones de A 2(a, b), gen {log(fsi)} , con
i = 1, . . . , n, el cual es un subespacio de L2(a, b), por ser cerrado bajo la adicio´n y multi-
plicacio´n por un escalar definidas en e´l. Por consiguiente, existe una transformacio´n Exp
L : A 2(a, b) L2(a, b)
f L(f) : T R
x log f(x)
Figura 3-1.: Transformacio´n L de A 2(a, b) en L2(a, b).
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D A 2(a, b)
L2(a, b)
R
L(f)
L
f dA (fs, ζ)
dL2 (L(fs),L(ζ))
Figura 3-2.: Relacio´n de la variable aleatoria f con el espacio muestral A 2(a, b) y de la
variable aleatoria L(f) con espacio funcional L2(a, b) a trave´s de la trans-
formacio´n L.
Exp : gen {log(fsi)} A 2(a, b)
gsi Exp(gsi) : T R
x exp(gsi(x))
Figura 3-3.: Transformacio´n Exp de gen {log(fsi)} en A 2(a, b).
de gen {log(fsi)} en A 2(a, b) definida por
Exp(gsi(x)) = exp(gsi(x)),
para todo gsi en gen {log(fsi)} y para todo x ∈ T = [a, b], como se observa en el esquema
de la figura 3-3.
El caso general se observa en la figura 3-4, donde el diagrama relaciona los espacios
funcionales A 2(a, b), L2(a, b) y gen {log(fsi)}, siendo L̂ la transformacio´n de A 2(a, b) en
gen {log(fsi)}.
El conjunto de clases de funciones A 2b (a, b) es un subconjunto de L
1(a, b), puesto que las
funciones de densidad de probabilidad son funciones reales no negativas definidas en la
A 2(a, b) ⊂ L1(a, b)
gen {log(fsi)}
L2(a, b)
Exp L̂
L
Figura 3-4.: Relacio´n entre los espacios A 2(a, b), L2(a, b) y gen {log(fsi)} .
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recta real cuya integral sobre todo el espacio es 1 y, por tanto, esta´n en L1(R). Adema´s,
como para todo gsi en gen {log(fsi)}, la clase de funciones que contiene a exp(gsi) esta´ en
A 2(a, b), se concluye que C (exp(gsi)) es un elemento de A
2
b (a, b).
3.1. Me´todo kriging para funciones de densidad de
probabilidad
En la seccio´n 2.4 se demostro´ que el espacio A 2(a, b) es isomorfo al espacio l2 formado
por el conjunto de todas las sucesiones absolutamente convergentes de cuadrado sumable.
Adema´s, sabemos que el espacio me´trico L2(a, b), formado por el conjunto de todas las
funciones medibles de cuadrado integrable, es completo, separable e isomorfo al espacio
de Hilbert de sucesiones l2 (Berberian, 1970). Por consiguiente, el espacio A2(a, b) es iso-
morfo al espacio L2(a, b). As´ı, el espacio A 2(a, b) preserva toda la estructura del espacio
de Hilbert separable de dimensio´n infinita L2(a, b), es decir, estos espacios poseen la mis-
ma geometr´ıa, lo cual permite afirmar que todas las propiedades de L2(a, b) se pueden
trasladar a A 2(a, b).
Aprovechando el isomorfismo entre A 2(a, b) y L2(a, b), primero, se propone un proce-
dimiento kriging ordinario funcional en el espacio de funciones L2(a, b), donde la curva a
predecir es una combinacio´n lineal de los logaritmos de las funciones de densidad obser-
vadas cuyos coeficientes son nu´meros reales. Luego, a trave´s de la clausura de la expo-
nencial de dicho predictor, se propone, en A 2(a, b), un predictor krigin para datos fun-
cionales, ana´logo al predictor kriging ordinario cla´sico, definido en te´rminos de para´metros
escalares, pero teniendo en cuenta funciones de densidad de probabilidad en lugar de datos
unidimensionales. Como se puede ver a continuacio´n:
Sea fsi ∈ A 2(a, b), con i = 1, . . . , n, entonces existe gsi ∈ L2(a, b) tal que gsi(t) = log fsi(t),
para todo si ∈ D y todo t ∈ T, donde se considera que
{
gs : s ∈ D ⊂ Rd
}
es un proce-
so aleatorio funcional isotro´pico y estacionario de segundo orden en L2(a, b), es decir, la
media y varianza de las funciones son constantes y la covarianza solamente depende de la
distancia entre los sitios muestreados (Giraldo, 2009b). Usualmente d = 2, tal que gs es
una variable funcional para cualquier s ∈ D. Esto es, se supone que:
E (gs(t)) = µ(t), para todo t ∈ T = [a, b], s ∈ D.
Var (gs(t)) = σ2(t), para todo t ∈ T = [a, b], s ∈ D.
Cov
(
gsi(t), gsj(t)
)
= C(h; t) = Csisj(t), para todo si, sj ∈ D, t ∈ T = [a, b], donde
h = ‖si − sj‖.
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1
2
Var
(
gsi(t)− gsj(t)
)
= γ(h; t) = γsisj(t), para todo si, sj ∈ D, t ∈ T = [a, b], donde
h = ‖si − sj‖.
La funcio´n γ(h; t), como funcio´n de h, se llama variograma de gs(t) (Giraldo et al.,
2010); tambie´n se llama funcio´n traza-variograma (Giraldo, 2009b).
Se asume que C·,·(t) : D×D → R≥0 es tal que logC·,·(t) es de cuadrado integrable.
Esto asegura que la varianza del proceso asociado C·,·(0) existe y es finita (Giraldo
et al., 2010).
Ahora, se demuestra que el BLUP, en L2(a, b), para gs0(t) esta´ dado por:
ĝs0(t) :=
n∑
i=1
λigsi(t) (3-1)
En efecto, segu´n Giraldo (2009b), el predictor (3-1) tiene la misma expresio´n que un
kriging ordinario, pero considerando curvas en lugar de variables, es decir, la curva de
prediccio´n es una combinacio´n lineal de las curvas observadas. Se asume por tanto que
cada curva medida es un dato completo. Este enfoque trata la curva completa como una
entidad singular. Los λ′s en el predictor (3-1) muestran la influencia de los logaritmos
de las funciones que rodean el lugar no muestreado donde se quiere llevar a cabo la
prediccio´n. Los logaritmos de las funciones localizadas cerca de los puntos de prediccio´n,
naturalmente, tendra´n mayor influencia que los ma´s alejados.
Se considera la condicio´n insesgamiento para encontrar el mejor predictor lineal insesgado
(BLUP). Asumiendo que el proceso, en L2(a, b), es estacionario de media µ(t) (descono-
cida) y utilizando las propiedades del valor esperado, se tiene que:
E [ĝs0(t)] = E
[
n∑
i=1
λigsi(t)
]
=
n∑
i=1
λiE [gsi(t)]
=
n∑
i=1
λiµ(t)
= µ(t)
n∑
i=1
λi.
Puesto que E [gsi(t)] = µ(t), se concluye que
n∑
i=1
λi = 1.
En geostad´ıstica cla´sica univariada se asume que las observaciones son realizaciones de
una proceso estoca´stico {gs : s ∈ D ⊂ Rp} . El kriging se define como
n∑
i=1
λigsi(t) y el mejor
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predictor lineal insesgado ĝs0(t), en L
2(a, b), se obtiene minimizando la expresio´n:
σ2s0 = Var [ĝsi(t)− gsi(t)] sujeto a
n∑
i=1
λi = 1.
Por otro lado, en geostad´ıstica multivarida los datos {gs1 , . . . , gsn} son observaciones
de un proceso estocastico de funciones {gs : s ∈ D} , donde gs ∈ Rm y D ⊂ Rd. En
este contexto Var (ĝs0(t)− gs0(t)) es una matriz, y el mejor predictor lineal insesgado
(BLUP) de n variables en un lugar no muestreado s0, se obtiene minimizando σ
2
s0
=
n∑
j=1
Var (ĝs0(t)− gs0(t)), sujeto a las restricciones que garanticen la condicio´n de inses-
gamiento, esto es, minimizando la traza de la matriz del error cuadra´tico medio sujeto
a alguna restriccio´n dada por la condicio´n de insesgamiento. Extendiendo el criterio al
contexto funcional, es decir, reemplazando la sumatoria por una integral, los n para´metros
λi en el predictor kriging (3-1) de gs0 esta´n dados por la solucio´n del siguiente problema
de optimizacio´n: (Giraldo, 2009b)
mı´n
λ1,··· ,λn
∫ b
a
V (ĝs0(t)− gs0(t)) dt, sujeto a
n∑
i=1
λi = 1, (3-2)
donde
n∑
i=1
λi = 1 es la restriccio´n de insesgamiento.
Puesto que, en este caso, Var (ĝs0(t)− gs0(t)) = E
[
(ĝs0(t)− gs0(t))2
]
y el valor esperado
se define por medio de una integral sobre T , el insesgamiento y el teorema de Fubini
implican que:
∫ b
a
Var (ĝs0(t)− gs0(t)) dt =
∫ b
a
E
[
(ĝs0(t)− gs0(t))2
]
dt
= E
[∫ b
a
(ĝs0(t)− gs0(t))2 dt
]
.
Por lo tanto, se necesita minimizar la expresio´n
∫ b
a
Var (ĝs0(t)− gs0(t)) dt+ 2µ
(
n∑
i=1
λi − 1
)
,
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donde µ es un multiplicador de Lagrange. En efecto:
Sea σ2s0 =
∫ b
a
Var (ĝs0(t)− gs0(t)) dt. Entonces
σ2s0 =
∫ b
a
Var (ĝs0(t)− gs0(t)) dt
=
∫ b
a
Var
(
n∑
i=1
λigsi(t)− gs0(t)
)
dt
=
∫ b
a
(
Var
(
n∑
i=1
λigsi(t)
)
+ Var (gs0(t))− 2Cov
(
n∑
i=1
λigsi(t), gs0(t)
))
dt
=
n∑
i=1
n∑
j=1
λiλj
∫ b
a
Cij(t)dt+
∫ b
a
σ2(t)dt− 2
n∑
i=1
λi
∫ b
a
Ci0(t)dt, (3-3)
donde Cij(t) = Cov
(
gsi(t), gsj(t)
)
, σ2(t) = Var (gs0(t)) y Ci0(t) = Cov (gsi(t), gs0(t)) .
Luego, la funcio´n objetivo se puede escribir como:
n∑
i=1
n∑
j=1
λiλj
∫ b
a
Cij(t)dt+
∫ b
a
σ2(t)dt− 2
n∑
i=1
λi
∫ b
a
Ci0(t)dt+ 2µ
(
n∑
i=1
λi − 1
)
(3-4)
Minimizando (3-4) con respecto a λ1, λ2, · · ·λn y µ, siguiendo el procedimiento acostum-
brado para obtener valores extremos de una funcio´n, es decir, derivando parcialmente e
igualando a cero, se obtiene
2λ1
∫ b
a
C11(t)dt+ 2
n∑
j=2
λj
∫ b
a
C1j(t)dt− 2
∫ b
a
Ci0(t)dt+ 2µ = 0
De donde se tiene que
∫ b
a
C10(t)dt =
n∑
j=1
λj
∫ b
a
C1j(t)dt+ µ.
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Ana´logamente, derivando con respecto a λ2, λ3, · · ·λn y µ, se obtienes el siguiente sistema
de (n+ 1) ecuaciones:
∫ b
a
C10(t)dt =
n∑
j=1
λj
∫ b
a
C1j(t)dt+ µ∫ b
a
C20(t)dt =
n∑
j=1
λj
∫ b
a
C2j(t)dt+ µ∫ b
a
C30(t)dt =
n∑
j=1
λj
∫ b
a
C3j(t)dt+ µ
...∫ b
a
Cn0(t)dt =
n∑
j=1
λj
∫ b
a
Cnj(t)dt+ µ
n∑
i=1
λi = 1
(3-5)
El cual se puede expresar en forma matricial como sigue:
∫ b
a
C11(t)dt · · ·
∫ b
a
C1n(t)dt 1
...
. . .
...
...∫ b
a
Cn1(t)dt · · ·
∫ b
a
Cnn(t)dt 1
1 · · · 1 0


λ1
...
λn
µ
 =

∫ b
a
C10(t)dt
...∫ b
a
Cn0(t)dt
1

. (3-6)
Tambie´n se pueden obtener las estimaciones basadas en la traza-variograma. En efecto:
Asumiendo la estacionariedad de gs(t), se tiene que:
γsisj(t) = γsisj
(
gsi(t), gsj(t)
)
=
1
2
Var
(
gsi(t)− gsj(t)
)
= σ2(t)− Cij(t).
Por lo tanto,
∫ b
a
γsisj(t)dt =
∫ b
a
σ2(t)dt−
∫ b
a
Cij(t)dt. Esto es,
∫ b
a
Cij(t)dt =
∫ b
a
σ2(t)dt−
∫ b
a
γsisj(t)dt (3-7)
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Reemplazando (3-7) en el sistema de ecuaciones (3-5), los pesos o´ptimos λi se puede
encontrar solucionando el sistema∫ b
a
γs1s0(t)dt =
n∑
j=1
λj
∫ b
a
γs1sj(t)dt− µ∫ b
a
γs2s0(t)dt =
n∑
j=1
λj
∫ b
a
γs2sj(t)dt− µ∫ b
a
γs3s0(t)dt =
n∑
j=1
λj
∫ b
a
γs3sj(t)dt− µ
...∫ b
a
γsns0(t)dt =
n∑
j=1
λj
∫ b
a
γsnsj(t)dt− µ
n∑
i=1
λi = 1
(3-8)
El cual se puede expresar en forma matricial como sigue:
∫ b
a
γs1s1(t)dt · · ·
∫ b
a
γs1sn(t)dt 1
...
. . .
...
...∫ b
a
γsns1(t)dt · · ·
∫ b
a
γsnsn(t)dt 1
1 · · · 1 0


λ1
...
λn
−µ
 =

∫ b
a
γs0s1(t)dt
...∫ b
a
γs0sn(t)dt
1

. (3-9)
Note que la funcio´n objetivo en la ecuacio´n (3-2) involucra las varianzas de las diferencias
entre el predictor ĝs0 y el objetivo gs0 evaluando siempre en el mismo valor t ∈ T.
Ahora bien, sumando miembro a miembro las n primeras ecuaciones del sistema (3-5)
y multiplicando la igualdad resultante por λi, se obtiene la siguiente relacio´n
n∑
i=1
n∑
j=1
λiλj
∫ b
a
Cij(t)dt =
n∑
i=1
λi
∫ b
a
Ci0(t)dt−
n∑
i=1
λiµ
que se puede simplificar como
n∑
i=1
n∑
j=1
λiλj
∫ b
a
Cij(t)dt =
n∑
i=1
λi
∫ b
a
Ci0(t)dt− µ. (3-10)
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Reemplazando la ecuacio´n (3-10) en la ecuacio´n (3-3), se obtiene
σ2s0 =
n∑
i=1
λi
∫ b
a
Ci0(t)dt− µ+
∫ b
a
σ2(t)dt− 2
n∑
i=1
λi
∫ b
a
Ci0(t)dt
=
∫ b
a
σ2(t)dt−
n∑
i=1
λi
∫ b
a
Ci0(t)dt− µ (3-11)
Luego, la varianza del predictor kriging ordinario funcional basado en la traza-variograma
esta´ dado por:
σ2s0 =
∫ b
a
Var (ĝs0(t)− gs0(t)) dt
=
∫ b
a
σ2(t)dt−
n∑
i=1
λi
(∫ b
a
σ2(t)dt−
∫ b
a
γsis0(t)dt
)
− µ
=
n∑
i=1
λi
∫ b
a
γsis0(t)dt− µ. (3-12)
El para´metro definido en la ecuacio´n (3-12) se debe considerar como una medida global
de la incertidumbre, en el sentido de que es una versio´n integrada de la prediccio´n puntual
cla´sica de la prediccio´n de la varianza del kriging ordinario. Bajo alguna especificacio´n en
la traza del modelo del variograma, se podra´n usar estimaciones de este para´metro para
identificar esas zonas que presentan gran incertidumbre en las predicciones.
Si se fija t ∈ T y se reemplaza la traza-variograma γ(h) en la ecuacio´n (3-12) por el
variograma de una variable aleatoria gs(t), se obtendr´ıa la varianza de prediccio´n del
kriging ordinario cla´sico. Este resultado se podr´ıa utilizar para calcular intervalos de con-
fianza puntuales (Giraldo, 2009b).
Por otro lado, sea fsi ∈ A2(a, b) tal que, para todo w ∈ T ,
∫ b
a
fsi(w)dw < ∞. Entonces,
para todo t ∈ T , segu´n Egozcue et al. (2006), el representante de la clase de funciones fsi
es la funcio´n de densidad C (fsi) =
fsi(t)∫ b
a
fsi(w)dw
.
Como para toda fsi ∈ A 2(a, b), existe gsi ∈ L2(a, b) tal que gsi = log(fsi), para todo
i = 1, . . . , n, desarrollando el lado derecho de la ecuacio´n (3-1), se tiene que:
ĝs0(t) =
n∑
i=1
λigsi(t) =
n∑
i=1
λi log (fsi(t)) =
n∑
i=1
log
(
fλisi (t)
)
= log
n∏
i=1
fλisi (t).
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Ahora bien, como λ1, . . . , λn son nu´meros reales positivos tales que
n∑
i=1
λi = 1 y fs1 , . . . , fsn
esta´n en L1(a, b), de la desigualdad de Ho¨lder’s generalizada, se tiene que
n∏
i=1
fλisi esta´ en
L1(a, b) y adema´s,
∫ b
a
n∏
i=1
fλisi (w)dw ≤
n∏
i=1
‖fsi‖λiL1 = 1. La igualdad es cierta solamente si
una funcio´n es ide´nticamente nula o bien las funciones fs1 , . . . , fsn son proporcionales dos
a dos (Hewitt y Stromberg, 1965). Adema´s, debido a que (A 2(a, b), ⊕, ⊗) es un espa-
cio vectorial, para todo fsi ∈ A 2(a, b), se tiene que la clase de funciones
n∏
i=1
fλisi esta´ en
A 2(a, b) y por lo tanto,
n∏
i=1
fλisi∫ b
a
n∏
i=1
fλisi (w)dw
= C
(
n∏
i=1
fλisi
)
es el representante de e´sta clase
de funciones en A 2(a, b).
Del esquema dado en la figura 3-4 se observa que los gsi esta´n en L
2(a, b), pero el intere´s es
llevarlos a A 2(a, b). Entonces para garantizar que la prediccio´n sea una funcio´n de densi-
dad de probabilidad, no es suficiente aplicar la transformacio´n inversa Exp(gsi) = exp(gsi),
sino que se debe tomar la clausura (en el contexto composicional) de la transformacio´n
inversa Exp(gsi). Por lo tanto, el mejor predictor lineal insesgado (BLUP) para fs0 , en
A 2b (a, b), esta´ dado por:
f̂s0(t) = C (Exp {ĝs0}) = C
(
exp
(
n∑
i=1
λigsi(t)
))
= C
(
exp
(
log
n∏
i=1
fλisi (t)
))
= C
(
n∏
i=1
fλisi (t)
)
=
n∏
i=1
fλisi (t)∫ b
a
n∏
i=1
fλisi (w)dw
=
[
n⊕
i=1
(λi ⊗ fsi)
]
(t),
para todo t ∈ T, donde los coeficientes λi son tales que
n∑
i=1
λi = 1.
Ma´s precisamente, del isomorfismo entre A 2(a, b) y L2(a, b), se concluye que el mejor
predictor lineal insesgado para fs0 , en A
2
b (a, b), esta´ dado por:
f̂s0(t) =
n∏
i=1
fλisi (t)∫ b
a
n∏
i=1
fλisi (w)dw
(3-13)
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para todo t ∈ T, donde los coeficientes λi son tales que
n∑
i=1
λi = 1, de modo que
E
(
f̂s0(t)− fs0(t)
)
= 0 y E
[∫ b
a
(
f̂s0(t)− fs0(t)
)2
dt
]
se minimiza.
El me´todo kriging ordinario funcional propone que los pesos o ponderaciones λi de los
valores originales se calculan en funcio´n de la distancia entre las curvas muestreadas y
el sitio donde va a hacer la correspondiente prediccio´n. La suma de los pesos debe ser
igual a uno para que la esperanza del predictor sea igual a la esperanza de la variable.
Estad´ısticamente, esta propiedad se expresa a trave´s de:
E
(
f̂s0
)
= E (fs0) .
Note que C (fsi) = kifsi , para todo i = 1, . . . , n, siendo ki una constante real. Conse-
cuentemente, para todo t ∈ T ,
Ĉ (fs0)(t) =
n∏
i=1
(C (fsi))
λi (t)∫ b
a
n∏
i=1
(C (fsi))
λi (w)dw
=
n∏
i=1
(
kλii f
λi
si
)
(t)∫ b
a
n∏
i=1
(
kλii f
λi
si
)
(w)dw
=
n∏
i=1
kλii
n∏
i=1
fλisi (t)
n∏
i=1
kλii
∫ b
a
n∏
i=1
fλisi (w)dw
=
n∏
i=1
fλisi (t)∫ b
a
n∏
i=1
fλisi (w)dw
= f̂s0(t).
En otras palabras, el predictor 3-13 es independiente de la representacio´n de un elemento
de A 2(a, b). Adema´s, para todo t ∈ T , f̂s0(t) =A
n∏
i=1
fλisi (t), esto es, f̂s0 y
n∏
i=1
fλisi son
equivalentes en el sentido de Aitchison.
3.2. Estimacio´n de la traza-variograma
Con el fin de resolver el sistema en la expresio´n (3-12), se necesita un estimador de la
traza-variograma. Dado que se puede asumir que fs(t) tiene una funcio´n media constante
m sobre D, se obtiene
Var
(
fsi(t)− fsj(t)
)
= E
[(
fsi(t)− fsj(t)
)2]
.
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Usando el teorema de Fubini, se puede observar que γ(h) =
1
2
E
[∫ b
a
(
fsi(t)− fsj(t)
)2
dt
]
,
para todo si, sj ∈ D, con h = ‖si − sj‖.
Luego, segu´n Giraldo (2009b), una adaptacio´n del me´todo de los momentos cla´sico (MoM)
para esta cantidad, da el siguiente estimador:
γ̂(h) =
1
|2N(h)| =
∑
i,j∈N(h)
∫ b
a
(
fsi(t)− fsj(t)
)2
dt, (3-14)
donde N(h) = {(si, sj) : ‖si − sj‖ = h} , y |N(h)| es el nu´mero de elementos distintos en
N(h). Para los datos irregularmente espaciados generalmente no existen suficientes obser-
vaciones separadas por exactamente h.
Luego, N(h) se modifica por {(si, sj) : ‖si − sj‖ ∈ (h− ε, h+ ε)} , con ε > 0 un valor
pequen˜o.
Una vez que se ha estimado la traza-variograma para una sucesio´n de K valores hk,
se procede a ajustar un modelo parame´trico γα(h) (bien podr´ıa usarse cualquiera de los
modelos cla´sicos y ampliamente usados, tales como: esfe´rico, Gaussiano, exponencial o
Mate´rn) a los puntos (hk, γ̂(hk)), k = 1, . . . , K, como si ellos fueran obtenidos bajo el
escenario de la de geoestad´ıstica cla´sica. Por lo general, este tipo de ajuste se realiza por
mı´nimos cuadrados ordinarios (MCO) o mı´nimos cuadrados ponderados (WLS) (Giral-
do, 2009b).
Note que la traza-variograma parame´trica ajustada γα̂(h) siempre es un variograma va´li-
do porque sus propiedades son las de un variograma parame´trico ajustado de un con-
junto de datos geoestad´ıstico univariado. Un procedimiento diferente, alternativo para
el ajuste parame´trico, consiste en la aplicacio´n de te´cnicas de suavizado, al conjunto de
datos (hk, γ̂(hk), k = 1, · · · , K, con el fin de poder evaluar aproximadamente γ̂(h) para
cualquier valor de h ∈ R+. Sin embargo, en este caso, si γ˜(h) denota la versio´n suavizada
de γ̂(h), la cuestio´n de condicionalidad definida-negativa de γ˜(h) merece ma´s atencio´n
(Giraldo, 2009b).
Si γα˜(h) denota la traza-variograma parame´trica estimada, esta forma funcional se usa
para obtener los coeficientes kriging λi en la ecuacio´n (3-9), y estimar la prediccio´n traza-
varianza a trave´s de la ecuacio´n (3-12) (Giraldo, 2009b).
3.3. Criterio de evaluacio´n de un predictor kriging
En cualquier problema de prediccio´n, el modelo ideal de evaluacio´n consiste en dividir el
conjunto de datos en dos partes: una muestra de entrenamiento (estimacio´n) para ajus-
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tar el modelo y otra muestra de prueba (validacio´n) para la evaluacio´n del modelo. Este
enfoque, sin embargo, no es eficiente a menos que el taman˜o de la muestra sea grande.
La idea que esta´ detra´s es la de validacio´n cruzada, donde se conmutan los papeles de
muestras de prueba y de entrenamiento (Giraldo, 2009b).
En el contexto de los datos funcionales espacialmente correlacionados, donde el objetivo es
predecir una funcio´n completa fs0(t) en un sitio no muestreado s0, la te´cnica de validacio´n
cruzada de dejar uno fuera, trabaja de la siguiente forma: cada dato de una localizacio´n se
saca del conjunto de datos y mediante una funcio´n de suavizacio´n se predice en ese lugar
usando el predictor kriging ordinario funcional (3-13) propuesto. Este procedimiento se
llama validacio´n cruzada funcional (FCV).
Se aplica un enfoque no-parame´trico de pre-proceso de las funciones de densidad obser-
vadas, donde el para´metro de suavizado se ha elegido mediante el me´todo de validacio´n
cruzada funcional, que puede considerarse como una herramienta u´til para comparar
las funciones de densidad observadas y predichas, ya que define una medida de distancia
entre estas dos funciones. Para la prediccio´n espacial de funciones de densidad, se aplica
la metodolog´ıa del kriging ordinario para datos funcionales donde la funcio´n a predecir en
un sitio no muestreado es la combinacio´n lineal de las funciones de densidad observadas.
Un ana´lisis no parame´trico de validacio´n cruzada funcional sugiere que una base B-spline
con 35 funciones puede ser adecuada para suavizar el conjunto de funciones de densidad.
Luego, se calcula la suma de los cuadrados de los errores de la validacio´n cruzada
funcional por:
SSEFCV =
n∑
i=1
SSEFCV (i) =
n∑
i=1
M∑
j=1
(
fsi(tj)− f̂ (i)si (tj)
)2
, (3-15)
donde f̂
(i)
si (tj) es la prediccio´n en si evaluada en tj, j = 1, . . . ,M, dejando el sitio si tem-
poralmente fuera de la muestra (Giraldo, 2009b).
En este caso particular, se usa kriging ordinario funcional como me´todo de prediccio´n
y B-spline como me´todo de suavizado, la validacio´n cruzada funcional trabaja de la si-
guiente manera:
Minimizar en L ∈ [Lmin, Lmax] y η ∈ [ηmin, ηmax] la funcio´n FCV (L, η) que se calcula
por los siguientes pasos para cada valor fijo (L, η):
1. Para i = 1, . . . , n, repetimos:
a) Ajustar un spline cu´bico a fsi usando la ecuacio´n (2-25) y para´metros de
suavizacio´n (L, η).
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b) Dejar el sitio si fuera de la muestra.
c) Utilice la ecuacio´n (3-14) para estimar la traza-variograma emp´ırica del
conjunto de datos f˜s′i , i
′ = 1, . . . , n, i′ 6= i, y luego ajustar un modelo
parame´trico para la traza-variograma, como el descrito en la seccio´n 3.2.
d) Resolver el sistema (3-9) con la traza-variograma estimada en el paso previo
y el conjunto de datos f˜s′i , i
′ = 1, . . . , n, i′ 6= i, para predecir la funcio´n en
el sitio s0 = si. Sea f˜
(i)
si , la funcio´n que resulta.
e) Calcular una medida de la distancia entre fsi y f˜
(i)
si , en los valores obser-
vados t1, . . . , tM : SSEFCV (i) =
M∑
j=1
(
fsi(tj)− f˜ (i)si (tj)
)2
.
2. Definir FCV (L, η) =
n∑
i=1
SSEFCV (i).
Utilizar los valores o´ptimos (L∗, η∗) para suavizar toda la muestra. Luego ajustar
un modelo parame´trico para la traza-variograma y usar este para predecir funciones
en sitios no muestreados usando las ecuaciones del kriging (3-9).
Algunos comentarios en su orden son. Cuando tj, j = 1, . . . ,M, son cantidades igualmente
espaciadas SSEFCV (i) es (hasta una constante multiplicativa) una aproximacio´n a la
integral
∫ b
a
(
fsi(tj)− f˜ (i)si (tj)
)2
dt.
La estimacio´n de la traza-variograma emp´ırica usando la ecuacio´n (3-14) involucra el
ca´lculo de integrales que, en el caso de ajustar splines cu´bicos con una base comu´n de
B−splines, se puede simplificar para dar:∫ b
a
(
f˜si(tj)− f˜ (i)si (tj)
)2
dt =
∫ b
a
(
ci
TB(t)− cjTB(t)
)2
dt =
∫ b
a
(
(ci − cj)TB(t)
)2
dt
= (ci − cj)T
(∫ b
a
B(t)BT (t)dt
)
(ci − cj)T
= (ci − cj)T W (ci − cj)T .
La matrizW depende solamente de los nodos, por lo que es comu´n para todos los sitios si.
Un razonamiento similar nos permite escribir el te´rmino error en la ecuacio´n (2-25) como
ciDc
T
i , donde el (l, k)-e´simo te´rmino en la matriz D es
∫ b
a
B′′l(t)B′′k(t)dt, solamente
depende de los nodos.
Las consideraciones anteriores son argumentos de peso para utilizar un valor de para´metro
comu´n L para todas funciones fsi . El para´metro η podr´ıa variar de un sitio a otro, pero
esto implica un paso de validacio´n-cruzada esta´ndar (CV ) cuando se ajusta alguna f˜si .
Esto aumentar´ıa el costo computacional y por lo tanto se opta por seleccionar un valor
comu´n para todos los sitios (Giraldo, 2009b).
4. Aplicaciones
En este cap´ıtulo se presentan dos ejemplos de la metodolog´ıa desarrollada en la seccio´n
anterior con base en igual nu´mero de conjuntos de datos: uno simulado y el otro corres-
pondiente a las temperaturas ma´xima medida durante el mes de enero en un per´ıodo de
40 an˜os en 29 estaciones meteorolo´gicas de Canada´. El proceso de simulacio´n y ana´lisis
de los datos se realiza por medio de las librer´ıas fda y geoR del software R Development
Core Team (2011).
4.1. Ejemplo con datos simulados
4.1.1. Descripcio´n de la simulacio´n
Se considero´ una particio´n equidistante del cuadrado [0, 5]× [0, 5]. Cada lado del cuadrado
se dividio´ en 5 segmentos, con lo que se disen˜o´ una red de 25 puntos (sitios), como se
puede ver en la figura 4-1.
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y
Sitio 1 Sitio 2 Sitio 3 Sitio 4 Sitio 5
Sitio 6 Sitio 7 Sitio 8 Sitio 9 Sitio 10
Sitio 11 Sitio 12 Sitio 13 Sitio 14 Sitio 15
Sitio 16 Sitio 17 Sitio 18 Sitio 19 Sitio 20
Sitio 21 Sitio 22 Sitio 23 Sitio 24 Sitio 25
l
Figura 4-1.: Coordenadas cartesianas de los 25 sitios de la red simulada.
Asumiendo un proceso estoca´stico que sigue una distribucio´n normal multivariadaN (µ
∼
,Σ)
se obtuvieron 100 realizaciones; generando as´ı, para cada sitio, 100 datos de una distribu-
cio´n normal N (µ, σ).
Para determinar Σ se considero´ un modelo de covarianza exponencial C(h) = σ2exp
(
−h
φ
)
,
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Figura 4-2.: Covarianza y semi-variograma teo´rico empleado para determinar la matriz
de covarianza usada en la simulacio´n.
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Figura 4-3.: Histograma de frecuencias y estimacio´n kernel de la densidad de los 100
datos simulados en el sitio 1.
con h la distancia euclidiana entre los sitios, σ2 = 2 y φ = 4. Por lo tanto, la funcio´n de
semivarianza es γ(h) = 2
(
1− exp
(
−h
φ
))
= σ2 − C(h).
En la figura (4-2) se muestra tanto el modelo de covarianza como el correspondiente
semivariograma; en este caso el rango es 4 y el ma´ximo valor de la funcio´n de covarianza
es 2 (correspondiente a C(0) = σ2).
Para hacer la simulacio´n se asumio´ un modelo exponencial, aunque podr´ıa haberse usado
cualquier otro modelo de autocovarianza (Matern, Esfe´rico, Gaussiano, etc.).
Con los 100 datos simulados en cada sitio, se hizo estimacio´n no parame´trica (estimacio´n
kernel) de la funcio´n de densidad, emplea´ndose para esto la teor´ıa descrita en la seccio´n
2.7.5 del cap´ıtulo 2. A manera de ilustracio´n se presenta en la figura 4-3 el histograma de
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Figura 4-4.: Funciones de densidad de los 100 datos simulados en cada uno de los 25
sitios.
frecuencias de los 100 datos simulados en el sitio 1 (ver Figura 4-1) y la estimacio´n kernel
de la densidad. Este mismo proceso se llevo´ a cabo con los otros 24 sitios, obtenie´ndose
as´ı 25 estimaciones de la densidad (Figura 4-4).
4.1.2. Resultados de la simulacio´n
Para aplicar la metodolog´ıa propuesta en el cap´ıtulo 3 se obtuvieron las curvas de los loga-
ritmos de las densidades (Figura 4-5); luego, usando el predictor 3-1 se hizo la prediccio´n
del logaritmo de la densidad en el sitio no observado (sitio con coordenadas (1, 3.5),
Figura 4-1), l´ınea negra de la Figura 4-5 y finalmente, usando el predictor 3-13 se hizo
la prediccio´n de la funcio´n de densidad en el sitio anteriormente mencionado (Figura 4-6).
Las figuras 4-5 y 4-6 indican que la prediccio´n en el sitio con coordenadas (1, 3.5),
tanto del logaritmo de la densidad como de la funcio´n de densidad, es coherente con las
correspondientes simulaciones. Esto desde el punto de vista emp´ırico valida el procedi-
miento propuesto.
Para hacer una evaluacio´n general del comportamiento del predictor, con base en los
datos simulados, se realizo´ un ana´lisis de validacio´n cruzada. Para ello se hizo la predic-
cio´n de la funcio´n de densidad en cada uno de los 25 sitios empleando el predictor 3-13,
tomando como base la informacio´n de los 24 sitios restantes. En la figura (4-7) se mues-
tran las curvas de las funciones de densidad estimadas (panel izquierdo), las predicciones
obtenidas mediante el proceso de validacio´n cruzada (panel central) y los correspondientes
residuales (panel derecho). Hay varios aspectos para resaltar de dicha figura. En primer
lugar, se observa que la forma de las curvas predichas es sime´trica y similar a la de las
densidades simuladas. Tambie´n es claro de dicha figura que las predicciones tienen menor
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Figura 4-5.: Prediccio´n en el sitio con coordenadas (1, 3.5) del logaritmo de la densi-
dad (l´ınea negra). Las l´ıneas grises corresponden a los logaritmos de las
densidades simuladas.
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Figura 4-6.: Prediccio´n en el sitio con coordenadas (1, 3.5) de la funcio´n de densidad
(l´ınea azul). Las curvas grises corresponden a las estimaciones de las densi-
dades obtenidas en la simulacio´n.
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variabilidad que las densidades simuladas, lo cual es un resultado esperado cuando se usan
te´cnicas kriging. Adema´s, se evidencia que los residuales fluctu´an alrededor de cero, lo
cual confirma de manera descriptiva que el predictor propuesto es insesgado.
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Figura 4-7.: Densidades simuladas (panel de la izquierda), predicciones obtenidas por
validacio´n cruzada (panel central) y residuales de la validacio´n cruzada
(panel de la derecha).
En resumen puede concluirse, con base en los resultados antes descritos, que el predictor
3-13 tiene un buen comportamiento tanto desde el punto de vista pra´ctico (porque produce
predicciones coherentes con los datos simulados) como desde la perspectiva estad´ıstica
(puesto que es insesgado) y que por tanto es una buena opcio´n para hacer prediccio´n
espacial de la funcio´n de densidad.
4.2. Ejemplo con datos reales
La prediccio´n espacial de datos meteorolo´gicos es un factor importante para muchos tipos
de modelos incluyendo hidrolo´gicos o de regeneracio´n, y crecimiento y mortalidad de los
ecosistemas forestales. En particular, el modelado de datos de temperatura espacialmente
correlacionada es de intere´s para predecir las condiciones de microclima en terrenos mon-
tan˜osos, la gestio´n de recursos, la calibracio´n de sensores de sate´lites o para estudiar el
efecto invernadero, entre otros. Muchos me´todos han sido desarrollados y utilizados para
hacer prediccio´n espacial de temperaturas, aunque, al parecer en la mayor´ıa de ellos se
ignora su cara´cter funcional (Giraldo et al. (2010)). En este trabajo se usa un conjunto
de datos meteorolo´gicos, se dispone de datos de temperatura ma´xima de enero medida
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durante 40 an˜os en 29 estaciones meteorolo´gicas de Canada´ ( Figura 4-8).
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Figura 4-8.: Valores de temperatura ma´xima de enero en 29 estaciones meteorolo´gicas
de Canada´.
4.2.1. Descripcio´n de los datos
Para cada una de las 29 estaciones se cuenta con 40 datos de temperatura ma´xima (en al-
gunas hay menos porque hay valores faltantes). De tal forma que se tiene informacio´n de la
distribucio´n espacial en cada una de ellas. Usando me´todos parame´tricos o no parame´trcos
se puede hacer estimacio´n de la funcio´n de densidad de probabilidad en cada estacio´n. En
este trabajo se usaron las te´cnicas descritas en la seccio´n 2.7.5 del cap´ıtulo 2 para hacer
estimacio´n kernel de la densidad en cada una de las estaciones. Con ello se tienen 29
curvas de densidad de probabilidad que caracterizan el comportamiento de la temperatura
ma´xima de enero en dichas estaciones. El objetivo de la aplicacio´n es usar estas curvas
para predecir densidades en sitios sin informacio´n y contar as´ı con una herramienta que
permita describir el comportamiento de la temperatura (en este caso del mes de enero)
en sitios no observados.
La tabla (4-1) muestra la longitud y latitud de las estaciones meteorolo´gicas canadienses
consideradas y la figura (4-9) sus ubicaciones en un plano cartesiano.
Con las temperaturas ma´xima de enero registradas en cada estacio´n meteorolo´gica, se hi-
zo estimacio´n no parame´trica (estimacio´n kernel) de la funcio´n de densidad, emplea´ndose
para esto la teor´ıa descrita en la seccio´n 2.7.5 del cap´ıtulo 2. A manera de ilustracio´n se
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No Estacio´n Longitud Latitud
1 Accadia -66,37 45,98
2 Alberton -64,07 46,8
3 Alma -64,95 45,6
4 Baddeck -60,75 46,1
5 Bridgewater -64,52 44,4
6 Charlottetown -63,13 46,2
7 Cheticamp -61,02 46,62
8 Doaktown -66,1 46,5
9 Edmunston -68,32 47,42
10 Gagetown -66,1 45,8
11 Greenwood -64,9 44,9
12 Hamilton -79,83 43,25
13 Ingonish -60,36 46,7
14 Kingston -65,98 43,88
15 Latuque -72,78 47,45
16 Liverpool -64,72 44
17 Maniwaki -75,97 46,37
18 MiddleMusquodo -63,13 45,05
19 Miramichi -65,18 47,03
20 Oromocto -66,47 45,85
21 Parrsboro -64,31 45,4
22 Pugwash -63,65 45,85
23 Rexton -64,87 46,63
24 SaintJohn -66,07 45,27
25 Shearwater -63,50 44,63
26 Summerside -63,78 46,4
27 Truro -63,27 45,37
28 Valdor -77,76 48,12
29 Woodstock -67,57 46,15
Tabla 4-1.: Coordenadas geogra´ficas de 29 estaciones meteorolo´gicas de Canada´
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Figura 4-9.: 29 estaciones meteorolo´gicas canadienses en un plano cartesiano.
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Figura 4-10.: Histograma de frecuencias y estimacio´n kernel de la densidad de los datos
de la estacio´n meteorolo´gica de Accadia.
presenta en la figura 4-10 el histograma de frecuencias de los datos en la estacio´n meteo-
rolo´gica de Accadia (ver Figura 4-9) y la estimacio´n kernel de la densidad. Este mismo
proceso se llevo´ a cabo con las 28 estaciones meteorolo´gicas restantes, obtenie´ndose as´ı 29
estimaciones de la densidad (Figura 4-11). Tambie´n se verifico´ que todas estas estima-
ciones integran 1.
4.2.2. Resultados
Como se tienen datos de temperatura ma´xima de enero durante 40 an˜os en 29 estaciones
meteorolo´gicas de Canada´, impl´ıcitamente en cada una de e´stas hay una observacio´n fun-
cional y as´ı usando te´cnicas de suavizado los valores encontrados se convierten en un
dato funcional. En este caso, en funciones de densidad, cuya importancia radica en carac-
terizar el comportamiento de la temperatura ma´xima de enero en lugares no muestreados.
Para llevar a cabo predicciones espaciales de funciones de densidad de temperaturas, y
en general de datos espacialmente correlacionados, inicialmente se selecciona un nu´mero
adecuado de funciones base. Como los datos son perio´dicos y algunos presentan discon-
tinuidades, la opcio´n ma´s adecuada son bases B-splines. Se utilizan los criterios descritos
en el cap´ıtulo 2 para explorar el nu´mero de funciones que se podr´ıan utilizar para suavizar
el conjunto de datos discretos observado. Luego, se realiza la prediccio´n en un lugar no
muestreado utilizando el predictor 3-13 y se describen los resultados desde el punto de
vista pra´ctico, y posteriormente se hace validacio´n cruzada funcional.
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Figura 4-11.: Funciones de densidad de los datos en cada una de las 29 estaciones me-
teorolo´gicas.
Para aplicar la metodolog´ıa propuesta en el cap´ıtulo 3 se obtuvieron las curvas de los
logaritmos de las densidades (Figura 4-12); luego, usando el predictor 3-1 se hizo la
prediccio´n del logaritmo de la funcio´n de densidad en el sitio no observado (sitio con
coordenadas (longitud - 65, latitud 46), Figura 4-9), l´ınea azul de la Figura 4-12 y final-
mente, usando el predictor 3-13 se hizo la prediccio´n de la funcio´n de densidad en el sitio
anteriormente mencionado (Figura 4-13).
Las figuras 4-12 y 4-13 indican que la prediccio´n en el sitio con coordenadas (longi-
tud -65, latitud 46), tanto del logaritmo de la densidad como de la funcio´n de densidad,
es coherente con las correspondientes estimaciones kernel de las funciones de densidad.
Esto desde el punto de vista emp´ırico valida el procedimiento propuesto.
Para hacer una evaluacio´n general del comportamiento del predictor, con base en las
temperaturas ma´ximas de enero de las 29 estaciones meteorolo´gicas canadienses, se reali-
zo´ un ana´lisis de validacio´n cruzada. Para ello se hizo la prediccio´n de la funcio´n de densi-
dad en cada una de las estaciones meteorolo´gicas, empleando el predictor 3-13, tomando
como base la informacio´n de las 28 estaciones restantes. En la figura 4-14 se muestran las
curvas de la funciones de densidad estimadas (panel izquierdo), las predicciones obtenidas
mediante el proceso de validacio´n cruzada (panel central) y los correspondientes residua-
les (panel derecho). Hay varios aspectos para resaltar de dicha figura. En primer lugar,
se observa que la forma de las curvas predichas es sime´trica y similar a la de las den-
sidades estimada en cada estacio´n meteorolo´gica. Tambie´n es claro de dicha figura que
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Figura 4-12.: Prediccio´n en el sitio con coordenadas (longitud -65, latitud 46) del lo-
garitmo de la densidad (l´ınea azul). Las l´ıneas grises corresponden a los
logaritmos de las densidades de los datos de las estaciones meteorolo´gicas.
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Figura 4-13.: Prediccio´n en el sitio con coordenadas (longitud -65, latitud 46) de la
funcio´n de densidad (l´ınea azul). Las curvas grises corresponden a las es-
timaciones de las densidades obtenidas con los datos de cada estacio´n
meteorolo´gica.
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las predicciones tienen menor variabilidad que las densidades estimadas en cada estacio´n
meteorolo´gica, lo cual es un resultado esperado cuando se usan te´cnicas kriging. Se evi-
dencia tambie´n que los residuales fluctu´an alrededor de cero, lo cual confirma de manera
descriptiva, una vez ma´s, que el predictor propuesto es insesgado.
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Figura 4-14.: Densidades obtenidas en cada estacio´n meteorolo´gica (panel de la izquier-
da), predicciones obtenidas por validacio´n cruzada (panel central) y resi-
duales de la validacio´n cruzada (panel de la derecha).
En resumen se puede concluir, con base en los resultados anteriormente descritos, que
el predictor 3-13 tiene un buen comportamiento tanto desde el punto de vista pra´ctico
(porque produce predicciones coherentes con las funciones de densidad estimadas en cada
estacio´n meteorolo´gica) como desde la perspectiva estad´ıstica (puesto que es insesgado) y
que por tanto es una buena opcio´n para hacer prediccio´n espacial de funciones de densidad.
5. Perspectivas
El FDA es un campo de investigacio´n relativamente reciente, au´n existe mucho trabajo
pendiente, tanto para seguir profundizando en aspectos teo´ricos y computacionales, como
para explorar nuevas v´ıas de prediccio´n espacial de curvas auto-correlacionadas. En este
contexto se debe profundizar en la prediccio´n de funciones de densidad que se encuentren
en el conjuntoA 2(a, b), pero utilizando la operacio´n interna de perturbacio´n y la operacio´n
externa de potenciacio´n definidas en e´l, para ello hay que re-definir algunos conceptos como
valor esperado, varianza, entre otros y sus respectivas propiedades.
6. Conclusiones
En los estudios medioambientales y ecolo´gicos es comu´n tener realizaciones de una varia-
ble aleatoria en cada uno de los sitios muestreados de una regio´n. En meteorolog´ıa las
temperaturas diarias o las precipitaciones se registran durante varios an˜os en diferentes
estaciones meteorolo´gicas de un pa´ıs. Con base en este tipo de informacio´n se puede es-
timar para cada variable y sitio, por ejemplo mediante el uso de me´todos del estimador
kernel, una funcio´n de densidad de probabilidad que permite describir el comportamiento
de la variable de intere´s en cada sitio.
Como el conjunto de funciones de densidad de probabilidad no tiene una estructura de
espacio vectorial cuando se utiliza la suma y la multiplicacio´n por escalar ordinaria. Pero,
las funciones de densidad son ejemplos de datos composicionales de dimensio´n infinita,
en particular, son un caso particular del ana´lisis de datos funcionales y debido a que
los me´todos tradicionales no sirvan para hacer buenas predicciones de funciones de den-
sidad de probabilidad, pues el concepto euclidiano de distancia no se puede aplicar, se
acude a los conceptos de la geometr´ıa de Aitchison para convertir el conjunto de clases
de funciones de densidad acotadas sobre intervalos finitos en un espacio de Hilbert. Esto
motivo´ a presentar una solucio´n al problema de la prediccio´n espacial de funciones de
densidad de probabilidad (PDF) en lugares no muestreados de una regio´n. Para lo cual
se propuso un predictor kriging, el cual tiene la misma expresio´n que el predictor kriging
ordinario cla´sico, definido en te´rminos de para´metros escalares, pero teniendo en cuenta
PDF en lugar de datos unidimensionales.
La metodolog´ıa propuesta se aplico´ tanto a datos simulados como a datos reales (tempe-
raturas de Canada´). Luego, se llevo´ a cabo un ana´lisis de validacio´n cruzada con el fin de
establecer la bondad del predictor propuesto. Obtenie´ndose as´ı predicciones coherentes
con las funciones de densidad estimadas en cada sitio simulado o estacio´n meteorolo´gica
a trave´s del estimador kernel de la densidad.
Con base en los resultados anteriormente descritos, se concluye que el predictor 3-13
tiene un buen comportamiento tanto desde el punto de vista pra´ctico como desde la pers-
pectiva estad´ıstica y por tanto es una buena opcio´n para hacer prediccio´n espacial de
funciones de densidad de probabilidad en sitios no visitados de una regio´n.
A. Anexo: Funciones en R
Para la generacio´n de todas las figuras y obtencio´n de los resultados estad´ısticos de la tesis
ha sido necesario generar los siguientes co´digos en R (incluidas librer´ıas y funciones), los
cuales se acompan˜an de comentarios para hacer ma´s fa´cil la comprensio´n de los mismos.
El interesado en acceder a los co´digos completos puede solicitarlos al e.mail salazarbuel-
vas@gmail.com.
A.1. Co´digo para modelar un conjunto de densidades
simuladas usando OKFD.
#########################################################################
# Co´digo R ("Densidades_Simuladas.R") para llevar a cabo la prediccio´n de
# funciones de densidad utilizando el me´todo de prediccio´n kriging
# ordinario para datos funcionales.
#########################################################################
#########################################################################
# Simulacio´n de funciones de densidad correlacionadas espacialmente.
# Librerı´as y funciones.
#########################################################################
rm(list=ls())
library(geoR)
library (gstat)
library(MASS)
library(Stem)
library(Rlab)
library(fda)
library(clusterSim)
library(geofd)
source("integral.numerica.R")
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##########################################################################
# Coordenadas
##########################################################################
coordinates<-expand.grid(x= seq(1,5,1), y= seq(1,5,1))
coordinates<-as.matrix(coordinates)
plot(coordinates)
place <- c("Sitio 1", "Sitio 2", "Sitio 3", "Sitio 4", "Sitio 5", "Sitio 6",
"Sitio 7", "Sitio 8", "Sitio 9", "Sitio 10", "Sitio 11", "Sitio 12",
"Sitio 13","Sitio 14", "Sitio 15", "Sitio 16", "Sitio 17", "Sitio 18",
"Sitio 19", "Sitio 20", "Sitio 21", "Sitio 22", "Sitio 23", "Sitio 24",
"Sitio 25")
dimnames(coordinates) <- list(place, NULL)
lplot(coordinates[,1], coordinates[,2], xlab= "x", ylab="y", labels=c(place))
points(1, 3.5, type="o", pch=19, bg=par("bg"), col = "red", cex=1.3)
##########################################################################
# Distancias y matriz de covarianzas (asumiendo un modelo exponencial)
##########################################################################
distance<-dist(coordinates,diag=T,upper=T)
distance<-as.matrix(distance)
covariance<-cov.spatial(distance, cov.model="exponential", cov.pars=c(2,4))
# Gra´fico de la covarianza y del variograma
d=seq(0,10, length=10000)
expo1<-cov.spatial(d, cov.model="exponential", cov.pars=c(2,4))
plot(d,expo1, ylim=c(0,2),main=expression ("Covarianza y semi-variograma"),
ylab="Covarianza/Variograma", xlab="Distancia", type="l", lwd=2)
lines(d,2-expo1, col=2, main=expression ("Exponencial"), ylab="Semivarianza",
xlab="Distancia", type="l", lwd=2, ylim=c(0,3))
##########################################################################
# Simulacio´n de normales con media constante.
# Para cada uno de 25 sitios se tienen 100 datos de normales de media 4 y
# varianza 2
##########################################################################
medias.cte<-rep(4,25)
normal.cte<-mvrnorm(100, medias.cte, covariance)
summary(normal.cte)
minimo=min(normal.cte)
maximo=max(normal.cte)
hist(normal.cte[,1], freq=F, main="Histograma y densidad en el sitio 1",
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xlab="Valores simulados", ylab="Densidades")
lines(density(normal.cte[,1]), col=2)
for (i in 1:25)
{
normal.cte[1,i]=minimo
normal.cte[1,i]=maximo
}
#########################################################################
# Gra´ficos de las densidades
#########################################################################
densidad=density(normal.cte[,1])
plot(density(normal.cte[,1]), main="Simulacio´n de densidades",
xlab="Valores simulados", ylab="Densidad", ylim=c(0,0.4))
for (i in 2:25)
{
lines(density(normal.cte[,i]))
}
#########################################################################
# Valores de las curvas
#########################################################################
filas=length(density(normal.cte[,1])$x)
valx=matrix(0,filas,25)
densidades=matrix(0,filas,25)
for (j in 1:25)
{
valx[,j]=density(normal.cte[,j])$x
densidades[,j]=density(normal.cte[,j])$y
}
par(mfrow=c(1,2))
matplot(valx, densidades, type="l", lty=1, xlab="Valores Simulados",
ylab="Densidad")
argvals=seq(-2, 10, length=dim(densidades)[1])
matplot(argvals, densidades, type="l", lty=1, xlab="Valores Simulados",
ylab="Densidad")
##########################################################################
# Verifiquemos que integran 1.
##########################################################################
densidades
valx
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integrales=NULL
for (i in 1:25)
{
integrales[i]=intgnum(densidades[,i], valx[,i])
}
round(integrales,2) # Todas las curvas integran 1
##########################################################################
# Prediccio´n del logaritmo de las densidades usando la librerı´a geofd.
##########################################################################
coordenadas=coordinates
ldensidades=log(densidades)
matplot(pred$argvals, ldensidades, type="l")
new.coords=matrix(c(1, 3.5), nrow=1)
dista=max(dist(coordenadas))*.8
pred=okfd(new.coords, coords=coordenadas, ldensidades, smooth.type=
"bsplines", nbasis=35, argvals=argvals, lambda=0, cov.model=
"exponential", fix.nugget=TRUE, nugget=0, fix.kappa=TRUE,
kappa=1, max.dist.variogram=5)
plot(pred)
plot(pred$datafd, lty=1, col=8, xlab="Datos simulados", ylab=
"Logaritmo(Densidad)", main="Logaritmo de las densidades")
lines(pred$argvals, pred$krig.new.data, col=1, lwd=2, type="l", lty=1,
main="Prediccio´n", xlab="Dı´a", ylab="Dato")
#########################################################################
# Prediccio´n de funciones de densidad utilizando el predictor 3-13.
#########################################################################
producto=matrix(1, nrow=dim(densidades)[1], ncol=1)
lambdas=pred$functional.kriging.weights # Lambdas
for (i in 1:25)
{
prod=densidades[,i]^lambdas[i]
producto=producto*prod
}
producto
prediccion=producto/(intgnum(producto, pred$argvals))
matplot(pred$argvals, densidades, type="l", lty=1, col=8, xlab="Datos simulados",
ylab="Densidad")
lines(pred$argvals, prediccion, lty=1, col=4, lwd=2)
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#########################################################################
# Validacio´n Cruzada funcional
#########################################################################
prediccionescv=matrix(0,nrow=dim(densidades)[1], ncol=dim(densidades)[2])
for (i in 1:dim(densidades)[2])
{
new.coordscv=matrix(coordenadas[i,], nrow=1)
coordenadascv=coordenadas[-i,]
ldensidadescv=ldensidades[,-i]
densidadescv=densidades[,-i]
pred=okfd(new.coordscv, coords=coordenadascv, ldensidadescv,
smooth.type="bsplines", nbasis=35, argvals=argvals, lambda=0,
cov.model=NULL, fix.nugget=TRUE, nugget=0, fix.kappa=TRUE,
kappa=1, max.dist.variogram=5)
prediccionescv[,i]=pred$krig.new.data
producto=matrix(1, nrow=dim(densidadescv)[1], ncol=1)
lambdas=pred$functional.kriging.weights # Lambdas
for (j in 1:(dim(densidades)[2]-1))
{
prod=densidadescv[,j]^lambdas[j]
producto=producto*prod
}
producto
prediccionescv[,i]=producto/(intgnum(producto, pred$argvals))
}
par(mfrow=c(1,3))
matplot(argvals, densidades, type="l", lty=1, ylim=c(0,.4), col=8,
xlab="Datos simulados", ylab="Densidad")
matplot(argvals, prediccionescv, ylim=c(0,.4), type="l", lty=1,
col=8, xlab="Predicciones", ylab="Densidad")
#Residuales
residuales=densidades-prediccionescv
matplot(argvals, residuales, col=8, type="l", ylim=c(-.09,.09),
lty=1, ylab="Residuales", xlab="Valores simulados")
summary(residuales)
sd(residuales)
mean(residuales)
sd(residuales)/abs(mean(residuales))
range(residuales)
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A.2. Co´digo para modelar un conjunto de densidades de
temperatura ma´xima de enero en 29 estaciones
meteorolo´gicas de Canada´ usando OKFD.
#########################################################################
# Co´digo R ("DensidadesTempMax.R") para llevar a cabo la prediccio´n de
# funciones de densidad correlacionadas espacialmente utilizando el me´todo
# de prediccio´n kriging ordinario para datos funcionales.
#########################################################################
#########################################################################
# Librerı´as y funciones
#########################################################################
rm(list=ls())
library(geoR)
library (gstat)
library(MASS)
library(Stem)
library(Rlab)
library(fda)
library(clusterSim)
library(fda)
library(geofd)
source("integral.numerica.R")
#########################################################################
# Funciones de densidad de temperatura ma´xima.
# Coordenadas y gra´fico.
#########################################################################
coordenadas=read.table("ESTA_TEM_MAX_ENERO.txt", header=T, dec=",")
attach(coordenadas)
coord=as.matrix(coordenadas[,2:3])
plot(coord)
place <- c("Accadia","Alberton","Alma", "Baddeck", "Bridgewater",
"Charlottetown", "Cheticamp", "Doaktown", "Edmunston",
"Gagetown", "Greenwood", "Hamilton", "Ingonish", "Kingston",
"Latuque", "Liverpool", "Maniwaki", "Middle Musquodo",
"Miramichi", "Oromocto", "Parrsboro", "Pugwash", "Rexton",
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"Saint John","Shearwater", "Summerside", "Truro", "Valdor",
"Woodstock")
dimnames(coord) <- list(place,NULL)
lplot(coord[,1],coord[,2], xlab= "Longitud", ylab="Latitud", labels=c(place))
points(-65, 46, type="o", pch=19, bg=par("bg"), col=2, cex=1.3)
#########################################################################
# datos de temperatura ma´xima
#########################################################################
datos=read.table("TEM_MAXIMA_ENERO.txt", header=T, na.strings = "9999", dec=",")
dim(datos)
matplot(datos, type="l", xlab="A~nos - Dı´as",
ylab="Temperatura ma´xima de enero (Grados C)")
hist(datos[,1], freq=FALSE, main="Histograma y densidad de la estacio´n Accadia",
xlab="Temperatura ma´xima", ylab="Densidades")
lines(density(datos[,1]), col=2)
densidad=density(datos[,2],from=-15.2, to=21.4, n=100, na.rm=TRUE)
# Esto es para quitar los valores missing en la estimacio´n de la densidad.
plot(densidad)
#########################################################################
# Gra´fico de las densidades
#########################################################################
densidad=density(datos[,1], from=-15.2, to=21.4, n=100, na.rm=TRUE)
plot(density(datos[,1], from=-15.2, to=21.4, n=100, na.rm=TRUE), main="",
xlab="Temperatura Ma´xima", ylab="Densidad", xlim=c(-20,20),ylim=c(0,0.25))
for (i in 1:28)
{
lines(density(datos[,i], from=-15.2, to=21.4, n=100, na.rm=TRUE))
}
#########################################################################
# Valores de las curvas
#########################################################################
ne=500
valx=matrix(0, nrow=ne, ncol=29)
densidades=matrix(0, nrow=ne, ncol=29)
for (i in 1:29)
{
valx[,i]=density(datos[,i], from=-15.2, to=21.4, n=ne, na.rm=TRUE)$x
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densidades[,i]=density(datos[,i], from=-15.2, to=21.4, n=ne, na.rm=TRUE)$y
}
par(mfrow=c(1,2))
matplot(valx,densidades, type="l", lty=1, xlab="Temperatura Ma´xima",
ylab="Densidad")
matplot(valx, log(densidades), type="l", lty=1, xlab="Temperatura Ma´xima",
ylab="ln(Densidad)")
#########################################################################
# Prediccio´n por OKFD del logaritmo de la densidad
#########################################################################
new.coords=matrix(c(-65, 46), nrow=1)
dista=max(dist(coord))*0.8
pred= okfd(new.coords, coords=coord, log(densidades+0.00001),
smooth.type="bsplines", nbasis=15, argvals=valx[,1],
lambda=0, cov.model=NULL, fix.nugget=FALSE, nugget=0,
fix.kappa=TRUE, kappa=0.5, max.dist.variogram=dista)
plot(pred)
names(pred)
matplot(log(densidades+0.00001), type="l", lty=1, col=8)
lines(pred$krig.new.data, col=4, lwd=2)
pred$functional.kriging.weights
sum(pred$functional.kriging.weights[1:29])
##########################################################################
# Prediccio´n de funciones de densidad utilizando el predictor 3-13.
##########################################################################
producto=matrix(1, nrow=dim(densidades)[1], ncol=1)
lambdas=pred$functional.kriging.weights
for (i in 1:29)
{
prod=densidades[,i]^lambdas[i]
producto=producto*prod
}
producto
producto=ifelse(producto=="NaN",0,producto)
producto=ifelse(producto=="Inf",0,producto)
prediccion=producto/(intgnum(producto, pred$argvals))
matplot(pred$argvals,densidades, type="l", lty=1, col=8,
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xlab="Temperatura Ma´xima", ylab="Densidad")
lines(pred$argvals,prediccion, col=4, lty=1, lwd=2)
##########################################################################
# Verifiquemos que integran 1.
##########################################################################
intpredexp=intgnum(exp(pred$krig.new.data),pred$argvals)
intpredexp # No integra 1
intprod=intgnum(producto,pred$argvals)
intprod # No integra 1
intpred=intgnum(prediccion,pred$argvals)
intpred # Si integra 1.
#########################################################################
# Validacio´n Cruzada funcional
#########################################################################
prediccionescv=matrix(0,nrow=dim(densidades)[1], ncol=dim(densidades)[2])
for(i in 1:29)
{
new.coordscv=matrix(coord[i,], nrow=1)
coordenadascv=coord[-i,]
densidadescv=densidades[,-i]+0.00001
pred= okfd(new.coordscv, coords=coordenadascv, log(densidadescv),
smooth.type="bsplines", nbasis=15,argvals=valx[,1],
lambda=0, cov.model=NULL, fix.nugget=TRUE, nugget=0,
fix.kappa=TRUE, kappa=0.5, max.dist.variogram=15)
plot(pred)
lambdas=pred$functional.kriging.weights
producto=matrix(1, nrow=dim(densidadescv)[1], ncol=1)
for (j in 1:28)
{
prod=densidadescv[,j]^lambdas[j]
producto=producto*prod
}
producto
producto=ifelse(producto=="NaN",0,producto)
producto=ifelse(producto=="Inf",0,producto)
producto
prediccionescv[,i]=producto/(intgnum(producto, pred$argvals))
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plot(pred$argvals,prediccionescv[,i])
}
matplot(pred$argvals, prediccionescv[,-c(15,17,28)], type="l", lty=1,
xlab="Temperatura Ma´xima", ylab="Prediccio´n de la Densidad")
#########################################################################
# Comparaciones de las densidades con las predicciones
#########################################################################
par(mfrow=c(1,3))
matplot(pred$argvals,densidades[,-c(15,17,28)], type="l", lty=1, ylim=c(0,.25),
col=8, main="Densidades originales",xlab="Temperatura Ma´xima",
ylab="Densidad")
matplot(pred$argvals,prediccionescv[,-c(15,17,28)], ylim=c(0,.25),type="l",
lty=1, col=8, main="Predicciones", xlab="Temperatura Ma´xima",
ylab="Prediccio´n de la Densidad")
#Residuales
residuales=densidades[,-c(15,17,28)]-prediccionescv[,-c(15,17,28)]
matplot(pred$argvals, residuales, type="l", lty=1, main="Reciduales",
ylab="Residuales de validacio´n cruzada", xlab="Temperatura Ma´xima")
summary(residuales)
sd(residuales)
mean(residuales)
sd(residuales)/mean(residuales)
range(residuales)
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