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Derivation of matrix product states for the Heisenberg spin chain
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Using the algebraic Bethe ansatz, we derive a matrix product representation of the exact Bethe-
ansatz states of the six-vertex Heisenberg chain (either XXX or XXZ and spin- 1
2
) with open boundary
conditions. In this representation, the components of the Bethe eigenstates are expressed as traces
of products of matrices that act on a tensor product of auxiliary spaces. As compared to the matrix
product states of the same Heisenberg chain but with periodic boundary conditions, the dimension
of the exact auxiliary matrices is enlarged as if the conserved number of spin-flips considered would
have been doubled. This result is generic for any non-nested integrable model, as is clear from
our derivation, and we further show this by providing an additional example of the same matrix
product state construction for a well known model of a gas of interacting bosons. Counterintuitively,
the matrices do not depend on the spatial coordinate despite the open boundaries, and thus they
suggest generic ways of exploiting (emergent) translational invariance both for finite size and in the
thermodynamic limit.
I. BACKGROUND AND MOTIVATION
Spin models are the simplest representation for the de-
scription of magnetic materials, and for a long time they
have played a central role in the study of the statisti-
cal and thermodynamical properties of that important
class of systems. Chains of spins are used to study the
one-dimensional case, which is relatively simple for clas-
sical spins but it already shows a rich algebraic struc-
ture when quantum spins, obeying a Heisenberg algebra,
are introduced. The simplest of quantum spin chains,
the XXX spin- 12 Heisenberg model, is the one that was
famously solved by Bethe in his 1931 landmark paper
in which he introduces the key ideas that were eventu-
ally generalized into what is now known as the Bethe
Ansatz [1] —a method of choice for the study of low-
dimensional integrable systems. The introduction of ax-
ial anisotropy, breaking the full rotational symmetry in
spin space, yields the so-called XXZ Heisenberg model.
Remarkably, it can be seen via a standard quantum-
classical correspondence that these spin chains are equiv-
alent, for the case of spin- 12 , to a so-called six-vertex
model —the two-dimensional generalization of a model
used to study the phases of water ice [2, 3] (notice it was
put forward at about the same time as when Bethe was
working on magnetism). Each oxygen in the ice crystal is
surrounded by four other oxygen atoms in a tetrahedral
configuration, and the four intervening hydrogen bonds
are such that while two protons are strongly connected to
that oxygen, the other two are weakly so. That way each
individual-oxygen environment resembles the configura-
tion of a water molecule. A planar model of this on a
square lattice, sometimes referred to as square ice, was fa-
mously studied using Bethe’s ansatz by Lieb [4, 5], gener-
alized by Sutherland [6], and further generalized by Bax-
ter (who also extended the solution to eight-vertex con-
figurations, which are equivalent to the fully anisotropic
XYZ chain), and it serves as a cornerstone for the theory
of integrable systems [7].
Despite the integrability of these systems, some aspects
of their physics, for example the spin-spin correlations
and dynamical properties, can be notoriously difficult to
compute. Moreover, the physically motivated introduc-
tion of variants in the models will most often spoil their
integrability. There is thus a clear need for computa-
tional methods that can enhance our calculation abili-
ties for these systems and build on the integrable cases
as test benches. In the case of spin chains and planar
ice-type models, a momentous advance took place in the
1990s with the development of the density matrix renor-
malization group (DMRG) [8, 9] and the related (cor-
ner) transfer-matrix renormalization group ((C)TMRG)
[10]. The great accuracy and versatility of these algo-
rithms triggered a large amount of activity, not only
in terms of applications but also to understand better
the foundations of their remarkable performance. Some
of the latter activity and insights came from the anal-
ysis of DMRG and (C)TMRG from the modern point
of view of entanglement and quantum information the-
ory. It was first pointed out that these methods can be
reinterpreted variationally as optimizations in a space of
matrix products [11]. Thus, in recent years, such matrix
product states (MPSs) have attracted a renewed interest
in both fields of quantum statistical physics and quan-
tum information science [12–15]. It was already known
by then that for the case of the Affleck-Kennedy-Lieb-
Tasaki (AKLT) model [16], the exact ground state can be
written as a MPS, but the more intricate connection be-
tween MPS and Bethe-ansatz integrable models had not
yet been developed. Independently of that, the connec-
tion between MPS methods and DMRG has since been
firmly established and led to practical advances [17, 18].
Furthermore, MPSs are seen as essential tools for the
modern and expanding field of tensor networks [19].
More recently, a matrix product ansatz proposed by
Alcaraz and Lazo [20, 21] gave the exact eigenstates of
integrable spin chains expressed as MPSs. At roughly
the same time, a MPS for the so-called asymmetric ex-
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FIG. 1. Example of a typical MPS coefficient generated by an iterative singular-value decomposition. In the generic case of all
non-zero singular values, the Aσii matrix sizes telescope as (1× d), (d× d
2), . . . , (d[L/2] × d[L/2]), . . . , (d2 × d), (d× 1); where at
the center of the chain there will be one single square matrix if the number of sites, L, is odd or a pair of matrices of transposed
dimensions if L is even [17] (the square brackets denote the integer-part of L/2). Here d is the dimension of the local Hilbert
space for each lattice site, —we have d = 2 for the case of the spin- 1
2
chains that we study and as depicted in the figure. The
dashed matrix in the center represents the product of all the central matrices that, in principle, telescope to very large sizes.
In practical implementations these need to be truncated and are replaced by uniformly square matrices of size D ×D, where
D is called the bond dimension. This makes the practical OBC-MPS ansatz in the bulk of the chain look similar to that one
used for PBC discussed in the text.
clusion process (ASEP) was derived from the algebraic
Bethe ansatz1 (ABA) [25] —which is an elegant method
for solving the eigenvalue problem of quantum integrable
models developed in the late 1970s [26, 27]. Along the
same lines as for the ASEP case, a MPS form for the
eigenstates of the six-vertex spin chain (referring indis-
tinguishably to the XXX or XXZ cases and spin- 12 ) was
derived using the ABA [28], and the authors also showed
that the MPSs they obtained were equivalent to those
proposed by Alcaraz and Lazo. Using similar ideas, the
same authors derived a continuous matrix product state
(cMPS) for the Lieb-Liniger model (i.e. a gas of bosons
interacting via a short-range contact potential [29]) from
the ABA [30]. For all these works about the ASEP,
the integrable spin chains, and the Lieb-Liniger model,
only periodic boundary conditions (PBC) were consid-
ered. Until now, there was no similar work extending
those results to the ubiquitous case of open boundary
conditions (OBC).
The importance of boundary conditions, however,
should not be overlooked. First, the meanings of the
boundary conditions for the spin chain and for the related
vertex model need to be differentiated. This is especially
true since in the case of the six-vertex ice model, it has
been pointed out that, counterintuitively, the bulk free
energy can depend on the boundary conditions [31–33]
—this, of course, requires the use of special fixed bound-
1 Notice that direct studies using matrix formulations but no Bethe
Ansatz predate this, e.g. [22], and continue largely in parallel
with occasional connections; for recent examples, see Refs. 23
and 24.
ary conditions, such as the so called domain-wall bound-
ary conditions (DWBC); the non-fixed common choices
of open and periodic conditions are indeed equivalent in
the thermodynamic limit [34]. Within the ABA construc-
tion, the six-vertex Heisenberg spin chain with PBC is
mapped into a six-vertex ice-type model in the space of
monodromies with fixed boundary conditions (in partic-
ular, DWBC are relevant [28]). So the boundary condi-
tions of the spin chain and of the related vertex model
are different. If one is instead interested in having OBC
for the spin chain, the space of monodromies is different
and has a rather more complicated structure —we shall
be discussing it in detail below during our calculation.
This takes us to a second point: what is the motivation
for considering OBC? The answer comes from an inter-
est in the properties of the DMRG algorithm as applied
to spin chains. It was observed early on that the ac-
curacy and speed of convergence of DMRG were much
better in the case of OBC as compared with PBC. It was
subsequently understood that the root cause of this is
the structure of the MPSs generated by the algorithm.
These have the form
∑
{σ} A
σ1
1 · · ·AσLL |σ1 . . . σL〉, where
the matrices are in general rectangular and telescope
both ways in size so that their product is ultimately a
scalar quantity (for more details see Fig. 1). Without
truncation of the matrix sizes, this can in principle rep-
resent any arbitrary quantum state. With truncation,
it works well for OBC, but it has the problem that the
first-few and last-few matrices are too restricted to fully
capture the entanglement between the first-few and last-
few spins —which with PBC is large since they actually
become close neighbors by virtue of closing the chain
on itself. The exact construction overcomes this prob-
3lem by allowing exponentially large (in the number of
sites) matrices for the central portion of the chain, but
that is computationally impracticable. Thus, in the PBC
case, it is more natural to postulate MPSs of the form∑
{σ} Tr [A
σ1
1 · · ·AσLL ] |σ1 . . . σL〉, where all the matrices
can now be taken to be square and equal in size. The
effect of truncating the matrices is now distributed uni-
formly along the chain and is less detrimental. It was
indeed shown that, in a variational MPS-based reformu-
lation of DMRG, the algorithmic performance with either
type of boundary conditions becomes comparable if the
matching type of MPS is used [35]. Interestingly, the
ABA construction of MPSs for the periodic six-vertex
spin chain naturally gives a traced-product of matrices
in auxiliary space. The study of what happens for the
open six-vertex spin chain will be the main focus of the
present work.
In this paper, we shall construct MPSs for the six-
vertex Heisenberg spin chain with OBC by using the
ABA. For the MPSs of ditto system but with PBC [28],
the dimension of the matrices is 2n, where n is the num-
ber of spin-flips present in the state. For OBC, we shall
see that one cannot construct a MPS with the dimension
of the matrices being 2n, but one can obtain a MPS with
matrices of dimension 22n instead. The matrices of the
MPS will not be given in closed form, but they can be ob-
tained for any case of interest by using a set of recursion
relations that will be derived. We shall also extend the
same ideas to construct a MPS for a lattice-regularized
version of the Lieb-Liniger model with OBC. To obtain a
closed-form cMPS similar to the one in [36] for the Lieb-
Liniger model with OBC, one has to solve explicitly the
recursion relations of the matrices, which shall remain as
an open problem.
The paper is outlined as follows. In section II, we
present the ABA method for solving the eigenvalue prob-
lem of the six-vertex spin chain with OBC. In section III,
we derive the MPS representations for the Bethe eigen-
states from the ABA. In section IV, we conlcude and
summarize our work. The MPS representations for a
lattice-regularized version of the Lieb-Liniger model with
OBC are given in appendix A.
II. ALGEBRAIC BETHE ANSATZ FOR THE
SIX-VERTEX SPIN CHAIN WITH OBC
The six-vertex Heisenberg spin chain with OBC is de-
scribed by the following Hamiltonian:
H =
L−1∑
i=1
{
σxi σ
x
i+1 + σ
y
i σ
y
i+1 +∆(σ
z
i σ
z
i+1 − 1)
}−∆ , (1)
where L denotes the total number of sites, σαi (with α =
x, y, z) are the Pauli matrices for the spin on the ith
site, and ∆ is the anisotropy parameter (which is 1 for
the XXX case). The eigenstates of this model can be
constructed using the ABA [26, 27]; we shall now briefly
outline this construction. The central object of the ABA
is the quantum R-matrix which is the solution of the
Yang-Baxter equation,
Rab(λ− λ′)Rac(λ)Rbc(λ′) = Rbc(λ′)Rac(λ)Rab(λ − λ′) .
For the six-vertex spin chain, the R-matrix acting on the
space Va ⊗ Vb has only six non-zero entries and is given
by
Rab(λ) =


1 0 0 0
0 sinhλsinh(λ+η)
sinh η
sinh(λ+η) 0
0 sinh ηsinh(λ+η)
sinhλ
sinh(λ+η) 0
0 0 0 1


ab
, (2)
where η is defined by ∆ = cosh η (notice that the limit
η → 0 for the R-matrix is not well posed within the
parametrization we are using for the ABA construction,
and that case is better handled separately,2 although
all the formal constructs are parallel to the XXZ case).
Next, we introduce the quantum L-operator represented
by a matrix acting on the tensor product of two two-
dimensional vector spaces V0 ⊗ Vi. The two-dimensional
auxiliary space is denoted by V0 (or also Va or Vb when
we need two of them below), and the physical Hilbert
space at the ith site is denoted by Vi. For the Heisenberg
spin- 12 chain we have
L0i(λ) = R0i(λ− η
2
) . (3)
The following intertwining relation can be shown as a
direct consequence of the Yang-Baxter equation
Rab(λ− µ)Lai(λ)Lbi(µ) = Lbi(µ)Lai(λ)Rab(λ− µ) . (4)
Here, Rab acts on the space Va ⊗ Vb, and Lai acts on
Va ⊗ Vi. Va and Vb are auxiliary spaces, and Vi is the
physical space at site i.
The construction so far did not involve the boundary
conditions, but let us now focus on the OBC case. Fol-
lowing Sklyanin, we can consider a looped monodromy
matrix [37]
T0(λ) = L01(λ) · · ·L0L(λ)L0L(λ) · · ·L01(λ) . (5)
In the space V0, the monodromy matrix can be repre-
sented as a 2× 2 matrix
T0(λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
0
, (6)
where the matrix elements A(λ), B(λ), C(λ) and D(λ)
are themselves operators acting on the total Hilbert space
2 The R-matrix for the XXX case is rational instead of trigono-
metric and is given by the same expression with the replacement
sinh(λ) → λ everywhere and the limit substitution η → 0 + i.
Alternatively, one can rescale λ → λǫ and substitute η → iǫ and
then take the ǫ → 0 limit (so that ∆ → 1).
4of the chain V1 ⊗ V2 ⊗ · · · ⊗ VL. Using Eq. (4), we can
obtain the following relation for the monodromy matrix
Rab(λ − µ)Ta(λ)Rab(λ+ µ− η)Tb(µ) =
Tb(µ)Rab(λ+ µ− η)Ta(λ)Rab(λ− µ) . (7)
The commutation relations among A, B, C and D can
be obtained from this relation.
Taking the trace of the monodromy matrix over V0, we
obtain a one-parameter family of transfer matrices acting
on the total physical Hilbert space V1 ⊗ V2 ⊗ · · · ⊗ VL:
t(λ) = TrV0T0(λ) = A(λ) +D(λ) . (8)
One can show that [t(λ), t(µ)] = 0 [37]. Furthermore,
the Hamiltonian can be recovered from the logarithmic
derivative of t(λ)
H = sinh η
[
∂
∂λ
log t(λ)
]
λ=η/2
. (9)
Since the Hamiltonian commutes with the monodromy
matrix, we can construct simultaneous eigenstates of
both H and t(λ). Such an eigenstate of t(λ) is given
by
|λ1, λ2, · · · , λn〉 = B(λ1)B(λ2) · · ·B(λn) |ω〉 , (10)
where |ω〉 denotes the standard reference ferromagnetic
state, i.e. |ω〉 = |↑〉1 |↑〉2 · · · |↑〉L, and n denotes the num-
ber of down spins. We call the above state a Bethe state.
Since one can show from Eq. (7) that the B(λi)’s com-
mute with each other, this state is invariant under per-
mutations of λi’s. The latter have to be non-repeating
and obey the OBC Bethe ansatz equations, which are
given by
n∏
j=1
j 6=i
sinh(λi + λj + η) sinh(λi − λj + η)
sinh(λi + λj − η) sinh(λi − λj − η) =
cosh2(λi − η2 ) sinh2L(λi + η2 )
cosh2(λi +
η
2 ) sinh
2L(λi − η2 )
,
i = 1, 2, . . . n . (11)
The eigenenergy corresponding to |λ1, λ2, · · · , λn〉 is
given by
E(λ1, λ2, · · · , λn) =
n∑
i=1
2 sinh2(η)
sinh(λi +
η
2 ) sinh(λi − η2 )
−∆ .
(12)
III. EXACT MATRIX PRODUCT STATES FOR
THE SIX-VERTEX SPIN CHAIN WITH OBC
In the previous section, we outlined the construction
of the eigenstates of H using the ABA. In this section,
we derive MPS representations for those eigenstates.
Using
B(λ) = 0〈↑|T0(λ) |↓〉0 , (13)
we can write
|λ1, λ2, · · · , λn〉 = n¯〈↑| · · · 2¯〈↑| 1¯〈↑| ·
Tn¯(λn) · · ·T2¯(λ2)T1¯(λ1) · |↓〉n¯ · · · |↓〉2¯ |↓〉1¯ · |ω〉 . (14)
To derive a MPS for this Bethe state, we need to reorga-
nize the L-operators in that product of monodromy ma-
trices. All of those belonging to the same physical Hilbert
space should be brought together. Let us illustrate this
by a simple example with L = 2, n = 2 and PBC. We
have T2¯T1¯ = (L2¯1L2¯2) · (L1¯1L1¯2), of which the spectral
parameters are omitted for brevity. Then we can easily
reorder them to obtain T2¯T1¯ = (L2¯1L1¯1) · (L2¯2L1¯2). This
was a crucial step to derive a MPS for the Heisenberg
spin chain with PBC [28]. For the same example but with
OBC, we have T2¯T1¯ = (L2¯1L2¯2L2¯2L2¯1) · (L1¯1L1¯2L1¯2L1¯1)
and it is clear that we cannot put the L-operators with
the same physical-space subscript (say 1 or 2 in this ex-
ample) together by means of a simple reordering.
To overcome this difficulty, we rewrite Eq. (14) as
|λ1, λ2, · · · , λn〉 = [TrVn¯(Qn¯Tn¯(λn))] · · ·
[TrV2¯(Q2¯T2¯(λ2))][TrV1¯(Q1¯T1¯(λ1))] |ω〉 , (15)
where we introduced the definition
Qi¯ = |↓〉¯i · i¯〈↑| =
(
0 0
1 0
)
i¯
. (16)
Now we focus on the structure of an individual OBC
looped monodromy matrix, Ti¯(λi), as given in Eq. (5).
What we need to do is to change (Li¯1 · · ·Li¯L) ·
(Li¯L · · ·Li¯1) to something similar to (Li¯1 · · ·Li¯L) ·
(Li¯1 · · ·Li¯L). To achieve this, we denote
Li¯1(λi) · · ·Li¯L(λi) =
(
E F
G H
)
i¯
≡Mi¯ , (17)
where E, F , G and H are matrices acting on the total
Hilbert space V1⊗V2⊗· · ·⊗VL. We also similarly denote
Li¯L(λi) · · ·Li¯1(λi) =
(
U V
X Y
)
i¯
≡ Ni¯ . (18)
Next we introduce an additional auxiliary space V
¯
i and
we want to find a 4× 4 matrix Qi¯
¯
i such that
TrVi¯(Qi¯Ti¯(λi)) = TrVi¯(Qi¯Mi¯Ni¯)
= TrVi¯⊗V
¯
i
(Mi¯N
t
¯
i
¯
i Qi¯
¯
i) , (19)
where the superscript t
¯
i in N
t
¯
i
¯
i means the transpose of
matrix N in the new auxiliary space only. A graphical
representation of this procedure is given in Fig. 2 follow-
ing the minimalistic style common in the Bethe-ansatz
literature (tensor-network style representations of the full
5i¯
12· · ·L
Q˜
i¯
¯
i
1 2 · · · L
FIG. 2. Schematic depiction of the traced looped monodromy
matrix used to define the transfer matrix in the formulation
of ABA with OBC. The vertical lines indicate the local phys-
ical Hilbert spaces for the different spins along the chain and
are labeled with the site index. The thicker horizontal line
correspond to the auxiliary space used in the definition of the
monodromy matrix, the ending dots are the points contracted
when tracing over the auxiliary space to obtain the transfer
matrix. Each crossing of a physical and an auxiliary space cor-
responds to an L-operator insertion, and the adjoining lines
correspond to the respective index contractions. The first
drawing (top) depicts the standard formulation using a single
auxiliary space. The second drawing (bottom) shows how the
vertical lines can be made into straight lines by spitting the
auxiliary space into two also straight lines and reversing the
order of the products in the lower one via matrix transpo-
sitions. The two-auxiliary-space formulation connects to the
one-auxiliary-space one via the identification of a tensor Q˜
(green box) that merges the two spaces, see Eq. (21), in a
way that naturally connects with the tracing procedure. The
matrix Q was not included in the graphical representation; it
can be added when closing the trace and combined with Q˜
into Q; cf. Figs. 3 and 4.
construction will be given in Sec. IV). One can easily find
that such a Qi¯
¯
i is given by
Qi¯
¯
i = Q˜i¯
¯
i · (Qi¯ ⊗ I
¯
i) , (20)
where
Q˜i¯
¯
i =


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1


i¯
¯
i
(21)
and the subscript of the right-hand side matrix means
that it is written in the space Vi¯ ⊗ V
¯
i. Such a matrix
appeared before in the ABA context for systems mixing
particle and antiparticle representations [38–40]. Using
this we have
TrVi¯(Qi¯Ti¯(λi)) = TrVi¯⊗V
¯
i
[Li¯1(λi) · · ·Li¯L(λi) ·
L
t
¯
i
¯
i1(λi) · · ·L
t
¯
i
¯
iL(λi) · Qi¯
¯
i] . (22)
If we denote
Li(λ1, · · · , λn) = [Ln¯i(λn)Lt¯n
¯
ni(λn)] · · ·
[L2¯i(λ2)L
t
¯
2
¯
2i(λ2)][L1¯i(λ1)L
t
¯
1
¯
1i(λ1)] , (23)
then Eq. (14) becomes
|λ1, λ2, · · · , λn〉 = Tr(V¯⊗
¯
V )⊗n{[L1(λ1, · · · , λn) |↑〉1] · · ·
[LL(λ1, · · · , λn) |↑〉L] · (Qn¯¯n · · · Q2¯¯2Q1¯¯1)} , (24)
where (V¯ ⊗
¯
V )⊗n means the Hilbert space Vn¯⊗V
¯
n⊗· · ·⊗
V2¯ ⊗ V
¯
2 ⊗ V1¯ ⊗ V
¯
1.
It is convenient to introduce two matrices, Dn and Cn,
defined via
Li(λ1, · · · , λn) |↑〉i =
Dn(λ1, · · · , λn) |↑〉i + Cn(λ1, · · · , λn) |↓〉i , (25)
and one should keep in mind thatDn and Cn are 2
2n×22n
matrices acting on the space Vn¯ ⊗ V
¯
n ⊗ · · · ⊗ V2¯ ⊗ V
¯
2 ⊗
V1¯ ⊗ V
¯
1. Adopting the usual notations
b(λ) ≡ sinh(λ−
η
2 )
sinh(λ+ η2 )
and c(λ) ≡ sinh(η)
sinh(λ+ η2 )
, (26)
one can easily obtain
D1(λ1) =


1 0 0 0
0 b(λ1) 0 0
0 0 b(λ1) 0
c(λ1)
2 0 0 b(λ1)
2


1¯
¯
1
(27)
and
C1(λ1) =


0 0 c(λ1) 0
b(λ1)c(λ1) 0 0 b(λ1)c(λ1)
0 0 0 0
0 0 c(λ1) 0


1¯
¯
1
. (28)
For n > 1, recursion relations between Dn+1, Cn+1
and Dn, Cn can be found as follows. Starting from
the recursion Li(λ1, · · · , λn, λn+1) = L(n+1)i(λn+1) ·
L
t(n+1)
(n+1)i(λn+1)Li(λ1, · · · , λn), we can introduce Dn and
Cn, and derive expressions for Dn+1 and Cn+1. These
are given by
6Dn+1 =


1 0 0 0
0 bn+1 0 0
0 0 bn+1 0
c2n+1 0 0 b
2
n+1


(n+1)(n+1)
⊗Dn+


0 cn+1 0 0
0 0 0 0
bn+1cn+1 0 0 bn+1cn+1
0 cn+1 0 0


(n+1)(n+1)
⊗ Cn , (29)
and
Cn+1 =


b2n+1 0 0 c
2
n+1
0 bn+1 0 0
0 0 bn+1 0
0 0 0 1


(n+1)(n+1)
⊗ Cn+


0 0 cn+1 0
bn+1cn+1 0 0 bn+1cn+1
0 0 0 0
0 0 cn+1 0


(n+1)(n+1)
⊗Dn , (30)
where bn+1, cn+1 are shorthand notations for b(λn+1),
and c(λn+1), respectively.
Using the above definitions one can, after a little al-
gebra, achieve the goal of rewriting the Bethe state
|λ1, λ2, · · · , λn〉 as a MPS involving a trace over all the
auxiliary spaces:
|λ1, λ2, · · · , λn〉 =
∑
{x1,x2,··· ,xn}
Tr(V¯⊗
¯
V )⊗n
[
(Dn)
x1−1 ·
Cn (Dn)
x2−x1−1 Cn · · · (Dn)xn−xn−1−1 Cn ·
(Dn)
L−xn Qn
]
· |x1, x2, · · · , xn〉 , (31)
where
Qn = Qn¯
¯
n ⊗ · · · ⊗ Q2¯
¯
2 ⊗Q1¯
¯
1 , (32)
and |x1, x2, · · · , xn〉, with 1 ≤ x1 < x2 < · · · < xn ≤ L,
denotes the configuration with down spins at those (lat-
tice) locations; —remember that n is the total number
of down spins.
Remarkably, the MPSs obtained from ABA with OBC
have the same form as the ones commonly postulated
for the PBC case (ABA with PBC was giving the same
structure, but it was as expected in that case [28]).
The correspondence is given by identifying the matri-
ces Aσi=↑i = Dn and A
σi=↓
i = Cn, notice there is no
dependence on the site index i, a kind of translational
invariance. Of course, the appearance of the matrix Qn
is an additional feature that alters the translational in-
variance of the ansatz (for PBC, it was actually used
to fix the lattice-momentum of the state [20]). With
OBC, the location of Qn inside the trace indicates the
location of the boundary, and one could also embed ad-
ditional information on it to describe, for example, the
presence of an impurity or a change of boundary condi-
tions, (cf. Ref. 41 for that kind of use but with PBC). In
Eq. (24), Qn serves as a projector into the subspace with
a fixed number of spin flips, n, but that has already been
taken care of explicitly in the summation of Eq. (31).
In either case, Qn has still the additional algebraic pur-
pose of switching the horizontal boundary conditions of
the ABA-generated six-vertex model into DWBC. The
import of this is better illustrated by a specific example.
A. A simple numerical example
Let us consider the simplest non-trivial example to il-
lustrate the way our MPS construction works. For the
Hamiltonian in Eq. (1), we choose L = 3 and only one
down spin. The dimension of the Hilbert space is thus
3. For such a small system, by direct calculation one
can obtain the eigenenergies, Ei, and the corresponding
(non-normalized) eigenstates, |φi〉, rather easily:
1. E1 = −3∆ with |φ1〉 = |↑〉1 |↑〉2 |↓〉3 − |↓〉1 |↑〉2 |↑〉3,
2. E2 = −4∆+
√
∆2 + 8 with |φ2〉 = |↑〉1 |↑〉2 |↓〉3 +
1
2 (
√
∆2 + 8−∆) |↑〉1 |↓〉2 |↑〉3 + |↓〉1 |↑〉2 |↑〉3,
3. E3 = −4∆−
√
∆2 + 8 with |φ3〉 = |↑〉1 |↑〉2 |↓〉3 −
1
2 (
√
∆2 + 8 +∆) |↑〉1 |↓〉2 |↑〉3 + |↓〉1 |↑〉2 |↑〉3.
Next, we solve the same eigenvalue problem by the
Bethe ansatz and use the MPS formulas we derived
above. To be specific, let us choose ∆ = 2, and
then η ≈ 1.317. Solving Eq. (11), we obtain three
possible solutions λ
(1)
1 = ipi/2, or λ
(2)
1 ≈ i0.3747, or
λ
(3)
1 ≈ −0.831 + ipi/2. Then it is very easy to check
that Eq. (12) exactly recovers the three energies found
by exact diagonalization. Further, one can use Eq. (31)
to get an expression for the corresponding eigenstates:
|λ(i)1 〉 = 2b2(λ(i)1 ) |↑〉1 |↑〉2 |↓〉3 + b(λ(i)1 )
[
1 + b2(λ
(i)
1 ) +
c2(λ
(i)
1 )
]
|↑〉1 |↓〉2 |↑〉3 +
[
1 + c2(λ
(i)
1 ) + b
2(λ
(i)
1 )c
2(λ
(i)
1 ) +
b4(λ
(i)
1 )
]
|↓〉1 |↑〉2 |↑〉3; which, as can be seen by simple
evaluation, are in agreement (up to normalization) with
the |φi〉 found directly. Of course, these eigenstates need
not be and are not translationally invariant. One would
expect that removing the matrix Qn from the expression
for the eigenstates will restore that invariance (and be
unphysical), but the effect is actually more dramatic and
they all become null vectors (i.e., invalid eigenstates).
Repeating this exercise but for PBC, one finds trans-
lationally invariant eigenstates that are in agreement be-
tween exact diagonalization and the Bethe ansatz. Once
again, removing the matrix Qn from the ABA expression
for the eigenstates will turn them all into null vectors.
This suggests, as we discuss below, that any practical
MPS ansatz should incorporate as an element the corre-
late of Qn.
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¯
2
¯
2L
L2¯L
...
L
t
¯
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¯
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· · ·
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· · ·
· · ·
· · ·
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¯
1
¯
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L
t
¯
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¯
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...
L
t
¯
n
¯
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|↑〉1
L
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¯
1
¯
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L1¯1
L
t
¯
2
¯
21
L2¯1
...
L
t
¯
n
¯
n1
Ln¯1
Q1¯
Q2¯
Qn¯
FIG. 3. Schematic depiction of the tensor-network struc-
ture underlying the ABA construction of exact eigenstates for
the six-vertex Heisenberg spin chain with OBC. The different
nodes are labeled using the same notation as in the text. The
vertical tensor contraction along each column of the network
bracketed with 〈σi| gives the matrices A
σi
i that enter into the
MPS rewriting of the eigenstates (i.e., Cn and Dn). The hor-
izontal dimension corresponds to the auxiliary space(s) of the
ABA and also of the MPS construction —the so-called bond
dimension. Those horizontal bonds are eventually all traced
out, but in an unusual way due to the introduction of the
matrix Q˜. The remaining piece of the Q-matrix sits on the
left-most column, is built as a pure tensor product and has
the combined functions of projector into the given number
of excitations (n) and boundary-condition-changing operator
imposing DWBC in the auxiliary space.
IV. DISCUSSION AND CONCLUSIONS
As already mentioned, looking at Eq. (31) one finds
that the MPS with OBC that we derived here is different
from the one discussed in the current tensor-network lit-
erature, and it is closer instead to the one discussed for
PBC [17]. The ABA-generated tensor-network structure
that we found for OBC is illustrated in Fig. 3. This has a
more complicated but essentially similar global structure
to that found for the PBC case. The latter was already
derived elsewhere by an explicit ABA construction [28],
and it is provided for comparison in Fig. 4.
The natural tensor-network construction emanating
from ABA [42] does not fit either of the standard MPS
ansa¨tze for open or periodic boundaries that we re-
viewed in Sec. I. Going beyond finite-system-size calcu-
lations and motivated by the infinite-system-size limit,
one knows that the bulk physics does not depend on the
boundary conditions and one should be able to reach the
same so-called infinite-MPS (iMPS) or infinite-DMRG
(iDMRG) [43, 44] construction starting from either; —
though the original DMRG work by White already ex-
plored the infinite-size limit, these ideas were first put to
use in tensor-network language exploiting translational
invariance in the work on (infinite) time evolving block
decimation ((i)TEBD) [45, 46]. Focusing on the common
global structure of our OBC and the PBC Bethe states
after casting them into traced matrix-product forms, we
propose the following unified practical MPS ansatz:
|MPS〉 =
∑
{σ}
Tr [Aσ11 · · ·AσLL Qr] |σ1 . . . σL〉 , (33)
where the Aσii are D × D variational matrices. Notice
that from the ABA we find Aσi = A
σ
j ∀i, j and indepen-
dently of the size of the system. We thus have the usual
site independence of the A-matrices in the spirit of iMPS
but without needing to invoke translational invariance.
In contradistinction with the practice in the literature,
ABA prompts the inclusion of an additional matrix into
the ansatz that is also taken as a variational parameter
|↑〉L
L1¯L
L2¯L
...
Ln¯L
· · ·
· · ·
· · ·
· · ·
|↑〉2
L1¯2
L2¯2
...
Ln¯2
|↑〉1
L1¯1
L2¯1
...
Ln¯1
Q1¯
Q2¯
Qn¯
FIG. 4. Another schematic depiction of a tensor-network
structure for the six-vertex Heisenberg spin chain but this
time for PBC. The different nodes are labeled, mutatis mu-
tandis, using a similar notation as in the text. The ABA
construction is simpler in this case and the auxiliary or bond
dimension is traced out in the conventional way. Notice one
still finds a Q-matrix, the leftmost column in the network,
that fixes the excitation number and modifies the horizontal
boundary conditions of the ABA six-vertex construct.
8(for a total of d+ 1 variational matrices). We introduce
the integer index r = 0, 1 which we call the rank index of
the ansatz, and we consider it also a variational param-
eter. Rank zero is equivalent to not having Q and falls
back into the standard iMPS structure. Rank one can
be distinctively different and we posit it as the generic
choice for Bethe-ansatz-integrable systems.
While the A-matrices are taken as unrestricted, we ex-
pect from the ABA-based derivations that Q is nilpo-
tent, i.e. Q2 = 0 —though it could be generalized to
higher degrees of nilpotency. This can be achieved by
the introduction of a generic Jordan form [47], which
can serve the dual purpose of fixing an arbitrary gauge-
like degree of freedom typical of this kind of traced ma-
trix products. Another alternative way of handling the
nilpotency constraint is motivated by a parametrization
used for MPS-DMRG with OBC in which boundary vec-
tors are introduced into the ansatz for the state com-
ponents: 〈α|Aσ11 · · ·AσLL |β〉 = Tr [Aσ11 · · ·AσLL · (|β〉 〈α|)].
This parametrization can be interpreted in the frame-
work of Fig. 1 by taking all the telescoping matrices at
either end of the chain and considering their product as
defining the boundary vectors (which could be found, for
instance, using exact diagonalization, cf. [48]; this point
of view also resembles, but is different in spirit from,
the idea of infinite boundary conditions for the iMPS
ansatz [49]). Pictorially,
〈α| (Aσ · · ·Aσ′) |β〉
so that Q ≡ |β〉 〈α| is given by the outer product of two
variational vectors, and its nilpotency is equivalent to
requesting those vectors to be orthogonal, —which is the
case in the ABA constructions and in practice can be
easily achieved by a Gram-Schmidt procedure.
Some forward-looking considerations might help put
our results in perspective and provide some open-ended
prospects for future research. In the case of the six-vertex
spin chain, we expect due to the ABA construction that
a rank-1 iMPS ansatz would be the better choice (in the
large-L limit and at constant bond dimension, otherwise
a rank-0 ansatz can be rewritten as a rank-zero one by in-
creasing D → LD and introducing an appropriate block
structure). A natural model to numerically test the dif-
ferences between the two ranks could be, for example, the
bilinear-biquadratic spin-1 chain or its extensions [50–
53]. Its AKLT point [16] in the interior of the Haldane
phase would most likely be better described by a rank-
zero ansatz; while its integrable point, the Tahkhtajan-
Babudjian point [54, 55], at the interface between the
Haldane and the dimer phases would likely call for a
rank-one ansatz, (and similarly for the Lai-Sutherland
point [56, 57], on the other end of the Haldane phase at
the interface with the trimer phase, which has SU(3) sym-
metry and can be solved via a nested ABA). The rank
index that we introduced might vary with the gapped
versus gapless, or even integrable or topological charac-
ter of the different phases, a hypothesis that can be first
tested numerically and points to an interesting direction
for further studies.3 Another ground for further explo-
ration would be in the context of continuum models. Us-
ing the same ideas as above, we can obtain a MPS for
a lattice-regularized version of an interacting gas model
with OBC; the example of a single-component Bose gas
is given in the appendix.
In conclusion, we have derived the MPS representa-
tion of the Bethe states for the six-vertex Heisenberg spin
chain with OBC. We find important similarities and dif-
ferences with the various MPSs discussed in the tensor-
networks literature for both open and periodic boundary
conditions. In particular, our results clarify the condi-
tions for the implementation of iMPS and prove that
such an approach can address directly the thermody-
namic limit in a unified way for both PBC and OBC.
Our construction is rather generic and can be applied to
other integrable models solvable via the standard ABA.
Moreover, following the general construction by Sklyanin
[37] or other more recent developments [60], one can
have also boundary scattering matrices factored into the
looped monodromy matrix of the system and thus in-
corporate the effects of more general boundaries that
include, for example, the effects of arbitrarily oriented
boundary fields. This technical progress goes hand in
hand with new physical insights. The unified ansatz for
OBC/PBC reveals how to apply the physically motivated
notion of (local) symmetry under translations regardless
of the boundary conditions, thus indicating the proper
way of considering the infinite-size limit within an MPS-
type ansatz, like iMPS, but in a way that is, remark-
ably, also valid for finite-size systems and can more nat-
urally be combined with finite-size scaling. In doing so,
our results also justify how to incorporate boundary de-
grees of freedom and how their influence on the bulk can
be computed (effects such as Friedel oscillations, etc.).
Since the MPS matrices can be taken to be always the
same, in particular at the boundary sites where we have
3 There are known properties that differentiate integrable from
non-integrable systems. Like the statistics of energy level spac-
ings [58] or certain related transport properties [59]. As in these
two examples, it could be that different-rank matrix-product
ansa¨tze will only differ when a finite-size regularization is ap-
plied, or that the difference will also be present for infinite-size
systems, (cf. with our earlier discussion of DWBC).
9additional matrices encoding the boundary effects, the
whole physics is contained in the boundary-MPS degrees
of freedom, thus supporting the viability of the ideas
of boundary-bulk correspondence for these types of sys-
tems. In retrospect, DMRG and related algorithms were
originally motivated by considerations emanating from
statistical mechanics and renormalization-group theory.
Later, ideas from quantum information theory were in-
strumental in further developing the algorithms. Ours
and related work bring in additional insights from the
theory of integrable systems that shed new light and
can help advance the algorithms even further. Our work
makes the Bethe eigenstates more accessible and thus in-
forms the choice of ansatz for numerical solutions of both
integrable and non-integrable systems in one dimension.
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Appendix A: Matrix product states for the
Lieb-Liniger model with OBC
The Hamiltonian of the Lieb-Liniger model is given by
H =
∫ L
0
[∂xψ
†(x)∂xψ(x) + κψ
†(x)ψ†(x)ψ(x)ψ(x)]dx,
where κ > 0 and we have fixed ~ = 1 = 2m. The bosonic
field operators satisfy the canonical commutation rela-
tion [ψ(x), ψ†(y)] = δ(x − y). For the n-particle state
|Ψ0〉 =
∫
dx1 · · · dxnΨ0(x1, . . . , xn)ψ†(x1) · · ·ψ†(xn) |0〉,
one can derive the Schro¨dinger equation from the above
Hamiltonian [29]:
[−
n∑
j=1
∂2xj + 2κ
∑
1≤j<j′≤n
δ(xj − xj′ )]Ψ0 = EΨ0, (A1)
where Ψ0 = Ψ0(x1, . . . , xn). We shall now introduce a
lattice-regularized version of this model [61] (which is
more general than studying the dilute limit of Hubbard-
type models which are not integrable in the bosonic case,
cf. [62, 63]), where the spatial position x ∈ R in the con-
tinuum model is replaced by the site i ∈ Z with the
lattice spacing a. Let Vi be a physical Hilbert space at
the ith site spanned by |m〉i = (1/
√
m!)(ψ†i )
m |0〉i with
m ≥ 0. Here, ψ†i and ψi are the bosonic creation and
annihilation operators on Vi, respectively. They satisfy
[ψi, ψ
†
i′
] = δii′ , and [ψi, ψi′ ] = 0. In the continuum limit
(a→ 0), ψi → ψ(xi)
√
a. Note that ψi and κa are dimen-
sionless. There are N sites in total, and L = Na.
The L-operator at the ith site is given by
L0i(λ) =
(
1− iλa2 + κa2 ψ†iψi −i
√
κaψ†i ρi
i
√
κaρiψi 1 +
iλa
2 +
κa
2 ψ
†
iψi
)
0
,
where ρi =
√
1 + κa4 ψ
†
iψi. The matrix elements of L0i
and ρi are operators acting on the space Vi and L0i is
represented as a 2 × 2 matrix in the auxiliary space V0.
This L-operator satisfies the following relation:
Rab(λ−µ)Lai(λ)Lbi(µ) = Lbi(µ)Lai(λ)Rab(λ−µ) , (A2)
with the R-matrix given by
Rab(λ) =


1 0 0 0
0 λλ−iκ − iκλ−iκ 0
0 − iκλ−iκ λλ−iκ 0
0 0 0 1


ab
. (A3)
To construct the looped monodromy matrix of the
Lieb-Liniger model with OBC, we need to know the in-
verse of the L-operator. One can write Lai(λ) as
Lai(λ) =
(A(λ) B(λ)
C(λ) D(λ)
)
a
. (A4)
Choosing λ−µ = iκ in Eq. (A2), one obtains the follow-
ing equations
A(µ− iκ
2
)D(µ+ iκ
2
)− B(µ− iκ
2
)C(µ+ iκ
2
) =
detqL0i(µ) ,
B(µ− iκ
2
)A(µ+ iκ
2
)−A(µ− iκ
2
)B(µ+ iκ
2
) = 0 ,
C(µ− iκ
2
)D(µ + iκ
2
)−D(µ− iκ
2
)C(µ+ iκ
2
) = 0 ,
D(µ− iκ
2
)A(µ+ iκ
2
)− C(µ− iκ
2
)B(µ+ iκ
2
) =
detqL0i(µ) ,
where detqL0i(µ) is known as the quantum determi-
nant [27] and is given by detqL0i(µ) =
a2
4 (µ− iκ2 + 2ia )(µ+
iκ
2 − 2ia ). Using these four relations, we obtain
L0i(µ− iκ
2
)σy0L
t0
0i(µ+
iκ
2
)σy0 = [detqL0i(µ)] · I0 , (A5)
where I0 is the identity matrix in the auxiliary space V0.
Then, it follows immediately that
L−10i (µ) =
4
a2(µ+ 2ia )(µ+ iκ− 2ia )
σy0L
t0
0i(µ+ iκ)σ
y
0 .
Then, the looped monodromy matrix of the Lieb-Liniger
model with OBC is given by (after shifting the parameter
and omitting a constant factor)
T0(λ) = L01(λ+
iκ
2
) · · ·L0N (λ+ iκ
2
)·
10
[
σy0L
t0
0N(−λ+
iκ
2
)σy0
]
· · ·
[
σy0L
t0
01(−λ+
iκ
2
)σy0
]
. (A6)
The loop monodromy matrix satisfies the fundamental
commutation relation:
R00′ (λ− µ)T0(λ)R00′ (λ+ µ+ iκ)T0′ (µ) =
T0′ (µ)R00′ (λ + µ+ iκ)T0(λ)R00′ (λ− µ) . (A7)
In the auxiliary space V0, the matrix can be written in
block form as
T0(λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
0
(A8)
and the transfer matrix is t(λ) = trV0T0(λ) = A(λ) +
D(λ). One can easily verify that t(λ)t(µ) = t(µ)t(λ) [37].
A Bethe eigenstate of the Hamiltonian is then given by
|λ1, λ2, · · · , λn〉 = B(λn) · · ·B(λ2)B(λ1) |0〉(N) , (A9)
where |0〉(N) = |0〉1 |0〉2 · · · |0〉N is the global vacuum
state and the |0〉i are the local vacuum states at sites la-
beled by i. From the fundamental commutation relation,
we know that B(λ)B(µ) = B(µ)B(λ). Using the general
procedure of the quantum inverse scattering method for
OBC [37], one gets the following Bethe ansatz equations:
ei2λiL =
n∏
j=1
j 6=i
(λi + λj + iκ)(λi − λj + iκ)
(λi + λj − iκ)(λi − λj − iκ) ,
i = 1, 2, ..., n , (A10)
which are consistent with the results in [64].
We move on to derive a MPS for the lattice version
of the Lieb-Liniger model with OBC. Using B(λ) =
0〈↑|T0(λ) |↓〉0, one obtains
|λ1, λ2, · · · , λn〉 = [TrVn¯(Qn¯Tn¯(λn))] · · ·
[TrV2¯(Q2¯T2¯(λ2))][TrV1¯(Q1¯T1¯(λ1))] · |0〉(N) , (A11)
where the matrix Qi¯ is the same as the one in Eq. (16).
Defining An¯i(λn) = Ln¯i(λn +
iκ
2 ) and Bn¯i(λn) =
σyn¯L
tn¯
n¯i(−λn + iκ2 )σyn¯, then TrVn¯ [Qn¯Tn¯(λn)] = TrVn¯{Qn¯ ·
[An¯1(λn) · · ·An¯N (λn)] · [Bn¯N (λn) · · ·Bn¯1(λn)]}. Using
now the same method as in Sec. III, we obtain
TrVn¯ [Qn¯Tn¯(λn)] = TrVn¯⊗V
¯
n
{[An¯1(λn) · · ·An¯N (λn)] ·
[B
t
¯
n
¯
n1(λn) · · ·B
t
¯
n
¯
nN (λn)] · Qn¯
¯
n} , (A12)
where Qn¯
¯
n is the same as in Eq. (20), and B
t
¯
n
¯
ni(λn) =
σy
¯
nL
¯
ni(−λn + iκ2 )σy
¯
n. With this, one can easily obtain
|λ1, λ2, · · · , λn〉 = Tr(V¯⊗
¯
V )⊗n
[
L1(λ1, · · · , λn) |0〉1 · · ·
LN (λ1, · · · , λn) |0〉N · (Qn¯
¯
n · · · Q2¯
¯
2Q1¯
¯
1)
]
, (A13)
where (V¯ ⊗
¯
V )⊗n means Vn¯ ⊗ V
¯
n ⊗ · · · ⊗ V2¯ ⊗ V
¯
2 ⊗
V1¯ ⊗ V
¯
1 as defined before, and here Li(λ1, · · · , λn) =
An¯i(λn)B
t
¯
n
¯
ni(λn) · · ·A2¯i(λ2)B
t
¯
2
¯
2i(λ2)A1¯i(λ1)B
t
¯
1
¯
1i(λ1).
Let us introduce the notations
δm = i
√
(m+ 1) · κa · (1 + mκa
4
) , (A14)
γn,m = 1−
i(λn +
iκ
2 )a
2
+
mκa
2
, (A15)
βn,m = 1 +
i(λn +
iκ
2 )a
2
+
mκa
2
, (A16)
and also define
Cn,m(λ1, λ2, · · · , λn) = i〈m|Li(λ1, λ2, · · · , λn) |0〉i .
For a given n, it is obvious that Cn,m 6= 0 only when
m = 0, 1, 2, · · · , 2n. Going forward, one should also keep
in mind that Cn,m are 2
2n × 22n matrices acting on the
space (V¯ ⊗
¯
V )⊗n. We can easily obtain, for n = 1,
C1,0(λ1) =


γ1,0β
∗
1,0 0 0 0
0 γ1,0γ
∗
1,0 0 0
0 0 β1,0β
∗
1,0 0
(δ0)
2 0 0 β1,0γ
∗
1,0


1¯
¯
1
,
C1,1(λ1) =


0 0 −δ0β∗1,0 0
δ0γ1,1 0 0 −δ0γ∗1,0
0 0 0 0
0 0 δ0β1,1 0


1¯
¯
1
and
C1,2(λ1) =


0 0 0 0
0 0 −δ0δ1 0
0 0 0 0
0 0 0 0


1¯
¯
1
.
(Here we have used the fact that all solutions of the
Bethe-ansatz equations for the repulsive Lieb-Liniger
model with OBC are real.) Using
Cn+1,m = i〈m|A(n+1)i(λn+1) ·
B
t(n+1)
(n+1)i(λn+1)Li(λ1, · · · , λn) |0〉i , (A17)
we can easily obtain with a little bit of algebra the recur-
sion relation between Cn+1,m and Cn,m′ , which is given
by
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Cn+1,m =


0 0 0 0
0 0 0 0
0 −δmδm+1 0 0
0 0 0 0


(n+1)(n+1)
⊗ Cn,m+2 +


0 0 0 0
0 0 −δm−1δm−2 0
0 0 0 0
0 0 0 0


(n+1)(n+1)
⊗ Cn,m−2 +


0 −δmγn+1,m 0 0
0 0 0 0
δmβ
∗
n+1,m+1 0 0 −δmβn+1,m
0 δmγ
∗
n+1,m+1 0 0


(n+1)(n+1)
⊗ Cn,m+1 +


0 0 −δm−1β∗n+1,m−1 0
δm−1γn+1,m 0 0 −δm−1γ∗n+1,m−1
0 0 0 0
0 0 δm−1βn+1,m 0


(n+1)(n+1)
⊗ Cn,m−1 +


γn+1,mβ
∗
n+1,m 0 0 (δm−1)
2
0 γn+1,mγ
∗
n+1,m 0 0
0 0 βn+1,mβ
∗
n+1,m 0
(δm)
2 0 0 βn+1,mγ
∗
n+1,m


(n+1)(n+1)
⊗ Cn,m .
If N is large enough, it becomes a good approximation that there be at most one particle at each discretized lattice
site. We then have
Li(λ1, · · · , λn) |0〉i = Cn,0 |0〉i + Cn,1 |1〉i (A18)
and we obtain a MPS of the discretized Lieb-Liniger model with OBC given as
|λ1, λ2, · · · , λn〉 =
∑
{i1,i2,··· ,in}
Tr(V¯⊗
¯
V )⊗n
[
(Cn,0)
i1−1 Cn,1 (Cn,0)
i2−i1−1 Cn,1 · · · (Cn,0)in−in−1−1
Cn,1 (Cn,0)
N−in Qn
]
|x1, x2, · · · , xn〉 , (A19)
where 1 ≤ i1 < i2 < · · · < in ≤ N , xm is related to im by xm = ima, |x1, x2, · · · , xn〉 denotes a configuration with
particles at (discrete) positions (x1, x2, · · · , xn), the subscript n indicates the total number of particles, and Qn is
again given by Eq. (32).
It is clear that we cannot derive a cMPS similar to the ones in the literature [36, 47, 65, 66], because we cannot find
a basis in which the matrices have a simple form. In [30], the authors derived a cMPS for the Lieb-Liniger model with
PBC by finding a basis in which the matrices are considerably simpler. Achieving the same for OBC is an interesting
and challenging open problem.
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