INTRODUCTION
COMPETITION between self-pollinated plants can be studied in experimental populations composed of mixtures of pure lines (e.g. Suneson, 1949) . The essential features of such studies are: (i) a mixture consisting of known proportions of two or more lines is seeded in a plot, grown to maturity and the seed harvested in mass; (2) a random sample of seeds is drawn from the harvest to establish another plot in the next generation, and so on, for a number of generations; (3) progressive changes in the composition of the mixture are determined by an annual census. Changes in the composition of the mixture can result from the directed process of selection (differential viabilities), sampling variation due to the finite size of the census population, and from random fluctuations of the viabilities. We shall consider in this paper a method for estimating the relative viabilities of the competing lines which takes into account the relevant directed and random processes.
THEORY
In populations composed of mixtures of say Ic pure lines in which there may be differential and random viabilities, the proportion P of thejth pure line (genotype) in generation (t+i) is given recursively by P(t+i) = xP(t)/ xP(t) (I) where the are random viabilities.
In such a population, for any two lines, say P and P3, we see from (x) that P(t+I) =1P If we let Z,(t+i) = log [P1(t)/P(t)] so that Zff)(t+I) = log (x1/x) +Z1(t), (4) then,
for t = i, , ..., T, where e(t) is the value of log (xjx) realised in the tth generation, computed from (s). Equation (5) is the exact solution based on the discrete model and shows that if log (x1/x) distributes normally with mean M1 and variance V,3, then Z,(T) also distributes normally with mean (i) + (T -i) M1 and variance (T-2)V2,. For the bivariate case, k = 2, the relation Z = log P/(i -P) was shown to be normal by Fisher (1922) . By the general regularity conditions of the central limit theorem, £1,(t) is asymptotically normally distributed and hence so is Z,3 (Cramer, 1946) .
From this we see that log (x11x3), which equals the difference of two approximately normal variables, is also approximately normal.
The estimation of the relative viabilities proceeds as follows. Equation (3) shows that the expected value of log (x1/x) can be estimated for pairs of successive generations by the difference of the logarithmic genotypic ratios without any assumptions about the distributions of the P or the x. Since we are estimating the relative viabilities, we can let Xk = i, for some k, and compute the values of log (Xj/Xk) = log (y) for all j k. Thus the viabilities of each line j relative to some base line k are now given by J1'.72, ••., I, or xl/xk, X2/Xk, ..., Xk_jfXk, Xk/Xk = Then, for all lines P(j Ic) and for every pair of consecutive generations, say the tth and (t+ i )st, the values of log () are computed from
The tth estimate of the log of the viability ratio, u(t), will deviate from the mean viability , by a factor Vj (t) due to fluctuations about the mean viability, and by a factor ej (t), due to sampling error resulting from estimating the P (t) from a finite census population. That is, u(t) = !L+v(t)+e(t).
()
We shall assume that v(t) = N(o, a), ej(t) = N(o, a,) and that v is independent of e. Then, u3(t) = where = a,± a, for all t.
For each estimate of there will be a corresponding estimate of a given by s2(t)_L_1__ +___J+ ' 1 ' + (8) N(t) P(t) Pk(t)J N(t+') LP(t+') Pk(t+ ')j where N(t) is the size of the census population in the tth generation. Formula (8) is based on the result that if 11 and 12 are functions of single random variables, x1 and x2, then for large samples, i. Now, for every pair of consecutive generations, we have estimates, u (t), of the log of the viability ratio and corresponding estimates, of the variance due to sampling error. We require estimates of (the expected value of u(t)), a, and a. For samples of infinite size we would have cr = o and consequently a = a. In this case, the desired estimates could be obtained from the standard formulas
and
If the census populations are finite, and the s (t) are approximately equal, formulas () and (i o) can also be applied, and is estimated by = s;,-s,(t). For these cases,VT has "Student's" ,, distribution and confidence limits for p can be found by standard methods.
In general, however, the estimates of s (t) will not be equal, and the desired estimates should be obtained as follows. We can write the distribution of the u(t) as, , â1+s(t)
Since the solution must be obtained by iteration, for large T, automatic computers may be required. Equation (12) shows that the maximum likelihood estimate of p is the weighted mean which, for the case where s(t) is either zero or approximately constant, reduces to (s). When the proportions P3 (t) are small, formula (8) shows that s (t) can be quite large and therefore an inefficient estimate may result if this weighted mean is not used.
Since u(t) is a normal variate, and since (i-j.1)/a1 does not follow " Students" t distribution, exact confidence limits can not be obtained, but say, 95 per cent. confidence limits on are given approximately as + 96&, for large T, where is given by (Finney, 1952) apJE .
(i)
These results enable one to decide whether the observed changes in genotypic proportions could be due to sampling variation alone or to actual differences in the viabilities.
The mean and variance of they3 can be obtained from the following formulas (Parzen, 1960) . If log .y = u3 is normally distributed with mean M3 and variance V3 (i.e. logy1 = N(MJ, V1) then the mean and variance ofy3 are given by
where the estimates of and V3 are u3 and s, respectively.
It is possible that the relative viabilities in successive generations are not independent random variables but reflect correlations due to cyclic changes or some other factors causing dependence. In addition, the successive estimates can be independent but have a mean value which is shifting. Under such conditions the estimate of the variance, obtained from (12) and (13) may be a considerable overestimate of the variance of p,.
An alternative estimate of the variance can be obtained by calculating the mean square successive differences of the u3 (t), and then calculating q,2 where E(q) = V and q is given by (Raid, 1952)
can be compared with the total variance, s,, due to both fluctuations and sampling error, given by (i o). The ratio r = provides a significance test for the hypothesis that a changing mean has taken place as opposed to the hypothesis of independence (see Hald, 1952 , for details). If q, s, then dependence or a changing mean is unlikely and the above procedures can be applied to the data.
However, if q then dependence or a changing mean can be inferred. In such cases it may be possible to partition the data into groups of consecutive generations with equal mean viabilities and consider each group separately. The percentage of each variety, in each of the generations, is given in table i, and shows the progressive changes in the composition of the mixture. For the first five generations, the proportions were determined from a census of 500 plants; for the remaining generations, the census was based on 1500 plants.
(ii) Estimation of the relevant statistics
The first step in the analysis requires the calculation, for each pair of generations t and (t+x), of (a) the viability ratios, y1 = xJ/xk; (b) the logarithms of the viability ratios, u = log6 and (c) the standard errors associated with the uj, denoted by s. Since the proportion of Atlas is always large, we have chosen Atlas as the base variety (i.e. yA(t) = i for all t), minimising the sampling error given by (8). That is, we compute first the relative viability ratios denoted by XCMIXA, XH/XA and XV/XA (orycM,.yA,.yv) where, from (2), P(t+I)Pk(t) (table 2) show considerable heterogeneity and when the proportions of the lines become small, the error variance can be quite large relative to the total variance, s. Consequently, for this population, the weighted means provide the appropriate estimate of p.
Therefore, the next step in the analysis is the computation of the maximum likelihood estimates of the weighted mean j, and the variance due to random fluctuations, a. These estimates were VI obtained according to the iteration method described by Bailey (1962) using an IBM 7094 computer. The values of the estimate of the As noted previously, the observed fluctuations of the relative viabilities can result both from variation due to sampling error and from real fluctuations in the relative competitive abilities of the pure lines (o). The values of â,, given in table 3, show that there is considerable generation-to-generation fluctuation of the viabilities, not due to sampling error, but presumably related to seasonal changes in the environment. For the comparisons CM/A, H/A and V/A, the ratio /s (estimated variance due to random environmental fluctuations divided by total observed variance) was o87, 0'77 and 0'58 respectively. Since s, gives an unreliable estimate of the real variation of the u, particularly for lines which become rare in the population in later generations, the ratio 2,/s must be interpreted cautiously. However, taken at face value the above estimates indicate
