The distribution function of suprathermal electrons in a slowly cooling plasma is calculated by an asymptotic expansion in the cooling rate divided by the collision frequency. Since the collision frequency decreases with increasing velocity, a high-energy tail forms in the electron distribution function as the bulk population cools down. Under certain simplifying assumptions (slow cooling, constant density, Born approximation of cross sections), the distribution function evolves to a self-similar state where the tail is inversely proportional to the cube of the velocity. Its practical consequences are discussed briefly.
I. INTRODUCTION
Some of the most important and interesting phenomena in plasma physics involve a sudden or gradual cooling of the plasma electrons. For instance, in a solar flare the plasma in a coronal loop is first heated (by means that are hotly debated) and then cools down by heat conduction to the photosphere and by emission of radiation. The latter mechanism is dominant if the temperature is low enough, and results in a temperature evolution given approximately by dT / dt ϰ −T ␣ with ␣ Ӎ −1 / 2 in the most important temperature range, 1 so that
In laboratory plasma physics, tokamak discharges are frequently terminated by a disruptive instability, whereupon the plasma interacts with the wall and impurity ions enter the plasma, causing a catastrophic loss of energy due to the excitation and ionization of these ions. 2 (It is likely that heat conduction along open field lines connecting the plasma to the wall can also play an important role in cooling the plasma, but we do not consider this situation.) In an idealized picture of this so-called "thermal quench," the temperature evolution can be expected to follow Eq. (1) approximately. This is because the differential cross sections for excitation and ionization by electron impact are inversely proportional to the electron energy in the Born approximation where this energy far exceeds the relevant thresholds. 3 As long as the temperature is high enough and the density remains approximately constant, the energy loss rate from the plasma is thus proportional to T −1/2 and the temperature follows Eq. (1). This scaling also agrees with the general expression for the energy loss rate of fast charged particles moving through matter. 4, 5 Other examples of laboratory plasmas with cooling electrons include laser plasmas after the laser has been switched off, 6 and tokamak or stellarator plasma that has been expelled from a hotter into a colder region, such as the scrape-off layer after an edge-localized mode. 7 In this paper, we calculate the distribution function of high-energy electrons in plasmas such as these, where the energy loss channel mostly involves thermal electrons, so that suprathermal particles lose energy primarily through collisions with the thermal population. As is appropriate for the applications just mentioned, the cooling is assumed to occur on a time scale longer than the collision time, so that the bulk of the electron distribution remains approximately Maxwellian. However, since the collision frequency decreases with increasing energy, fast electrons lose energy less quickly than slower ones and a high-energy tail therefore develops as the plasma cools down, even if the plasma were Maxwellian before it started to cool down. It is found that, after an initial transient, the structure of the high-energy tail becomes independent of initial conditions and evolves to a universal, selfsimilar shape if the bulk temperature evolves according to Eq. (1). At high energies, the distribution function follows a power law, f ϰ −3 . The presence of the high-energy tail can affect important properties of the plasma. In the solar context, for example, the part of the emission spectrum caused by the tail is sensitive to its structure, which has obvious observational consequences. The electrical and thermal conductivities of the plasma along the magnetic field can also increase substantially since the current and heat flux are carried by particles of relatively high energy. In tokamak disruptions, the presence of the tail can lead to a highly enhanced production of "runaway" electrons. The primary runaway electron generation rate is proportional to the number of electrons in the tail of the distribution function. It is therefore normally exponentially small in the electric field, 8, 9 but would be very much enhanced in a cooling plasma. Besides spontaneous disruptions, this could also be important in fast plasma shutdown events caused by gas or pellet injection.
II. EXPANSION OF THE KINETIC EQUATION
The calculation proceeds from the pitch-angle averaged kinetic equation for fast electrons in a homogeneous plasma,
where T ͑t͒ = ͓2T͑t͒ / m͔ 1/2 is the thermal speed corresponding to Eq. (1) and ee = ne 4 ln ⌳ /4⑀ 0 2 m T 3 the collision frequency at that speed. The last term describes energy loss due to inelastic collisions involving ionization and excitation of impurities. For simplicity, we have written this term in the Fokker-Planck approximation where the energy lost in each ionization or excitation event is small relative to the energy of the impacting electron. The time and velocity dependence of the frequency ez ͑ , t͒ depends on the impurity content and distribution over charge states, but always decays at high energies as ez ͑͒ ϰ −3 in the Born approximation mentioned above. As we shall see, this implies that this term only has a small effect on the high-energy tail of the electron distribution function.
It is convenient to normalize time to ee −1 by writing ds = ee dt, the velocity to T by writing x = / T , and the distribution function by writing f = f T 3 3/2 / n e , so that the kinetic equation ( When the temperature evolves according to Eq. (1), ␦ is independent of time and can be written in terms of the initial collision frequency and the cooling time as ␦ =1/͓3 ee ͑0͒t 0 ͔. The temperature then evolves as T͑t͒ = T͑0͒e −2␦s . As indicated above, we solve Eq. (3) in the limit of small ␦, so that the plasma is assumed to cool down slowly relative to the collision time. For simplicity, we also take the initial condition to be Maxwellian, f͑x ,0͒ = e −x 2 , but as we shall see the final state is independent of this assumption. The perturbation analysis proceeds along the lines of a famous calculation by Kruskal and Bernstein of runaway electron generation, 9 which involves matching asymptotic expansions in five separate regions of velocity space. The number of regions and their character is similar although their location in velocity space is somewhat different, but, unlike that calculation, the present problem is soluble to lowest order in all five regions (at least for the final state, see below). A complete analytical solution for the asymptotic limit ␦ Ӷ 1 is thus available.
Region I: x ϳ 1. A straightforward regular perturbation expansion,
for s → ϱ. As expected, the distribution is almost Maxwellian and the cooling has the effect of enhancing the relative number of high-energy particles. However, the term ␦f 1 is smaller than f 0 only for x Ӷ ␦ −1/5 , and the expansion breaks down for higher energies. A different procedure is thus required for calculating the distribution function at these energies.
Region II: x ϳ ␦ −1/5 . To treat this region we introduce an appropriately stretched velocity variable u = x␦ 1/5 and note that the Maxwellian
is not expandable in a power series of ␦. An expansion of the type (4) is therefore of no use, so instead we consider the equation for F =ln f, which is nonlinear,
͑5͒
and expand
In lowest order we then obtain
where we have rescaled the time variable by writing sЈ = ␦ 3/5 s. This choice of "maximal" ordering is dictated by the need to make the s derivative appear in the same order as the leading u derivatives. The solution of Eq. (7) is the Maxwellian, F 0 ͑u , sЈ͒ =−u 2 , as expected, and in next order an equation for the tail is obtained,
When the initial distribution function is Maxwellian, so that F 1 ͑u ,0͒ = 0, the solution is 
where we have written = s␦, so that the leading terms with derivatives with respect to time and velocity again appear in the same order. Expanding the solution in powers of ␦ 2/3 ,
gives in lowest order
Thus, unlike the Kruskal-Bernstein runaway calculation, 9 we obtain a nonlinear equation in this region. Analytically, we can only determine the full time dependence implicitly, but the final state is easily calculated by letting ‫ץ‬F 0 / ‫ץ‬ = 0, which gives the two solutions It would appear that only the first solution is relevant since only this solution matches to the lower-energy regions. However, the first solution is in fact approached only for y Ͻ 1, while the second one holds for y Ͼ 1. To see this, we write Hence it follows that h͑z , ͒ =−‫ץ‬g / ‫ץ‬z satisfies
which is the equation of motion for a one-dimensional inviscid fluid with pressure p͑z͒. This is mathematically equivalent to particle motion in the potential p͑z͒, see Fig. 1 . The fluid velocity h͑z , ͒ is equal to the velocity of a particle moving in this potential and arriving at the position z at the time , if its initial velocity was h͑z 0 ,0͒ and z 0 was the initial position. In other words, the solution of Eq. (13) can be found by constructing the particle trajectory determined by
where the overhead dots denote derivatives with respect to . For given z and , if z 0 is chosen so that Z͑͒ = z then the solution of Eq. (13) is h͑z , ͒ = Ż ͑͒. Because the energy
is conserved during the motion, the solution of Eq. (14) is given implicity by
where E =2͑5z 0 /2͒ 1 . Shape of the potential p͑z͒. The time it takes for the final state to be reached at the position z is equal to the time required for a particle to travel from 0 to z if its total energy E = ż 2 /2+ p͑z͒ vanishes. This time is infinite for z Ͼ 2 / 5 since the particle then comes to rest at the top of the hill, z =2/5.
This is because a particle released in the potential p͑z͒ at z 0 = 0 has zero energy E = 0 and will therefore arrive at z at the time * with the velocity ͱ −2p͑z͒. This implies that h"z, * ͑z͒… = ͯͩ 
ͮ ͑18͒
The singularity at y = 1 indicates that the perturbation expansion (9) breaks down in a narrow region around y = 1. The expansion is initially valid everywhere, but a boundary layer at y = 1 develops as → ϱ. Region IV: x Ӎ ␦ −1/3 . The width of the boundary layer is set by the requirement ‫ץ‬F 0 / ‫ץ‬y Ͼ ␦ 2/3 ‫ץ‬F 1 / ‫ץ‬y in the expansion (9), which is violated for y −1ϳ ␦ 1/3 . Thus writing y =1+␦ 1/3 gives in lowest order ‫ץ‬f ‫ץ‬s
and it follows that the final state, which is calculated by setting ‫ץ‬f / ‫ץ‬s =0, is f͑,ϱ͒ = ͓c 1 − c 2 erf͑ ͱ 3͔͒e In Fig. 1 , this is the time it takes for a particle to travel from z 0 Ӷ 2/5 to Z ӷ 2 / 5. It follows that for ӷ ͑2/5͒ln z Ӎ ln y the distribution function is given by Eqs. (12) and (18) , i.e., by Eq. (19), while in the opposite limit, Ӷ ln y, the distribution function is still in its initial state. Indeed, the velocity y = e corresponds to = ͑2T 0 / m͒ 1/2 ␦ −1/3 , which is the speed at which the collision time equals the cooling time (within a factor of order unity). The collision frequency in the region y ӷ e is thus so small that the particles have still not had time to react to the cooling of the bulk plasma. Figure 2 shows how the different asymptotic expressions derived in this section for the final state, s → ϱ, match up to produce an overall smooth distribution function. In this figure, the slopes to do not match exactly because of the finite value chosen for ␦, but the match becomes entirely smooth in the limit ␦ → 0.
III. CONCLUSIONS
The perturbation analysis in the preceding section shows that the distribution function of electrons in a plasma cooling down according to Eq. 
for large t. Here the first three regions are represented by a single expression in lowest order. This final (but still selfsimilarly evolving) state does not depend on the initial distribution function, but in the case that the plasma is initially Maxwellian, the final state is reached in the finite time given by Eq. (16) for y Ͻ 1. Equation (20) agrees very well with direct numerical solutions of Eq. (3). An example is shown in Fig. 3 . The agreement is remarkable given that the expansion parameter, which is ␦ 2/5 = 0.3 in Region II and ␦ 2/3 = 0.14 in Region III, is not very small. The numerical solution was found by straightforward discretization of Eq. (3) and was checked by comparing with a similar simulation using the ARENA Monte Carlo code. 15 The distribution function given by Eq. (20) is selfsimilar in the sense that although its height increases and its width shrinks as the plasma cools down, its shape does not change with time when the distribution function is expressed in rescaled velocity variables, as we have done. The possibility of self-similar cooling was noticed in Ref. 16 , where the solution of a slightly more general kinetic equation was found by numerical means and it was pointed out that the non-Maxwellian nature of the distribution function can have a dramatic effect on parallel transport. As remarked in the Introduction, it can also affect the radiation emitted by a cooling plasma, which could be of importance for the interpretation of observational data from solar flares.
Another important effect of the enhanced population of high-energy electrons may be on the generation of runaway electrons during tokamak disruptions. The number of runaways generated in these events is largely determined by the high-energy tail of the electron distribution function, which is likely to be enhanced for plasmas typical of present and future experiments, even under very moderate assumptions. This effect has been the subject of numerical simulations in connection with "killer pellets" experiments, 10, 11 where a burst of runway production occurs as the plasma cools down. It may be especially important for disruptions in the International Thermonuclear Experimental Reactor, 17 where the projected electron temperature is around 20 keV and the collision time is therefore not very much shorter than the expected duration of the thermal quench in a disruption. Of course, the electron temperature does not necessarily follow Eq. (1) during a tokamak disruption where the impurity content changes rapidly with time, but the qualitative behavior of tail formation should be similar, as indeed found in Refs. 10 and 11. Quantitatively reliable results can only be obtained from a numerical solution of the kinetic equation, but the analytical solution presented here provides a useful approximate estimate as well as a rigorous benchmark on the numerics. This and other issues specifically connected with runaway generation will be discussed in a forthcoming paper.
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