To a Lie groupoid over a compact base M , the associated group of bisection is an (infinite-dimensional) Lie group. Moreover, under certain circumstances one can reconstruct the Lie groupoid from its Lie group of bisections. In the present article we consider functorial aspects of these construction principles. The first observation is that this procedure is functorial (for morphisms fixing M ). Moreover, it gives rise to an adjunction between the category of Lie groupoids over M and the category of Lie groups acting on M . In the last section we then show how to promote this adjunction to almost an equivalence of categories.
Introduction
The Lie group structure on bisection Lie groups was constructed in [Ryb02, SW15a] , along with a smooth action of the bisections on the arrow manifold of a Lie groupoid. Furthermore, in [SW15b] we have established a tight connection between Lie groupoids and infinite-dimensional Lie groups. Namely, several (re-)construction principles for Lie groupoids from their group of bisections and from infinite-dimensional Lie group actions on a compact manifold were provided. The present paper considers the categorical aspects of these constructions.
It turns out that the construction principles are functorial, i.e. they induce functors on suitable categories of (possibly infinite-dimensional) Lie groupoids and Lie groups. Moreover, we show that the (re-)construction functors together with (a suitable version of) the bisection functor discussed in [SW15a] yield adjoint pairs.
Consequently, we deduce properties of the bisection functor from these results. These properties are interesting in itself to understand the connection between a Lie groupoid and its associated Lie group of bisections. Note that we neglect all higher structures on the category of Lie groupoids, we will always work with the 1-category of Lie groupoids over a fixed base manifold.
We now go into some more detail and explain the main results. Suppose G = (G ⇒ M ) is a Lie groupoid. This means that G, M are smooth manifolds, equipped with submersions α, β : G → M and an associative and smooth multiplication G × α,β G → G that admits a smooth identity map 1 : M → G and a smooth inversion ι : G → G. Then the bisections Bis(G) of G are the sections σ : M → G of α such that β • σ is a diffeomorphism of M . This becomes a group with respect to (σ ⋆ τ )(x) := σ((β • τ )(x))τ (x) for x ∈ M.
If M is compact, G is modelled on a metrisable space and the groupoid G admits an adapted local addition 1 (cf. [Mic80, SW15a] ), then this group is a submanifold of the space of smooth maps C ∞ (M, G) and thus a Lie group (cf. [SW15a] ). Moreover, the map β * : Bis(G) → Diff(M ), σ → β • σ is a Lie group morphism which induces a canonical action of the bisections on M . This Lie group morphism and the associated action are the key ingredients to define the (re-)construction functors and suitable versions of the bisection functor (cf. [SW15a, Section 3]).
Our first aim is to investigate the so called reconstruction functor. Since Bis(G) acts on M , we can associate an action groupoid B(G) := (Bis(G)⋉M ⇒ M ) to this action. Denote by LieGroupoids The functor Bis sends a groupoid G to the morphism β * : Bis(G) → Diff(M ) while ⋉ constructs the action groupoid associated to the Lie group morphism K → Diff(M ) and the natural action of Diff(M ) on M . Note that by construction we have B = ⋉ • Bis. We discuss now the relation of the three functors and obtain the following result.
Theorem A. The functor ⋉ is left adjoint to the functor Bis. The adjunction is given by mapping the morphism f :
, which happens to be an element of Bis(G). Consequently, the endofunctor B = ⋉ • Bis is a comonad on LieGroupoids
The endofunctor B is called "reconstruction functor" as one can show that under certain assumptions the groupoid G is the quotient (in LieGroupoids Σ M ) of B(G) (see Proposition 2.11 for the exact statement). We afterwards turn to the question what additional data is needed in addition to a Lie group action H → Diff(M ) in order to build a Lie groupoid that has the Lie group H as its bisections. This is what we call the "construction functor". Observe that the reconstruction functor had a Lie groupoid as its input, that we then reconstructed. So the present question is significantly different. In order to simplify matters (for the moment), we will consider this question only for transitive (or more precisely locally trivial) Lie groupoids. Although locally trivial Lie are always gives as gauge groupoids of principal bundles, many morphisms under consideration can not be described as morphisms of principal bundles (with fixed structure group). However, one can treat these maps as morphisms of (locally trivial) Lie groupoids, whence we prefer the groupoid perspective in contrast to the principal bundle perspective..
To obtain the construction functor we need to define first the notion of a transitive pair. Having already fixed the compact manifold M , we now choose and fix now once and for all an element m ∈ M . From now on we will assume that M is connected. A transitive pair (θ, H) consists of a transitive Lie group action θ : K × M → M and a normal subgroup H of the m-stabiliser K m of θ, such that H is a regular 2 and co-Banach Lie subgroup of K m . The guiding example here is the transitive pair
induced by the natural action of the bisections of a locally trivial Banach-Lie groupoid G over a connected manifold M . Transitive pairs (over M with respect to m ∈ M ) together with a suitable notion of morphism form a category TransPairs M . Note that functor sending a transitive pair (θ, H) to the adjoint morphism θ ∧ : K → Diff(M ) induces a forgetful functor from TransPairs M to LieGroups Diff(M) .
Restricting our attention to the category BanachLieGpds triv M of locally trivial Banach-Lie groupoid over a connected manifold M we obtain the augmented bisection functor
The augmented bisection functor descents via the forgetful functor to LieGroups Diff(M) to the functor Bis (restricted to locally trivial Banach-Lie groupoids).
The notion "transitive pair"is tailored in exactly such a way that one can define a construction functor
which associates to a transitive pair a locally trivial Banach Lie groupoid (see Section 3 for details). Moreover, the augmented bisection functor and the construction functor are closely connected. If we apply the functor R to Bis(G), we obtain the open subgroupoid of G of all elements which are contained in the image of a bisection. Hence if we assume that G = (G ⇒ M ) is a Lie groupoid with bisections through each arrow, i.e. for all g ∈ G exists a bisection σ with σ(α(g)) = g, then R(Bis(G)) is isomorphic to G. Denote by BanachLieGpds triv,ev M the full subcategory of all locally trivial Banach-Lie groupoids with bisections through each arrow. Then our results subsume the following theorem.
Theorem B. Let M be a connected and compact manifold. The functor R is left adjoint to the functor Bis. Furthermore, the functors induce an equivalence of categories
The category equivalence in Theorem B shows that transitive pairs completely describe locally trivial Banach-Lie groupoids which admit sections through each arrow. Hence the geometric information can be reconstructed from the transitive pair. This result connects infinite-dimensional Lie theory and groupoid theory (or equivalently principal bundle theory) and we explore first applications of this result in [SW15b, Section 5]. However, equally important is the fact that the functors R and Bis form an adjoint pair. The adjointness relation allows one to generate a wealth of geometrically interesting morphisms from (infinitedimensional) Lie groups into groups of bisections of locally trivial Banach-Lie groupoids.
Finally, we remark that results similar to Theorem B can also be obtained for a non-connected manifold M . However, then one has to deal with several technical difficulties in the construction, forcing one to restrict to certain full subcategories. We have avoided this to streamline the exposition but will briefly comment on these results at the end of Section 4.
Locally convex Lie groupoids and the bisection functor
In this section the Lie theoretic notions and conventions used throughout this paper are recalled. We refer to [Mac05] for an introduction to (finite-dimensional) Lie groupoids and the associated group of bisections. The notation for Lie groupoids and their structural maps also follows [Mac05] . However, we do not restrict our attention to finite dimensional Lie groupoids. Hence, we have to augment the usual definitions with several comments. Note that we will work all the time over a fixed base manifold M .
We use the so called Michal-Bastiani calculus (often also called Keller's C r c -theory). As the present paper explores the functorial aspects of certain (re)construction principles, details on the calculus (see [Glö02, BGN04] 
The object inclusion 1 : M → G is then the neutral element and the inverse element of σ is
If G is a Lie groupoid over a compact base M , then [SW15a] establishes Lie group structure on the group of bisections if G admits a certain type of local addition. We recall these results now. A local addition is a tool used to construct a manifold structure on a space of smooth mappings, whence under certain circumstances we can circumvent that Man is not cartesian closed (see e.g. [Woc13, KM97, Mic80] ). Definition 1.4. Suppose N is a smooth manifold. Then a local addition on N is a smooth map Σ :
We say that N admits a local addition if there exist a local addition on N .
To turn the subset Bis(G) of C ∞ (M, G) into a manifold we need to require that the local addition is adapted to the groupoid structure maps. In the following sections we will study the bisection functor and its relation to functors which we call (re-)construction functors. The leading idea here is that to a certain extend it is possible to reconstruct Lie groupoids from their group of bisections (cf. [SW15b] ).
The bisection functor and the Reconstruction functor
In this section, we study the reconstruction functor which arises from the canonical action of the bisections on the base manifold. We will assume through this section that M is compact and G = (G ⇒ M ) is a Lie groupoid in the category LieGroupoids Σ M , i.e. G is a locally metrisable Lie groupoid which admits an adapted local addition. Moreover, B(G) also admits an adapted local addition (for α B and thus also for β B ). In fact, this is the case for the Lie group Bis(G) and the finite-dimensional manifold M separately, and on Bis(G) × M one can simply take the product of these local additions. We may thus interpret B as an endofunctor
In addition, the evaluation map ev :
which we may interpret as a natural transformation ev : B ⇒ id.
In order to understand the categorical structure of the functor B and the natural transformation ev : B ⇒ id we augment the bisection functor to a functor into a certain slice category.
Definition 2.3. Define the slice category LieGroups Diff(M) , in which objects are locally convex and locally metrisable Lie groups K that are equipped with a homomorphisms ϕ :
Clearly, the functor Bis induces a functor
By abuse of notation we will also call this functor the bisection functor, as the bisection functor defined in Definition 1.8 can be recovered by an application of the forgetful functor LieGroups Diff(M) → LieGroups.
Definition 2.4. For each object ϕ : K → Diff(M ) of LieGroups Diff(M) we can construct the action groupoid K ⋉ M , which admits an adapted local addition by the same argument as for the bisection action groupoid in Remark 2.2. This gives rise to a functor
The construction of ⋉ and the bisection functor above is tailored to yield B = ⋉ • Bis.
Theorem 2.5. The functor ⋉ is left adjoint to the functor Bis. The adjunction is given by mapping the morphism f :
, which is given by a smooth map f :
, which happens to be an element of Bis(G).
Proof. It is clear that f → f ∧ is natural and injective, since this is also the case on the level of morphisms of sets. Thus it remains to show that it is surjective and well defined (i.e., f ∧ (k) is in fact a bisection for each k ∈ K and k → f ∧ (k) is a homomorphism). To show surjectivity, assume that some Lie group morphism ψ :
Then the other adjoint ψ ∨ : K × M → G is smooth and satisfies
Thus ψ ∨ is a morphism of Lie groupoids and we have ψ = (ψ ∨ ) ∧ . To verify that f → f ∧ is well-defined, we first observe that for each k ∈ K the map m → β(f ∧ (k)(m)) = ϕ(k)(m) is a diffeomorphism by the assumption ϕ : K → Diff(M ). It is clear that f ∧ is smooth and that it is a homomorphism of groups follows from the adjoint equation to (3). Indeed, if we take the adjoint id ∨ of the identity id : Bis(G) → Bis(G), then we get exactly ev. Likewise, the unit of ⋉ ⊣ Bis is given by the natural transformation const : (ϕ :
which maps an element k ∈ K to the "constant" bisection m → (k, m) of K ⋉ M . 
Corollary 2.8. The functor Bis : LieGroupoids Σ M → LieGroups Diff(M) preserves limits. In particular, kernels and pull-backs are preserved.
At the end of this section we would like to recall briefly some results from [SW15b] to make sense of the term "reconstruction functor" for the endofunctor B. The idea behind this is that in certain circumstances, one can recover the groupoid G from its bisection action groupoid B(G) via the natural transformation ev. To make this explicit, recall the notion of a quotient object in a category.
Remark 2.9. Each category carries a natural notion of quotient object for an internal equivalence relation. If C is a category with finite products and R ⊆ E × E is an internal equivalence relation, then the quotient E → E/R in C (uniquely determined up to isomorphism) is, if it exists, the coequaliser of the diagram
If, in the case that the quotient exists, (5) is also the pull-back of E → E/R along itself, then the quotient E → E/R is called effective (see [MLM94, Appendix.1] for details).
In general, G will only be a quotient of B(G) if there are enough bisections, i.e. if for every arrow g ∈ G (with G = (G ⇒ M ) there is a bisection σ g ∈ Bis(G) with σ g (α(g)) = g. If G is a Lie groupoid with this property, we say that G admits bisections through each arrow. A sufficient criterion for this is that the groupoid G is source connected, i.e. that for each m ∈ M the source fibre α −1 (m) is a connected manifold.
Lemma 2.10 ([SW15b, Theorem 2.14]). If G is a source connected Lie groupoid in LieGroupoids Σ M over a compact base M , then G admits bisections through each arrow.
In [SW15b] we were then able to prove the following result on groupoids with enough bisections.
Proposition 2.11 ([SW15b, Theorem 2.21]).
If G is a Lie groupoid with a bisection through each arrow in G, e.g. G is source connected, then the morphism ev : B(G) → G is the quotient in LieGroupoids
Transitive Pairs and the construction functor
In this section we define categories of Lie groups with transitive actions and functors between these categories and categories of Lie groupoids over M . As always, M will be a fixed compact manifold and we shall consider only Lie groupoids in LieGroupoids The largest subgroup of H which is a normal subgroup of K is called kernel of the transitive pair. 4 If the action of K on M is also n-fold transitive, then we call (θ, H) an n-fold transitive pair.
Transitive pairs have been studied in [SW15b] in the context of reconstructions of locally trivial Lie groupoids. Conceptually they are closely related to Klein geometries and we refer to loc.cit. for more information on this topic. In the context of the present paper, we reconsider the construction of a locally trivial Lie groupoid from a transitive pair. It will turn out that this constructions is functorial on a suitable category of transitive pairs which we introduce now.
Definition 3.2 (Category of transitive pairs).
We define the category TransPairs M which has as objects transitive pairs (over M with base-point m).
A morphism in TransPairs M from (θ :
is a smooth morphisms of Lie groups ϕ :
is the Lie group morphism associated to θ via the exponential law (see [Woc13, Theorem 7 .6]). 
in TransPairs M is an isomorphism if and only if the underlying morphism of Lie groups ϕ : K → K ′ is an isomorphism whose inverse maps
Proof. The condition is clearly necessary. Conversely, assume that ϕ : K → K ′ is an isomorphism of Lie groups with inverse ψ : K ′ → K. Now ψ maps H ′ into H and it induces a morphism of transitive pairs since
Let us now exhibit two examples of transitive pairs. To this end recall the notion of a locally trivial Lie groupoid
Definition 3.5. Let G = (G ⇒ M ) be a Lie groupoid. Then we call G locally trivial if the anchor map Then by [SW15b, Remark 4 .3] a transitive pair (θ, H) is given by any normal subgroup H of K m . As a special case consider the canonical action SO(3) × S 2 → S 2 of the special orthogonal group SO(3) on the 2-sphere (canonically embedded in R 3 ). This action is transitive with abelian stabiliser SO(2) ∼ = S 1 . Hence, we can choose as H any closed subgroup of S 1 . In particular. choose as H either S 1 or the cyclic subgroups generated by an element with x n = 1 for some n ∈ N.
Our goal is now to obtain a functor which associates to a transitive pair a locally trivial Lie groupoid. To this end, we have to recall some results from [SW15b, Section 4]. Its structure maps are given by α R ( gH, kH ) = π(kH) and β R ( gH, kH ) = π(gH). 
Λm − − → M and thus identify the bisections of R(θ, H) with bundle automorphisms via
(cf. [SW15a, Example 3.16]) c) Recall that the sections described in b) also induce manifold charts for
where δ : K/H × π K/H → Λ m is the smooth map mapping a pair (p, q) to the element p −1 · q ∈ Λ m which maps p to q (via the Λ m -right action).
In Section 1 we have seen that the category BanachLieGpds M of all Banach-Lie groupoids over M is contained in LieGroupoids Σ M . Let us define now now a suitable subcategory of BanachLieGpds M together with a functor. 
The functor R constructs Lie groupoids from transitive pairs. These Lie groupoids are intimately connected to the transitive action of the transitive pair on M . To see this we recall some results on a natural Lie group morphism induced by first applying R and then the bisection functor. , H) ) of Lie groups from (6) this gives rise to the group homomorphism
where s i = p m • σ i , i ∈ I are the sections from 3.8 b). Moreover, a θ,H is smooth and makes the diagram
In general, the Lie group morphism a θ,H will neither be injective nor surjective (this reflects that the notion of a transitive pairs is quite flexible). However, one may understand the construction of a θ,H as a way to obtain an interesting Lie group morphism from a transitive pair into the bisections of suitable locally trivial Lie groupoids over M . Moreover, under some assumptions on the transitive pair, the Lie group morphism a θ,H lifts to a morphism of transitive pairs.
Lemma 3.11. Let (θ, H) be a transitive pair such that also (β R • ev, Bis m (R(θ, H))) is a transitive pair. Then a θ,H induces a morphism of transitive pairs (θ, H) → (β R • ev, Bis m (R(θ, H) ).
Proof. In view of Lemma 3.10 we only have to prove that for h ∈ H we have a θ,H (h) ∈ Bis m (R(θ, H) ). By definition of a θ,H , we have a θ,H (h)(m) = hs i (m), s i (m) for the sections s i : Proof. Choose a section atlas (s i : Remark 3.8 b) . From the definition of a morphism in TransPairs M we infer thatθ
Ui holds and (ϕ • σ i ) i∈I is a section atlas of theK m -bundlẽ π :K → M . This section atlas descents to a section atlas ofK/HΛ m − − → M which we denote by abuse of notation as (ϕ • s i ) i∈I . In the following we will assume that x ∈ U i and the mappings are represented as in Remark 3.8 b) with respect to the section atlases (s i ) i∈I and (ϕ • s i ) i∈I . Let us now compute the composition aθ ,H • ϕ given in the diagram. Then we obtain for k ∈ K the formula
Now we compute the other composition (Bis(R(ϕ))) • a θ,H of morphisms in the diagram. We obtain
Comparing the right hand sides, the diagram commutes since ϕ : K →K is a Lie group morphism. In the next section we will see that the family (a θ,H ) (θ,H)∈TransPairsM induces a natural transformation in TransPairs M . This will establish a close connection between R and an augmented version of the bisection functor.
4 The augmented bisection functor and the locally trivial construction functor
In this section we define the augmented bisection functor and establish its connection to the functor R. Unless stated explicitly otherwise, we will assume throughout the whole section that M is a compact and connected manifold and consider only groupoids in BanachLieGpds triv M . Moreover, we choose and fix once and for all m ∈ M . Taking M to be a connected manifold allows us to ignore certain technicalities in the definition of the augmented bisection functor (see Definition 4.3). With suitable care one can extend the results outlined in this section also for non-connected M . However, then one has to restrict the occurring functors to suitable full subcategories of BanachLieGpds triv M and the statements become a lot more technical. We will briefly comment on this in Remark 4.16.
We have already seen in Example 3.6 a) that for a locally trivial Lie groupoid which satisfy an additional assumption, the action of the bisections and a certain subgroup yield a transitive pair. If M is a connected manifold, no additional assumption is needed and we obtain the following result: Note that the Lemma asserts that for a locally trivial Lie groupoid G over a connected manifold, the canonical action of the bisection together with Bis m (G) always yields a transitive pair. For non-connected base this statement is false (see [SW15b, Remark 2.18 b)] for an example).
Proof. We only have to prove that Bis(ψ) maps the subgroup Bis
Using Lemma 4.1 and Lemma 4.2 we can now define the augmented bisection functor. The functor Bis is closely related to the functor R which we discussed in the last section. To make this explicit, we recall results from [SW15b] .
Example 4.5. Let G = (G ⇒ M ) be a locally trivial Banach-Lie groupoid. We apply R to the associated transitive pair Bis(G) = (β • ev, Bis m (G)) to obtain the gauge groupoid R(β • ev, Bis m (G). This gauge groupoid is related to the locally trivial Lie groupoid G via the groupoid homomorphism
Recall from [SW15b, Lemma 4.21] that χ G induces an isomorphism of the gauge groupoid R(Bis(G) onto the open and wide subgroupoid ev(Bis(G) × M ) = {g ∈ G | g = σ(α(g)) for some σ ∈ Bis(G)} (see [SW15b, Theorem 2.14]). Recall from Lemma 3.11 that the map a Bis(G) : Bis(G) → Bis(R(Bis(G))) is a morphism of transitive pairs. Moreover, it is an isomorphism of transitive pairs with inverse Bis(χ G ). This follows from the fact that a Bis(G) : Bis(G) → Bis(R(Bis(G))) is an isomorphism of Lie groups with inverse Bis(χ G ) by [SW15b, Lemma 4.21 b)].
We will now establish that the (Re-)construction functor R defined in the last section and the augmented bisection functor form a pair of adjoint functors. To this end, we will prove first that the morphisms χ G induce a natural transformation from R • Bis to the identity functor of BanachLieGpds Combining Lemma 4.6 with the fact that Bis(χ G ) is an isomorphism, one immediately obtains the following. 
Hence the family (a θ,H ) (θ,H)∈TransPairsM forms a natural transformation id TransPairs M ⇒ Bis •R in the category TransPairs M .
b) The map R(a θ,H ) : R(θ, H) → R(Bis(R(θ, H))) is a Lie groupoid isomorphism with inverse χ R(θ,H) .
Proof.
a) The Lie group map a θ,H is a morphism of transitive pairs by Lemma 3.11. Hence (9) makes sense as a diagram in TransPairs M . Applying the forgetful functor For to (9), Proposition 3.12 shows that we obtain a commutative diagram in LieGroups Diff(M) . We conclude that (9) must also be commutative as a diagram in TransPairs M . b) From Example 4.5 we deduce that χ R(θ,H) will be an isomorphism of Lie groupoids if it is surjective.
Hence the assertion will follow if we can prove that χ R(θ,H) • R(a θ,H ) = id R(θ,H) . Let us use again the section atlas (s i ) i∈I of π : K/H → M from part a). We evaluate the composition of both maps in an element and obtain χ R(θ,H) • R(a θ,H )( kH, gH ) = χ R(θ,H) ( a θ,H (k) Bis m (R(θ, H)), a θ,H (g) Bis m (R(θ, H)) ) = a θ,H (k)(m) · (a θ,H (g)(m)) −1 = k · s i (m), g · s i (m) = kH, gH .
Note that this holds since the gauge groupoid operations are given as kH, gH · gH, lH = kH, lH and kH, gH −1 = gH, kH (cf. [Mac05, Example 1.1.15]). Summing up, R(a θ,H ) is an isomorphism with inverse χ R(θ,H) .
