Abstract-In this paper we study the problem of characterizing and exploiting the complete flexibility of a special logic architecture, called P-circuits, which realize a Boolean function by projecting it onto overlapping subsets given by a generalized Shannon decomposition. P-circuits are used to restructure logic by pushing some signals towards the outputs. The algorithms proposed so far for exploiting the structural flexibility of P-circuits do not guarantee to find the best implementation, because they cast the problem as the minimization of an incompletely specified function. Instead, here we show that to explore all solutions we must set up the problem as the minimization of a Boolean relation, because there are don't care conditions that cannot be expressed by single cubes. Finally we report the results obtained using a minimizer of Boolean relations, which improve in a major way with respect to the previous literature.
INTRODUCTION
L OGIC optimization of digital circuits explores different realizations of a logic circuit to improve design parameters like area, speed, power consumption, and others. This goal is achieved exploiting both the flexibility allowed by the specification (external don't care conditions), and the internal or structural flexibility due to the structure of the implementation. Therefore, given a chosen logic architecture, the goal of logic synthesis is from one side to characterize completely the implementations consistent with the specification and the architecture, and from other side to explore all of them choosing the best with respect to a given cost function.
For instance, in the model of multi-level synthesis a la SIS [13] , based on Boolean networks whose nodes are single-output PLAs, two sources of flexibility were defined to characterize the complete flexibility: satisfiability don't cares, SDCs, to model limited controllability, and observability don't cares, ODCs, to model limited observability. Then, algorithms were proposed to compute part or all of them, and the flexibility was exploited running two-level minimization on the single nodes of the Boolean network.
In this paper we revisit the problem of characterizing and exploiting the complete flexibility of a special logic architecture, called P-circuits. They are extended forms of Shannon cofactoring, investigated in [3] , [4] , [6] , where the expansion is with respect to an orthogonal basis x i È p (i.e., x i ¼ p), and x i È p (i.e., x i 6 ¼ p), where p is a function defined over all variables except for a critical variable x i . P-circuits were introduced as a specialized form of decomposition with respect to specific critical signals that should be pushed closer to the outputs, e.g., signals with the highest switching activity (to decrease power consumption), or late-arriving ones (to decrease worst-case delay).
More in detail, let f x i ¼p and f x i 6 ¼p be the projections of a function f onto x i ¼ p and x i 6 ¼ p, and let I ¼ f x i ¼p \ f x i 6 ¼p be the set of points common to the two projections. A completely defined function f can be decomposed giving three Boolean functions combined by a disjunction:
¼ f x i 6 ¼p , and f I I. The circuits synthesized according to this structure are called P-circuits when the blocks f ¼ , f 6 ¼ and f I are realized by sums-of-products (as shown in Fig. 1 ). Shannon decomposition is the special case when p ¼ 0, f ¼ ¼ f x i ¼p , f 6 ¼ ¼ f x i 6 ¼p , and f I ¼ ;. The structural flexibility arises in P-circuits as follows: if a point q of f is covered in one set (f ¼ , f 6 ¼ , or f I ), q may be considered as a don't care in the other sets containing it. This can be seen as a special case of the following disjunctive paradigm: when the outputs of some Boolean functions are combined by a disjunction, if a single function produces the output value 1 for some inputs, we do not care about the output values produced by the remaining functions for such inputs; therefore under these inputs the representation of the other functions can be modified and optimized according to a chosen cost function [14] .
The computation of the flexibility of P-circuits has been already studied in the literature [3] , [4] , [6] , but the algorithms proposed so far for its exploitation may fail to find the best implementation, because they cast the optimization problem as the minimization of an incompletely specified function. Instead, in this paper we show that to explore all solutions we must set up the problem as the minimization of a Boolean relation, because there are combinations of don't care conditions that cannot be expressed by single cubes. Therefore here we model the optimal P-circuit decomposition problem by means of Boolean relations, and show that it is a complete characterization of the structural flexibility of P-circuits. Finally we report the results obtained using a minimizer of Boolean relations, which are a major improvement with respect to the previously published experiments.
This paper is an extended version of the conference paper presented in [5] and is organized as follows. Section 2 introduces P-circuits for completely and incompletely specified functions. Section 3 describes how to minimize P-circuits using Boolean relations. Experiments on a set of benchmarks are reported in Section 4, and Section 5 concludes the paper.
P-CIRCUITS
A P-circuit is a network where the dependence on a given variable x i (e.g., the variable with more switching activity or with higher delay) is projected away from the rest of the circuit.
In this section we first briefly review the P-circuits based on SOP minimization [3] , [4] , [6] . We then give a new formulation of the associated minimization problem, both for completely and incompletely specified functions, better suited to be formalized via Boolean relations.
We first give some preliminary definitions. A completely specified Boolean function f is a function f : f0; 1g n ! f0; 1g. A completely specified Boolean function can also be interpreted as the set of points x 2 f0; 1g n such that fðxÞ ¼ 1. An incompletely specified Boolean function is a function f : f0; 1g n ! f0; 1; Àg, where À is called the don't care value of the function. An incompletely specified function can be described by three sets of points: the on-set, the off-set and the don't care set, which characterize the points in f0; 1g n with images 0, 1, and À, respectively. Given the Boolean space f0; 1g n described by the set fx 1 ; . . . ; x n g of n binary variables, a literal is a variable or its complement; a cube is conjunction (or product) of a set of literals, and a minterm is a cube when it represents only one point, i.e., when it is a conjunction of n literals. Finally, a multiple-output Boolean function f is a function f : f0; 1g n ! f0; 1; Àg m ; it can be considered also as a vector of Boolean functions ff 1 ; f 2 ; . . . ; f m g.
Completely Specified Functions
Let f be a completely specified Boolean function depending on the set fx 1 ; . . . ; x n g of n binary variables. The classical Shannon decomposition f ¼ x i fj x i þ x i fj x i , and the more general EXOR-based decomposition [7] , [11] 
(where p is a function non-depending on x i ) 1 are suitable for keeping x i disjoint from the rest of the circuit, but are not oriented to area minimization. In fact, fj x i ¼p , and fj x i 6 ¼p do not depend on the variable x i , but the cubes of f intersecting both subsets x i ¼ p and x i 6 ¼ p may be split into two smaller subcubes when they are projected onto fj x i ¼p , and fj x i 6 ¼p , respectively. For example, consider the function f in Fig. 2a , the variable x i ¼ x 3 and the simple function pðx 1 ; x 2 ; x 4 Þ ¼ x 4 . The projection of f with respect to x 3 ¼ x 4 and x 3 6 ¼ x 4 are depicted in Figs. 2b and 2c, respectively. We note that the cube x 1 x 2 x 4 of f is split into two separate minterms x 1 x 2 x 4 and x 1 x 2 x 4 in the two projected functions fj x 3 ¼x 4 and fj x 3 6 ¼x 4 (Figs. 2b and 2c).
To overcome this problem, in P-circuits synthesis, we keep unprojected some of the points of the original function. For this purpose, let I ¼ fj x i ¼p \ fj x i 6 ¼p be the intersection of the two cofactors fj x i ¼p and fj x i 6 ¼p . Note that the intersection I contains the cubes whose products do not contain x i and that cross the two sets. Therefore, in order to overcome the splitting of these crossing cubes, we could keep I unprojected, and project only the minterms in fj x i ¼p n I and fj x i 6 ¼p n I, obtaining the expression f ¼ ðx i È pÞðfj x i ¼p n IÞ þ ðx i È pÞðfj x i 6 ¼p n IÞ þ I :
Note that p, fj x i ¼p n I, fj x i 6 ¼p n I and I do not depend on x i . Following the previous example, see Figs. 3a, 3b , and 3c.
However, the points that are in I could be exploited to form bigger cubes in the projected sets. For example, the point 001 of I would be useful for forming the cube x 1 x 4 in fj x 3 6 ¼x 4 n I, see Fig. 3b , indeed such cube was originally in fj x 3 6 ¼x 4 , see Fig. 2c . Therefore, if a point is in I and is useful 1. Note that the Shannon decomposition is a particular EXOR-based decomposition where p ¼ 0.
for a better minimization of the projected parts, it can be kept both in the projection and in the intersection (see, for example, the point 001 in Figs. 3e and 3f) . Moreover, if a point is covered in both the projected sets, it is not necessary to cover it in the intersection. In our example, the point 100 of I is used for forming bigger cubes in both the projections (Figs. 3d and 3e) , thus it can be removed from the intersection (see Fig. 3f ).
In the following, we indicate a SOP circuit implementing a Boolean function f with SðfÞ, and we denote optimal circuits (in the sense of two-level minimization) with a star, as S Ã ðfÞ.
From the previous observations, we can infer that the projected sub-circuits should cover at least fj x i ¼p n I and fj x i 6 ¼p n I, and must be contained in fj x i ¼p and fj x i 6 ¼p , respectively. Moreover, the part of the circuit that is not projected should be contained in the intersection I.
In summary, we rephrase the definition of a P-circuit given in [6] as follows.
Definition 1.
A P-circuit of a completely specified function f is the circuit P ðfÞ denoted by the expression:
Therefore, the synthesis idea of P-circuits is to construct a network for f by appropriately choosing the sets f ¼ , f 6 ¼ , and f I as building blocks (as shown in Fig. 1 ). The cofactors and the intersection can be synthesized in any framework of logic minimization. Here we focus on the standard SOP synthesis, since SOP forms are widely used and also because we exploit the Boolean relation minimizer BREL [2] that is built for classical SOP synthesis. As far as we know, no Boolean relation minimizer is available for other logic forms. Thus, we represent f ¼ , f 6 ¼ , and f I as sums of products.
For example, the expression
is a P-circuit for the function f defined in Fig. 2a . P ðfÞ is derived from the functions f ¼ , f 6 ¼ , and f I in Figs. 3d, 3e, and 3f.
An optimal P-circuit P Ã ðfÞ for the function f is a P-circuit with minimum cost that can be synthesized for f. The P-circuit described in the previous example is an optimal P-circuit with respect to the number of literals in the SOP forms.
Incompletely Specified Functions
Consider now an incompletely specified Boolean function f ¼ ff on ; f dc g. For the sake of simplicity, suppose that f on \ f dc ¼ ;; otherwise, following the usual semantics, we consider f on n f dc as the on-set of f. Let I be the intersection of the projections of f onto the two sets x i ¼ p and x i 6 ¼ p:
We can generalize the definition of P-circuit in the following way.
Definition 2. A P-circuit of an incompletely specified function f ¼ ff on ; f dc g is the circuit P ðfÞ denoted by the expression:
MINIMIZATION OF P-CIRCUITS USING BOOLEAN RELATIONS
The problem of minimizing a Boolean function in P-circuit form can be characterized completely by using Boolean relations, as explained in the following sections, first for completely specified and then for incompletely specified single-output functions. We will then discuss some optimization issues and how to deal with multi-output functions.
Boolean Relations
In this section we recall the theory of Boolean relations, and give a brief overview of the recursive paradigm to solve Boolean relations presented in [1] , [2] , [10] . The concept of Boolean relations was introduced in [8] as a more general scheme for the incomplete specification of logic networks. In fact, the conditions under which a multioutput logic network can be simplified cannot always be completely represented using don't cares.
Definition 3 ([8]).
A Boolean relation is a one-to-many multioutput Boolean mapping R : f0; 1g n ! f0; 1g m . f0; 1g n and f0; 1g m are called the input and output sets of R.
A Boolean relation R can be considered a generalization of a Boolean function, where a point in the input set f0; 1g n can be associated with several points in the output set f0; 1g m ; indeed, because of the one-to-many nature of Boolean relations, there may be several equivalent outputs for a given input. Also, notice that R is a subset of the Cartesian product f0; 1g n Â f0; 1g m . A relation R is well-defined if for all x 2 f0; 1g n , there is y 2 f0; 1g m such that ðx; yÞ 2 R. A well defined Boolean relation is functional if every input x is associated with one and only one output y. Fig. 4 shows an example of a Boolean relation with two input and two output variables, in tabular and in graphical representation. This relation is not a functional one, indeed the inputs 01 and 11 are associated to two outputs each: f01; 10g and f01; 11g respectively. Also observe that while the outputs associated to 11 could be expressed by the single output fÀ1g introducing a don't care into the range of output variables, the two outputs related to 01 cannot be expressed using don't cares. As even this simple example shows, Boolean relations capture more flexibility than incompletely specified Boolean functions.
To any relation R we can associate a set of compatible multi-output Boolean functions, i.e. the set of all functions f such that, for all input x 2 f0; 1g n , fðxÞ is contained in the set RðxÞ of the outputs related to x. In this case, we write f R.
Definition 4 ([2]
). The set of multi-output Boolean functions compatible with a Boolean relation R : f0; 1g n ! f0; 1g m , is defined as F ðRÞ ¼ ff : f0; 1g n ! f0; 1g m j f R and f is a functiong.
Two Boolean functions compatible with the Boolean relation of Fig. 4 are shown in Fig. 5 .
The problem of the optimal implementation of a Boolean relation R is the one of selecting, among the possible functions compatible with R, one of minimum cost according to a given metric. More precisely.
Definition 5 ([2]
). The solution of a Boolean relation R is a multi-output Boolean function f 2 F ðRÞ. The function f is an optimal solution of R according to a given cost function c, if for all f 0 2 F ðRÞ, cðfÞ cðf 0 Þ.
Many problems in logic synthesis can be formalized using Boolean relations, and Boolean decomposition is one of them. For instance, consider the decomposition of a Boolean function f : f0; 1g n ! f0; 1g using a function g : f0; 1g m ! f0; 1g:
The relation R that represents all possible decompositions of f using g can be defined as follows: for all x 2 f0; 1g n , RðxÞ ¼ fy 2 f0; 1g m j gðyÞ ¼ fðxÞg. In other words, each input x 2 f0; 1g n where fðxÞ ¼ 1, will be associated to the set of outputs y 2 f0; 1g m , where g takes the value 1; each input x 2 f0; 1g n where fðxÞ ¼ 0, will be associated to the set of outputs y 2 f0; 1g m , where g is 0. A solver of Boolean relations will explore the set of possible solutions of the relation R and will return an optimal solution according to the minimization objective.
Several exact and heuristic algorithms have been proposed for solving Boolean relations (see [2] for an overview of these methods, and for bibliographic references). For our particular minimization problem, we used the recursive algorithm proposed in [2] because of its ability in finding better solutions in shorter runtime than the previously known methods. In fact, this recursive solver is very efficient and able to explore a wide space of solutions. Moreover it can be used both in an exact and heuristic approximate mode and its cost function can be tuned for different parameters related to the area or the delay in computing the relation.
The idea of the recursive approach is that of reducing the problem of solving a Boolean relation to a sequence of Boolean minimization problems applied to multi-output incompletely specified functions. Each of these functions is an overapproximation of the original Boolean relation, obtained by expanding the inputs whose outputs cannot be expressed using don't cares to cover more points of the output set. For example, the relation of Fig. 4 can be overapproximated by the function obtained by expanding the set Rð01Þ ¼ f01; 10g of the outputs related to 01 to f00; 01; 10; 11g ¼ ÀÀ.
The function that overapproximates the relation is then minimized using a standard minimization method. If the minimized function is compatible with the relation, the algorithm reports the results. Otherwise, if the function contains conflicts, the algorithm continues with a successive refinement of the original relation into two smaller relations containing fewer outputs that cannot be expressed using don't cares. These smaller relations, obtained by selecting an input where there is an incompatibility and partitioning its outputs, are solved recursively, and the best compatible solution is selected out of the explored solutions. For instance, the minimal SOP cover of the function f that overapproximates the relation R of Fig. 4 would be (in PLA form):
corresponding to a function not compatible with R, as fð01Þ ¼ 00 but 00 6 2 Rð01Þ. Thus, the algorithm splits R into the two smaller relations both corresponding to incompletely specified Boolean functions. Once the two functions have been minimized, the best cover is selected and reported as solution of the original relation R.
Completely Specified Functions
Let f be a completely specified Boolean function depending on n variables, x i one input variable, and p a function depending on all input variables of f but x i . Consider the two cofactors fj x i ¼p and fj x i 6 ¼p , obtained by projecting f onto the sets x i ¼ p and x i 6 ¼ p, and their intersection I ¼ fj x i ¼p \ fj x i 6 ¼p .
As recalled in Section 2, in order to minimize f in Pcircuit form, we must find a refinement of the starting partition of the minterms of f into the three disjoint sets fj x i ¼p n I, fj x i 6 ¼p n I and I. This refinement, which leads to the three new sets f ¼ , f 6 ¼ , and f I , consists in (i) adding back some points of I to fj x i ¼p n I or fj x i 6 ¼p n I, precisely the points that may help in obtaining larger cubes in their SOP representation, and (ii) subtracting from I some of the points in the intersection of the refined cofactors (i.e., covered by both cofactors), in order to find a more compact SOP representation for the intersection set.
The final P-circuit for f is then given by three minimal SOPs representing f ¼ , f 6 ¼ , and f I , appropriately connected to a minimal SOP for p. Therefore, the problem is finding the sets ðf ¼ ; f 6 ¼ ; f I Þ that lead to a P-circuit of minimal cost, according to a given cost metric. We now show how this problem can be nicely formalized and efficiently solved using Boolean relations.
Our aim is to define a relation R whose set of compatible functions F ðRÞ corresponds exactly to the set of all possible P-circuits for f, so that an optimal solution of R is an optimal P-circuit P Ã ðfÞ for f. Let R f : f0; 1g nÀ1 ! f0; 1g 3 be a Boolean relation, whose input set is the space spanned by the variables x 1 . . . x iÀ1 x iþ1 . . . x n , while the output set describes all possible tuples of functions
From Definition 1, we can observe that the sets fj x i ¼p n I and fj x i 6 ¼p n I must be always contained in f ¼ and f 6 ¼ , respectively. Thus, all points in fj x i ¼p n I are associated to the output 100, and all points in fj x i 6 ¼p n I are associated to the output 010 of R f . Moreover, we can also note that the possible P-circuit implementations of f differ in the distribution of the points of I among the three sets
In particular, each minterm in I can be associated to one of the following outputs of R f : 001, if it belongs only to f I , that is, it has been kept in I, and not added to f ¼ and f 6 ¼ ; 101, if it has been added to f ¼ and kept in I; 011, if it has been added to f 6 ¼ and kept in I; 111 if it has been added to f ¼ and f 6 ¼ and kept in I; 110 if it has been added to f ¼ and f 6 ¼ and removed from I. The possible outputs corresponding to the points in I can be represented in a compact way using don't cares: À À 1 and 11À. Indeed, if a point is covered in the intersection set, then it becomes a don't care point in the two projection sets x i ¼ p and x i 6 ¼ p, while if it is covered in both projection sets, it becomes a don't care for I.
Since all points of I must be covered either in f I , or both in f ¼ and f 6 ¼ , all other possible output choices for I would not define a P-circuit for f.
The relation R f can therefore be defined as follows:
Observe that R f is truly a relation, as it is not functional on the points of I.
With this formalism, we can rephrase our minimization problem as finding an optimal implementation of R f , that is, as selecting among all possible three-output functions compatible with R f , each corresponding to a tuple f ¼ , f 6 ¼ , and f I , the one whose overall SOP representation is minimal. A formal proof of this statement is given in Section 3.4.
The Algorithm in Fig. 6 shows the overall synthesis method via Boolean relations. In the algorithm, after the construction of the Boolean relation R f , the procedure OPTRelationðR f Þ is called. Example 1. Consider the function in Fig. 2 , and its projections onto the sets x 3 ¼ x 4 and x 3 6 ¼ x 4 . The intersection between the two cofactors fj x 3 ¼x 4 ¼ f001; 110; 100g and fj x 3 6 ¼x 4 ¼ f001; 011; 100; 101g contains two points f001; 100g. Thus we have I ¼ f001; 100g
The corresponding relation is where all missing points are associated to the output 000. It can be easily verified that among all functions compatible with R f , the one whose overall SOP representation is minimal (with respect to the number of literals) is that defines precisely the sets f ¼ , f 6 ¼ and f I shown in Figs. 3d, 3e, and 3f. Thus, the Algorithm in Fig. 6 outputs the P-citcuit:
Incompletely Specified Functions
Let us now consider the P-circuit minimization of incompletely specified functions. The construction of R f must consider more cases. In fact, the possible P-circuit implementations depend not only on the distribution of the points of I among the three sets f ¼ , f 6 ¼ , f I , but also on how the don't care points of the two cofactors are used to build larger cubes in the two projection spaces x i ¼ p and x i 6 ¼ p, and possibly in the intersection I.
To correctly define the relation R f we must partition the input set f0; 1g nÀ1 into nine subsets, each corresponding to a combination of the values f0; 1; Àg assumed by the two cofactors fj x i ¼p and fj x i 6 ¼p , as shown in Fig. 7 . Given x 2 f0; 1g nÀ1 , we have the following cases:
x is a point of both off-sets, thus R f ðxÞ ¼ f000g. The points in the intersection between the on-sets of the two cofactors can be treated exactly as done for completely specified functions, so we have
For each point x in the on-set of fj x i ¼p and in the don't care set of fj x i 6 ¼p we have two choices: either it is covered in the projection set x i ¼ p, thus becoming a don't care point in both the intersection and the other projection set x i 6 ¼ p, or it can be covered in the intersection and be a don't care in both projection sets. Thus, we pose R f ðxÞ ¼ f1 À À; À À 1g. Finally, don't cares of both cofactors can be used as don't cares in all the sets, i.e., R f ðxÞ ¼ fÀ À Àg. As for completely specified functions, we can rephrase the synthesis of an incompletely specified function f in P-circuit form as the problem of finding an optimal implementation of R f , i.e., of selecting among all possible three-output functions compatible with R f , the one defining a tuple f ¼ , f 6 ¼ , and f I whose overall SOP representation is minimal (as shown in the Algorithm in Fig. 8) . A formal proof of this statement is given in the next Section 3.4.
Optimality and Complexity Issues
We now formally prove that the set F ðR f Þ of all three-output functions compatible with the relation R f specifies exactly the set of all tuples f ¼ , f 6 ¼ , and f I defining a P-circuit for a Boolean function f, so that an optimal solution of R f is an optimal P-circuit P Ã ðfÞ for f. We consider only the more general problem of minimizing an incompletely specified function in P-circuit form, since it subsumes the problem of minimizing a completely specified function, whose don't care set is just the empty set.
In the following, we first show the results for p ¼ 0, and then we discuss the case of a general function p.
p ¼ 0
Let f be an incompletely specified Boolean function, x i an input variable, and R f the Boolean relation constructed as explained before. For simplicity consider now the case p ¼ 0, where p does not need any minimization (note that Fig. 7 . Outputs for the relation R f when f is an incompletely specified function.
the experimental results in [3] show that the best choice for the projection function p is the simplest p ¼ 0).
Recall that the three output variables of R f are used to describe the tuple of functions f ¼ , f 6 ¼ , and f I defining a P-circuit for f: the first two outputs define f ¼ and f 6 ¼ , and the third defines f I . Thus, each function in F ðR f Þ corresponds to a possible tuple. Theorem 1. For p ¼ 0, the set F ðR f Þ of three-output functions compatible with the relation R f defines exactly the set of tuples f ¼ , f 6 ¼ , and f I occurring in all possible P-circuit implementations of f.
Proof. First of all observe that any P-circuit P ðfÞ defines a three-output function compatible with R f in an obvious way. The three functions f ¼ , f 6 ¼ , and f I represented by the three SOPs in P ðfÞ define the three outputs, and we can easily verify that for all x 2 f0; 1g nÀ1 , ðf ¼ ðxÞ; f 6 ¼ ðxÞ; Fig. 7 ). We now prove that any three-output function compatible with R f defines a P-circuit for f.
Consider the first two outputs. The definition of R f (cases (2) and (3) (4) and (5) in the definition of R f imply that f ¼ and f 6 ¼ could also assume value 1 on all points that belong to the don't care set of the corresponding cofactor (fj x i ¼p for f ¼ and fj x i 6 ¼p for f 6 ¼ ) and to the off-set of the other cofactor. Furthermore, because of cases (6), (7), (8), and (9) Consider now the third output, defining the set f I . From the definition of R f , it follows that for each function in F ðR f Þ, f I can get the value 1 only on the points of I, while is always 0 outside I. Moreover, on each point of I there is always the possibility of choosing between a 1 and a don't care value, so that ; f I I. To complete the proof we must show that for any function compatible with R f , the P-circuit P ðfÞ constructed using the tuple ðf ¼ ; f 6 ¼ ; f I Þ is a P-circuit for f, i.e., f on P ðfÞ f on [ f dc . This follows from the way the relation is defined on the points of I. Recall that each point x in the intersection I corresponds to a pair of points of the original space f0; 1g n , one projected onto x i ¼ p and the other onto x i 6 ¼ p, where f is equal to 1 or to a don't care. R f is such that if x 2 I corresponds to two minterms in f on , then in all possible outputs R f ðxÞ, we have that either the third output f I is set to 1, thus x is covered by the SOP Sðf I Þ, or both the first and the second output f ¼ and f 6 ¼ are set to 1, and x is covered by the corresponding SOPs in both projection sets; for each point x 2 I corresponding to a minterm of one cofactor and to a don't care of the other cofactor, we have one of two cases: either we set to 1 f
on j x i 6 ¼p ), and therefore x is covered by Sðf ¼ Þ or Sðf 6 ¼ Þ, or the third output is set to 1 and therefore x is covered by Sðf I Þ; if x 2 I corresponds to a pair of don't cares of f, then R f sets it to a don't care in all sets, so that it might be covered by Sðf I Þ, or Sðf ¼ Þ, or Sðf 6 ¼ Þ, or none of them. t u
We finally prove that under the hypothesis that the projection function p is the constant function p ¼ 0, an optimal solution of R f provides an optimal P-circuit for f.
Corollary 1.
For p ¼ 0, the optimal solution of the Boolean relation R f , according to the cost function m chosen to evaluate the circuits P ðfÞ, defines an optimal P-circuit P Ã ðfÞ for the function f with respect to the same cost function m.
Proof. The thesis immediately follows from Theorem 1, as
any three-output function compatible with R f defines a possible P-circuit implementation for f. Corollary 2. For p ¼ 0, the circuit computed by the algorithm in Fig. 8 , optimized according to a given cost function m, is an optimal P-circuit P Ã ðfÞ for the function f with respect to the same cost function m.
Finally, we can prove that, when p ¼ 0, the complexity of modeling P-circuit synthesis using Boolean relations is super-linear in the truth table representation of the input function f. Theorem 2. Given a truth table representation of a completely specified Boolean function f defined over n binary variables, the construction of the Boolean relation R f , for p ¼ 0, takes time and space upper-bounded by Oðk log kÞ, when the input dimension is k ¼ 2 n .
Proof. The truth table representation of a Boolean function f : f0; 1g n ! f0; 1g consists in k ¼ 2 n bits. Suppose to generate all the k ¼ 2 n Boolean points in f0; 1g n each containing n bits. This operation costs Oðn2 n Þ ¼ Oðk log kÞ. The computational time for deriving the projections fj x i ¼0 and fj x i 6 ¼0 is then linear in k, since we have to derive the points in the on-set of f that have x i ¼ 0 and
The computation of the intersection I ¼ fj x i ¼0 \ fj x i 6 ¼0 can be performed in time Oðk log kÞ with the following strategy: 1) we sort the points in fj x i ¼0 and fj x i 6 ¼0 using a linear time sorting algorithm (e.g., radix sort [9] ) in time Oððn À 1Þ2 nÀ1 Þ (recall that fj x i ¼0 and fj x i 6 ¼0 are sets containing vectors of n À 1 bits); 2) we can perform the intersection of the two sorted sets in time Oððn À 1Þ2 nÀ1 Þ using a strategy similar to the merge procedure in the Mergesort [9] . Similarly, the computation of fj x i ¼0 n I and fj x i 6 ¼0 n I costs Oððn À 1Þ2 nÀ1 Þ, since fj x i ¼0 , fj x i 6 ¼0 and I are sorted.
Given fj x i ¼0 n I, fj x i 6 ¼0 n I and I, the construction of the relation R f is then Oðn2 n Þ. In fact, as shown by the algorithm in Fig. 6 , to each cube in fj x i ¼0 n I, fj x i 6 ¼0 n I, and I corresponds an entry in the Boolean relation; since we have Oð2 n Þ cubes of OðnÞ variables, this phase costs Oðn2 n Þ. The overall procedure takes time and space upper-bounded by Oðn2 n Þ ¼ Oðk log kÞ. t u
Note that we can use OBDDs for computing fj x i ¼0 n I, fj x i 6 ¼0 n I, and I. This will give a computational complexity that depends on the sizes of the OBDDs.
We have the same result for incompletely specified functions with a similar proof.
General General p
Consider now the case where we project with respect to a general p. Now if we want to construct an optimal Pcircuit we must take also into account the SOP SðpÞ for p. For this purpose, we reformulate the problem with a four output relation R p f where the output set describes all the possible tuples of functions f ¼ , f 6 ¼ , f I , and p. Thus we must double the cases enumerated for the relation R f . In fact, each case must consider the points that are also in p and the points that do not intersect p: the former points must have a 1 as a final output, while the latter ones must have a 0. For example, if we consider a completely specified function f, we have the following relation R p f :
points in ðfj x i ¼p n IÞ \ p f1001g points in ðfj x i ¼p n IÞ n p f1000g points in ðfj x i 6 ¼p n IÞ \ p f0101g points in ðfj x i 6 ¼p n IÞ n p f0100g points in I \ p fÀ À 11; 11 À 1g points in I n p fÀ À 10; 11 À 0g points in ðf0; 1g nÀ1 n ðfj x i ¼p [ fj x i 6 ¼p [ IÞÞ \ p f0001g all other points f0000g
Theorem 1 and Corollary 1 can then be easily generalized to the relation R p f .
Multioutput Functions
In this section we discuss briefly how to handle a multioutput function f : f0; 1g n ! f0; 1; Àg m . There are two possible approaches. The first one consists simply in minimizing each output independently from the others, thus solving m P-circuit minimization problems: we construct the m Boolean relations related to the m outputs of f, and find an optimal solution for each of them, independently.
The other possibility is to handle the m outputs all together, defining a unique Boolean relation R f with input set f0; 1g nÀ1 , and output set f0; 1g 3 m , featuring three outputs of R f for each output of f. Thus, the problem of minimizing f in P-circuit form is reduced to the problem of finding an optimal implementation of R f , according to the chosen cost metric.
However, this second approach presents some difficulties. In fact, a solution of the relation R f defines correctly a P-circuit for the function f only if R f is represented either in truth table form, or in an algebraic form whose products define a partition of f0; 1g nÀ1 , i.e., the corresponding cubes are disjoint. In fact, when a minterm is represented by two different products, the solution of the relation would choose one of the possible associated outputs.
For example, consider a two-output function. In order to correctly partition the input points for the relation, we have to consider points that are in the first output and not in the second, then points that are in the first and in the second, and so on, including all the possible combinations of cases (e.g., points in f ¼ , f 6 ¼ , etc.), as done for p in the definition of the relation R p f . Therefore, the construction of the relation R f could become exponential in time and space. Table 1 shows the relation R f 1 ;f 2 : f0; 1g nÀ1 ! f0; 1g 6 for a completely specified multiple output function f with two outputs: f 1 and f 2 , where
Theorem 3. Given a SOP representation of a multioutput completely specified Boolean function f : f0; 1g n ! f0; 1; Àg m , the construction of the Boolean relation R f takes time upperbounded by Oðmn2 n 2 m Þ.
Proof. For each output f j (with 1 j m) we construct f j j x i ¼0 n I j , f j j x i 6 ¼0 n I j , and I j . From the proof of Theorem 2 we have that the complexity of this phase is Oðmn2 n Þ. Then, we have to construct the relation's output set. Each minterm of the function f may belong to the on-set of each output. Thus, we have to perform all the possible intersections of the m outputs. For this purpose, we have to compute all the possible subsets of the set n , the cost Oðmn2 n 2 m Þ of the construction is super-linear in n but it is still exponential in m.
Moreover, the following example illustrates another related issue, due to how output cubes are interpreted by the Boolean relation minimizer BREL [2] , which we use for our experiments. Consider the relation 0À f1010; 0001g À1 f0100g 10 fÀ À ÀÀg where the minterm 01 is represented by both products 0À and À1. If we minimize R, we get the following function:
which is compatible with R, and therefore represents a correct solution for the relation. However, if the relation R is a PLA specification of a four-output function f, according to the semantic of a classical SOP miminizer as ESPRESSO [12] , output 1 prevails on output 0 in case of intersections among products. In this interpretation, the found solution does not represent correctly a SOP expression for f, since for the input 01 we get 0100, while the correct output should be 1110 or 0101. Observe that to obtain an interpretation a la ESPRESSO, we should change the starting relation defining the input mintems separately as follows: 00 f1010; 0001g 01 f1110; 0101g 11 f0100g 10 fÀ À ÀÀg
EXPERIMENTAL RESULTS
In this section we report the experimental results for the P-circuits derived by the synthesis of Boolean relations.
We evaluate and report the area, delay, and power dissipation for the cases where p is a constant (i.e., p ¼ 0) and p is a variable (i.e., p ¼ VAR).
The algorithms have been implemented in C, using the CUDD library for OBDDs to represent Boolean functions, and BREL [2] for the synthesis of Boolean relations since, as far as we know, it finds better solutions in shorter runtime than the previous methods.
The experiments have been run on a Linux Intel Core i7, 3.40 GHz CPU with 8 GB of main memory. The benchmarks are taken from LGSynth93 [15] . We report in the following a significant subset of the functions as representative indicators of our experiments.
Area Minimization
To show the gain in area of P-circuits derived using Boolean relations, we compare our results with the algorithm based on don't cares reported in [6] .
To highlight the importance of projecting only part of the intersection, we report the results regarding circuits decomposed with standard Shannon decomposition (therefore without any intersection), called here S-circuits. We compare our results also with plain SOP forms, whose minimization does not even take into account the critical variable x i .
The SOP circuits and the projections of the SOP components of the S-circuits have been synthesized using ESPRESSO in the heuristic mode. To evaluate the obtained circuits, we ran them using the SIS system with the MCNC library for technology mapping and the SIS command map -W -f 3 -s.
In Table 2 we compare synthesis time (in seconds), mapped area and delay of P-circuits, S-circuits, and SOP forms for a significant subset of the benchmarks (i.e. a subset that has on average the same characteristics of the entire set of benchmarks), considering p ¼ 0 and x i ¼ x 0 . The first column reports the name of the benchmarks and the number of their inputs and outputs. The following ones report, by groups of three, the synthesis times in seconds, and the areas and delays estimated by SIS. The first two groups, labeled P-circuit m L and P-circuit m BDD , refer to P-circuits synthesized with the new algorithm based on Boolean relations with cost function m L that minimizes the number of literals, and m BDD that minimizes the size of the BDDs used for representing the relations. The next group refers to P-circuits synthesized with the minimization strategy proposed in [6] . The last two groups provide the results for S-circuits and SOP forms. For each benchmark we underline in bold the circuit that exhibits better area results.
The results show that modeling the P-circuit minimization problem using Boolean relations pays significantly. In fact, P-circuits synthesized with Boolean relations (P-circuit m L and P-circuit m BDD ) turned out to be more compact than the corresponding P-circuits proposed in [6] in about 92 and 78 percent of our experiments, respectively. The area gain of P-circuits synthesized with Boolean relations and cost function m L (m BDD ) is 33 percent (25 percent) in the average w.r.t. P-circuits in [6] . Several benchmarks show gains above the 60 percent (see, for example m4 with 66 percent of gain for m L and 63 percent for m BDD ).
The area gain w.r.t. SOP forms is also very interesting, since P-circuits are designed for dealing with critical variables and thus area is of secondary importance. The Pcircuits synthesized with Boolean relations and cost function m L (m BDD ) are more compact than the corresponding SOP forms in about 72 percent (60 percent) of our experiments, with an average gain in area of 26 percent (18 percent).
Comparing the performances of the two new algorithms with respect to the P-circuit algorithm proposed in [6] , we notice how the cost function can be critical: m L can be quite time-expensive (4,214 percent penalty in computational time, on average, w.r.t. [6] ), while m BDD is the best-performing algorithm (56 percent gain in computational time, on average, w.r.t. [6] ).
Moreover, the delay gain of P-circuits synthesized with Boolean relations and cost function m L (m BDD ) is 24 percent (20 percent) in the average w.r.t. P-circuits in [6] . This is a good result, considering that we did not perform a synthesis to reduce explicitly the delay. It is reasonable to assume that the delay gain is due to the reduction of the circuit area.
For a complete comparison of average gains see Table 3 . Tables 4 and 5 report the experimental results where p is a variable (i.e., p ¼ x 1 ), with x i ¼ x 0 . Also in this case we can observe that the algorithm based on Boolean relations yields better results than the other minimization methods. In fact, P-circuits synthesized with Boolean relations (P-circuit m L and P-circuit m BDD ) turned out to be more compact than the corresponding P-circuits proposed in [6] in about 66 and 58 percent of our experiments, with an average gain, in area, of 28 and 21 percent, respectively. Moreover, P-circuits synthesized with Boolean relations and cost function m L (m BDD ) are more compact than the corresponding SOP forms in about 55 percent (47 percent) of our experiments, with an average gain, in area, of 21 percent (13 percent).
As expected ( [3] , [4] ), comparing the two sets of results (i.e. p ¼ 0 and p ¼ VAR), we observe that the best choice for the projection function p is often p ¼ 0. In Table 6 we report the percentages of benchmarks where the choice p ¼ 0 obtains better results w.r.t. the choice p ¼ VAR, both for P-circuit m L and for P-circuit m BDD . In summary we can observe that the algorithm based on Boolean relations with cost function m BDD shows a good trade-off between area minimization and computational time.
Power Dissipation
To evaluate power dissipation, the circuits were synthesized using the following equal-delay gates in a 180 nm CMOS technology: inverter, 2,3,4-input NAND, 2,3,4-input NOR and 2-input XOR gates. Since in CMOS technology at 180 nm the switching power is the predominant component of the overall power consumption, our model takes into account only this component.
The circuits were analyzed with two different average values of input transition rates, giving a high-density switching activity for only one known signal (in our case x 0 ) and a low-density activity for all other signals. The number of input logic transitions for the high-density switching activity signal is approximately one hundred times larger than the number of input logic transitions for the low-density switching activity signals.
The circuits have been simulated at transistor level using SPECTRE on a 1,600 MHz Pentium 4 workstation. The values of i DD and i SS currents were sampled and stored for post-processing. In all the experiments we considered for each benchmark decompositions with respect to the input variable with the highest switching frequency.
In Table 7 we compare power dissipation (in Watt) of Pcircuits (case p ¼ 0), S-circuits, and SOP forms for a subset of the functions as representative indicators of our experiments. The first two columns report the name of the benchmarks and the number of their inputs and outputs. The following ones report the estimated power consumption. In particular, the third and fourth columns, labeled Pcircuit m L and P-circuit m BDD , respectively, refer to P-circuits synthesized with the new algorithm based on Boolean relations with cost function m L that minimizes the number of literals, and cost function m BDD that minimizes the size of the BDDs used for representing the relation. The next group refers to P-circuits synthesized with the minimization strategy proposed in [6] . The last two groups provide the results for S-circuits and SOP forms. For each benchmark we underline in bold the circuit that exhibits better results. Table 8 summarizes the results obtained using Boolean relations. The power consumption of P-circuits synthesized with Boolean relations (P-circuit m L and P-circuit m BDD ) is lower than the power consumption of the corresponding P-circuits proposed in [6] in about 13 percent of our experiments. This is a reasonable good result, since it is obtained by the comparison of the proposed approach (P-circuit with Boolean relation) against an approach (P-circuit [6] ) that is itself an improvement with respect to other synthesis techniques (SOP and S-circuits). The percentage of improvement goes up if we compare P-circuits synthesized with Boolean relations against SOP and S-circuits.
In summary, if we compare Tables 3 and 8 , we observe that synthesis with cost function m L allows to obtain, on average, high gains in power and area/delay, at the expense of a significant increase in computational time. On the other hand, the P-circuits synthesized with the algorithm based on Boolean relations with cost function m BDD have a satisfactory gain in power, area and delay against a moderate increase of computational time. Therefore, the P-circuit synthesis based on the cost function m BDD is a good tradeoff between power dissipation, computational time and area/delay minimization.
CONCLUSION AND FUTURE WORK
In this paper we studied the problem of characterizing the complete flexibility of P-circuits and exploiting it. The previous algorithms did not necessarily find the best implementation, because they modeled the problem as minimizing an incompletely specified Boolean function.
Here we showed that to explore all possible solutions one must set up and minimize a Boolean relation, because there are combinations of don't care conditions that cannot be expressed by cubes. The construction of the Boolean relation is super-linear in the input. In the experiments we report major improvements with respect to the previously published results. Future work includes two main lines of investigation: evaluating the impact of more general cofactoring p functions, and handling multiouput functions trading-off quality of results versus scalability. About the former, currently we experimented mainly with p ¼ 0 and p ¼ VAR, but we lack a systematic understanding of what p are the best and how to choose them. About the latter, we performed the experiments only with single-output disjoint minimization of multioutput functions, because modeling with Boolean relations the complete flexibility of multioutput functions looks computationally too expensive, as shown in the related section. However, we would like to assess the quality gap between the two extreme algorithmic choices, and come up with Boolean relations that model only partially the sharing of the multi-output functions, to balance the objectives of more aggressive optimization vs. runtime. Moreover, how to integrate the proposed decomposition technique with other transformations of the Boolean network and its nodes requires more theoretical and experimental work to come up with a fine-tuned optimization script for multi-level synthesis. This is an interesting future direction. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
