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INTRODUCTION, SUMMARY AND NOTATION 
1.1 INTRODUCTION AND SUMMARY 
In this study the distributional properties of certain multivariate 
complex quadratic forms and their characteristic roots are 
investigated. 
Multivariate complex distribution theory was originally introduced 
by Wooding (1956), Turin (1960) and Goodman (1963a) when they 
derived and studied the multivariate complex normal distribution. 
The multivariate complex normal distribution is the basis of 
complex distribution theory and plays an important role in various 
areas. In the area of multiple time-series the complex 
distribution theory is found very useful. For some discussions 
of this topic the reader is referrea to ~ah}?_~.1 ( 1968, 19 71) , 
Goodman and Dubman (1969), Hann~rt (1970), Smith (1972), Priestly, 
Subba Rao and Tong (1973), Brillinge~ (1974), [\§rishnaiah (1976), 
Steel (1979) and Shaman (1980). The complex normal distribution 
and related distributions are also found very useful in the field 
of nuclear physics especially in stuJying the energy levels of 
atomic nuclei. For further detail the reader is ref erred to 
Dyson (1962 a, 1962 b, 1962 c), Dyson and<Iffun::Lc0 (1963 a, 1963 b) 
and Carmeli (1974). 
As is the case in real multivariate statistical analysis, 
multivariate complex quadratic forms play an important role in 
complex multivariate statistical analysis. In many cases test 
st~tistics are functions of multivariate complex quadratic forms. 
Such functions appear for example in the analysis of variance of 
complex normal variates (cf. Khatri, 1970). 












in the literature (cf. Khatri, 1966; Hayakawa, 1966, 1972 a, 1972 b; 
Crowther, 1972, 1975 and Underhill, 1973) and although some 
attention is given to certain equivalent multivariate complex 
quadratic forms in a number of these publications, it is felt that 
a systematic study of multivariate complex quadratic forms could 
still be very useful. All the multivariate complex quadratic 
forms studied in this thesis are random hermitian matrices and are 
such that the joint probability density functions (p.d.f .s) of 
their characteristic roots are symmetric functions of the roots. 
As a result of this property of the joint p.d.f .s of the roots, 
the derivation of certain marginal distributions of the roots is 
less complicated than in the case of a real symmetric matrix. 
Since this aspect of the characteristic roots of complex 
multivariate quadratic forms is not studied in the literature, it 
is also investigated in this thesis. 
Hence, the purpose of this study is the following: 
{i) To.derive the p.~.f.s and moments of various 
multivariate complex quadratic forms, 
{ii) to derive the joint p.d.f .s of the characteristic 
roots of these complex quadratic forms, 
(iii) to derive certain marginal distributions of these 
characteristic roots and 
{iv) to derive the p.d.f.s and cumulative distribution 
functions (c.d.f.s) of certain functions of these 
roots. 
It is i.mportant to note that the p.d.f.s, moments and joint p.d.f.s 
of the characteristic roots of complex quadratic forms are df~rived 
in similar ways as in th~ real case. Despite this correspondence 
between the real and complex cases, the complex results are not 
merely a duplication of results in the real case and therefore the 
complete derivation of these complex results are given. 












thorough understanding of certain mathematical functions and 
techniques is essential. These mathematical functions and 
techniques are offered in chapter 2. Special attention will be 
given to hermitian matrices and zonal polyuomials of hermitian 
matrices because of their important applications in multivariate 
complex statistical theory. Certain properties of these 
polynomials which lead to results tha.t differ from the results 
for zonal polynomials of symmetric matrices will be studied in 
particular. Hypergeometric functions with hermitian matrix 
arguments, Hayakawa's polynomials with complex matrix arguments, 
Meijer's G-function, the symmetrised p.d.f. of a hermitian 
random matrix, the incomplete gamma- and beta functions and the 
complex multivariate normal- and Wishart distributions are the 
topics which will also be considered in this chapter. 
By using certain results which involve zonal poly~omials of 
hermitian matrices and hypergeometric functions with hermitian 
matrix arguments, the joint p.d.f.s of the characteristic roots 
of the complex quadratic forms can be written in a form which 
displays the random components in a general form. In chapter 3 
integrals are considered with this general random component as 
integrand and which are needed to obtain: 
(i) The c.d.f. of the extreme characteristic roots, 
(ii) the c.d.f. of any intermediate characteristic root, 
(iii) the c.d.f. of any two intermediate characteristic 
roots, 
(iv) the joint p.d.f. of any few ordered characteristic 
roots and 
(v) the joint p.d.f. of any few unordered characteristic 
roots. 
In cha2ter 4 the multivariate complex quadratic form of complex 
normal variates is considered. .The p.d.f., sym...'Tietrised p.d.f. 












specifications of the parameter matrices. Two types of 
representations of the p.d.f. of this quadratic form are 
discussed, i.e. the power-series representations and the r-type 
representation. The relationship between these two 
representations will also be discussed. By using the theory 
given in chapter 2 and the integrals in chapter 3, the different 
marginal distributions of the characteristic roots of this 
quadratic form are derived. The multivariate compound quadratic 
form of complex normal variates is also considered in this 
chapter. 
It is felt that it could be useful to give attention to 
multivariate complex beta distributions in this study since 
multivariate complex beta matrices are essentially complex 
quadratic forms. In chapter 6 and 7 extensions of these complex 
beta distributions are considered. Chapter 5 thus deals with 
complex multivariate beta distributions. The p.d.f.s, 
symmetrised p.d.f .s, the joint p.d.f .s of the characteristic roots 
and the moments of the multivariate complex beta type 1A-, 2A-
and 2B random matrices are given. By using results of chapter 2 
and the integrals of chapter 3, expressions for certain marginal 
distributions of the characteristic roots of these beta-matrices 
are derived. Some of these expressions are better from a 
computational point of view than existing expressions found l·,..., .. 
the literature. The generalised sample multiple coherence 
matrix has a complex multivariate beta distribution and therefore 
its distributional properties are also discussed in thi.s chapter. 
The complex beta type 1 matrix can be extended to the cases 
where: 
(i) The complex Wisi.1art matrix which appears in the 
numerator and the denominator of the complex beta 
matrix is replaced by a multivariate central complex 
quadratic form of normal variates, 
{ii) both complex Wishart matrices which appear in the 












central complex quadratic forms of normal variates. 
The .distributional properties of these quadratic forms and their 
characteristic roots are investigated in chapter 6. 
As above, the complex beta type 2 matrix can also be extended 
to the cases where: 
(i) The complex Wishart matrix which appears in the 
numerator of the beta matrix is replaced by a 
multivariate central complex quadratic form of normal 
variates, 
(ii) both complex Wishart matrices which appear in the 
beta matrix are replaced by multivariate central 
complex quadratic forms of normal variates. 
In ~hapter 7 the distributional properties of these quadratic 
forms and their characteristic roots are investigated. 
1.2 NOTATION 
The following general notation will be used in this thesis: 





IAI -- I ca .. ) I l.J 
Real or complex matrix with 
p rows and q columns, the ij-th 
element being a .. 
lJ 
Inverse of the real or complex 
matrix A:pxp 
Transpcse of the real or complex 
matrix A:pxq 
Determinant of the real or 
















A = (a .. ) 
1) 
A:pxp > 0 






a1 0 . . . (J 
0 a2 ••• 0 
• • e • • • • • • • • 
0 0 . . . a p 




Trace of the real or complex 






E a .. 
i=1 11 
The conjugate of the complex 
matrix A:pxp, the ij-th element. 
being a .. 
l.J 
The real or complex matrix A:pxp 
positive definite 
The real or complex matrix A:pxp 
positive definite and B - A 
positive defini~e 
The complex matrix A:pxp hermitian 
positive definite 
The i-th characteristic root of 
the real or complex matrix A:pxp 
Diagonal matrix with diagonal 
elements the characterJstic roc:its 












The following notation will be used in connection with real and 
complex random variables, random vectors, random matrices and 
characteristic roots of random matrices as well as the "values" 













= [ ~ ~ ~ • : : : • ~ ~ :] 
x 1 ••• x p pq 
Real or complex random variable 
Value of X 
P.d.f. of X 
Real or complex random vector i.e. 
a p-dimensi nal vector with random 
variables as elements 
Vector of values of X:px1 
P.d.f. of ~:px1 
Real or complex random matrix i.e. 
a matrix of order pxq with real or 
complex random variables as 
elements 
Matrix cf values of X:pxq 
P.d.f. of X:pxq 
The i-th characteristic root of 













f- <x. > x. J. 
1 
~x = x1 0 . . . 0 -0 x2 .•• 0 
. . . . . . . . . . . 
-0 0 . . . x p 
DX = x1 0 •.•. 0 
0 x2 ..• 0 
. . . . . . . . . . . 
0 0 . . . x p 
ftrX (trX) 
Remark 1.2.1 
-Value of Xi 
-P.d.f. of X. 
J. 
Diagonal matrix with diagonal 
elements the characteristic roots 
- -
X • • • X of 1, , p ?S:pxp 
Matrix of values of ~X 
Joint p.d.f. of the characteristic 
- -roots x ••• x . 1, , p of X:pxp 
p p 
P.d.f. of trX = ~ x .. = I: x. - J.1 i=1. 1 i=1 
p p 
P.d.f. of l~I = II x .. = II x. 
i=1 J.1 i=1 J. 
The letter "i" will as is usual be used as the imaginary constant, 
i = ;::-:r-, and will only be used as a subscript when there is no 













MATHEMATICAL CONCEPTS AND RELATED THEORY 
2.1 INTRODUCTION 
A thorough understanding of certain mathematical functions and 
techniques is essential when multivariate complex quadratic forms 
a~e considered. In this chapter results to be used in the 
subsequent chapters and which involve these functions and 
techniques are briefly discussed. 
Hermitian matrices, zonal polynomials of hermitian matrices and 
certain important results involving these polynomials are 
considered in section 2.2. A few new results on these p~lynomials 
are proved in this section. In section 2.3 the hypergeometric 
function of a single variable and the hypergeometric function with 
hermitian matrix arguments are discussed. Hayakawa's polynomials 
with complex matrix arguments which are very useful in the study 
of complex quadratic forms are offered in section 2.4. Section 
2.5 contains results which make it possible to derive certain 
p.d.f.s of certain random variables in terms of Meijer's 
G-function. Various marginal distributions of characteristic 
roots of complex random matrices can be expressed in terms of the 
incomplete gamma- and beta functions and therefore these functions 
are given in section 2.6. In section 2.7 the by now well-known 
symmetrised p.d.f. of a real random matrix variate is extended to 
the syr"l.met.rised p.d.f. of a hermitian random matrix variate. 
The complex multivariate normal and Wishart distributions are 
.briefly discussed in section 2.8. Although these two 
distributions are widely discussed in the literature, it is felt. 













2.2 ZONAL POLYNOMIALS OF HERMITIAN MATRICES 
Zonal polynomials of real symmetric matrices play an important 
role in the real multivariate statistical theory. The theory 
in this regard can be found in James (1960, 1961, 1964) and 
Constantine (1963, 1966) while a large amount of results on 
zonal polynomials of real symmetric matrices and their 
applications to various branches of multivariate statistical 
analysis can be found in Subrahmaniam (1976}. 
As ~n the real case zonal polynomials of hermitian matrices have 
important applications in the multivariate complex statistical 
theory. James (1964, p. 487-491) gives a brief description of 
zonal polynomials of hermitian matrices. In this section zonal 
polynomials of hermitian matrices are discussed and certain 
properties of these polynomials which lead to results that differ 
from the results for zonal polynomials of real symmetric matrices 
are considered. 
In section 2.2.1 the definition and' some important properties of 
a hermitian matrix are given. A few jacobians of hermitian and 
complex matrix transformations are also considered. The 
definition and properti~s of zonal polynomials of a hermitian 
matrix are given in section 2.2.2. One of these properties is 
used to derive expressions for these polynomials in terms of the 
monomial sy:rnmetric functions of the hermi.tian matrix, the 
c):laracteristic roots of the hermitian matrix and the sure of the 
g-th powers of the characteristic roots. Tables containing 
these expressions are given. In section 2.2.3 results involving 
zonal polynomials of hermitian matrices which are to be used in 
this thesis will be given. 
2.2.1 Hermitian matrices 
Consider the following definition: 
Definition 2.2.1 (Macduffee, 1946, p. 62) · 













akt = akiR + i ak£I , is defined as a hermitian matrix if A= A'. 
From definition 2.2.1 follows that 
akiI = -aikI ' (k, .Q.=1,···,p) 
and hence the following properties of the hermitian matrix A:pxp 









:pxp a real symmetric matrix 
and 
A2 :pxp a real skewsynunetric matrix. 
Property 2 • 2 • 2 




Let A:pxp be a hermitian matrix; then: 
(i) There exists a unitary matrix U 
such that A = U DAU' , 
f • 
\i.e. UU' = U'U = I ) p 
(ii) the characteristic rGots 
all real, 
a ••• a oi A:pxp are 1 I I p 
(iii) if A:pxp is positive definite, it can be uniquely 
expressed as A= TT' where .T:pxp is a lower triangul.ar 












(iv} if A:pxp is positive semi-definite, it can be uniquely 
expressed as A= TT' where T:pxp is a hermitian positive 
semi-definite matrix. 
Proof 
(i) Macduffee (1946, p. 75} • 
(ii} Macduffee (1946, p. 26) • 
(iii) Goodman (1957, p. 14 6) • 
(iv) Macduffee (1946, P· 77) • 
Remark 2.2.1 
(i) As for a symmetric positive definite real matrix the 
roots of a hermitian positive definite matrix are all 
positlve. 
(ii) As for a symmetric positive semi-definite real matrix 
the roots of a hermitian positive semi-definite matrix 
are non-negative and at least one root is equal to zero. 
In theorem 2.2.2 jacobians of complex and hermitian matrix 
transformations which will be used repeatedly in this thesis, 
are given. 
Theorem 2.2.2 
(i) Let A:pxr and B:pxr be complex matrices and C:pxp 
h.p.d .. Con~ider the transformation: 
( 2 • 2 • 1 ) A = CB • 
The jacobian of (2.2.1) is given by 
(2.2.2) J(A + B) = lcl 2r. 
(ii) I.et A:pxr ar.d B:pxr be complex matrices and C:rxr 
h.p.d.. Consider the transformation: 












The jacobian of (2.2.3) is given by 
( 2. 2. 4) J (A -+ B) = I c J 2P • 
(iii) Let A:pxp, B:p~p and C:pxp be h.p.d .. Consider 
the transformation: 
( 2 • 2 • 5 ) A = CBC . 
The jacobian of '(2.2.5) is given by 
(2.2.6) J(A + B) = !cl 2P. 
(iv) Let A:pxp and B:pxp be h.p.d.. Consider the 
· transformation: 
(2.2.7) A=B- 1 • 
The jacobian of (2.2.7) is given by 
(2.2.8) J(A + B) = jB!-2P. 
Proof 
(i) Smit!'! (1972, p. 90) . 
(ii) Smith (1972, p. 90) . 
(iii) Khatri (1965, p. 102; . 
(iv) Taking differentials of A=B 
-1 leads to 
(2.2.9) dA = - B -1 C.:3 B -1 . 
From Deemer and Olkin (1951, p. 366) and Smith (1972, p. 87) 
.follows: 
( 2. 2. 1 0} J ( dA + dB) = J (A + B) . 












2.2.2 Definition and properties of zonal pol~nomials of a 
hermitian matrix 
Consider the following definition: 
Definition 2.2.2 
-The zonal polynomial C (A) 
K 
(tr(A))k in the irreducible 




of degree k. the vector space of 
in the n = ~p (p+ 1) 
matrix A:pxp. 
invariant subspace 
homogeneous polynomials ~(A) 
different comElex elements of the hermitian 
In definj_tion 2.2.2 K= (k
1
,···,kp) 
integer k i.e. a set of integers 
is a partition of the 
k 1 ~ • • • ~ kp ~ 0 such that 
p 
E k. = k 
. 1 l. 
V = ©V and (tr (A}) k has a unique decomposition 
k K 
i= 
in terms of zonal polynomials: 
(2.2.11) (tr (A) ) k = L: -C (A) • 
K 
K 
'I'he summation in ( 2. 2. 11} is taken over all partitions K of k 
into not more than p parts. For. p = 1 follows that 
(2.2.12) - k C (P.) = C (a) = a 
K K 
-A more complete definition of C (A) 
K 
can be found in 
Steel (1979, p. 24-25). 
Property_ 2. 2 _:_l 
(2.2.13) -C (b A) 
K 
for b a scalar. 
Pro12erty 2.2.4 
k -= b C (A) 
K 
The zonal polynomial C (A) 
K 
group, i.e. 
(2.2.14) -c (A) == c ( u A u I ) 
K K 
• 
is inv~riant under the unitary 













and is a symmetric homogeneous polynomia.l of degree k in the 
characteristic roots of A:pxp. 
Definition 2.2.3 
For A:pxp a hermitian matrix, R:pxp h.p.d.: 
(2.2.15) 
- 1 ! 
C (RA) = C (R2 AR 2 ) 
K K 
! 
where R2 is the unique positive definite square root of R 
! ! 1. -1 I 
and where the expression R2 A R 2 really stands for R 2 A R 2 • 
Definition 2.2.3 is justified by the fact that RA and 
1. ! 
R 2 AR 2 have the same characteristic roots. It is clear that 
the definitions and properties of zonal polynomials of a 
hermitian matrix discussed above are analogous to those of zonal 
polynomi.als of a real symmetric matrix. A few definitions will 
be given below to understand property 2.2.5. This property in 
particular is of great importance in the case of zonal 
polynomials of a hermitian matrix. 
Definition 2.2.4 (James, 1964, p. 481) 
The.i-th monomial symmetric function of the characteristic roots 
of the matrix A:pxp is defined as 
(2.2.16) z:: 
r r 
- 1 . - p a ·•·a Cl. = 
J. r +•••+r =i 
1 p 
1 p 
= 1 if 
= 0 if i < 0 
if i= 1,2,··· 
i.e. the sum of all monomials of ~ 1 ,···,~p of degree 
Definition 2 . 2 . 5 (James , 1 9 6 4 , p . 4 81 ) 
i . 













* - -(2.2.17) Ct. = L: a ••.a 
1 r1 r. 
if i : 1 I 2 I 0 0 0 Ip 
1~r 1 <•••<ri~p 1 
= 1 if i=O 
= 0 if i < 0 
Definition 2.2.6 (Littlewood, 1940, p. 60) 
The partition 
partition K = 
~ = (~ , ••• ,,) which is conjugate to the 
1 p 
(k 1 ,···,kp) is defined as 
k k -k k -k k1-k2 
"' (p p (p-1) p-1 p (p-2) p-2 p-1 K = . . . 1 ) I ., ' 
,., k . 1-k . 2 ,., 
i.e. k. = (p-i+1) p-i+ p-1+ (i=1,···,p) kp+1 = 0 1 I I 
Definition 2.2.7 (James 1964, p. 491, Constantine 1963, p. 1272) 
The two partitions K = (k 1 ,···,kp) and T = (t 1 ,···,tp) 





ki+ 1 > ti+ 1 ' (i=O, • •• ,p-1) and is written as K > T. 
Property 2.2.5 (James 1964, p. 487- 488) 
For A:pxp hermitian: 
where is the dimension of the representation 
the symmetric group and is given as 
(2.2.19) 
p 
k! lI (k.-k.-i+j) 
T<-J' -, i J . 
--....,. ___ J 
p 
II (k. +p-i) ! 
i= 1 l. 
of k 
of 












linear group and is given as a symmetric function of the 
characteristic roots a ••• a of A:pxp: 1 r I p 
(2.2.20) 
k.+p-j 
l ca.. J > I 
1. 
(2.2.21) 







I ca.. i > I 
J 
. . . k a* p + 
p "tenns of 
By 11 terms of lower weight11 is meant monomials in a~ similar to 
J 
the one displayed in (2.2.23) but corresponding to the 











f (p, K) p . 






= r (t) [t] p I( 





f (t-i+1) f 

















(2.2.28) (a)k = a(a+1) ••• (a+k-1) , ao = 1. 
Proof 
Khatri (1970, p. 66 - 67). 
It will become clear in the rest of this thesis that the 
expression given in (2.2.20) along with (2.2.18) are very 
useful in the derivation of certain marginal distributions of 
the characteristic roots of certain random h.p.d. matrices. 
The expression given in (2.2.21) for x{K}(A} is used to 
express C (A} in terms of a. , (i=1,·••,k). These formulae 
K l 







Zonal polynomials of a hermitian matrix 
in terms of ai, (i=1,···,k) 
K C (A) K . 
1 a.1 
12 2 




a 2 + Cl.3 Cl,1 -
21 2(a
1
a 2 - a3) 
3 a.3 
14 4 2 2 2a1a3 - a.4 (J, 1 - 3a.1a2 + Cl,2 + 
' 2 2 21 2 + Cl ) 3(a
1
a - a - a1a3 2 2 4 
2 2 




















The contents of table 2.2.1 and definition 2.2.4 are used to 
express C (A) 
K . 
in terms of the characteristic roots of A:pxp. 
These formulae for 
p=1,2,3 and 4 and 
C (A) are given in table 2.2.2 for 
K 
k=1,2,3 and 4. 
TABLE 2.2.2 
Zonal polynomials of a hermitian matrix in terms of the 
characteristic roots 
p k K 
























a.1 + a.2 .+ a.3 
~1a2 ~ 3 1a.3 + a2a3 
2 -2 - - - - - -2 + a3 + a1a2 + a1a3 + a2a3 
a1a2a3 
2(-2-a a -2- -2- -2-







































-3 -2- -2- -2-
+ a3 + a1a2 + a1a3 + a2a1 
+ a;a1 + a;a 2 + a 1a 2a 3 
3(a~a2 a 3 + a 1 a~a 3 + a 1a 2a;> 
(-2-2 -2-2 -2-2 2 a 1
a 2 + a 1
a
3 
+ a 2a 3 




-3- _3_ _3_ 
a1a2 + a1a3 + a2a1 
_3_ _3_ 
+ a2a3 + a3a1 












+ 2a~a2 a 3 + 2a 1 a~a 3 
-4 _4 -4 _3_ 
a1 + a2 + a3 + a1a2 + 
-3- _3_ -3-
+ a2a3 + a3a1 + a3a2 
-2-2 
+ a2a3 
+ 2a 1a2a;> 




+ a 2a 3 
+ a
1
a 2a 3 
-2 
+ a1a2a3 
a1a2 + a1a3 + a1a4 + a2a3 + a2a4 
+ a3a4 
-2 -2 -2 -2 - - - -a1 + a2 + a3 + a4 + a1a2 + a1a3 
+ a1a4 + a2a3 + a2a4 + a3a4 
-2-














































- - -2 + a1a3a4 + 
21 
- - -2 
+ a1a2a3 





+ 3a1a. 2a3a4 > 










a 4 + a 2a 3 























+ a 2a 3
a 4 + a 1a 2a 4 












+ a 2a 3a 4 












+ a 2a 3a 4 
+ 2a.,a.2a.3a.4> 
(-3- . 3 a
1
a 2 











+ a3a1 + a3a2 + a3a4 
-3-
+ a4a2 





+ a 1a 2 + a 1a 3 
-2-2 
+ a2a3 






a 4 + 2 a 1a 2a 3 



































- - -2 







+ a. 1 a 3a~ + a 2 a 3 a~J. 
1---.l..-..L.--__. ___ +_3_a_1 a_2_a_3_a_4_> _______________ _._ _____ j 
+ a
1
a 2 a 4 

















+ a4 + a1a2 + a1a3 
_3_ _3_ -3-
+ a2a3 + a2a4 + a3a1 
_3_ _3_ -3-
+ a4a1 + a4a2 + a4a3 












-2- - -2- -
+ a1a3a4 + a1a2a4 
-2- - - - -2 + a2a3a4 + a1a2a3 
- - -2 - - -2 
+ a1a2a4 + a1a3a4 
The contents of table 2.2.2 are used to express 




ag = sum of g-th powers of the characteristic roots of A:pxp 
These formulae for ~ (A) are given in table 2.2.3 for 
K 

















TABLE 2 . .2.3 











2 ! (a1 - a2) 
3 ( 4 2 2 ti a 1 -2a1a 2 -a2 +2a4 ) 














tP (p-2) (p-1 ), 
!P (p-1) (p+1) 
tP (p+2) (p+1) 
ip(p-2) (p-1) (p+1) 
tP 2 (p-·1) (p+1) 
3( 4 2 2 .a a a 1 +2a 1a 2 -a2 -2a4 ) I 8p(p+2)(p-1)(p+1) 
4 2 2 
/r1 (a 1 + 6a 1 a 2 + 3a2 + 8a1 a~-+ 6a4 ) ~p (p~ 1) (p+2) ~+3_~J 
It is important to ~ate that the contents of table 2.2.3 are 
quite different from the contents of table 2 in Johnson and 
Kotz (1972, p. 171) in which the zonal polynomials of a real 
symmetric matrix are expressed in terms of the sums of the 
g-th powers of the characte~istic roots of the real matrix. 
The contents of tables 2.2.1 and 2.2.2 will be used repeatedly 












2.2.3 Important results involving zonal polynomials of a 
hermitian matrix 
Consider the following theorem: 
Theorem 2.2.4 (Fundamental property of zonal polynomials) 
Let S:pxp and T:pxp be hermitian matrices; then 
(2.2.29) J CK (Su TU') dU = 
U(p) 
C (S) C (T) 
K K 
C (I ) 
K p 
where U is an unitary matrix and 
Haar measure on the unitary group of 
normalised to make the volume of the 
dU is the invariant 
pxp matrices, U(p), 
group manifold unity, 
i.e. 




The normalising constant in (2.2.30) is given in 
·Khatri (1965, p~ 101) and Hayakawa (1972 a, p. 16) as 
(2.2.31) f du --
TIP (p-1) 
r <P> p u (p) 
Theorem 2.2.5 
Let S:pxp be h.p.d. and T:pxp be a hermitian matrix; then 
{2.2.32) J 
R=R'>O 













where the integration is over the space of all h.p.d. 
matrices · R = R' > 0 and valid for all Re (t) > p-1 • 
Proof 
Hayakawa (1972 c, p. 232). 
Theorem 2.2.6 
Let S:pxp be h.p.d. and T:pxp be a hermitian matrix; then 
(2.2.33) f 
R=R' >O 
= r (t, -K) 1s1-t c (TS) 
p K 
where the integrat~on is over the space of all h.p.d. matrices 
R = R' > 0 and 
(2.2.34) f (t, -K) 
p 








is the largest element in the partition K. 
Proof 
Khatri (1966, p. 477). 
Theorem 2.2.7 






f (t 1 K) f (u) p p 

























(2.2.36) f IRlt-plI -Rju-p p C ( ( I - R) S ) dR K p. 
I >R=R'>O p 
fp(U 1 K) r ct> 
= p C (S) I 





C ( ( I + R) - 1 S ) dR 
K p 
R=R'>O 
f (U 1 K) r ct) 




. p C (SR{I +R)-
1 ) dR K p 
R=R'>O 
fp(t,K) r (u) 
= p C (S) . 




(2.2.35) De Waal {1968, p. 95), Hayakawa {1972 c, p. 232) . 
(2.2.36) De Waal {1968, p. 93 and p. 112). 
<±. 2. 3 7) 
In (2.2.36) make the transformation 
-1 -1 
(2.2.:39~ W= (I -R) 2 R(I -R) 2 p p 
with inverse transformation 
(2.2.40) 
-1 
R = I - (I + W) 
p p 
The jacobian of (2.2.40) follows from {2.2.7) and {2.2.8) as 












From (2.2.39) follows that 
IRI = II - RI lwl p 
27 
Hence, the L.H.S. of (2.2.37) follows. 
(2.2.38) 
In (2.2.35) make the transformation (2.2.39) then the proof 
of (2.2.38) is similar to the proof of (2.2.37) given above. 
Theorem 2.2.8 
Let A:pxp be h.p.d. with characteristic roots 
then: 
(2.2.41) 




p ,- - )2 TI a.-a. = 
i>j l J 
- p 2 
c CA) rr (a. - a . > 
K . >. l J ]_ J 
c CCI +A.>- 1> ~ca.. -a.) 2 
K p i>j 1 J 
= . ( 1 ) I ( ( ~-) k i +p- i) I ii ( ( 1 +1a_ . ) p- i) I xrK] 1-.-a. 
L J . ·J 
- ( ) - 1 ) p ( - ~· ) 2 c (A I + A rr a . - a . 
K p i>j 1 J 
(2.2.41) 
p 
o<a < ••• <a ; 
1 p 
fi (1+a.) 2 (p- 1 > I 
. 1 l i= 
p 
rr c1+a.) 2 <p- 1 > 
. 1 J. i= 
The product n ca.. - a..) 
i>j ]_ J 
can be written as. the Vandermonde 














rr <a. - a..> = 
i>j l. J 
I -p-j I (ap-i+ 1) = 
Hence, 
p 
( -· - )2 IT a.-a. = 
i>j l. J 
By interchanging the rows of 
I (a~=~+ 1 )J 2 it follows that 
I (ap-~ ) 1 2 and the columns of .p-1+1 
(2. 2. 4 7) 
and 
where 
b = !p when p is even, 
= !(p-1) when pis uneven. 
Thus 2b is even for all p and hence (2.2.41) follows from 
( 2. 2. 4 6) , ( 2. 2. 4 7) and ( 2. 2. 4 8) • 
(2.2.42) 
The result follows from (2.2.18), (2.2.20) and (1.2.41). 
(2.2.43) 
From (2.2.18) and (2.2.20) follows that 
(2.2.49) 1 p-i 

















(- - ) 2 a. - a. 
1 J 








( - - ) 2 a. -·a. 
1 J 
p - - 2 1 1 1. 1 2 









. > . .1 J +a. . +a. +a . +a . 
1 J J 1 1 J 
N (,+a.. > 2 (p- 1 > 
i=1 1 
p 1 . 1 2 
IT '(--- - ---) 
. > . 1 +a. 1 +a. 
1 J J 1 
Multiplicati.on of {2.2.49) with {2.f.50) leads to (2.2.43). 
(2.2.44) 
From {2.2.18) and (2.2.20) follows that 
(2.2.51) 




( - - \ 2 a. - a., 
J.. J 
can be written as 
(2.2.52) p ,- - ) 2 II ,a. -·a. 
i>j l J 
- -
= 
p 2 a. a. 2 
II ((1+a.) c1+a.)) <-1+: --1_]_+="') . • i J a. a. 













Multiplication of (2.2.52) with (2.2.51) leads to (2.2.44). 
The results given in theorems 2 . 2 . 4 - 2 • 2 . 7 are analogous to the 
corresponding results for real symmetric matrices and will be 
used in the derivation of the p.d.f.s and moments of certain 
complex quadratic forms. The results proved in theorem 2.2.8 
follow direct from the important property of zonal polynomials 
of, a hermitian matrix given in property 2.2.5. These results 
will be very useful in the derivation of, in particular certain 
marginal distributions of the characteristic roots of certain 
random hermitian matrices. 
The following four theorems explain how the coefficients which 
appear in the expansions of C (A) C (A) , C (I - A) and 
K T K p 
CK(D!) can be calculated where 
(2.2.53) D1 
r~ 
0 0 = a1 . . . . . ~ . A 
0 a ••••••• 
2 
0 
• • e • • • • • • • • • • • 
0 o • • • a. o 
p-~ 
0 0 •••••• Cl 1 
J 
These coefficients are tabulated for small values of p and k. 
Theorem 2.2.9 
Let A:pxp be a hermiti~n matrix; then 
(2.2.54) C (A) C (A) 
K T 
where Ks P (k,p), -rs P (t,p), o s P (k+t,p) and P (k,p) is the 
set of partitions of the positive integer k into not more than 













for each partition of d = k+t up to order 4. 
Proof 
The coefficients g~,T 
contents of table 2.2.1. 
-(2 2 ) ·-(21 2 ) 
can easily be obtained by using the 
- ( 31) 
Only the obtaining of 9( 1 ), ( 21 ), 
g and g (1),(21) (1),(21) will be shown here. 
From table 2.2.1 follows that 
(2.2.55) c( 1 ) (A) c( 21 ) (A)= 2a. 1 (a 2a. 1 - a. 3 ) 
2 
= 2a1 a2 - 2a.1 a.3 
4 
Thus 
- ( 1 ) . = QI g{1),(21) 
- ( 31) 
9(1),(21) 
- 2 - 3 
2 = 2 (a1a3 - a.4) + 2 (a2 - a.1a.3) 
2 2 
+ 2 (a.1a.2 - a,2 - a.1a.3 + a.4) 
= ~c (31) (A) + c (22) (A) + ~c 2 (A) 






. - (22) 
g(1},(21) : 1 I - 3 I 





































































































































































































































































































It is important to note that the coefficients g- 0 are 
K 1 T 
not identical to the coefficients g 0 tabulated in 
K 1 T 




Let A:pxp be a hermitian matrix; then 
(2.2.56) C (I - A) = 
K p 
k 
L: 2: qT C\ (A) 
t=O T 
~~ .. -----......._,_,~~ ... ~:::. 
A: pxp , 
where Ks P (k,p) and Te: P (t,p). The coefficients qT a:re 
tabulated in table 2. 2. 4 for p = 1, 2, 3 and 4 and for each 
partition of k = 1, 2 and 3. 
Proof 
The coefficients qT can easily be obtained by using the 
contents of table 2.2.2. Only th~ obtaining of qT in 
for p = 3 will be shown here. 
From table 2. 2. 2 follows for p = 3 that 
(2.2.57) c( 21 ) (Ip-A) 
= 2 < c1-a1 ) 
2 (1-a2 > + c1-a.1
, 
2 
c1-a3 ) + c1-a2 > 
2 
(1-a. 1» 
+c1-A ) 2 (1-~ >+<1-a. >2 <1-a. }+(1-a ) 2 <1-a. > . ·2 3 . 3 1 3 ~ 
= 16 - 16 (a 1 +a 1 +a2 ) +4 ca.~ + a~ + a~ + 3a1 a 2 + 3a 1 a. 3 + 3a2 a. 3 > 












= 16 - 16 (a 1 +a2 +a3 ) +a ca 1 a 2 +a 1 a3 +a2a3 ) +4 (a~ + a~ + a; 
- - - - - - ) (-2- -2- -2- -2- -2-+a, a 2 +a 1 a3 +a2a 3 -2 a 1 a 2 + a 1 a 3 + a 2a 1 + a 2a 3 + a 3
a
1 
+a;a.2 + 2a 1 a2a3 ) 
= 
where: Cico)=16, q( 1 )=-16, Ci -a (12) - , q(2) = 4, 
q(21) = - 1 , q(3) = 0 • 
TABLE 2.2.5 
The values of qT 
k p K q{O) q ( 1) q ( 12) q(~1 3 J I q(21) q ( 3) 
1 1 1 1 -1 
• 2 1 2 -1 
3 1 3 -1 
4 1 4 -1 
2' 1 2 1 -2 1 
2 12 1 -1 1 
2 3 -3 1 
3 12 1 -2 1 I 
21 6 -4 1 
4 
I 
12 6 -3 1 
22 10 -5 1 
I 
3 1 1 1 -3 3 -1 
2 21 4 -6 6 2 -1 













-k p ·K q ( 0) q ( 1 ) q ( 1 2) q(2) q ( 1 3) q ( 21) q(3) 
3 1 3 1 -1 1 -1 
21 16 -16 8 4 -1 
3 10 -10 5 
4 13 4 -4 2 -1 
21 40 -30 10 6 -1 
3 20 -15 6 
Theorem 2.2.11 
Let A:pxp be a hermitian matrix; then 
(2.2.58) C (I - A) = C (I ) 
K p K p 
k C (A) 
E Z(-1)t ~T~~ 
qK IT c- (I ) t=O T 
T p 
where K £ P (k, p) · and TEP(t,p). The coefficients 
are tabulated in table 2.2.6 for each partition of 




The coefficient qK,T can easily be obtained by using the 
contents of table 2.2.2. Only the obtaining of qK:T in 
(2.2.59) C ( 21 ) (A) 
3 
= C(21) (Ip) L L:(-1)t qK_.T 
t=O T 
for p = 3 will be shown here. 
From table 2. 2. 2 follows for p = 3 that 


















= 1 - 3. ~ (a1 +a.2 +a3 > +~. ~ (a1'~12 + a.1 a.3 + a.2a.3 > 
3 l(-2 -2 -2 - - - - - - ) -t·-z • 6 a 1 + a 2 + a 3 + a 1 a 2 + a 1 a 3 + a 2a 3 
1 1(-2- -2-· -2- -2- -2- -2- 2- - - ) - • a . a.1 a2 + a1 a3 + a2a1 + a2a3 + a3a1 + a3a2 + a1 a2a.3 
3 C ... (A) 
= L E(-1)t _L __ 
t=O T qK,T C {I ) 
T p 
-= 1 , = 3, - 3 q(21),(0) q(21),(1) q 2 - 2, (21),(1) 
- - .3. = 0, = 1 , q(21},(2) - 2, q 
(21),(1 3 ) 
q(21),(21) 











































































































































































Remark 2 . 2 . 4 
If C (I - A) is written in terms of the 
K p 
characteristic roots of A:pxp for different 
values of p by using the contents of table 2.2.2 
it is easy to verify that the coefficients qK,T 
remain the same, independently of the value of p, 
for given partitions K of k and T of t, t~k. 
(ii) It is important to note that the coefficients q 
K ~ . I l 
are not identical to the coefficients a 
. KIT 
tabulated in Constantine (1966, p. 224 - 225) for 
A:pxp a real symmetric matrix. 
Theorem 2.2.12 
Let A:pxp be a hermitian matrix; then 
k -
(2.2.60) 2: 2: b 
t=O T K,T 
where Ke: P(k,p), Te: P(t,p), o! is given by (2.2.53) and 
(2.2.61) 0 • • • 0 
0 a • • • 0 2 
9 • • • • o e • e • • • • • 
0 
-
0 • • • a p-1 
The coefficients b are tabulated in table 2.2.7 for each 
K,T 
partition of k = 1 , 2, 3 and 4 • 
Proof 
-The coefficients b 
K 1 T 
can easily be obtained by using the 
contents of table 2.2.2. Only the obtaining of b K 1 T 
in 
3 
(2.2.62) 2: 2: b 
t=O T K,T 







































+a;a1 + a.;a.2 + a.; + a. 1 + a. 2 + a3 + 2a 1 a2a3 
= 2 (a 1 + a2 + a. 3 > +2 <a~ + a~ + a; + a. 1 a2 ~ a. 1 a. 3 
+a2a3 > +2 <a 1 a2 + a1 a3 + a2a3 > +2 <a~a. 2 




























= E Eb ~~(DA*) 
t=O 1" K, T • 
-: QI b { 21 ) t {-1 ) : 2 I b(21),(2) = 2, 
- -= 2 r b_(21) t (21) = 1, b 
(21),(1 3 























































































































































(i) If CK(D1) is written in terms of the characteristic 
roots of A:pxp for different values of p by using 
the contents of table 2.2.2 it is clear that the 
(ii) 
coefficients b remain the same, independently of 
K 1 T 
the value of p, for given partitions K of k and 
T Of t, t~k. 
It is important to note that the coefficients 




tabulated in Khatri and Pillai ( 1968, p. 224 - 225) 
for A:pxp, a real symmetric matrix. 
Theorem 2.2.13 is analogous to a theorem proved by Khatri (1971) 
I 
while the identities given in theorem 2.2.14 are analogous to 
identities proved by Troskie (197.l), De Waal (1968) and 
Underhill (1973). These results given in these two theorems 
will be used repeatedly in this thesis. 
Theorem 2.2.13 
Let A:pxp, B:pxp and S:pxp be hermitian matrices; then 
(2.2.64) I - - - -c (Su AU'; c (SUB U') au K T 
U(p) 
= E C 0 ( S) P ~ 1 T (A , B) 0 
where KE p (k,p)' TE p (t,p), 0 E p (k+t ,p) 
on A and B only. 
Proof· 
From (2.2.23) follows that 
(2.2.65) C (A) 
K 
and P0 (A,B) depends 
K,T 












From Nel (1972, p. 8) follows th.at 






is the sum·of the principal minors of order 
j of A, (j = 1,···,p). 
Substitution of (2.2.66) into (2.2.65) leads to 
(2.2.67) C (A) = L: 
K K* 
d * K 1 K 
p r. 
1 
II (tr i (A) ) 
i=1 




L: ir. = k. 
i=1 1 
The constant d * depends on the partition and is not 
K 1 K identical to the constant d 
K*,K 
given in Khatri (1971, p. 211) 
for A:pxp a real syrnmetrix matrix. 
As in Khatri (1971, p. 211) and without loss of generality S:pxp 
is taken as a diagonal matrix, and 
(2.2.68) tr. (SA) = 
1 
where (A) . . is the submatrix formed by 
J1,···,Ji 
. . 
J • • • J 1 , , i 
rows and j
1
,···,ji columns of A:pxp. From the product 
- - - - t1 tp c (SU AU') C (SUB U') the coefficients of s · • .c; are 
K T 1 "p 
collected. IntegratJ.on over t.he unitary group gives the same 
value for any permutations of t 1 ,···,tp whi~h leads to (2.2.64). 
Theorem 2.2.14 














. II +Al-a [a] C ((I +A)- 1 ) 
p K K p 
- -
= i: i: i: (-1)t -o 
gK,T 




[a] o T - p 
t! C (I ) 
T p 
II +Al-a [a] C ((I +A)- 1A) 
p K K p 
' 
where a is an arbitrary constant such that a > p - 1. 




i: i: L: k! 
k K µ 
L: r. E 
k K o k! 
C (I +T) C (R) 
K p i< --- -C (I ) C (I ) 
K p K p 
-~ 
P~ (R, (I -R)) 
_K,T - p [a] 
C (I ) C (I ) 0 
K p T p 
[a J µ 
CK {T) Cs (R) C (I ) [a] 
u cr p a 
C (I ) Cs (I ) 
K p .._, p 
C (d I + S) C (T) Cs (Ip) 
K p T u 
where a> p - 1 dnd d are arbitrary constants. 
Proof 
These four identities are easily proved along the same lines as 













matrices and A:pxp is a real positive definite syrrunetric 
matrix by replacing: 
Syrrunetric matrix with hermitian matrix; 
orthogonal matrix with unitary matrix; 
integrate over the orthogonal group with 
integrate over the unitary group; 
a - ! (p+ 1 ) with a - p, 
in the proofs for the real matrices. Because of this 
similarity in the proofs, the proofs of the identities above 
are not given here. The proofs for A:pxp, R:pxp, S:pxp 
and T:pxp real matrices are given in: 
( 2. 2. 6 9) - Troskie ( 1971 , p. 17 5 4) ; 
(2.2. 70) - De Waal (1968, p. 67), Underhill (1973, p. 1.5); 
(2.2. 71) - Underhill (1973, p. 1.8); 
(2.2. 72) - Underhill (1973, p. 1.9). 
The result given in the following theorem will be very useful in 
the derivation of the p.d.f.s of certain ratios of characteristic 
roots of certain random hermitian matrices: 
Theorem 2.2.15 
Let n1 and n* be defined as in (2.2.53) and (2.2.61) 
A A 
respectively; then 
(2.2.73) J • • • • • e e • ft • c e I D * I t -p c ( D 1 ) I I - D * I 2 I A K A p-1 A 
o<a <···<a <1 1 p-1 
p-1 
rr (a. -a.) 2 aa · 0 ·da 
l J 1 p-1 i>j 
= fp(t,K) {fp(p)} 2 (pt+k) 
Tip(p- 1 ) I' (t+p, K) 
p 
C (I ) 
K p 
Proof 












2.3 HYPERGEOMETRIC FUNCTIONS 
Consider the following definition of the generalised 
hypergeometric function of a single variable: 
Definition 2.3.1 (Erdelyi, 1953, p. 182, Rainville, 1960, p. 73-74) 
(2.3.1) F (a. ; b. ,· x) = F (a
1
, •·•,a · b • • • b ,· x) 
m n 1 J m n m ' 1 ' ' n 
where x may be real or complex, b . > 0, ( j = 1 , • • • , n) and if 
J 
any aj :::; 0, (j = 1, • • • ,m) , the series terminates. 
Conditions for the convergence of the series in (2.3.1) are: 
(i) If m:::; n, the series converges for all finite x, 
(ii) if m=n+1, the series converges for Ix I < 1 and 
diverges for Ix I > 1, 
(iii) if m > n+1, the series diverges for x ;;'! 0. 
James (1964, p. 488) defined the hypergeometric function of a 
hermitian matrix variable analogous to the hypergeorr.2tric 
function of a single variable and the familiar hypergeometric 
·function of a matrix variable, as follows: 
Definition 2.3.2 
(2.3.2) F (a. ; b. m n 1 J S) - ~ (a 1 ,···,a ; b 1 ,···,~ ~ S) m n m n 
00 
= E E 
[a1JK···[am]K CK(S) 
[b1]K••• [bn]K k! k=O KEP(k,p) 












Conditions for the convergence of the series in (2.3.2) are: 
(i) m ~ n+1, otherwise the series may only converge 
for S:pxp=O, 
(ii) for m = n+1, the series converges for II S II < 1 
(where the norm 11· 11 on S:pxp is defined as the 
maximum absolute value of the characteristic roots 
of S:pxp) , 
(iii) for. m < n+1 the series converges for all S:pxp , 
(iv) the parameters a. and 
1 
numbers, but none of the 





are arbitrary complex 
is an integer or half 
(v) if an ai is a negative integer, say -q, then 
for k ~ pq+1 all coefficients in (2. 3. 2) will 
vanish, so that the function reduces to a finite 
polynomial of degree pq. 
Hypergeometric functions of two hermitian matrices S:pxp and 




s I '!') 
00 [a1JK•••[am]K eK(S) eK(T) 
= E E 
k=O KEP(k,p) [ b J ••. rb J c ( :i: > k ! 1K LnK K p 
Conditions for the convergence of (2.3.3) are similar to the 
conditions for the convergence of (2.3.2) except that for 
m = n+1 the series converges for 11 s II < 1 or II T II < 1 When 
both S:pxp and T:pxp are such· that llsll <1 and 11·r11 < 1 I 












Some of the results of section 2.2.3 can be extended to the 
theory of hypergeometric functions: 
Theorem 2.3.1 (Corollary of theorem 2.2.4) 
Let S:pxp and T:pxp be hermitian matrices; then 
(2.3.4) J 
u (p) 
F (a. ; b. m n i J Su TU') dU = F (a. m n i 
Theorem 2.3.2 (Corollary of theorem 2.2.5) 
b. ; S , T) • 
J 
Let S:pxp be h.p.d. and T:pxp be a hermitian matrix; then 
(2.3.5) J 
etr(-RS) IRlt-p F (a. ; b. . TR) dR I m n i J 
R=R'>O 
- -t - T s- 1 ) = r (t)lsl 1F (a., t 
. b. ; I p m+ n 1 J 
Theorem 2.3.3 (Corollary of theorem 2.2.7) 






IRlt-plI -Rlu-p F (a. b. 
p m n 1 J 
I >R=R'>O p 
r (t> p r (u) p 




r (u) r (t) p p 
r (u+t) 
p 








(I -R)S) dR 
p 













(2.3.8) I IRlt-plI +Rl-(t+u) F (a. p m n i ; b. J 
R=R'>O 
rp(u) r ct> 





(2.3.9) I IRlt-plI +Rl-(t+u) F (a. . b. I p m n i J 
R=R'>O 
rp(u) r <t> 
= 
p 
m+1Fn+1 (ai, t b t+u • I r (t+u) J 
p 
Theorem 2.3.4 
Let W:pxn , p ~ n be a complex matrix; then 




; (I +R) - 1 S) 
p 
; S) I 
; SR(I +R)- 1 ) 
p 
S) . 
where U:nxn = [u1 :u2 ] with u 1
:nxp a submatrix of u. 
Proof 
James (1964, p. 488). 
dR 
dR 
Some important functions have simple expansions as hypergeometric 
functions with hermitian matrix arguments. In theorem 2.3.5 
'-;:-, 
the exponential and binomial functions are considered: 
Theorem 2.3.5 
Let A:pxp be h.p.d.; then: 















( 2 • 3 . 11 ) , ( 2 . 3 . 1 2 ) James ( 1 9 6 4 , p • 4 8 8 ) . 
(2.3.14) 
II -Aln = I (I -A)-i(I -A+A) (I -A)-tl-n 
p p p . p 
-1 -A(I -A) ) 
p 
The following very useful result for hypergeometric functions 
with hermitian matrix arguments is proved in Khatri (1970): 
Theorem 2.3.6 
Let R:pxp and S:pxp be hermitiah matrices with characteristic 
roots r < r < ••• < r and 




F (a. m n i b. J 
R,S) 






i>j l J 
n . 1 




i>j l J 
p m . 1 
II II (a.-i+1} 1 -
i=1 j=1 J 
(2.3.15) w .. = F (a -p+1 • • • a -p+1 
l.J rn n 1 ' ' m b -p+1 ••• b -p+1 • r.s.> , 1 I I n I l. J 
(i,j=1,···,p). 
Proof 

















r c P > I <exp < r . s . > > I p . 1. J 
!p(p-1) PIT (- - ) n r.-r . 




. >. 1. J 
J. J 
r (p) I (( 1-r. s.) p-a-1 >I 
1. J 
p 




'>' 1. J 1. J 
2.4 HAYAKAWA'S POLYNOMIALS 
p 
rr cs.-s.) 
. >. 1. J 
1. J 
The generalised Hermite polynomial (g.H.p.), H (T) and its 
K 
extension PK (T ,A) are functions w.ith real matrix arguments 
and are discussed in Hayakawa (1969). These functions play 
an important role in the derivation of the p.d.f .s cf real 
multivariate quadratic forms. Hayakawa (1972 a, 1972 b} 
extends the polynomials H (T) and P (T,A} to the 
K K 
polynomials H (T) and P (T,A) which are functions with 
K K 
complex matrix arguments. The definitions and properties of 
H (T} and P (T,A) are considered in sections 2.4.1 and 2.4.2 
K K 
respectively. 
It is important to note that although the polynomials H (T} 
K 
and P (T,A} have complex matrices as arguments it is .still 
K 
polynomials of real quantities. 
these polynomials become clear 
polynomials are considered. 
2.4.1 The Polynomial H (T). 
K 
This essential property of 
if the calculations of the 
Hayakawa (1972a, p. 2-3} definedtheg.H.p. H (T} with complex 
K 












characteristic roots of the non-central complex Wishart matrix. 
Definition 2.4.1 
.Let T:pxn and W:pxn , p ~ n, be arbitrary complex matrices; 
then the g.H.p. H (T) which corresponds to the partition K 
K 
of k is defined as 
(2.4.1) 
= etr (TT') -np J - --Tr etr(-i(TW' +WT') etr(-WW') C (-WW') dW 
K 
w 
The following three properties of 




EU (p) a.nd U
2 





(2.4.3) I H (T) I 
K 
~ etr(TT 1 ) [n]K c (I ) 
K p 
Property 2.4.3 
(2.4.4) li co> 
K 
k = (-1) [n]K C (I ) 
K p 
are proved in 
The geuerating function of H (T) 
K 
is given in theorem 2.4.1: 
. -Theorem 2 • 4 • 1 
Let S:pxn and T:pxn , p;;; n, be arbitrary complex matrices; 
then the generating function of i{- (T) 
K 















= I I 
k=O Ke::P(k,p) 
53 
H (T) c (SS') 
K K 
k! (n] C (I ) 
K K p 
where u1 e:: U (p) and u2 e:: u (n) • 
Proof 
Hayakawa (1972 a , p. 3 - 4). 
Hayakawa (1972a) also gives the relation between the g.H.p.s 
I . 
and the generalised Laquerre polynomials with hermitian matrix 
arguments which he also defined. 
2.4.2 The Polynomial P (T,A) 
K 
Hayakawa (1972b, p. 221) defined the polynomials P (T,A) 
• . K 
with complex matrix arguments in order to discuss non-central 
-multivariate complex quadratic forms. 
Definition 2.4.2 
Let T:pxn and 
and let A:nxn 
to the partition 
W:pxn , p ;Sn, be arbitrary complex matrices 
be h.p.d.; then P (T,A) which corresponds 
K 
(2.4.6) P (T,A) 
K 
= etr (TT') 
K of k is defined as 
'Tf-pn J 
w 
etr(-i(TW 1 +WT')) e-L.r(-WW') C {-WAW') dW 
K 
The following three properties of 
Hayakawa (1972b, p. 221): 
P (T,A) 
K 
















= (-1) [n] 
(2.4.8) p (T, I ) = H (T) 
K n K 
Property.2.5.6 
54 
C (A) C (I ) 
K K p 
K C (I ) 
K. n 
C (A) C (I ) 
(2.4.9) IP (T,A) I 
K 
:£ etr(TT') [n]K 
K K p 
C\ (In) 





is given in the following 
Let S:pxn and T:pxn , p:;:; n, be arbitrary complex matrices 
and A:nxn be h.p.d.; then the generating function of P (T,A) 
K 
is given by 
(2.4.10) J 
U (p) U (n) 
= 
~ -
oo P (T,A) C (SS') 
L L K.~~~~K~~-




EU (p) and U2 EU (n) . 
Proof 












The calculations of P (T,A) for each partition of 
K 
k = 1,2 and 3 are given in Hayakawa (1972 b, p. 228 - 229). 
2.5 G-FUNCTIONS 
I 
Greenacre ( 1972, p. 15 - 19) extended the results of Mathai 
(1971, p. 72) in such a way that it is possible, under cert~in 
conditions to write down the p.d.f. of a random variable in 
terms of Meijer's G-functions if the moment sequence of the 
r.andom variable is given. 
Definition 2.5.1 




= G p q 
1 
= 27f i f 
c 
m n 
IT f (b.+s) • IT f (1-a.-s) 
j =1 J j =1 J -s z q p 
11 f (1-b.-s) rr r(a.+s) 
j-· '+ 1 J j=n+1 J -u.• 
ds 
p, q, m and n are integ·ers such that 0 ~ n:;;; p and 
1 ~m~q; 
aj and bh are complex numbers such that 
bh + v ;r aj - 1 - r for v, r = 0, 1 , • • • 
h = 1, • • • ,m 
j=1,···,n 
the contour c is such that the points: 
( 2 • 5 • 2 ) - s = bh + v I ( h = 1 , ••• 'm) I ( r = 0 I 1 I ••• ) 













-s=a.-1-r, (j=1,···,n), (r=0,1,···); 
J 
(2.5.2) and (2.5.3l are clearly the poles of the 
n m 
functions IT f (b.+s) 
j =1 . J 
and IT f (1-a.-s) 
j=1 J 
respectively. 
For the applications in this thesis the aj and bh are 
always real and a simpler form of the G-function in which 




(2.5.4) 1 f j=1 J -s ds = 21Ti z . p 
c IT f (a.+s) j=1 J 
In (2.5.4) C is a limiting contour enclosing all the poles of 
p 
IT f (b.+s) . 
j=1 J 
Given a moment sequence E(Xh) of a random variable X it can 
be shown that a p.d.f. which has these moments exist·~ in the 
form of the inverse Mellin transform 
The function fX(x} is the p.d.f. of X if it can be shown 
that the moments detPrmine the p.d.f. uniquely. Greenacre 




2: (E (X·2h) ) 2h 
h=1 j 
is divergent and from Carleman's theorem (cf. Anderson, 1958, 
p. 172) follows that a~_TI19.sf one distribution has the moment:· 
--:h · · - -- - -- -~:· .. ·::::- =--=---~.:. --~=:--- ,._c~~;:: ..... ~ .h,. · --~~-·/ ·· :· ~-~ 
E (X ) • Thus for o.;; x;; 1 tl}__e moment sequence EJ~_ ) __ det~rm1nes 
----------=-~ .L-....____ - ----·--- '-"---------------- __...-/ ----=---- -------- ~ ~-'""..=--=---.·:.c-~-- ~---- - • -·~, 













of X uniquely through the inverse Mellin transform. 
For 0 ~ x ~ 1 and K independent of h Greenacre 





(2.5.7) E{Xh) = KTh 






-1 Gp[ ¥.J ::] = Kx 
As a result of the difference between f (a,K) and p 
(1972, p. 18) 
I' (a,K) = 1T!p(p- 1 ) ~ f(a+k.-!{j-1)) 
p i=1- J 
the results, proved in the 
following two theorem~, are slightly different from those proved 




-r (a+h,K) p 
f (b+h,T) 
p 
where K is independent of h then 
(2.5.10) 
I b + tj - j + 1]-
















II f (a+h+k.-j+1) 
h)"=1 I J = KT p 
II f (b+h+t.-j+1) 
j=1 J 
The result follows from theorem 2.5.1. 
Theorem 2.5.3 
If 
(2.5.12). h -= KT F (a • • • a +h • • • a m n 1' 'r ' 'm 
•• b 
I n 
where K is independent of h then 
(2.5.13) fx(x) 
b ,···,b +h •• 1 S I 
S) 
r (a +h) 
P r 
r (b +h) 
p s 
-
= Kx- 1 l: l: [a1]K·· [ar-1JK[ar+1JK· • [amJK CK(S) 
Proof 
k K£P(k,p) [b1]K·. [bs-1JK[bs+1JK·· [bn]K k! 
I 
b +k.-j+1J s J 
a +k.-J·+1 
r J 
·Expand E(Xh); then follow the factors depending on h as 
(2.5.14) 
-r (a +h) [a +h] p ._r ____ r __ K 
r (b +h> p s [ b +h]. S K 
= 
f (a +h • K) p r I 
f (b +h • K) p $ I 












2.6 INCOMPLETE GAMMA- AND BETA FUNCTIONS 
Various marginal distributions of the characteristic roots o~ 
hermitian random matrices can be expressed in terms of incomplete 
gamma- and beta functions. These functions will be used 
repeatedly in this thesis and therefore it is considered here. 
Definition 2.6.1 
The incomplete gamma function is defined as 
t 
(2.6.1) r(t,n) = J 
0 
In definition 2. 6. 1 
The function 
(2.6.2) I (u , n-1) 
-x n-1 e x dx , 
f (oo,n) is 
In u 
1 






n > 0, t > 0 • 
complete garruna 
n-1 dx .x 
function r (n) . 
is tabulated in Pearson (1934a) for different values of u and 
n. 
Definition 2.6.2 
The incomplete beta function of the first type is defined as 
t 
(2.6.3) Bt (a,b) = J xa- 1 (1-x)b- 1 dx , 0 < t:;; 1 , a,b > 0 • 
0 
In definition 2.6.2 B
1 
(a,b) is the complete beta function 


















is tabulated in Pearson ( 1934 b ) for different values of t , a 
and b. 
Definition 2.6.3 
The incomplete beta function of the second type is defined as 
t 
(2.6.5) B~(a,b) ( 
xa-1 
: b dX I 
J (1+x)a+ 
t > Q 1 a,b > 0 • 
0 
Theorem 2.6.1 
(2.6.6) * Bt(a,b) = B t (a,b) t>O, a,b>O. 
1+t 
Proof 
In (2.6.5) make the transformation 
(2.6. 7) x Y = 1 +x 
with inverse transf0~mation 
(2.6.8) - " x = .[.__ 1-y . 
The jacobian of (2.6.8) follows as 
(2.6.9) -2 J (x + y) = ( 1-y) 















* I a-1 b-1 Bt(a,b) = y (1-y) dy = 
0 
B t (a,b) 
1+t 
2.7 THE SYMMETRISED DISTRIBUTION OF A RANDOM POSITIVE 
DEFINITE HERMITIAN MATRIX 
Greenacre (1973, p. 97) defined the symmetrised p.d.f. of a 
real positive definite symmetric matrix. This form of the 
p.d.f. is in many important respects equivalent to the actual 
p.d.f. and is also found very useful in the study of multivariate 
non-central distributions. In this section the concept of the 
symmetrised p.d.f. of a real positive d finite symmetric matrix 
is extended to the symmetrised p.d.f. of a hermitian positive 
definite matrix. 
Definition 2.7.1 
The symmetrised p.d.f. of the positive definite hermitian matrix 
~:pxp is defined as 
(2.7.1) fcsym(A) = f fA (UAU') du 
U(p) 
where .fA(A) is the p.d.f. of A:pxp. 
The following important property of fcsym(A) is proved 
analogoQs to the real case: 
~erty 2.7.1 (Analogous to Greenacre, 1973, p. 97, theorem 2.1) 
Let 
that 
g(A) be a function of the random h.p.d. matrix ~:pxp such 
g (A) = g (U AU') , U £ U (p) ; then the distribution of g q~ .. ) 













Let M be a measurable set in the range of g and let 
be its preimage. Let µ(M) and v(M) be respectively 
probabilities of M when ~:pxp has the symmetrised and 
unsymmetrised p.d.f .s; then 
(2.7.2) µ (M) = J [ J f A (U Au I ) dU] dA 
g-1 (M) U(p) 
= J [ J f A (U AU') dA J dU • 
U(p) g -1 (M) 
In (2.7.2) make the transformation 
(2.7.3) B = UAU' 
with inverse transformation 
(2. 7. 4) A = u I B u . 
The jacobian of (2.7.4) is 
( 2 • 7 • 5 ) J (A + B) - 1 • 
Hence, 
(2.7.6) µ(M) = J [ J fB (B) dB] dU. 
u (p) ~&Jg - 1 (M) u I 
But lf')g- 1 (M)U'= g- 1 (M) because g(M) = g(UMU'). 
Thus 
;\ 













µ (M) = I au[ J f B (B) dB J 
U(p) g -1 (M) 
= J f B (B) dB = v (M) 
g-1 (M) 
which proves the result. 
Corollary 2.7.1 
The p. d. f. s of I~ I , I Ip - ~I , DA ' and tr (A) are invariant with 
respect to symmetrisation of the p.d.f. of ~:pxp. 
Proof 
These results follow clearly from property 2.7.1 and the fact 
that for all · U-e: U (p) : 
IA!= !UAU'I 
II -Ai= II -UAU'I p p 
I r - a . A I = o => I r - a . u A u' I = o p l p 1 
tr (A) = tr (U AU' ) • 
Remark 2.7.1 
Prom corollary ~.7.1 is it clear that EC!Alh>, E(!I -Ajh);, 
and E((tr(A))h) are invariant with respect to symm~trisatioa 
of the p.d.f. fA(A). 
2. 8 THE COMPLEX NORM.AL- AND COMPLEX WISHART DISTRIBU'I'IONS 
The complex normal- and complex Wishart distributions will be 
used repeatedly in this thesis. In section 2.8.1 the p-variable 
complex.normal distribution and its extension to the matrix 












definition of a complex Wishart matrix and its p.d.f. in the 
central and non-central cases are given in section 2.8.2. 
2.8.1 The complex normal _distribution 
The p-variable complex normal distribution was originally derived 
by Wooding (1956) and Goodman (1963a ). ·The theory and properties 
of this distribution are also discussed in Khatri (1~65, p. 103), 
Smith ( 1 9 7 2 , p. 8 5 - 8 7) , ~i!I?ta- (1 9-71_;;__ -19-7 3 >cJ_-9 _7 6) and ~-i~- mo-~e 
,detaii -in Steel ( 1979, p. 11-2·~-,1·~-)-. ------- - __________ , ------. 
Definition 2.8.1 
Let z0 :2px1 = [x1 , • • • ,XP, Y1 ,. • • ,YP]' = [~, !'.J' have the 
2p-variable real normal distribution with expected value 
( 2. 8. 1 ) E ( z 0) = [E (~I ) I E (~I ) J I 
and covariance matrix 
(2.8.2) l.:0:2px2p = ![1.:01 
1.:02 
with r 01 :pxp a real symmetric matrix and r 02 :pxp a real 
skewsymmetric matrix. 
defined as 
The p-variable complex normal vector is 
- X + iY 
with expected vclue 
(2.S.4) E(!) = E(~) + iE (Y) = µ:px1 
and hermitian covariance matrix 
( 2. 8. 5) 1.:: pxp = E [! - _E] [ z - H_] 1 












The p.d.f. of !:px1 is given by 
with z e: {~ = [ z 1 I ••• I zp] I ; z . = x. + iy. ; - 00 < x. I y. < 00 I . 
J J J J J 
j=1,···,p}. 
The p.d.f. given in (2.8.6) will be denoted as !:px1 ~ CN(p, µ, E). 
Remark 2.8.1 
(i) The structure of E
0
:2px2p given in (2.8.2) is the 





complex normal distribution. his structure implies: 
(j I k= 1,•••,p) I 
Cov (X . , Y . ) = O , ( j = 1 , • • • , p) 
J J 
and 
(j I k = 1 I 0 0 0 IP 1 j ~ k) • 
These relations are of great importance because they 
are the basic assumptions originally made by Wooding 
(1956) anr', Goodman (1963a) in their derivation of 
\ 
the p-variable complex normal distribution and are 
the basis of complex distribution theory. 
From (2.8.5) follows that 
Cov (X, ~') = Cov (~, Y') = !Re o::) 
and 














where Re(E) and Im(E) denote the real and 
imaginary matrix components of E respectively. 
It is also clear that 
Var ( Z . ) = Var (X. ) + Var (Y . ) , 
J J J 
(j = 1,···,p) 
and 
(j ' k = 1' ••• ,p ' j ~ k) • 
The p-variable complex normal distribution can be extended to the 
complex matrix variate normal distribution and is discussed in 
Steel (1979, p. 130- 140) and Tan (1968, p .. 263- 267). In 
definition 2.8.2 the complex normal matrix variate with dependent 
rows and independent columns is defined. 
Definition 2.8.2 
Lei: Z . : p x 1 = [ Z 
1 
. , • • • , Z . -J ' 'V CN ( p, µ . , E ) , ( j = 1 , • • • , n) 
-J J PJ -J 
where ~j: px 1 is ind pendently distributc:.d of -~k: px 1 , j ~ k. 
The complex normal matrix variate with dependent rows and 
in~ependent columns is defined as 
( 2 • 8 • 1 4 ) z : p x n = [~ 1 , • • • , Zn J = Z 11 Z 1 2 • • • Z 1 n 
z21 z22 • • • z2n 
• • • • • • • • • • e • • c 
z z . • • z 
p1 p2 pn 
= x + i y - -











( 2 • 8 • 1 5) E ( Z) = ( µ 
1 
, • • •J µn] 
= M:pxn 
and the covariance matrix 
(2.8.16) Cov(Z) 
= E (!1 - µ1) (_~1 - H.1)' (!1 - H.1) (~2 - H.2> '· • • <!1 - µ1 )'(~n - H.n.>' 
<~2 - H.2> <.~1 - H.1) I (~2 - µ2) (!2 - H.2) I ••• (!2 - µ2) (~n - µn) I 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 
(Z - µ ) (Z - µ ) I (Z - µ ) (Z - µ ) I ••• (Z - µ ) (Z - µ ) I 
-n -n -1 -1 -n -n --2 -2 -n -n -n -n 
= E 0 0 
0 E . . . 0 . . . . . . . . . . 
0 0 • e • E 
= I © E n 
Since the n columns of Z:pxn are independently distributed, 






TI -p ·I E 1-1 exp (- ( z . - µ . ) 'E- 1 ( z . - µ . ) ) 
-J -J -J -J 













This density will be denoted as 
Remark 2.8.2 
Z:pxn rv CMTN(p, n, M, I ® L:). 
n 
The covariance matrix given in (2.8.16) can also be 
interpreted as follows: 
Form the column vector 
(2.8.18) Z : npx 1 = Z -c 11 
z pn 
by· packing the columns of Z:p~n below one another into 
a single column vector; then follows that 
(2.8.19) Cov ( z , Z ' ) = :i: ® 2:: -c -c n 
The distribution of Z:pxn can be generalised to the case where 
. there is also dependence between the columr1 vectors of ~: pxn. 
I_n this case the covariance matrix is of the form <I>® L: where 
¢:nxn ~ I is a hermitian positive definite matrix. Let 
n 
m :npx1 = [µ
1
1 ,•••,µ 1 ] • i.e. a column vector formed by packing 
-c ·- -n 
the columns of M:pxn below one another, then the p.d.£. of 
Z :npx1 follows as -c 
(2.8.20) fz (zc) 
-c 
- 7f -np I <I> ® l: 1-1 exp (- (z - m ) ' ( ¢ ® ·L:) - 1 ( z - m ) ) 












-np -p -n -1 -1 = TI I <I> I I l: I exp ( - ( z - m ) ' ¢ ® l: ( z - m ) ) -c -c -c -c 
-np -p -n -1 -1 ~~ = n j<Pj jl:i etr[-2: (Z-M)<I> (Z-M)'] 
with 
Z j k = Xj k + i y j k i - 00 < X j k I y j k < 00 I 
j = 1,•••,p I k= 1,•••,n} • 
This density will be denoted as Z: pxn rv CMTN (p, n, M, <P ® L:) • 
Remark 2.8.3 
The algebra regarding kronecker products used in the 
derivation of (2.8.20) can be found in Graybill (1969, 
p. 196 - 209), Macduffee (1946, p. 81 - 85) and Roy and 
Gnanandesik~n (1959). 
2.8.2 The complex Wishart distribution 
The complex Wishart matrix was originally defined by Goodman 
(19t>3 a) . Goodman (1963 a) also derived the central p.d.f. 
of the Wishart matrix. Discussions of the theory and 
properties of the central and non~central Wishart distributions 
can be found in Goodman (1963b), James (1964, p. 489), Khatri 
(1965, p. 105-107), Tan (1968, p. 267- 271), Smith (1972, 
p. 99- 107) and Steel (1979, p. 47- 51 and p. 147- 148). In 
definition 2.8.3 the non-central complex Wishart matrix is 
defined and the p.d.f. of this complex· random matrix is given. 
Definition 2.8.3 
Let Z:pxn = [z 1 .···,Z J rv CMTN(p, n, M, I ®L:) ; then for n;;:p - - ~ n 













(2.8.21)_ A:pxp = ZZ' = L Z. Z '· 
j=1 -J-J 
= . (X + i Y) (X - i Y) I 
= ~1 + i ~2 
where 
(2.8.22) A :pxp = XX' + YY' 
-1 -- --
is a real synunetric random matrix and 
(2.8.23) A : p x p = YX I - XY I 
-2 -- --
is a real skewsymmetric random matrix. 
The hermitian matrix A:pxp has the non-central Wishart 
distribution with n degrees of freedom and non-centrality 
parameter. 
(2 8 24) ri ,.,-1 MM' • . • ~~: pxp == L. 
The p~d.f. of A:pxp is given by James (1964, p. 489) as 
(2.8.25) 
= A=A' >O. 
This density will be denoted as A:pxp ~ NCCW{p, n, E,Q). 
Let M:pxn be the null matrix, i.e. Z:pxn ~ CMTN(p, n, 0, I 0 E); 
- n 
then ~:pxp = ZZ' has the central complex Wishart distribution 
with n degrees of freedom. The p.d.f. of ~:pxp is given as 
(2.8.26) 
n-p -1 
= !Al etr(-E A) 
r (n) IL In p 














= IAln-p etr(-A) 0F0 ((Ip-2:-
1 )A) 
r <n) I 2: In p 
I 
This density will be denoted as A:pxp ~ CW(p, n, 2:). 
A=A'>O. 
The p.d.f. 
of the central and no~-central Wishart matrices will also be 
considered in chapter 4. 
The inverted complex \·'lishart distribut.ion is derived by Shaman 
(1980). H~ also investigated the application of this 













INTEGRALS FOR DERIVING CERTAIN MARGINAL DISTRIBUTIONS 
OF THE CHARACTERISTIC ROOTS OF A RANDOM 
HERMITIAN POSI'rIVE DEFINITE .MATRIX 
3.1 INTRODUCTION 
If the p.d.f. of a random h.p.d. matrix is a symmetric function 
of the characteristic roots of this h.p.d. matrix, the joint 
p.d.f. of the characteristic roots is also a symmetric function 
of the roots. This essential property of the joint p.d.f .s of 
the characteristic roots of h.p.d. matrices will be discussed 
in section 3.2. As a result of this property, .the obtaining 
of certain marginal distributions of the characteristic roots 
of a h.p.d. random matrix is less complicated than of the 
characteristic roots of a real positive definite symmetric 
random matrix. In sections 3.3-3.7 integrals which are 
needed to derive these marginal distributions of the 
characteristic roots of the h.p.d. random matrices, discussed 
in.the subsequent chapters, will be considered. 
The following definition of a determinant of a square matrix 
will be repeatedly used in the rest of this chapter: 
Definition 3.1.1 (Anderson, 1958, p. 335) 
Let B:pxp = (b, . ) , 
.1. J 
then the determinant, 
(i , j = 1, • • • ,p), be any square matrix; 
I BI , is defined by 
(3.1.1) 
f(j1,···,j ) 
!Bl = l:(-1) p 
p 
II b .. 
i=1 1 Ji 
In definition 3.1.1 the summation is over all permutations 
(j
1












f(j 1 ,···,jp) is the number of transpositions required to 
change ·(1,•••,p) into (j 1 ,···,jp). A transposition 
consists of interchanging two numbers, and it can be shown 
that, although one can transform (1,···,p) into {j 1 ,··•,jp) 
by transpositions in many different ways, the number of 
transpositions required is· always even o.r always odd so that 
. f(j ,···,j ) 
(-1) 1 P is consistently defined. 
3.2 THE JOINT P.D.F. OF THE CHARACTERISTIC ROOTS OF A R.~NDOM 
H.P.D. MATRIX 
Consider ~he following theorem: 
Theorem 3.2.1 
Let A:pxp be a h.p.d. random matrix with p.d.f. 
where h(a ••• a ) 1 ' , p is a function which depends only on the 
characteristic roots < ••• < a. of A: pxp ; then the 
joint p.d.f. of 
(3.2.2) 
Proof 
- _ .. 
A •• • A -1 I . I p 
1Tp{p-1) 
= ----
r <P> p 
p 
is given by 
PIT (- - ) 2 (- - ) a . - a . h a 1 , • • • , ap . >. 1 J 
1 J 
••• < a. 
p 
Ja~as (1964, p. 488), Khatri (1965 I p.- 102-103). 
It is clear from (3.2.2) that fD (DA) is a symmetric function 
-A 
of a ... a 1 f I p 
these roots. 
if h(a ••• a) is a symmetric function of 1' I p 
The corresponding joint p.d.f. of the 












symmetric function of the roots because it contains the term 
p . 
II (a.-a.), (cf. Anderson, 1958, p. 318-320). All the 
i>j. l. J 




0 0 0 I ap) iS a symmetric function Of the rOOtS SO that for 
the purpose of this thesis f~A (DA) is a symmetric function. 
It is importa.nt to note that all the non-central and some of 
the central p.d.f.s of the h.p.d. random matrices studi~d in 
the subsequent chapters involve zonal polynomials of these 
hermitian matrices or hypergeometric functions with these 
hermitian matrices as arguments. By using the results given 
in theorem~ 2.2.8, 2.3.6, 2.3.7 and 3.2.1 it will become clear 
in these chapters that the random component in the joint p.d.f. 
of the characteristic roots of the h.p.d. random matrix, A:pxp, 
which has to be integrated to obtain the different marginal 
I 










is a symmetric function of 
ho ca. • •• a > 
'I' 1 ' I p 
and 
,,J <a. • • • ~ > = 1 ( 11: • ta. . > > 1 • 
'I' 1 1 Ip . 't'l J 
- -a1 I ••• I ap I 
Thus in the rest of this chapter only integrals with (3.2.3) as 













3.3 C.D.F. OF THE EXTREME CHARACTERISTIC ROOTS 
In theorem 3.3.1 the integral which is needed to obtain 
P(c < .A1 <·•·<AP< d), 0 ~ c < d, given (3.2.3), is solved: 
Theorem 3.3.1 
(3.3.1) J . . . . . . . . . . . . . J 
dx • • •dx 
1 p 
= I <b .. > I l.J 
where 
b 
(.3. 3. 2) b .. 
l.J = J g (x) ¢ . (x) tJJ . (x) dx , l. J (i,j=1,••,•,p). 
a 
Proof 
Khatri (1970, p. 67) proved: 
(3.3.3) J ............. r ¢(x1,···,xp) 1/J(x1,···,xp) dx1···dxp 
a<x <•••<x <b 1 p . 
where 
b 
(3.3.4) c. . = . J ¢ ~ (x) tJJ • (x) dx , 
l.J ,}_ J 
( ~ J"' = 1,···,p) •'· I 
a 
p 



















p f(j1,···,jp) p 
= IT g (x. ) l: (-1 ) II <P • (x . ) 
J. J_ ·J . i=1 i=1 J. 
f(j1,···,j ) p 
= 2:(-·1) . p n cp. (x. ) g(x. ) 
i=1 J. Ji Ji 
= -+- * (x • • • x ) 'I' 1 I I p 
with 
(3.3.6) <P ~ (x.) = <P. (x.) g (x.) , 
J_ J J_ J . J (i,j=1,···,p). 
By replacing ¢(x 1 ,···,xp) 
result follows. 
Remark 3. 3. 1 
with in (3.3.3) the 
It is clear tJ.1at p !AP< b) and p (A1 < a) = 1 - pc.A, > a) 
can be obtained from ( 3. 3. 1) by taking a= 0 and b = 00 
respectively . 
. 3.4 C.D.F. OF ANY INTERMEuIATE CHARAC'I'ERIST:ic ROO'l' 
-· The c. d. f. of the t-th characteristic root, At , of 
A: pxp , ( t = 2, • • • , p-1 ) , follows as -
(3.4.1) P (At< c) 
= P(At+ 1 < c) + P(O < A.1 < ••• <.A < c <.A 1 <···<.A < oo) t t+ p 












(3.4.2) P <it< c) 
= P(At+ 2 < c) + P(O < A1 < ••• < At+1 < c < At+2 < ···<A <oo) p 
= 
= 
+ . P < o < A.1 < • • • < .A < c < A. < • •• < .A < oo) t t+1 p 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
p-1 ...; 
l: P ( 0 < A
1 r=t 
< • • • < .A < c < A. 1 < • • • < A. < 00 ) + P (A < c > r r+ p p 
In .theorem 3.4.1 the integral which is needed to obtain an 
expression for P (O < A.1 < • • • <.A < c <A. < • • • <.A < oo) r r+1 p ' given 
(3.2.3), is solved: 
· Theorem 3 • 4 • 1 
(3.4.3) J J ii g ( x . ) <I> ( x 1 , • • • , x ) 1jJ ( x 1 , • • • , xp) dx 1 • • • dx i=1 J. p p 
where 
l:o.+l:a. 






< • • • < x < x < x < •• • < x < b} · r r+ 1 p ' 
< 0 
r 
i.:. a subset of the integers 1,2,···,p' 
v 1 < • • • < vp-r is a subset complementary to o 1 , ··•,or , 
denotes the summation over all 
a·<···<o 
1 r ' 




is a subset of the integers 1,•••,p I 












[2 denotes the summation over all (p) possible choices r 
o.f a1 < • •. < a r , 
x 
(3.4.4) b3ij = J 





(3.4.5) b4 .. ·- J 





, • • • ,xp) a symmetric function of 0 < x 1 < • • • < xp , 





(3.4.8) b2 .. J.J 
( h (x • • • x ) "' (x • • • x ) ''' (x • • • x ) dx . • • • dx J. 1' 'p 'I' 1' 'p 'I' 1' 'p. 'I· p 
J ~ ~ . . . . . . . . . . . . . . . . I 
a<x. <x,(i=1,•••,r) 
l 
X < X • < bf ( j =r+ 1 f 0 0 0 IP) 
J 
= ¢~ (x.) ljJ (x.) 
u i J aj J 
(i I j = 1,•••,r) 
h (x • • • x ) . 1 , , p 
















g(x.), the R.H.S. of (3.4.6) can be 
]. . 
written as 










f(j ,•••,j) r f(r+j
1
,···,r+j ) 
L (-1 ) 1 r II b 
1 





i=1 lJ i 
i=1 lJ i 
dx • • •dx 
1 p 
x 
L:o.+La. f(j 1 ,···,j ) r J. = L: L:2(-J). 1 i L(-1) r II 




. . g (x. ) dx . 
l.Ji Ji Ji 
b 
f(r+j 1 ,···,r+j )p-r f L:(-1) p-r II 
i=1 
b2iJ'. g(xr+J~.> dxr+J·. 
1 l l 
x 
L:o.+L:a. 
= r 1 r 2 <-1 > 
1 
· 
1 I Cb 3 .. ) I i <b 4 .. > I . l.J l.J 
which proves the theorem. 
3.5 C.D.F. OF ANY TWO INTERMEDIATE CHARACTERJSTIC ROOTS 
The c.d.f. of any two intermediate characteristic roots, At 













+ n c.A < c < .At < .A < .A 
1 
< d < .A 2 > •. t-1 . u u+ u+ 
The last term in (3.5.1) can be further evaluated by using 
(3.5.1) repeatedly. In theorem 3.5.1 the integral which is 
needed to obtain expressions for the terms in (3.5.1), given 
(3.2.3), is solved: 
·Theorem 3.5.1 
p 
(3.5.2) I I 





l:3 l: 4 l: ... l:6(-1) 
1. J 1. 1. 
I Cb8 .. > 11 Cb 9 .. > 11 Cb 1 0 .. > I = .:> 1.J 1.J 1.J 
A2 = {a < x < • • • < x < x < x ~ • • • < x < y 1 r r+1 r+s 
< x < ••• < x < b} 
r+s+1 p ' 
is a snbset of the intergers 1,···,p, 
< v p-r is a subset complementary to 
denotes the summation over all 
cS <···<o 
1 r ' 
<a s is a subset of the integers 
possible choices 
v • • • v 
1 ' ' p-r ' 
f3 < • • • < Sp is a subset complementary to r+s+1 
denotes the summation over all possible choices 













v* < • • • < v* is a subset complementary to o*1 , ···,or* , 1 p-r 
E
5 
denotes the summation over all (p) possible choices 
r 
of O* o* . . . 1 ' ' r ' 
. . . <a* 
s is a subset of the integers * * v ,···,v , 1 p-r 
) 
s* < • • • < s* r+s+1 p is a subset complementary to 
denotes the summation over all possible choices 
·a* • • • a* 
1 ' ' s ' 
x 
(3.5.3) bBij=f g(z) $
01
(z)l/J 0 j(z)dz, (i,j=1, .. -,r), 
a 
y 




(3.5.5) b10ij = J g(z) <P f3 . (z) ljJS~(z) dz (i , j = r+s+1, • • • ,p) J_ J 
y 
Proof 
Krishnaiah (1976, p. 5) proved: 
(3.5.6} 
J J 
~(x ••• x ) ~(x · ••• x ) dx •••dx 
















(.3. 5. 9) 
x 
b5ij - J 
a 
y 
b6 .. = f 1.J 
x 
b 
b7 .. :::: I 1.J 
y 
82 
cf> Q • ( Z) iJi Q ~ ( Z) dz I 
1. J 
cf>a. (z) iJi * ( z) dz a. I 
1. J 
<P s. (z} iJls~ (z) dz I 
1. J . 




( i I j=1,···,s) 
(i, j = r+s+1,•••,p) 
IT g (xi } <P ( x 1 , • • • , xp ) = <P * ( x 1 , • • • , xp } i=1 
with 
<j> ~ (x. ) = <P. (x. ) g (x. } 
1. J 1. J J 





the result follows. 
with A-* (x • • • x ) 't' 1 I f p in ( 3 • 5 • 6) I 
3.6 THE JOINT P.D.F. OF ANY FEW ORDERED CHARACTERISTIC ROOTS 
In theorem 3;6.1 the integral which is needed to obtain 
f · (a • • • a. > o < a. < • •• < a. 
A- • • • A- r+1' ' r+s ' +1 _. ' I I r . r-.-s r+1 r+s 
( O ~ r ~ r + s ~ p} , given ( 3 . 2 • 3 ) , . is so 1 ved: 
Theorem 3.6.1 
(3.6.1) I 
dx •••dx dx •••dx 












I (g (x +-i) ¢ (x + . ) ; i , j = 1 , • • •, s) I 
r J ai r J . 
I <ijJ * <x . > ; i , j = 1 , ••• , s > I a. r+J 1 . 
where 
A3 = {a< x < • • • < x < x < x . < x < •• • < x < b} 1 r r+1 r+s r+s+1 . p 
x 
r+1 




(3.6.3) b14ij = I g (z) ¢ 13 . (z) iµ 13 ~ (z) dz , (i, j = r·Fs+1, • • • ,p) 
1 • J 
x r+s 
and the rest of the symbols are defined as in theorem 3.5.1. 
Proof 
Krishnaiah (1976, p. 5) proved: 
(3.6.4) 
where 
f J -+. ( x • • • x ) •1; ( x • • • x ) dx • • • dx 'I' 1' 'p ~ 1' 'p 1 r 
dx • • •dx r+s+1 ·p . 
2:o.+2:a.+2:o~+l:a~ 
=" " " ~· <-1> 1 1 1 1 l<b >ll<b >I [., 3 [., 4 [., 5 [., 6 11 i j. 1 2 i j 



















(3.6.6) b12ij = J <I> f3. (z) l/Js": (z) dz ' J. J 
(i , j = r+s+1, • • • ,p) 
xr+s 
* . By replacing <j>(x 1 ,···,xp) with <P (x 1 ,···,xp)· in (3.6.4) 
where ¢~(x.) is given in (3.3.6), the result follows. 
J. J 
3.7 THE JOINT P.D.F. OF ANY FEW UNORDERED CHARACTERISTIC ROOTS 
If the joint p.d.f. of the ordered characteristic roots 
- -A1 '.~.,AP is given by fD (DA) I 0 <a., < ••• < ap i then the 
-A 
joint p.d.f. of the unordered characteristic roots is given by 
(3.7.1) a. > 0 
J. 
(i= 1,···,p) • 
In theorem 3.7.1 the integral which is needed to obtain 
fA"- A- (a 1 I ••• I a ) I a . > 0 I ( i = 1 I ••• Ir) given ( 3 . 7 . 1 ) 
• · • r i 1 I I r 
and (3.2.3) is solved: 
Theorem 3.7.1 
b b 
















(3.7.4) b18ij = (p-r) ! f g(y) <Pv. (y) ljls. (y) dy , (i, j = 1, ..• ,p-r) l. J 
a 
and the rest of the symbols are defined as in theorem 3.4.1. 
Proof 
Krishnaiah (1976, p. 12) proved: 
b b 
(3. 7.5) f 
a a 
E6.+Ea. 








where <P~ (x.) 
l. J 
b 




is given in 
I 
(i, j = 1,···,r) 
<P \) ' 
(y) ljJ (y) dy 
sj l. 
( i I j = 1 f • • • I p-· r ) • 
with ¢*(x1 ,···,xp) in (3.7.5} 













·THE MULTIVARIATE COMPLEX QUADRATIC FORM OF 
COMPLEX NORMAL VARIATES· 
4.1 INTRODUCTION 
In this chapter the multivariate complex quadratic form of 
complex normal variates and the multivariate complex compound 
quadratic form of complex normal variates are considered. 
The p.d.f.s, the joint p.d.f.s of the characteristic roots and 
the moments of these quadratic forms are derived, analogous to 
the real case, for different specifications of the parameter 
matrices. The results given in theorems. 2.2.8, 2.3.6 and 
2.3.7 are used to write the joint p.d.f.s of the characteristic 
roots of the quadratic forms in the form which makes it 
possible to derive certain marginal distributions of the roots 
' by using the results given in chapter 3. These marginal 
distributions as well as the p.d.f .s of certain functions of the 
characteristic roots are thus also derived in this chapter. 
4.2 THE QU~.DRA'l'IC FORM S:pxp ·- z L z I WHERE 
~:pxn '\, CMTN(p, n, M, <I> 0 I) 
4.2.1 The p.d.f. and moments of S:pxp and ~s 
In thecirem 4.2.1 the p.d.f.s, symmetrised p.d.f.s and moments of 
S:FxP and ~S are derived for different specifications of .the 
parameter matrices. The central and non-central Wishart 
matrices are special cases of the quadratic form S: pxp = Z L Z' 
and will therefore also be considered in theorem 4.2.1. Two 
types of representation of the p.d.f .s of S:pxp and ~S are 
considered i.e. the power-series type repre~entation and the 












types of representation "Hayakawa's form" and "Khatri's form" 
of the p~d.f. respectively. In remark 4.2.1 the relationship 
between these two representations will be discussed and it will 
also become clear in theorem 4.2.1 and the rest of this chapter 
which representation is the most convenient in studying a 
specific property of the quadratic form. 
The following lemma will be used in theorem 4.2.1: 
Lemma 4.2.1 
Let ~:pxn be a complex random matrix with p.d.f. fX(X) = f(XX') 
then the p.d.f. of the hermitian random matrix 
given by 
(4.2.1) 




Srivastava (1965, p. 312 - 315). 
Theorem 4.2.1 
B:pxp =XX' - -- is 
Let ~:pxn ~ CMTN(p, n, M, ¢©L) and let L:nxn be a hermitian 
matrix; then the p.d.f., symmetrised p.d.f. and moments of 
-1 -1 
§: pxp = ~ L ~' , !?s a.nd pB , where !? : pxp = L 2 § L 2 , are 
given below for certain specifications of M:pxn, ¢:nxn, 




P (p-1 \ l -1 -1 - l n 'etr-L M¢ M' n-p = - ----- ID I 















p - - 2 
II (b.-b.) 
i>j J. ·J 
I> o:-! M <P- 1 L-! c! ,c- 1 > 
E ~ ~K~~~~~~~~~- CK(DB) ' 






K K p 
. r-~ype representation 
np(p- 1) etrf-E- 1 M <P- 1 M'l [ -1 n p = ':....L etr -q D ] ID I -
r (n) r (p) IL<Plp B B 
p p 
p - -· 2 II (b.-b.} 
i>j J. J 
-1 -1 
T:nxn = C - q I 
0 < 51 < ••• < i) 
n 
and llcll < q, (T:r:.xn h.p.d.). 
(ii) M:pxn = 0 
(4.2.6) 
Power-series represeptatiori 
1s1n-p OFO (-L- 1 <I>- 1 , E- 1 S) 





















I s I n-p ~ L _c_K _< -_L_-_1_<P_-_1_> _c_K_<_l:_-_1 _> _c_K_<_s_> 
jL<P!p jl:in f (n) k=O K k! C (I) C (I) 
I 
p K n K p 
p (p-1) 
7f 
r <P> p 
00 C { -L - 1 <P - 1 ) C p:;- 1 ) C { D ) 
K K . K S · E 2: 
k=O K k! C (I ) C {I ) 






<···<s. . p 
S=S' >O 
r (n+h) q(n+h)pll:lh 
= --=-P _______ _ 
-·TI qI ) . p r (n) IL cp Ip 
p 












-1 -1 = C -q I and q > 0 
n 
in ( 4 • 2 • 9 ) and ( 4 • 2 • 11 ) and where T:nxn 
llTll < 1 or 0 < q < 1 in ( 4 • 2 • 1 0 ) • 










JS ln-p etr [-MM' J 
!LjP f (n) 
p 
p (M I L - 1 ) c ( s) 
l: . l: K. K 
00 
k=O K k! [n] C (I ) 
, K fC p 
_ 'ITp(p-~) etr[-MM'] 1051 n-p ~ (s.-s.)2 
'ILIP r (n) r (p) i>j l J 
p p 
P (M , L- 1 ) C (D~) 
K K ... 
00 
l: I: 
k=O K k! [n] C (I ) 
K K p 
fcsym(S) 
= lsln-p etr[-11t~ 1 ] etr[-·q-1 s] 
ILIP r (n) 
p 
-1 -~ 
00 P (ML i T ' T) 
. l: l: K ------· 
k=O k! [n] C (I ) K 
K K p 




0 < 51 < e • c < $ 















and !ILIJ < q, (T:nxn h.p.d.) and q > 0 • 
(4.2.16) 
(4.2.17) 
etr[-MM'] q(n+h)p r (n+h) 
=---
!Lip f (n) 
p 
TIP(p- 1 ) etr[-MM'] n-p -1 p 2 = I 0
8 
i etr [-q 0 8 ] rr (s. -s.) jLjP f (n) f (p) i>j 1 J 
p p 




k ! (n] C (I ) • 
K K p 
I 
(iv) M: pxn ;;! 0 , <I>: nxn = I I L: nxn = I I n n i.e. 






oo ~ (M) C (S) 
- Jsln-p etr[-n] E E K K 
k=O K k! [n) C (I ) 
K K p 
TIP (p-
1
) etr [ -n] ·I DB I n-p P - - 2 = - - rr (b.-b.) 
r (n) r (p) i>j J_ J 
p p 
••• < s 
p 
S =s I > 0 
\ 

















oo ii (L.-iM) ~ (DB). 
r. L K K 
k=O K k! [n] C (I ) 
' K K p 
r-type representat~on 
0 < b1 < -••• < b p 
[ J - -1 etr -st 0 F 1 (n; rn: S) n-p 1 = (2.8.25) = _ · Isl etr[-r.- s] 
r (n) Ir. In 
p 
f (S) -csym 
=' np(p- 1 ) etr[-D] 
1 
1
n-p [ J 
1 DB etr -DB i; (n) r (p) 
p . ") 
S=S' >O. 
S=S'>O, L.=I p 
••• < b 
p 
(v) M:pxn = 0, ¢:nxn = I , L:nxn = I i.e. ~:pxp 'V CW(p, n, L:) 
n n ' ·-----
Power-series representation 
(4.2.24) 
. I I n-p [ -1 ~ = (2 • 8 • 26 ) = _ s etr -r. sj 
























1 , S) 
r {n) IL In p 
I S=S'>O 
TIP {p-1) IDs I n-p 
=-------
r {n) f (p) !Lin p p . 





5 i> j l. J 
I 
o < s 1 < • • • < sp . 
·r-type representation 
S=S 1 >O 
fcsym(S) 
= lsln-p etr[-s] - -1 
OFO ( (Ip - L } , S) f (n) !Lin 
p 
I S=S' >O 
r (n+h) 1FO (n+h I I - L:- 1 ) 
E <I e I h) = _p _____ · P 
r (n) !Lin 
p 
np{p- 1 ) ID ln-p etrf-D J s .. s = ----- PII (-· - - ) 2 - ( "-1 ) s. s. 0 F 0 IP·- '"' , 0 8 i>j l J 
••• < s 














(4.2~_) Hayakawa (1972b, p. 224) 
(4.2.6) 
The p.d.f. of ~:pxn is given by 
In (4.2.31) make the transformation 
(4 2 32) Y = ZL.!, . . 
with inverse transformation 
-1 
(4.2.33) Z = YL 2 • 
The jacobian of (4.2.33) follows from (2.2.6) as 
( 4 • 2. 3 4) J ( z + y) = IL 1-p . 
Hence, 
The matrix 
-1 -1 -1 
r~ 2 ¢ L 2 is a hermitian matrix, thus, after 
expanding the exponential function, transforming 
L-~ ¢- 1 L-! +UL-! <I>- 1 L-! u1 ·, where UsU(n), and integrat~ng 
over the unitary group, using (2.2.29), the p.d.f. of X:pxn 
follows as 
00 
(4.2.36) = TI -·np IL <I> rp I L , -n L: L: 
k=O K 
The application of lemma 4. 2. 1 ~.eads to 
(4.2.37) 
C (-L- 1 ¢- 1 ) C (L:- 1 YY') 
K K 
k! C (I ) 
K 11 
k! C (I ) 
K n 













The symmetrised p.d.f. of §:pxp follows from (2.7.1) and 
(2.2.29). 
(4.2.8) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(4.2.8). 









F 0 (n+h; -'I', q Ip) convergent. only for llTll < 1 or 
q < 1 which proves ( 4. 2. 1 O) . 
(4.2.11) 
In (4.2.9) make the transformation 
-1 ._,l_ 
(4.2.40) B =;.:: 2 Sl.: 2 
with inverse transfonnation 
The jacobian of (4.2.41) follows from (2.2.6) as 













(4.2.43) · _fB(B) B=B'>O. 
The application of theorem 3.2.1 leads t6 (4.2.11). 
Let M=O in (4.2.4); then (4.2.11) also follows by using 
(2.4.7). 
(~l.:..11_) 
The p.d.f. of Z:pxn is given by 
(4.2.44) fz(Z) = n-np etr[-MM'] etr[-zz• + ZM' +MZ'] . 
In (4.2.44) make the transformation (4.2.32) with inverse 
transformation (4.2.33) and jacobian (4.2.34); then follows: 
(4.2.45) 
·In (4.2.45) make the transformation 
(4.2.46) x = YU' 2 
with inverse transformation 
( 4 • 2 • 4 7 } Y = XU 
2 
















In (4.2.48) make the transformation 
(4.2.49) Q = u; x 
with inverse transformation 
(4.2.50) x = u Q 1 
where u1 £ u (p). 
Hence, 
The jacobian of (4.2.50) is 1. 







From (2.4.10) follows: 
(4.2.52) 





p K ( M I L -1 ) c K ( QQ I ) 
'k! (n] C (I ) 
K K p 
The application of lemma 4.2.1 leads to 
(4.2.53) 
where ~:pxp = 
so that fA(A) 
!Aln-p etr[-MM'] 
jLjP f (n) 
p 
QO' I but A = QQ' --




P (M , 1.-1 ) C (A) 
K K ·--------
k! [n] C (I ) 
K K p 
= u;xx 1 u1 = U'YY'U ·- u;su1 1 1 
u;~u1 with u1 integrated out 
which is the symmetrised p.d.f. of S: pxp . Thus (4.2.12) is pro'.red. 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(4.2.13). Let l::pxp =I and ¢:nxn =I in (4.2.2); then p n 













The p.d.f. of !:pxn = ZLt given in (4.2.45) can be written as 
(4.2.54) 
where 
(4.2.55) T:nxn = L- 1 -q- 1 I 
n 
The rest of the proof is simil~r to the proof of (4.2.12). 
(4.2.16) 
(4.2.56) 
etr [-MM' J - -1 -1 00 p {ML 2 T 2 I T) 
E L ~K~--~~~~-
k = 0 K k! [n) C (I ) 
K K p 
ILIP r {n) r (p) 
p p 
where 
(4.2.57) r* = J !Sln+h-p etr[-q-




= f (n+h, K) q{n+h)p C (qI) 
p K p 
(from (2 . 2 • 3 2) ) 
which proves (4.2.16). 
(4.2.17) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(4.2.17). Let E:pxp =I and ¢:nxn =I in (4.2.4); then p n 
(4.2.17) also follows. 
(4.2.18) 
Let L:nxn =I in {4.2.12); then follows from (2.4.8) that n 
p (M I I ) = H (M) 












so that the symmetrised non-central complex Wishart p.d.f. is 
given by (4.2.18). 
(4.2.19) Hayakawa (1972a, p.·8-9). 
The symmetrised p.d.f. of S:pxp follows from (2.7.1) and 
(2.3.4). 
(4.2.22) 
The proof is similar to the proof of (4.2.10). 
(!_. 2 .1]) 
Is- sl: I = 0 iff. jB- s I I = 0 where B:pxp 'V NCCW(p, n, I I r2) • p . p 
Thus (4.2.23) follows from (4.2.21), theorem 3.2.1 and 
corollary 2.7.1. 
(4.2.25) 
The synunetrised p.d.f. of S:pxp follows from (2.7.1) and (2.3.4). ·-
(4.2.26) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(4.2.26). 
(.!.:2:__28), (4.2.29), (4.2.30) 
These results follow along the same lines as (4.2.25), (4.2.10) 
and (4.2.26) respectively. 
Remark 4.2.1 
(i) From the results given in theorem 4.2.1 it is clear 
that the r-type representation of the p.d.f .. of 
~:pxp is more suitable for the derivation of the 
moments of S:pxp. In the case where M: pxn = 0 , 



















By expanding [ -1 -1 J etr -q ·I S in 
(4.2.9), the r-type representation, it is however 
possible to find expressions £or f (S) and csym 
f 0 (D5
) which involve five summation signs. 
-s 
These expressions can not be considered r-type 
representations because they no more ·contain the 
term etr [-q- 1 I- 1 s]. 
(ii)· In the non-central cases, i.e. M: pxn 7- 0, it is 
only possible to derive: 







fcsym(S) , f~s (D8 > and 
E(j§jh) when 
I:pxp = I and· ¢:nxn = I p n 
f
5
(S) and E(i§!h) when L:nxn = I I n 
cI:>:nxn = I and I:pxp7-I i.e. n p 
§:pxp '\, NCCW(p, n, I I Q) I 
fD (DB) when L:nxn = I I cI:>:nxn = I and n n 
-B 
I:pxp known, i.e. §:pxp '\, NCCW(p, n'. I' rn 
and fcsym(S) when L:nxn = In, <I>:nxn = In 
I:pxp = Ip, i.e. §:pxp rv NCCW(p, n, Ip' n) 
It was not possible for the author to derive the 
p.d.f. of ~:pxp or !:?s in t;1e case where M:pxn ;e O, 
L: nxn 7- I and I: pxp ;e I . It seems that the n n . 
technique used by Crowther ( 197 5, p. 2 9 - 3 0) for the 
derivation of the p.d.f. of S:pxp, a real non-
central quad.ratic form can not be used in this case 














non-central complex quadratic form. 
(1975, p. 29- 30) used the result: 
Crowther 
( !np i i J TI - etr [- (X - /2 M) (X - /2 M) '] ax = 1 
x 
where X:pxn and M:pxn are real matrices. In 
the complex case the equivalent integral which has 
to be used is 
f 
-np i i 
TI · etr [ - ( Z - 12.- M) ( z - /2 M) '] dZ 
z 
where Z:pxn and M:pxn are complex matrices and 
this integral is not equal to 1. , 
Let 
and 
1 r = - in ( 4 • 2 • 4) ; then 
q 
when r-+ 0 • This implies that (4.2.4) tends to 
( 4 • 2 • 2 ) when r -+ 0 , i . e . q -+ 00 • 
Let 
and 
1 r = - in ( 4 • 2 . 9 ) ; then 
q 
etr[- r L- 1 s]-+ 1 




















when r-+ 0 . This implies that (4.2.9) tends to 
(4.2.6) when r-+ 0 , i.e. q-+oo. 
(v) Along the same lines as in (iii) it follows that 
(4.2.14) tends to (4.2.12) when r -+ O , i.e. q-+oo. 
(vi) Crowther (1972, p. 21 - 27) derived the p.d.f. and 
moments of S = W ~ L z' W' and !?s where 
rank (W:dxp) = d, rank (L:nxn) = r, L:nxn is a 
hermitian positive semi-definite matrix, r ~ p ~ 4 
and M = 0 • .These results correspond with ( 4. 2. 6) , 
( 4 . 2 • 9 ) , ( 4 . 2 . 8 ) and ( 4 . 2 . 1 0 ) . 
(vii) The results regarding the real multivariate quadratic 
form of normal variates which correspond with the 
results discussed in theorem 4.2.1 (i), (ii) and (iii) 
can be found in Khatri (1966), Hayakawa (1966, 1972b) 
and Underhill (1973, p. 2.1 ·-p. 2.9). The results 
regarding the real central and non-central Wishart 
distributions which correspond with the results 
discussed in theorem 4·. 2. 1 (iv) and (v) are widely 
discussed in the literature. 
4.2.2 Certain marginal distributions of the characteristic roots 
of S:pxp 
In theorems 4 . 2 . 3 - 4 . 2 . 7 
characteristic roots of 
sections 3. 3 - 3. 7. For 
certain marginal distributions of the 
~:pxp are derived by using the theorems in 
this purpose the joint p.d.f. of the 
characteristic roots is written in a form such that the random 
component is in the form given in (3.2.3i. In theorem 4.2.2 
it is shown how the joint p.d.f. of the roots of S:pxp for 
different specifications of M:pxn, r:pxp and ·¢:nxn cah be 
written in this convenient form by using the results given in 













Let ~: pxn 'V. 
matrix; then 
and ~:pxp = 
CMTN ( p , n , M, ¢ ® L: ) 
the p.d.f. of !?s 
and let 
and !?B 
L:nxn be a hermitian 
where S: pxp = Z L Z' - --1 -1 r. 2 S l: 2 respectively, are given below for certain 
specifications of M:pxn, <I>:nxn, L::pxp and L:nxn: 




= np(p- 1) etr(-r.- 1 M <I>- 1 M'] 
r (n) r (p) IL<I>lp p p 
00 
r. r. 








I <5 . 1 ) I I <5 · ) I 




< ••• <b C:nxn - L 2 ¢L7. p I 
r-type representation 
= .!l:p(p--~) etr[-r.- 1 M <I>- 1 M'] 
f (n) r (p) -jL<I>jP 
p p 
- -l -1 _J_ -l 




k=O K k! (n] C (I ) 
K· K p 
k.+p-i . 














0 < b1 < ••• < :5 p I T:nxn 
-1 -1 = C -q I n and lie 11 < q. 






00 c <-r_,-1 <P-1 > c o:-1 > 
K .K 
k ! C (I ) C (I ) 
K n K p 
p k. +p-i . . 
(1) ·n s~·-P !(s. 1 >ll<sl?- 3·>1 o - ···<s 
X [K] i=1 l J J I < S1 < p 
r-type representation 
Tip(p-1) 00 CK(-T) 
= -----p L L X [K] (1) 
f (n) !L<P! f (p) k=O K k! C (I) 









k. +p-i . 
1cs.1 >ll<f)l;>-1}1, o<51< 
. J . J 
••• < b • 
p 




1rp (p- 1 ) etr [-MM' J 






k! [n] C (I ) 














p k.+p-i . 
(1 > IT -n-p I (s. 1 · > J I (s!?- 1 > I o - • • • < s . x [K] i=1 Si J J . I < s1 < p 
r-type representation 
Tip(p- 1 ) etr[-MM'] 





- -! -! 
P (ML 2 T 2 T) 
K I . 
k ! (n l C (I ) 
- K K p 
-1-p -q s. k.+p-i .. 
1 si:i-p I cs .1 > 11 csl?- 1 ) I , 
X[K](1) i~1 e 1 J J 
0 < 81 < ••• < s p I T:nxn = L-
1 -q I 
Il I !IL II < q. 






np(p- 1 ) etr[-n] 
rp(n) rp(p) 
- _),_ 
~ 2: HK 0: 2 M) X [K]~ 
k=O K k ! [nJ K C (I ) 
K p 
p k. +p-i . 
IT 51:-p I (b. 1 . ) 11 (bl?- 1 ) I I 0 < b1 < ••• < b . 
i=1 1 J J p 
r-type representation 
TI!p(p-1) etr [-n] p i-1 p -b. 1 -n-p IT (n-i+1) IT e bi p i=1 i=1 r (n) IT cw. - w.) 














- 11 p-i w. b .> > (n. >I 
l J J 
where ••• < w p are the characteristic roots of Q: pxp • 












i=1 l ·-----p I (exp (- .J_ s. > > 11 (s~-i>I oi J J 
II 
i>j 
0 < 81 < ••• < s 
. p ' 
~ •• < a are the characteristic roots . of E:pxp 
p 
0 < . J_ 
0 p 









i=1 I 1 ··---·---- (exp (-
p 1 1 ° · rp(n) IEln II (-"'- =-) l 
i>j crj cri 
I 














(4.2.58), (4.2.59), (4.2.60), (4.2.61), (4.2.62), (4.2.63) 
(4.2.64) 
These seven p.d.f.s follow from (4.2.2), (4.2.4), (4.2.8), 
(4.2.11), (4.2.13), (4.2.17) and (4.2.19) respectively by 
using the result: 
C (S) 
K. 
for S:pxp h.p.d., which is proved in theorem 2.2.8. 
(4.2.65) 
Let ~:pxp rv NCCW(p, n, l:, r2); then follows from (4.2.23) and 
(2.2.41) that 
(4.2.68) 
= nP (p- 1 ) etr [-- n] 
r (n) r (p) 
p -n-p 
II bi e 
i=1 
-b. 
J. I (b-pJ_-i)·12 F- ( ("'\ D ) 0 1 n ; ~G' B • 
p p 
From (2.3.14), (2.3.15) and (2.2.41) follows: 
(4.2.69) 
- p i-1 -
fp(p) IT (n-i+1) !C 0F 1 (n-p+1; wi bj) ll i=1 = 
'IT !p(p~1) PIT -p-i cw. - w. > I <b. > I 
J. J J i>j 
where 0 < w < • • • < w are the roots of Q: pxp • 1 p 

















Let ~:pxp ~ CW(p, n, I); then follows from (4.2.26) and 
(2. 2 ~ 41) that 
p(p-1) p -n-p 1T . II s. 
i=1 1 I <sl?-i > 12 - -1 (4.2.70) fD (DS) = OFO(-I , o5 > -S r (n) r <P> II In J p p . 
From (2.3.16) and (2.2.41) follows: 
(4.2.71) 
where - -1- < 
01 
are the characteristic roots of 
-1 -I :pxp . 
Substitution of (4.2.71) into (4.2.70) leads to (4.2.66). 
(4.2.67) 
Th~ proof of (4.2.67) is similar to the proof of (4.2.66). 
. 
From theorem 4.2.2 it is clear that the random component in the 
p.d.f .s is: 
(i} in ( 4 • 2 • 5 8 ) , ( 4 • 2 • 6 0 ) , ( 4 • 2 • 6 2) and ( 4 • 2 • 6 4 ) of the 
form: 
p k.+p-i . 
(4.2.72) II s ~ -· p I ( s J' 1 . ) I l ( s PJ. - 1 ) l I 
i=1 













-1-p -q s. 




(iii) in (4.2.66) and (4.2.67) of the form: 
(4.2. 74) 






e 1 si:i-p I (OF1 (n-p+1 ; w. s.)) 11 (s!?-i) I 
1 1 J J 
Because of these similarities the c.d.f. of the extreme 
characteristic roots will be derived in theorem 4.2.3 only in 
the cases where the joint p.d.f. of the roots is given by 
( 4 • 2 • 6 0 ) , ( 4 . 2 • 6 3 ) , ( 4 • 2 • 6 6 ) and ( 4 . 2 • 6 5 ) • 
Theorem 4.2.3 




P Cc < s1 < sp < d) 
k! C (I ) C (I ) 
K n K p 
.. 
n+p+ki-i-j+1 n+p+ki-i-j+1 


















Let ~S have the p.d.f. given in (4.2.63); then 
(4.2.78) 
00 P (ML-! T-! T) = np(p- 1 ) etr[-MM'] 
!Lip f (n) f (p) 
K ' 
L L _ . X [K] ( 1 ) 
k=O k k ! r n 1 C (I ) I (b .. ; I 1J 
where 
(4.2.79) b .. 
1J 
p p ... "K K p 




and f(•;•) is defined in (2.6.1). 




n!p(p- 1 ) j(b .. )j 
P ( c < s 
1 
< sp < a> = ---------1~J,__ _ 
r <n) IL: In ~ <J- J-l 
b .. 
1) 
p i>j oj oi 
= 0~-j+ 1 {r(!i i n-j+1) -r(3 , n-j+1)} . 
i a. cr. 
J_ i 
Let ~B have the p.d.f. given in (4.2.65); then 
(4.2.82) 
where 
= n!p(p- 1) etr[-n] ~ (n-i+i)i-1 
p 
f ( n ) IT ( w . - w. ) i == 1 
p i>j l J 













b .. = 
l.J 
1 1 1 
-k 
co . wi 
L ( 1 ) k! {r(d, n+k-j+1) - r(c, n+k-j+1)} k=O n-p+ k 
(4.2. 76)' (4.2. 77) 







r* = I ~............ J 
c < s1 < • • • < sp < d 
<l>. <s. > 
. l. J 
= -n-p S. I 
l. 
k.+p-i 
- l. = s . 
J 
'" (- ) = -p-1. 'I'" s. s. 
l. J J 
p k.+p-i . 
n sr:-p I <s. 1 > 11 <sl?- 1 > I 
i= 1 l. J . J 
ds ••• ds . 1 . p 




r* = I (b .. > I 
l.J 
d 


















which proves (4.2.76). 
(4.2. 78)' (4.2. 79) 
To find (4.2.78) the following integral is solved: 
' 
(4.2.90) r* = J ··········~o· J 





. i -n-p e s. 
l. 
k. +p-i 
l(s. 1 >I 
J 













-1--q s. -n-p J. e s. , 
J. 
. p+k.-i 
- J. = s. 
J 
-p-i = s. 
J 









-q x . J. ·J -1 n+p+k.-i-j 
··· e x dx 
c 





n+p+k.-i-j -y J. e y 


















which proves (4.2.78). 
(4.2.80), (4.2.81) 







r* = f · · · · · · · · · · · · · . f 
c<s <•••<s <d 
1 .p 





1 ---::::;-- s. 
a. J 
1 
-p-i iv.cs.>= s. . 
l. J J 




I* = I (b .. ) I 
l.J 
d 1 --x 
I 
a. 
b .. l. = e 
l.J 
c 




sn-p I (exp (- J.- s.)) 11 (sl?-i) I 



























-n-j+1 d c = oi {r( 0 ., n-j+1) -r( 0 ., n-j+1)} 
l. . l. 
which proves (4.2.80). 
(4.2.82), (4.2.83) 






r* =I ............ . 
J i~1 
c<b <•••<b <d 1 p 
--b. 






-p-i = b I 
J 
From theorem 3.3.1 follows that 
(4.2.106) 
where 









(n-p+1 ; w .. b.)) I 
l. ]. J 
, I ci;J?-i > I ab · · · a5 . 














(4.2.107°) = I -x n-j e x 0F 1 (n-p+1; 
c 
(w. > k 
d 
00 
J r l. -x = e k=O (n-p+1)k k! 
c 
) 
00 (w. >k 
r l. { r (d, = (n-p+1) k k=O k! 
which proves (4.2.82). 
w.x) dx 
l. 
x k+n-j dx 
k+n-j+1) "".' r (c, k+n-j+1)} 
The c.d.f. of Sp, the largest characteristic root of ~:pxp, 
for the different forms of the p.d.f. of ~S follows now as a 
corollary of theorem 4.2.3. These different c.d.f .s are 
identical to the corresponding expressions for P (c < s1 < Sp< d), 
derived in theorem 4. 2. 3, except for the determinant I (b .. ) I . 
l.J 
Therefore only the corresponding expressions for b.. will be 
l.J 
given in corollary 4.2.1. 
Corollary 4.2.1 




-P(S < d) = (4.2.76) . p 





. .l. . 












(4.2.110) P(Sp < d) = (4.2.78) 
where 
(4.2.111) b .. 
l.J 
n+p+ki-i-j+1 - _
1 = q f (q d, n+p+k.-i-j+1) 
. l. 








-n-j+1 d = oi. r (-:;;--- ' a. 
l. 
n-j+1) 
Let ~B have the p.d.f. given in (4.2.65); then 







w~ f (d, n+k-j+1) 
l. 
(n-p+1)k k!' 
- - -It is clear that P (S < d) = P (O < s
1 
< S < d) • Thus by taking 
p p 
c=O (4.2.109), (4.2.111), (4.2.113) and (4.2.115) follow from 
( 4. 2. 7 7) , ( 4 • 2. 7 9) , ( 4 • 2. 81 ) a:n.d ( 4. 2. 8 3} respectively. 
Remark 4.2.2 
(i) Let S:pxp rv CW(p, n, I ) ; then follows from (4.2.24), 
- p 



















Tip(p- 1 ) rr s~-p e i 
i=1 .J.. 




< ••• < s 
p 
By using theorem 3.3~1 it follows along the same 
lines as in theorem 4.2.3 and corollary 4.2.1 that 
P (s < d) = 
p ' 
Tip(p-1) 
I (r (d, n+p-i-j+1)) I r (n) r (p) 
p p 
Using mathematical induction it can be shown that 
(4.2.118) l<r(d, n+p-i-j+1))1 = !<r<d, n-p+i+j-2))1 , 
·(4.2.119) 
so that P(S < d) p can also.be written as 
P (s < d) = 
p 
p(p-1) 
TI I (f(d, n-p+i+j-2)) I , r (n) r (p) ' p p 
which is a result proved by Khatri (1964) in a 
different way as above. By using (4.2.i19) 
Pillai and Young (1971) calculated approximate 
percentage points of Sp. They tabulated d 
where d is such that 
for 
and 
P <s < d) = 1 - a 
p 
a= 0,10 ; 0,05 
p=2,3,···,11 




















n-p = 0 ( 1 ) 2 0 ( 2 ) 3 0 ( 5) 5 0 ( 1 O) 1 O O 
(ii) For S:pxp "' CW(p, n, L: ), Hirakawa (1975, p. 360). 
s 
derived an expression for P(_g_ < d) which 
1+S p 
involves Laguerre polynomials. The expression 
given in (4.2.112) for P(S < d) is however, from a 
-P 
computational point of view, better than the 
expression derived by Hirakawa (1975). 
The c.d.f. of s1 , the smallest characteristic root of S:pxp, 
follows for three of the four forms of the p.d.f. of ~S as a 
corollary of theorem 4.2.3. It is clear that 
\ 
P <5 1 < c) = 1 ~ P Cc < s1 < sp < oo) , 
thus by taking d = 00 in the results proved in theorem 4. 2. 3, 
the c.d.f. of s
1 
follows except when the random component in 
the joint p~d.f. of the roots is in the form~ 
p k. +p-i . 
rr si:-p I cs. 1 ) 11 (sl?- 1 ) I 
i=1 ]. J J . 
From (4.2.76) and (4.2.77) it follows that this form leads to 
an improper integral which is divergent when d + 00 and which 
~mplies that the power-series representation of the p.d.f. of: 
~B when M:pxn;tQ ' 
~s when M:pxn = 0 ' 
!?s when M: pxn = 0 , <P:nxn =I and L: :pxp = I -3.nd n p 
~B when ~:pxp '\, NCCW(p, n, L:' st) 
can not be used for the derivation of the c.d.f. of s 1 . 
Consider now corollary 4. 2. 2 in which P (s
1 












the:Ipe!11aining three forms of the p.d.f. of ~S. 
Corollary' 4.2.2 
Let ~S have the p.d.f. given in (4.2.63); then 
(4.2.120) P(S
1 
< c) = 1 - (4.2.78) 
where 
(4.2.121) 
... · n+p+k.-i-j+1 




-r(q-1c, n+p+k.-i-j+1)} o 
. 1 
Let ~S have the p.d.f. given in (4.2.66); then 
(4.2.122) P(S
1 
< c) = 1 - (4.2.80) 
where 
(4.2.123) -n-J'+1 { ( . 1) rec b .. -- (J. r n-J+ - -:;;--l.J J_ (Ji 
n-j+1)} • 
Let ~B have the p.d.f. given in (4.2.65); then 
-(4.2.124) P(B
1 
< c) = 1 - (4.2.82) 
where 
-k 





) k! {f(n+k-j+1) - f(c, n+k-j+1)} 
k=O n-p+ k 
Proof 
Let d ->- oo in ( 4 • 2 . 7 9) , ( 4 . 2 . 81 ) and ( 4 • 2 • 8 3) ; then ( 4 . 2 . 1 21 ) , 



















For ~:pxp ~ CW(p, n, E), Hirakawa (1975, p. 360) derived 
s 
an expression for P(~-1 - < d) which involves Laguerre 
1+s1 
polynomials. The expression given in (4.2.122) is however 
from a computational point of view better than the 
.expression derived by Hirakawa (1975). 
In the following four theorems expressions to obtain the c.d.f. 
of any intermediate characteristic root, c.d.f. of any two 
intermediate characteristic roots, the joint p.d.f. of any few 
ordered characteristic roots and the joint p.d.f. of any few 
unordered characteristic roots are derived when ~S has the 
p. d. f. ( 4. 2. 6 3) and ( 4 . 2. 6 6) and ~B has the p. d. f. ( 4 . 2. 6 5) • 
As in the case of the derivation of the c.d.f. of s 1 , only 
these three forms of the joint p.d.f. of the characteristic 
-
roots are considered because when the random component is 
p k. +p-i . 
n -n-p I cs. 1 ) 11 csl?- 1 > I Si J J I 
i=1 
the derivation of the above-mentioned distributicns also leads to 
improper integrals which are divergent . 
From (3.4.2) follows that 
P(St<c) = 
p-1 
I: P(O<S <•••<S <c<S <•••<S < 00 ) + P(S <c) , 
1 .. r r+1 p p 
r=t 
In theorem (4.2.4) 
considered. 
( t : 1 I • • 0 I p-1 ) • 
P (0'< s
1



















p < o < s
1 
< 0 •• < s < c < s < ••• < s > 
r r+1 p 
00 P (ML-! -l T 2 , T) nP (p- 1 ) etr [-MM'] 
ILIP r (n) r (p) 
K E E ~~~~~~~-
= q 
p p k = O K k! [n] 
n+p+ko -o.-a.+1 
. i l. J 
n+p+k -v.-S.+1 · 
\). l. J 
K 





. l. = q {r(n+p+k -v.-S.+1 
. \)i l. J 
-1 - r(cg , n+p+k -v.-S.+1)}, (i,j = 1,···,p-r) 
\). l. J 
. l. 
and the rest of the symbols are defined as in theorem 3.4.1. 
Let ~S have the p.d.f. given in (4.2.66); then 
(4.2.129) p co < s
1 
< ••• < s < c < s < 0 •• < s > 
r r+1 p 
!p(p-1) (-1)Eoi+Eai 
TI E1 E2 
= I Cb 3 .. > 11 Cb 4 .. > I - n P 1 1 l.J l.J 
r P (n) IE I . II>. Cy:- - ~) 

















b = - J · r c~ 1 > 
3 .. cr~ . 0
_ , n-a.+ , 




( i, j = 1 , • • • , p-r) 
and the rest of the symbols are.defined as in theorem 3.4.1. 






P co < 13 1 < • ~ • < i3 < c < i3 < • • • < i3 > r r+1 p 
wtp(p- 1 ) etr[-n] ~ (n-i+1)i- 1 
i=1 . = ~~~~~~~~~~~~~~~ 
p - -r (n) rr ( w. - w . } 
p i>j 1 J 
· ro.+ra. 
"" (-1) J_ 1 L.1 L.2 
I Cb3 .. > I I Cb 4 .. > I 1) 1) 
co 
2: 
k=O k! (n-p+1}k 
rec, n+k-a.+1) ' 
J 
(i,j=1,···,r), 
b4iJ" = r k! 
· k=O (n-p+1~k 
{r (n+k-·S .+1) - r (c, n+k-S .+1}} ., 
J J 
,. 
(i,j = 1, • • • ,p-r) 















(4.2.126), (4.2.127), (4.2.128) 
The application of theorem 3.4.1 with g(s.), ¢. (s.) and~. (s.) 
l. l. J l._ J 
given in (4.2.91), (4.2.92) and (4·.2.93) respectively leads to 
( 4. 2. 126) with 
c 
n+p+ko. .:.o .-a. 
I 
-1 l. J 
b3ij 
-q x l. 




-1 n+p+k -v.-S . 
b4 .. J 
-q x \)i l. J 
dX I ( i I j : 1 I • • • I p-r) = e x 
l.J 
c 
and hence the theorem is proved. 
(4.2.129), (4.2.130), (4.2.131) 
The application of theorem 3.4.1 with g(s.), ¢. (s.) and~· (s.) 
l. l. J l. J 
given in (4.2.97), (4.2.98) and (4.2.99) respectively leads to 











X . J dx 
.1 .\,•, . /ii> .. 
00 ----. x 
I 
:J .... _crz,i· ··n-S. 
b 
4 
i j · = e · · · x ·· J dx , 
c 
and hence the theorem is proved. 
(i,j=1,···,r) 












(4.2.132) I (4.2.133) I (4.2.134) 
The application of theorem 3.4.1 with g(ii), ~ilsj) and 
Vii ( s j ) given in ( 4 . 2. 103) , ( 4 . 2. 104) and ( 4 . 2. 1O5) 
respectively leads to (4.2.132) with 
c 
n-a.. 






b4 .. = e x J 0F 1 (n-p+1 
. w x) dX I (i,j = 1, • • ·,p-r} 
l.J I \) . l. 
c 




For S:pxp rv NCCW(p, n, /, I Q) , Khatri 
P(O<B <•••<B <c<B <···<B) 1 r r+1 p 
= 
np(p- 1 > etr[-n] 





C (Q) C (I ) 
K K p 
[n] K k ! 
(1969) proved: 
( r : 1 I • • • I p-1 ) 
2: 1 
denotes the summation over the combination 

















r ( c , n +'p + k . - o . - j + 1 ) , ( i = 1 , • • • , r ; j = 1 , • • • , p ) . J l. 
r(n+p+k.-o.-j+1) -r(c, n+p+k.-o.-j+1) 
J l. J l. 
{i=r+1,···,p; j = 1,•••,p) 
The expressi~n for P(O<B <····<B <c<B 
1 
< •••<B) 
1 r r+. p 
when ~:pxp ~ NCCW(p, n, Q), given in (4.2.132), is 
better from a computational point of view, than 
(4.2.135) because (4.2.135) involves zonal polynomials 
and. (4.2.132) not. 
For S:pxp ~ CW(p, n 1 I), an expression for - p 
P ( 0 < S < • • • < s < c < S < • • • < S ) is given by . 1 r r+1 p 
Al-Ani (1972, p. 326) while Schuurman and Waikar (1974) 
tabulated c where c is such that 
p (St < C) : 1 - <l I ( t : 1 I • • 0 I p-1 ) 
for 
a= 0, 10 ; 0,05 ; 0,025 ; 0,01 , 
p = 3, 4 and 5 
and 
different values of n,·:between 3 and 104. 
In theorem 4.2.5 expressions for 
p ( O < s < • • • < S < c < S ·. < • • • < S < d < S < • • • < S ) are · 1 .. r . r+1 r+t . r+t+1 •P 
considered. 
Theorem 4.2.s· 












(4.2.136) P(o<s 1<···<s <c<s 1<···<s <d<s <···<s > r r+ r+t r+t+1 p 
7Tp(p- 1 ) etr[-MM'] 00 P (ML-! T-!, T) 
= -I L-1 P-r-(n_)_r_(p_)_ k~O ~ -k-;-[-n-]--c--_(_I_)_ x [ K] C 1 > 
p p K K p 
Eo. +Eo~+Ea.. +Ea.~· 
L L L L (-1) l. l. l. l. I (b ) 11 ( ) I I I 3 4 5 6 8ij b9ij I (b10ij) 
where 
(4.2.137) 
n+p+k -0.-0~+1 0 i l. J -1 
ba. •: q f(Cq I Il+p+k -Q.-Q~+1) 
l.J Qi l. J 
(i,j: 1,•••,r) I 
n+p+k -a..-a.1:+1 
(4.2.138) . b9ij 
. a.i l. J -1 
= q {f (dq , n+p+k -a.-a.~+1) 
a.i l. J 
- f (Cq- 1 I n+p+k(l. -a.i-aj+1)} I (i,j = 1, • • • ,t) I 
l. 
n+p+k -S.-f3~+1 
f3. 1 J 





-1 - f(dq f n+p+kQ -s.-s1:+1) I (i,j: t+r+1,•••,p) 
. µ. l. J 
. l. 
·and the rest of the symbols are defined as in. theorem 3.5.1. 
Let ~S have the p.d.f. given in (4.2.66); then 
(4.2.140) 
= 
P(O<S <••·<~ <c<S <•••<§ <d<~ <•••<§) . 1 . r r+1 r+t r+t+1 p 
-r 'n) p' 
p 1 
II (-::-
i > j 0 i 
1 ' 
-::::- ) a. 
J 
LO.+i:o~+i:a..+i:a.~ 
i: i: i: i: (-1) 1 1 1 J. 
3 4 5 6 















b = CJ- J 8. . 0. 
l.J l. . 
r {=2-- ~* 1) ·- , n-u . + , . 
cro. J {i,j = 1,···,r), 
l. 
n-a~+l 
(4.2.142) = Ct J 
a. 
l. 




(4.2.143) b 101.J. =a J {r(n-S":+1) - r{~ , n-S":+1)} , Si J <1S. J 
l. 
(i,j = t+r+1, • • • ,p) 
and the rest of the symbols are defined as in theorem 3.5.1. 





P(O<B <•••<B <c<B <•••<B <d<B <•••<B } 1- r r+1 r+t r+t+1 p 






II (w. - w.) 
. . l. J 
l.>J 
. ··. _,_~·- ·_, .· ; ....... ~ :··:.... 
ba .. = l.J ' ~ k=O k! (n-p+1)k 
r ( c, ' n + k- o 1: + 1 ) 














k=O k! (n-p+1)k 




- f3 • 
(i,j: 1, 0 ••,t) I 




(n-p+1)k {f {n+k-f3~+1) - f (d, n+k-f3~+1)} I J J 
(i,j = r+t+1, • • • ,p) 
and the rest of the symbols are defined as in theorem 3.5.1. 
Proof 
(4.2.136), (4.2.137), (4.2.138), (4.2.139) 
The application of theorem 3.5.1 with g(i.), ~· (i.) and~· (i.) 
i i J i J 
given in (4.2.91), (4.2.92) and (4.2.93) respectively leads to 
( 4 • 2 • 1 3 6 ) with 
c 
b8ij = I e 












. -q x 
J 
-1 
1 Oij = e x 
d 
* n+p+ko -o.-o.
. . . i J 
i 
n+p+k -a..-a.~ . a.. l. J i 
* n+p+k 0 -S.-f3. µi l. J 
and hence the theorem is proved. 
dX I (i,j=1,•••,r) I 
dX I (i,j=1,•••,t) 












(4.2.140), (4.2.141), (4.2.142), (4.2.143) 
The. application of 
given in ( 4 • 2 • 9 7 ) , 
(4.2.140) with 
theorem 3. 5. 1 with g ( s. ) , ct>. ( s . ) and ip. ( s . ) 
J. J. J J. J 
(4.2.98) and (4.2.99) respectively leads to 




J. J dx ·, (i,j=1,•••,r) = e x I l.J 
0 















J. x J dx (i,j = r+t+1, • • • ,p) = e I 
d 
and hence the theorem is proved. 
(4.2.144) I (4.2.145) I (4.2.146), (4.2.147) 
The application of theorem 3.5.1 with g(s.), ¢. (s.) and ip. (s.) 
J. J. J J. J 
given in (4.2.103), (4.2.104) and (4.2.105) respectively leads 


























* = -x J 
I 
n-a. 








b10 .. = e x J 0
F
1 
(n-p+1 ; ws. x) dx . l.J I (i,j =r+t+1,···,p) 
1 
d 
and hence the theorem is proved. 
In theorem 4.2.6 expressions for fs ••• S (sr+ 1 ,···,sr+t> , r+1' ' r+t 
O.<s 1 < •••<s t, (O::;r::;r+t~p) are considered. r+ r+ - - -
Theorem 4.2.6 
Let ~S have the p.d.f. given.in L4.2.63); then 
(4.2.148) 
= 
np(p- 1 ) etr[-MM'] 




-1--q s . 
I (e r+J 
n+k -a. a. 1 
- 1 s . 
r+J i,j=1,···,t>I 
p-a~ 














b13 .. 1J 
131 
n+p+k -o.-o~+1 
0. 1 J 
= q 1 Il+p+k -0.-0~+1) I oi 1 J 
(i,j=1,•••,r) I 
n+p+k 0 -S.-13~+1 IJ. 1 J 
= q 1 {r(n+p+k 0 -13.-13~+1) IJi 1 J 
- -1 - f(Sr+tq I Il+p+k 0 -13.-13~+1)} I IJi 1 J 
(i,j =r+t+1,···,p) 
and the rest of the symbols are defined as in theorem 3.5.1. 





f- - cs ... s > 
. sr+ 1 ,···,Sr+t r+1' ' r+t 
1T 
!p(p·-1) 
I <b1 3 .. > 11 <b14 .. > 11 (sn-+~ e . 1J lJ . r J 
' p-a.* 
I ( s r + j _,_ ; i , j = 1 , • • • , t ) I , 
1 -- =--- s . 
cr r+J a.. 
l . , i,j=1,···,t)j 
o<s 1 <···<s r+ r+t _ 
n-o~+1 s 
b : 0~. J f (_r+ 1 I n-Q~+1) 
















h 14 iJ' =a J {r(n-S~+1)-r(!+t, n-S~+1)}, Si J a S. J 
l. 
(i,j = r+t+1, • • • ,p) 
and the rest of the symbols are defined as in theorem 3.5.1. 
Let ~B have the p.d.f. given in (4.2.65); then 
(4.2.154) f- - (b 0 • • b ) 
Br+ 1 ,···,Br+t r+1' . ' r+t 
1Tip(p- 1 ) etr[-~] p i-1 II (n-i+1) 
i=1 = p 
r (n) II ( w. - w . ) 
p i>j l. J 
I <b13 .. > 11 <b .. 4 .. > l J.J I .1.J 
--b . 
I (e r+J bn-I? r+J 0F 1 (n-p+ 1 ; w b .) a.i r+J i,j=1,···,t>I 
p-a.~ 









(4.2.156) b14ij L 
l. {r (n+k--S~+l) - r (b t' n+k-f.3~+1)} = (n-p+1)k ' k=O k! J r+ J 












and the rest of the symbols are defined as in theorem 3.5.1. 
Proof 
(4.2.148), (4.2.149), (4.2.150) 
The application of theorem 3.6.1 with g(i.), ¢. (i.) and~. (i.) 
1 1 J 1 J 









-1 -q x e x 
n+p-k -cS.-cS~ 
Qi 1 J 
-1 -q x e x 
n+p-k -s.-s~ 
Si 1 J 
and hence the theorem is proved. 
(4.2.151), (4.2.152), (4.2.153) 
dX I (i,j=1,•••,r) 
dX I (i,j = r+t+1, • • • ,p) 
The application of theorem 3.~.1 with g(s.), ¢. (s.) 3nd ~· (s.) 
1 1 J 1 J 
given in (4.2.97), (4.2.98) and (4.2.99) respectively leads to 
( 4 • 2 . 1 5 1 ) with 
s r+1 1 ----x 
f 
a cS . n-cS~ 
b13ij 
















X J dX I (i,j = r+t+1, • • • ,p) = f e 
and hence the theorem is proved. 
(4.2.154), (4.2.155)., (4.2.156) 
The application of theorem 3.6.1 with g(s.), ¢. (s.) and~. (s.) 
l l J l J 
given in (4.2.103), (4.2.104) and (4.2.105) respectively leads 
to (4.2.154) with 
and· 











w cS. x) dx , 
l 
-x J e x 
0
F 1 (n-p+1 ; w13 • x) dx , 
l 
(i,j=1,·~·,t) 
(i,j = r+t+1, • • • ,p) 
and hence the theorem is proved. 
In theorem 4.2.7 expressions for the joint p.d.f. of r unordered 
roots i.e. f 
5





have the p.d.f. given in (4.2.63); then the joint p.d.f. 
















f- - cs ... s > S ••• c 1' '·r 1 I I .:Ir 
1Tp(p- 1 ) etr[-MM'] co P (ML-! T-!, T) 
E E _K ____ ~--
p ! !Lip f (n) f (p) k=O K k! [n] C (I ) 
p p K K p 
· Eo.+Ea.. 




(s. >O; i=1;•••,r), 
1 
. -1- n+p+ki- -o.-a. 
u: 1 J -q s . t 
e - ..L st ' 
( i I j : 1 I .~ • • I r ) I 
n+p+k . -\). -e. +1 
= (p-r)! q "i 
1
· J t(n+p+k -\).-S.+1) 
\), 1 J ' 
1 
( i I j : 1 I • 0 • I p-r) 
and the rest of the symbols are defined as in theorem 3.4.1. 
Let ~S have the p.d.f. given in (4.2.66); then the joint p.d.f. 
of any r unordered roots is given by 
(4.2.160) 
where 
f- - cs ... s > 
S ••• S 1' 'r .. 1 ' 1 ' r 
1 ( 1) r.o.+ra. 
7T 2 p p- I L L ( -1 ) l. l. 
1 2 = -------------
p 1 1 
.p! f (n) IEin II (-;;;:----) 
P i>j oi oj 



















s · J e 
t 
(} 0. t 
1 
' (i,j=1,•••,r) I 
n-$.-1 
= (p"."r) ! a . J 
"i 
r (n-13 . + 1 ) , 
J 
( i I j : 1 I • • • I p-r) 
and the rest of the symbols are defined as in theorem 3.4.1. 
Let ~B have the p.d.f. given in (4.2.65); then the joint p.d.f. 






n !p {p- 1 ) etr [ -n] 
- p 
p ! r (n) II ( w. - w . ) 
p . >. 1 J 
l. J 
P . 1 
ro.+Ea. 
1 - l. 1 
II (n-i+1) I: I: (-1) 
i=1 1 2 
(b. > 0 ; i = 1 , • • • , r) , 
l. 









. \) . 
(i,j=1,•••,r), 
l. 
-:- 1 ( 1 ) - r(n+k-f3.+1) , K. n-p+ k J 
(i,j = 1, • · • ,p-r) 













(4.2.157)' (4.2.158); (4.2.159) 
The application of theorem 3.7.1 with g(s.), ¢. (s.). and~. (s.) 
1 1 J 1 J 




= . E 
t=1 
e 
-1- . n+p+k~ -o.-a. 
-q s u. 1 J 
t - 1 . 




-q-1x vi i J 
b 18 ij = (p-r)! e x dx, ( i, j = 1 , • • • , p-r) 
0 
and hence the theorem is proved. 
(4.2.160), (4.2.161), (4.2.162) 
The application of 
given in (4.2.97), 
(4.2.160) with 
theorem 3.7.1 with g(s.), ¢. (s.) and~·(~.) 
1 1 J 1 J 
and 
b18ij = 
and hence th'e 
(4.2.98) and (4.2.99) respectively leads to 
r n-a. 
- J E st e 
t=1 
1 -- --s 





00 - --· x a n-f3.+1 
f 
\) . 
(p-r) ! 1 x J dx e ( i I j = 1 t 0 0 0 I p-r) 
0 












(4.2.163), (4.2.164), (4.2.165) 
The application of theorem 3.7.1 with g(s.), ¢. (s.) and~. (s.) 
1 1 J 1 J 
given in (4.2.103), (4.2.104) and (4.2.105) respectively lea.ds 
to ( 4 • 2 • 1 6 3 ) with 
and 
r 
= . 1: 
t=1 
b18ij = (p-r) ! 





e x 0 F 1 ( n -p + 1 ; w v . x ) dx , • 
1 
0 
( i, j = 1 , • • • , p-r) 
and hence the theorem is proved .. 
Remark 4.2.5 
For ~:pxp ~ NCCW(p, n, 1:, a), th~ joint p.d.f. of r 
-l -l 
unordered characteristic roots of B = 1: 2 S 1: 2 is also 
given by Waikar,_Chang and Krishnaiah (1972) as 
= 
f- . - (b • • • b ) 
B ••• B 1' 'r 
1 ' ' r 
. 1TP (p- 1 ) etr [-a] 00 c (a) 
K 1: 1: 
r (n) r (p) 
p p k=O K [n]K k! ~ (I ) K p 
f(a ,···,a) f(o.,···,o) 
X[K] (1) 1:11:2(-1) 1 p (-1) 1 p 
r 
k +2p-a . .;.o. 
a. 1 1 




1 -n-p b. 
). 
p 
(p-r) ! II 
i=r+1 
r(n+p+k -a.~o.+1) 













r 1 denotes the summation over the combination 
( o 1 < • • • < or ) and ( o < • • • < 0 ) r+1 p ' 
r 2 denotes the summation over all permutations 
(cx. 1 ,···,cx) of (1,···,p) and P. 
r 3 denotes the summation over all permutations 
(t0 ,···,t0 > of ·(1,···,r). 1 r 
It is clear that.the expression for the joint p.d.f. of r 
unordered roots given in (4.2.163) is in a much simpler 
,form than the expression given above. 
4.2.3 P.d.f .s and c.d.f .s of functions of the characteristic 
roots of ~:pxp 
In theorem 4. 2. 8 the p. d. f. s of tr S and tr B for different -
specifications of the parameter matrices are considered. Only 
the r-type representation cf the p.d.f .s of ~S and ~B is used 
in the derivation of the p.d. f. s of tr S and tr~ because it 
leads to p. d. f. s which are convergent for tr ~ > 0 and tr B > 0 , 
while the power-series representation leads to p.d.f.s of trS 
and tr B which are only ccnvergent for tr S < 1 and tr~ < 1 • 
The following lemma will be used in theorem 4.2.8: 
Lemma 4.2.2 
(4.2.166) J . . . J ·~ a~-p C (D) ~(a. -·a.)
2 da •••da 
i=1 K a i>j 1 J 1 p-1 
A 
=. rp(n) rp(p) 


















A = { 0 < a < • • • < a · < a = 1-a - • • • - a } 1 p-1 p 1 p-1 
and 
D = a1 a 0 • • • 0 
0 a • • • 2 0 
. . . . .• . . . . . 
0 0 • • • a p 
Proof 
The p.d. f. of tr~ = tr !?B when !?B has the p.d. f. given in 
(4.2.19), is derived by Hayakawa (1972 a, p. 10) as 
(4.2.167) 
= 
ftr B (tr B) 




k=O K k! (np)k 
Hayakawa (1972a) derived (4.2.167) by using the inverse formula 
of the Lapl~ce transform g(t) = E(etr[-t!?B]); however, it is 
also possible to derive (4.2.167) by making the following 
transformation in (4.2.19): 
(4.2.168) ( i : 1 I 0 • • I p-1 ) 
with inverse transformatio11 
(4.2.169) b. · = a. tr B 














(4.2.170) b p 
·. p-1 -




= tr B ( 1 - i: a i ) 
i=1 
. - a tr B. 
p 
The jacobian of (4.2.169) and (4.2.170) follows as 






, trB) = (trB) p . . p-








= (trB)(n-p)p ~ 
i=1 




II (b. - b.) 
i>j J. J 
= (tr B ) P ( p- 1 ) N (a . - a . ) 2 
. >. J. J J. J . 
= 
= (trB)k C (D ) 
K ·. a 
ftr. B (tr B) 
7fp(p- 1 > etr[-n] 
rp(n) fp(p) 
00 H: o::-!M> 
K i: i: ~~~~~~-
k = O K k! [n] ·:c (I ) 
K K . p 
(t.rB)np. +k- 1 J N an
1
.-p C (D ) N (a.-a.) 2 da •• •da . 













The equating of the coefficients of 
( 4. 2. 1 7 5) leads to ( 4 • 2. 166) • 
H o:-! M) in ( 4. 2. 16 7) and 
K 
Theorem 4.2.8 
Let ~: pxn "' CMNT (p, n, M, <fi ® 2:) and let L: nxn be a hermitian 
matrix; thenthep.d.f.s of trS and trB where S:pxp= ZLZ' 
and ~:pxp = 2:-~ S 2:-~ respectively, are given belm.; for cer-tai-n 
specifications of M:pxn, ¢:nxn, 2::pxp and L:nxn. 
(i) M:pxn ;t 0 
(4.2.176) ftr B (tr B) 
-
etr[-2:- 1 M<P- 1 M1 ] 
- --1 
e -q tr B 
= ~-~~-~~~---~--




tr B > 0 , T: nxn 
-1 -1 = C -q In and lie 11 < q. 
(ii) M:pxn = 0 
(4.2.177) ftr B (tr B) 
-tr B e 
= -----
oo CK(-T) [n]K (trB)np+k- 1 
L: L: ---=-:___~~~_;_:,_-~~~~~ 
r (np) IL¢ IP k=O K k ! (np) k 













(iii) M:pxn ~ O, <I>:nxn = In' E:pxp = I 
(4.2.178) 
= 
ftr S (tr S) 
-1 
etr [-MM' J e -q tr S 




P (ML-! T-! T) (tr S) np+k- 1 
K r 
k ! (np) k 
tr S > 0 , T: nxn 
-1 -1 = L -q In and llL II < q. 
, 
(iv) S:pxp ~ NCCW(p, n, E, Q) 
~. . 
(4.2.179) ftr B (tr B) 
etr[-n] 
-tr B e 
= -----
r(np) 





C (Q) (trB)np+k....: 1 
K . 
I 
k! (np)k · 
tr B > 0 
-tr S 
e 00 c (I -E-1 ) [n]K (trS)np+k- 1 
E . E K p = 
IEln r(np) k=O K 
, 
. k! (np)k 
tr S > 0 · • 
Proof 
These p.d.f .s follow from the r-type representation of the. p.d.f .s 
of ~S and ?B, derived in theorem 4.2.1, by using (4.2.165). 
bnly (4.2.176) will be proved here, the proofs of (4.2.177), 












In (4.2.4) make the transformation 
bi 
a i = tr B , ( i = 1 , • • • , p-1 ) 
with inverse transformation 
and 
b . = a . tr B , ( i = 1 , • • • , p-1 ) 
l. l. 
p-1 
= tr B ( 1 - l: 
i=1 




The jacobian follows as 
J(b ••• b -+a ···a ,trB) = (trB)p- 1 • 1 ' I p 1 I I p-1 
As in lemma 4.2.2 it follows: 
(4.2.181) ftr B (tr B) 
- -1 
= np(p-1) etr[-l:-1 M q,-1 M'] .e-q tr B 
r (n) r (p) IL<t>lp 
p p 
J 
P n-p - P 2 
IT a i C ( D ) TI (a . - a . ) da • • • da 1 i=1 K a i>j l. J 1 p-













Let E:pxp = I in (4.2 •. 180); then the p.d.f. of tr S is 
p 
given by 
(4.2.182) ftr 5 (tr S) 
= e -tr S ('tr S) np-1 
f (np) ·' tr S > 0 
which is the Gamma-p.d.f. with parameters np and 1 • 
Corollary 4.2.3 
Let trB have the p.d.f. given in (4.2.176); then 
(4.2.183) P (tr B < c) 
etr[-r-1 M <P- 1M.•] «X> 
= E · E 
r(np) IL<P IP k=O K k! (np)k 
qnp+k f (q- 1c, np+k) I C > Q • 
Let tr B have the p.d.f. given in (4.2.177); then - . 
(4.2.184) P (tr B < c) 
()() C (-T) 
( r (np) IL<P lp>- 1 . l: l: 
K r(c, np+k) = I 
k=O K k! (np) k 
Let trS have the p.d.f. given in (4.2.178); then 
. (4.2.185) P (tr S < c) -
c > 0 • 












Let trB have the p.d.f. given in (4.2.179); then -
(4.2.186) P (tr B < c) 
etr [-n] 00 c (Q) 
I I K r(c, np+k) c > 0 • = ' r(np) k=O K k! (np) k 
Let trS have the p.d.f. given in (4.2.180); then 
(4.2.187) P (tr S < c) 
00 
= (-jrl r(np))- 1 I I 
k=O K 
C (I - I- 1 ) ( n] 
K p K f (C, np+k) 1 
k-! (np) k 
c > 0 
Proof 
The expressi_ons (4.2.183), (4.2.184), (4.2.185), (4.2 •. 186) and 
(4.2.187) follow from (4.2.176), (4.2.177), (4.2.178), (4.2.179) 
and (4.2.180) respectively by using: 
c 
(4.2.188) -q x np+k-1 nr+k -1 
.f -1 
e x dx = q r ( q c , np + k) • 
0 
For ( 4. 2. 18 4) , ( 4 • .2. 186) and ( 4 • 2. 18 7) q = 1 • 
In theorem 4.2.9 the p.d.f. of 
s1 
L = 1 --1 . sp 
ii:; considered. The 
p.d.f. of L1 is derived only when ~:pxp has the p.d.f. given in 
















has the p4d.f. given in (4.2.17) and ~B has the p.d.f.s 
given in- (4.2.4), (4.2.11) and (4.2.23) being very similar. 
It is also clear from (4.2.189) that the p.d.f. of 
$1 
L1 = 1 - -sp 
is in a very complicated form and therefore of limited practical 
value. To find the p.d.f. of L
1 
the r-type representation of 
the p.d.f. of ~S has to be used. 
·Theorem 4.2.9 




~:pxp rv CW(p, n, 1:) then, the p.d.f. of L
1 




2 (p-1 ) {r 
1
<p-1>} 2 rp_ 1 (p+1> 1i 00 . k t 00 
= :e- E r r ·I r r l: . r (n) r <P> r 1 <2p > I 2: In k=O K t=O T b=O s m=O p p p-
co 
E E 2: E 
r=O p c v 




h - 0 - d b are tabulated i'n t b~ 2 2 4 w ere gK,T, qi:::,T an K,T a .l.es .• , 
2.2.6 and 2.2.7 respectively and Ke: P(k,p), Te: P(t, p-1), 
f3e:P(b, p-1), µe:P(m, p-1) I pe:P(r, p-1) I ce:P(m+b, p-1) and 















In (4.2.30) make the transformation 
(4.2.190) 
s - s. 




J_ = 1-~ 
Sp 
, i : 1 I • 0 • I p-1 
The inverse transformation follows as 
(4.2.191) s. = s (1-i.) 
l. p l. 
i = 1 , ••• , p-1 
and 
(4.2.192) s = s p p 
The jacobian of the inverse transformation follows: 
(4.2.193) 
-p-1 = s p 
After the transformation (4.2.190) is made in (4.2.30) it 
follows that 





e p etr [sp Di] , 
(4.2.196) 
p - - . 2 
IT (s. - s.) 
i>j 1 J 
-p(p-1) 2 p- 1 2 = Sp I D n I II" ( L - i . ) 













(4.2.197) =C (s (I 
1
-Dn) 1 ) 
K p p- x. 
k 
= 5k ~ ~ b ( ) t.. t.. C I 1 - Dn p t=Q T K,T T p- x. 
where 
..., 
arid b is tabulated in table 2.2.7., 












7Tp(p-1) e p 
r p (n) r p (p) I E In 
p-1 . 2 
IT (R..-L) 
i>j J. J 
I 
From (2.2.58) follows: 
(4.2.200) C (I - D ) 
T p·-1 JI, 
where f3 e: p (b ' p-1 ) and 
00 k 
I E E · E 
~ (I _ t-1) 5np+k-1 
. K p p . 
k=O K t=O T k! CK(Ip) 
O<R. 
1
<•••<R. <1 p- 1 I s > 0 • p 












From (2.3.11) follows: 
(4.2.201) etr [sp D R.J = 
From (2.3.12) follows: 
00 
150 
-m -s C (D n) 
l: p µ .X., 
m=O µ m! 
00 (p-n] C (DR,) 
l: p p (4.2.202) I I - D ln-p = p-1 R. r=O p r! 
From (2.2.54) follows: 
(4.2.203) 
where o£P(m+b, p-1), V£P(m+b+r, p-1) and 
tabulated in table 2.2.4. 
Thus 
(4.2.204) f s ( £, 1 ' ••• 'R.p-1 ~ s ) L , • • •, L p 
1 . p-1 ' p 
p(p-1) -ps 00 k t 
1T e p l: l: l: l: l: = r (n) r <P> j l: In k=O K t=O T b=O p p 
is 
00 00 
l: l: l: l: 
f3 m=O µ r=O 
- 2 p-1o 2 
[p-n] CT ( Ip-1 ) c\) (D n ) I b n I .· IT ( i. -· t . ) 
p )(, )(, i>j 1 . J 
In (4.2.204) make the transformation 
(4.2.205) i = 2' ••• 'p-1 
( 
l: l: l: 












with inverse transformation 
(4.2.206) i. = i 1 a. , i = 2, • • • , p-1 1. l. 
and 
(4.2.207) 0 - 0 1'.,1 - ·~1 • 
The jacobian follows as 
(4.2.208) p-2 J(t1 , i ,
0 ••,i -+ t. 1 , a ,···,a ) = t 1 2 p-1 I 2 p-1 






. . . 1 J 
1.>J 
(p 1 ) (p 2) I I D 12 p-1 . 2 = t.. - -
2 
i1 (a. - a.) 

















fL A . A S- (R.1, a2, • • .• ,ap-1' sp) 
. 1 , . 2 , ••• , p-1 , p 
p(p-1) -psp 00 k t 00 00 
TI e 
r (n) r (p) ll:ln 
2: 2: 2: E 2: · E . 2: E E · E 2: 2: 
p p k=O K t=O T b=O S m=O µ r=O p o v 
k! m! r! C (I ) C (I ) 
. K p $ p-1 
2 
[p-n] C (I 1
) iP +m+b+r-2 
P T p- 1 
I D I 2 c- ( 1 D ) I I D I 2 p-1 2 I 2 H (a. - a.) , a . v a p- a i>j> 1 i J 
0 < R. 1 < 1 , 0 < ap_ 1 « • • • < a 2 < 1 , s < 0 • p 




lead~ to the integral: 
(4.2.213) J .... • . . . . . . J I D a I 2 C v ( 1 D a) I Ip- 2 D a I 2 
O<a <•••<a <1 
p-1 2 
p-1 2 
II (a.-a.) da 2 ···da 1 i>j>1 i J p-
- 2 = rp-1 ( (p+1), v) {rp-1 (p-1)} 




( (p-1) (p+1) +rr.+b+r) 
(from (2.2.73)f. 












(4.2.214) f ) ( -s ) L S R,1' p 
1' p 
153 
= 7T2 <p-1) r p-1 <p+1) {r p-1 (p-1) }2 
r (n) r (p) r 1 ( 2p) I L In p p p- ' 
00 k t . 00 00 
--ps 
e p 
I: I: t I: · I: · I: I: I: I: I: I:· I: 
k=O K t=O 1 b=O f3 m=O µ r=O p o v 
C (I -2::-1) snp+k+m-1 (:_ 1 ) b b q go . gv K p p K,1 1,$ µ,$ p,o 
k ! m ! r ! C (I 
1 
) · [ 2 p] Ca (I 
1 
) 
K p- V µ p-
[p-n] (p+ 1] C (I . ) C (I. 1 ) p v 1 p-r v p-
( (p-1) (p+1) +m+b+r) £~2 +m+b+r- 2 , 0 < i
1 
< 1 , s > 0 
p 
Integration w.r.t. s leads to the integral p 
00 
(4.2.215) 
·. p· -np+k+m-1 
J 
-ps 
e s ' ds p p 
0 
= f (np+k+m) 
np+k+m 
p 
Substitution of (4.2.215) into (4.2.214) leads to (4.2.189). 
Corollary 







have the p.d.f. given in (4.2.189}; then the 
p 
L1 ' 
i.e. P (!~ 1 .< c} follows clearly by using 
c 
.f R-~2+m+b+r-2 d£1 = 
2 p +m+b+r-1 c 













4. 3 THE COMPOUND QUADRATIC FORM S: pxp = Z L Z' WHERE 
~:pxn "'CM'l'N(p, n, O, <I>® E) AND L:nxn "'CW(n, m, '¥) 
4.3.1 The p.d.f. and moments of S and ~S 
The compound p.d. f. of ~:pxp = z L z' is g~ven by 
(4.3.1) f~ (S) = J 
L=L'>O 
In theorem 4.3.1 the compound p.d.f. and moments of S:pxp and 
~S are derived. As in theorem 4.2.1 the power-series 
representation. and the r-type representation of the compound 
p.d.f. of~ ~:pxp and ~S will be considered. In remark 4.3.1 
the relationship between these two representations will be 
discussed. 
Theorem 4.3.1 
Let ~:pxn"' CMTN(p, n, O, <I>® E) and let L:nxn "'CW(n, m, '¥) 
then the compound p. d. f. and momen/t-s of S: p><p = Z L Z' , ~S 
-1 -1 
and D where 
~B 




1s1n-p 00 \ C (- E- 1 S) 
K = L E r (n) r (m) I <I> '¥ IP !Lin k=O K C (I ) k! p n K n 
c (<I>-1 '¥ -1) r n (m-p ; -K) I s = s• > 0 
K 














(4.3.3) fc (S) csym 
1s1n-p 











I <I> 'l'I p IE In 
f n (m-p i -K) 
00 c (-l:-1) C (S) 
l: l: 
K K 
k=O K k! C (I ) 
K n C (I ) K p 
' 
S=S'>O . 
00 cK(-l:-1) cK<os> 
l: l: ·~-------'-:;c._ 
k=O K C (I ) C (I ) k ! 
K n K p 
o<s <···<s 1 p 
S = S ' > 0 and q > 0 • 
(4.3.6) 














· E. · E · E · E 
k=O K b=O s 
156 
b - -k 
(-1 ) q~, S r n (m-p ; - S) q 
cs(In) k! 
r (n+h) q(n+h)p IElh 00 k 
= E E E 




The compound p.d.f. of §:pxp follows from (2.8.25), (4.2.6) 
and ( 4. 3. 1 ) as 
(4.3.8) 
J OFO(-L-1 qi-1, l:-1 S) ILlm-n-p 
L=L'>O 
etr [-1¥- 1 L] dL . 
Expand the hypergeometric function; then 
(4.3.9) 
00 CK (-E-1 S) 
l: l: r* 















(4.3.10) I* = I IL l m-n-p etr (-lf- 1 L] c\ (L- 1 <I>-1) dL 
L=L'>O 
= r (m-p, -K) j If lm-p C {<I>-1 '!'-1) (from (2.2.33)) n K 
Substitution of (4.3.10) into (4.3.9) leads to (4.3.2). 
(4.3.3) 
The symmetrised p.d.f. of S:pxp follows from (2.7.1) and -
(2. 2. 2 9) • 
(4.3.4) 
The application of theor'em., 3 ~-2. 1 and corollary 2. 7. 1 leads to 
(4.3.4). 
(4.3.5) 
The compound p.d.f. of S:pxp follows from (2.8.25), (4.2.9) 
and ( 4. 3. 1) as 
(4.3.11) f~(S) 
. etr [-q- 1 ~- 1 s] J 
L=L I >O 
IL I m-n-p etr [-lf- 1 L] dL • 













. etr[-q- 1 z::- 1 s] f 
L=L'>O 
C (q-1 z::-1 S) 
. l: . l: _K ____ _ 
00 
k=O K k! C (I ) 
K n 
From (2.2.58) follows: 
(4.3.13) 
Substitution of (4.3.13) nto (4.3.12) leads to 
(4.3.14) 
oo k (-1)bq C ( -1l:-1S) 
1 -1 -K, S K q , etr[-q- L: s] · L: L: L: L: ·------ r* 




IL!m-n-p -1 CS (q L-1 q>-1) = etr [-'¥ L] dL 
L=L'>O 












Substitution of (4.3.15) into (4.3.14) leads to (4.3.5). 
(4.3.6) 
In (4.3.5) make the transformation 
(4.3.16) 
with inverse transformation 
(4.3.17) 




IBln-p etr[-q-1 B] 
= ~~~~~~~~-
r <n > r (m> I <I> If IP p n 
k 
E L; E 
k=O K b=O 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(4.3.6). It is clear that (4.3.19) also follows if· E:pxp =I p 















(4.3.21) I* = . I 
S=S'>O 
= f (n+h i K) q(n+h)p 1z:1n+h C (I ) 1 
p . K p 
(from (2.2.32)) • 
Substitution of (4.3.21) into (4.3.20) leads to (4.3.7). 
Remark 4.3.1 
(i) It is clear that the r-type representation is more 
(ii) 
(4.3.22) 
suitable for the derivation of the moments of §:pxp 
while the power-series representation is 
suitable for the derivation of fc (S) 










[ -1 -1 J etr -q Z: S in ( 4 • 3 • 5) 
expressions for fc (S) 
csym 
it is however possible to find 
and fD (D8 ) which involve 
-S 
seven summation signs. These expressions can not be 
considered r-type representations because they no more 
contain the term etr [-q - 1 z:- 1 s] . 
-1 
Let r = q then the r-type representation of the 
p.d.f. of ~:pxp given in (4.3.5) can be written as 
f~(S) 
IS I n-p etr [-r L:- 1 s] 00 k 
= - -r (n) r (m) I <P '¥Ip I LI n p n . 
l: l: Z: l: 













When r+ 0 (4.3.22) exists only when k = b because 
k ~ b. When 




it follows from table 2.2.6 that 
K = B 
K ~ B • 
Thus when r + 0 ( 4. 3. 2 2) tends to ( 4. 3 • 2) , i.e. the 
r-type representation of the p.d.f. of ~:pxp tends to ' 
the power-series representation of the p.d.f. of ~:pxp. 
(iii) The results regarding the real multivariate quadratic 
form of normal variates which correspond with the 
results derived in theorem 4.3.1 can be found in 
Underhill (1973, p. 7.1- 7.7). 
4.3.2 Certain marginal distributions of the characteristic roots 
of ~:pxp 
The random component in the joint p.d.f. of the characteristic 
roots of ~:pxp and ~:pxp has to be written in the £orm given 
in (3.2.3) to obtain certain marginal distributions of the roots. 
In theorem 4.3.2 this convenient form of the joint p.d.f. of the 
characteristic roots of ~:pxp and ~:pxp are given. 
Theorem 4.3.2 
Let ~:pxn 'V CMTN(p, n, O, ¢ ® t) and 
then the compound p.d.f. of ~s and 





r (p) r (n) r (m) 
p p n 
let L:nxn 'V CW(n, m, '¥) ; 
D where S:pxp = z L z I 
-B 
are given below: 
00 
C (I ) kl C (I ) 












r n (m-p ; 
p -n-p -K) X[K] (1) II s. 
i=1 1. .. 
k.+p-i . 





= L L ·I L 
rp(n) rp(p) rn(m) l<I>'¥!p k=O K b=O B CB(In) k.! 
-p -b. 
r (m-p ;-8) q-k CB (q <I>- 1 '¥- 1 ) x [K] (1) IT e 1 b~-p 
n i=1 
k.+p-i . 
I c b . 1 > I I < i;I_>- 1 > I
J J 
Proof 
These two p.d.f .s follow from (4.3.2) and (4.3.6) respectively 
by using the result: 
p 
- - )2 IT (s.-s . 
. > . l. J 
l. J 
for S:pxp h.p.d., which is proved in theorem 2.2.8. 
It is clear that the marginal distributions of the characteristic 
·roots of ~: pxp and ~: pxp , when ~S and ~B have the 
compound p.d.f .s given in (4.3.23) and (4.3.i4) respectively, 
can be obtained along the same lines as in the cases where ~S 
has the p.d.f .s given in (4.2.60) and (4.2.63). Thus from the 
theorems in section 4.2.2 it follows that: 
(i) P(c<S 1 <Sp<d) 














~S has the compound p.d.f. given in (4.3.23), 
P(S
1
<c), p (0 < 51 < ••• < s < c < s < ••• < s ) 
r r+1 . p ' 
P(O<S <•••<S <c<S <•••<S. <.d<S <••• 
1 r r+1 r+t r+t+1 
•••<Sp), the joint p.d.f. of any few ordered 
characteristic roots and the joint p.d.f. of any few 
unordered characteristic roots can not be obtained 
when ~S has the compound p.d.f. given in (4.3.23) 
because the derivation of these marginal distributions 
leads to improper integrals, 
(iii) all the marginal distributions mentioned in (i) and 
(ii) can be obtained when ~s has the compound 
p. d. f • given in ( 4 . 3 • 2 4 ) . 
-1 -! 
4. 3. 3 The p. d. f. and the c. d. f. of tr ( L: 2 S L: 2 ) 
-1 -1 
In theorem 4. 3. 3 the p. d. f. of tr ( L: 2 ~ L: 2 ) when S: pxp has the 
p.d.f. given in (4.3.5) is derived. 
Theorem 4.3.3 
Let· ~: pxp '\i CMTN (p, n, 0, <I> © L:) 
then the p.d. f. of tr B where 
is given by 
and let L:nxn "' CW(n, m, '¥) ; 
(4.3.25) 
= 
ftr B (tr B) 
-tr B e . 
_J -1 
~: pxp = Z L Z' and B = L: 2 S L: 2 
00 k 
·L: L: L:_L: 
k=C·k'.·b=o·s c
8
(rn) k! (np)k 
fn(m-p ;-S) C (<I>- 1 '¥- 1 ) C (I ) [n]K· (trB)np+k- 1 
B K p 













The proof of (4.3.25) is similar to the proof of (4.2.176). 
Corollary 4.3.1 
(4.3.26) P(trB <·c) -
00 k -C-1> b -
= (IL¢ Ip r (m))- 1 ·l: 2:: E 2:: qK,S n k=O K b=O s cs<rn> k! (np) k 
r n (m-p ; -S) CS (<P-1 'l'-1) C (I ) [n] rec, np+k) ' c > 0 . K p K 
Proof 
The result follows from (4.3.25) by using 
c 
J 














MULTIVARIATE COMPLEX BETA DISTRIBUTIONS 
5.1 INTRODUCTION 
As this is a study of complex quadratic forms and since a beta 
matrix is a certain type of quadratic form it is felt that it 
will be useful to give attention to the complex multivariate 
beta distributions. In chapters 6 and 7 extensions of the 
complex multivariate beta distributions are considered. 
The p.d.f .s, the joint p.d.f .s of the characteristic roots and the 
moments of the complex multivariate beta type 1B, 2A and 2B 
matrices are given. Most of these results can be found in the 
literature and will be given without proofs. The results given 
in theorems 2.2.8, 2.3.6 and 2.3.7 along with the integrals 
discussed in chapter 3 are used to derive certain marginal 
distributions of the characteristic roots of the complex beta 
matrices. The relationship between the different beta matrices 
and also between the roots of the different beta matrices are 
discussed. Little attention is given to the p.d.f .s of functions 
of the characteristic roots of the beta matrices. 
The generalised sample multiple coherence matrix has a complex 
multivariate beta distribution and therefore the p.d.f. of this 
matrix as well as certain marginal distributions of its roots 
are considered. 
.. 
5.2 THE MULTIVARIATE COMPLEX BETA TYPE 1 DISTRIBUTION 
5.2.1 The p.d.f., moments and the joint p.d.f. of the 
characteristic roots of the complex beta type 1 matrix 

















have the non-central complex multivariate 
1B distributions respectively. These 
distributions will be denoted by: 
~:pxp ~ NCCMB1A(p, m, n, n) and ~:pxp ~ NCCMB1B(p, m, n, n) 
when L:: pxp = ¢: pxp ; 
~:pxp (or ~:pxp) ~ CMB1 (p, m, n) when n:pxp = O and 
E: pxp. = ¢: pxp ; 
~:pxp ~ CMB
1 
(p, m, n, L:, ¢) when n:pxp - 0 and 
L:: pxp ;:i! ¢: pxp . 
The p.d.f. and moments of ~:pxp and ~L are given by De Waal 
(1968, p. 92- 97), Waikar, Chang and Krishnaiah (1972, p. 87) 
and Tan (1968, p. 271) for certain specifications of the 
parameter matrices. These results as well as the synune:trised 
p.d.f. of L:pxp and ~L are givep in theorem 5.2.1. 
The relation between L:pxp and G:pxp is simply L = I - G 
p 
and since the jacobian cf this transformation is 1 , all the 
results for G:pxp follow simply by making this transformation 
in the results for L:pxp . 
L:pxp will be considered. 
Theorem 5.2.1 
Therefore only the results for 
Let ~:pxp ~ CW(p, m, L:) 
rank Q = p and ~:pxp and 
and ~: pxp ~ NCCW (p, n, ¢, n) , 
B:pxp be independently distributed; 
then the p.d.f., symmetrised p.d.f. and momen~s of 
~:pxp = (~+~)-~ ~(~+~)-! and ~L are given below i.or certain 




















r (m+n} r (n+h} 




(m+n, n+h; m+n+h·; Ip- 2:<I>- 1 } 





r (m+n} r (m+h} 




(n, :rri+n; m+n+h; Ip- L:<I>- 1 / 













p - - 2 -1 . 




(m+n; Ip- E¢ , DL)., 
i>j 1 J 
0 < 11 < ••• < ip < 1 • 
(ii) E:pxp = <I>:pxp, i.e. L rv NCCMB
1




__ e_t_r[-n] IL!n-p II - Llm-p. 
r (m) r (n) I E I m+n p 
p p 









etr[-:-n] r (m+n) 




(m+n ; n ; Q, L) , 
r (m) r (n) p 
= 
p p 
O<L = L'<I p 
r (n+h) r (m+n) 














r (m+h) r (m+n) 





r (m) r (m+n+h) p p . 
~p(p- 1 > r (n+m) etr[-n] 
= I DL I n-p I I - D I m-p 
f (p) f (m) f (n) P L 
p p p 
p - - 2 IT (£. - £.) 1F 1 (m+n; n; st, DL) , 0 < 11 < • •: < 1-p < 1 . i>j 1 J 
(iii) l::pxp = <I>:pxp 1 Q:pxp = 0 i.e. ~ '\, CMB 1 
(p, m, n) 
(5.2.11) 
r (n+m) 
= -· P IL I n-p I I - J,, I m-p , · 0 < L = L' < I 
r (m) r (n) p p 
p p 
Proof 




f (L} = J csym 
U(p) 












(5.2.13). I* = f f etr [-~-1 T] IT I m+n-p 
U(p) T=T'>O 
Change the order of integration, then follows from (2.3.4) that 
(5.2.14) I* = f 
T,,;T'>O 
(from ( 2 • 3 • 5 ) ) • 
Substitution of (5.2.14) into (5.2.12) leads to (5.2.2). 
(5.2.3) De Waal (1968, p. 97) • 
. 
(5.2.4) De Waal (1968, p. 97). 
(5.2.5) 
The application of corollary 2.7.1 and theorem 3.2.1 leads to 
(5.2.5). 
( 5. 2. 6) De Waal ( 196 8, p. 9 3) • 
(5.2.7) 














(5.2.16) I* = J 




Change the order of integration, then follows from (2.3.4) that 
(5.2.17) I* = J 
T=T'>O 
-r ( ) I "' I m+n ( ) = p m+n L. 1F 1 m+n ; n ; Q, L • 
Substitution of (5.2.17) into (5.2.15) leads to (5.2.7). 
(5.2.8) De Waal (1968, p. 94). 
(5.2.9) De Waal (1968, p. 93). 
(5.2.10) 
The application of corollary 2.7.1 and theorem 3.2.1 leads to 
(5.2.10). The p.d.f. of ~L is also given by De Waal 
(1968, p. 100 - 101) and Waikar, Chang and Krishnaiah (1972, 
p. 87). 
(~.2.11-) 
Let Q: pxp = 0 in ( 5. 2. 6) ; then 
(5.2.18) 
where 
ILln-p II -Llm-·p 
r (m) r (n) IL I m+n 















-- -r (m+n) l"lm+n , (th 1 · h · 1) p '-' e comp ex Wis art 1ntegra . 
Substitution of (5.2.19) into (5.2.18) leads to (5.2.11). 
Remark 5.2.1 
De Waal ( 1968, p. 106 - 110) also proved that if rank n < p 1 
then the p.d.f. of ~:pxp can be written as a non-central 
multivariate beta type 1 p.d.f. multiplied with the product 
of independent single-variable beta type 1 distributions. 
5.2.2 Certain marginal distributions of the characteristic roots 
of the complex beta type 1 matrix 
In theorems 5. 2. 3 - 5. 2. 7 certain marginal distributions of the 
characteristic roots of L:pxp are derived by using the theorems 
in sections 3.3 - 3. 7. Therefore the joint p.d.f. of the 
characteristic roots of L:pxp is written in a form such that 
the random component is in the form given in (3.2.3). In 
theorem 5.2.2 it is shown how the p.d.f. of ~L, when 
!::pxp /'\, CMB
1 
(p, m, n, l:, <P), !::pxp /'\, NCCMB 1B(p, m, n, Q) and 
!::pxp /'\, CMB
1 
(p, m, n) , can be written in this convenient form 
by using theorems 2.2.8 and 2.3.6. 
Theorem 5.2.2 
Let L:pxp /'\, CMB
1 
(p, m, n, 2:, <P) ; then 
(5.2.20) 
= 
- p - - p i-1 r (m) f (n) TI (111 - 11 • ) TI (m+n-i+1) p p . . 'l'p-j+1 '1'p-i+1 















r;n. -p ( 1 - I.) m-p I ( F ( ·1 ( 1 J. . ) - ) ) I 
ivl. ·-i 1 0 m+n-p+ ; - 'l'p-i+1 Jlj 
0 < i 1 < ••• < ip < 1 , 
where 
-1 1l':pxp = <P · L: with characteristic roots 
so that 1 - ~p < ••• < 1 - ~1 • 
• 
Let !;i:pxp rv NCCMB 1B (p, m, n, Q) ; then 
(5.2.21) 
ntp(p- 1 ) f (m+n) etr[-n] 
p 
p 
f (m) f (n) II (w. - w.) 










nn. ~P ( 1 - r; . ) m-p I ( F ( 1 1 - n ) ) I iv
1 
iv
1 1 1 m+n-p+ ; n-p+ ; wi ivj 
Let L:pxp rv CMB
1 
(p, m, n) ; then 
(5.2.22) 
p 
nP (p- 1 ) r (n+m) II 
p i=1 = ~~~~~~~~~~~~~--~~ 
r (m) r (n) 
p p r <P> p 














From (2.2.41) follows that (5.2.5) can be written as 
(5.2.23) 
nP <p-1 > r <m+n> I 'I' In P 
= IT 
r (m) r (n) r (p) i=1. 
p p p 
., (nP.-i) 112 F- ( I - m D ) NJ 1 0 m+n ; p r , L 
where -1 'l':pxp = <I> }: with characteristic roots \jJ < • • • < ~ 
1 p 
so that the roots of Ip - 'l' are given as 1 ~ ~p < • • • < 1 - ~ 1 
From (2.2.41), (2.3.14) and (2.3.15) follows that 
(5.2.24) 
= 
r (p) I (1FO (m+n-p·t-1 ; (1 -· ~ . +1) 1.) I 
~~~~-P~- p-1 J 
n!p (p·- 1 ) h (\j) . - \jJ . ) h (m+n-i+1) i-1 I (:il?-i) I 
i>j p-J+1 p-1+1 i=1 J 
Substitution of (5.2.24) into (5.2.23) leads to (5.2.20). 
(5.2.21) 
From (2.2.41) follows that (5.2.10) can be written as 
(5.2.25) 
= 
Tip(p- 1 ) r (m+n) etr[-n] 
















From (2.2.41), (2.3.14) and (2.3.15) follow that 
-(5.2.26) 
1F 1 (m+n ; n ; Q , DL) 
- p i-1 - -r (p) II (n-i+1) I C
1
F 1 (m+n-p+1; n-p+1; w.i.)) I p i= 1 . l. J 
= 
1T ! p ( p-1J PIT ( - - ) w. - w . 





Substitution of (5.2.26) into (5.2.25) leads to (5~2.21). 
(5.2.22) 
Let f:t:pxp = O in (5.2.10); then (5.2.22) follows from (2.2.41). 
Remark 5.2.2 
By using the result: 
k.+p-1 ·. 
= x r .1 < 1 > I ( 1 . 1 . > I I Cir:>- i > I , 
L Kj ) ) 
proved in theore~ 2.2.8, it folJ.ows that the p.d.f. of ~L 
when ~:pxp ~ CMB 1 (~, m, n, r, ¢) can also be written as 
(5.2.27) 
= 
np(p- 1 > r cm+n> !'!'In 
r (m) r (n) r (p) p p p 
00 [m+n 1 
K r r 
k==O K k! C (I ) 
K p 
- p k. +p-i 
\ c er -'!') (1) rr 11:1-Pc1 - i.>m-p I cl 1 >I 
I K p x [K] i=1 1 l. , j 













Tip(p- 1 ) r (n+m) etr[-n] 00 
= L: L: 
[m+n] C (Q) 
K K 
f (p) f (m) f (n) k=O K p p p [n] C (I ) K K p 
p . k. +p-i . 
(1) TI i1?-p (1 - i. )m-p I (i .1 ) 11 (il?- 1 ) I , 
X[K] i=1 J. J. J J 
0 < Q.1 < ••• < ip < 1 . 
From a computational point of view (5.2.20) and (5.2.21) 
lead to better results than (S.2.27) and (5.2.28) because 
the former two expressions do not involve.zonal 
polynomials. Expressions which contain the random 
component given in (5.2.27) and (5.2.28) will be discussed 
in·chapter 6. 
In the theorems that follow marginal distributions of the 
characteristic roots of L:pxp will be derived for 
~:pxp ~ NCCMB1B(p, m, n, Q) and ~:pxp ~ CMB1B(p, m, n} • 
It is clear that the random component in (5.2.20) is in a 
·similar form as the random component in (5.2.21) and thus the 
marginal distributions of the roots of 
L:pxp ~ CMB
1
B(p, m, n, L:, ~) can be obtained along the same 
lines as in the case when ~:pxp ~ NCCMB 1B(p, m, n, n) . 
In theorem 5.2.3 the c.d.f. of the extreme characteristic roots 
of L:pxp will be derived. 
Theorem 5.2.3 .. 












(5.2.29) P (c < i.1 < LP< d) 
1T!p(p- 1 > rp(m+n) etr[-n] ~ (n-i+1)i- 1 
i=1 = ~~~~~~~~~~~~~~~--~~~ 
- - p p i-1 




r (m) r (n) IT (w. - w.) IT (m+n-i+1) 






(m+n-p+ 1) k w~ 
(n-p+1)k k! 
{Bd(n+k+1-j, m-p+1) 
-B (n+k-j+1, m-p+1)} 
c 
and Bt (. , • ) is defined in (2.6.3). 
Let !;i:pxp '\.. CMB
1 
(p, m, n) ; then 
1Tp(p- 1 > r (n+m) 
(5.?..31) p (c < I.
1 
< LP < d) = I Cb .. > I r (m) r (n) r.(p) lJ 
p p p 
where 
(5.2.32) bij = Bd(n+p-i-j+1, m-p+1) -Bc(n+p-i-j+1, m-p+1) 
Proof 
( 5 • 2 • 2 9 ) f (5 • 2 • 3 Q ) 
To find (5.2.29) it follows from (5.2.21) that the following 
integral has to be solved: 
(5.2.33) I* = f • • • • • • • •. • • • • f 



















(5.2.36) - -p-i lji.{L) = L 
J. J J 
From theorem 3.3.1 follows that 
(5.2.37) 
where 
I* = I (b .. ) I 
1.J 
d 












. -k d 










- B (n+k-j+1, m-p+1)} 
c 














To find (5.2.31) it follows from (5.2.22) that the following 







I*. I ············· f i~1 






= 11:-p (1 - i. )m-p 
l. l. I 
-p-i = i. 
J 
- -p-i 
lji.(i.) = i. 
l. J J 




I* = I (b .. ) I 
l.) 
d 




- Ba (n+p-i-j+1, m-p+1) - Bc (n+p-i-j+1, m-p+1) 












- -The c.d.f.s of LP and L1 , the largest and smallest 
characteristic roots of L:pxp, follow now as corollaries of 
theorem 5. 2. 3. The expressions for P (LP < d) and P (L1 < c) 
are identical to the corresponding expressions for 
P (c < 1.1 < LP< d) except for the determinant I (bij) I . Therefore 
onl_y the corresponding expressions for b. . will be given in 
. l.J 
corollaries 5.2.1 and 5.2.2 .. 
Corollary 5.2.1 
Let !;i: pxp rv NCCMB 1B(p, 
m, n, Q) then 
(5.2.45) P (L < d) = (5.2.29) p 
where 
00 {m+n-p+1)k 
(5.2.46) b .. = E Bd(n+k+1-j, 
l.J k=O (n-p+1)k k! 
Let !;i:pxp rv cr>IB 1 (p, m, n) then 




P(L <d) = (5.2.31) p 
b.·. = Bd(n+p-i-j+1) 
l.J 
m-p+1) 
By taking c = 0 in (5.2.30) and (5.2.31) the expressions 
(5.2.46) and (5.2.48) follow respectively. 
Remark 5.2.3 
(i) Let ~:pxp rv NCCMB 1B(p, m, n, Q); then De Waal 
(1968, p. 101 - 103) derived an expression for the 













and some zonal polynomials. This p.d.f. of L 
p 
leads to an expression for the c.d.f. of LP which 
also involves six summation signs and some zonal 
polynomials. The expression given in (5.2.45) for 
-the c.d.f. of L is from a computational point of p 
view better than the expression given by De Waal 
(1968). 
(ii) Approximate percentage points of the largest 
characteristic root LP of ~:pxp rv CMB 1 (p, m, n) 
are given by Pillai and Jouris (1972). 
(iii) Sugiyama (1972, p. 90). derived the following 
expression for the c.d.f. of £ when p 
!°:' : p x p rv CrvlB 
1 
( p , m , n ) : 
(5.2.49) Pc£ < d) p 
r (m+n) r (p) 




(m+n, p; n+p, d I ) 
f (m) r (n+p) P . 
. p p . 
The expression given in (5.2.47) is from a 
computational point of view better than (5.2.49). 
Corollary 5.2.2 
Let !;i:pxp rv NCCMB
1
B (p, m, n, Q) ; then 
(5.2.50) P(L
1 








. (n-p+ 1 ) k k ! 
{B(n+k+1-j, m-p+1J 












Let !;i:pxp "' CMB 1 (p, m, n) ; then 
(5.2.52) P(L1 < c) = 1 - (5.2.31) 
where 
(5.2.53) b .. = B(n+p-i-j+1, m-p+1) - B (n+p-i-j+1, m-p+1) . 1J . c . 
Proof 
By taking d = 1 in (5.2.29) and (5.2.31) the expressions 
(5.2.50) and (5.2.52) follow respectively. 
Remark 5.2.4 
Khatri (1964, p. 1810) derived the following expression 
for the c.d.f. of L1 when L:pxp "' CMB1 (p, m, n) : 
(5.2.54) P(L1 <c) = 1 -
where 
1-c 
.. TIP (p- 1 ) f (m+n) 
p . . 
r (p) r (m) r (n) 
p p p. 
I ca. . 2) I . l.+J-
(5.2.55) a .. 2 
= ( xm-p+i+j- 2 (1-x)m-p dx 
l.+J- J 
0 
= B1 (m-p+i+j-1, m-p+1) • -c 
It can be shown that 
I ca.+. 2 > I = I Cb .. > I l. J- l.J 
where b .. is given by (5.2.53) so that (5.2.54) is 
l.J 












In theorem 5.2.4 expressions for 
will be derived. 
P(O<L <•••<L <c<L <•••<L.<1) 
1 r r+1 p 
Theorem 5.2.4 






P(O<L <•••<L <c<L <•••<L <1) 
1 r r+1 p 
nip(p- 1 ) f (m+n) etr[-n] ~ (n~i+1) 1- 1 
P . 1 L:o.+L:a.. 
~~~~~~~~~~~~~1_=~~~~~~- L: L: (-1) 1 1 
P P 1 2 - i-1 r (m) f (n) IT (w. - w.) IT (m+n-i+1) 







I <b3 .. > I I <b 4 .. > I 1J . l.J . 
(m+n-p+1) k w~. 
~~~~~~~1 B (n+k-a..+1, m-p+1) 
c J (n-p+1) k k ! 
(m+n-p+1) k wk 
\) . 
1 




-B (n+k-B.+1, m-p+1)} , 
c J 
(i,j = 1, • • • ,p-r) 
and the rest of the symbols are defined as in theorem 3.4.1. 












(5.2.59) P(O<L <•••<L <c<t <•••<L <1) 1 r r+1 . p · 
TIP (p- 1 ) r (n+m) l:o. +l:a.. 
z:1 z:2 <- 1 ) 1 1 I Cb3iJ. > 11 Cb4iJ. >I = r (m) r (n) r (p) p p . p 
where 
(5.2.60) b 3 .. = B (n+p-o. -a. +1, m-p+1) , l.J c l. J (i,j=1,···,r), 
( i, j = 1 , • • • , p-r) 
and the rest of the symbols are defined as in theorem 3.4.1. 
Proof 
(5.2.56), (5.2.57), (5.2.58) 
The application of theorem 3. 4. 1 with g (1.) , <P. (t.) and ·ip. (i.) 
l. l. J l. J 










( m + n -p + 1 ; n -p + 1 ; w 
0 
x) dx , 
i 
0 
(i,j = 1,···,r) 
and 
c 
( i, j .= 1 , • • • , p-r) 












(5.2.59), (5.2.60), (5.2.61) 
The application of theorem 3. 4 .1 with g (1.) , <f>. (i.) and iJ!. {i.) 
1 1 J 1 J 














1 J m-p I 
n+p-v.-(3. 
= x (1~x) dx , ( i I j : 1 f 0 0 • I p-r) 
c 
and hence the theorem is proved. 
Remark 5.2.5 
An expression for P(O<L <•••<L <c<L <•••<L <1) when 1 r. r+1 p 
~:pxp ~ CMB1 (p, m, n) is also ~erived by Al-Ani (1972). 
From a computation~l point of view is there no difference 
between (5.2.59) and the result given by Al-Ani (1972). 
In theorem 5.2.5 expressions for 
P(O<L <•••<L <c<L <•••<L <d<L <•••<L <1) will be derived. 1 r · r+1 r+t r+t+1 ? 
Theorem 5.2.5 
Let ~:pxp ~ NCCMB 1B(p, m, n, n) 
then 
(5.2.62) P(O<i <•~·<£ <c<£ <•••<£ <d<i <•••<£ <1) . 1 r r+1 r+t r+t+1 p 
TI!p(p- 1 ) f (m+n) etr[-n] h (n-i+1)i- 1 
. . p i=1 . 
= 
- p p i-1 f (m) r (n) II (w. - w.) II (m+n-i+1) 












· Eo. +Eo~+Ea.. +Ea.~ 
·E3E4E5E6(-1) i i i i l(b8ij)ll(b9ij>ll(b10ij>I 
where 
(m+n-p+1) k -k 
00 wo. 
(5.2.63) b8 .. . E 
1 B (n+k-o,.i+1 m-p+1) = 1J c J , 
, 
k=O (n-p+1)k k! 
(i,j=1,•••,r) , 
(m+n-p+1 )k -k w 
00 a.. 
(5.2.64) b9 .. E 
1 
{Bd(n+k-a.j+1, m-p+1) = 1J k=O (n-p+1)k k! 




(5.2.65) b1 Oij = E 
1 
{B(n+k-'3~+1, m-p+1) 
k=O (n-p+1)k k! . J . 
- Ba (n+k-Sj+1, m-p+1) , (i,j = r+t+1, • • • ,p) 
and the rest of the symbols are defined as in theorem 3.5.1. 
Let ~:pxp 'V CMB1 (p, m, n) ; the.n 
(5.2.66) P(O<L <•••<L <c<L <•••<L <d<L <•••<L <1) 1 r r+1 · r+t r+t+1 p 
nP {p- 1). r . (m+n) 
r (m) r (n) r (p) 
p p p 


















= B (n+p-8.-8,+1 m-p+1.) , 
c . l. J ·' ( i I j~: 1 I • • • Ir) I 
(i,j=1,•••,t), 
b 10 .. = B(n+p-(3,-(3,+1, m-p+1) -Bd(n+p-(3.-(3,.+1, m-p+1) , l.J . l. J . . l. J 
(i, j = r+t+1, • • • ,p) 
and the rest of the symbols are defined as in theorem 3.5.1. 
Proof 
(5.2.62), (5.2.63), (5.2.64), (5.2.65) 
The application of theorem 3.5.1 with g(i.), ~. (i.) and '''· (i.) 
l. 't'l. J 't'l. J 





b8 .. J 
m-p 
1
F1 (m+ri-p+ 1 ; n-p+1 







bg .. J 
m-p 








b10ij = x J ( 1-x) 1F 1 (m+n-p ; n-p+1 ; w(3. x) dx 1 
l. 
d 
(i,j = r+t+1, • • • ,p) 












(5.2.66) t (5.2.67)', (5.2.68) I (5.2.69) 
The applidation of theorem 3.5.1 with g(i.), ~. (i.) and ~· (i.) 
l. l. J l. J 













. l. J 




.. J n+p-B. -B~ 
b10ij = x l. J (1-x)m-p dx (i,j =- r+t+1, • • • ,p) 
d 
and hence the theorem is proved. 
In theorem 5.2.6 expressions for fi ... i (ir+l'···,ir+t} 
r+1' ' r+t 
0 < Q, 
1
<•••<1 (O ~ r < r+t ~ p) will be derived. r+ r+t ' 
Theorem 5.2.6 
Let L:pxp ~ NCCMB1B(p, m, n, Q) then 
(5.2.70) 
= 
TI!p(p- 1 ) f (m+n) etr[-Q] p ... 

























........... "" "" <-1 > 1 1 1 1 I <b > 11 <b > I L..3L..4L..5L..6 13ij 14ij 
I o:n-J? (1-1 . )m-p 1F1 (m+n-p+1 ; n-p+1 ; w 2 . ) 
r+J r+J ai r+J 
p-a' 
i J. = 1 • • • t> 11 <i . 
1 
• i J. = 1 • • • t> I I . . I I .r+ J f I I I I 
O<°i <•••<t <1 r+1 r+t 
00 
. k 
(m+n-p+1)k w0 . 
E J. 
k=O · (n-p+1)k k! 





(i,j = 1,···,:c) , 
k ' 
(m+n-p+1) k w8 . 
~~~~~~~1 {B(n+k-8~+1, m-p+1) 
J (n-p+1)k k! 
-B1 (n+k-8~+1, m-p+1) ~ r+t J 
(i,j = r+t+1, • • • ,p) 
and the rest of the symbols are defined as in theorem 3.5.1. 
Let L:pxp ~ CMB 1 (p, m, n) then 
(5.2.73) 
= 
f I. · · · E 0, r + 1 ' ••• ' 1r + t ) 
r+l' ' r+t · 
TIP (p- 1 ) r (rn+n) 
p 
r (m) r (n) r (p) 
p p p 
n-a. 














1<1 1 ·i,j=1,···;t)l r+j I 0<1 1<•••<°£ <1 r+ r+t 
where 
(5.2. 74) =Bi (n+p-o.-6~+1, m-p+1.> , 
,1\,r+1 . l. J . 
(i,j=1,···,t)' 
(5.2.75) = B(n+p-f3.-f3~+1, m-p+1) -Bi (n+p-S.-f31:+1, m-p+1) , 
. ]. J . ,1\,r+t l. J . 
(i,j = r+t+1, • • • ,p) 
and the rest of the symbols are defined as in theorem 3.5~1. 
Proof 
(5.2. 70)' (5.2. 71)' (5.2. 72) 
The application of theorem 3.6.1 with g(i.), ~. (i.) and ~· (1.) 
l. l. J l. J 






b13ij = x 












x. J m-p -( 1-x) 1F 1 (m+n·-p+1 ; n-p+ 1 ; w8
. x) dx , 
l. 
i r+t 
(i,j = r+t+1,···,p) 













(5.2. 73) I (5.2. 74) I (5.2. 75) 
The application of theorem 3.6.1 with g(i.), ¢.(I.) and ~·(I.) 
1. 1. J 1. J 
given in (5.2.40), (5.2.41) and (5.2.42) respectively leads to 
(5.2.73) with 
-Jl r+1 
b13ij :: f 
0 
n+p-o.-o~ 
x · 1 J (1-x)m-p dx , (i,j = 1, • • • ,t) 
and 
1 
b14ij :: f 
I 
n+p-S.-S~ 
x 1 J (1-x)m-p dx , (i,j = r+t+1, • • • ,p) 
r+t 
and hence the theorem is proved. 
In theorem 5.2.·7 expressions for the joint p.d.f. of r 
unordered characteristic roots i.e. f- - (1 • 0 • 1 ) 
L ••• L 1' 'r ' 
( 1 . > 0 ; i = 1 , • • • , r) w i 11 be derived. 
l. 
Theorem 5.2.7 
1' I r 
Let L:pxp ~ NCCMB
1
B(p, m, n, n) then the joint p.d.f. of any 
r unordered characteristic roots of ~:pxp is given by 
(5.2.76) f- - (1 ••• 1 ) 
L ••• L 1' 'r 1 I I r 








p ! r (m) r (n) p p 
p 
IT (w.-w.) 

























(m+n-p+1 ; n-p+1 
t=1 
00 




b18'. = (p-r)! . 1..J r 
k=O (n-p+1)k k! 
vi 
B(n+k-S.+1, m-p+1) , . J . 
(i,j = 1, • • • ,p-r) 
and the rest of the symbols are defined as in theorem 3.4.1 • . 
·Let L:pxp 'V CMB
1 
(p, m, n); then the joint p.d.f. of any r 





f- - (1 ..• 1 ) L ••• L 1' ' r 
1' ' r 
7Tp (p- 1 ) r (m+n) 
p 
p! r (m) r (n) r (p) 
p p p 
ra.+ra.. 





b17ij = r lt i J (1-1 )m-p ' 













(5.2.81) b 18ij = (p-r) ! B(n+p-vi-Sj+1, m-p+1) , (i,j = 1,···,p-r) . 
and the rest of the symbols are defined as in theorem 3.4.1. · 
Proof 
(5.2. 76) I (5.2. 77) I (5.2. 78) 
The application of theorem 3.7.1 with g(1.), ¢. (i.) and~· (1.) 
1 1 J 1 J 






b18ij = (p-r) ! J 




(m+n-p+1 n-p+1 w x) dx v. 
1 
0 
and hence the theorem is proved. 
(5.2.79), (5.2.80), (5.2.81) 
-The application of theorem 3.7.1 with g(i.), ¢. (i.) and ~· (1.) 
1 1 J 1 J 

















b18ij = (p-r)! x i J (1-x)m-p dx' (i,j = 1, • • • ,p-r) 
0 
and hence the theorem is proved. 
Remark 5.2.6 
Waikar, Chang and Krishnaiah (1972) derived the following 
expression for the joint p.d.f. of any r unordered 
characteristic roots when !:':pxp 'V NCCMB
1
B(p, m, n, Q): 
(5.2.82) 
= 
f- - (t • 00 1 ) 
L ••• L 1' 'r 1 I I r 








K k! [n] 
. K 
a. . i i 
- i -n-p (1-1.)m-p 
it ii 1. . o. 
1. 
(p-r)! B(k +p-a.-o.+n+1, m-p+1) , 





C (I ) 
K p 
where the symbols are defined as in remark 4.2.5. It is 
clear that the expression for the joint p.d.f. of any r 
unordered roots of L:pxp 'V NCCMB~B(p, m, n, n) given in 
- I . 
(5.2.76) is in a much simpler form than the expression 












5.2.3 P.d.f.s of functions of the characteristic roots of the 
complex beta type 1 ma tr ix 
In theorem 5.2.8 the p.d.f .s of and 
p 
I I - LI = IT ( 1 - L. ) for L: pxp 'V CMB1 (p·, m, n, E, <I>) and P - . 1 l. ,, l.= 
~:pxp 'V NCCMB1B(p, m, n, Q) are derived in terms of Meijer's 
G-function. 
Theorem 5.2.8 











Gp IL! n+k.~j+1 
J . 
f I I - L I ( I Ip - L I ) 
p -
rp (m+n) 1 





E · E 
k=O K 
[n] [m+n] 
__ K ____ K C (I - E ¢-1) 
K p 
k! 












Let !:':pxp 'V NCCMB
1
B(p, m, n, Q); then 
(5.2.85) 
r (m+n) oo [m+n] c· (n) 
= P etr [ -n] IL, - 1 l: l: K K 
f (n) k=O K [n] k! p K 
[ l
m+n+k.-j+1 l 






= __,P.____ etr [-n] I I - L 1-1 r (m) p 
p 
G II -LI J [ l
m+n+k.-j+11l~ 






[m+n] ___ KC (Q) 
K k! 
0 < ILi < 1 • 
·These four results follow from (5.2.3), (5.2.4), (5.2.8) and 
(5.2.9) respectively by using theorem 2.5.3. 
I 
Remark 5 . 2 . 6 
(i) The expressions for f I I _LI (I Ip - LI) given in 
p -
(5.2.84) and (5.2.86) are also derived by Pillai 
and Jouris (1971, p. 518 - 520). 
(ii) Asymptotic expansions for the p.d.f .s of l!:il 
and II - LI are d~rived by De Waal (1968, p. 97- 100). 
p -












expressions for fl~I <ILi) and f I I - LI { I Ip - LI ) 
p -
(for p = 2 and p = 3 can be obtained in the 
non-central linear case i.e. when rank(Q) = 1. 
(iv) As in the real case (cf. De Waal, 1968, p. 47 and 
Greenacre, 1972, p. 64- 66) it is possible to derive 
the p. d. f. s of tr L , tr (L {I - L) - 1 ) and 
. - p -
tr((I -L)L- 1 ). These p.d.f.s are however 
p - -
convergent only for tr L < 1 , tr (L (I - L) - 1 ) < 1 
p 
and tr ((Ip - L) L- 1 ) < 1 and will therefore not be 
considered here. 
(v) The moment generating function of tr L and 
tr (Ip - ~) when !':':pxp rv NCCMB 1B (p, m, n, Q) and 
of trL when ~:pxp rv CMB
1 
(p, m, n, E, ~) are 
derived by De Waal (1968, p. 105). 
5.3· THE GENERALISED SAMPLE MULTIPLE COHERENCE MATRIX ~:qxq 
5.3.1 The definition, p.d.f. and moments of R:qxq and ~R 
Let !:px1 rv CN(p, µ, E) and let !(1 ) ,•••,!(N) be a random 
sample of N observations on !:px1 , (N > p) ; then 
(S.3.1) A:pxp = 
N -
E (Z -Z)(Z -Z)' -a - -a -a.=1 
N 
(! = 1 · E Z ) 
N a=1 -a. 
has the central complex Wishart distribution i.e. 












Let ~:px1 •be partitioned into two sets of components: 
(5.3.2) ~:px1 
Partition E:pxp and A:pxp accordingly: 
(5.3.3) E:pxp = A:pxp 
Definition ·s.3.1 (Troskie, 1969, p. 119) 
= [~11 :qxq 
- ~21: rxq 
.~12:qxr] 
~22 :rxr 
The generalised sample multiple coherence matrix between the two 
sets z< 1 >:qx1 und z< 2 > :rx1 is defined as 
(5.3.4) R:qxq 
-l -1 -! 
= ~11 ~12 ~22 ~21 ~11 
The generalised population multiple coherence matrix is defined 
accordingly as 
(5.3.5) P:qxq 
The characteristic roots of R:qxq, co < r~ < • • • < r~ < 1 > , and 
p: qxq I (O < p~ < • • • < p~ < 1) , are the squares of the sample and 
population canonical correlation coefficients respectively. 
The matrix ~:qxq can be written as 
(5.3.6) 
-l -l 















= ~11-~12 ~22 ~21 "'CW(q, n-r, r11.2) 1 
(5.3.8) ~:qxq 
-1 
= ~12 ~22 ~21 "'NCCW(q, r, r11.2' Q) ' 
(5.3.9) 




(5.3.11) Q:qxq -1 . B~22 B' = r11. 2 
From (5.3.6), (5.3.7) and (5.3.8) follows that R:qxq given 
~ <2 > = ~ <2 > , (i.e. given A22 :rxr) is conditionally distributed 
as a NCCMB 1B(q, n-r,. r, Q) -variate. In theorem 5.3.1 the 
unconditional p.d.f., the unconditional symmetrised p.d.f., the 
unconditional joint p.d.f. of the characteristic roots and the 
uncondition&l moments of R:qxq are considered. The following 
lemma will be used in the proof of theorem 5.3.1: 
Lemma 5.3.1 
Let A:pxp, B:pxm and C:mxm be real or complex matrices with 
IAI ~ 0 and IC I ~ 0; then the following three identities hold: 
(5.3.12) (A + B c B I )- 1 = A - 1 - A- 1 B ( c - 1 + B I A - 1 B) B I A - 1 I 













(5.3.12), (5.3.13), (5.3.14) Morrison (1976, p. 68- 69). 
Theorem 5.3.1 
Let ~:qxq and P:qxq be defined as in definition 5.3.1; then: 
The unconditional p.d.f. of R:qxq is given by -
(5.3.15) 
r (n) II -Pin IRlr-q Ir -Rln-r-q 
= _q q q . 








0 < R <I q 













rq(n) II -Pin IRlr-q II -Rln-r-q 





(n, n;r;P, R) I O<R = R' <I I q 
(5.3.20) 
= 
r (n) r (r+h) 




(n, n, r+h; n+h, r; P) 




r (n) r (n-r+h) 




(n, n; n+h; P), 
r (n+h) r (n-r) 
q q 
the unconditional p.d.f. of ~R is given by 
(5.3.22) 




(5 3 23) D
. (-2 . -2) 













(5.3.15) Troskie (1969, p. 120). 
(5.3.19) 
The symmetrised conditional p.d.f. of R:qxq follows from 
( 5. 3. 6) , ( 5. 3. 7) , ( 5. 3. 8) and ( 5. 2. 7) as 
(5.3.24) 
etr[-n] rq(n) 
= - IRlr-q II -Rln-r-q -1F1 (n i r i n I R) • 
rq(n-r) rq(r) q ' 
Since ~22 :rxr ~ CW(r, n, E22 ) , multiply fcsym(RjA22 > with 
fA (A22 ) and integrate w.r.t. A22 :rxr, i.e. 
-22 
(5.3.25) fcsym(R) 
r (n) !Rlr-q II -Rln-r-q 
= ~~q~~~~~~~q"--~~~- I* 
r q ( n - r) rq(r) rr(n) IE22ln 
where 
(5.3.26) I* = 
J 
- - -1 -1 - -1 -1 
2F 1 (n, n ; r ; B' E 11 . 2 B (E 2 2 + B' E 11 • 2 B) , R) , 
















= I I - Pl q 
- -1 -1 - -1 -1 
B 
1 
E 11 • 2 B ( [ 2 2 + B '· [ 11 • 2 B) 
(from ( 5. 3 • 1 4) ) 
B E
22
>., (from (5.3.12)) 
Substitution of (5.3.28) and (5.3.27) into (5.3.26) and (5.3.26) 
into (5.3.25) leads to (5.3.19). 













The application of corollary 2.7.1 and theorem 3.2.1 leads to 
(5.3.22). James (1964, p. 491) originally derived (5.3.22). 
Remark 5. 3. 1 
The unconditional symmetrised p.d.f. of ~:qxq follows also· 
from ( 5. 3. 15) and ( 2. 7. 1 ) as 
(5.3.29) f csyrn (R) = I* 
where 
(5.3.30) I* = J n-q [ -1 J I G I etr - I 11 . 2 G 
U(p) G=G'>O 
dG dU • 
Change the order of integration then follow~ from (2.3.4) that 
(5.3.31) I,i: = J 
G=G'>O 












5.3.2 Certain marginal distributions of the characteristic roots 
of ~:qxq 
In theorem 5.3.2 it is shown how the central and non-central 
unconditional p.d.f .s of ~R can be written in a form such that 
the random components are in the form given in (3.2.3), by using 
theorems 2.2.8 and 2.3.6. 
Theorem 5.3.2 
Let ~:qxq and P:qxq be defined as in definition 5.3.1; then 
(5.3.32) 
1T!q{q- 1 ) r {n) II -Pin fi (r-i+1)i- 1 
q q i=1 
~~--~~~~~~~ ~~~~~~~~~~-
r {n-r) r (r) ~ {p~ - p~) { ~ (n-i+1) i- 1 }2 
q q i>j l. J i=1 
fi (r~)r-q (1-r~)n-r-q 
. 1 l. l. i= 
I {2F 1 
(n-q+1, n-q+1 r-q+1 • P ~ r ~ l l I I < < r ~ l q- i l I 
I J_ J J f 
Let R:qxq be defined as in definition 5.3.1 and L: 12 :qxr = 0 





1T r (n) fi (r21)r-q (1-r~)n-r-q 
q i= 1 l. 
r . (n-r) r (r) r (q) 
q q q 













Tiq(q-1)_f (n) Ir -Pin ~ (r~)r-q 
q q i=1 1 
fD (DR) = ----------------~--------------------~ 
-R f (n-r) f (r) f (q) 
q q q 
(1-r~)n-r-q 
. 1 
From (2.2.41), (2.3.14) and (2.3.15) follows that 
(5.3.35) 
q i-1 
fq(q) .rr (r-i+1) 1< 2F 1 (n-q+1, 1=1 
1 1 -2 -2 I n-q+ ; r-q+ ; p. r. ) ) 
1 J = -~~~~~~~~~~~~~~~~~~~~~~~~~~ 
!qCq-1) qrr c-2 -2) 
1T . p.-p. 
i>j 1 J 
2 . q . 1 •) I ((r.)q-i) I { rr (n-i+1) 1 - }~ 
J i=1 




:qxr=O in (5.3.22); then (5.3.33) follows from (2.2.41). 
Remark 5.3.2 
By using (2.2.42), it follows that the non-central p.d.f. of 
~R can also be written as 
(5.3.36) 
lTq(q- 1 ) r (n) II -Pin 
q q 
r (n-r) r (r) r (q) 
q q q 
[n] 
K 
[n] C (P) 
K K 2: . 2: 
k=O K [r] K k! C (I ) 
K q 
q k.+q-i 
x_[K](1} n (r~)r-q (1-r~)n-r-q 1«r~) i >I 
i=1 1 1 J 












results than (5.3.36) because (5.3.32) does not involve 
zonal polynomials. 
The random component in (5.3.32), the non-central unconditional 
p.d.f. of !?R ' corresponds with the random component in the p.d.f. 
when ~:pxp ~ NCCMB
1
B(p, m, n, Q) • of !?L ' given in (5.2.21), i.e. 
By replacing: 
(i) p with q 
' 
(ii) m with n-r 
' 
(iii) n with r , 
(iv) l. with -2 r. 
' J J 




(m+n-p+1; n-p+1 w. l.) with 
l. J 
2F 1 
(n-q+1, n-q+1 r-q+1 -2 -2) p. r. 
l. J 
in the random compon nt in (5.2.21) the random component in 
(5.3.32) follows. It is also clear that the random component~in 
the central p.d.f. of ~R corresponds with the random component 
in the p.d.f. of ~L when ~:pxp ~ CMB 1 (p, m, n) . Because of 
these similarities between the p.d.f .s of !?L and !?R, the 
marginal distributioDs of the characteristic roots of ~:qxq can 
be obtained from the marginal distributions of the roots of L:pxp , 
deri,ved in theorems 5. 2. 3 - 5. 2. 7 and corollaries 5. 2. 1 and 5. 2. 2. 
By replacing the consiant and making the replacements, mentioned 
above, in the marginal disti.:ibutions of the l.'oots of !;i: pxp , the 
marginal distributions of the roots of ~:qxq follow. Thus the 
( 
marginal distributions of the roots of ~:qxq will not be derived 
here. 













intermediate characteristic root and the p.d.f. of any s 
unordered characteri~tic roots of R:qxq are derived in the 
literature. In remark 5.3.3 these expressions are compared 
with the corresponding expressions which follow from the 
expressions derived in corollary 5.2.1 and theorems 5.2.4 and 
5.2.7. 
Remark 5.3.3 
(i) De Waal (1968, p. 137-138) derived an expression for 




~:qxq, when ~R has the p.d.f. given in (5.3.22). 
This expression involves five summation signs and some 
zonal polynomials and leads to an expression for the 
c.d.f. of R2 which also involves five summation 
q 
sign::: and some zonal polynomials. From (5.3.32) 
along the 
expression 





P (R2 < a) 
q 
in corollary 5.2.1 an 
follows as 
J. ( 1) q 'i-1 
n 2 q q- r (n) II -Pin II (r-i+1) I (b .. ) I 
q q i=1 . lJ 
r (n-r) r (r) ~ (p~ - p~) { ~ (n-i+1) i- 1 }2 
q q i>j 1 J i=1 
where 
( 1) ( 1) ( -p2.)k 
and 




n-q+ k n-q+ k i 
(r-q+1)k k! 
Bd(r+k+1-j, n-r-q+1) . 
This expression for P (R2 < d) is from a computational 
q 
point of view better than the result derived by 












(ii) Khatri (1969) derived the following expression for 
(5.3.39) 
= 
-2 -2 -2 -2 
P ( 0 < R1 < • • • < Rt < c < Rt+ 1 < • • • < ~q < 1 ) when !?R 
has the p.d.f. given in 5.3.22: 
-2 -2 -2 -2 . . 
P(O < R1 <•••<Rt< c < Rt+ 1 < • •• < Rq < 1) 
r (n) Tiq(q- 1 > II -Pin 
q q 
00 [n] [n] C (P) 
K K K L: L: 
r (n-r) r (r) r (q) 





denotes the summation over the combination 
(o < • • • < o > q t+1 and ( o < • • • < o 1 ) . t 
b .. = lJ 1
B (r+k.+q-o.-j+1, n-q-r+1) , c J , l. . 
(i=1,··~,t; 
LB(r+k.+q-o.-j+1, n-q-r+1) J l. 
j=l,···,q) 
-Bc(r+kj+q-oi-j+1, n-q-r+1) , 
(i=t.+1,···,q; j=1,•••,q). 
From (5.3.32) and along the same lines as in theorem 
5.2.4 an expressiron for 
-2 -2 -2 
P ( 0 < R1 < • • • < Rt < c < Rt+ 1 < 



















-2 . -2 -2 -2 
P ( 0 < R1 < • • • < Rt < c < Rt+ 1 < • • • < Rq < 1 ) 
1T!q(q- 1 ) r (n) II -Pin 
q q 
r (n-r) r (r) ~ (p~ - p~) 













b3 .. = 2: 
J. B (r+k-a.+1, n-r-q+1) 
l.J k=O (r-q+1) k k ! c J 
(i,j=1,···,t) 
00 
(n-q+1) k (n-q+1)k c-2 Pv. )k 
b4 .. 
... J. {B(r+k-f3.+1, n-r-q+1) = L. 




( i I j : 1 I o o o f q "* t ) 
and the rest of the symbols are defined as in theorem 
3.4.1. It is clear that the expression given in 
(5.3.40) is from a computational point of view better 
than the expression derived by Khatri (1969). 
(iii) Waikar, Chang and Krishnaiah (1972) derived the 
following expression for the p.d.f ~ of any s 
unordered characteristic roots of R:qxq when E>R 

















~ c-2 -2> 
~-2 -2 r1,···,rs 
R
1
, • • • R 
' s 
7Tq(q- 1 > r (n) II -Pin 00 [ni [n] C (P) q .. q .J K K K E E ~~~~~~~-
r (n-r) r (r) r (q) 
q q q k = O K (r] k! C (I ) . K K p 
k +2q-a..-o. 
q 2 a.. i i 




(q-s)! II B (k +q-a.. -o. +r+1, n-r-q+1) , 
i=s+1 a.i i i 
(O<r~<1, i=1,···,s) 
where the symbols are defined as in. remark 4. 2. 5. 
From (5.3.32) and along the same lines as in theorem 
5.2.7 an expression for the p.d.f. of any s 
unordered roots of R:qxq follows as 
( ) ( -2 -2) 5.3.44 f_ 2 _2 r 1 ,···,rs R1 I ••• R 
I S 
7T!q(q- 1 > r (n) II -Pin ~ (r-i+1)i- 1 
q q i=1 
= 
q! r (n-r) r (r) ~ (p~ - p~) { ft (n-i+1) i-1 }2 
q q i>j i J i=1 
Eo.+Ea.. 




















(n-q+1, n-q+1 ; r-q+1 (i,j = 1,···,s) 
00 
( 1) ( 1) (p-~.)k n-q+ k n-q+ k v 




B(r+k-(3j+1, n-r-q+1), (i,j=1,···,q-s) 
and the rest of the symbols are defined as in theorem 
3.4.1. It is clear that the expression in (5.3.44) 
is in a much simpler form than the expression given in 
(5.3.43). 
5.3.3 P.d.f .s of functions of the characteristic roots of R:qxq 
Troskie (1969, p. 120) showed that the p.d.f.s of 
q -2 IR I = TI (R. ) 
. 1 J. i= 
q -2 I I -RI = ·TI ( 1-R.) can be written in the non-central linear 
q - i= 1 J. 
and 
case as the product of q· independent Beta-variables. Pillai 
anG. Jouris (1971, p. 520 - 521) derived the non-central p.d.f. of 
!Iq-~1 in terms of Meijer's G~function. They also derived the 
central p.d.f. of tr~ for q= 2. Expressions for the exact 
non-central p.d.f.s of l~I and IIq-~1 are derived by Money 
( 1 9 7 2, p. 8. 1 - 8. 12) in the linear case for q = 2 and q = 3 • 
Hart (1974, p. 9.1 - 9.3) gave an algorithm which can be used to 
calculate percentage points and powers when l~I 




: L 12 :qxr = O 
in the linear case. Expressions for the asymptotic expansions of 
the p.d.f.s of l~I and IIq-~1 are derived by De Waal (1968, 












5.4 THE COMPLEX MULTIVARIATE BETA TYPE 2 DISTRIBUTION 
5.4.1 The p.d.f., moments and the joint p.d.f. of the 
characteristic roots of complex beta type 2 matrices 
Let A:pxp ~ CW(p, m, L), B:pxp ~ NCCW(p, n, ~' Q), 
- .... ! -l - l -1 l 
y:pxp = B 2 AB 2 and Z :pxp = ~ 2 A ~ 2 ; then V:pxp and 
Z:pxp -
and 2B 
have the non-central complex multivariate beta type 2A 
distributions respectively. These distributions will 
be denoted by: 
and 
The p.d.f. and moments of y:pxp and !?v are given by De Waal 
(1968, p. 111 - 113) for certain specifications of the parameter 
matrices. These results as well as· the symmetrised p.d_.f. of 
V:pxp and Ev are given in theorem 5.4.1. 
Theorem 5.4.1 
Let ~:pxp ~ CW(p, m, L} and ~:pxp ~ NCCW(p, n, ~' Q), 
·rank Q = p and A:pxp and B:pxp be independently distributed; 
-l -l 
then the p.d.f., symmetrised p.d.f. and moments of y:pxp = ~ 2 ~~ 2 
and !?v are given below for certain specifications of L:pxp, 
<I:i:pxp and Q:pxp . 















r (m+h) r (n-h) 




( n-h ~ n ; n) 
r (m) r (n) 
p. p 
( ii ) z:: : p x p ;t it> : p x p , Q : p x p = O , i . e • V: px p 'V CMB 
2 
A ( p , m, n , r. , it> ) 
(5.4.3) 
I BI m+n-p~ dB , V = V 1 > 0 • 
(5.4.4) fcsym(V) 
r (m+n) 
= P 1z::-1 it>lm lvlm-p 1FO(m+n; ~z::-1 it>, V} ' 
r (m) r (n) 
p p 
v = V' > 0 I 11 z::- 1 qi II < 1 • 
(S.4.5) 
Tip(p- 1 > r (m+n) 
= ---- _,P.___ _ 
r (m) r (n) r (p) 
p p p 
p (- - )2 IT v.-v . 
. >. J_ J 
J_ J 
- . -1 













(iii) l::_pxp = <P:pxp, i.e. V:pxp "'NCCMB
2











etr[-n] !vlm-p J -1 ! -1 ! etr [ - ( L B + B 2 l: B 2 V) J r (m) r (n) IElm+n 
p p B=B'>O 
fcsym(V) 
·r (m+n) etr[-n] 
P jvjm-p II +Vl-(m+n) 
r {m) r (n) p 
p p 
V=V'> 0. 
r (n+h) r (m+n) 





r (n) r (m+n+h) 
p p 
E(!V(I +V)- 1 !h) 
- p -
r (m+n) I- (m+h) 




(m+n; m+n+h; Q) 
r (m) r (m+n+h) 
p p 
Tip(p- 1 > r (m+n) etr[-n] 
P ID 1m-p1:f.+n1·r(m+n) v . p v . ., r (p) r (m) r (n) '~ ) 
p p p -~ 
. 1F 1 (m+n ; n ; Q, 
o < v
1 
< ••• < v p 
p - - ) 2 IT (v. - v. 












{iv) · Z:::pxp = <P:pxp, Q:pxp = O, i.e. y:pxp rv CMB
2 
(p, m, n) 
(5.4.11) 
r (m+n) 
P . IVlm-p IIP+Vl-(m+n) , 
r (n) r (m) 
p p 
V = V' > 0 
Proof 
(5.4.1) De Waal (1968, p. 111). 
(5.4.2) 
(5.4.12) EC!ylh> = J lvlh fV(V) dV 
V=V'>O 
= etr[-n] I* 
r (m) r (n) I l: Im I <PI n p p 
where 







(n ; Q <P B) dB dV . 
~hanging of the order of integration and integration w.r.t. V:pxp, 
using (2.3.5), leads to 
(5.4.14) I*= fp(m+h) jz::jm+h f 
B=B' >O 
- -1 OF 
1 
(n ; Q <P B) dB 
= rp(m+h) rp(n-h) 1z::1m+h i<Pln-h 1F1 (n-h; n i Q) I 












Substitution of (5.4.14) into (5.4.12) leads to (5.4.2). 
(5.4.3) 
Let S"2:pxp=O in (5.4.1); then (5.4.3) follows. 
(5.4.4) 
(S.4.15) fcsym(V) = 
where 
(5.4.16) I* = f f 
U(p) B=B'>O 
dB dU . 
Change the order of integration, then: 
(5.4.17) r* = f etr [-<P-




1 BJ IBlm+n-p - -1 dB = 0
F
0
(-BL: ,V) I 
B=B' >O 
(from (2.3.4)) 
(from ( 2. 3. 5) ) . 
- _1 
From definition 2.3.2 follows that 1F 0 (m+n; L: 
1 
<Ji, V) is 
convergent for II L:- 1 <Ji II < 1 or II V II < 1 . Substitution of 













The.application of corollary 2.7.1 and theorem 3.2.1 leads to 
· (5.4.5). .,· ........ '. 
(5.4.6) 
Let E:pxp = ~:pxp in (5.4.1); then (5.4.6) follows. 
(5.4.7) 
(5.4.18) fcsym(V) = 
where 
(5.4.19) I* = J 
etr[-n] lvlm-p r* 
r (m) r (n) I L I m+n p p . 
J 
U(p) B=B'>O 
~ F 1 ( n i n L - 1 B) dB du • 
-
Changing of the order of integration and integration over the 
unitary group, using (2.3.11) and (2.3.4), leads to 
(5.4.20) I* f IBlm+n-p 0F 1 (n ; QE-
1 B) - -1 I +V) dB = 0F 0 (-BE , p 
B=B'>O 
= f IBlm+n-p OF 1 (n ; m:;-
1 B) f etr[-BL-
1U(I +V)U~ p . 
B=B' >O u (p) . 
~ dU dB . 
Changing of the order of integration and integration w.r.t. B:pxp, 












(5.4.21) I* = r (m+n) 1z.:1m+n II +vj-(m+n) p . p . 
J 




(m+n; n; QU(I +V) U') dU 
. p ' 
U(p) 
-r ( ) I " I m+n I 1- (m+n) - ( ,.., = p m+n '-' Ip +V .1 F 1 m+n ; n ; H, 
Substitution of (5.4.21) into (5.4.18) leads to (5.4.7). 
(5.4.8) De Waal (1968, p. 112). 
(5.4.9) 
Using (2.3.8), then (5.4.9) follows from (5.4.7). 
(5.4.10) 
The application of corollary 2.7.1 and theorem 3.2.1 leads to 
(5.4.10). This result is also derived by De Waal (1968, p. 113) 
and James (1964, p. 490). 
(5.4.1 i) 




Let · l.::pxp = I ~ ¢:pxp; then by using (2.3.5), an 
p 
expression for fv(V) follows from (5.4.1) as 
r cm+n> etr[-rl] I _1 i-<m+n> = P Iv I m-p ¢ + v 
r (m) r (n) [¢[n 
p p 
(ii) De Waal (1968, p. 117- 120) also proved that if 












as a non-central multivariate beta type 2 p.d.f. 
multiplied with the product of independent single-
variable beta type 2 p.d.f.s. 
In theorem 5.4.2 the p.d.f., symmetrised p.d.f. and moments of 
J -·1 .l 
~:pxp = ~ 2 ~ ~ 2 and ~Z, for different specifications of _the 
parameter matrices, are given. These different p.d.f .s of 
~:pxp follow clearly from the corresponding p.d.f .s of y:pxp 
-1 by making the transformation z = V • 
Theorem 5.4.2 
Let ~:pxp ~ CW(p, m, L) 
rank Q=p and A:pxp and 
and B:pxp ~ NCCW(p, n, <P, Q) , 
B:pxp be independently distributed; 
then the p.d.f., symmetrised p.d.f. and moments of 
.l -1 .l 
~: pxp = ~ 2 ~ ~ 2 and ~ Z are given below for certain 
<P:pxp and D.:pxp. specifications of L: pxp , 
(i) L:pxp ~ <P:pxp, i.e. ~:pxp ~ NCCMB
2
B(p, n, m, L, <P, Q) 
(5.4.23) 
= J e tr [ - ( <P -· 1 B + B ! L - 1 B ! Z - 1 ) J 
B=B'>O 
(5.4.24) 
rp(m-h) fp(n+h) -1 h [ ] -
= IL <PI etr -s-2 1F1 (n~h ; n ; m . 
r (m) r (n) 
p p ' 
(ii) L:pxp ~ <P:pxp, Q:pxp = 0, i.e. Z:pxp ~ CMB
2
B (p, n, m, L, <P) 
(5.4.25) 
l zi,-Cm+p) J 1 ~ 1 .l 1 = etr [ - ( <P - B + B L - B 2 Z - ) J 












(5.4.26) fcsym (Z) 
221 
= rp(m+n) ir-1 <Pim 
r (m) r (n) p p . 
- -1 . -1 1 
1P0 (m+n; -r <I>, z ) , Z=Z' >O, !Ir- <r>ll <1 
Tip(p- 1 > r (m+n) 
(5.4.27) fD (Dz) = 1r-1 <Pim IDzl-(m+p) 
-Z f (m) f (n) r (p) p p p 
PIT (- - ) 2 F- ( -"' -1 n- D-1 ) · z. - z. 
1 0 
m+n ; [., '*', Z 
i>j l. J 
o < z1 < • • • < zP , II z~
1 
<I> II < 1 • 
(iii) r:pxp = <I>:pxp, i.e. Z:pxp 'V NCCMB
2




etr [.,-n] I z I - (m+p) J 1 1 1 ;i, 1 - - · · etr [- (L- B + B 2 L- B 2 Z- )] 
r (n) r (m) 1r1m+n 
p p B=B I >O 
IBl




(n ; Q L B B , Z=Z'>O. 
fcsym(Z) = 




lzln~p II +zl-(m+n) 
r (n) p 
p 
F- ( " Z(I +Z)- 1 ) 
1 1 m+n ; n ; ~6, p 















r (m+n) etr(-n] r (m+h) 
E (j (I + z) -1 I h) = _P.,_ _____ __._P __ 





(m+n; m+n+h; n) • 
f (m+n) r (n~h) etr[-n] p . p 
r (n) r (m+n+h) 
p . p 
2F 2 (m+n, n+h; n, m+n+h; n) • 
Tip(p- 1 > r (m+n) etr[-n] 
fD (Dz) = P ID 1n-p 
- z r (m) r (n) r (p) z 
II.+Dzl-(m+n) 
p . 




(iv) E:pxp = ¢:pxp, n:pxp = 0 I i.e .. ~:pxp 'V,CMB2 (p, n, m) 
(5.4.33) 
r (m+n) 
P jzjn-p II +zj-(m+n) . : 
r (m) r (n) p 
p p 
Proof ' 
(5.4.23) I (5.4.25) t (5.4.26) I (5.4.27) I .(5.4.28) t (5.4.29) 
{~~~~.> , ( 5. 4. 3 3) 
In ( 5 • 4 . 1 ) , ( 5 . 4 • 3 ) , ( 5 • 4 • 4 ) , ( 5 • 4 • 5 ) , ( S . 4 • 6 ) , ( 5 . 4 • 7 ) , ( 5 . 4 • 1 0 ) 
and (5.4.11) make the transformation 
(5.4.34) z = v- 1 












(5.4.35) V= z- 1 • 
The jacobian of (5.4.35) follows from (2.2.8) as 
(5.4.36) J(~ -r Z) = 1z1-2P 
Hence the results for ~:pxp follo~. 
(5.4.24) 
(5.4.37) etr [-n] r* 
rP<m> rP<n> IL:lm l<Pln 1 
where 
(5.4.38) l* = 
1 
lzlh-(m+p) J 
Z=Z1 >O B=B'>O 
Change the order of int~gration; then 




(5.4.40) l* = 
2 J 
Z=Z' >O 
In (5.4.40) make the transformation 
. -1 
transformation Z = Y and jacobian, 
y = z- 1 with inverse 
-2p 















= r (m-h) 1z:1m-h IBlh-m' (from (2.3.5)) .. p 
Substitution of (5.4.41) into (5.4.39) leads to 





( n ; Q <P - 1 B) dB · 




(n+h; n; Q) , 
(from (2.3.5)) . 
Substitution of (5.4.42) into (5.4.37) leads to (5.4.24). 
(5.4.30), (5.4.31) 
·These two expressions follow from (5.4.29) by using (2.3.9). 
Remark 5.4.2 
Let l::pxp =Ip~ <P:pxp; then an expression fo£ fz(Z) 
follows from (5.4.23) as 
\ 
(5.4.43) 
r (m+n) etr[-n] 
= -P lzl-(m+p) l<P-1 + z-11-(m+n) 
r (m) r (n) !<Pin 
p p 
- -1 -1 -1 -1 -
1
F 1 (m+n ; n ; Q<P ( <P + z ) ) , z = z' > o • 
5.4.2 Certain marginal distributions of the characteristic roots 
of complex beta type 2 matrices 
In theorem 5.4.3 it is shown how the p.d.f.s of ~V and ~Z, 












and ~:pxp ~ CMB2 (p, m, n), can be written in a form such that 
the random components are in the form given in (3.2.3). 
Theorem 5.4.3 
Let V:pxp ~ NCCMB2A(p, m, n, Q) then 
(5.4.44) 
TIJp(p- 1 ) f (m+n) etr[-n] Tu (n-i+1)i- 1 
p i=1 f D (DV) = ~~~~~~~~~~~~~~~~~~~ 
v p p i-1 - r (m) r (n) .. II (w. - w.) II (m+n-p+1) 




vi:i-p c1+v.>-<m+n>+2(p-1> I«~ . >p-i> I 
i i 1 +v . 1 p-J+. 
; w . ( 1 +v . + 1 > -
1 
> ) I , 
l . p-J 
0 < "1 < e • • < V p 





p p i-1 
f (m) r (n) II (w. - w.) IT (m+n-i+1) 




zi:-p (1 +z. > - cm+n) +2 <p-1 > I ( <~> p-i> I 
i 1 1+z. 
J 
••• < z 
p 













(5.4.46)" fD (DV) = ~~~~----=~~~ IT v~-p (1+v.)-(m+n)+2(p-1) 
-V r (m) f (n) r (p) i=1 1 1 
nP (p- 1 ) r (m+n) 
p p p 




F~om (2.2.50) and the fact that 
it follows that (5.4.10) can be written as 
(5.4.47) 
= TIP (p- 1 ) r p (m+n) etr [-Q] 
r (p) r {m) r (n) 
p p p 
••• < v 
p 
~ v~-p <1 +v. > - <m+n> +2 <p-1 > I «-1- > p-1> 12 
1=1 l. l. 1 +ttp-j+1 
From (2.2.41), (2.3.14) and (2.3.15) follows that 
(5.4.48) 
p i-1 





IT (w. - w.) 












- - -1 ; w . ( 1 +v . 1 > » I 1. p-J+ 
p . 1 
II (m+n-i+1) 1 -
i=1 
Substitution of (5.4.48) into (5.4.47) leads to (5.4.44). 
(5.4.45) 
From (2.2.52) follows that (5.4.32) can be written as 
(5.4.49) 





zi:-p (1 +z. )- (m+n) +2 (p-1) 
1. 1. r (m) r (n) r (p) 
p p p 
. -
I (( 1 :~.>p-i>l 2 1F1 (m+n; n; n, Dz(IP+Dz>- 1 > 
J 






(m+n; n; n, D (I +D ) - 1 ) z p z 
p i-1 r p (p) i~1 (n-j_+1). . I <1F 1 (m+n-p+1 
z. 
; n-p+1; wi(1+~.)))! 
] 
. !p (p-1 ) p z . . 
TI II ( w . - w . ) I (( _1_1 - -) p- i) I 
'>' i J +z. 
p i-1 
IT (m+n-i+1) 
i=1 1. J . J 
SubsLitution of (5.4.50) into (5.4.49) leads to (5.4.45). 
(5.4.46) 
Let n:pxp = 0 in (5.4.10); then (5.4.46) follows from (2.2.50). 
Remark 5.4.3 
By using the result (2.2.43), it follows from (5.4.10) that 












be written as 
(5.4.51) 
= 
Tip(p- 1 ) r (m+n) etr[-n] 
p . 
r (p) r (m) r (n) 
p p p 
oo [m+n]K CK Q 
l: 2: 
k=O K [n) K k! C (I ) 
K p 
p -m-p 2(p-1)-(m+n) 1 ki+p-i 
x [ K] ( 1 > rr vi < 1 +vi) · I < < 1 +v . > ) I i=1 J 
0 < "1 < ••• < v p 
and by using (2.2.44), it follows from (5.4.32) that the 
p.d.f. of ~Z when ~:pxp ~ NCCMB2B(p, n, m, Q), can be 
written as 
(5.4.52) 
~p(p- 1 ) r (m+n) etr[-n] 





f (m) f ( n) f ( p) k = 0 K ( n) k ! C (I ) 
p p p K K p 
••• < z 
p 
From a computational pcint of view (5.4.44) and (5.4.45) le~d 
to better results than (5.4.51) and (5.4.52). Expressions 
which contain the random component given in (5.4.52) will be 












Let 9:pxp = (A+B)-! A(A+B)-t be the complex multivariate 
beta type 1A matrix; then 
(5.4.53) I G - g Ipl 
-1 -1 
= (A+ B) 2 A (A+ B) 
-1 -1 -
iff. IB 2 AB 2 - _g:__ T I 1-g -p 
-
iff. Iv - ~ r I = o . .. 1-g p 
2 - - I I g p -· 0 
- 0 




and y:pxp, the p.d.f. of ~V follows from the p.d.f:. 






1-g • I 
l. 
(i= 1,···,p) 





1 +V. I (i= 1,···,p) • 
l. 
The jacobian of (5.4.55) follows as 
(5.4.56) 
p -2 
TI ( 1 +v. ) 
i=1 l. 
Thus the marginal distributions of the characteristic roots of 
y:pxp can be obtained from the marginal distributions of the 
characteristic roots of G:pxp. These marginal distributions 
of the roots of ~:pxp were not considered in sections 5.2 but 
it follows clearly from the marginal distributions of the roots of 












can also be obtained from the marginal distributions of 
r., ' ... 'LP . In theorems 5. 4. 4 - 5. 4. 8 the marginal distributions 
V , • • •, V . will be given as corollaries of theorems 5. 2. 3 - 5 ~ 2. 7. 
1 p 
Theorem 5.4.4 (Corollary of theorem 5.2.3) 
Let y:pxp rv NCCMB
2
A (p, m, n, Q) ; 
P(c<v1 <vP<d) = (5.2.2.9) 
with 








{B d (m-p+1, n+k+1-j) 
1+d 
-B c. (m-p+1, n+k+1-j)} • 
1+c 
Let V:pxp rv CMB2 (p, m, n) then 
·P(c<v1 <vP<d) = (5.2.31) 
with 
(.5. 4. 58) b .. 
l.J 
=Ba (m-p+1, n+p-i-j+1)-Bc (m-p+1, n+p-i-j+1). 
1 +d 1 +c 
Corollary 5.4.1 
Let y:pxp rv NCCMB2A (p, m, n, Q) ; 
with 




















~~~~~~- B d (m-p+1, 
(n-p+1)k k! 1+d 
Let y:pxp rv CMB2 (p, m, n) ; then 
with 
P(V < d) = (5.2.31) 
p 
(5.4.60) b .. 
l.J 




Let c = 0 in ( 5 • 4 • 5 7) and ( 5 . 4 . 5 8) ; then ( 5 . 4 . 5 9) and ( 5 . 4 • 6 0) 
follow respectively. 
Corollary 5.4.2 
Let y:pxp rv NCCMB2A(p, m, n, n); then 
P cv 
1 
< c) = 1 - < 5 • 2 • 2 9) 
with 





(m+n-p+1)k w~ . l. 
(n-p+1)k k! 
{B(m-p+1, n+k+1-j) 
-B (m-p+1, n+k+1-j)} . c . 
1+c 
Let y: pxp rv .CMB2 (p, m, n) ; then 
P (v 
1 

















= B(m-p+1, n+p-i-j+1)-B (m-p+1, n+i;>-i-j+1). . . c . 
1+c 
Let d-+ 00 in (5.4.57) and (5.4.58); 
follow. 
then ( 5. 4. 61 ) and ( 5. 4 • 6 2) 
Theorem 5.4.5 (Corollary of theorem 5.2.4) 
Let y: pxp rv NCCMB
2
A (p, m, n, Q) ; then 













~~~~~~~ B (m-p+1, n+k+a.+1) , 
(n-p+1)k k! 1~c J 






-B (m-p+1, n+k-S.+1)} ·, 
c J 
1+c 
(it j ::: 1 I 0 0 0 I p-r) 
Let y: pxp rv CMB
2 
(p, m, n) ; then 
p ( 0 < "1 <. • •• < v < c < v < ••• < v ) 















(5.4.66) b4 .. 
l.J 
233 
= B (m-p+1, n+p-o. -a.. +1) , c . l. J . (i,j=1,···,r) 
1+c 
= B(m-p+1, n+p-v.-S.+1) -B (m-p+1, n+p-v.-S.+1) , 
. 1 J . c . 1 J• 
1+c 
( i I j : 1 I • • • I p-r) • 
Theorem 5.4.6 (Corollary of theorem 5.2.5) 
Let y: pxp "' NCCMB2A (p, m, n, Q) ; then 
p ( 0 < "1 < ••• < v < c < v < ••• < v < d < v < ••• < v ) 














(m+n-p+1) k w0 . 
= (5.2.62) 
~~~~~~~1 B (m-p+1, 
c n+k-0:+1) I J (n-p+1)k k! 





{B d (m-p+1, n+k-a.~+1) . J 
1+d 
-B (m-p+1, n+k-a.~+1)} c . . . J 
1+c 






















Let y:pxp ~ CMB
2
(p, m, n) then 





(.S. 4. 7 2) 
b8 .. 
l.J 
b10 .. l.J 
= (5.2.66) 
=Be (m-·p+1, n+p-oi-oj+1), 
1+c 
(i,j=1,···,r) , 
= B d (m-p+1, n+p-a. -a":+1) - B (m-p+1, n+p-a. -a~+1) 
' l. ' J ' c l. J 
1+d 1+c 
(i,j=1,···,t) 
= B(m-p+1., n+p-S.-!3~+1) -B d (m-p+1, n+p-B.-B~+1) , 
' l J ' l J ' 
1 +ci' 
(i,j=r+t+1,···,p) • 
Theorem 5.4.7 (Corollary of theorem 5.2.6) 

















t- - cv . • . v > 
V ••• V r+1' ' r+t r+1' ' r+t · 
!p(p-1) - p i-1 
TI f (m+n) etr[-Q] TI (n-i+1) 
p i=1 = ~~~~~~~~~~~~~~~~~~~~ 
- p p i-1 
f (m) f (n) TI (w. - w.) TI (m+n-i+1) 
p p i>j l. J i~1 
Eo.+Ea.+L:o~+L:a~ 
" " " " c-1 > 
1 1 1 1 
I Cb > 11 Cb > I L.3L.4L.5L.6 13ij 14ij 




(m-p+1; n-p+1; w. (1+v . 
1 
)-1 ); 
i p-J+ +r 
p-a~ 
i=1,···,t, j=p-t-!-1,···,p>l!H 1!v . > 1 ; p-J+1+r 










(m-p+1, n+k-6~+1) , 
J 
(i,j = 1,···,r) 
{B(m-p+1, n+k-S~+1) . J 















Let V:pxp ~ CMB
2







f- - (v • . • v > 
Vr+ 1 ,···,V r+1' ' r+t r+t · · 
'Jfp(p-~) r (m+n) 
r (m) r (n) r (p) 
p p p 
LO.+LO'..+Lo~+l:a~ 
"' "' "' "' (-1) 
1 1 1 1 
I (b > 11 (b ) I L.3L.4L.5L.6 13ij 14ij 
m-a. 
I C 1 ( 1 +v . ) - (m+n) +2 (p-1) • vr+j r+J ' i,j=1,···,t)I 
p-a~ 
I<(~ ) 1 ; 1+v . i,j=1,···,t)I I o < v < ••• <v r+1 r+t ' . r+] 
( . 
B- (m-p+1, n+p-o.-8~+1) , 
vr+1 1 J 
1+v 1 r+ 
= B (m-p+1, n+p-S. -S. +1) - B-
l. J v r+t 




(i,j = r+t+1, .. • ;p) . 
Theorem 5.4.8 {Corol].ary of theorem 5.2.7) 
Let y:pxp ~ NCCMB 2A(p, m, n, n); then the 
0 joint p.d.f. of any r 


















£- - <v ,···,v > v1 ,···,Vr 1 r 




p ! r ' (m) r (n) ~ ( w. - w . ) p i-1 II (m+n-i+1) 
p p i>j 1 J i=1 
L:o.+L:a. 
L:1L:2(-1) 1 1 l<b17ij>ll<b18ij)I I 
(v. > o , i= 1,···,r) , 
1 
r -(m+n)+p+a.-2 





(m+n-p+1 ; n-p+1 ; 
- ( - ) -1) w 0 . 1 +v t , (i,j = 1,···,r) 
1 
co (m+n-p+1)k w~. 
b18ij = (p-r) ! I ~~~~--~~
1 B(m-p+1, n+k-S.+1) , 
k=O (n-p+1)k k! J 
(i,j=:=1,···,p-r). 
Let y:pxp ~ CMB 2 (p, m, n); then the joint p.d.f. of any r 




£- - <v ••• v > V ••• V 1' Ir 1 I I r 
Tip(p- 1 ) r (m+n) 
p 
p ! r (m) f (n) r (p) 
p p p 













(5.4.83)_ b17ij = -m-p 1 J L: v t ( 1 +v t > 
t=1 
and 
(5.4.84) = (p-r) ! B(m-p+1, n+p-v.-S.+1) , 
1. J 
(i,j=1,···,r) 
(if j : 1 f • • • I p-r) • 
Let !:':pxp = (A+ B)_, B(A+ B)-! be the complex multivariate 
beta type 1B matrix; then 
(5.4.85) IL - 1 I I = I (A+ B)-! B (A+ B) -! 
p 
iff. I B! A- 1 B! - _l_ I I = 0 
1-i p 
iff •. I z - i I I = 0 
1~1 p 
Because of this relation.between the characteristic roots of 
L:pxp and ~:pxp, the p.d.f. of ~z follows from the p.d.f. 
of !?L by making £he following transformation in the p.d.f. of 
!?L : 







- -The marginal distributions of Z ••• Z can thus be obtained 1 I I p 
from the marginal distributions of E1 ,···,Ep by replacing 
Bt(a, b) with B t (a, b) in the marginal distributions of 
1 +t 
- -L • • • L 1 f I p and also by making the transformation, 
















5.4.3 P.d.f .s of functions of the characteristic roots of 
complex beta type 2 matrices 
-1 







i=1 1 + v. 
l. 
are derived in terms of Meijer's 
Theorem 5.4.9 




f 1 (I (I ' + V) -1 I) 
j(I +V)- I p 
p -








·Gp I (Ip+V)- I n+kj~j+ 1 , 
f _
1 
<IV(I +V)- 1 !> 









I (I + V) - 1 I < 1 ~· 
p 
f (m+n) etr[·-rt] IV- 1 (I +V)! oo 
=-P p l: l: 
[m+n] C (Q) 
K K 
f (m) k=O K p k! 
and 
IV(I +V)-1 1<1. p 
Proof 
These two results follow from (5.4.8) and (5.4.9) respectively 















By comparing given in (5.4.30), 
with E( IV(I + V).;.. 1 lh>, given in (5.4.9), and 
- p -
E(jZ(I + Z)- 1 !h> given in (5.4.31) with 
- p -
E(I (I +V)- 1 ih> given in (5.4.8) it is clear that 
p ~· . 
. --
f -1 ( I ( I ·~ z ) --1· ,- ) = 
I (I + Z) I p 
f _
1 
(jV(I +V)- 1 1) 
Iv (I + V) I p 




(jZ(I +Z)- 1 1) = 
IZ(I +Z) I p I 
-1 I f _
1 
( (I + V) I) 
I (Ip+ Y> I p 
- p -
Expressions for the p.d.f.s of trV and 




expressions, however are convergent only for tr V < 1 













EXTENSIONS OF THE MULTIVARIATE COMPLEX 
BETA TYPE 1 DISTRIBUTIONS 
6.1 INTRODUCTION 
In this chapter the multivariate complex beta type 1A distribution 
is extended to the cases where: 
(i) -The complex Wishart matrix which appears in the 
numerator and the denominator of the complex beta 
matrix is replaced by a central complex quadratic form 
of complex normal variates, 
(ii) both Wishart matrices which appear in the complex beta 
matrix are replaced by central complex quadratic forms 
of complex normal variates. 
-l -l 
In 6. 2 the l.andom hermitian matrix §:pxp = (A+ e> 2 s (A+ S) 2 I 
where ~:pxp is a c ntral complex quadratic form and ~:pxp is 
a non-central complex Wishart matrix, is considered. The 
symmetrised p.d.f. and mome;.1ts of G:pxp and ~G are derived in 
section 6.2.1 analogous to the real case (cf. Underhill, 1973, 
p. 4.1 - 4.21) for different specifications of the parameter 
matrices. In sectJon 6.2.2 an indication will be given how 
certain marginal distributions of the characteristic roots of 
§:pxp can be derived. In section 6.2.3 the p.d.f .s of certain 
functions of the rootc of §:pxp are considered. 
In 6.3 the random hermitian matrix G:pxp = (S + T)-! S(S + T)-!, - - ~ - - -
where both S:pxp and T:pxp are central complex quadratic forms, 
is considered. Only'the symmetrised p.d.f. of G:pxp are derived 












6.2 THE QUADRATIC FORM §:pxp = (A+S)-! S (A+ S) -! WHEN S:pXp· - - - -
IS A CENTRAL COMPLEX QUADRATIC FORM AND 
~:pxp "' NCCW(p, m, '¥' Q) 
6.2.1 The symmetrised p.d.f. and moments of 9:pxp and ~G 
In theorem 6.2.1 the symmetrised p.d.f. and moments of 9:pxp 
and ~G are derived for different specifications of the parameter 
matrices~ It does not seem possible to derive the actual p.d.f. 
of 9:pxp . 
Theorem 6.2.1 
Let the central complex quadratic form 
p.d.f. given in (4.2.6), (power-series 
(r~type representation) and let A:px  
the symmetrised p.d.f. and moments of 
S:pxp = Z L Z' have the 
representation) or (4.2.9), 
"' NCCW (p, m, '¥, Q) ; then 
9:pxp = (~+ ~)-! S(A+ ~)-; 
and ~G 
'l':pxp 
are given below for certain specifications of 
and 2:: pxp • 
Q: pxp ' 
(i) E:pxp = 'l':pxp i.e. A:pxp "' NCCW(p, m, 2:, Q) 




r (m+n) etr[-n] 
p 
r (n) r (m) !L<PjP p p 
00 00 (- 1 )k Po (G, I - G) 
K' T p • }; 2: 2: 2: 2: 
t=O "[ k=O K 0 kl t! C (I ) C (I ) 
K n "[ p 

















The p.d.f. of ~:pxp has the power-series representation 
(6.2.2) ~csym(G) = (6.2.1) 
(ii) L::pxp = 'l':pxp = I i.e. A:pxp ~ NCCW(p, m, I , Q) 
(6.2.3) fcsym(G) = (6.2.1) • 
(iii) O:pxp = 0 i.e. A:pxp ~- CW(p, m, '!') 
(6.2.4) 
(6.2.5) 
The p.d.f. of S:pxp has the power-series representation 
fcsym(G) 
- rp(m+n) !Gln-p II - Glm-p 
- r ( n) r (m) I L <Ii I p I L: 'l'- 1 I n 
p p 
-0 - -1 -1 - -1 
oo oo gK,T [m+n] 0 CK(<P L ) CK(-r ) L: L: L: I L: --'----------------
k=O K t=O T o C (I ) C (I ) C (I ) C~ (Ip) k! t! 
K n K p T p u 
O<G=G'<I p 
= _n_P_<_p-_1_>_r~P_<_rn_1+_n_>_ln_G_ln_-_P_l_I~P_-_n_Glm:p 
r (n) r (m) r (p) IL<PI Ir 'l'- 1 1n 
_p p p 
p c- - )2 TI. g.-g. 
i>j l. J 
(Y.J 00 
L: l: L: 
g0 [m+n]~ c (<P- 1 
r r K,T u K 
L-1) C (-L:-1) 
K 
k=O K t=O t o C (I ) C (I ) C (I ) 
















The p.d.f. of ~:pxp has the f-type representation 
fcsym(G) 
r (m+n) I GI n-p I I - GI m-p I Ip+ (q - 1 -1) G !- (m+n) 
= p 
r (m) r (n) IL <I> Ip p p 
0 < G = G ' < I and q > 0 • 
p 
= 1Tp(p-1) rp(m+n) IDGln-p IIp-DGlm-p. 
r (m) r (n) r (p) IL<I>lp 
p p p 
0 < g 
1 
< • • • < g < 1 and q > O • 
• p 
fp(m+n) f (n+h) oo. oo g~ 1 T(-1)k+t (q-
1 -1)t 
= p E E E E E 
f (n)· f (m+n+h) k=O K t=O T 6 · C (I) k! t! 















-1 -q I) C.l'(I) n u p .· [m+n+h] 
0 
r (m+n) r (m+h) 00 00 g- 0 (-1 )k+t 
P P K,T = L L L L L --'------
[ (m) f (m+n+h) k=O K t=O T o C (I ) k! t! p p K Il 
-1 t [ ] 
(q -1) m+n] o [n o C- (L-! ~-1 -l -1 -
..... L 2 .. -q I)C.l'(I) 
K n u p 
[m+n+h] 0 
The p.d.f. of S:pxp has the pow2r-series representation 
fcsym(G) 
= r p (m + n) I G I n-p I Ip - G 1- ('p+n) 







(m+n ; ¢ L , 




7Tp(p- 1 ) r (m+n) ID ,n-p II -D ,-(p+n) 
= ----~P ____ G ___ _,,,_P __ G ___ __ 
r (n) f (m) jL¢jP 
p p 
. p ' 




- D (I - D ) ) G p G 














{ 6. ·2. 1 ) 
The joint p.d.f. of ~:pxp and A:pxp follows as 
(6.2.12) fS,A(S,A) 
n-p [ -1 -1 ] ISi etr -q E S ~ -! ·m-1 L-! _ -1 






(m; rt E- 1 A) etr[-E- 1 A] IAlm-p 
r (m) IElm p 
. In (6.2.12) make the transformations 
(6.2.13) W =A+ S 
-1 -1 
(6.2.14) G=w 2 sw 2 
. 
with inverse set of transformations· 
( 6. 2. 1 s) A = w - w! G w! 
l l 
(6.2.16) S = W2 GW 2 
From Le Roux (1978, p. 187-188), Steel (1979, p. 30-31) and 
~heorem 2.2.2 (iii) the jacobian of this inverse set of 
transformations follows as 
v 
(6.2.17) J(S,A _,_ W,G) = IWIP. 













- -l -1 -~ -1 -1 J_ .! 
0F 0 (L 
2 
<P L - q In , - E w2 G w2 ) 
with 
(6.2.19) c = etr [ ..:.n] 




is not solvable, therefore the symmetrised p.d.f. of G:pxp is 
' obtained, i.e. 
( 6 • 2 • 2 0 ) f cs ym ( G) = J J fG,W(UGU',.W} dW. 
U(p) W=W'>O 
The expansion of·the first exponential function and the 
hypergeometric functions in (6.2.18) and the application of 
(2.2.54) lead to 
(6.2.21) 
00 00 00 
E · E E E E E E 
k=O K b=O s t=O T µ b! t! k! [m] C (I ) 












can be written as 
-1 - -1 
The matrix . l: 2 MM• z:: 2 
a hermitian matrix, thus after transforming 
z:-! MM' z:-! + U z:-! MM' z:-! U' and integrating over the unitary 
group the symmetrised p.d.f. of G:pxp follows as 
(6.2.22) fcsym(G) 
00 00 
l: L. l: l: l: l: l: 
k=O K b=O B t=O T µ 
J 
U(p) W=W'>O 
b! t ! k! [m] C (I ) C (I ) 
T 'T p K n 
Change the order of integration; then integration over the 
unitary group, using (2.2.64), leads to 
(6.2.23) fcsym(G) 
00 00 00 (q-1_,)b 
= c I G I n -p I I - G I m-p . L: l: L. L: L: L: L: L: 
P k=O K b=O B t=O T µ a b! t! k! 
- -.! -1 -l -1 I ) 













(6.2.24) I* = I 
W=W' >O 
249 
lwlm+n-p etr[-I-1 w] c (I .... 1 W) aw 
CJ 
= r (m+n) [ ] I I I m+n c (I ) p m+n CJ CJ p , (from ( 2. 2. 3 2) ) • 
Substitution of (6.2.24) into (6.2.23) leads to 
(6.2.25) fcsym(G) 
= rp(m+n) etr[-nJ IGln-p IIP-Glm-p 
r (n) r (m) IL ¢IP p p . 
00 00 00 
I I · I I I I I I 
k=O K b=O s t=O T µ CJ b! t! k! [m] C (I ) C (I ) 
T T p K n 
PCJ (G, I - G) [ J c (L-~ ¢- 1 L-! - - 1 I ) 
T, µ p m+n CJ K q n 
C (Q) C (I ) 
T CJ p 
Application of (2.2.72) with a=m+n 
and 
-1 
d = q - 1 leads to (6.2.1). 
If q = 1 it follows that 
(q - 1 - 1) b = 1 if b = 0 
= 0 if b > 0 
and 
-gµ = 1 if b = 0 
K:,S 













The joint p.d.f. of ~:pxp and A:pxp follows as 
(6.2.26) fS A(S,A) = 
I . 
11>- 1 L- 1 ) etr [-S";l] 
1~1m+n r (m) 
p . 
In (6.2.26) make the transformations (6.2.13) and (6.2.14), then 
the joint p.d.f. of §:pxp and W:pxp follows as 
(6.2.27) 
where c is given in (6.2.19). 
The symmetrised p.d.f. cf G:pxp can be derived along the same 




etr[-r2] r (m+n) !Gln-p Ir - Glm-p 
p p 
r (n) r (m) ILciilp 
p p 
()() 00 
E E E · E E · E E E 
k=O K b=O s t~o T µ a b! k! t! [m] ... C (I ) C (I ) 












Application of (2.2.72) with S=<P- 1 L- 1 , a=m+n and .A=-1 
leads to ( 6 . 2. 2) . 
(6.2.3) 
Let l:: pxp = If: pxp ; 
proof of ( 6. 2 . 1 ) • 
then the proof of (6.2.3) is similar to the 
(6.2.4) 
The joint p.d.f. of ~:pxp and ~:pxp follows as 





(-L:- 1 S, ¢·- 1 L- 1 ) etr[-'¥- 1 A] jA!m-p 
r (n) IL ¢ Ip I L: In r (m) I ~I Im 
p p 
In (6.2.29) make the transformations (6.2.13) and (6.2.14), then 
the expansion of the hypergeometric function and the exponential 
function, which contains G:pxp leads to the following expression 
for the joint p.d.f. of G:pxp and W:pxp: 
(6.2.30) 




l: l: l: l: 
k=O K t=O T C (I ) k! t! 
K n 
To find the symmetrised p.d.f. of 9:pxp the matrices in 
1 1 1 1 1 1 
C (-l:- w·2 GW 2 ) and C (If- W2 GW 2 )· have to be "split". The 
K T 














'l'-1 -+ U 1¥-1 U' 
and integrating over the unitary group after each transformation, 
the symmetrised p.d. f. of G:pxp , after changing the order of 
integration, follows as 
-o 
(6.2.32) fcsym(G) = c!Gln-p II - Gjm-p ; l:: ; l:: l:: gK,T 
p k=O K t=O '[ 0 k! t! 
where 
J 
lwlm+n-p -1 Cc;(W) (6.2.33) I* = etr [-'!' w] aw 
W=W' >O 
= r (m+n) [m+n] 0 i'l'lm+n c 0 ('!') p 
Substitution of (6.2.33) into (6.2.32) leads to (6.2.4). 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(6.2.5). 
(6.2.6) 
Let l:::pxp = 'l':pxp in (6.2.21); then the jo~nt p.d.f. of 9:pxp 















= clGln-p II -Glm-p lwlm+n-p etr[-L:- 1 w] 
p 
(q-1 - 1 )t -o C (L~! <P-1 L-! - q-1 I ) 
gK,T K n 
L: E L: L: E ----·----''-------------~ 
00 00 
k=O K t=O T o C (I ) k! t! 
K n 
The symmetrised p.d.f. of 9:pxp follows as 
(6.2.36) fcsym(G) 
where 
(-6 • 2 • 3 7 ) I * = I 
W=W 1 >0 
00 00 
L: L: L: E E 
k=O K t=O T o 
(q-1-1)t(-1}k+t' 




fp(rn+n) jY.:[m+n c\5 (Ip), {fro~ (2.2.32)). 













= r (m) r (n) IL<Plp p p 
00 00 
L: L: L: L: L: 
k=O K t=O T 0 
(q-1-1)t (-1)k+t 
C (I ) 
K n 




k! t! ' 
It also follows that 
-1 -k - -1 = ( 1-q ) C 
0 
( ( q -1 ) G) 
Substitution of (6.2.39) into (6.2.38) and the application of 
(2.2.70) with A= (q- 1-.1)G and a=m+n lead to (6.2.6). 
(6.2. 7) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(6.2. 7). 
(6.2.8), (6.2.9) 
These results follow from (6.2 .. 38) by using the integral given in 
(2.2.35). 
(§..:_2.10) 
Let f:pxp = ~:pxp in (6.2.30); then the joint p.d.f. of G:pxp 













C (I ) k! t! K n . 
where 
(6.2.41) 
The symmetrised p.d.f. of G:pxp follows after integrating over 




r (m+n) !Gln-p II - Glm-p 
p . p 
r (n) r (m) l L qi Ip 
p p 
00 00 g~,T CK(4>- 1 L- 1 ) c\sC-G) (-1)t [m+n]cS 
· l: Z: l: Z: l: 
k=O K t=O T cS C (I ) k! t! 
K n 
The. application of (2. 2. 70) with A= -G and a= m + n leads to 
(6.2.10). 
(6.2.11) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(6.2.11). 
Remark 6.2.1 
(i) As in the real case (cf. Underhill, 1973, p. 4.17) it 
4 
does not seem possible to £ind an expression for the 
symmetrised p.d. f. of G:pxp when st:pxp ~ 0 and 
· Z::pxp ~ 'f:pxp. It also does not seem possible to 
find an expression for f (G) when the p.d.f. of csym 
~ ! pXp haS the f-type representatiOll I $°2 ! pxp: Q and 












{ii) It is interesting to note that in the case when 
n: pxp ;;t 0 and l:: pxp = '¥: pxp the r-type 
representation and the power-series representation 
of the p.d.f. of S:pxp lead to similar expressions 
for fcsym(G) . It seems not possible to express 
P (G, I - G) in terms of the characteristic roots 
K1 T p 
of G:pxp and therefore the joint p.d.f. of these 
roots can not be derived in this case. 
(iii) It is clear that (6.2.6) tends to (6.2.10) when 
l ~ 0 . ..- 1 e q -+ co • q I • • 
(iv) Let ¢:nxn = L- 1 :nxn in (6.2.10); then 
(6.2.43) fcsym (G) --
fp(m+n) !Gln-p !Ip- G!-(p+n) 
r (n) r (m) 
p p 
1 
F 0 (m+n ; - G ( :i;p - G) ) . 
From (2.3.13) follows: 




(m+n ; - G (Ip - G) ) = I Ip - GI (m+n) . 
Substitution of (6~.2~~44:) into (6.2.43) leads to 
. (6.2.45) fcsym(G) 
r (m+n) I GI n-p I I - GI m-p 
=. p p 
r (m) r (n) p p 
which is the CMB
1 
(p, m, n) - p.d.f. 
















= fp(m+n) etr[-n] jGjn-p jIP-Gjm-p 





p~O),T (G, Ip-G) [m+n]T c (Q) 
T 
It is also clear that S:pxp ~ CW(p, n, E) if 
<P:nxn = L- 1 :nxn so that §:pxp = (A+ S)-! S (A+ S)-! 
~ NCCMB 1A(p, n, m, st) i.e. 
f 'G) = csym' 
r (m+n) etr[-n] jGjn-p II - Gjm-p 
p p 
00 
· E E 
t=O T 
r (m) r (n) 
p p 
[m+n] C (st) C (I - G) 
T T T p · (from ( 5. 2 • 7) ) • 
[m] t! C (I ) 
T T p 
The equating of (6.2.46) and (6.2.47) leads to 
C (I - G) 
T p 
C {I ) 
T p 
6.2.2 Certain marginal distributions of the characteristic roots 
of G:pxp 
In theorem 6.2.2 it is shown how the p.d.f. of ~G can be written 
in a form such that the random component is in the form given in 
(3.2.3). 
. Theorem 6 . 2 . 2 
Let the p.d.f .. of the central complex quadratic form ~:pxp = ~ L Z' 
have the power-series representation, given in (4.2.6) and let 
A:pxp ~ CW(p, m, ~) ; then the p.d.f. of ~G where 












specifications of '¥: pxp and 2:: pxp • 
( i) '¥: pxp ~ 2:: pxp , r2: pxp = 0 
(6.2.49) 
7Tp (p- 1 ) r (m+n) 
00 00 gKO,T [m+n]~ c (~-1 L-1) c (-2:-1) 
2: 2: 2: 2: 2: --=----·-u __ K ______ K__ ~ 
k=O K t=O T 8 cK(In) cK(IP) c-r(IP) C0 (IP) 
k ! t! 
P -n-p m-p n g i ( 1-§.) 
i=1 1. 
k.+p-i . 
I < c; . 1 > I I < 91?- 1 > I 
J J 
0 < g 1 < ••• < gp < 1 • 
(ii) 'l':pxp = L::pxp, Q:pxp = 0 
(6.2.50) 
7Tp(p- 1 ) r (rn+n) 00 00 g~,-r (-:-1 )k 
= ----------- 2: 2: 2: L: 2: _;..:...!_.;__ _ _ 
r (n) r (m) IL~lp k=O K t=O T 8 c (I) k! t! 
p p K n 
k. +p-i. . 






g ( 1-g- .. ) i l. 
















By using the result in (2.2.42) the expression in (6.2.49) follows 
from ( 6. 2. 5) . 
(6.2.50) 
By using theorem 3.2.1, corollary 2.7.1 and (2.2.42) the expression 
in (6.2.50) follows from (6.2.42). 
Remark 6.2.2 
By using (2.2.44) and (2.3-.3) '.the random component of (6.2.11) 
. ~~.M.t-
can also be written i~ the form given in (3.2.3). This 
expression, however, leads to improper integrals if the 
theorems in chapter 3 are used to derive certain marginal 
distributions of the characteristic roots of G:pxp and 
therefore (6.2.50) will be considered here. 
By comparing the random component in the CMB 1 (p, m, n) - p.d.f. 




'with the random component in (6.2.49) and (6.2.50), i.e. 
it is clear that the two components are similar except ior the 
power of the elements of the first determinant. The different 
marginal distributions of the characteristic roots of ~:pxp when 
~G has the p.d.f. given in (6.2.49) or (6.2.50) can thus be 
derived along the same lines as the different marginal 
distributions of the characteristic roots of the CMB 1 (p, m, n) -














have the p.d.f. given in (6.2.5.0,); then 
(6.2.51) P Cc < (;1 < c;P < d) 
1Tp{p-1) r (m+n) 00 -0 (-1) k 00 gK,T 
= E E E E E 
r (n) r (m). IL <Ii Ip k=O K t=O T 0 C (I ) k! t! p p K n 
C- K ( '"'- 1 L- 1 ) [m+n] s X ( 1 ) I (b ) I 
'!' v [K] ij 
where 
(6.2.52) bij = Bd(n+p+ki-i-j+1, m-p+1) -Bc(n+p+ki-i-j+1, m-p+1) . 
By comparing (6.2.51) and (6.2.52) with (5.2.31) and (5.2.32) the 
similarity between the expressions for 
.P (c < i.1 < LP< d) becomes clear. 
and 
Because of these similarities between the two random components 
mentioned above, the different marginal distributions of 
G •c• G will not be considered here further. 1 I I p 
6.2.3. P.d.f .s of functions of the characteristic roots of 9:pxp 
In theorem 6.2.3 the p.d.f .s of 




. 1 l i= 
when n:pxp = 0 
p 
= II Gi 
i=1 
and 
and 2::pxp = 'f :pxp 
derived in terms of Meijer's G-function. 
Theorem 6.2.3 
are 
Let 9:pxp have the symmetrised p.d.f. given in (6.2.6); then 












(6.2.53) fl91 {!GI> 
rp(m+n) IGl- 1 co 00 
= l: l: l: l: 
.;,c) (-1)k+t (q-1-1)t 
L gK,_T~~~~~~~~ 
r (n) k=O K t=O T p o CK (In). k ! t ! 
[ I 
m+n+d .-j+1 I] 
Gp IGI n+dj~j+1 ' 0 < I G I < 1 and q > 0 
and the p.d.f. of I I - GI p. - is given by 
(6.2.54) 
Proof 
f <II -GI> 
Ir - GI P 
p -
= r p (m+n) I Ip - G 1-1 
r (m) 
p 
co oo g~,T c0crP> l: l: l: l: l: 




G II -GI J 
P · P . m-j+1 . I 0 < I I - G I < 1 . and q > 0 • p 
(6.2.53) 




r p (n+h) [n+hJ 0 
rp (m+n+h) [m+n+h] 0 = 
r (n+h, a) 
p 
r (m+n+h, o) p . 













The factor in E (I I - GI h) , 
p -




r (m+h) = _ __.,_P ____ _ 
r (m+n+h, o) 
p 
The application of theorem 2.5.2 leads now to (6.2.54). 
In theorem 6.2.4 the p.d.f. of trG for certain specifications 
of Q:pxp, L:pxp and ~:pxp will be derived. 
Theorem 6.2.4 
(i) r.l:pxp=O 
(6.2.57) ftr G (tr G) = 
np-1 r (m+n) (tr G) 
-o -cr 
00 00 00 gK,T go,S 
Z · L L · L E · E E E 
k=O K t=O T o b=O S cr b! k! t! 
- -1 -1 - -1 
[n]
0 
[m+n] 0 [p-m] 13 
CK(<P L ) CK(-E ) 
C (I ) C (I ) C (I ) C ~ (I ) (pn) 
K n K p T ~ u p cr 
(ii) Q:pxp = 0, E:pxp = ~:pxp 
(6.2.58) ftr G (tr G) = 
· np-1 f (m+n) (tr G) p . 













00 00 00 
· r r · r r I r r r 
k=O K t=O T o b=O f3 a k! t! b! (np)
0 
CK(In) 
[p-m]f3 (trG)k+b+t, O<trG <1. 
Proof 
Only (6.2.58) will be proved here, the proof of (6.2.57) being 
similar. 
After the expanding of l~r . - G1 m-p in a series of zonal , p . 
polynomials, the p.d.f. of ~G follows from (6.2.42) as 
(6.2.59) 
Tip(p- 1 ) r (m+n) ID ,n-p 
p . G PIT (- - )2 g. - g. 
i> j 1 J . r (n) r (m) r {p) IL<t>lp 
p p p· 
00 00 00 -0 -0 (-1)k 
r r r r r r r r gK,T g~,f3 
k=O K t=O T 0 b=O f3 (J k! t! b! c {I ) 
K Il 
In (6.2.59) make the transformation 
a. = 
l. 
( i = 1 t • • 0 I p-1 ) 
with inverse transformation 












-gp = tr G ( 1 -







The jacobian follows as 
J ( g- , • • • , g- -+ a , • • • a tr G) = (tr G) p- 1 • 
1 p 1 ' p-1' 




ftr G (tr G) = 
TIP (p- 1 ) f (m+n) (tr G) np- 1 
r (n) r (m) r (p) IL<Plp 
p p p 
oo oo oo -o -a (-1)k 
gK,T go,B 
I I I I I I · I E 
k=O K t=O T 0 b=O B (J k! t! c (I ) 
K n 
- -1 -1 ·c J k+b+t [ J CK(<P L ) m+n 0 (trG) · p-m B I* 
J 
P n-p P 2 
I* = II a
1
. C (D ) IT (a. - a.) da
1 
•• ·da 1 a a . >. 1 J p-i= 1 1 J 
A 
r (n) r (p) [n] 
= - p p a C (I ) 
Tip(p- 1 ) f(np) (pn) 0 P 
a 
with A = { 0 < a < • • • < a < a = 1-a - • • • -a } . 1 p-1 p 1 p-1 














(i) It is important to note that the p.d. f. s of tr G -given in (6.2.57) and (6.2.58) are convergent only 
for 0 < tr G < 1 • This restriction and the fact that 
each p.d.f. involves eight summation signs, make j_t of 
limited practical.value. 
(ii) Khatri (1970, p. 75..:..77) derived expressions for 
E ((tr. G) h) in the following cases: 
~: pxp is a central complex quadratic form, Q: pxp = O 
and E:pxp = IJ':pxp ; 
s·:pxp is a non-central complex quadratic form, 
Q:pxp = 0 and E:pxp = IJ':pxp ; 
S:pxp is a non-central complex compound quadratic 
form, Q: pxp = 0 and E: pxp = IJ': pxp • 
These expressions for 
characteristic roots of 
complicated form. 
E ((tr G) h) are in terms of the 
S A- 1 and are also in a very 
-1 -2 
6.3 THE QUADRATIC FORM G:pxp = (S+T) 2 ~(~+!) 2 WHEN BOTH 
S:pxp AND !:pxp ARE CENTRAL COMPLEX QUADRATIC FORMS 
Consider the following theorem in which the symmetrised p.d.f. of 
-1 -1 9: pxp = (~ + !) 2 ~ (~ + !) is derived. It is to be noted that 
it seems not possible to derive the actual p.d.f. of G:pxp. 
Theorem 6.3.1 
Let ~:pxn 'V C.MTN(p, n, O, <I>® E) , Y:pxm 'V CMTN(p, m, O, IJ' ® E) 
and L:nxn and Q:mxm be h.p.d. matrices; then the symmetrised 
-1 -1 
p.d.f. of 9:pxp = (S+T) 2 S(S+T) 2 where S:pxp = ZLZ' 












(i) The p.d.f .s of ~:pxp and T:pxp have the r-type 
representation 
(6.3.1) f (G) csym 
= fp(m+n) jGjn-p jIP- Gjm-p r(m+n)p 
fp(n) fp(m) jL<PjP jQ'i'jP 
00 00 00 
· E E E E I E E E 
k=O K t=O T b=O S o cr 
0 < G = G' < I p q > 0 and r > 0 • 
(ii) The p.d.f. of ~:pxp has the power-series representation 
and the p.d.f. of T:pxp has the r-type representation 
(6.3.2) fcsym(G) 
r (m+n) IG!n-p II -Glm-p r(m+n)p 
= -=-p~~~~~~~-p=--~~~~~~~ 
r (n) r (m) IJ_,¢jP l'i'QjP p p 
00 00 
I I · I I 
k=O K t=O T 
00 
I I r I 
b=O f3 6 u 
(-1)k+b rk+b g~,T [m+n]cr 
---'-~~~-~~~-'-~~~ 
t! kl bi c (I ) CQ (I ) 
K n µ m 
c (<P- 1 L- 1 ) c (Q-t 'i'- 1 Q-t - r- 1 I ) c (I ) i> 0 (G I - G) 
K f3 m cr p o,S ' p . I 













( 6. ·3. 1 ) 
The joint p.d.f. of ~:pxp and ~:pxp follows as 
(6.3.3) fS,T(S,T) 
IT I 
m-p etr [-r-1 ·" -1 T] -~ . - ~ -1 - i -1 -1 





In (6.3.3) make the transformations (6.2.13) and (6.2.14) with 
A:pxp replaced by . T:pxp in (6.2.13), then the joint p.d.f. of 
~:pxp and ~:pxp follows as 
(6.3.5) 
[ 
-1 -1 -1 1 l] etr (r - q ) l: w2 G w2 
F-; [Q-} rn-1 0-! _ -1 I Q Q r r m I 
The expansion of the 3econd exponential function and the 













00 00 00 ( _ 1 ) k + b ( r -1 -q-1 ) t - o 
gK,T 
E 2: E E E 2: E_ -----------=-
k=O K t=o "[ b=o s 8 k! t! b! ~ er > ~ 13 (r >-K n m 
After changing the order of integration, the symmetrised p.d.f. 
of ~:pxp follows as 
(6.3. 7) 
J I l
m+n-p [ -1 -1 J W etr -r 2: W 
W=W' >O 
where 
(6.3.8) I* = 1 J 
U(p) 
(from ( 2. 2 . 6 4) ) 
Substitution of (6.3.8) into (6.3.7) and integration w.r.t. 
W:pxp, using (2.2.32), lead to (6.3.1). 
(6.3.2) 














(6.3.9) fS,T(S,T) = c!Sln-p 
0
F10 (-¢-
1 L- 1 , r- 1 S) !Tlm-p 
- -
-1 
- E T) 
with c given in (6.3.4). 
In (6.3.9) make the transformations (6.2.13) and (6.2.14) with 
A:pxp replaced by T:pxp in (6.2.13), then the joint p.d.f. of 
§:pxp and ~:pxp follows as 
(6.3.10) 
After the expansion of the second exponential function and the 
hypergeometric functions, the symmetrised p.d.f. of 9:pxp ca.n 
be derived along the same lines as (6.2.1). 
Remark 6.3.1 
(i) As in the real case (cf. Underhill, 1973, p. 6.5) it 
is not possible to derive the p.d.f. of G:pxp when 
the p.d.f. of !:pxp has the power-series 
representation because the exponential function 
(ii) 
-1 -1 etr [-r E w] is needed tc perform the integration 
over W: pxp . .. 
-o . . 
It seems not possible to express P 0 , B (G, Ip - G) 
in terms of the characteristic roots of 9:pxp and 
therefore the joint pwd.f. of these roots can not be 
















It is clear that (6~3.1) tends to (6.3.2) if q + 00 . 
Let '!':mxm -1 and r = 1 ; then = Q :mxm 
'.!':pxp I\, CW(p, m, L: ) . If these substitutions are 
made in the results derived in theorem 6.3.1 it ought~ 
to reduce to certain results derived in theorem 6.2.1: 
(a) 
(b) 
Let -1 '¥: mxm · = Q : mxm and r = 1 in ( 6. 3. 1) ; 
then by using (6.2.48) the expression in 
( 6. 3. 1 ) leads to ( 6. 2. 6) • 
Let 
. -1 
'¥ :mxm :;:: Q :mxm and r = 1 in (6.3.2); 
then by using {6.2.48) the expression in 













EXTENSIONS OF THE MULTIVARIATE COMPLEX 
BETA TYPE 2 DISTRIBUTION 
7.1 INTRODUCTION 
In this chapter the multivariate complex beta type 2A distribution 
is extended to the cases where: 
(il The complex Wishart matrix which appears in the 
numerator of the beta matrix is replaced by a central 
complex quadratic form of normal variates, 
(ii) both complex Wishart matrices which appear in the beta 
matrix are replaced by central complex quadratic forms 
of normal variates. 
_1 ;__),_ 
In· 7. 2 the random hermitian matrix V:pxp = A .~SA 2 where -
S:pxp is a central complex quadratic form and A:pxp is a 
non-central complex Wishart matrix, is considered. The 
symmetrised p.d.f. and moments of y:pxp and ~v are derived in 
se~tion 7.2.1 analogous to the real case (cf. Underhill, 197~,· 
p. 3. 1 - 3. 21) for different specifications of the parameter 
matrices. In section 7.2.2 an indication will be given how 
certain marginal distributions of the characteristic roots of 
V:pxp can be derived. In section 7.2.3 the p.d.f.s of 
Iver + q- 1v)- 1 i and tr v are derived. 
- p -
In 7. 3 the random hermitian matrix y:pxp = !-! ~ !-! , where both 
~:pxp and T:pxp are central complex quadratic forms, is 
considered. In section 7.3.1 the symmetrised p.d.f. of V:pxp 
and ~V are derived analogous to the real case (cf. Underhill, 













The obtaining of certain marginal distributions of the 
characteristic roots of y:pxp is discussed in section 7.3.2. 
The p.d.f. of try for.certain specifications of the parameter 
matrices are derived in section 7.3.3. 
7.2 -l -l THE QUADRATIC FORJ.\i 'Y_: pxp = A 2 S A 2 WHEN ~:pxp IS A 
CENTRAL COMPLEX QUADRATIC FORM AND ~:pxp ~ NCCW(p, m, ~' Q) 
7.2.1 The symmetrised p.d.f. and moments of y:pxp and ~V 
In theorem 7.2.1 the symmetrised p.d.f. and moments of V:pxp 
and ~V are derived for different specifications of the pa~ameter 
matrices. It does not seem possible to derive the actual p.d.f. 
of y_: pxp except in the case when n: pxp = 0 and 
E:pxp = ~:pxp = I 
p 
Theorem 7.2.1 
Let the central complex quadratic f-Orm ~: pxp = z L Z' 
p.d.f. given in (4.2.6), (power-series representation) 
(f-type representation) and let A:pxp ~ NCCW(p, m, ~' 
the p.d.f., symmetrised p.d.f. and moments of y:pxp = 
and DV are given below for certain specifications of 
~: pxp and E: pxp • 
( i) E: pxp ~ ~: pxp 
have the 
or ( 4. 2. 9) , 
Q) ; then 
-l -l 
A 2 SA 2 
n: pxp ' 
The p.d.f. of S:pxp has the r-type representation 
(7.2.1) f (V) csym 
r (m+n) etr[-n] 1v1n-p 
= 














oo oo 00 -o -a -b (- 1 )k+b [ . E E E E E . E . & E gK,S go,T q m+n]cr 
k=O K b=O f3 0 t=O T a k! b! t! [m] c (I ) 
T K n 
o(p-1) 
7f~ 
r <P) p 
p 
- - )2 TI (v. - v. 
i>j l. J 
V = V' > 0 and q > 0 • 
f (D ) · 
csym V ' 
0 < v < • • • < v and q > O • 1 p 
The p.d.f. of S:pxp has the power-series representation 
= 
fcsym(V) 
r (m+n) etr [-rt] lvln-p, -0 00 00 gK,T E. E E E E E 
r (n) r (m) IL¢ Ip IE 'l'-1 In k=O K t=O T 0 kl t! p p 
(-1)k [m+n]
0 
c (¢- 1 L- 1 ) c (E- 1 ) 
K K <\:en 'l'-1 > c\s C'l'> cK cv> , 
C (I ) C (I ) C (I ) C (I ) 
K p K n K p T n 
.. "' . 
Tip(p-1) 
r <P> p 
p c- - ) 2 TI v. - v. 
i>j l. J 
0<v1 < 
V = V' > 0 ' 
















I:pxp = '¥:pxp i.e. ~:pxp ~ NCCW(p, m, I, D) 






I I I I I 
etr[-n] lvln-p 
f (rn) jL<I>lp p k=O K t=O T o k! t! 
V=V'>O. 
PII (- - )2 v. - v. 
i>j l. J 
o < v
1 
< ••• < v 
p 
The p.d.f. of S:pxp has the power-series representation 
(7.2.7) fcsyrn(V) = (7.2.5) • 
(iii) Q:pxp = 0, 2::pxp ;t 'i':pxp i.e. A:pxp ~ CW(p, rn, '¥) 
(7.2.8) 






oo ~ 9K,T 
2: I · I I I --'------~ 
k=O K t=O T 0 t ! k ! 
(rn+n]o (q-1)t CK(L-! <P-1 L-! q-1 In) - -1 
------------------·- C 
0 
( 2: '¥) C 
0 
(V) , 
c\ (In) C0 (Ip) 















r (p) p 
275 
PIT (- - )2 v. - v. 
i>j 1 J 
0 < "1 < ••• < v p and q > 0 • 
The p.d.f. of ~:pxp has the power-series representation 
fcsym(V) 
r cm+n) Iv I n-p 00 k (-1) [m+n] 
= L: L: r (n) r {m) IL: \f- 1 1n IL ¢Ip k=O K 
p p 
C .{I ) 
K p 
p{p-1) 
'IT p - - ) 2 IT (v. -v. 
. >. 1 J 
1 J 
k! C (I ) 
K Il 
V=V' > 0. 
f · {D ) csym V 
••• < v 
p 
K 
(iv) Q:pxp=O, L::pxp = ~:pxp i.e. A:pxp ~ CW(~, m, L:) 
The p.d.f. of ~:pxp has the r-type representation 
(7.2.12) fcsym(V) = 
r (m+n) 1v1n-p II +q-1v1-(m+n) 
p p 
f (m) f (n) jL<Dip 
p p . 




(m+n; q V(Ip+q V) , In-q L 2 ¢ L 
2
) 
















r <P> p . 
276 
PIT (-· - 2 v. - v.) 
i>j l. J 
0 < "1 < ••• < v p and 
qP (n+h+p) r (n+h) r . (m-h) 
E (j y I h) = -----=---- .~P __ 
r (n) f (m) jL<I>jP 
p p . 
= 
r (m+n) ~ (m+h) qp(p+n) 
p p 
f (m) r (m+n+h) jL<I>jP 
p p 
r (m+n) r (n+h) qp(p+n+h) 
= ~p~--~~p~~~~~~~-
r (n) f (m+n+h) !L<I>!p 
p p 
q > 0 • 
F- ( h h I I - q L- ! n.. - 1 L-! ) 2 1 m+n, n+ ; m+n+ ; , 'i' . p n 












The p.d.f. of ~:pxp has the power-series representation 
(7.2.17) fcsym(V) 





(m+n; V, - <P- 1 L- 1 ) , 
rp(n) rp(m) IL¢IP 






II (v. - v.) 2 
. >. 1 J 
(v) Q: pxp = O , l::pxp 
1 J 
• • • < v 




and 11 ¢ - 1 L - 1 11 < 1 , . 
A:pxp ~ CW(p, m, I ) 
- p 
The p.d.f. of S:pxp has the r-type representation 
(7.2.19) fV(V) = (7.2.12) • 
The p.d.f. of S:pxp has the power-series representation 
(7.2.20) fV(V) = (7.2.17) 
Proof 
The joint p.d.f. of S:pxp ana ~:pxp follows as 
(7.2.21) fS,A(S,A) 
n-p [ -1 -1 ] - - l. -1 - 1 = c I S I . e tr -q · l: S 0 F 0 ( L 
2 ¢ L 2 ... q ·-














(7.2.22) c = etr[-n] 
rp(n) rp(m) IL<Plp IEln l'l'lm 
In (7.2.21) make the transformation 
(7.2.23) 
_i -l. 
V=A 2 SA 2 
with inverse transformation 
From theorem 2.2.2 (iii), the jacobian of (7.2.24) follows as 
(7.2.25) J(S+V) = !Alp. 
The joint p.d.f. of y:pxp and ~:pxp follows as 
( 7. 2. 26) . ;¥-JV, A (V, A) 
·.··:·.:· .. ,..; -
= c IV!n-p IAlm+n-p etr[-q-1 r- 1 A! VA!] etr[-'l'-1 A] 




(m; Q 'l'- 1 A) 
0 0 n' 
The expansion of the hypergcometric functions and the first 
exponential function and the application of (2.2.54) lead to 
(7.2.27) fV ,A (V ,.7J..) 
= c !Vln-p !Alm+n-p etr[-'l'- 1 A] 
- o -b C- (L'- ! ¢ -1 L - ! - q-1 I ) 
.oo oo oo gK,Bq K n 
l: l: l: l: l: · l: l: ~~~~~~~--~~~~~~~ 
k = 0 K b = 0 8 o t = 0 T k ! b ! t ! [m] C ( I ) 
















A=A I >O 
is not solvable, therefore the symmetrised p.d.f. of V:pxp is 
obtained, i.e. 
(7.2.28) fcsym(V) = 'f I fv, A (u vu' , A) dA du . 
U(p) A=A'>O 
Change the order of integration, then integration over the 
unitary group, using (2.2.29), leads to 
(7.2.29) f csym(V) 
00 00 00 
= c lvln-p L: L: L: L: L: L: E 
k=O K b=O B 0 t=O T 
-o (-1) k+b q-b 
gK / f3 
k! b! t! [m] 
T 
C (L-! ¢- 1 L-! - q- 1 I ) 
K n I* 
C~ (I ) C (I ) 
v p K n 
where 
(7.2.30) I* = I 
The matrices -1 l: and 
Thus, by transforming 
S"2 '±'-1 = '±'-1 MM' '±'-1 
l:- 1 + U l:- 1 U' and 
are hermitian matrices. 
Q'±'- 1 + UQ'±'- 1 U' and 
after integrating over the unitary group after each transformation, 













coo::-1) c ('l'-1 n) 
I* =. T 
C-" (I ) C .(I ) 
. u p T p 
J · ~ g~,T IA!m+n-p etr[-'!'-1 A] 
A=A I >O 
a - -1 - -1 
= f (m+n) !'l'lm+n L _g_o~,_T_c_o~(L~-)~C-~_(_'l'~-A-)~[m_+_n_J~cr~C~cr_( __ 'l') 
p a C0 (Ip) C\ (Ip) ' 
(from (2.2.32)). 
Substitution of (7.2.31) into (7.2.29) leads to {7.2.1). 
(7.2.2) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(7.2.2). 
{7.2.3) 
The joint p.d.f. of S:pxp and A:~xp follows as - . 
(7.2.32) fS,A(S,A). 
- -
where c is given in (7.2.22). 
In (7.2.32) make the transformation (7.2.23), then th€ joint p.d.f. 
of y:pxp and ~:pxp follows as 
(7.2.33) fV,A(V,A) 




(-E- 1 A! VA!, <P- 1 L- 1) 
- -1 -1 












It does not seem possible to integrate (7.2.33) with respect to 
A:pxp, ·therefore the symmetrised p.d.f. of ~:pxp is obtained. 
The expansion of the two hypergeometric functions and integration 
over the unitary group after changing the order of integration 
lead to 
(7.2.34) f ·(v) csym 
where 
(7.2.35) I* = J 
A=A' >O 
g0 . c (E- 1 ) c ('¥- 1 Q) [m+n]~ C
0
{'¥) 
= f (m+n) 1'¥1m+n l: K 1 T K T u 
p . o C (I ) C (I ) 
K p T p 
(from '(7.2.31)). 
Substitution 6f (7.2.35) into (7.2.34) leads to (7.2.3). 
(7.2.4} 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(7.2.4). 
(7.2.5) 
Let E:pxp = '!':pxp in (7.2.29); then 
(7.2.36) fcsym(V) 
00 00 00 
- c 1v1n-p E l: l: E l: E L 












Ci- (I ) c (I ) 
u p K n 
where 
(7.2.37j c = etr [-~] 
and 
(7.2.38) I* = J 
A=A I >O 
= J 
A=A' >O 
_.! - -.! 
The matrix L: 2 MM' L: 2 is a hermitian matrix. Thus, by 
transforming L:-! MM' L:-! ->- UL:-! MM' L:-! U' , integrating over 
the unitary group and using (2.2.54), the integral in (7.2.38) 
can be writ~en as 
(7.2.39) 
= 
11.: I m+n r <m+n > 
____ ... _P_. 
C (I ) 
.T p 
( jAjm+n-p [ -1 J - -1 J etr -L: A C
0 
(L: A) dl>. 
A=A I >O 
c (~) 
T . L: CJ~, ... [ra+n] c (I ) I 
0 
\.) L 0 0 p 
(from ( 2. 2 . 3 2) ) • 















r (m+n) etr[-s-2] 00 00 00 -o -cr gK,$ gO,T 
L: L: L: L: L: L: L: L: --~____;_~-
[ (m) r (n) jL<I>jP k=O K b=O B cS t=O Tak! b! t! [m] p p T 
(-1)k+b q-b [m+n]
0 
<\CL-! <I>- 1 ·L-! - q- 1 In) C
0 
(V) 
C (I ) C (I ) C~ (I } 
T p K n v p 
The application of (2.2.71) with 
a == m+n leads to ( 7. 2. 5) • 
-l -1 -l 




The application of theorem 3.2.1 and corollary 2.7.1 leads to 
{7.2.6). 
(7.2.7) 
Let L::pxp = ~:pxp in (7.2.34); then 
(7.2.41) fcsym(V) 
C (<I>- 1 L- 1 ) C (V) (-1)k I* 
l: l: . l: l: _K_· ____ K _____ _ 
00 00 
k=O K t=O T k! t! [m] C (I ) C (I ) 
T K n K p 
where c is given in (7.2.37) and 
(7.2.42) I* = I IAl m+r.-p [ -1 J - ( • -1 ) - ("-1 ) dA etr -L: . A CT Q L: A CK /_, A 
A=A' >O 
IL: I m+n r (m+n) <\ (Q) -0 p [m+n] 0 C0 (Ip) = L: gK,T , 
CT(Ip) 0 












Substitution of (7.2.42) into (7.2.41) ,leads to (7.2.7). 
(7.2.8) 
Let Q: pxp = 0 in ( 7. 2. 2 9) ; then 
00 00 -o (-1)k+b -b 
(7.2.43) fcsym(V) = c 
gK, B q 
2: E . 2: . 2: 2: -~------
k= O K b=O B 0 k! b! 
where 
(7.2.44} c = 
and 
(7.2.45) I* = J 
A=A'>O 
CK (L-! <P- 1 L-! - q- 1 In) C
0 
(V) I* 
C~ (I ) C (I ) 
u p K n 
IAl m+n-p [ -1 ] - -1 ) etr -'l' A C0 (2: A dA 
-r ( ) [ J lmlm+n - ("-1 ) = p m+n m+n 0 r c 0 !.. '¥ , (from ( 2 . 2 . 3 2) ) . 
Substitution of (7.2.45) into (7.2.44) leads to (7.2.8). 
(7.2.9) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(7.2.9). 













= c !vln-p L · L 
k=O K 
C (<I> - 1 L - 1 ) C ( V) I* 
K K (7.2.46). fcsym(V) 
k! C (I ) C (I ) 
K n K p 
where c is given in (7.2.44) and 
(7.2.47) I* = I 
A=A'>O 
= r (m+n) [m+n] l'flm+n C~(L- 1 A) I 
p K u (from (2.2.32)). 
Substitution of (7.2.47) into (7.2.46) leads to (7.2.10-). 
(7.2.11) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(7.2.11). 
(7.2~12) 





f · (V) 
csym 
c ·= er (n) p r (m) p IL¢ Ip IZ:lm+n)-1 
,· 
(7.2.50) I* = J 
!Alm+n-p etr[-z:- 1 A] c\
5
(2:- 1 A) dA 
A=A'>O 
(from ( 2. 2. 3 2) ) . 
















r {n) r (m) ILct>lp 
p p . 
00 00 ~.o (- 1 >k+b -b r r r r r gK,S q 
k=O K b=O s 0 k! b! c (I ) 
.K n 
The application of (2.2.70) with 
(7.2.12). 
-1 
A= q V and a= m+n leads to 
(7.2.13) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(7.2.13). 
(7.2.14), <7.2.15), (7.2.16) 
Only (7.2.14) will be proved here, the proofs of (7.2.15) and 





r (m) r (n) IL cp Ip 
p p 
J lvln+h-p IIP+q-1vl-(m+n) 
V=V'>IJ 
- -1 -1 -1 -1 - 1 -1 -1 
OF 1 (m+n ; q V (Ip + g V) , In - q L 
2 
¢i L 2 ) dV • 
In the integral above make the transformation 
(7.2.53) 
-1 w = q v 
with inverse transformation 

















J (V + W) 
2 2 = q p 
= 
r (m+n) q(p+n+h)p 




The application of (2.3.9) leads to (7.2.14). 
(7.2.17) 
Let r:pxp = o/:pxp in (7.2.10); then (7.2.17).follows. It is 
important to note that from definit1on 2.3.2 it follows that 
- -1 -1 .1F0 (m+n ; V, - <P L ) is convergent only for 11 V 11 < 1 or 
114-1 L- 1 jj<1 • 
(7.2.18) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(7.2.18). 
(7.2.19) 
Let. r2:pxp = 0 
(7.2.57) 
= 
and r:pxp = o/:pxp = I p in (7.2.26); then follows 
lvln-p J 
r (n) r (m) IL <P Ip -
p p A=A I >O 












The application of (2.3.5) leads to (7~2.19). 
(7.2.20) 
Let fl:pxp = O and E:pxp = 'l':pxp = I p in (7.2.33); then follows 
(7.2.58} lvln-p fV (V) = __ _..._  _.__ ---:----
J 
IAlm+n-p etr{-A] 
IL ~1P -f (n) r (rn) p p A=A I >O 
The application of (2~3.5) leads to (7.2.20) . 
. Remark 7. 2. 1 
(i) In the following cases, the power-series representation 
of the p.d.f. of ~:pxp leads to expressions for 
fcsyrn(V) which involve lesser summation signs than 
when the r-type representation of the p.d.f. of ~:pxp 
is used: 
Q: pxp ;t O , E: pxp ;t '!': pxp ; 
Q: pxp = O , E: pxp ;t '!': pxp . 
The expressions for f (V) given in (7.2.3) and csym 
(7.2.10) are therefore from a computational point of 
view better that the expressions given in (7.2.1) and 
(7.2.8) respectively. 
(ii) In the following cases, the power-series representation 




which involve the same number of summation 
when the r-type representation of the p.d.f. 
is used: 
Q ;t O , E:pxp = 'l':pxp; 












The expression for fcsym(V) given in (7.2.12) is 
therefore from a computational point of view similar 
to ( 7 . 2 . 1 7 ) . 
(iii) It is clear that (7.2.12) tends to (7.2.17) when 
1-+ 0 . ' i.e. q-+oo • q 
(iv) If Q:pxp = 0 and 2::pxp -~ '¥:pxp the f-type 
representation of S:pxp leads to an expression for 
fcsym(V), (7.2.8), which has the term (-q)-t. 
(v) 
As· 1-+ 0 , 
q 
all t I 
i.e. q-+oo 1 
except t = 0 • 
this term tends to 0 for 
The summation over t , T 
and cS reduces respectively to a summation over 0 , 
partitions of 0 (which is an empty set) and cS 
where cS is now a partition of k into not more than 
p parts i.e. 
equal to one, 
-K 
KEP(k,p). In this case gK,(O) is 
thus ( 7. 2. 8) tends to ( 7. 2. 1 0) as q -+ 00 • 
The actual p.d.f. of 
case when n: pxp = 0 
y:pxp can be derived only in the 
and 2::pxp = '¥:pxp = I 
p 
7. 2. 2 Certain marginal distributions of the charact'eristic roots 
of V:pxp· 
In theorem 7.2.2 it is shown how the p.d.f. of ~V can be written 
in a form such that the random component is in the form given in 
(3.2.3). Expand the hypergeometric function in (7.2.18); then the 
p. d. f. s of !?v given in ( 7. 2. 2) , ( 7. 2. 4) , ( 7. 2 . 6) , ( 7. 2 . 9) , 
(7.2.1~) and (7.2.18) have the same random component, therefore 
only the p.d.f.s of !?v given in (7.2.13) and (7.2.18) will be 
considered in theorem 7.2.2. 
Theorem 7.2.2 
Let the central complex quadratic form ~:pxp = ZLi' have the 












(f-type representation) and let ~:pxp ~ CW(p, m, E) ; then the 
p.d.f. of ~V where 
-l -l y: p x p ::: ·~ 2 S A 2 is· given below. 
The p.d.f. of ~:pxp has the r-type representation 
(7.2.59) 
r (m+n) 
= _____ p__ ·------- E E 
r (m) r (n) r (p) IL<Plp k=O K k! c (I) 
p p p K n 
p(p-1) 
TI 00 [m+n] 
K 
p ( \ + 2 (p-1 ) v . k. +p-i 
IT -n-p ( 1 - ) - m+n, I ( (_J_} 1 ) I v. +v. 1 +v. 
i=1 1 . J. J 
v. . 
I < <--+-> p-i > I 1+v. 
J 
••• < v 
-p 
The p.d.f. of S:pxp has the power-series representation 
(7.2.60) 
TIP (p- 1 ) r (m+n) 00 
E E 
r (n) r (m) r (p) IL<Plp k=O K p . p p 
••• < v and p 
[m+n] C (-<P- 1 L- 1 ) 
K K 
















Let q=1 in (7.2.13); then the expansion of the hypergeometric 
£unction leads to 
(7.2.61) 
= 
7Tp(p- 1 ) r (m+n) 00 [m+n] K 






The application of (2.2.44) leads to (7.2.59). 






p (p-1) r (m+n) 00 







(m) r <P, IL¢ Ip k=O 'K p J 
p 
- - )2 - ( ) 11 (v. - v. CK Dv • 




The application of (2.2.42) leads to (7.2.60). 
C (-<P-1L-1) 
K 
C (I ) 
K n 
As is the case in preceding chapters the marginal distributions of . 












obtained by using-the theorems in chapter 3 with 
and 




= (~) J_ 
J 
v. . 




g (v . ) = vi:-p ( 1 +v .) 2 (p-1 ) - (m+n) • 
. J J J 
Consider the following example: 
Let ~V have the p.d.f. given in (7.2.59); then 
(7.2.63) 
r (m+n) 1T p(p-1) 00 [m+n] 
= L: L: K r (n) p . r (m) p r (p) p IL¢ Ip k=O K k! C (I ) K n 
where 
(7.2.64) 
C (I - L -! qi-1 
-l. 
I Cb .. > I L 2) X [K] ( 1 ) K  J_ J 
b .. 
l..J 
= B d (n+p+k. -i~j+1, m-p+1) - B (n+p+k. -i-j+1, m-p+1) . 
J_ . c J_ 
1 +d 1 +c 
The random component in (7.2.59) is similar to the random component 
of the NCCMB 2B(p, n, m, n) -p.d.f. given in (5.4.52). This 
similarity and the relationship, which exists between the 
characteristic roots of the complex beta type 1B and 2B matrices, 
lead to a certain correspondence between the marginal distributions 












- -the marginal distributions of L ••• L when 1 ' I p 
!;i:pxp "' CMB 1 (p, m, n) , (cf. 5.2.2). Compare for example 
(1.2.63) and (7.2.64) with (5.2.31) and (5.2.32) respectively. 
The random component in (7.2.60) is similar to the random 
component given in (4.2.72) ., The obtaining of 
and P (V < d) when DV has the p. d. f. given in 
p -
similar to the obtaining of P (c < 5
1 




(7.2.60) is thus 
P (S < d) when p 
~S has the p.d.f. given in (4.2.60). Only these two marginal 
distributions of V ••• V can be derived because the use of 1 I I p 
theorems 3. 4 .1 - 3. 7 .1, given this random component, leads to 
improper integrals which are divergent. 
7.2.3 P.d.f.s of functions of the characteristic roots of V:pxp 






when Q: pxp = 0 and L:: pxp = '¥: pxp , 
Meijer's G-function. 
is derived in terms of 
Theorem 7.2.3 
Let y:pxp have the symmetrised p.d.f. given in (7.2.12); then 





f -1 -1 <1\1(I +q-1V)-1j)--
j v (I + q V) I p 
- p -




jV(Ip + q-1 V)-1,-1 
jL <I>jP 
[m+n]Kc (I) c (I -qL.:..;<I>- 1 L-~) 
l: l: K p K n 
()() 
















Gp' Iv (Ip + q-1 V) -1 1 I J ' I 
n+k.-j+1 I 
J 
. IV (Ip+ q- 1 V) - 1 1 < 1 , q > 0 and 
The application of theorem 2.5.3, given (7.2.16), leads to (7.2.65). 
In theorem 7.2.4 the p.d.f. of trV will be given for certain 
specifications of 'Q:pxp, 1:l':p~p and r:pxp • 
Theorem 7.2.4 
(i) r:pxp ~ ~:pxp 
(7.2.66) ftr V (tr V) 
f (m+n) etr[-n] (trV)np- 1 
= ~p~~~~~~~~~~-,----
r (m) r (np) IL qi Ip I L 1±' - 1 In 
.p 
00 00 
E E E E E 
k=O K t=Q T rS 
g~,T (-1)k [m+n]o [n]KCK(<P-1L-1) 
k ! t ! C (I ) C (I ) C (I ) (np) k 
K p K n T n 
(ii) E:pxp = 1:l';pxp 
(7.2.67) 
= 
ftr V (tr V) 
f (m+n) etr[-n] (trV)np- 1 













00 -o (-1) k [ m+n] 0 [n] C (L-1 <P-1) c (Q) 00 gK,T K K T 2: . 2: 2: 2: 2: 
k=O K t=O T 0 k! t! [m] C (I ) C (I ) 
T K n T p 
c0 crP) (tr V) k I O < tr V < 1 . 
(iii) Q:pXp: 0 I 
(7.2.68) ftrV (tr V) -
r (m+n) (tr V) np- 1 00 (-1) k [m+n] 
= 2: 2: 
r (m). f (np) !E'l'-1!n IL <PI p k=O K k! C (I ) p K Il 
C ( <P - 1 L - 1 ) C ( r- 1 'l') (tr V) k , 0 < tr V < 1 • 
K K 




ftr V (tr V) 
00 [m+n] [n] 
K K 
2: J.: 
= rp·(m+n) (trV)np- 1 
r (m) r (np) IL <P Ip 
p 
k=O K k! C (I ) (np)k 
K n 
C (I) C (-<P- 1 L- 1 ) (trV)k 
K p K 





Only (7.2.69) will be proved here, the proofs of (7.2.66), (7.2.67) 
and (7.2.68) being similar. 












7Tp(p-· 1 ) r (m+n) ID ln-p 
p V· 
r {n) r (m) r (p) IL<Plp 
p p p 
p 
- - 2 II (v. - v.) 
. > . l. J 
l. J 
oo [m+n] K CK (-<P- 1 L- 1 ) CK (Dv) 
l: l: 
k=O K k! C (I ) 
K n 
In (7.2.70) make the transformation 
-v. 
l. 
a i = tr v I ( i = 1 I ••• I p-1 ) 
with inverse transformation 
and 
v. = a. tr V 
l. l. 
p-1 
tr V { 1 - l: 
i=1 
= a trV p 
( i = 1 I • • • Ip-· 1 ) 
a.) 
l. 
The jacobian follows as 
J(v ···,v -r a ,···,a , trv) = {trv/P-1 . 
1' p 1 p-1 
Integration with respect to 0 < a 1 < • • • < a < a p-1 p 
using {4.2.166) leads to {7.2.69). 
Remark 7.2.2 
= 1-a -···-a .. 
~ p-. 
(i) It is important to note that the p.d.f .s of trV 
derived in theorem 7.2.4 are convergent only for 












(ii) Khatri (1970, p. 74) derived expressions for E((trV)h) 
in the following cases: 
~:pxp is a non-central complex quadratic form, 
Q:pxp = 0 and 2::pxp = '¥:pxp ; 
~:pxp is a non-central complex compound quadratic 
form, Q:pxp = 0 and 2::pxp = '¥:pxp ; 
~:pxp is a central complex quadratic form, 
Q: pxp = 0 and 2:: pxp = '¥: pxp . 
In the first two cases, the expressio s for E((trV)h) 
are given in terms of generalised Laguerre polynomials 
in Hermitian matrices while in the third case the 
. expression is given in terms of zonal polynomials of 
2: 'i'-1 • 
-.! -1 
7. 3 THE QUADRATIC FORM V: pxp = T 2 S T 2 WHEN BOTH S: pxp AND 
. 
T: pxp ARE CENTRAIJ COMPLEX QUADRATIC FORMS 
7.3.1 The symmetrised p.d.f. of y:pxp and ~V 
Consider the following theorem in which the symmetrised p.d.f. of 
_.! -1. y: pxp = ·'.!' 2 ~ '.!' 2 and ~V are derived for certain S};>ecif ications 
of the parameter matrices. It is to be noted that it seems not 
possible to derive the actual p.d.f. of y:pxp. 
Theorem 7. 3. 1 
Let ~:pxn f\J CMTN(p, n, O, ¢® 2:), Y:pxm f\J CM:I'l'!(p, m, O, 'l'® ::) and 
L:nxn and Q:mxm be h.p.d. matrices; then the symtr.f-!trised p.d.f. 
-1. _ 1 -
of y·:pxp = '.!' 2 ~'.!' 2 and ~V' where ~:pxp = ZL Z' and 
T:pxp = Y Q Y' , are given below for certain specifications of 
"' 












(i) E:pxp ~ ~:pxp 





:f csym (V) 
r (m+n) r(m+n)p 1v1n-p 
p 
-8 -CJ -t k+t+b [ ] 
oo oo oo gK,T g
018 
q (-r) m+n 0 E E · E · E E E E E 
k=O K t=O T 8 b=O Bat! k! b! c (I) Ci-(I) Ci-CI) 
K n u p u p 
Cs(~- 1 ) C(J(~- 1 , Co(V) , . V=V' > 0, q> 0 and r> 0. 
1Tp(p-1) 
--
r (p > p 
p - - ) 2 I1 (v. - v. 




< ••• < v 
f (D ) 
csym v ' 
p 
q>O and r > O • 
The p.d.f. of S:pxp has the power-se=ies representation 
and the p. d. f. of T: pxp has the f·-type representation 
(7.3.3) fcsym(V) 
= 
r (m+n) 1v1n-p r(m+n)p 
---~-~~~~~~~-~~~-
r (n) r (m) IL¢ Ip IQ 1¥ Ip IL: ~-· 1 1 n 













oo oo goK,T (-r)k+t (m+n]s C (<l>-1 L-1) C (L:-1) 
l: L L L l: u K K 
k=O K t=O T o k! t! C (I ) C (I ) C (I ) C (I ) C (I ) 
K n .T m K p T p K p 
C- co-! \1/-1 0 -! -1 - c--1 - - -r - r I ) C .'.::'. ) Cs ( .'.::'.) C (V) , T m T u . K 
TIP (p-1 ) 
r (p> p 
' 
V = V ,· > 0 and r > 0 • 
PIT (- - )2 v. -v. 
i>j l. J 
0 < "1 < ••• < v p and r > 0 • 
{ii) L:pxp = E:pxp 
The p.d.f .s of ~:pxp and T:pxp have the r-type 
representation 
{7.3.6) 
- (m+n)p I n-p r {m+n) r VI 
= ~~---------~---------
r (m) r (n) IL cp Ip IQ 11' Ip 
p p 
-o -CT -t (-r)k+t+b 00 00 00 a go,B q 
E .E E E l: l: E l: 
"K,T 
'k=OK t=O T b=O B 0 0 t! k! b! C (I ) .K n CS (In) 
C 
0 
(V) , V = V' > 0 , q > 0 a:rld r > O • 
TI 
p(p-1) 
r <P) p 
p - - 2 rr (v. - v. ) 
. . J.. J 
J..>J 
••• < v 




[m+n 1 Jo 
c0 crP) 












The p.d.f. of S:pxp has the power~series representation -
and the p.d.f~ of T:pxp has the r-type representation 
(7.3.7) fcsyrn(V) 




r (rn) r (n) IL ¢ Ip I Q 'l' Ip 
p p 
-0 k+t - -1 -1 
oo oo g (-r) . [rn+n.J .1.- CK(¢ L ) 
KIT u E E E E L: -..!..---------------
k=O K t=O T 0 
iTp(p-1) 
r <P> p 
k! t! C (I ) C (I ) C (I ) 
K n K p T rn 
r - 1 I ) C ~ (I ) C (V) , 
ID u p K 
V = V ' > 0 and r > 0 • 
p (-. - ) 2 IT v.-v. 
i>j l. J 
o < v-
1 
< •••. < v 
p 
and r > O • 
(7. 3~) 















In (7.3.9) make the transformation {7.2.23) with A:pxp replaced 
by T:pxp in (7.2.23), then the joint p.d.f. of V:pxp and 
!:pxp follows as 
(7.3.11) fT,V(T,V) 
r - 1 I , - 2- 1 T) 
m 
:-'' _:•, 
The expansion of the first exponential and the hypergeometric 
functions and the application of (2.2.54) lead to 
(7.3.12) 
-o -t C {L -1 -1 -1 -1 . 00 00 00 gK,T q 2 <P r .. 2 q i.:n) 
l: L: l: . l: l: l: L: 
j( 
k=O K t=O T 0 b=O 13 t! k! C (I ) C 13 (Im) K :r.. 
. 1 l l - -1 -1 -1 C (->:- T2V'I'2) C (Q 2 'l' Q 2 
0 13 
After changing the order of integration, the symmetrised p.d.f. of 





















L:- 1 and -- 1 
L:-1 -+ u L:-1 u 1 
are hermitian matrices. Thus by 
and ::::- 1 -+ U ::::- 1 U' and after 
integrating over the unitary group after each transformation, the 




-0' ITlm+n-p CO' (T) = go,B c0 crP> c13 crP> cr T=T-' >O 
[ -1 -1 etr -r :::! T] dT 
co(L:-1) cB(::!-1) 
r (m+n) (m+n) p I ::::jm+n = r 
c\5 crP) c13 crP) 
p 
L: g~ Q [m+n] Ccr(r2), cr , µ a (from (2.2.32)). 
Substitution of (7.3.15) into (7.3.13) leads to (7.3.1). 
(7.3~) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(7.3.2). 
(7.3.3) 
The joint p.d.f. of ~:pxp and !:pxp follows as 












In (7.3.16) make the transformation (7.2.23) with A:pxp replaced 
by T:pxp in (7.2.23), then the joint p.d.f. of y:pxp and 
T:pxp follows as 
(7.3.17) = c 
etr [-r - 1 ?:- 1 T] F (Q-! '!'- 1 Q-! 
0 0 
r - 1 I , - :::- 1 T) 
m 




2: 2: · 2: 2: 
k=O K t=O T C (I ) k! C (I ) t! 
K n T m 
After changing the order of integration, the symmetrised p.d.f. 




oo oo (-1)k+t c (<P-1 r .. -1) 
= c 1v1n-p L L L L K 
k=O K t=O T k! t! C (I ) C (I ) C (I ) 
K n T m K p 













(7.3.20) I* = J 
T=T'>O 
C o:- 1 ) C (E- 1 ) 
= K T f (mtn) r(m+n)p l=lm+n 
C (I ) C (I ) p 
K p T p 
-o [ J - -E g m+n ~ C~(r:::) , 
0 K 1 T u u 
( from ( 7 • 3 • 1 5 ) ) • 
Substitution of (7.3.20) into (7.3.19) leads to (7.3.3). 
(7.3.4) 
The application of theorem 3.2.1 and corollary_2.7.1 leads to 
(7.3.4). 
(7.3.5) 











. 2: 2: 2: 2: 
t=O 1 0 b'""O 
r- 1 I ) I* 
m 

















(7.3.23) I* = 
J 
T=T'>O 
(from ( 2 . 2 . 3 2) ) • 
Substitution of (7.3.23) into (7.3.21) leads to (7.3.5). 
(7.3.6) 
The application of theorem 3.2.1 and corollary 2.7.1 leads to 
(7.3.6). 
(7.3.7) 
Let E:pxp = ~:pxp in (7.3.19); then 
(7.3.24) fcsym(V) 
oo oo ~o (-1) k+t C (<I>-1- L-1) 
= c 1v1n-p - E E - E - E E gK T - K 
k=O K t=O T 0 k! t! c (I ) c (I ) c (I ) 
K n T m K p 
- -1 -1 -1 c (Q 2 'f Q 2 
T 
r- 1 I ) C (V) I* 
m K 
where c is given in (7.3.22) and 
(7.3.25) I* = J 
T=T'>O 
- [ ] I I m+n -= rp (m+n). m+n 0 r E C0 (r Ip) , (from (2.2.32)). 
Substitution of (7.3.25) into (7.3.24) leads to (7.3.7). 
(7.3.8) 














(i) As in the real case (cf. Underhill, 1973, p. 5.6) it 
is not possible to derive the p.d.f. of 
-1 -! 
y:pxp = 'E 2 ~ 'E when the p.d. f. of 'E:pxp has the 
power-series representation because the exponential 
function etr [-r - 1 3- 1 T] is needed to perform the 
integration over T:pxp . 
(ii) By using the same argument as in remark 7.2.1 (iv), it 









'¥:mxm = Q :mxm, 3:pxp - 2'.:pxp and r = 1 ; 
'E: pxp rv CW (p, m, L:) • If these substitutions 
are made in the results derived in theorem 7.3.1 it 




'¥ :mxm = Q :mxm , 3:pxp = L::pxp ·and 
r = 1 in ( 7 • 3 • 5) ; then : 
fcsym(V) 
r (m+n) 1v1n-p 00 00 
= L: L: L: L:L: r (rn) r (n) IL¢ Ip k=O K t=O '[ 0 
p p 
t! k! C (I ) 
K n 
k + t [ ] C- ( L- ! n. -1 L- ! -1 -(-1) . m+n 0 K 'i' - q In) Cc;(V) 
= (7.2.51) I 
which leads to (7.2.12) . 
(b) Let 
. -1 
'¥ :mxm = Q :mxm, ~:pxp - L::pxp 














f (m+n) IVln-p 00 · (m+n] C (-¢- 1 L- 1 ) C (V) 
= L L K K K 
r (m) r (n) IL¢jP k=O K k! c (I) 
p p K n 
= (7.2.17) • 
7.3.2 Certain marginal distributions of the characteristic roots 
of V:pxp 
The p. d. f. s of ~V given in ( 7 • 3 • 2) , ( 7 • 3 • 4) , ( 7 • 3 • 6) and ( 7 • 3 • 8) 
have the same random component. By using (2.2.44) these p.d.f.s 
can be written, similar to previous cases, in a form such that the· 
random component is in the form (3.2.3). 
(7.3.8) can be written for example as: 
The p.d.f. given in 
(7.3.28) 
= 
r (m+n) r(m+n)p Tip(p- 1 ) 
r (p) r (m) r (n) IL ¢ Ip I Q \l' Ip 
p p p 
-0 k+t [ - -1 -1 
oo oo gK,'T (-r) m+n] 0 cK(<I> L_) E r E E E ~:...!-:~~~~~~~~~~~~-e--
k = O K t=O 'T o k! t! C (I ) C {I ) C (I ) 







I < v . 1 > I I < v1?- 1 > I J , J , ••• < v 
I 
and r < 0 . p 
The random component in (7.3.28) is similar to the random 
componen~ given in ( 4. 2. 72) . The obtaining of P (c < V 1 < V p < d) 
and P(V < d) when DV has the p.d.f. given in (7.3.28) is thus 
p -
similar to the obtaining of P (c < S,. < S < d) and P (S < d) when 












~S has the p.d.f~ given in 
distributions of'--, V 
1 
, ~- • •, V p 
theorems 3.4.1-3.7.1, given 
(4.2.60). Only these two marginal 
can be derived because the use of 
this random component, leads to 
improper integrals which are divergent. 
7. 3. 3 The p. d. f. of tr V 
In theorem 7. 3. 2 the p. d. f. of tr V · will be given for certain 
specifications of t:pxp and S:pxp. The p.d.f.s of ~V given 
in (7.3.4) and (7.3.8) are used to obtain the different p.d.f.s of 
tr V because these p.d. f. s involve lesser summation signs than 
the p.d.f.s of ~V given in (7.3.2) and (7.3.6). 
Theorem 7.3.2 
(i) t:pxp ;e S:pxp 
(7.3.29) ftrv (tr V) 
r (m+n) (tr V) np- 1 
= 
Ir s- 1jil r (m) r(np) IL¢ Ip lo 'l' IP p 
_ o k +t ~ J r J - -1 -1 
oo oo gK,T (-1) - Lm+n 6 ._n K CK(¢ L ) r - Z · r r r _:_.:~~~--:-~~~~--~~-~~~~~~ 
k=O K t=O T o k! t! C (I ) C (I ) C (I ) (np)k 
K n T m T p 
(ii) E:pxp = S:pxp 
(7.3 .. 30) ftr V (tr V) 
f (m+n) (trV)np- 1 
= ~~-P~--~~~~~~~~ 









r r r 
[n] 














( -1 ) k + t [ m + n J o CK ( ¢ -1 L-1 ) C\ ( Q - ! '¥ -1 Q - l - Im) 
(np)k C (I ) C (I ) 
K n T m 
0 < tr V < 1 • 
The proofs of (7.3.29) and (7.3.30) being similar to the proof 
of theorem 7.2.4. 
Remark 7.3.2 
It is important to note that the p.d.f.s of trV deriv~d 
in theorem 7. 3. 2 are convergent only for O < tr V < 1 which 
makes it of limited practical value. 













The distributionaJ. properties of a number of multivariate complex 
quadratic forms and their characteristic roots have been studied 
in this thesis. The probability density functions, moments and 
the joint probability density functions of the characteristic 
roots of these multivariate complex quadratic forms were derived 
in similar ways as in the real case. Despite this correspondence 
it is to be mentioned that these complex results are not merely a 
duplication of the results in the real case. All the 
multivariate complex quadratic forms studied in this thesis are 
random hermitian matrices and are such that the joint probo~ility 
density functions of their characteristic roots are syrmnetric 
functions of the roots. As a result of this property of the 
joint probability density functions of the roots and by using 
certain properties of zonal polynomials of hermitian matric~s and 
hypergeometric functions with hermitian matrix arguments, the 
derivation of certain marginal distributions of the roots is found . 
to be less complicated than in the case of real symmetric matrices. 
·rn order to derive the different distributions, attention has also 
been given to certain important mathematical functions and 
techniques. 
Although some of the results derived in this thesis are highly 
theoretical, it is to be hoped that it will stimulate future 
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