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Abstract. In this paper, we present a variationally consistent formulation for the weak en-
forcement of essential boundary conditions as an extension to the finite cell method, a fictitious
domain method of higher order. The absence of boundary fitted elements in fictitious domain or
immersed boundary methods significantly restricts a strong enforcement of essential boundary
conditions to models where the boundary of the solution domain coincides with the embedding
analysis domain. Penalty methods and Lagrange multiplier methods are adequate means to
overcome this limitation but often suffer from various drawbacks with severe consequences for
a stable and accurate solution of the governing system of equations. In this contribution, we
follow the idea of NITSCHE [29] who developed a stable scheme for the solution of the Laplace
problem taking weak boundary conditions into account. An extension to problems from linear
elasticity shows an appropriate behavior with regard to numerical stability, accuracy and an
adequate convergence behavior. NURBS are chosen as a high-order approximation basis to
benefit from their smoothness and flexibility in the process of uniform model refinement.
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1 INTRODUCTION
In contrast to standard finite elements, fictitious domain methods do not require a boundary-
fitted mesh. Instead, they embed structures of arbitrarily complex geometry in an analysis
domain of simple shape, thus omitting a time-consuming and often not foolproof mesh gen-
eration. The finite cell method (FCM) [37, 30] is a high-order approximation scheme that
follows the fictitious domain idea. The principle concept of the method is independent of the
applied approximation basis and has so far been successfully implemented and investigated for
integrated Legendre polynomials [15, 34] as well as for B-spline [37, 35] and NURBS-bases
[33]. Like other embedded domain [25, 27] and immersed boundary methods [26, 31] the finite
cell method does not require an explicit domain representation in terms of boundary segments
or elements but instead exploits recursive bisection [28] to adaptively regain control over the
solution domain. However, due to the absence of boundary-fitted elements, the imposition of
essential boundary conditions turns out to be a key challenge, which in many cases can largely
influence the accuracy of the analysis. A reliable and accurate strong imposition is uncompli-
cated only in cases where the boundary of the analysis domain fully coincides with the boundary
of the solution domain.
Following the weak formulation of the finite element method, several efforts have been made
over the years to satisfy essential boundary conditions in a weak sense as an alternative to equiv-
alent pointwise constraints. When weak enforcement of boundary conditions is employed, no
explicit constraints on the displacement field are introduced. Instead, the variational formula-
tion of structural mechanics is modified to enforce displacement boundary conditions as Euler–
Lagrange conditions. The most popular strategies include the straightforward but variationally
not consistent penalty method [3, 40] and the Lagrange Multiplier Method [2, 22, 10, 18] which,
though being variationally consistent, introduces additional unknowns and destroys positive
definiteness of the augmented system of equations.
Previous work on weak enforcement of essential boundary conditions also includes the pio-
neering effort of NITSCHE [29] for the Poisson problem that has been successfully adapted in
various fields of numerical simulation, such as structural mechanics [19, 17, 21, 16], bone me-
chanics [34] or fluid mechanics [9, 8]. In this paper, we reconsider this strategy and show that
weakly enforced boundary conditions can considerably enhance the flexibility of the finite cell
method, since it enables to approximate the physical behavior of arbitrarily constraint problems
independently of the geometry and discretization of its embedding domain. A B-spline ap-
proximation basis as recently introduced in the FCM [36, 37] is favored in this contribution to
exploit the underlying smoothness of B-splines that lead to an increased per-degree-of-freedom
accuracy in many FCM computations. This observation is consistent with numerous results of
isogeometric structural [12, 13], fluid [1], and fluid-structure interaction [7, 6] analyses, which
also employ higher-order continuous basis functions. However, in contrast to the FCM, in isoge-
ometric analysis the complex geometry of interest is always represented with a boundary-fitted
mesh.
The paper is outlined as follows. In Section 2, we provide a basic formulation of the FCM
including the formulation of the weak boundary conditions applying the B-Spline discretization.
In Section 3, we demonstrate with two numerical examples the performance of the proposed
methodology. Section 4 summarizes the main findings and draws conclusions.
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2 BASIC FORMULATION
The method is formulated for solids of linear elasticity on the basis of the principle of virtual
work, independent of the applied Ansatz space. A detailled description of the method partic-
ularly with specialization to Legendre-based Ansatz spaces [4, 38] and NURBS [32] can be
found e.g. in [37, 34] and [33], respectively.
2.1 The finite cell approach
Ω
Γ
u0
t0
+ = −→
ΩFD\Ω
t0 = 0 on ∂ΩFD
α = 1.
Ω ⊂ Ωext
ΩFD
α  0.
(1) (2) (3) (4)
Figure 1: (1) Physical domain Ω with prescribed traction t0 along the Neumann boundary ΓN
and prescribed displacements u0 along the Dirichlet boundary ΓD, (2) extended cell domain
ΩFD\Ω with zero traction t0 on the cell domain surface ∂ΩFD, (3) embedded domain with
implicit domain support for ΩFD from prescribed displacement constraints on ΓD and (4) finally
applied cell grid structure on Ωext with location function α(x).
Embedding the physical domain of interest Ω in a fictitious domain ΩFD of much simpler
shape (cf. Fig 1(4)), the finite cell method satisfies the weak formulation of the elasticity prob-
lem according to the principle of virtual work. The governing integral equations of the formu-
lation are evaluated on Ω only by a refined numerical integration scheme that captures the true
boundary Γ (Fig. 1). For a reduced modelling effort the fictitious domain ΩFD is often chosen
on a cartesian grid thus taking advantage of the simple rectangular shape and an undistorted
mapping to the normalized standard element. The fictitious domain approach is not necessar-
ily restricted to the Cartesian grid and is also applicable for more general extension domains
including distorted geometries [34, 30].
The boundary of the extension domain Ωext ⊂ ΩFD is assumed traction free. Traction forces
t(x) = t0 are directly applied on the boundary Γt of the true physical domain. In analogy
with the Neumann boundary Γt, prescribed displacements u0 are defined along the Dirichlet
boundary Γu
u(x) = u0 ∀x ∈ Γu (1)
where Γ = Γu∪ Γt ∧ Γu ∩ Γt = ∅ (2)
with u denoting the displacement vector on Ωext.
The stress distribution within the embedding domain Ωext is chosen to be dependent of a
location/penalization factor α. For the relation between stresses and strains follows for linear
elasticity
σα(x) = Cα(x) : (x) (3)
3
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with (x) denoting the linear strain tensor and Cα(x) the elasticity tensor defined as
Cα(x) := αC
{
α = 1 ∀ x ∈ Ω
α = γ ∀ x ∈ Ωext \Ω
(4)
For points inside Ω the elasticity tensor Cα represents the domain’s material properties. For
points in Ωext that are not contained in Ω the factor α penalizes C by a very small value γ to
confine the influence of the extension domain. The choice of γ is a trade-off between accuracy
and stability to widely prevent an ill-conditioned system of equations but to ensure conver-
gence. A simple and stable choice can be found e.g. in dependence of the Young’s modulus
E(x) as γ ≈ (E(x) · ε1). Volume forces are penalized in analogy to the stresses such that
pα(x) := αp(x).
With the relations (3) and (4) and Γ = {Γu ∪ Γt} ⊂ Ωext a consistent weak formulation for
the linear elasticity problem of Ω on Ωext is found as
W(u, δu) = WI(u, δu) +WE(u, δu) = 0 (5)
with integral terms for the internal and external work, respectively
WI =
∫
Ωext
δ : σα dv (6)
WE =
∫
Ωext
δuTpα dv +
∫
Γt
δuT t0 da (7)
x ∈ Γu ⇒ u = u0 (8)
where δ denotes the variation of the stain tensor with respect to the virtual displacements δu.
The equilibrium (5) is consistently extended to a formulation that enforces the essential
boundary conditions in a weak sense. Replacing (8) by a weighted integral term over Γu and
introducing additional terms (cf e.g. [20, 17]) to ensure variational consistency with (5) and to
guarantee coercivity, the extension of the principle of virtual displacements has the following
form:
WI =
∫
Ωext
δ : σ(α) dv −
∫
Γu
δ(σ n)Tu da−
∫
Γu
δuT (σ n) da
+ τS
∫
Γu
δuTu da+ τN
∫
Γu
(nT δu)(uTn) da (9)
WE =
∫
Ωext
δuTpα dv +
∫
Γt
δuT t0 da+
∫
Γu
δtTu0 da
+τS
∫
Γu
δuTu0 da+ τN
∫
Γu
(nT δu)(uT0 n) da (10)
with (δ : σ(α)) =
∑
i
∑
j δijσij and τN and τS denoting penalty parameter with respect
to the shear and normal part of the boundary integrals, respectively.
1ε := unit roundoff
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For isotropic material properties equations (9) and (10) split into terms dependent on the
Lame´ constants λ and μ:
λ := E · ν/((1 + ν)(1 − 2 ν)) (11)
μ := E/(1 + ν) (12)
with Young’s modulus E and poisson ratio ν. With (11) and (12) the stress tensor follows as
σ = λ∇ · u I+ 2μ  with (13)
σij =
∑
k
λuk,k +
∑
i
∑
j
μ (ui,j + uj,i) (14)
Substitution of (13) into (9) and (10) and separation of the terms with regard to the Lame´
constants results in a formulation that allows a proper choice of the penalty values τS and τN
subject to μ and λ.
WI =
∫
Ωext
δ : σ(α) dv − λ
∫
∂Ωu
δ(∇ · uI n)Tu da− λ
∫
∂Ωu
δuT (∇ · uI n) da
+τN
∫
∂Ωu
(nT δu)(uTn) da− μ
∫
∂Ωu
δ(n)Tu da− μ
∫
∂Ωu
δuT (n) da
+τS
∫
∂Ωu
δuTu da (15)
WE =
∫
Ωext
δuTpα dv +
∫
∂Ωt
δuT t0 da− λ
∫
∂Ωu
δ(∇ · uI n)Tu0 da
+ τN
∫
∂Ωu
(nT δu)(uT0 n) da+ τS
∫
∂Ωu
δuTu0 da+ μ
∫
∂Ωu
δ(n)Tu0 da (16)
The boundary terms in (15) and (16) associated with components normal to the boundary
are penalized with τN the orthogonal terms are penalized with τS . For homogeneous boundary
conditions the four additional terms in (16) have no contribution to the weak formulation. With
τN = CN(p)
λ
h
(17)
τS = CS(p)
μ
h
(18)
the choice of the stability parameters for various discretizations reduces to the choice of the
two constants CN and CS that are independent of the mesh size h and solely depend on the
polynomial degree of the applied Ansatz space.
2.2 B-spline discretization
The finite cells are implemented as hexahedral elements according to the usual principles of
finite elements using a tensor product space [11, 5].
In 1D, n shape functions of a B-spline basis of polynomial degree p are specified in a uni-
formly subdivided parameter space Ξ = {ξ1, ξ2, . . . , ξn+p+1}. The p + 1 equally spaced knots
ξi define the knot span elements of a B-spline patch analogous to a subdomain of finite ele-
ments. Repeated knots lower the continuity between elements. A multiplicity of p+ 1 for knot
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ξi ensures the corresponding shape function Ni,p to be interpolatory at ξi. The basis functions
of a patch are interpolatory at the first and last knot ξ1 and ξn+p+1, respectively, and are Cp−1
continuous across the knot span elements. The corresponding knot span is said to be open (cf
Fig. 2).
0,0,0,0 1 2 3 4,4,4,4
0.0
0.5
1.0 N1,3
N2,3 N3,3
N4,3 N5,3 N6,3
N7,3
Figure 2: 1D cubic B-spline shape functions Ni,3(i = 1, . . . , 7) across an open knot span of
four elements. The corresponding parameter space Ξ is specified by a non-decreasing set of
knot coordinates ξi.
The multivariate B-Spline basis of the finite cells are constructed on the Cartesian product
Ξ × H × Z by the 1D knot spans Ξ = {ξ1, ξ2, . . . , ξn+p+1}, H = {η1, η2, . . . , ηm+p+1} and
Z = {ζ1, ζ2, . . . , ζl+p+1} [11, 23]. Each shape function is specified by the product
Qijk,p(ξ, η, ζ) = Ni,p(ξ)Mj,p(η)Lk,p(ζ) (19)
with i, j and k indicating the mode position within the product space.
The shape functions (19) are used to specify the Ansatz for the interpolation of the displace-
ment field and corresponding derivatives
u = QTp (ξ, η, ζ)U (20)
with UT = [U1 . . . UN ] representing the introduced degrees of freedom and Qp the interpo-
lation matrix assembled from (19).
The strain tensor  in (6) is approximated with the linear standard strain operator B(ξ, η, ζ)
that follows from differentiation of the quantities of (20) with respect to the global coordinates
xi(ξ, η, ζ), (i = 1, 2, 3), applying the chain rule [5, 24].
2.3 Numerical integration on cell level
A Gauss-Point integration scheme on sub-cells is applied for the integrals in (15) and (16).
This composed integration scheme [39] allows to arbitrarily densify the quadrature points ac-
cording to the structural needs of the geometric or physical configuration by an independent
cell decomposition into smaller units of arbitrary size thus confining the integration error of
the implicit domain representation. This approach proved also to produce excellent results for
heterogeneous material distributions [34].
For homogeneous material properties, the sub-cell scheme is restricted to boundary cells to
capture the true boundary of the physical domain Ω, whereas cells that are completely inside
the domain are treated as standard hexahedrals. A tree-based decomposition strategy of the cell
domain is favorably applied (Fig. 3) to reduce the integration effort.
With the linear strain operator B(ξ, η, ζ) and the location dependent material matrix Cα the cell
stiffness is computed as
Kc =
∑
sc
{∫
ξ
∫
η
∫
ζ
BˆTCα Bˆ det(Jc) det(Jˆsc) dz1 dz2 dz3
}
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Figure 3: Octree-based cell decomposition into sub-cells for boundary cells of homogeneous
material.
with Jc2 and Jˆsc3 representing the Jacobian of the finite cell and its sub-cells, respectively. The
strain interpolation matrix Bˆ is evaluated for each sub-cell with regard to the mapping of the
sub-cell coordinates of a locally defined Cartesian coordinate system (z1, z2, z3) located in the
sub-cell center to the local coordinate system of the finite cell
Bˆ = B(ξ(z1), η(z2), ζ(z3)) (21)
The material function Cα is evaluated at each integration point within the sub-cells. The evalu-
ation of the load integral of (10) follows in analogy to the integration of the stiffness matrix.
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Figure 4: reduced composed integration concept
Figure 4 illustrates an efficient strategy for the composed integration concept that signifi-
cantly reduces the numerical effort. The left picture of Fig. 4 shows a quadtree-based sub-cell
decomposition of a cut boundary cell. Each sub-cell is integrated with p+ 1 quadrature points.
2cell index {.}c
3sub-cell index {.}sc
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The applied recursive bisection approach densifies the number of sub-cells and thus the number
of integration points in the vicinity of the domain boundary Γ. The stresses inside Ω are penal-
ized at each integration point (red points) with αΩ = 1.0 to account for their full contribution
to the governing elasticity equations, resulting in a stiffness contribution KΩ. Stresses at the
integration points of the extension domain (blue points) are penalized with e.g. αext = 10−14,
resulting in a stiffness contribution KΩext , thus fading out any significant contribution from the
extension domain Ωext.
Kc = KΩ(αΩ) +KΩext(αext) (22)
Instead of a numerically demanding sub-cell integration in both domains, Ω and Ωext, a
modified integration concept is followed that reuses the integration result of the true domain to
determine the stiffness contribution of the extension domain.
Kc = Kc(αext) +KΩ(αΩ − αext) (23)
In a first step a penalized stiffness integral for the complete cell domain is computed applying
the penalization factor αext. In a second step, a composed sub-cell integration that is restricted
to the the true domain Ω of the cell is performed with (αΩ−αext) and added to the cell stiffness.
3 NUMERICAL EXAMPLE
3.1 Plane stress annular plate
cu
tlin
e
θΓi
Γo
ro
ri
p0
Ω
Ωext
t0
ro = 1.0
ri = 0.25
u = 0 ∀x ∈ Γo
t0 =
(
1
2
ln 0.25+1
ln 2
)
n ∀x ∈ Γi
p0 =
(
1
r ln 2
)
n ∀x ∈ Ω
E = 1.0
ν = 0.0
α = 10−12
displacement field
ur = −r2 ln rln 2
uθ = 0.0
state of stress
σr = −12 ln r+1ln 2
σθ = −12 ln rln 2
σrθ = 0.0
Figure 5: 2D ring plate problem.
A thin plane stress ring plate is modeled to account for the method’s performance for prob-
lems from linear elasticity. An exact parametric description of the circular boundary was chosen
to reduce the modelling error of the problem. Homogeneous Dirichlet boundary conditions are
prescribed along the outer radius ro and a prescribed constant radial pressure force t0is applied
along the inner radius ri. In addition the plate domain is loaded with a in radial direction expo-
nentially decreasing area load p0. Geometry, loading, boundary conditions and the analytical
reference solution of the displacements field and the state of stress in polar coordinates (r, θ)
are provided in Fig. 5. The stability parameter τN vanishes with a poisson ratio of ν = 0.0 thus
simplifying an optimal choice for the remaining stability parameter τS .
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Various knot span element discretisations were chosen for a convergence study with uniform
p-refinement. We measure the convergence of the analysis in terms of the error in strain energy
eE(Ω) =
( |W(u, u)−W(uˆ, uˆ)|
|W(u, u)|
)1
2
100% (24)
where u denotes the exact solution, uˆ the finite cell solution and W(u, u) the total strain energy.
Figure 6 shows smooth convergence behavior for each model with a slight tendency to expo-
nential rates, resulting in below 1% relative error in energy norm for a (8×8)-knot span element
discretization. In contrast to the p-version of the finite cell method [37] that applies high-order
quadrilateral cells the B-spline version requires a larger number of knot span elements to ensure
the expected convergence behavior.
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Figure 6: Convergence behavior for uniform p-refinement
Due to the large number of shared spline functions between adjacent knot spans particularly
for higher polynomial degrees the numerical effort in terms of degrees of freedom and band-
width characteristics remains essentially unchanged. The need for a sufficient mesh density is
a characteristic of the B-spline version that was found before in [37, 33] for various examples
and that can be observed also in Figure 6. The acceptable but moderate convergence progress
for (4×4) and (8×8)-knot span elements abruptly jumps down for the (16×16) discretization
to an error level that has improved by at least one order of magnitude. The stability parameter
for the convergence study were found locally from an eigenvalue analysis [14].
Due to the symmetry of the problem and the symmetric model, a global choice gives reason-
able results, too (cf results of Figures 9 and 10). Figure 7-(a) gives an overall impression of the
displacement field solution. Even for lower polynomial degrees the depicted smoothness of the
displacement field is observed at similar accuracy levels. Figure 7-(b) shows a logarithmic error
plot of the absolute error distribution (Vertical dashed lines indicate the interface between Ω
and Ωext). In particular, along the outer radius of the ring plate where homogeneous boundary
conditions are weakly enforced a very satisfying result can be noticed without any identifiable
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1.4e-05 0.1 0.2 0.2663 9.8e-10 1.e-08 1.e-06 1.e-04 3.2e-03
(a) radial displacement (b) absolute error
Figure 7: Solution and logarithmic error plot of the displacement field for p = 8 and m = 8.
0.6186 0.7 0.8 0.8799 2.5e-07 1.e-05 1.e-04 1.e-03 1.e-02 6.7e-02
Ωˆext
(a) von Mises stress (b) absolute error
Figure 8: Solution and logarithmic error plot of the von Mises stress distribution for p = 8 and
m = 8.
negative effect from the boundary penalization. The complete symmetry in the error distribution
also indicates the high stability of the proposed method.
An equivalent quality of the solution is found for the von Mises stress and corresponding
error distribution depicted in Figure 8. The maximum error in the stresses is found along the
inner radius. The elements embedding the inner void domain Ωˆext (r < ri) mutually influence
a smooth extension of the stresses into Ωˆext (cf Fig. 8-(b)) thus introducing a constraint that
reflects the maximum error along the inner radius. The very good agreement of the predicted
10
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Figure 9: Displacement along a 26 inclined cutline
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Figure 10: Von Mises stress distribution along a 26 inclined cutline
displacements and stresses with the analytic solution is presented in Figures 9 and 10, respec-
tively. The diagrams show pointwise results along a 26◦ inclined cutting line from the center
to the boundary of the extension domain Ωext (cf Fig. 5). The displacements are found to be
identical within Ω even for the lower polynomial degrees. The von Mises stresses (Fig. 10)
show a very accurate agreement with the reference solution, too, with minimal deviations at the
inner boundary due to the aforementioned artificial symmetry induced constraints.
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Ω
Ωext
AΩ = 100.0
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flexural plate stiffness
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3
12 (1−ν2)
loading
p(x, y) = K/AΩ
x
y
Figure 11: Square plate – model parameters.
3.2 Bending of a thin plate
With a second example we demonstrate the performance of the weak boundary formulation
for a plate bending problem by comparison with results from a thin plate finite element analysis.
The FCM-plate structure is modeled as a 3D solid and eccentrically embedded in a fictitious
domain such, that the applied octree depth can not fully resolve the in-plane plate geometry with
integration sub-cells. Geometry and material parameters of the model are provided in Figure
11. The plate boundary is fully clamped. An aspect ratio of 100 well-justifies a comparison with
a thin plate according to the theory of Kirchhoff-Love [5]. With the chosen load distribution
the analytic solution of the Kirchhoff-Love model for the center deflection is independent of
the Poisson ratio ν whereas the bending moment strongly depends on ν. In the following a
Poisson ratio of ν = 0.3 is chosen to account for the contribution of both stability parameter
of the weak boundary formulation, τN and τS and the corresponding constants CN and CS ,
respectively. Optimal values for CN and CS were found experimentally with CN = 32 and
CS = 32 resulting in a relative error of the center deflection of below 1% on a 16× 16 element
grid for both models.
A qualitative comparison of the moment stress resultants m11 and m12 referred to the plate’s
mid-plane shows virtually no difference in the stress distribution (Fig. 12). A quantitative
comparison reveals a relative difference in the extreme values of 0.36%− 0.48% for m11 and a
relative difference of −2.93−−3.66% for m12.
4 CONCLUSIONS
With this contribution we introduced an extension to the B-spline version of the finite cell
method (FCM) that significantly improves the method’s flexibility. The weak imposition of
essential boundary conditions based on a conceptional idea proposed by Nitsche [29] for the
Poisson problem, represents a variationally consistent formulation of the principle of virtual
work. With this extension, the absence of boundary fitted elements in the finite cell method
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-79.0 -40.0 0.0 40.0 79.0 -79.0 -40.0 0.0 40.0 79.0
(a) moment stress resultants m11 – FCM (left), Kirchhoff-Love (right)
-463.0 -200.0 0.0 211.0 -463.0 -200.0 0.0 211.0
(b) moment stress resultants m12 – FCM (left), Kirchhoff-Love (right)
Figure 12: Qualitative comparison of the moment stress resultants referred to the plate’s mid-
plane for p = 3: FCM result with weakly enforced boundary conditions (left) and FEM-
Kirchhoff plate result with strong imposed boundary conditions.
is no longer a restriction to domains that coincide with the boundary of the fictitious domain
and gives the method more flexibility in the modelling of structures of complex geometry. The
method provides reliable results at a reasonably good accuracy level. With a numerical example
it was illustrated that convergence can even achieve exponential rates despite the severe chal-
lenge of non-matching domain boundaries. A second example demonstrates that the method is
competitive with established methods already at moderate polynomial degrees.
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