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Theory of ground states for classical Heisenberg spin systems IV
Heinz-Ju¨rgen Schmidt1 ∗
1Universita¨t Osnabru¨ck, Fachbereich Physik, Barbarastr. 7, D - 49069 Osnabru¨ck, Germany
We extend the theory of ground states of classical Heisenberg spin systems previously published
to the case where the interaction with an external magnetic field is described by a Zeeman term.
The ground state problem for the Heisenberg-Zeeman Hamiltonian can be reduced first to the
relative ground state problem, and, in a second step, to the absolute ground state problem for pure
Heisenberg Hamiltonians depending on an additional Lagrange parameter. We distinguish between
continuous and discontinuous reduction. Moreover, there are various general statements about
Heisenberg-Zeeman systems that will be proven under most general assumptions. One topic is the
connection between the minimal energy functions Emin for the Heisenberg energy and Hmin for the
Heisenberg-Zeeman energy which turn out to be essentially mutual Legendre-Fenchel transforms.
This generalization of the traditional Legendre transform is especially suited to cope with situations
where the function Emin is not convex and consequently there is a magnetization jump at a critical
field. Another topic is magnetization and the occurrence of threshold fields Bthr and saturation
fields Bsat, where we provide a general formula for the latter. We suggest a distinction between
ferromagnetic and anti-ferromagnetic systems based on the vanishing of Bsat for the former ones.
Parabolic systems are defined in such a way that Emin and Hmin have a particularly simple form
and studied in detail. For a large class of parabolic systems the relative ground states can be
constructed from the absolute ground state by means of a so-called umbrella family. Finally we
provide a counter-example of a parabolic system where this construction is not possible.
I. INTRODUCTION
This is the forth of a series of papers devoted to the
theory of ground states of finite classical Heisenberg spin
systems. The general motivation of such a theory can be
found in [1] and need not be repeated here. Extended ex-
amples are contained in [2], whereas [3] is devoted to the
study of the Gram set and the case of N = 3 spins. The
case of a Heisenberg Hamiltonian plus a Zeeman term,
henceforward called “ Heisenberg-Zeeman system”, is not
yet covered by [1] – [3], but it can be reduced to this the-
ory by the following considerations. First, in section IV,
we draw upon the well-known fact that the ground states
of the Heisenberg-Zeeman system are among the relative
ground states of the pure Heisenberg system. “Relative
ground states” means states minimizing the energy un-
der the additional constraint of fixed magnetization or,
more appropriate for our purposes, total spin length S.
Ground states without this additional constraints will
also be called “absolute ground states”. Second, in sec-
tion V we utilize the circumstance that the square S2 of
the total spin length has essentially the form of a Heisen-
berg Hamiltonian. Hence the relative ground state prob-
lem can be reduced to the absolute ground state problem
of some modified Heisenberg Hamiltonian Hγ where γ
is the Lagrange parameter of the minimization problem
with the additional constraint S2 = const..
Besides following this reduction program we find it
in order to state and prove some general facts about
Heisenberg-Zeeman systems in sections III and IV. These
facts are not completely new; some of them belong to
∗Correspondence should be addressed to hschmidt@uos.de
folk wisdom and some are scattered to various places
in the literature. It is a secondary aim of this paper
to summarize these facts and to provide proofs under
conditions as general as possible. One topic is the con-
nection between the minimal Heisenberg energy Emin(µ)
of relative ground states with magnetization µ and the
minimal Heisenberg-Zeeman energy Hmin(b) depending
on the magnetic field b. It turns out that Hmin is the
negative Legendre transform of Emin, but the usual def-
inition of the Legendre transform is too narrow to cover
those cases where the functions involved are not smooth
everywhere. These cases are of special importance since
they show conspicuous features as, e. g., magnetization
plateaus and jumps. The appropriate generalization of
the Legendre transform called “Legendre-Fenchel trans-
form” is well-known and has also be used in the context
of statistical mechanics, e. g., for the problem of non-
equivalent ensembles, see [4]. Moreover, it has been ex-
plicitly applied to spin systems, see also [5] – [7], but only
w. r. t. the pair of dual variables (inverse temperature,
energy). In this paper we will rather apply the Legendre-
Fenchel transform to the pair of variables (magnetic field,
magnetization), see subsection IVA. Here also the case
of a non-convex function Emin is considered that leads to
a first order phase transition of the magnetization at zero
temperature. There exist examples of spin systems where
this happens, e. g., the AF icosahedron [8], see also [9]
– [15] for similar findings. However, I have decided not
to include these examples in the present paper since they
would deserve a separate treatment.
Another relevant theme for Heisenberg-Zeeman sys-
tems is “saturation”, that is the effect that the magne-
tization of the ground state reaches a maximal value if
the magnetic field is equal or larger than the saturation
field, see subsection IVB. This effect is well-known but
2I do not know whether the general formula for the satu-
ration field has been published elsewhere. The subject is
related to the fundamental distinction between ferromag-
netic and anti-ferromagnetic systems. Here we propose
a definition that is equivalent to saying that a system is
ferromagnetic iff its saturation field vanishes. In order
to prove some related facts about the function Hmin(b)
we utilize linear and quadratic energy bounds that have
partially been published in [16]. Magnetization plateaus
are treated in subsection IVC. The next subsection IVD
concerns systems where the mentioned parabolic energy
bounds are identically assumed and hence will be called
“parabolic systems”. Here we generalize results of [16]
by including the cases where the magnetization of the
ground state is constant below a certain “threshold field”
Bthr.
It seems that large parts of sections III and IV are
readable without having digested the theory outlined in
[1] – [3]. However, section V presupposes some notions
and results of the theory of ground states that will be
presented in the following section II in condensed form.
In contrast to the general theory of [1] – [3] and its reca-
pitulation in section II, for the remainder of this paper
we insist on the condition that spin configurations have
a dimension less or equal three.
The numerous examples are, with the exception of Ex-
ample 10, elementary ones or known from the literature
and mainly serve to illustrate the preceding definitions
and statements. The begin and the end of an example
will be indicated by the symbol ♣.
II. GENERAL DEFINITIONS AND RESULTS
We consider general spin configurations s with sµ ∈
R
N , µ = 1, . . . , N satisfying
sµ · sµ = 1 for all µ = 1, . . . , N, (1)
and denote by PN the phase space of all such configu-
rations. Any s ∈ PN can be represented by its “Gram
matrix”G with entries
Gµν = sµ · sν , µ, ν = 1, . . . , N. (2)
The dimension dim s of s ∈ PN will be identified with
the rank of G(s). Two spin configurations have the same
Gram matrix iff they are equivalent w. r. t. a global rota-
tion/reflection R ∈ O(N). A spin configuration s ∈ PN
of dimension n < N can be represented by vectors of
R
n upon a suitable rotation/reflection R ∈ O(N) and
the natural embedding Rn ⊂ RN . Let G = GN denote
the convex set of all Gram matrices, i. e. , of all N ×N -
matrices G that are positively semi-definite and satisfy
Gµµ = 1 for all µ = 1, . . . , N . Let
H0(s) =
N∑
µ,ν=1
Jµν sµ · sν = Tr (JG) (3)
be the Heisenberg Hamiltonian of the spin system where
J denotes the symmetric N ×N -matrix with entries Jµν .
The mean row sum of J will be denoted by j such that
N∑
µ,ν=1
Jµν = N j (4)
holds. The diagonal entries of J can be arbitrary real
numbers satisfying TrJ = 0. This is a kind of “gauge
freedom” that does not change the Hamiltonian (3). If sˇ
is a ground state ofH0, i. e. , realizing its global minimum
e0, there is a unique “ground state gauge” of J, denoted
by J(g), satisfying the eigenvalue equation
N∑
ν=1
J
(g)
µν sˇν = j
(g)
min sˇµ, µ = 1, . . . , N , (5)
and consequently e0 = j
(g)
minN , where j
(g)
min denotes the
lowest eigenvalue of J(g). For the convenience of the
reader we will repeat the derivation of (5) from [1].
The condition that the ground state sˇ minimizes the
energy (3) under the N constraints (1) implies the fol-
lowing “stationary state equation” (SSE):
N∑
ν=1
Jµν sˇν = −κµ sˇµ, µ = 1, . . . , N . (6)
Here the κµ are the Lagrange parameters due to the con-
straints (1). Let us rewrite (6) in the following way:
N∑
ν=1
Jµν sˇν = (κ¯− κµ) sˇµ − κ¯ sˇµ = −λµ sˇµ − κ¯ sˇµ , (7)
where we have introduced the mean value of the Lagrange
parameters
κ¯ ≡ 1
N
N∑
µ=1
κµ , (8)
and the deviations from the mean value
λµ ≡ κµ − κ¯, µ = 1, . . . , N , (9)
such that
N∑
µ=1
λµ = 0 . (10)
Defining
J
(g)
µν = Jµν + λµ δµν , µ, ν = 1, . . .N , (11)
renders (7) in the form of the eigenvalue equation
N∑
ν=1
J
(g)
µν sˇν = −κ¯ sˇµ , (12)
3which is identical with (5) if j
(g)
min = −κ¯. For the proof
of the latter equation we refer the reader to [1].
All Gram matrices of ground states, i. e., satisfying
Tr (JG) = e0, are of the form
G = W ∆W⊤ , (13)
where W is some N ×M -matrix the columns of which
span the eigenspace of J(g) corresponding to its lowest
eigenvalue j
(g)
min and ∆ is some positively semi-definite
M ×M -matrix that is a solution of the “additional de-
generacy equation” (ADE)(
W ∆W⊤
)
µµ
= 1 for all µ = 1, . . . , N. (14)
The convex set of solutions ∆ ≥ 0 of the ADE is denoted
by SADE . It is affinely isomorphic to the face of all Gram
matrices G satisfying Tr (JG) = e0.
Further we recall some results for the special case N =
3, see [3]. The Gram matrices G ∈ G3 have the form
G =
 1 u vu 1 w
v w 1
 , (15)
such that the Heisenberg Hamiltonian can be written as
H0(u, v, w) = J1 w + J2 v + J3 u , (16)
The Gram matrix of co-planar ground states of H0 can
be obtained from
u =
J1
2J2
(
J2
2
J3
2 − 1
)
− J2
2J1
, (17)
v =
J3
2J1
(
J1
2
J2
2 − 1
)
− J1
2J3
, (18)
w =
J2
2J3
(
J3
2
J1
2 − 1
)
− J3
2J2
. (19)
III. GROUND STATES OF
HEISENBERG-ZEEMAN SPIN SYSTEMS
As mentioned in the Introduction, in this section we
consider n-dimensional spin configurations with n ≤ 3.
This is in contrast to [1] – [3] where the dimension of
the spin configuration is left open. The corresponding
restricted phase space will be denoted by P≤3. Spin con-
figurations with dim s = 1 will be called “collinear” or
“Ising states”; those configurations with dim s = 2 are
denoted as “co-planar states”. Ising states will occasion-
ally be marked by strings of up/down arrows as, e. g.,
↑↓ . . . ↑.
We are looking for ground states of spin systems with
a Hamiltonian of the form
H(s) =
N∑
µ,ν=1
Jµν sµ · sν −B · S ≡ H0(s)−B · S , (20)
where
S ≡
N∑
µ=1
sµ (21)
denotes the total spin vector and B = B e ∈ R3 the
dimensionless magnetic field. We consider the unit vector
e as fixed and B ≥ 0 as variable. If s is a ground state of
(20) then it follows that S points into the direction of the
unit vector e, and hence S = M e, M ≥ 0. Otherwise
one could perform a global rotation R ∈ O(3) of s such
that S = M e, M ≥ 0 holds. This rotation will not
change the pure Heisenberg energy H0(s) and definitely
lower the Zeeman term −B ·S. The latter is not possible
since, by assumption, s was already a ground state before
the rotation. Hence any ground state of (20) satisfies
S =M e, M ≥ 0 . (22)
M = M(s) will be called the “magnetization” of the
ground state s. Moreover, it is sensible to restrict the
total phase space P≤3 of spin configurations to the sub-
set of configurations satisfying (22), as far as the ground
state problem is concerned. Hence we define
Definition 1
P+
e
≡ {s ∈ P≤3 |S =M e, M ≥ 0} . (23)
By restricting spin configurations to P+
e
it is possible to
rewrite the Hamiltonian (20) as
H(s) = H0(s)−BM(s) = H0(s)−B ||S||, s ∈ P+e .
(24)
For ground states s of (20) the two notions of “magneti-
zation M(s)” and “total spin length ||S||” coincide. How-
ever, we prefer to use the term “magnetization” because
of its physical appeal. If, for given B ≥ 0, the spin con-
figuration sˇ ∈ P+
e
is a ground state of (24) we will denote
its energy as
Hmin(B) ≡ H0(sˇ)−BM(sˇ) . (25)
Obviously, the value Hmin(B) does not depend on the
choice of the ground state sˇ and hence (25) defines a real
function Hmin : R
+ −→ R.
So far, the field B and the magnetization M(s), s ∈
P+
e
are, by definition, non-negative. For mathematical
reasons, mainly in order to facilitate the application of
the Legendre-Fenchel transform, it is convenient to ex-
tend the function b 7→ Hmin(b) to an even function de-
fined on the whole real axis. This suggests to also intro-
duce negative fields and negative magnetization. Hence
we extend the set P+
e
to the larger set
Definition 2
Pe ≡ {s ∈ P≤3 |S =M e, M ∈ R} , (26)
4and re-define the magnetization function
M : Pe −→ R
M(s) ≡ S · e . (27)
Hence M(s) = ||S|| ≥ 0 if S is parallel to e and M(s) =
−||S|| ≤ 0 if S is anti-parallel to e. The equation
H(s) = H0(s)−BM(s) (28)
then holds for all B ∈ R and all s ∈ Pe. Similarly, (25)
holds for all sˇ ∈ Pe that minimize the energy (28) for
given B ∈ R.
As a first general property of the function Hmin we
state:
Proposition 1 Hmin : R −→ R is a concave and con-
tinuous function.
Recall that a concave function f can be defined by the
property that its subgraph Σf ≡ {(x, y)} |y ≤ f(x)} is a
convex subset of R2.
Proof:
For each s ∈ Pe define the affine function Ls : R −→ R
by
Ls(B) = H0(s)−BM(s) . (29)
Obviously, Hmin ≤ Ls and Hmin(B) = Lsˇ(B) iff sˇ
is a ground state of (28) for some B ∈ R. Hence
ΣHmin =
⋂
s∈Pe ΣLs , and this set is convex since it is
an intersection of convex sets.
For the remaining claim we note that −Hmin is a
convex function defined on the whole real axis, and
hence continuous, see [17], Cor. 10.1. 
Example 1 The AF dimer (N = 2)
♠ ♠
♣ For the sake of illustration we will consider the AF
spin dimer as an elementary example. It has the Hamil-
tonian
H = s1 · s2 −B · (s1 + s2) (30)
=
1
2
(S−B)2 −
(
1 +
1
2
B2
)
. (31)
For B = 0 its ground state is of the form ↑↓, whereas for
large B the ferromagnetic ground state ↑↑ will have the
lowest energy. For intermediate values of B we have a
competition between parallel and anti-parallel alignment
and one wonders, how the system’s compromise would
look like. The solution can be obtained by elementary
considerations. Due to the “completing squares” trick in
(31) it is clear that the ground states are exactly those
minimizing the distance ||S−B||. For 0 ≤ B ≤ 2 this is
possible by choosing S = B. Consequently, Hmin(B) =
−1 − 12B2 in this case. On the other hand, for B > 2
the distance ||S − B|| is minimized by the Ising ground
state s1 = s2 = e or, in the arrow notation, s =↑↑. In
this case, Hmin(B) = 1− 2B · e = 1− 2B, and hence
Hmin(B) =
{ −1− 12B2 : 0 ≤ |B| ≤ 2,
1− 2|B| : 2 < |B|, (32)
where we have written Hmin as an even function of B.
Clearly, Hmin is a concave function, see Figure 1, where
also the magnetization M(B) and the susceptibility χ(B)
have been displayed that will be defined later. Obviously,
the saturation field has the value Bsat = 2.
-3 -2 -1 1 2 3
B
-5
-4
-3
-2
-1
1
2
E/M/
Hmin(B)
M(B)(B)
FIG. 1: The minimal energy Hmin, the magnetization M and
the susceptibility χ as a function of the magnetic field B for
the AF dimer. At the saturation field |B| = Bsat = 2 (dotted
line) there occurs a phase transition of 2nd order.
♣
IV. GROUND STATES OF
HEISENBERG-ZEEMAN SPIN SYSTEMS AND
RELATIVE GROUND STATES
A. Legendre-Fenchel transform
Returning to the general case we assume that, for given
B, a ground state sˇ realizes the minimal energyHmin(B).
Hence the line in R2 given by the graph of the affine
function Lsˇ(b) = H0(sˇ)−bM(sˇ), cp. (29), intersects the
graph of Hmin (at least) at the point (B,Hmin(B)). We
set µ =M(sˇ) and argue that the minimum Hmin(B) can
already be obtained by varying s not over Pe but over
the smaller set
Pe,µ ≡ {s ∈ Pe |M(s) = µ} . (33)
The reason is simply that, by construction, the state sˇ
realizing the minimal energy Hmin(B) is contained in
5Pe,µ. But if we vary s over Pe,µ the Zeeman term be-
comes −B µ and thus will be constant. Hence the mini-
mum Hmin(B) is obtained exactly for those states where
H0(s) will be minimized for s ∈ Pe,µ. These states will
be called “relative ground states”; they are ground states
of the pure Heisenberg Hamiltonian H0 under the con-
straint M(s) = µ, s ∈ Pe,µ. Hence we have shown that
the ground states of (20) are among the relative ground
states of H0. The ground state problem for Heisenberg-
Zeeman Hamiltonians can thus be reduced to the relative
ground state problem for pure Heisenberg Hamiltonians.
However, it does not follow that all relative ground states
ofH0 are ground states ofH . We will later present a cou-
ple of counter-examples.
It is necessary to introduce some more notation. Let
E˜ ≡ {(µ,E) |∃ s ∈ Pe,µ such that E = H0(s)} (34)
= {(µ,E)
∣∣∃ s ∈ P≤3 such that E = H0(s)
and S2 = µ2} (35)
and Emin : [−N,N ] −→ R denote the function
Emin(µ) ≡ Min {H0(s) |s ∈ Pe,µ } . (36)
Obviously, Emin is an even function and the graph of
Emin is a subset of E˜. For later purposes we note the
following
Lemma 1 E˜ is a compact subset of R2.
Proof:
We will consider the restricted Gram set
G≤3 ≡ {G ∈ G | rank (G) ≤ 3} . (37)
It is obviously bounded and also closed since G is
closed and the condition rank (G) ≤ 3 can be re-
formulated by the vanishing of all minors of G of
order 4. Hence G≤3 is compact and we will prove the
claim by showing that E˜ is essentially the image of
G≤3 under a continuous map. For the second com-
ponent of (µ,E) this is clear since E = Tr (JG).
For the first component and µ ≥ 0 it is clear that
µ = M(s) = ||S|| =
(∑N
µ,ν=1 sµ · sν
)1/2
=
√
Tr (1G),
where 1 is the N × N -matrix completely filled with 1.
Hence E˜ ∩ {(µ,E) |µ ≥ 0} is the image of G≤3 under
the continuous map G 7→ ( Tr (JG) ,
√
Tr (1G))
and hence compact. Analogously, one shows that
E˜ ∩ {(µ,E) |µ ≤ 0} is compact and hence E˜ is compact
as the union of two compact sets. 
The above arguments showing the reduction to the rel-
ative ground state problem can be sharpened to prove
that the function Hmin will be the negative “Legendre-
Fenchel transform” of the function Emin or, equivalently,
of the set E˜. Some explanations will be in order. The
Legendre transform is well-known in physics by its appli-
cations in mechanics and thermodynamics. Recall that
the Hamiltonian H of a mechanical system can be ob-
tained as the Legendre transform of the corresponding
Lagrangian L, in symbols H = L (L). Consider the sim-
ple case L(v) = m2 v
2−V (q) with self-explaining notation
and define p(v) ≡ ∂L∂v = mv with the inverse v(p) = 1mp.
Then H(p) ≡ p v(p)−L(v(p)) = p22m + V (q). The Legen-
dre transform has the nice geometric interpretation that
H(p) is the negative intersection of the tangent to the
graph of L(v) having the slope p with the vertical co-
ordinate axis. For the applications to thermodynamics
including phase transitions it turns out that the notion
of Legendre transform is too narrow and needs to be gen-
eralized to the “Legendre-Fenchel transform” or “convex
conjugate”, see [18], [17], and [19] for a short introduc-
tion. This generalization essentially consists of replacing
the tangent to the graph of a function by a “supporting
line”. In this way the assumptions of smoothness of the
function to be transformed can be weakened. Moreover,
the definition can be extended to the Legendre-Fenchel
transform of rather general subsets of R2.
Before explaining the details of the Legendre-Fenchel
transform we will first treat the smooth case where Hmin
can be obtained as the negative Legendre transform of
Emin in the traditional way. We will use the abbrevia-
tions Emin = E and Hmin = H in the following Propo-
sition but retain the meaning of these functions.
Proposition 2 Let E : [−N,N ] −→ R be an even func-
tion that is twice continuously differentiable and satisfies
d2 E(µ)
dµ2
> 0 , (38)
thus being strictly convex. Especially, the limits
limµ→±N
dE(µ)
d µ = ±B0 exist. Then b 7→ H(b) is the
negative Legendre transform of µ 7→ E(µ).
Proof:
It follows that B(µ) ≡ dEdµ is continuous and strictly
monotonically increasing for all −N ≤ µ ≤ N . Hence
B has an inverse M : [−B0, B0] −→ [−N,N ]. The Legen-
dre transform of E is b 7→ M(b) b−E(M(b)). For fixed b ∈
[−B0, B0] we consider the function hb(µ) ≡ E(µ) − µ b.
Its derivative d hbd µ =
dE
dµ −b vanishes exactly for b = B(µ)
and hence for µ = M(b). Since d
2 hb
d µ2 =
d2 E
dµ2 > 0 there
is a unique and global minimum of hb at µ = M(b) if it
can be excluded that a minimum occurs at the boundary
of [−N,N ] without vanishing derivative of hb. To show
the latter let us assume that a minimum of hb at µ = N
exists such that dhbd µ
∣∣∣
µ=N
= B(N) − b < 0. This implies
b > B(N) = B0 which contradicts b ∈ [−B0, B0]. The
case µ = −N is analogous.
Next consider, for given −B0 ≤ b ≤ B0, a ground state
sˇ ∈ Pe of the Heisenberg-Zeeman Hamiltonian with min-
imal energy H(b) and magnetization µ = M(sˇ). Hence
H(b) is also the minimum of the Heisenberg-Zeeman en-
ergy of all states s ∈ Pe,µ. Since for fixed µ and b the term
6−µ b is constant, the minimum is attained for states re-
alizing the minimum of the pure Heisenberg energy, i. e.,
H(b) = E(µ)− µ b.
Now let µ vary over the whole domain [−N,N ].
It follows that H(b) is the global minimum of
E(µ) − µ b = hb(µ). According to the above con-
sideration this minimum is attained at µ = M(b). Hence
H(b) = E(M(b))−M(b) b for all −B0 ≤ b ≤ B0, which is
the negative Legendre transform of E. 
In the smooth case the magnetization function is the
negative derivative of Hmin :
Corollary 1 Under the conditions of Proposition 2 let
the magnetization function M : [−B0, B0] −→ [−N,N ]
be defined as the inverse function of B = ∂E∂µ , cp. the
preceding proof. Then
∂Hmin(b)
∂b
= −M(b) . (39)
Proof:
This follows from
∂H(b)
∂b
=
∂
∂b
(E(M(b))−M(b) b) (40)
=
∂E
∂µ
∣∣∣∣
µ=M(b)
∂M
∂b
− ∂M
∂b
b−M(b) (41)
= B(M(b))
∂M
∂b
− ∂M
∂b
b−M(b) (42)
= b
∂M
∂b
− ∂M
∂b
b−M(b) (43)
= −M(b) . (44)

We return to the general case and will illustrate the
pertaining definitions in connection with the Legendre-
Fenchel transform for the function µ 7→ Emin(µ) and the
set E˜. A line in the (µ,E)-plane given by the equation
E = E0+b µ is said to“support Emin at µ0” iff it satisfies
Emin(µ0) = E0 + b µ0, (45)
and
Emin(µ) ≥ E0 + b µ for all −N ≤ µ ≤ N . (46)
If Emin is a convex function and differentiable in the
neighborhood of µ0 then its tangent at µ0 will be the
only supporting line of Emin at µ0.
Let f : [−N,N ] −→ R be a function bounded from
below. Then the Legendre-Fenchel transform
L (f) : R −→ R of f will be defined by
L (f) (b) ≡ sup
µ∈[−N,N ]
(b µ− f(µ)) , for all b ∈ R. (47)
The assumption that f is bounded from below assures
that the supremum in (47) exists.
The relation of this definition to the concept of sup-
porting lines will be explained for the case f = Emin,
μ
E
(μ0,Emin(μ0))
g
Emin
E=bμ
E=-g+bμ
FIG. 2: Illustration of the Legendre-Fenchel transform
L (Emin). The (red) line E = b µ with slope b has the maximal
vertical distance g = L (Emin) (b) to the graph of Emin at the
point (µ0, Emin(µ0)). The correspondingly shifted (magenta)
line E = −g + b µ supports Emin at µ0.
see Figure 2: Let us assume that the supremum in (47)
will be attained at some (not necessarily unique) point
(µ0, Emin(µ0)). Let g ≡ b µ0 − Emin(µ0) and consider
the line ℓ given by the equation E = −g + b µ. Then ℓ
will support Emin at µ0. To show the latter, we first note
that Emin(µ0) = −g+b µ0 by the definition of g. Further,
since g is a supremum, we conclude g ≥ b µ−Emin(µ) for
all −N ≤ µ ≤ N . This implies Emin(µ) ≥ −g + b µ for
all −N ≤ µ ≤ N and completes the proof that ℓ supports
Emin at µ0.
Analogously to (47) the Legendre-Fenchel transform of
a set Ê ⊂ R2 bounded from below will be defined by
L(Ê)(b) ≡ sup
(µ,E)∈Ê
(b µ− E) , for all b ∈ R. (48)
Both definitions yield the same function when applied to
Emin and E˜:
Lemma 2 L(E˜) = L (Emin).
Proof:
Let b ∈ R be arbitrary. Since E˜ is compact, see Lemma
1, the supremum L(E˜)(b) = sup(µ,E)∈E˜ (b µ− E) is as-
sumed at some (not necessarily unique) point (µ0, E0) ∈
E˜. It follows that E0 is the minimum of the set
{E
∣∣∣(µ0, E) ∈ E˜ } and hence E0 = Emin(µ0).
We conclude
L(E˜)(b) = b µ0 − E0 ∈ {b µ − Emin(µ) |−N ≤ µ ≤ N }
and hence L(E˜)(b) is bounded by the supremum of the
set {b µ−Emin(µ) |−N ≤ µ ≤ N }, which is L (Emin) (b).
Conversely, L (Emin) (b) ≤ L(E˜)(b) since the first
supremum is taken over the graph of Emin which is a
subset of E˜. 
The proof immediately implies:
7Corollary 2 The supremum of the set
{b µ− Emin(µ) |−N ≤ µ ≤ N } is attained for all b ∈ R.
The main result of this subsection is the following:
Theorem 1 Hmin = −L (Emin).
Proof:
The statement is equivalent to
Hmin(B) = inf
µ∈[−N,N ]
(Emin(µ)−B µ) , for all B ∈ R.
(49)
This holds since the search for an infimum, or, equiva-
lently (using Corollary 2), minimum of H0(s) − BM(s)
can be decomposed into two steps: First, we fix µ = M(s)
and look for a minimum of H0(s) within the set s ∈ Pe,µ.
This gives the result Min {H0(s) |s ∈ Pe,µ } = Emin(µ).
In the second step we minimize Emin(µ) − B µ over
−N ≤ µ ≤ N . This yields (49). 
Since the Legendre-Fenchel transform clearly reverses
functional inequalities ≤, see also [18] 6.3(a), we conclude
Lemma 3 The negative Legendre-Fenchel transform is
monotone, i. e. , if f1 ≤ f2 then −L(f1) ≤ −L(f2) .
At this point we would like to define the magnetization
of ground states of (20) as a function M(B). However,
there are examples where the points (µ0, E0) ∈ E˜ realized
by ground states are not unique for given B and thus the
magnetization function would be multi-valued. Hence
we will rather define a “magnetization graph”M in the
following way:
Definition 3
M≡
{
(b, µ0)
∣∣∣∣∣∃E0 : sup
(µ,E)∈E˜
(b µ− E) = b µ0 − E0
}
.
(50)
An equivalent definition that more directly refers to
the ground states is the following:
Definition 4
(B, µ) ∈M ⇔ there exists a ground state s ∈ Pe of (28)
such that µ = M(s). (51)
The magnetization graph is odd, i. e., it satisfies
(B, µ) ∈M⇔ (−B,−µ) ∈M.
The magnetization increases with B. Instead of prov-
ing the monotonic increase of the magnetization function
we have to resort to the following formulation:
Lemma 4 If (B1, µ1), (B2, µ2) ∈ M and B1 < B2 then
µ1 ≤ µ2.
Proof:
In the case of a smooth magnetization function M(B)
its monotonic increase would follow immediately from
Hmin(B) being concave and M(B) = −∂Hmin∂B , see Corol-
lary 1. It is plausible that this also holds in the limit of
a non-smooth magnetization graph M but it seems dif-
ficult to make this idea rigorous. Hence we proceed with
a direct proof of the lemma.
According to the Definition 4 of M let s1 and
s2 be ground states corresponding to the points
(B1, µ1), (B2, µ2) ∈ M with minimal energies E1 and
E2, resp. . Then we conclude
E1 = H0(s
1)−B1M(s1) (52)
E2 = H0(s
2)−B2M(s2) (53)
E1 ≤ H0(s2)−B1M(s2) ≡ E′1 (54)
E2 ≤ H0(s1)−B2M(s1) ≡ E′2 (55)
M(s1) =
E1 − E′2
B2 −B1 ≤
E′1 − E2
B2 −B1 = M(s
2), (56)
which proves µ1 ≤ µ2. Here (54) holds since s1 was
assumed to be a ground state at B = B1, analogously
for (55) and s2. Moreover, (56) follows from (52) – (55)
and B1 < B2. 
In all examples that we have investigated the magneti-
zation graph consists of parts that are graphs of smooth
functions Mj(B) and possible “jumps” of height hi at
Bi, i = 1, . . . ,K. In these “smooth” cases, but not in
general, we would define the susceptibility χ(B) piece-
wise as the derivative of the magnetization function plus
a sum of δ-functions
χ(B) =
∂Mj
∂B
+
K∑
i=1
hi δ(B −Bi) . (57)
In the smooth case the magnetization is an odd function
of B and hence χ(B) will be an even one. Moreover,
Lemma 4 implies that the magnetization is monoton-
ically increasing and hence χ(B) ≥ 0 for all B ∈ R.
In other words, classical spin systems are necessarily
paramagnetic at T = 0. [22]
♣ We will illustrate the preceding definitions and re-
sults for the above elementary example of the AF dimer.
The general spin configuration s ∈ Pe will be of the form
s1 =
(
cosα
sinα
)
, s2 =
(
cosα
− sinα
)
, 0 ≤ α ≤ π, (58)
if e =
(
1
0
)
. Hence M(s) = 2 cosα and H0(s) = cos
2 α −
sin2 α = 2 cos2 α− 1 = 12 M(s)2− 1. This implies that E˜
is identical to the graph of the function
Emin(µ) =
1
2
µ2 − 1 . (59)
This is compatible with Lemma 2 but will be rarely sat-
isfied in other examples. In the interval −2 < µ < 2
the function Emin is smooth and hence the Legendre
transform can be calculated in the traditional way by
B(µ) = ∂Emin∂µ = µ, hence M(B) = B and Hmin(B) =
−L (Emin) (B) = Emin(M(B)) − BM(B) = 12 B2 − 1 −
8B2 = −1− 12B2 which complies with (32) for −2 < µ =
B < 2.
For B ≥ 2 all supporting lines of Emin with slope
B pass through the point (µ,E) = (2, 1) and hence are
given by the equation E = 1 − 2B + B µ. This implies
Hmin(B) = −L (Emin) (B) = 1 − 2B for B ≥ 2. To-
gether with the result for B ≤ 2 that can be analogously
calculated as Hmin(B) = 1+2B, this complies with (32)
for |B| ≥ 2.
Finally we calculate the magnetization function M(B)
as
M(B) =
 B : |B| < 2,2 : B ≥ 2,−2 : B ≤ 2, (60)
and consequently the susceptibility function χ(B) as
χ(B) =
{
1 : |B| < 2,
0 : |B| ≥ 2, (61)
see Figure 1. According to the Ehrenfest classification
the AF dimer hence undergoes a phase transition of
second order at |B| = 2 and T = 0. But this is a kind
of trivial phase transition rarely mentioned since it will
occur for all AF Heisenberg spin systems as we will see
below. ♣
Example 2 Non-convex Emin
♣ In order to justify the use of the generalization of
the Legendre transform to the Legendre-Fenchel trans-
form we will consider another possible case where a phase
transition occurs, this time of first order. The realization
of this case by concrete spin systems, see [8] – [15], will
not be considered in this article; here we confine ourselves
to a toy example. As already mentioned, it is not neces-
sary that all relative ground states are ground states of
the Heisenberg-Zeeman system. The reason is that the
function Emin need not be convex in general and hence
there will be points in the graph of Emin that will never
be touched by supporting lines. Consider a case where
Emin is the minimum of two convex functions E1 and E2
without being convex itself, namely
Emin = Min {E1, E2}, E1(µ) = µ2, E2(µ) = 1+1
2
µ2,
(62)
see Figure 3. The definition domain of Emin is some
interval [−N,N ] that will play no role in the following.
The two functions E1, E2 intersect at (µ0, e0) = (
√
2, 2)
and have a common tangent with slope b = 2 connect-
ing the points u = (1, 1) and v = (2, 3). This tangent
generates the convex hull of the epigraph of Emin. We
try to formally calculate the (negative) Legendre trans-
forms H1 and H2 of E1 and E2, resp.: B =
∂E1
∂µ = 2µ
hence µ(B) = B2 and H1(B) = E1(µ(B)) − B µ(B) =
1
4B
2 − 12B2 = − 14B2. Analogously, B = ∂E2∂µ = µ
hence µ(B) = B and H2(B) = E2(µ(B)) − B µ(B) =
1 + 12B
2 − B2 = 1 − 12B2. It is not clear which Hi we
should take as the (negative) Legendre transform. It is
plausible, analogously as for Emin, to choose the mini-
mum of both function, Hmin = Min {H1, H2}, which is
concave, but this would be an ad hoc choice.
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FIG. 3: Illustration of a non-convex function Emin that is the
minimum of two convex functions E1 (blue) and E2 (green).
The graph of Emin has the convex closure generated by the
segment of the common tangent (red line) with slope b = 2
between the points u = (1, 1) and v = (2, 3).
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FIG. 4: The negative Legendre-Fenchel transform Hmin(b) of
Emin(µ). It is the minimum of the two Legendre transforms
H1(b) and H2(b) of E1(µ) and E2(µ), resp., see Figure 3. At
|b| = 2 the graph of Hmin shows a kink and admits there
various supporting lines with slopes µ such that 1 ≤ |µ| ≤ 2.
The Legendre-Fenchel approach clarifies the situation
without any hand-waving. The supporting lines of Emin
with non-negative slope fall into three classes: Those
which are tangents to the graph of Emin at 0 ≤ µ < 1
and have a slope 0 ≤ b < 2, or those tangents at µ > 2
and slope b > 2, and the third class consisting of the
single supporting line which is a common tangent of E1
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FIG. 5: The inverse magnetization functions Bi(µ), i = 1, 2
for the non-convex Emin of Figure 3 and the critical line
B = Bc. The thick line is the physical function according
to the Legendre-Fenchel transform. The critical line can also
be obtained by the postulate that the two areas a1 and a2
are equal, the so-called Maxwell construction.
and E2 (the red line in Figure 3) having the critical slope
b = Bc = 2. The latter touches the graph of Emin at the
two points u and v, see Figure 3, and hence illustrates
the above remarks that the intersection of the supporting
line and the graph of Emin need not occur at a unique
µ. The negative Legendre-Fenchel transform of Emin is
hence Hmin(b) = H1(b) for |b| < 2 and Hmin(b) = H2(b)
for |b| > 2, see Figure 4. For b = 2 the supporting line
intersects the E-axis at E = −1, see Figure 3, and hence
Hmin(2) = −1 which is the intersection of H1 and H2.
It is further interesting to consider the inverse mag-
netization curve B = B(µ) ⇔ µ = M(B). We first for-
mally calculate the two functions Bi corresponding to
Ei, i = 1, 2 according to Bi(µ) =
∂Ei
∂µ . The result is
B1(µ) = 2µ and B2(µ) = µ. From the Legendre-Fenchel
approach it is clear which parts of these functions belong
to physical values: B1(µ) = 2µ corresponds to the first
class of supporting lines with 0 ≤ µ < 1, B2(µ) = µ
corresponds to the second class of supporting lines for
2 < µ ≤ N , and the constant function B3(µ) = Bc = 2
corresponds to the common tangent for 1 ≤ µ ≤ 2, see
Figure 5. The traditional justification of Bc = 2 is the so-
called Maxwell construction, namely the postulate that
the two areas a1 and a2 bounded by Bi(µ), i = 1, 2,
B3(µ) = Bc = 2, and µ = µ0 =
√
2 are equal, see Figure
5. We will show that the Maxwell construction follows
from the condition of a common tangent
E2(v1)− E1(u1)
v1 − u1 = Bc , (63)
see Figure 3, and the equations Bi(µ) =
∂Ei
∂µ , i = 1, 2.
The latter implies
E2(v1)− E1(u1) = (E2(v1)− E2(µ0))
+ (E1(µ0)− E1(u1))) (64)
=
∫ v1
µ0
B2(µ)dµ+
∫ µ0
u1
B1(µ)dµ
(65)
(63)
= Bc (v1 − u1) (66)
= Bc (v1 − µ0) +Bc (µ0 − u1)(67)
and hence
a1 =
∫ µ0
u1
(B1(µ)− Bc) dµ =
∫ v1
µ0
(Bc − B2(µ)) dµ = a2.
(68)
We close our toy example by the remark that its
magnetization graph (the inverse graph of Figure 5)
shows a magnetization jump at B = Bc = 2 from µ = 1
to µ = 2 and hence a phase transition of first order. ♣
It follows from the general theory of Legendre-Fenchel
transforms that g = L(f) is a closed convex function,
see [17], theorem 12.2. For our purposes a function
g will be defined as “closed” iff the epigraph Σg ≡
{(x, y) |y ≥ g(x)} of g is closed. For the comparison with
the definition in [17] we refer to theorem 7.1.(c) of [17]
and stress that all functions considered in this paper have
finite values and hence are“proper functions” in the sense
of [17]. Moreover, L2(f) = f iff f is a closed, convex
function, see [18] 6.15. This has the consequence that in
the above example of a non-convex Emin, the Legendre-
Fenchel transform of −Hmin will not return Emin but a
suitable defined convex envelope E
(co)
min of Emin. In the
following we will provide the details of the definition of
E
(co)
min such that L2(Emin) = E(co)min.
First, recall that E˜ is the compact set of all possible
points (µ,E) such that µ = M(s), and E = H0(s) where
s ∈ P≤3, see Lemma 1. Let E˜(co) denote the convex hull
of E˜.
Lemma 5 E˜(co) is a compact subset of R2.
Proof:
E˜(co) is the image of the compact set E˜× E˜× [0, 1] under
the continuous map A : E˜× E˜× [0, 1] −→ E˜(co) given by
A(x, y, λ) ≡ λx+ (1− λ)y, and hence compact. 
Then we define E
(co)
min : [−N,N ] −→ R by
Definition 5
E
(co)
min(µ) ≡ inf {E
∣∣∣(µ,E) ∈ E˜(co) } (69)
= Min {E
∣∣∣(µ,E) ∈ E˜(co) } , (70)
where the infimum will be attained and hence can be re-
placed by the minimum since E˜(co) is compact.
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E
(co)
min will be the convex envelope of Emin we are seeking
for. To verify this we have to prove the following
Lemma 6 E
(co)
min is a closed, convex function.
Proof:
We define
E¯ ≡ {(µ,E)
∣∣∣∃E0 : (µ,E0) ∈ E˜(co) and E ≥ E0 } , (71)
and will show that E¯ is a closed, convex set. To prove
the latter we consider (µ1, E1), (µ2, E2) ∈ E¯ and λ ∈
[0, 1]. There exist e1, e2 such that (µi, ei) ∈ E˜(co) and
Ei ≥ ei for i = 1, 2. Let µ = λµ1 + (1 − λ)µ2 and E =
λE1+(1−λ)E2, further e = λ e1+(1−λ) e2. It follows
that (µ,E) ∈ E˜(co) since E˜(co) is convex. Moreover, E =
λE1+(1−λ)E2 ≥ λ e1+(1−λ) e2 = e, hence (µ,E) ∈ E¯
and E¯ is convex.
In order to prove that E¯ is closed we first recall that
µ = ±N and (µ,E) ∈ E˜ implies E = j N since µ =
M(s) = ±N is only realized by the ferromagnetic ground
state s = f . The same conclusion holds for the convex
hull of E˜, namely µ = ±N and (µ,E) ∈ E˜(co) implies
E = j N . Let C be the epigraph C = Σc of the constant
function c : [−N,N ] −→ R, c(µ) = j N . Obviously, C is
closed and the graph of c, Hc = {(µ, j N) |−N ≤ µ ≤ N }
is contained in E˜(co). We will show that E¯ = E˜(co) ∪ C.
Obviously, E˜(co) ⊂ E¯ and C ⊂ E¯ hence E˜(co) ∪ C ⊂ E¯.
Conversely, let (µ,E) ∈ E¯. If E ≥ j N then (µ,E) ∈
C. If E < j N then, according to the definition of E¯,
there exists an E0 such that (µ,E0) ∈ E˜(co) and j N >
E ≥ E0. Hence (µ,E) is a point of the line segment
between (µ, j N) ∈ Hc ⊂ E˜(co) and (µ,E0) ∈ E˜(co) and
thus (µ,E) ∈ E˜(co) by means of the convexity of E˜(co).
Summarizing, E¯ = E˜(co) ∪ C and hence E¯ is closed as
the union of two closed sets.
Finally we will show that E¯ is the epigraph of E
(co)
min
which would complete the proof of the lemma. This fol-
lows from the equivalences
(µ, e) ∈ ΣE(co)min (72)
⇔ e ≥ E(co)min(µ) (73)
(70)⇔ e ≥Min {E
∣∣∣(µ,E) ∈ E˜(co) } (74)
⇔ ∃E0 : (µ,E0) ∈ E˜(co) and e ≥ E0 (75)
(71)⇔ (µ, e) ∈ E¯ . (76)

With the preceding definition of E
(co)
min the following holds:
Proposition 3 L2(Emin) = E(co)min .
Proof: The proposition follows from L(Emin) = L(E˜) =
L(E˜(co)) = L(E¯) = L(E(co)min) and the above-mentioned
fact that L2(f) = f iff f is a closed, convex function. 
Examples show that Emin is not monotonically increas-
ing for 0 ≤ µ ≤ N in general, see, e. g., Example 3 be-
low. However, this holds for the convex envelope E
(co)
min
and can even be sharpened to strict monotonicity in a
suitable restricted domain:
Proposition 4 Let µˇ be the maximal magnetization of
all absolute ground states of the Heisenberg Hamiltonian
H0, such that E
(co)
min(µ) = e0 for all −µˇ ≤ µ ≤ µˇ. Then
it follows that µ 7→ E(co)min(µ) is strictly monotonically in-
creasing for µˇ ≤ µ ≤ N .
Proof:
Let µˇ ≤ µ1 < µ2 ≤ N such that µ1 = λ µˇ + (1 − λ)µ2
for some 0 < λ ≤ 1. According to the definition of µˇ and
µ2 > µˇ we have e2 ≡ E(co)min(µ2) > e0. By convexity of
E
(co)
min we conclude
e1 ≡ E(co)min(µ1) ≤ λE(co)min(µˇ) + (1− λ)E(co)min(µ2)(77)
= λ e0 + (1− λ) e2 = e2 − λ (e2 − e0) (78)
< e2 . (79)
This proves the strict monotonicity of E
(co)
min in the do-
main [µˇ, N ]. 
From Emin(±N) = E(co)min(±N) = N j it follows that
Corollary 3 E
(co)
min(µ) < N j for all |µ| ∈ (µˇ, N) .
It is plausible and follows from the Definition 7 below
that for ferromagnetic systems we have µˇ = N and hence
the domain (µˇ, N) where E
(co)
min is strictly monotonically
increasing becomes empty. Hence Proposition 4 is only
meaningful for AF systems.
B. Energy bounds and saturation
We have seen in the Example 1 that the Heisenberg-
Zeeman spin system assumes the ferromagnetic ground
state ↑↑ if the magnetic field B surpasses a certain value
Bsat, the “saturation field”. It is plausible that this hap-
pens for all Heisenberg-Zeeman systems and we will prove
this and generally calculate the saturation field in the
present subsection. As a tool for the proof we will use
certain general inequalities for the energy of Heisenberg-
Zeeman systems that are also interesting in their own
right.
As we have mentioned in Section II and explained in
more details in [1] the real symmetric matrix of coupling
constants Jµν is not uniquely determined by the Hamil-
tonian H0(s). The addition of diagonal values λµ such
that
∑N
µ=1 λµ = 0 does not change H0(s). The choice of
the λµ has been called a “gauge” in [1] and the notation
J(λ) explicitly emphasizes the gauge dependence of the
matrix of coupling constants. Recall that the eigenval-
ues of J(λ) in general non-trivially depend on the gauge.
The most important gauge has hitherto been the “ground
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state gauge” (5). In this subsection we will make use of
another gauge, called“homogeneous gauge”, see also [16],
which results in constant row sums of the homogeneously
gauged matrix J(h). Given a symmetric matrix N × N -
matrix J˜ with vanishing trace we define
˜µ =
N∑
ν=1
J˜µν , µ = 1, . . . , N, (80)
˜ =
1
N
N∑
µ=1
˜µ, (81)
λµ = ˜− ˜µ, µ = 1, . . . , N, (82)
Jµν = J˜µν − λµ δµν , µ, ν = 1, . . . , N. (83)
The matrix with entries (83) will be denoted by J(h). It
has the property that its row sum
j ≡
N∑
µ=1
Jµν (84)
will be independent of ν and equals the mean row sum
of J˜ , i. e., j = ˜. [20]
♣ Consider, for example, the 3× 3-matrix
J˜ =
 0 J3 J2J3 0 J1
J2 J1 0
 . (85)
Its mean row sum is ˜ = 23 (J1 + J2 + J3). If we subtract
in each diagonal element the actual row sum and add
the mean row sum, we obtain the homogeneously gauged
matrix
J
(h) =
 2J1−J2−J33 J3 J2J3 2J2−J1−J33 J1
J2 J1
2J3−J1−J2
3
 (86)
with vanishing trace and the constant row sum j = ˜. ♣
In the remainder of this subsection we will always as-
sume that the matrix J = J(h) is homogeneously gauged
with constant row sum j. It follows that the constant
vector f = (1, 1, . . . , 1) ∈ RN will be an eigenvector of J
with eigenvalue j, i. e.,
J f = j f . (87)
We will first obtain the following linear upper bound:
Proposition 5 For all B ∈ R there holds
Hmin(B) ≤ N(j − |B|) . (88)
Proof:
It suffices to prove the claim for B ≥ 0. We note that
the eigenvector f = (1, 1, . . . , 1) ∈ RN of J can also be
viewed as the spin configuration representing the ferro-
magnetic ground state that has the maximal magnetiza-
tion M(f) = N . Hence
Hmin(B) ≤ H0(f)−M(f)B (89)
= f · J f −N B (90)
(88)
= j f · f −N B = N(j −B) . (91)

The bounding line given by the equation
E = N(j − B) will also be referred to as the “ferromag-
netic line” due to the nature of the state f . Next we
will prove a parabolic lower bound for Hmin. Let j
(h)
min
denote the lowest eigenvalue of J, where the superscript
“h” reminds us that J is homogeneously gauged. Thus,
by definition, j
(h)
min ≤ j, but for the lower bound we need
the stronger condition j
(h)
min < j:
Theorem 2 If j
(h)
min < j then the following holds for all
B ∈ R :
Hmin(B) ≥ Hbound(B) ≡ j(h)minN −
N B2
4
(
j − j(h)min
) . (92)
Proof A:
Rayleigh’s principle yields
N∑
µ,ν=1
Jµνxµxν ≥ j(h)min
N∑
µ=1
x2µ , (93)
for any vector x = (x1, x2, . . . , xN ) ∈ RN . Choosing
xµ = s
(i)
µ −βB(i), where β ∈ R and s ∈ Pe are arbitrary,
and summing over i = 1, 2, 3 yields
g ≡
N∑
µ,ν=1
Jµν (sµ − βB) · (sν − βB) (94)
(93)
≥ j(h)min
N∑
µ=1
(sµ − βB)2 . (95)
Expanding the dot product in (94) and (95) gives
g =
N∑
µ,ν=1
Jµνsµ · sν
−2βB ·
N∑
µ,ν=1
Jµνsµ + β
2B2jN (96)
≥ j(h)min
(
N +Nβ2B2 + 2βB · S) . (97)
Using
∑N
µ,ν=1 Jµνsµ·sν = H0(s) and
∑N
µ,ν=1 Jµνsµ = j S
we rewrite the inequality (96), (97) as
H0(s)− 2β(j − j(h)min)B · S ≥
j
(h)
minN
(
1 + β2B2
)− jNβ2B2. (98)
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The l. h. s. of (98) just equals
H0(s)−B · S = H0(s)−BM(s) = H(s) if we choose
β =
1
2
(
j − j(h)min
) . (99)
Then (98) simplifies to
H(s) ≥ j(h)minN −
(
j − j(h)min
)
Nβ2B2 (100)
= j
(h)
minN −
N B2
4
(
j − j(h)min
) , (101)
which says that, for given B, j
(h)
minN − N B
2
4
(
j−j(h)
min
) is a
lower bound of the energy of the Heisenberg-Zeeman
system for arbitrary s ∈ Pe. Hence it is also a lower
bound of the minimum Hmin(B), which yields (92). 
Proof B:
It will be illustrative to sketch an alternative proof of
Theorem 2. It is based on the inequality
Emin(µ) ≥ Ebound(µ) ≡ j(h)minN +
j − j(h)min
N
µ2 , (102)
that holds for all −N ≤ µ ≤ N , see [16] Theorem 1.
Its proof can be found in [16] and need not be repeated
here. Since Ebound is smooth we may calculate its nega-
tive Legendre-Fenchel transformH1 in the following way:
b(µ) ≡ ∂Ebound
∂µ
= 2
j − j(h)min
N
µ, (103)
⇒ µ(b) = N
2
(
j − j(h)min
)b, (104)
H1(b) = Ebound (µ(b))− µ(b) b (105)
= j
(h)
minN +
j − j(h)min
N
 N b
2
(
j − j(h)min
)
2
− N
2
(
j − j(h)min
)b2 (106)
= j
(h)
minN −
N
4
(
j − j(h)min
)b2 = Hbound(b).
(107)
The monotonicity of the negative Legendre-
Fenchel transform, see Lemma 3, then implies
Hmin ≥ H1 = Hbound which is (92). 
♣ For the above example of the AF dimer the ma-
trix J = 12
(
0 1
1 0
)
is already homogeneously gauged
and j = 12 whereas j
(h)
min = − 12 . It follows that (92)
assumes the form Hmin(B) ≥ −1 − 12B2. Comparison
with (32) shows that this lower bound is assumed
for |B| ≤ 2 whereas for |B| ≥ 2 the upper bound
N(j− |B|) = 2(12 − |B|) = 1− 2|B|, see (88), is assumed.♣
Generally, the ferromagnetic line given by
E = N(j −B) will be the tangent to the lower parabola
given by Hbound(B) = j
(h)
minN − N B
2
4
(
j−j(h)
min
) at the point
(B0, E0) =
(
2
(
j − j(h)min
)
, N
(
2j
(h)
min − j
))
. (108)
One may ask whether the ferromagnetic line is always
assumed by Hmin(B) for B ≥ B0 = 2
(
j − j(h)min
)
and
whether B0 is the smallest value of B where this hap-
pens. In this case it would be legitimate to call B0 the
“saturation field”. Moreover, what happens in the case
j = j
(h)
min where B0 vanishes? The following proposition
answers these questions.
Proposition 6 (i) If j = j
(h)
min then
Hmin(B) = N(j − |B|) for all B ∈ R . (109)
(ii) If j > j
(h)
min then
Hmin(B) = N(j − |B|) for all |B| ≥ B0 . (110)
(iii) If j > j
(h)
min then
Hmin(B) < N(j − |B|) for all |B| < B0 . (111)
Proof:
(i) By applying Rayleigh’s principle one shows analo-
gously as in the proof A of Theorem 2 that for all s ∈ Pe:
H0(s) ≥ N j(h)min = N j , (112)
and hence
H0(s)−M(s)B ≥ N j(h)min−M(s)B ≥ N(j−|B|) , (113)
since |M(s)| ≤ N . Hence Hmin(B) ≥ N(j − |B|). The
converse inequality holds by Proposition 5.
(ii) In order to derive a contradiction we assume that
(110) does not hold. It suffices to consider the case where
there exists a B ≥ B0 and a spin configuration s ∈ Pe
such that
H0(s)−M(s)B < N(j −B) . (114)
s cannot be the ferromagnetic ground state f , hence
M(s) < N . (115)
Adding the obvious inequality
H0(s)−M(s)B0 ≥ Hmin(B0) = N(j −B0) (116)
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and the negative of (114)
−H0(s) +M(s)B > N(B − j) , (117)
we obtain
M(s) (B −B0) > N(B −B0) , (118)
which, by virtue of B ≥ B0, contradicts (115).
(iii) It suffices to consider the case B > 0. Let x ∈ RN
be an eigenvector of J corresponding to the eigenvalue
j
(h)
min. According to j
(h)
min < j, x will be orthogonal to the
eigenvector f = (1, 1, . . . , 1) of J corresponding to the
eigenvalue j, i. e.,
N∑
µ=1
xµ = 0. (119)
Let t 7→ s(t) be the parametrization of a smooth curve
in P≤3 defined on an open interval −ǫ < t < ǫ that
satisfies
sµ(0) = e3 ≡
 00
1
 , s˙µ(0) =
 0xµ
0
 (120)
for all µ = 1, . . . , N . Differentiating sµ(t) · sµ(t) = 1 we
obtain
s˙µ(t) · sµ(t) = 0, (121)
and
s¨µ(t) · sµ(t) + s˙µ(t) · s˙µ(t) = 0 (122)
for all µ = 1, . . . , N . We consider the Taylor expansion
of H(s(t)) at t = 0 up to terms of second order:
H(s(t)) =
N∑
µ,ν=1
Jµνsµ(t) · sν(t)−
N∑
µ=1
sµ(t) ·B (123)
≡ H(0) + tH(1) + t
2
2
H(2) +O(t3). (124)
H(0) =
N∑
µ,ν=1
Jµνsµ(0) · sν(0)−
N∑
µ=1
sµ(0) ·B (125)
=
N∑
µ,ν=1
Jµνe3 · e3 −B
N∑
µ=1
e3 · e3 (126)
= N(j −B) . (127)
H(1) = 2
N∑
µ,ν=1
Jµν s˙µ(0) · sν(0)−B
N∑
µ=1
s˙µ(0) · e3
(128)
= 0 by (120). (129)
H(2) = 2
N∑
µ,ν=1
Jµν (s¨µ(0) · sν(0) + s˙µ(0) · s˙ν(0))
−
N∑
µ=1
s¨µ(0) ·B (130)
(120)
= 2
N∑
µ,ν=1
Jµν (s¨µ(0) · sµ(0) + xµ xν) (131)
−B
N∑
µ=1
s¨µ(0) · e3 (132)
(122)
= 2
N∑
µ,ν=1
Jµν (−s˙µ(0) · s˙µ(0) + xµ xν)
+B
N∑
µ=1
s˙µ(0) · s˙µ(0) (133)
(120)
= −2
N∑
µ,ν=1
Jµνx
2
µ + 2 j
(h)
min
N∑
µ=1
x2µ +B
N∑
µ=1
x2µ
(134)
=
(
B + 2
(
j
(h)
min − j
)) N∑
µ=1
x2µ (135)
(108)
= (B −B0)
N∑
µ=1
x2µ < 0 , (136)
since B < B0 and
∑N
µ=1 x
2
µ > 0. In (134) and (136) we
have used the above assumption Jx = j
(h)
minx.
Summarizing, the zeroth order of H(s(t)) at t = 0 equals
the ferromagnetic line, the first order vanishes and the
second order is negative for B < B0. Hence, for suffi-
ciently small t,
H(s(t)) < N(j −B) , (137)
and thus also
Hmin(B) < N(j −B) . (138)
This completes the proof of (iii). 
Proposition 6 (ii) and (iii) justify the following defini-
tion of the saturation field [23]:
Definition 6
Bsat ≡ 2
(
j − j(h)min
)
, (139)
such that, according to (108),
Hmin (Bsat) = N
(
2j
(h)
min − j
)
. (140)
Moreover, 6 (i) shows that for all spin systems sat-
isfying j = j
(h)
min or, equivalently, Bsat = 0, the graph
14
of Hmin is completely given by the ferromagnetic lines
E(B) = N(j − |B|) and hence rather uninteresting. For
these systems ±f will be the ground state for all B ∈ R.
Hence the following definition appears sensible:
Definition 7 We will denote a Heisenberg-Zeeman sys-
tem as “ferromagnetic” iff j = j
(h)
min and as “anti-
ferromagnetic” iff j > j
(h)
min.
In the literature the term “ferromagnetic” is sometimes
reserved to denote the case where all Jµν ≤ 0, µ 6= ν. In
this case our condition j = j
(h)
min follows by means of the
Frobenius-Perron theorem, see, e. g., [24].
It will be interesting to compare the condition j = j
(h)
min
characterizing ferromagnetic systems with the inequality
J1 + J2 + J3 ≤ −||J|| ≡ −||(J1, J2, J3)|| , (141)
characterizing the ferromagnetic cone of J-vectors in the
case of N = 3, that was derived in [3]. The coupling
constants J1, J2, J3 are those appearing in (85) except for
a factor 2, which is irrelevant since (141) is homogeneous
in the Ji, i = 1, 2, 3.
Lemma 7 In the case of N = 3, j = j
(h)
min is equivalent
to (141).
Proof:
The condition j = j
(h)
min is equivalent to the statement
Ĵ ≡ J − j 1 ≥ 0. The latter matrix Ĵ is obtained from
J˜ , the matrix of coupling coefficients in the zero diago-
nal gauge, by subtracting the actual row sum from each
diagonal element. In the case N = 3, Ĵ hence assumes
the form
Ĵ =
 −J2 − J3 J3 J2J3 −J1 − J3 J1
J2 J1 −J1 − J2
 . (142)
By Sylvester’s criterion, Ĵ ≥ 0 iff all principal minors of
Ĵ are ≥ 0. Since det Ĵ = 0 and all principal minors of
order two have the same value, the condition j = j
(h)
min
will be equivalent to the conjunction of the inequalities
−J2 − J3 ≥ 0, (143)
−J1 − J3 ≥ 0, (144)
−J1 − J2 ≥ 0, (145)
J1J2 + J2J3 + J1J3 ≥ 0 . (146)
In order to show that Ĵ ≥ 0 implies (141) we note that
(143) – (145) imply J1 + J2 + J3 ≤ 0. Under this condi-
tion, (141) is equivalent to (J1 + J2 + J3)
2 ≥ ||J||2 and,
further, to (146) since
(J1 + J2 + J3)
2 ≥ ||J||2 (147)
⇔ J21 + J22 + J23 + 2(J1J2 + J2J3 + J1J3)
≥ J21 + J22 + J23 (148)
⇔ J1J2 + J2J3 + J1J3 ≥ 0. (149)
Conversely, (141) implies J1 + J2 ≤ −||J|| − J3 ≤ 0,
where the last inequality is trivial for J3 ≥ 0 and
follows from the triangle inequality if J3 ≤ 0. Hence
−J1 − J2 ≥ 0 and the other two inequalities (143) and
(144) follow analogously. The remaining part of the
proof is analogous to the above considerations. 
As another consequence of the preceding results we
note the following
Proposition 7 Let the magnetization graph coincide
with the graph of a smooth magnetization function M(b)
except for a finite set of arguments such that b 7→ M(b)
is integrable. Then∫ Bsat
0
M(b) db = e0 −N
(
2 j
(h)
min − j
)
, (150)
where e0 ≡ Hmin(0) is the absolute ground state energy.
Proof:
We first consider the integral for an open interval
(b1, b2) where M(b) is smooth and hence the nega-
tive derivative of a smooth part of Hmin(b). Hence∫ b2
b1
M(b) db = Hmin(b1) − Hmin(b2). By adding
the integrals over the whole domain [0, Bsat] we
obtain
∫ Bsat
0
M(b) db = Hmin(0) − Hmin(Bsat) =
e0 − N
(
2 j
(h)
min − j
)
, using (140) and the continuity of
Hmin. 
C. Magnetization plateaus
Recall that in general the Legendre-Fenchel transform
of −Hmin will not return Emin but its convex envelope
E
(co)
min, see Definition 5. Nevertheless, we have a kind of
duality between µ 7→ Emin(µ) and b 7→ Hmin(b) that can
be utilized for various purposes. For example, a kink in
the graph of Hmin, see Figure 4, is connected with a lin-
ear part in (the convex envelope of) Emin , see Figure 3,
and a magnetization jump, see Figure 5. By duality, a
kink in the graph of Emin corresponds to a linear part of
Hmin, and, interchanging the role of µ and b, to a magne-
tization plateau in the magnetization graph M. A first
example of this we have already encountered, namely the
ferromagnetic line assumed by Hmin for B ≥ Bsat, corre-
sponding to the “kink” of Emin at µ = N and the magne-
tization plateau for B ≥ Bsat. However, this example is
somewhat degenerate and less interesting since it occurs
for every AF system. Hence we will provide another, still
elementary example for a magnetization plateau.
Example 3 The AF 3-chain (N = 3)
♠ ♠ ♠
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FIG. 6: The set of possible values of (µ,E) =
(
±
√
S2,H0(s)
)
for the AF 3-chain. The points correspond to randomly cho-
sen values for α and β in (153) and (154); the bounding
(green) lines and the (red) parabola are given by (155) and
(156). The function Emin(µ) is locally given by one of the
linear or quadratic bounds.
The anti-ferromagnetic 3-chain will be defined by the
Hamiltonian
H(s) = s1 · s3 + s2 · s3 − S ·B . (151)
We first calculate Emin(µ). According to the results of [3]
for N = 3 it suffices to consider co-planar spin configura-
tions. Due to rotational degeneracy the general co-planar
spin configuration can be assumed to be of the form
s3 =
(
1
0
)
, s1 =
(
cosα
sinα
)
, s2 =
(
cosβ
sinβ
)
, (152)
where α ∈ [0, π], β ∈ [0, 2π]. It follows that
M(s) = ±
√
3 + 2 cosα+ 2 cos(α− β) + 2 cosβ,
(153)
H0(s) = cosα+ cosβ . (154)
The set of points with coordinates (M(α, β), H0(α, β))
exhausts the set E˜ introduced in (34), if (α, β) runs
through the set [0, π] × [0, 2π]. The boundary of E˜
is contained in the set of solutions of Jac(α, β) = 0,
where Jac denotes the Jacobian of the transformation
(α, β) 7→ (M2(α, β), H0(α, β)). After some elementary
calculations we obtain Jac = 2 sin(α − β)(sinα + sinβ)
and hence Jac(α, β) = 0 has the two solutions α = β
and α = −β. The first one leads to µ = M(α, α) =
±√4 cosα+ 5 and E = H0(α, α) = 2 cosα, and hence to
the parabola
E =
1
2
(
µ2 − 5) . (155)
The second solution leads to µ = ±M(α,−α) = ±(1 +
2 cosα) and E = H0(α,−α) = 2 cosα, and hence to the
two lines
E± = ±µ− 1 . (156)
In Figure 6 we have displayed a number of values (µ,E)
obtained numerically by randomly choosing α and β to-
gether with the bounding lines (156) and the parabola
(155). From this it is obvious that the function Emin is
given by
Emin(µ) =
{ −1− |µ| : 0 ≤ |µ| ≤ 1 ,
1
2
(
µ2 − 5) : 1 ≤ |µ| ≤ 3 . (157)
There are, up to the reflection µ 7→ −µ, three promi-
nent points of E˜: The point with coordinates (µ = 0, E =
−1) corresponding to the coplanar spin state with mu-
tual angles of 120◦, the point (µ = 1, E = −2) corre-
sponding to the total Ising ground state ↓↓↑, and the
point (µ = 3, E = 2) corresponding to the ferromagnetic
ground state ↑↑↑. E˜ is not convex; the relative ground
states s with −1 < M(s) < 1 will never become ground
states of the Heisenberg-Zeeman Hamiltonian since they
cannot be reached by supporting lines. Hence there will
be a magnetization jump from µ = −1 to µ = 1 at B = 0.
Moreover, the point (µ = 1, E = −2) is a kink of Emin,
even if Emin is replaced by its convex envelope E
(co)
min.
This leads to a magnetization plateau: The magnetiza-
tion has the constant value µ = 1 if B varies from B1 = 0
to B2 = 1. The latter value is obtained from
B2 = limµ↓1 ∂Emin∂µ = limµ↓1
∂
∂µ
1
2
(
µ2 − 5) = 1.
Hmin is obtained as the negative Legendre-Fenchel
transform of Emin. Note that for 1 < |µ| < 3 this
can be calculated as the Legendre transform in the tradi-
tional way: b = ∂∂µEmin(µ) =
∂
∂µ
1
2
(
µ2 − 5) = µ(b) and
hence Hmin(b) = Emin(µ(b))−µ(b) b = 12
(
b2 − 5)− b2 =
− 12
(
5 + b2
)
. We state the complete result:
Hmin(b) =
 −2− |b| : |b| ≤ 1 ,− 12 (5 + b2) : 1 ≤ |b| ≤ 3 ,
2− 3|b| : 3 ≤ |b| .
(158)
This result implies the value of the saturation field be-
ing Bsat = 3. It will be in order to check the definition
(139). To this end we consider the homogeneously gauged
J-matrix, cp. (86),
J
(h) =
1
2
 13 0 10 13 1
1 1 − 23
 , (159)
and calculate its eigenvalues j
(h)
min = − 56 , j2 = 16 , j = 23 .
Hence Bsat = 2
(
j − j(h)min
)
= 3 which confirms the above
finding. Note further that Hmin(B) assumes its lower
bound (92) for 1 ≤ |B| ≤ 3. The complete results for
Hmin(B), magnetization M(B) and susceptibility χ(B)
are represented in Figure 7.
We may check (150) for the AF 3-chain: Its
r. h. s. reads
∫ Bsat
0
M(b) db =
∫ 1
0
1 db +
∫ 3
1
b db =
16
1 + 12
(
32 − 12) = 5. The l. h. s. of (150) is e0 −
N
(
2j
(h)
min − j
)
= −2 − 3 (−2× 56 − 23) = −2 + 7 = 5
and hence (150) is satisfied.
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FIG. 7: The three functions Hmin(B),M(B) and χ(B) for the
AF 3-chain. Note the magnetization plateaus for 0 < |B| < 1.
♣
D. Parabolicity
We will consider the case where the lower parabolic
bound (92) is identically assumed for a maximal domain
and will call those systems“parabolic”. We already know
that this cannot happen for |B| > Bsat where Hmin(B)
is given by the ferromagnetic lines (110). An additional
restriction has to be considered for small B as we will
show in the following.
In the above Example 3 of the AF 3-chain the absolute
ground state sˇ has a non-zero magnetization M(0+) = 1.
Even if a small magnetic field B is applied this ground
state and its magnetization remains unchanged. In
this example the largest value of B such that M(B) =
M(0+) = 1 is B = 1. This value will be called the
“threshold field”Bthr.
Generally, we will define Bthr in the following way. Let
sˇ be an absolute ground state of the Heisenberg-Zeeman
system. If there are various absolute ground states (ex-
cept trivial degeneracy) we consider an sˇ with maximal
magnetization µˇ = M(sˇ). Then we define the line L in
the (B,E)-plane by the equation
E = H0(sˇ)−BM(sˇ) . (160)
The intersection L0 of L with the (sub)graph of Hmin is
a closed convex subset of L, hence a closed interval or a
single point. We define
Definition 8
Bthr ≡ Max {B |(B,E) ∈ L0 } (161)
= Max {B |Hmin(B) = H0(sˇ)−BM(sˇ)}.
(162)
In the Example 3 the interval L0 will be the linear
part of Bmin between B = 0 and B = 1 and the above
definition correctly yields Bthr = 1. Even if there exists
an absolute ground state with non-zero magnetization
it may happen that Bthr = 0 if Emin is smooth in the
neighborhood of µˇ = M(sˇ), see the Examples 3 and 5
below.
In the case Bthr > 0 there will be a magnetization
plateau and Hmin(B) = H0(sˇ) − |B|M(sˇ) for −Bthr ≤
B ≤ Bthr. Hence the inequality (92) cannot be replaced
by an equality in the open interval (−Bthr, Bthr), simi-
larly as for |B| > Bsat. The Example 3 is typical in this
respect. These considerations lead to the following
Definition 9 Consider an anti-ferromagnetic
Heisenberg-Zeeman system and an absolute ground
state sˇ with maximal magnetization µˇ = M(sˇ) and
corresponding threshold field Bthr. Then this system will
be called “parabolic” iff one of the following equivalent
conditions is satisfied:
(i) For all B ∈ R such that Bthr ≤ |B| ≤ Bsat there
holds
Hmin(B) = Hbound(B) = j
(h)
minN−
N B2
4
(
j − j(h)min
) . (163)
(ii) For all µ ∈ R such that µˇ ≤ |µ| ≤ N there holds
Emin(µ) = Ebound(µ) = j
(h)
minN +
j − j(h)min
N
µ2 . (164)
The equivalence of (163) and (164) follows since Ebound
and −Hbound are mutual Legendre-Fenchel transforms in
the corresponding domains Bthr ≤ B ≤ Bsat and µˇ ≤
µ ≤ N .
According to this definition the above Examples 1
and 3 are parabolic. Note that without the restric-
tion Bthr ≤ |B| in (163) the Example 3 would not
be parabolic although the parabolic lower bound is
assumed for Bthr ≤ |B| ≤ Bsat. The restriction to
anti-ferromagnetic systems is sensible since, according to
our Definition 7, ferromagnetic systems satisfy Bsat = 0.
A global characterization of parabolic systems is not
possible at the moment although we will present a cou-
ple of general results. We remark that a constructive
proof of parabolicity can be given in many cases as fol-
lows: Whenever we have found a family of states s(B),
where Bthr ≤ B ≤ Bsat, such that the Heisenberg-
Zeeman energyH(s(B)) is given byHbound it follows that
Hmin(B) = H(s(B)) and hence the system is parabolic
since Hbound is a lower bound of Hmin(B)).
It directly follows from the definition (163) that a
parabolic system has a linear magnetization function
M(B) = −∂Hmin(B)
∂B
=
N
2
(
j − j(h)min
) B (165)
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and hence a constant susceptibility for Bthr ≤ |B| ≤
Bsat. Thus for all parabolic systems the magnetization
functions look the same and the AF 3-chain is typical,
see Figure 7. Though it may happen that Bthr = 0 and
hence (165) holds for all −Bsat ≤ B ≤ Bsat, see Figure
1 for a typical example.
We will proceed with an example and two counter-
examples.
Example 4 The N -pantahedron
♣ TheN -pantahedron or uniformly coupled AF system
is defined by the Heisenberg Hamiltonian
H0(s) =
∑
1≤µ<ν≤N
sµ · sν = 1
2
(
S
2(s)−N) , (166)
where
S
2(s) ≡
∑
1≤µ,ν≤N
sµ · sν =
(
N∑
µ=1
sµ
)2
= S2 (167)
is the total spin square function. Recall that in the pres-
ence of a magnetic field B = B e, B > 0 it is possible to
choose S parallel to e by means of a suitable rotation and
hence S2 = M(s)2. Thus every s ∈ Pe realizes a relative
ground state of H0 such that
Emin(M(s)) = H0(s) , (168)
and hence, using (166),
Emin(µ) = −N
2
+
1
2
µ2 . (169)
The J-matrix corresponding to the Hamiltonian (166)
has the entries
Jλν =
{
0 : λ = ν,
1
2 : λ 6= µ ,
(170)
where 1 ≤ λ, ν ≤ N . It is already homogeneously gauged
and has the eigenvalues with muliplicity
j
(h)
min = −
1
2
(mult. = N − 1) , (171)
j =
N − 1
2
(mult. = 1) , (172)
in accordance with Tr J = 0. Thus Emin(µ) assumes the
lower bound
Ebound = j
(h)
minN +
j − j(h)min
N
µ2 = −N
2
+
1
2
µ2 , (173)
and hence the N -pantahedron is parabolic. ♣
Example 5 The N -pantahedron plus one extra spin
♣
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FIG. 8: The minimal energy Emin(µ) of the 3-pantahedron
with one extra spin and its lower parabola Ebound(µ). Since
Emin(µ) > Ebound(µ) for |µ| < N = 4 the system is not
parabolic.
This example would hardly appear in real applications
but it nicely illustrates some aspects of the definition of
parabolicity. We consider a system with N +1 spins but
the Hamiltonian (166) of an N -pantahedron. This means
that the (N +1)th spin is not coupled to the other spins
and does not contribute to the Heisenberg energy of the
system. But it contributes to its magnetization and hence
destroys the parabolicity of the system as we will see in
a moment.
Let µ be the total magnetization of the system and
µ∗ the magnetization of the first N spins, such that the
Heisenberg energy of the system will be E = −N2 + 12µ2∗.
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For given µ > 0 the minimal µ∗ will be µ∗ = µ− 1, and
hence, keeping in mind that Emin is an even function,
Emin(µ) =
{ −N2 + 12 (µ− 1)2 : µ ≥ 0
−N2 + 12 (µ+ 1)2 : µ ≤ 0 ,
(174)
see Figure 8.
In order to calculate the bounding parabola of the sys-
tem note that its J-matrix is that of the N -pantahedron
augmented by a zero row and a zero column. Hence its
row sum jν ≡
∑N+1
λ=1 Jλν amounts to
jν =
{ −N−12 : ν ≤ N
0 : ν = N + 1 ,
(175)
and its mean row sum is
j =
N(N − 1)
2(N + 1)
. (176)
It follows that the diagonal elements of the homoge-
neously gauged J-matrix will be
J
(h)
νν =
{
− N−12(N+1) : ν ≤ N ,
N(N−1)
2(N+1) : ν = N + 1 .
(177)
Consequently the eigenvalues with multiplicity of J(h) are
j =
N(N − 1)
2(N + 1)
, (mult. = 2) (178)
j
(h)
min = −
N
N + 1
, (mult. = N − 1) , (179)
in accordance with Tr J(h) = 0. The bounding parabola
is hence given by
Ebound(µ) = −N + N
2(N + 1)
µ2 , (180)
and intersects the graph of Emin(µ) only at |µ| = N +1,
see Figure 8. Summarizing, the N -pantahedron plus one
extra spin is not parabolic. ♣
Example 6 The AF N -chain
♠ ♠ ♠ ♠ ♠. . .
♣We have seen that the AF 3-chain and the AF 2-chain
are parabolic, where the latter is identical with the AF
dimer. Hence one could conjecture that all AF N -chains
are parabolic too, but this is not the case as we will show.
The homogeneously gauged J-matrix for the AF N -
chain has the form
J
(h) =

1
2 − 1N 12 0 . . . . . . 0
1
2 − 1N 12
. . . . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . . 0
...
. . . 1
2 − 1N 12
0 . . . . . . 0 12
1
2 − 1N

.
(181)
By computer-algebraic means one can easily verify that
its eigenvalues are
jν = cos
(νπ
N
)
− 1
N
, ν = 0, . . . , N − 1 , (182)
corresponding to eigenvectors ϕ(ν) with components
ϕ
(ν)
λ = cos
(
− νπ
2N
+
νλπ
N
)
, λ = 1, . . . , N. (183)
Especially, j = j0 = 1 − 1N and j
(h)
min = cos
(N−1)pi
N − 1N
and hence the lower parabolic bound has the form
Ebound(µ) = −1−N cos
( π
N
)
+
(
1 + cos
(
pi
N
))
N
µ2. (184)
For even N the Ising ground state ↑↓ . . . ↓ has magneti-
zation µ = 0 and the ground state energy e0 = −N + 1.
The parabolic bound givesEbound(0) = −1−N cos
(
pi
N
)
<
−1−N + pi22N < −N + 1 = e0 for N > pi
2
4 = 2.4674 . . ..
For odd N the Ising ground state ↑↓ . . . ↑ has mag-
netization µ = 1 and the ground state energy energy
e0 = −N + 1. The parabolic bound gives Ebound(1) =
−N−1N
(
1 + (1 +N) cos piN
)
< −1−N+ 4+pi22N < −N+1 =
e0 for N > 1 +
pi2
4 = 3.4674 . . ..
Hence the AF N -chain is not parabolic for N > 3. ♣
Next we consider a large class of parabolic systems
where the relative ground states can be constructed from
the absolute ground state.
Theorem 3 We assume that an anti-ferromagnetic
Heisenberg-Zeeman system has an absolute co-planar or
Ising ground state sˇ with energy e0, maximal magnetiza-
tion µˇ = M(sˇ) and threshold field Bthr satisfying one of
the following equivalent conditions:
e0 − µˇ Bthr = j(h)minN −
N
4
(
j − j(h)min
)B2thr , (185)
or
e0 = j
(h)
minN +
j − j(h)min
N
µˇ2 . (186)
Then the system will be parabolic.
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Proof:
Let us first assume (185). This equation says that the
line L defined in (160) intersects the graph of Hmin and
the bounding parabola P given by (92) at the point
(Bthr, e0 − µˇ Bthr). It follows that L must be tangent
to P since otherwise L would lie below P somewhere.
This implies the identity of the (negative) slopes of L
and P at B = Bthr, namely
µˇ =
N
2
(
j − j(h)min
) Bthr . (187)
Next we consider the one-parameter family of spin con-
figurations
s˜ν(α) ≡ (
√
1− α2 sˇν , α), ν = 1, . . . , N, and 0 ≤ α ≤ 1 .
(188)
This generalizes the “umbrella construction” in [16] that
was implicitly assuming µˇ = 0 and hence the family (188)
will also be referred to as the “umbrella family”.
Bthr Bsat
B0
1
α
FIG. 9: The function α(B) according to (197) interpolating
between α(Bthr) = 0 and α(Bsat) = 1.
It satisfies S2 ≡ ||∑Nµ=1 s˜µ(α)||2 = (1−α2)µˇ2+α2N2.
Let s(α) be a suitable rotated spin configuration such
that M(s(α)) = S. For the calculation of the energy we
will utilize H0(s(α)) = H0(s˜(α)):
H(α) ≡ H(s(α)) = H0(s˜(α)) −M(s)B (189)
=
N∑
µ,ν=1
Jµν
((
1− α2) sˇµ · sˇν + α2)− SB (190)
=
(
1− α2) e0 +N j α2 −√(1− α2)µˇ2 + α2N2B.
(191)
We want to show that the energy of the one-parameter
family s(α) assumes the bounding parabola, i. e.,
H(α) = Hbound(B) = j
(h)
minN −
N
4
(
j − j(h)min
)B2 . (192)
We insert (191) into (192) and consider the result as an
equation of the form f(α,B) = 0. This equation will be
solved for the square root in (191) and, by squaring both
sides, transformed into a bi-quadratic equation for α. By
squaring both sides of an equation we have enlarged its
solution set and hence have to additionally check the final
result. The solution(s) of the bi-quadratic equation will
be rewritten using the following equations that follow
from (185), (187), and (139):
µˇ =
Bthr
Bsat
N , (193)
j =
1
2
(
−B
2
thr
Bsat
+Bsat +
2e0
N
)
, (194)
j
(h)
min =
e0
N
− B
2
thr
2Bsat
. (195)
After some manipulations we obtain
B2 − α2B2sat +
(
α2 − 1)B2thr = 0 , (196)
which is the equation of a hyperbola. The relevant branch
of it is given by the solution
α(B) =
√
B2 −B2thr
B2sat −B2thr
, (197)
that interpolates between α(Bthr) = 0 and α(Bsat) =
1, see Figure 9. It is straight forward to verify that
the one-parameter family s(α(B)) assumes the bound-
ing parabola (92) in the interval Bthr ≤ B ≤ Bsat and
hence the Heisenberg-Zeeman system is parabolic. In
particular, (186) follows.
Alternatively, we may assume (186) and define
α(µ) =
√
µ2 − µˇ2
N2 − µˇ2 , (198)
and, after some steps using (186), prove
H0(s(α(µ))) = Ebound(µ) = j
(h)
minN +
j − j(h)min
N
µ2 (199)
for all µˇ ≤ µ ≤ N . This proves the parabolicity of
the Heisenberg-Zeeman system in the second case. In
particular, (185) follows. 
In the special case of Bthr = 0 the condition (185)
reduces to e0 = j
(h)
minN which can be easily checked in
many cases where the system has a co-planar or Ising
absolute ground state. We provide an example, see also
[16].
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Example 7 The AF N -ring
♣ For the AF N -ring the J-matrix is given by
J =

0 12 0 . . . 0
1
2
1
2 0
1
2
. . . . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . . 0
...
. . . 1
2 0
1
2
1
2 0 . . . 0
1
2 0

. (200)
It is already homogeneously gauged and has the form of
a “circulant” [25], i. e., commutes with the Abelian group
of cyclic shift matrices. Consequently, its eigenvectors
b(λ) can be chosen as the Fourier basis
b(λ)ν =
1√
N
exp
(
2π i λ ν
N
)
, λ, ν = 0, . . . , N −1 , (201)
and the corresponding eigenvalues are
jλ = cos
2πλ
N
. (202)
It follows that
j = j0 = 1 , (203)
j
(h)
min = j⌊N2 ⌋ =
{ −1 : N even
− cos piN : N odd
, (204)
and hence the bounding parabola assumes the form
Ebound(µ) =
{ −N + 2N µ2 : N even−N cos piN + 1N (1 + cos piN )µ2 : N odd .
(205)
The absolute ground states of the AF N -ring can be
identified with
√
N b(λ) for λ = ⌊N2 ⌋, representing
co-planar or Ising spin vectors by complex numbers of
absolute value 1. These ground states have zero mag-
netization and a ground state energy e0 = Ebound(0).
Hence the AF N -rings are parabolic by Theorem 3. ♣
It follows that the following systems are parabolic and
have an umbrella family in the sense of Theorem 3: The
N -pantahedron, the AF spin ring with constant coupling,
the uniform AF systems modelled on the cube, the oc-
tahedron, the cuboctahedron and the icosidodecahedron,
see [16], and the various Kagome models considered in
[2]. Noticeably, these systems have a large symmetry
group. Recall, however, that uniform AF chains are not
parabolic for N > 3, see Example 6. In view of these nu-
merous examples one might conjecture that systems hav-
ing only 3-dimensional ground states cannot be parabolic
and thus Theorem 3 would cover the most general case
of parabolic systems. But this is wrong, as the Example
10 of the next section will show.
V. REDUCTION TO THE PURE HEISENBERG
GROUND STATE PROBLEM
We have reduced the ground state problem for
Heisenberg-Zeeman systems to the problem of determi-
nation of relative ground states of the pure Heisenberg
Hamiltonian. This is a minimization problem under
additional constraints: We have not only to allow for
sµ · sµ = 1, µ = 1, . . . , N but also for M(s) = S · e = µ.
The latter constraint is equivalent to
S · S = µ2 , (206)
since every spin configuration satisfying (206) can be suit-
able rotated in order to satisfy M(s) = µ without chang-
ing its energyH0(s). This additional constraint leads to a
modified stationary state equation (SSE) compared with
(6). We have to multiply the term (206) with a further
Lagrange parameter and to add it to the term H0(s) that
has to be minimized. Because of S ·S = N+∑µ6=ν sµ ·sν
the resulting SSE has the same form as the original one
but with a modified Hamiltonian: H0 is replaced by
Hγ(s) =
N∑
µ,ν=1
J (γ)µν sµ · sν , (207)
where
J (γ)µν ≡
{
Jµν − γ : µ 6= ν ,
0 : µ = ν ,
(208)
and γ ∈ R is the new Lagrange parameter. Note that
by setting J
(γ)
µµ = 0 we have neglected the constant term
−γN since this term would anyway vanish upon differen-
tiation. In this way we have further reduced the ground
state problem of Heisenberg-Zeeman systems to the ordi-
nary ground state problem for pure Heisenberg systems,
but with a Hamiltonian Hγ(s) depending linearly on a
parameter γ. The methods developed in [1] – [3] can
thus also be applied to the the ground state problem of
Heisenberg-Zeeman systems. We have only to allow for
the possibility that the Lagrange parameters κν of the
ground states (6) depend on γ. Moreover, we have to
correct the energy of the Heisenberg system by subtract-
ing the term −γ ∑µ6=ν sµ · sµ since its energy is H0(s)
and not Hγ(s).
We will consider a couple of elementary examples.
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Example 8 A frustrated spin triangle (N = 3)
♣ The Heisenberg spin system defined by the Hamil-
tonian
H0 = 2 s1 · s2 − s1 · s3 − s2 · s3 . (209)
is frustrated and has a co-planar absolute ground state sˇ
of the form
sˇ1 =
1
4
(
1√
15
)
, sˇ2 =
1
4
(
1
−√15
)
, sˇ3 =
(
1
0
)
, (210)
with energy H0(sˇ) = − 94 and magnetization M(sˇ) = 32 .
It would be possible to determine the relative ground
states with the method used in the Example 3 but we
will rather apply the reduction method outlined above.
The modified J-matrix assumes the form
J
(γ) =
 0 1− γ −γ − 121− γ 0 −γ − 12
−γ − 12 −γ − 12 0
 (211)
≡
 0 J3(γ) J2(γ)J3(γ) 0 J1(γ)
J2(γ) J1(γ) 0
 . (212)
It turns out that the ground states of J(γ) are co-planar
and hence their Gram matrices can be obtained explicitly
by (17) – (19):
u = −4(γ − 5)γ + 7
8(γ − 1)2 , (213)
v = w =
2γ + 1
4− 4γ . (214)
This defines a one-parameter family of Gram matrices
that connects G(sˇ) with the Gram matrix of the ferro-
magnetic ground state, see Figure 10. The domain of the
Lagrange parameter γ is [0, 12 ]. This follows by calculat-
ing the eigenvalues of the homogeneously gauged matrix
J
(γ)(h):
J
(γ)(h) =
 − 12 1− γ −γ − 121− γ − 12 −γ − 12−γ − 12 −γ − 12 1
 , (215)
FIG. 10: The one-parameter family of ground states of Hγ
according to (211) represented as a curve at the boundary of
the Gram set G3. It starts at the absolute ground state G(sˇ),
given by (210), corresponding to γ = 0 (blue dot), and ends
at the ferromagnetic ground state corresponding to γ = 1/2
(red dot).
that are of the form j = −2γ, j2 = 12 (−3 + 2γ), jmax =
1
2 (3 + 2γ). For 0 ≤ γ < 12 the lowest eigenvalue is j2,
whereas for γ = 12 we have j
(h)
min = j = −1 and the
system becomes ferromagnetic, see Section IVB.
The magnetization of the one-parameter family of
ground states is obtained as
µ =M(γ) =
√
3 + 2(u+ v + w) =
3
2(1− γ) , (216)
and the (corrected) ground state energy is given by
E(γ) = 2(J3u+J2v+J1w)+2γ(u+v+w) =
9(2γ − 1)
4(γ − 1)2 .
(217)
(216) and (217) define a parametric representation of the
parabola
E = µ(µ− 3) , (218)
that represents the function Emin for 0 ≤ µ ≤ 3. Since
Emin is an even function its extension to all arguments
µ ∈ [−N,N ] is given by
Emin(µ) =
{
µ(µ− 3) : 0 ≤ µ ≤ N ; ,
µ(µ+ 3) : −M ≤ µ ≤ 0 , (219)
see Figure 11. Similarly as in the Example 3, Emin is not
convex and the relative ground states with magnetization
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FIG. 11: The set E˜ of possible values of (µ,E) =
(M(s),H0(s)) for the frustrated spin triangle (209). The blue
points are determined by randomly chosen spin vectors. The
red parabolas E± = µ(µ ± 3) locally represent the function
Emin for −3 ≤ µ ≤ 3, but only the part with 32 ≤ |µ| ≤ 3 will
correspond to ground states of (209). The red line between
the points (− 3
2
,− 9
4
) and ( 3
2
,− 9
4
) indicates the convex enve-
lope E
(co)
min of Emin. The blue parabola represents the lower
bound Ebound according to (102). Since Ebound(µ) < Emin(µ)
for −3 < µ < 3 the system is not parabolic.
-4 -2 2 4
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E/M/χ
Hmin(B)
M(B)
χ(B)
FIG. 12: The three functions Hmin(B),M(B) and χ(B) for
the frustrated spin triangle (209). The lower parabolic bound
Hbound(B) is indicated by the dashed blue curve.
− 32 < µ < 32 are never ground states of the Heisenberg-
Zeeman system. The negative Legendre-Fenchel trans-
form of Emin(µ) yields
Hmin(b) =
{
− 14 (3 + |b|)
2
: |b| ≤ 3 ,
−3|b| : |b| ≥ 3 . (220)
The complete results for Hmin(B), M(B) and χ(B)
are shown in Figure 12. The system is not parabolic
since the absolute ground state sˇ satisfies µˇ = 32 and
e0 = − 94 whereas j
(h)
minN +
j−jmin
N µˇ
2 = − 278 < − 94 .
Thus (164) is not satisfied, see also Figure 11. We point
out that Bthr = 0 although the absolute ground state
has a non-zero magnetization µˇ = 3/2. This is due to
the vanishing slope of the supporting line of Emin at
µˇ = 3/2. ♣
♣ It will be instructive to re-consider the above Exam-
ple 3 of the AF 3-chain. Although we have already de-
termined its relative ground states we will try to recover
them as ground states of the modified Heisenberg Hamil-
tonian Hγ according to (207). The modified J-matrix in
the ground state gauge reads
J
(γ) =
 16 (4γ − 1) −γ 12 − γ−γ 16 (4γ − 1) 12 − γ
1
2 − γ 12 − γ 13 (1 − 4γ)
 , (221)
and has the eigenvalues
j1 =
5
6
− 7γ
3
, (222)
j2 =
2(γ − 1)
3
, (223)
j3 =
5γ
3
− 1
6
. (224)
The eigenvector corresponding to j2 is the Ising state
(−1,−1, 1) =↓↓↑, but this is the unique absolute ground
state of Hγ only for 0 ≤ γ < 12 . At γ = 12 we have
j1 = j2 = − 13 and the matrix J(γ) assumes the form
J
( 12 ) =
 16 − 12 0− 12 16 0
0 0 − 13
 . (225)
The eigenspace of J(
1
2 ) corresponding to the eigenvalue
− 13 is spanned by the columns of the matrix
s(α) =
 cosα sinαcosα sinα
1 0
 . (226)
The three rows of s(α) are identical with the one-
parameter family of relative co-planar ground states, see
(152) with α = β, and hence the latter can be recovered
as the absolute ground states of Hγ= 12 . Note that due
to the form of the matrix (225) the Hamiltonian Hγ= 12
is that of a ferromagnetic dimer such that the third spin
is not coupled to the dimer. Hence its ground state can
be directly determined as, say, ↓↓ and the third spin
being arbitrary. This is, up to a rotation, exactly the
one-parameter family (226) with the two limit cases
s3 =↑ and s3 =↓ leading to Ising ground states. In [3]
we have enumerated the 6 one-dimensional faces of the
Gram set G3 consisting of line segments joining two of
the 4 Ising states. The Gram matrices of the ground
states of Hγ= 12 form such a face generated by G(↓↓↑)
and G(↓↓↓). ♣
We have thus encountered two different scenarios in the
context of the reduction to the pure Heisenberg ground
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state problem: In the Example 8 the family Hγ of modi-
fied Hamiltonians has a corresponding continuous family
of ground states sγ . This case will be called “continuous
reduction”. In contrast to this the Example 3 is a case
of “discontinuous reduction”where the family Hγ has the
the same ground state s0 until γ reaches a critical value γc
such that all relative ground states of H0, including the
ferromagnetic one, are absolute ground states ofHγc . We
do not know whether these two cases are the only ones
that can occur.
Next we consider the example of a 3-chain with al-
ternating signs of the coupling constants, that already
appeared in [16]. Here continuous reduction takes place
and Hmin can be analytically determined without being
a quadratic function in the domain Bthr ≤ B ≤ Bsat as
in all other examples of this paper.
Example 9 Alternating 3-chain (N = 3)
♠ ♠ ♠
♣
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FIG. 13: The Heisenberg energy E of the alternating 3-chain
vs. the magnetization µ. The blue points correspond to ran-
domly chosen co-planar spin configurations, the red curves
are solutions of (234) and locally define the function Emin(µ).
The cyan curve Eumb(µ) represents the energy of an umbrella
family joining the absolute Ising ground state ↑↓↓ with the fer-
romagnetic ground state ↓↓↓. The dashed green curve is the
lower parabolic bound Ebound(µ). Note that for 1 < |µ| < 3
we have Ebound(µ) < Emin(µ) < Eumb(µ).
The alternating 3-chain is defined by the Hamiltonian
H0(s) = s1 · s2 − s2 · s3 , (227)
and has obviously the absolute Ising ground state sˇ =↑↓↓
with magnetization M(sˇ) = ±1 and ground state en-
ergy e0 = −2. We will again illustrate the reduction
of the Heisenberg-Zeeman ground state problem to the
pure Heisenberg ground state problem for this example
and consider the modified J-matrix
J
(γ) =
 0 12 − γ −γ1
2 − γ 0 −γ − 12−γ −γ − 12 0
 . (228)
Similarly as in the Example 8 there exists a one-
parameter family of co-planar ground states s(γ) of H(γ)
given by the Gram matrix elements, see (15):
u =
8γ2(1 − 2(γ − 2)γ)− 1
4(1− 2γ)2γ(2γ + 1) , (229)
v =
1− 16 (γ4 + γ2)
8γ2 (4γ2 − 1) , (230)
w = −8(2γ(γ + 2)− 1)γ
2 + 1
4γ(2γ − 1)(2γ + 1)2 . (231)
In this case the parameter domain (γ1, γ2), where γ1 =
1
2
(√
2− 1) = 0.2071 . . . and γ2 = 12√3 = 0.288675 . . .,
covers the magnetization interval µ ∈ (1, 3), whereas for
smaller values of γ, say 0 ≤ γ < γ1 the Hamiltonian H(γ)
has the unique Ising ground state sˇ. For the domain
(γ1, γ2) we obtain magnetization and Heisenberg energy
in the parameter representation
M(γ) =
√
3 + 2(u+ v + w) =
√
48γ4 + 24γ2 − 1
2γ (1− 4γ2) ,
(232)
E(γ) = 2(J3u+ J2v + J1w) + 2γ(u+ v + w)
=
48γ4 + 8γ2 − 1
2γ (1− 4γ2)2 . (233)
It is possible to eliminate γ from (232) and (233) which
yields the polynomial equation
0 = 16E6 − 8E4 (µ2 + 3)2
+ E2
(
µ8 − 24µ6 + 18µ4 + 288µ2 − 27)
+ µ2
(
µ4 − 10µ2 + 9)2 . (234)
Its solution defines a one-dimensional algebraic variety
in the (µ,E)-plane that includes the boundary of E˜,
the set of physical (µ,E)-values, and hence locally de-
fines Emin, see Figure 13. Without giving the details of
the straight forward calculation we note that the lower
parabolic bound is given by
Ebound(µ) = −3
√
3
2
+
µ2
2
√
3
, (235)
and that the system is not parabolic since Ebound(µ) <
Emin(µ) for |µ| < 3. Further, it is interesting that the
umbrella family joining the two Ising states ↑↓↓ and ↓↓↓
yields a curveEumb(µ) =
1
4
(
µ2 − 9) that is slightly above
Emin(µ) for 1 < |µ| < 3, see Figure 13. Although the
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absolute ground state of the alternating 3-chain is an
Ising state, the reduction of this system is continuous.
Finally we give the parametric representations of the
magnetic field B, Hmin and susceptibility χ that can be
calculated in a straight forward manner from (232) and
(233) and hold for γ ∈ [γ1, γ2]:
B(γ) =
√
48γ4 + 24γ2 − 1
1− 4γ2 , (236)
Hmin(γ) = − 8γ
(1− 4γ2)2 , (237)
χ(γ) =
1
32γ3
+ γ
(
16
12γ2 + 1
+
1
2
)
− 3
4γ
.(238)
From this one concludes Bthr = B(γ1) =
√
2 − 1 and
Bsat = B(γ2) =
√
3. The complete results for minimal
energy Hmin, magnetization M and susceptibility χ are
represented in Figure 14. They qualitatively look similar
as in the Example 3 of the AF 3-chain, see Figure 7, but
χ(B) is not constant in the interval Bthr < B < Bsat due
to the more complicated form of Hmin.
-2 -1 1 2
B
-6
-4
-2
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E/M/χ
Hmin(B)
M(B)
χ(B)
FIG. 14: The three functions Hmin(B),M(B) and χ(B) for
the alternating 3-chain. The dashed blue curve is the lower
parabolic bound Hbound(B).
♣
The last Example 10 shows discontinuous reduction
and, moreover, serves as the counter-example showing
that Theorem 3 does not cover all cases of parabolic sys-
tems.
Example 10 Parabolic system without umbrella family
(N = 6)
♣
FIG. 15: The absolute ground state (243), (244) of the system
given by (239).
In order to show that not every parabolic Heisenberg-
Zeeman system possesses an absolute co-planar or Ising
ground state and hence, according to Theorem 3, an um-
brella family, we consider a system of N = 6 spins with a
Heisenberg Hamiltonian given by the following J-matrix:
J =

−1 1 1 1 1 1
1 15 n p p n
1 n 15 n p p
1 p n 15 n p
1 p p n 15 n
1 n p p n 15
 , (239)
where p = 7+3
√
5
10 = 1.37082 . . . and n =
7−3√5
10 =
0.0291796 . . .. It follows that J is already homogeneously
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gauged and has the eigenvalues with multiplicities
j = 4 (mult. = 1), (240)
j
(h)
min = −2 (mult. = 3), (241)
j2 = 1 (mult. = 2) . (242)
The absolute ground state of the system is 3-
dimensional, essentially unique (i. e. unique up to ro-
tational/reflectional degeneracy) and lives on the 3-
dimensional eigenspace of J corresponding to j
(h)
min = −2.
It has the explicit form
sˇ1 =
 00
1
 , (243)
sˇµ =
 2
√
6
5 cos
2pi(µ−1)
5
2
√
6
5 sin
2pi(µ−1)
5− 15
 , µ = 2, . . . , 6, (244)
see Figure 15, with the total magnetization M(sˇ) = 0
and a ground state energy e0 = j
(h)
minN = −12. Since
the essential uniqueness of the absolute ground state is
crucial for what follows we will sketch the proof of it using
methods from [1]. The eigenspace of J corresponding
to the eigenvalue j
(h)
min = −2 is spanned by the three
columns of the matrix
W =

−5−√5 2√5 −5−√5
1 +
√
5 −1−√5 2
2 −1−√5 1 +√5
0 0 2
0 2 0
2 0 0
 . (245)
The corresponding ADE (14) has the unique solution
∆ =
1
100
 25 (−5 + 6√5) (−5− 6√5)(−5 + 6√5) 25 (−5 + 6√5)(−5− 6√5) (−5 + 6√5) 25
 ,
(246)
and leads to the Gram matrix G = W ∆W⊤ that is
identical with the Gram matrix G(sˇ) of the ground state
(243), (244).
The bounding parabola Ebound of the system has the
form
Ebound(µ) = j
(h)
minN +
j − j(h)min
N
µ2 = −12 + µ2 . (247)
We consider a“partial umbrella family”s(θ) of the form
s1(θ) =
 00
1
 , (248)
sµ(θ) =
 sin θ cos 2pi(µ−1)5sin θ sin 2pi(µ−1)5
cos θ
 , µ = 2, . . . , 6,(249)
that interpolates between the Ising states f =↑↑↑↑↑↑ for
θ = 0 and g =↑↓↓↓↓↓ for θ = π and contains the ab-
solute ground state (243), (244) for cos θ = − 15 . This
family has the magnetization µ = M(s(θ)) = 5 cos(θ)+1
and the Heisenberg energy E = H0(s(θ)) =
1
2 (20 cos(θ)+
25 cos(2θ) + 3). Eliminating θ from the last two equa-
tions yields E = −12 + µ2, which coincides with (247).
The family (248), (249) covers the part of the bound-
ing parabola (247) between µ = −4 and µ = 6. Hence
this system is parabolic but does not possess an umbrella
family in the sense of Theorem 3 since it has no absolute
co-planar or Ising ground states. Interestingly, there ex-
ists an umbrella family joining f and g, but this family
only covers the part of the bounding parabola (247) be-
tween µ = 4 and µ = 6.
We will further analyze this example in the context
of the heading of this section, the reduction to the pure
Heisenberg ground state problem. To this end we con-
sider the modified Hamiltonian Hγ according to (207)
and (208). It turns out that the case of discontinuous
reduction applies, namely that for 0 ≤ γ < 1 the Hamil-
tonian Hγ has the essentially unique ground state sˇ. For
γ = 1 the Hamiltonian Hγ becomes the first time ferro-
magnetic and has both states, sˇ and f as ground states.
We will determine more ground states of H1 = Hγ=1
(including unphysical ones) and recall the fact that the
corresponding Gram matrices form a face of the Gram set
G6. To this end we consider the homogeneously gauged
matrix J1 corresponding to H1 and its eigenspace corre-
sponding to the 4-fold degenerate lowest eigenvalue −1.
It is spanned by the four columns of the matrix
W =

0 0 0 1
1
2
(
1 +
√
5
)
1
2
(−1−√5) 1 0
1 12
(−1−√5) 12 (1 +√5) 0
0 0 1 0
0 1 0 0
1 0 0 0
 .
(250)
The corresponding ADE has solutions ∆ ≥ 0 depending
on 4 real parameters u, x, y, z:
∆(u, x, y, z) =

1 u −−2(2+
√
5)u+
√
5+3
1+
√
5
x
u 1 u y
−−2(2+
√
5)u+
√
5+3
1+
√
5
u 1 z
x y z 1
 .
(251)
We need not investigate the 4-dimensional convex set
SADE of solutions ∆(u, x, y, z) ≥ 0 in detail and will
only consider the intersection S= of SADE with the two-
dimensional subspace x = y = z. It is bounded by the
line u = 1 and the parabola u =
(5+
√
5)x2+
√
5+1
2(3+
√
5)
, see
Figure 16. Recall that the points of S= correspond to
certain Gram matrices G(x, u) of ground states of H1 via
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G(x, u) =W ∆(u, x, x, x)W⊤. In Figure 16 we have dis-
played three points corresponding to the Gram matrices
of the ground states g, f and sˇ, namely G(g) = G(−1, 1),
G(f) = G(1, 1) and G(sˇ) = G(− 15 , 125
(
6
√
5− 5)). It
turns out that there are two prominent curves con-
necting g and f : the straight line segment and the
parabolic curve. The first one corresponds to a 2-
dimensional 1-parameter umbrella family; the second
one corresponds to the family s(θ), see (248), (249),
and is given by the correspondence x(θ) = cos θ and
u(θ) = 14
(√
5− 1) sin2(θ) + cos2(θ). W. r. t. magneti-
zation and energy, both curves cover certain parts of the
bounding parabola (247). Another line segment connects
sˇ with f .
We will dwell upon some details concerning these three
curves. The 2-dimensional umbrella family connecting g
and f is explicitly given by
sν(α) =
(
fν cosα
gν sinα
)
ν = 1, . . . , 6 , (252)
where the gν and fν are the components of the Ising
states g and f . Instead of rotating these spin vectors
such that the total spin S points into the direction of
the magnetic field it is easier to directly replace M(s(α))
by µ(α) =
√
S · S =
√
10 cos(2α) + 26. Using the result
E(α) = H0(s(α)) = 10 cos(2α) + 14 it is straight for-
ward to verify E(α) = −12 + µ2(α), which means that
the 2-dimensional umbrella family realizes the bounding
parabola (247). However, since 4 ≤ µ(α) ≤ 6 for all
0 ≤ α ≤ π only a part of the bounding parabola is cov-
ered and this 2-dimensional umbrella family cannot be
obtained by means of Theorem 3.
-2 -1 1 2
x
1
2
3
u
g f
š
FIG. 16: The convex set S= in the x, u-plane the points of
which correspond to certain ground states ofH1. We have dis-
played three special cases: g =↑↓↓↓↓↓ (blue point), f =↑↑↑↑↑↑
(red point ) and sˇ (green point) according to (243) and (244).
The blue line segment connecting g and f corresponds to a
2-dimensional umbrella family, the green parabolic segment
connecting g and f corresponds to the 3-dimensional partial
umbrella family (248) and (249), and the magenta line seg-
ment connecting sˇ and f corresponds to a 4-dimensional and
hence unphysical umbrella family.
This is different for the second partial umbrella family
s(θ) that covers the part of the bounding parabola given
by −4 ≤ µ ≤ 6 and hence proves the parabolicity of the
present system, although s(θ) is not an umbrella family
in the strict sense since s1(θ) is constant, see (248).
The line segment connecting sˇ with f can be repre-
sented by the 4-dimensional umbrella family
sν(β) =
(
sˇν cosβ
fν sinβ
)
ν = 1, . . . , 6, 0 ≤ β ≤ π/2. (253)
It covers the bounding parabola for 0 ≤ µ ≤ 6 but its
spin vectors are 4-dimensional and hence unphysical. Its
Gram matrices G(s(β)) satisfy
G(s(β)) = cos2 β G(sˇ) + (1− cos2 β)G(f) , (254)
which confirms the statement that the G(s(β)) run
through the line segment between G(sˇ) and G(f) = 1.
The former results represented in Figure 16 show that
this line segment will not be a face of the Gram set G
and hence the face generated by the two extremal points
G(sˇ) and G(f) must be larger. However, this face will
be contained in the 4-dimensional face of Gram matrices
of ground states of H1. ♣
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